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The probability density function (PDF) method provides an elegant solution to the
closure problems of the highly-nonlinear chemical source terms. The instantaneous veloc-
ity, temperature and species concentrations are replaced by a high-dimensional joint PDF.
Higher-order moments can be computed from this joint PDF. However, since the PDF
model lacks two-point information, the effects of molecular mixing have to be modeled.
Since the qualitative shape of the PDF is sensitive to the mixing model, especially when
molecular mixing plays an important role, an accurate description of mixing is critical to
PDF methods. Because molecular mixing is a multi-scale process, a spectral model is
most desirable for it can naturally introduce all the length and time scales. However, it
has difficulties in closing the chemical source term. A new model aiming at exploiting
the advantages of the PDF framework and the spectral representation in a complementary
way is derived. The eddy damped quasi-normal Markovian (EDQNM) model is chosen to
provide the spectral information, and the stochastic shell mixing model (SSMM) based on
the EDQNM model is able to supply the fine-grained joint PDF of velocity and scalars. A
Monte Carlo scheme is used to advance the notional particles in spectral space. The La-
grangian statistics predicted by SSMM are in good agreement with direct numerical sim-
ulation (DNS). However, violation of the scalar bounds poses a challenge to the SSMM.
An effective modification, called “zeroth” mode, has been proposed for an isotropic ho-
mogeneous system. Comparisons of the bounded SSMM have been made with DNS and
they are in overall good agreement. Another work done in this thesis is the development
of the EDQNM model for turbulent reacting fields, its comparison with DNS data and its
application to study effects of different critical dimensionless parameters such as Reynolds
number, Schmidt number and Damko¨hler number.
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Turbulent transport and mixing play an important role in many disciplines such as
chemical engineering, geosciences and biology. The classic Reynolds Averaged Navier-
Stokes (RANS) modeling for turbulent flows can be extended to study turbulent mixing
of scalars (e.g., temperature or chemical concentrations). Governing equations are usually
derived in physical space over the domain of interest with proper boundary and initial con-
ditions.74 However, a closure problem is inevitable in this method. Usually a “gradient
diffusion” hypothesis is employed to achieve the closure. For simple convection-diffusion
problems, this method can yield satisfactory results.75 However, when it comes to turbu-
lent reacting flows, such as combustion in gas turbines, boilers, industrial furnaces, rocket
engines, etc., the system becomes much more complicated due to the presence of chemical
reactions. Chemical source terms are generally highly nonlinear functions of temperature
and scalar concentrations, making the conventional moment closure extremely inapplica-
ble.
An attractive alternative is the probability density function (PDF) method. It replaces
a set of instantaneous variables which determines the thermochemical/hydrodynamic state
of a reacting system (like velocity, temperature and/or compositions) with a joint probabil-
ity density function, by means of which the reaction source terms and nonlinear convection
terms are treated exactly.64 The PDF method has received significant attention since its in-
ception, especially in the form of the Lagrangian PDF method.66 It has been widely used
to study different turbulent reacting systems. Recent studies have demonstrated the ef-
fectiveness of the PDF method to calculate the complex non-linear interactions between
turbulence and chemical reactions .4,5,45–48,67,88 However, since the the joint PDF is usu-
ally a one-time, one-point function, its evolution equation needs a closure approximation
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for molecular diffusive fluxes, which depend on the gradients of scalars that cannot be
computed in terms of the joint PDF. Moreover, since chemical reactions require mixing to
proceed down to molecular scales, for flames containing significant turbulence-chemistry
interactions, the accuracy of PDF model calculations relies not only on an accurate repre-
sentation of the chemistry, but also on the accuracy of the mixing model.6
The mixing of scalars is inherently a multi-scale process. It involves a large number of
interactions among eddies of different sizes. According to the Obukhov57 and Corrsin10
theory, mixing proceeds in a manner analogous to the cascade of turbulent kinetic en-
ergy from large scales to small scales. Based on this idea, conventional mixing models
assume the characteristic time scale of mixing is proportional to the integral time scale
of turbulence, estimated to be K/ε, where K is turbulent kinetic energy and ε is is the
energy dissipation rate. However, this does not account for the broad range of length
and time scales of turbulence. Besides, reactions can steepen the spatial gradients of the
scalars thus enhancing the mixing rate. Failure to represent this “local reaction rate” will
lead to inaccurate predictions in many situations. Moreover, reaction intermediates are
often formed in the thin reaction zones, thus the mechanism of mixing and reaction of
these intermediates is substantially different from what mixes the stable fuel and air. The
conventional single-point mixing models fail to adequately capture these more complex
mixing scenarios.
Another important phenomenon that single-point mixing models cannot account for
is differential diffusion, a process that decorrelates different scalars due to their distinct
molecular diffusivities.2 Differential diffusion originates from small scales and proceeds
to large scales via an inverse cascade. Generally it is argued that at large Reynolds num-
bers, since large scales and small scales are widely separated, only small scales are affected
by the effect of differential diffusion and large scales are insensitive to it. Therefore the
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effect of differential diffusion is usually ignored by invoking the “unity Schmidt num-
ber” approximation. However both experiments12,40,72 and direct numerical simulations
(DNS)43,89 have demonstrated that differential diffusion persists even at high Reynolds
numbers.
Subramaniam and Pope73 identified the following eight features of an idea mixing
model:
1. mean scalar concentrations are not directly affected by mixing
2. mixing causes the monotonic decrease of the eigenvalues of the covariance matrix
〈φ′αφ′β〉, where φ′α is the fluctuation in the concentration of species α, and α,β run
over the entire species domain
3. all scalars obey the bounds imposed by initial and boundary conditions
4. the model satisfies the invariant properties of linearity and independence
5. the joint composition PDF relax to a joint normal distribution eventually
6. the model should account for differential diffusion
7. the model should include the influence of the length scales of scalar fields
8. the model should account for the influence of reaction on mixing
The goal of this research is to develop a new mixing model that addresses as many of
these criteria as we can. The model will be based on the PDF framework, but will incor-
porate aspects of the spectral representation of scalar mixing. In particular, the spectral
model known as the eddy damped quasi-normal Markovian (EDQNM) model will be used
to develop a new mixing model for the PDF equations. In the sections below we provide
a review of PDF modeling (single-point and two-point) and the EDQNM model. There is
also a simple and straightforward illustration of the criteria each model satisfies in Table
1.1.
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Table 1.1: This table lists the models in the order they are discussed in Sections
1.1, 1.2 and 1.4. The diamond symbol indicates that the model satisfies
the corresponding criterion proposed by Subramaniam and Pope.73
Model 1 2 3 4 5 6 7 8
IEM    
PSP    
Particle Interaction    
Langevin    
Binomial     
Mapping Closure    
Joint PDF     
LSR      
SSMM       
1.1 Single-Point PDF Mixing Models
The PDF framework is well known for its capability of formally closing the nonlinear
chemical reaction source terms and those associated with radiative thermal emission.
However, molecular mixing, which involves two-point statistics, must be modeled. Since
the qualitative behavior of PDF is strongly affected by the mixing model, an inaccurate
mixing model will cause the PDF to lose its major strength, i.e., the formally closed source
terms may not be accurately predicted, especially when modeling diffusion-dominated
flames such as flames near blow-out, where the reaction rate is profoundly affected by lo-
cal fluctuations in the rate of mixing. A most simple example to illustrate the importance
of mixing model is the scalar mixing in homogeneous turbulence, where the scalar’s PDF
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[〈D O2ψ | φ〉P(φ, t)]=−1
2
∂2
∂φ2 [χ(φ, t)P(φ, t)] , (1.1)
where 〈· | φ〉 indicates an expectation conditioned on ψ = φ, χ(φ, t)≡ 〈2D Oψ ·Oψ | φ〉 is
the expected conditional scalar dissipation, and D is the scalar diffusivity. The scalar PDF
P(φ, t) lacks the information required to calculate the inherently two-point quantity on the
right-hand side of Eq. (1.1), hence it must be modeled. The quality of the mixing model is
critical to accurately describing this process.
Below is a brief review of the existing one-point mixing models:
1. Interaction by Exchange with the Mean (IEM) 83 IEM model (also known as the
linear mean-square estimation (LMSE) model13) is based on the idea that molecular
mixing reduces scalar fluctuations and in the phase space causes the instantaneous
scalar values to approach their local mean. The model usually takes the form below






where Cφ is the mechanical-to-scalar time scale ratio usually assumed as a constant
with a value near 2. In fact the performance of IEM model depends on this speci-
fied value of Cφ.6 The IEM model is the most widely used because it is simple to
implement and it will not violate the scalar bounds set by the initial and boundary
conditions. It also can be easily extended to multiple scalars, and it obeys the lin-
earity and independence principles. However, a serious drawback of the IEM model
is its inability to describe the evolution of the scalar PDF correctly, i.e., the initial
PDF shape is preserved and does not relax to a Gaussian distribution, which violates
criterion 5.
2. Parameterized Scalar Profile (PSP) model Meyer and Jenny50,51 developed a
model for molecular diffusion in PDF methods by constructing statistical distribu-
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tions of one-dimensional scalar profiles at the diffusive scales. These profiles are
assumed to be self-similar and are characterized by a number of parameters. The re-
sulting model equations are simple, similar to the IEM model, however PSP models
are able to predict the evolution of joint PDF of inert scalars to a joint Gaussian. It
is able to produce accurate results at a relatively low computational cost. It can be
extended to multiple scalars. However, PSP models only fulfill the weak localness
requirement. By “localness” it means mixing is restricted only to nearest neighbors
in composition space. The PSP models also violate the linearity and independence
criterion. The effect of reaction on PSP models has yet to be studied.
3. Particle interaction models Frost21, Pope62 and Janicka et al.28 proposed non-
linear integral representations of the PDF molecular transport in terms of products
of probabilities at two different states. These models can also be interpreted in terms
of interactions of particles in composition space. Curl’s model11 can be recovered
as a special case of this model. A difficulty these models have in common is that
higher moments diverge in time, causing the PDF to not to relax to a Gaussian at
long times. Pope63 developed an improved version of Curl’s model by introduc-
ing the age distribution to the particle population so that the resulting higher-order
cumulants approach zero. Kosa´ly36 showed the short-time limit of the non-linear
integral model reduces to IEM. Particle interaction models are also readily extended
to multiple scalars.
4. Langevin Model Pope64 proposed to use a diffusion process (Wiener process) to
simulate stochastically the incremental changes of the composition field. Model
parameters were obtained by matching decay rate of scalar variance to experiment
measurements. An advantage of this model is the capability of relaxing an arbitrary
shaped initial PDF to Gaussian. However, the unbounded nature of Wiener process
leads to violation of the bounds of scalars.
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5. Binomial model Binomial models81 are a combination of IEM and a random con-
tribution that preserves the bounds of a single scalar. Although at long times they
lead to a Gaussian PDF, the evolution is not continuous in time, and the extension of
the model to multiple scalars is difficult because one scalar’s bound depends on the
others’.
6. Mapping closure The mapping closure method8,65 makes predictions in better
agreement with DNS than earlier models due to its sound theoretical foundations.
This is the first model to satisfy localness. This property is very important to a mix-
ing model when applied to a diffusion flame test problem by Norris and Pope.55
However, there are difficulties in extending mapping closure to multiple reactive
scalars since the mappings are not unique and expensive to compute.65 Subrama-
niam and Pope73 developed a new mixing model to deal with mixing and reac-
tion simultaneously, in which the change in particle composition is determined by
particle interaction along the edges of a Euclidean minimum spanning tree(EMST)
constructed in composition space. It succeeded as an extension of the mapping clo-
sure particle model to multiple scalars. An essential feature of the EMST model
is the “localness”. A superior performance over existing models was found when
EMST model was applied to the diffusion flame test problem. However, EMST
model again violates the linearity and independence principle. Later, the “multiple
mapping condition” method was developed by Klimenko and Pope35 to address this
shortcoming. This model, which combines the principles of the mapping closure
and the conditional moment closure, has been applied to non-premixed flames in
combination with large eddy simulation (LES) by Klimenko.34 This model is lo-
cal, bounded, satisfies the linear and independent principle, and it is able to evolve
the PDF to a Gaussian in appropriate limits, however, it cannot capture differential
diffusion.
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In general the inherent assumption shared by all single-point mixing models is that the
mechanical-to-scalar time scale ratio is constant. This is known to be violated when the
integral length scale of the scalar is different from that of the velocity.14,29,80,85 To address
this shortcoming, multi-point, multi-time information must be introduced. An effort made
to fix this issue has led to a class of two-point mixing models, briefly reviewed below.
1.2 Two-point Mixing Models
1. Joint scalar/scalar-gradient PDF The joint PDF of scalar and the scalar gradient,
P(φ,Oφ), provides a partial remedy to some limitations of the single-point mixing
models, although it still requires statistics for higher-order derivative that must be
modeled. Meyers and O’Brien52 modeled the unclosed term with one that relaxes
the scalar to its mean. However it didn’t correctly represent the evolution of scalar
PDF from a non-Gaussian initial condition. Gao and O’Brien22 showed that the PDF
of the scalar gradient conditioned on the scalar is nearly Gaussian. This motivated
them to use a Gram-Charlier expansion for P(Oφ | φ) with coefficients found from
DNS. Alternatively the conditional dissipation rate χ(φ, t) can be expressed in terms
of a two-point PDF, P(φ(x1),φ(x2)). Kuo and O’Brien39 investigated the closure of
this equation for a stochastically distributed reactant undergoing self-diffusion and a
non-linear reaction using Ievlev’s closure.27 It yielded the correct initial evolution of
the single-point PDF, among other desirable properties. However, it remains unclear
how Ievlev’s closure is affected by reactions, which modifies the scalar gradients.
2. Mapping closure Pope65 tried to extend the mapping closure principles to close
the joint PDF of φ and Oφ. However certain encumbrances exist at this level. For
example, the closure implies that for a scalar field with Gaussian PDF, the PDF of
the derivative ∂φ/∂x1 is also Gaussian, whereas it is known that |Oφ| is log-normal
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through DNS.14 The fact that mapping closure is hard to extend to multiple scalars
is another hindrance.
3. Lagrangian Spectral Relaxation (LSR) model LSR model is used to account for
the effect of the change in the spectral distribution of the scalar on the scalar dis-
sipation rate. Fox and Yeung20 developed a hybrid strategy which combines the
LSR model for the mean scalar spectrum17–19 with a Fokker Planck equation for
the PDF.15,16 The prediction of several Eulerian and Lagrangian statistics are in
good agreement with DNS for both decaying and stationary Gaussian scalar. How-
ever, further closure assumptions for conditional scalar dissipation rate are required
when extended to non-Gaussian fields. And since LSR is strictly a local closure
to the spectral evolution equation, it does not inherently capture differential diffu-
sion.72 These effects were incorporated empirically by introducing model coeffi-
cients which are explicit functions of Reynolds number and all the Schmidt num-
bers.19 This overcomes the shortcoming with differential diffusion of LSR model.
However, to bring that capability into the PDF model, the stochastic differential
equations governing the evolution of the PDF have to be multi-scale.
Besides these two-point models, there is a linear eddy model (LEM)31,69 which provides
a full range of lengthscales representation of mixing by reducing the description of the
scalar field to one spatial dimension. A key feature of LEM is that convection is mod-
eled as random rearrangement events of the scalar field along a line, while the molec-
ular diffusion is accounted for explicitly. The LEM model has received a wide range
of applications and overall accurate representations of turbulent mixing have been ob-
tained.32,33,49,70 However, an unavoidable consequence of the reduced one-dimensional
formulation is the introduction of discontinuous derivatives, which will slow falloff of the
scalar fluctuation intensity in the dissipation range. The fact that LEM was based on scal-
ings applicable to high-Reynolds number turbulent flow also compromises its performance
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at low-to-moderate Reynolds numbers.
As noted above, our goal is to incorporate a spectral representation into the PDF mixing
model. There are a number of spectral models that describe scalar mixing adequately;
however, this work has focused on the EDQNM closure. Below we review the relevant
EDQNM literature.
1.3 EDQNM Model
Spectral models consider the evolution of second-order moments of the Fourier transform
of the velocity and scalar fields. The nonlinear convection terms lead to higher-order mo-
ments that must be closed. It is the closure of these terms that define each of the spectral
models. Whereas molecular mixing must be modeled within the PDF framework, these
linear terms are closed within a spectral model. As spectral models naturally introduce
the broad range of length and time scales found in turbulent flows, and they can treat
molecular diffusion exactly, they provide a natural framework to address criteria 6− 8
of Subramaniam and Pope. The predictions of spectral models are remarkably insensi-
tive to the modeling of the higher-order terms that are responsible for scalar transfer from
low to high wavenumbers, leading to many successful spectral models in the literature.26
However, only a few of them can be regarded as true spectral theories, defined here as
formalisms that can be generalized to circumstances beyond those originally considered
in their development. Rigorous spectral theories such as Lagrangian history direct inter-
action approximation (LHDIA)37 and test field model (TFM)38 are extremely computa-
tionally intensive (rivaling, and even exceeding the computational expense of DNS), and
hence are not appropriate for a practical mixing model. On the other end, shell models1 are
simpler in mathematical form, but with a focus mainly on small scale phenomena such as
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intermittency instead of global statistics. The EDQNM theory strikes a favorable balance
between rigor and relative ease of computation. It pocesses all of the requisite properties
such as spectral positivity, Kolmogorov inertial ranges and energy equipartition for invis-
cid flows. Therefore we choose EDQNM theory as the backbone for the stochastic mixing
model that will be developed in this study. The name of the theory reveals the three major
assumptions that were made in its derivation, namely quasi-normality, eddy-damping, and
the Markovian approximation.
The quasi-normal assumption was first proposed to model turbulent velocity field in-
dependently by Chou9 and Millionshtchikov.53 It is essentially a moment closure to ap-
proximate the 4th-order moments in the governing equations of 3rd-order moments. By
assuming the fluctuations have a joint-normal distribution, the 4th-order moments can be
approximated by
〈abcd〉 ≈ 〈ab〉〈cd〉+ 〈ac〉〈bd〉+ 〈ad〉〈bc〉 , (1.3)
where a,b,c and d are assumed to be joint-normal random variables with zero mean. These
variables stand for any combination of velocity or scalar fluctuations in the EDQNM the-
ory. However early attempts of applying the quasi-normal assumption yielded negative
energy spectra over a range of wavenumbers, which is not physical.56,58 To overcome
this flaw and compensate for the cumulants that are inherently neglected by Eq. 1.3,
Orszag61 introduced eddy-damping to reduce the unphysical growth of the 3rd-order mo-
ments. With this correction, the EDQNM model is able to predict an energy spectrum
with the classical Kolmogorov scaling in the inertial range in the limit of infinitely large
Reynolds number. However, this eddy-damping hypothesis alone cannot eliminate the
“negative energy spectrum” problem completely. Orszag proposed a second correction in
the same work commonly referred as Markovianization which eliminates the unrealizabil-
ity problem. A Markov process is a stochastic process whose future evolution depends
only on the current state of the system and not on the history of that system.23,68,71 This
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assumption together with the other two enables an analytical integration of the evolution
equation for the 3rd-order moment and yields an explicit expression for the 3rd-order mo-
ment of interest. While it is certainly not necessary to make this Markovian approximation
from a closure point of view, Orszag60 showed that it is precisely this approximation that
guarantees the positive definiteness of the energy spectrum throughout its temporal evolu-
tion.
EDQNM has been found to be able to predict turbulent energy spectra in fair agreement
with experiment82 and DNS.44 It has been widely accepted and used to study different
aspects of turbulent flows. Turner and Pratt76 derived an EDQNM closure for magnetic-
hydrodynamic turbulence and achieved a realizable model for this kind of flow. Lesieur
and Ossia54 used EDQNM theory to study the asymptotic behavior of the energy spectrum
and backscatter at various wavenumbers in a three-dimensional isotropic turbulent flow
with very high Reynolds number. And due to its capability of properly predicting the
cascading of turbulent energy, EDQNM has been used to provide or validate subgrid scale
models in large eddy simulations (LES).7,30,41
In addition, EDQNM theory has been extended to study turbulent mixing problems.
Mixing of isotropic scalars with and without forcing was reviewed with this theory by
Lesieur.42 Later, Herr and Collins25 extended the EDQNM framework to study the mix-
ing of a scalar under the presence of mean gradient and obtained excellent agreement
with DNS. Ulitsky and coworkers also extended EDQNM theory to multiple scalars with
and without mean gradients.78,79 Some corrections were made to ensure the model’s re-
alizability, and the resulting model is able to capture differential diffusion as expected.
Orlandi and Antonia59 studied the dependence of a passive scalar on the Reynolds and
Schmidt numbers in decaying isotropic turbulence using the EDQNM model. It also has
been recently used to provide subgrid scale models for passive scalars in LES.3
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The application of EDQNM model to turbulent reacting flows has also been well docu-
mented. Tsai and O’Brien75 used a physical space EDQNM model to study an isothermal
homogeneous turbulent reacting flow and obtained good agreement with DNS data with
respect to the governing parameters as Reynolds number, Schmidt number and Damko¨hler
number. Ulitsky and Collins77 studied the propagation of a premixed turbulent flame with
EDQNM and found that the length scales where wrinkling of the flame interface occurred
decrease as the size of inertial subrange increases, which is difficult to capture by single-
point models. EDQNM has also been applied to study unpremixed bimolecular chemical
reaction by Vaithianathan et al.80 The model is able to capture the correlations between
reactants and product quantitatively well when compared with DNS.
To sum up, EDQNM has many important extensions and applications since its birth,
and we believe it can be used in more practical situations to describe and predict mixing
of inert and reacting scalars in turbulent flows.
1.4 Objective and Outline
The PDF method provides an elegant and effective solution to the closure problems that
arise from averaging or filtering the highly nonlinear chemical source terms and the terms
that correspond to other one-point physical processes;24 however, it requires a closure
assumption for the mixing term. An ideal mixing model should be able to represent the
information of the wide range of length and time scales embedded in turbulent flows. In
this sense a spectral mixing model is most desirable because it inherently introduces all the
scales, while it has difficulties with the highly nonlinear chemical source terms. This then
motivates the idea to derive a hybrid model that exploits the advantages of each modeling
framework in a complementary way. The EDQNM model has been chosen to provide the
13
spectral component of the hybrid model.
The main structure of this thesis consists of three papers, two of which have been
published and the third will be submitted shortly.
Chapter 2 is the published paper entitled “Eddy damped quasi-normal Markovian
theory for chemically reactive scalars in isotropic turbulence”86 which presents a new
EDQNM model for an isothermal bimolecular reaction in an isotropic homogeneous sys-
tem. The derived model is first validated with DNS, then a parametric study is performed
to investigate the dependence of the scalar fields on three important dimensionless param-
eters: Reynolds number, Schmidt number and Damko¨hler number. It also demonstrates
that this model is able to capture the phenomenon of differential diffusion well. This pa-
per proves that EDQNM can be applied to study turbulent reacting flows and establishes a
base on which we can further develop the stochastic version of the model.
A second paper entitled, “Stochastic shell model for turbulent mixing of multiple
scalars with mean gradients and differential diffusion”,87 is presented in Chapter 3. It
shows the development of a stochastic shell mixing model (SSMM) based on EDQNM the-
ory for multiple non-reacting scalars with the presence of uniform mean scalar gradients.
The Langevin equations derived in this paper are proven to be statistically consistent with
the EDQNM model. The model is implemented as an ensemble of notional “particles”,
each carrying velocity and scalar concentration distributed across the “spectral shells” that
are evolved according to the independent Langevin equations. The model predicts La-
grangian characteristics for the velocity and scalar fields in good qualitative agreement
with DNS by Yeung.90 This paper mainly builds a bridge between the EDQNM model
and the PDF method.
The third paper entitled, “Bounded stochastic shell model for turbulent mixing of mul-
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tiple scalars with distinct diffusivities”, corrects the model so that the scalar bounds are
preserved. The paper begins with a DNS study of the influence of the initial PDF and spec-
tral distribution of scalar fields. It demonstrates the importance of the spectral distribution
on the mixing rate, as suggested by Viswanathan et al.84 that “the passive scalar variance
decay rate is uniquely determined by the wavenumber of the initial scalar fluctuations rela-
tive to the turbulence integral length scale”, which supports the inherent assumption made
in EDQNM theory. The problem with the bounds originates from the random terms. The
problem is corrected by introducing a new so-called “zeroth” mode. The zeroth mode is
used to cancel the residual advection resulting from the random terms, such that advec-
tion within each particle is precisely conservative. This eliminates the problem with the
bounds. The paper then shows extensive comparisons of model predictions with DNS.
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CHAPTER 2
EDDY DAMPED QUASI-NORMAL MARKOVIAN THEORY FOR
CHEMICALLY REACTIVE SCALARS IN ISOTROPIC TURBULENCE ∗
Abstract The eddy damped quasi-normal Markovian (EDQNM) theory has been ap-
plied to the mixing of three scalars undergoing an isothermal, bimolecular chemical re-
action of the form: A+B → C, with a reaction rate constant that is independent of the
scalar concentrations. The model is an extension of the work by Vaithianathan, Ulitsky
and Collins (Proc. Combust. Inst. 29:2139–2146, 2002) to allow for unequal initial molar
concentrations of the reactant species and differences in the molecular diffusivities of the
three scalars, thereby enabling the effect of differential diffusion to be studied. Compar-
isons of the model with results from direct numerical simulations are in good agreement
for the low-order statistics considered here. The model also was used to explore the effect
of the parameters (Reynolds number, Schmidt number and Damko¨hler number) on the
scalar statistics. The results show that differential diffusion effects decrease with increas-
ing Reynolds number, as has been observed for non-reacting scalars. However, statistics
involving the product species (e.g., cross correlation coefficients ρAC and ρBC) have the op-
posite trend with Damko¨hler number, which raises the question of the role of differential
diffusion for the intermediate species in a turbulent flame, where the unity Lewis number
assumption is often invoked on the basis of the high Reynolds number even though the
Damko¨hler number too is quite large.
∗Originally published as: Y. Xia, Y. Liu, T. Vaithianathan and L. Collins, Physics of Fluids, 22, 045103,
(2010). The format is adapted to meet the requirement of this thesis.
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2.1 Introduction
Chemically reactive scalars must be brought into molecular contact before the chemical
reaction can proceed. As a result, the overall rate of reaction for an initially unmixed sys-
tem will be controlled by the mixing rate and the intrinsic chemical reaction rate. In the
limit of an infinitely fast or infinitely slow reaction, the mixing or the chemistry will be
the controlling (rate limiting) rate for the system, respectively. However, in many practical
circumstances, including most turbulent combustion processes, the two rates are nearly
in balance leading to an overall rate that is determined by their complicated and coupled
interaction. One successful framework for modeling the fully coupled process is the prob-
ability density function (PDF) approach, which replaces the instantaneous scalar fields
with a high-dimensional joint probability that describes the distribution of states that oc-
cur at each point in the fluid. The PDF method has the great advantage of rendering the
chemical source terms in the scalar equation closed, independent of their complexity.28
Furthermore, other nonlinear couplings, such as those associated with radiative thermal
emission for example, are also closed within this framework.18,19 However, while these
source terms are formally closed, molecular mixing, which involves two-point (i.e., higher
order) statistics, must be modeled. Moreover, the qualitative behavior of the PDF is con-
trolled by the mixing model; thus, the major strength of the PDF, that is the closed source
terms, is lost if the mixing model is not effective.
Mixing results from the stretching and folding of scalar blobs by turbulent eddies of
different scale, causing the breakup of the blobs until ultimately molecular mixing dissi-
pates the scalar fluctuations. This conceptual picture of mixing can be well represented
by a spectral model, which decomposes the scalar fluctuations into amplitudes associ-
ated with different wavenumbers. Classical scaling arguments set forth by Kolmogorov 13,
Obukhov 26 and Corrsin 5 established that the scalar spectrum should have the following
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form in the so-called inertial-convective subrange:31
EB(k) = βε−1/3χk−5/3 , (2.1)
where EB(k) is the three-dimensional scalar spectrum, ε is the energy dissipation rate,
χ is the scalar dissipation rate and β is a universal constant (according to the theory).
Equation (4.1) provides a good model for inertial range under equilibrium conditions;
however, scalars undergoing a chemical reaction may not achieve an equilibrium, and
even if they do it will not be the same as for the purely mixing case.
The eddy damped quasi-normal Markovian (EDQNM) theory27 is a spectral clo-
sure procedure that has been used to model a range of turbulent flow spectra, includ-
ing the isotropic energy spectrum1,16, anisotropic turbulence21,22, passive scalar mix-
ing9,10,17,23,24, and even premixed flame propagation.32,34 In earlier work, we extended
the model to multiple scalars; however, the formal EDQNM procedure led to a formula-
tion that was not realizable without correcting the eddy damping terms.33 The resulting
model was found to be in good agreement with direct numerical simulations (DNS), in-
cluding capturing the relative motion of the scalars and the associated reduction in their
cross correlation due to differential diffusion.35
In this paper, we have extended the EDQNM closure to the case of two reactants un-
dergoing an isothermal, bimolecular reaction in homogeneous, isotropic turbulence. This
system (and the closely related series-parallel reactions) has been investigated using DNS
by several investigators.4,8,11,15,20,25 This paper presents a generalization of the model
given in Ref.37 in two ways: (i) the model can be applied to scalars with arbitrary mole
fractions (the previous model was limited to equal mole fractions of the reactant species);
and (ii) the molecular diffusivities of the reactant and product species can be arbitrarily
set, thereby allowing the effects of differential diffusion to be investigated.
The paper is organized as follows. The EDQNM spectral equations are derived in
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Section 2.2. Comparisons of the prediction of the EDQNM model with DNS are given
in Section 2.3 followed by a full parameter study of the effect of differential diffusion in
Section 2.4. Conclusions from the study are presented in Section 3.6.
2.2 Derivation of EDQNM Model
2.2.1 Governing Equations
We consider reactant species in solution at trace concentrations that undergo an isothermal,
irreversible, bimolecular reaction: A+B → C. Assuming constant molecular properties,











+ z˜kφA(x, t)φB(x, t) , (2.2)
where φα(x, t) is the concentration of one of the three reacting species: A,B or C, u j(x, t)
is the local fluid velocity obtained from the Navier-Stokes equation, Dα is the molecular
diffusivity of species α relative to the solvent species, ˜k is the reaction rate constant, and
z =−1 for reactants (α is A or B), z = 1 for the product (α is C). Note that we use Greek
letters to signify arbitrary species, and hence the summation convention does not apply.
We introduce the Reynolds decomposition, φα = 〈φα〉+φ′α , where 〈φα〉 is the ensem-
ble average and φ′α is the fluctuating component. For an isotropic turbulence, the mean
velocity field 〈u〉 always can be set to 0 according to Galilean invariance.29 Then taking









[ 〈φ′A(x, t)φ′B(x, t)〉
+〈φA(x, t)〉〈φB(x, t)〉 ] . (2.3)
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Due to the assumption of homogeneity, all of the spatial derivatives of the mean quantities




[ 〈φA〉〈φB〉+ 〈φ ′Aφ ′B〉 ] . (2.4)













[ φ′A(x, t)φ′B(x, t)+φ′A(x, t)〈φB〉+φ′B(x, t)〈φA〉−〈φ′Aφ′B〉 ] , (2.5)
which is the starting equation for the EDQNM model. To simplify the nomenclature,
hereafter we suppress t in the arguments for the variables, although it remains implied.
The only term in Eq. (2.4) that requires modeling is the second-order moment 〈φ ′Aφ ′B〉.










where Bαβ(k)ˆδ(k+ p) = 12 [ 〈φ′α(k)φ′∗β (p)〉+ 〈φ′∗α (k)φ′β(p)〉 ], ˆδ(k) = (2pi)3δ(k), δ(k) is
the three-dimensional Dirac delta function, φ′α(k) is the Fourier coefficient of φ′α(x), and
φ′∗α (k) is the complex conjugate of φ′α(k). Tensor invariance theory applied to a homoge-
neous isotropic system yields that B(k) = 2 B(k), where k is the magnitude of vector k. It





such that correlations such as 〈φ ′Aφ ′B〉 and the dissipation rate χα can be obtained from












Closing Eq. (2.4) requires a transport equation for the spectral correlation function B(k).
2.2.2 Exact Spectral Equations




φ′α(k) = −ik j
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+z˜k[ φ′A(k)〈φB〉+φ′B(k)〈φA〉−〈φ′Aφ′B〉ˆδ(k) ] , (2.10)
where i ≡ √−1 is the imaginary number, ˆdp = dp/(2pi)3 and ˆdq is analogously defined.
We can construct the equation for Bαβ(k) by multiplying the equation for φ′α(k) by φ′∗β (p),
summing the result with the equation for φ′β(p) multiplied by φ′∗α (k) and averaging. It
leads to the following exact equation for the correlation matrix B(k)
dB
dt +(k
2D +Ψ) ·B+B · (k2D +ΨT ) = 2
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The terms on the right hand side of Eq. (2.11) are higher-order moments that must be
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where ‘Sym’ implies elements required to construct a symmetric matrix,
Mαβj (k,p,q) ≡ { 〈u′j(k)φ′α(p)φ′β(q)〉 }Im, (2.14)
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Cαβγkpq ≡ { 〈φ′α(k)φ′β(p)φ′γ(q)〉 }Re, (2.17)
and ‘Re’ means the real part of a complex variable. Closure approximations for M(k,p,q)
and C(k,p,q) will be discussed in the next two sections.
2.2.3 EDQNM Closure for M(k,p,q)
In this section, we apply the EDQNM formalism27 to model the higher-order correlations
in the advection term. In contrast to the case of a single scalar field,10 this procedure here
leads to a coupled system of ordinary differential equations for the triple correlations. The
quasi-normal approximation for the velocity-scalar correlation M(k,p,q) is
dM(k,p,q)
dt = A ·M(k,p,q)+M(k,p,q) ·A




































R(p) is the energy spectrum defined by R(p)Pjm(p)ˆδ(k+p) = 〈u′j(k)u′m(p)〉, Pjm(p) ≡
δ jm− p j pm/p2 is the projection operator, δ jm is the Kronecker delta function and λ is an
inverse timescale that has been determined to satisfy the realizability condition33
λ≡ cM1µp + cM2(µk +µq)+ν
(
k2 + p2 +q2
)
. (2.22)
The eddy damping coefficients are cM1 = cM2 = 0.36, and µk (similarly for µp and µq)






Note that µk has units of inverse time, it increases monotonically with k and asymptotically
approaches the inverse Kolmogorov time scale, (ε/ν)1/2, at large k.
The Markovian approximation neglects the effects of the time dependence of the spec-
tra (on the right hand side of Eq. (2.18)) on the evolution of the triple correlations. Under




dsexp[(t− s)A]M (k,p,q)exp[(t− s)AT], (2.24)
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where ‘exp’ denotes the matrix exponential,2 and we have assumed that initially all triple
correlations are zero (i.e., M(k,p,q)|t=0 = 0) . Substituting M from Eq. (2.21) into







+ exp[(t− s)A]B(q)exp[(t− s)AT]}R(p)ˆδ(k+p+q). (2.25)
Here N is twice the area of the triad formed by the k,p,q vectors. Note that when evaluat-
ing the time integral in Eq. (2.25), matrices A and B(k) are treated as independent of time
due to Markovian approximation. Consequently the matrix exponentials can be evaluated
analytically. The above form of the EDQNM closure explicitly guarantees B(k) will be a
positive semi-definite matrix (i.e., is realizable).33
2.2.4 EDQNM Closure for C(k,p,q)
Based on the definition given in Eq. (2.17), the governing equation for Cαβγkpq can be derived
from the transport equation for φ′α(k). However, the coupling is not as straightforward
as for M(k,p,q). For example, the equation for CAABkpq involves CAAAkpq , CABBkpq and CABBpkq .
Although CABBpkq is one of the terms that appears in the C matrix, the other term, CABBkpq
does not. Ultimately, this makes it necessary to generate simultaneous equations for the
following 8 correlations: CAABkpq , CAABkqp , CAABpqk , CABBkpq , CABBpkq , CABBqkp , CAAAkpq and CBBBkpq for the
reactants alone, and more equations when we consider the product species. The complete
set of equations is summarized in the appendix for completeness.
To reduce the computational effort, we take a different approach. First, we define two
new matrices: P(k,p,q) and N(k,p,q) (the mathematical definitions are given in Tables
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2.1 and 2.2) and derive their evolution equations
dP(k,p,q)
dt = U+ ·P(k,p,q)+P(k,p,q) ·U
T
++P (k,p,q) , (2.26)
dN(k,p,q)
dt = X ·N(k,p,q)+N(k,p,q) ·X
T+N (k,p,q) , (2.27)
where the definitions for all of the tensors in this section are tabulated in Tables 2.1 and








ds exp [(t− s)X]N (k,p,q) exp [(t− s)XT] . (2.29)
The equation for C(k,p,q) is then
dC(k,p,q)
dt = U− ·C(k,p,q)+C(k,p,q) ·U
T
−+C (k,p,q) , (2.30)




ds exp [(t− s)U−]C (k,p,q) exp [(t− s)UT−] . (2.31)
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Table 2.1: This table lists the definitions of all the matrices shown in the process
of the closure of C. Here Matrix I is a 3×3 identity matrix, coefficients













−12(λC +2˜k〈φB〉) −˜k〈φA〉 0
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CAAAkpq +CAABpqk +CABBkpq +CBBBkpq
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N (k,p,q) −2˜k[Φ2B(k)+B(k)ΦT2 ]−2˜k f3E−2˜k〈ΦA〉P(k,p,q)
C (k,p,q)
−2˜k[Φ1B(k)+B(k)ΦT1 ]
−2˜k f1E−2˜k〈ΦA〉P(k,p,q)+ ˜k [〈ΦB〉−〈ΦA〉]N(k,p,q)
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Table 2.2: This table lists the definitions of the coefficients λC, f1, f2 and f3, the
arbitrary coefficient cC is set to 0.36 to agree with the coefficient used
in the expression for M(k,p,q).
Coefficient Definition








2.2.5 Numerical Update of the EDQNM equations
Equation (2.11) can be rewritten in the following form
dB
dt =Π ·B+B ·Π
T+Γ , (2.32)
where Γ is a positive semi-definite matrix comprising the right hand side of Eq. (2.11) and
Π is defined as
Π≡−(k2D +Ψ) . (2.33)
The mathematical form of Eq. (2.32) guarantees B remains positive semi-definite; how-
ever, time stepping errors can lead to a loss of that property, implying the scalar statistics
may not satisfy the Cauchy-Schwartz realizability constraints. Hence the time update of
the EDQNM equation must be carefully devised.
A numerical scheme developed by Vaithianathan and Collins 36 could be used to pre-
serve the positive definiteness of B(k). However, due to the smooth behavior of the matri-
ces, a much simpler first order scheme can be designed based on a backward Euler update.
36
Discretizing Eq. (2.32), we obtain
Bn+1−Bn
∆t =Πn ·Bn+1 +Bn+1 ·Π
T
n +Γn. (2.34)
Here, subscripts n and n+1 denote the quantities are evaluated at times tn+1 and tn respec-
tively. Rearranging Eq. (2.34) we get an algebraic Lyapunov equation2
[
∆tΠn− 12I
] ·Bn+1 +Bn+1 · [∆tΠn− 12I]T =−Bn−∆tΓn, (2.35)
where I is the 3×3 identity matrix. Since Bn → O (zero matrix) as n→ ∞, the analytical





ds exp[s(∆tΠn− 12I)]{Bn+∆tΓn}exp[s(∆tΠn− 12I)T]. (2.36)





known. Since this is only a 3× 3 matrix, the eigenvalues are calculated at each time
step. By this updating scheme, the positive semi-definiteness of matrix B(k) is preserved.
2.3 Comparison with Direct Numerical Simulations
In this section, we compare the predictions of the EDQNM model with direct numer-
ical simulations (DNS) performed in a cube of length 2pi with 1283 grid points. The
DNS is similar to previous studies performed in our group (e.g., Herr et al. 9 or Vaithi-
anathan et al. 37). The turbulent kinetic energy was made stationary by forcing the first
two wavenumbers in a manner similar to Eswaran and Pope 7 . The initial velocity field
and forcing were fixed for all of the simulations. The energy spectrum was obtained by
averaging the instantaneous spectrum over 40 large eddy turnover times. Scalar fields were
not introduced until the velocity fields reached a statistically stationary state after about 20
eddy turnover times. The reactant fields were initialized with a pre-specified spectrum, but
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following the method of Eswaran and Pope 6 so that they were nearly unmixed initially.
The scalar fields were updated using the second-order, bound-preserving finite volume
scheme developed by Kurgonov and Tadmor 14 . The parameters used in the comparison
are summarized in Table 2.3.
Table 2.3: Parameters used in DNS and EDQNM calculations. Dimensional pa-
rameters are based on arbitrary units. Here ν is fluid viscosity, ε is





k dk is the
integral length scale, T ≡ L/urms is the large eddy turn-over time,
ReL ≡ urmsL/ν is Reynolds number based on integral scales. 〈φ〉 is
the initial scalar mean concentration, φ′ is the initial root mean square
of the scalar fluctuation, ρAB is the initial cross correlation coefficient
and Lφ/L is the initial ratio of the integral length scale of the scalar to
that of the turbulent kinetic energy.
Simulation ν ε urms L T ReL 〈φ〉 φ′A φ′B ρAB Lφ/L
DNS 0.015 0.21 0.87 1.03 1.18 60 2.66 0.91 0.91 -0.99 0.25
EDQNM 0.015 0.22 0.87 0.88 1.01 51 2.66 0.91 0.91 -0.99 0.28
In the EDQNM calculations, we did not solve for the energy spectrum, but substituted
the stationary energy spectrum from the DNS, thus eliminating any error associated with
the EDQNM prediction of the energy spectrum, particularly over the forced wavenumbers.
This allows us to focus on the performance of the scalar equations. We matched the initial
scalar spectra and updated them using the EDQNM model presented in Section 2.2. We
ran six different combinations of Schmidt numbers (Scα ≡ ν/Dα) to analyze the effect of
differential diffusion. They will be referred to as Cases 1–6 (see Table 2.4). However,
comparisons with DNS will be done for Cases 1 and 2 only. We define the Damko¨hler
number as the ratio of the turbulence time scale to the initial time scale of the chemical
source term, the latter being defined as 1/(˜k〈φA〉|t=0). For the fluid time scale we have the
option of using the large eddy turnover time, T or the Kolmogorov time τη ≡
√
ν/ε, hence































Figure 2.1: Comparison of the mean concentration of (a) reactant A and (c) prod-
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Figure 2.2: Reactant autocorrelations (a and b) and cross correlations (c and d) for
Cases 1 (a and c) and 2 (b and d) at Da = 3.1. Solid lines are DNS
and dashed lines are the EDQNM model.
comparisons are made at Da = 3.1, which corresponds to Daη = 0.7. Figure 2.1 shows
a comparison of the mean concentrations 〈φA〉 and 〈φC〉 for Case 1 (note 〈φB〉 = 〈φA〉 for
this case). The agreement is excellent; note that similar agreement was achieved for the
other comparisons (not shown).
Table 2.4: Combinations of Schmidt numbers for the 6 cases we ran.
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Figure 2.3: Product/reactant cross correlations (a and b) and product autocorrela-
tions (c and d) for Cases 1 (a and c) and 2 (b and d) at Da = 3.1. Note
that for Case 1 〈φ′Aφ′C〉= 〈φ′Bφ′C〉 thus only the former is shown.
Figure 2.2 shows the autocorrelations and cross correlations of the reactant species for
Cases 1 and 2. The EDQNM model again gives very good predictions for Case 1 without
differential diffusion. The error is slightly larger for Case 2, but the predictions are still
reasonably good.
A more stringent test of the model is shown in Fig. 2.3, which has comparisons of the
product–reactant cross correlations and product-product autocorrelations. This is the first
prediction of its kind for a spectral-based model. We note that the magnitude of the peak
of the cross correlation for Case 1 (Fig. 2.3a) is well predicted, but the timing of the peak is
not well captured, with the EDQNM model predicting a time scale roughly half that of the
DNS. Interestingly, the agreement for the case with differential diffusion (Case 2) is much
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better. The EDQNM model is able to capture the difference in the sign of 〈φ′Aφ′C〉 versus
〈φ′Bφ′C〉, which arises solely due to differential diffusion. That is, the fact that species A
diffuses at four times the rate of species B and C causes a break in the symmetry of the
cross correlations, as shown in Fig. 2.3b. The fact that EDQNM is able to correctly capture
that break in symmetry is encouraging that the modified closure procedure developed by
Ulitsky and Collins 33 is robust. The autocorrelations shown in Figs. 2.3c and 2.3d have
similar trends as those of the cross correlations. Once again, EDQNM captures the peak
in the autocorrelation for Case 1, but the timing is less accurate than was found for Case 2.
Note that no attempt was made to adjust any of the EDQNM parameters to improve
the agreement with the DNS. In particular, we do not attempt to optimize the coefficients
to improve the agreement for this chemically reacting system, as this might degrade the
model’s performance for the simpler case of pure mixing.The only new parameter that is
not set by previous studies is the eddy damping coefficient for C(k,p,q), cC, which we set
to 0.36 to agree with the coefficient for M(k,p,q).
2.4 Parameter Study
Given the reasonably good comparisons with DNS shown in Section 2.3, it is now possible
to use the model to investigate how differential diffusion affects the scalar statistics as
a function of the parameters. For simplicity we employ a Pao spectrum,29 with three
different values of the Reynolds number. Table 2.5 gives a summary of the flow and
scalar parameters. We simulated the combination of Schmidt numbers given in Table 2.4
at Damko¨hler numbers Da = 0.01, 0.1, 1 and 3, for a total of 72 different cases. (Note
that the Kolmogorov scale Damko¨hler number Daη = Da/[T/τη], where T/τη is given
in Table 2.5.) For space reasons we cannot show all of the results, but we will show a
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selection of results that highlight the important effects of differential diffusion. The scalar
means for reactants A and B were initially 〈φA〉= 〈φB〉= 2.5, while the scalar fluctuations




of ρAB =−1, corresponding to a perfectly unmixed condition. To assist us in quantifying
the effect of differential diffusion, we define three parameters
Λ ≡ 〈φ′Bφ′B〉/〈φ′Aφ′A〉 , (Case 2 only) (2.38)
Γ ≡ 〈φ′Bφ′C〉−〈φ′Aφ′C〉 , (Case 2 only) (2.39)
Ψ ≡ 〈φ′Aφ′C〉Case 5−〈φ′Aφ′C〉Case 1 . (2.40)
Note by definition, Λ = 1, Γ = 0 and Ψ = 0 in the absence of differential diffusion.
Table 2.5: Summary of velocity and initial scalar parameters in the parametric
study. Rλ ≡ u2rms
√
15/νε is the Reynolds number based on the Taylor
microscale and η ≡ ν3/4/ε1/4 is the Kolmogorov length scale. Note
that the statistics for scalar B are not shown because they are identical
to those of A (with B perfectly anti-correlated to A). See the caption for
Table 2.3 for definitions of the other parameters.
Velocity ν ε urms L T Rλ L/η T/τη 〈φA〉 φ′A ρAB Lφ/L
Rλ1 1×10−3 0.3 0.78 1.05 1.34 137 138 23 2.5 2.5 -1 0.62
Rλ2 4×10−4 0.3 0.80 1.01 1.27 225 265 35 2.5 2.5 -1 0.64
Rλ3 2×10−4 0.3 0.80 0.99 1.24 324 439 48 2.5 2.5 -1 0.66
2.4.1 Single-point Statistics
Figure 2.4 shows the time evolution for 〈φA〉 and 〈φC〉. According to Eq. (2.4), the mean



































Figure 2.4: The mean concentration of species (a) A and (b) C for Cases 1, 2, 3
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Figure 2.5: Cross correlation coefficients for Cases 1 and 2: (a) ρAB at Da = 1 and
the indicated Reynolds number (note that Daη = 1/23 and 1/48 for
Rλ1 and Rλ3, respectively); (b) ρAB at Rλ1 and the indicated Damko¨hler
numbers (Daη = 1/23 and 3/23 for Da = 1 and 3, respectively); (c)
ρAC and ρBC at Da = 1 and the indicated Reynolds number; and (d)
ρAC and ρBC at Rλ1 and the indicated Damko¨hler number.
is affected by differential diffusion. This explains the variations in 〈φA〉 and 〈φC〉 among
the four cases shown in Fig. 2.4.
Ulitsky et al. 35 considered the effects of differential diffusion in the absence of chem-
ical reaction. In their study, the scalars were initially perfectly correlated, and they cal-
culated the change in correlation as the system mixed. For the case of equally diffusive
scalars (equivalent to Case 1 in this study), the correlation coefficient will not change in
time. The same would be true here for the initially anti-correlated scalars. Figure 2.5
shows the evolution of the cross correlation coefficients for Cases 1 and 2. If we consider
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the evolution of ρAB for Case 1 in Fig. 2.5a (solid line), we can conclude immediately
that the short-time behavior must be due to the chemical reaction. The cross correlation
increases because locally species A and B are both consumed by the chemical reaction
causing the local scalar fluctuation of the two species to be the same (negative) and hence
better correlated. Eventually as the reactants are depleted and the chemical reaction rate
approaches zero, the correlation coefficient returns to its initial value of -1. We also see
the effect of Reynolds number on Case 1 is very weak. For Case 2, the diffusivity for
species A is four times that for species B, introducing the effects of differential diffusion.
The initial behavior of ρAB is only weakly affected by differential diffusion; however,
beyond the peak at t/T ≈ 1, there is a pronounced effect of differential diffusion. In par-
ticular, the asymptote approached at long times is apparently a function of the ratio of
diffusivities. Furthermore, with increasing Reynolds number the asymptote approaches
-1, indicating the effects of differential diffusion are diminished with increasing Reynolds
number, which is consistent with our earlier findings35 as well as those of others.12 Fig-
ure 2.5b shows the effect of the Damko¨hler number on the correlation coefficient. With
a change in Da from 1 to 3, we see the peak in the correlation coefficient also increases
from -0.75 to nearly -0.4, indicating, not surprisingly, the effect of the chemical reaction
is enhanced. At long times the curves approach an asymptote that is independent of the
Damko¨hler number.
Figure 2.5c and d show the cross correlation coefficients between the reactants and
product species, ρAC and ρBC. For Case 1, these curves are, by symmetry, equal and
hence we do not show both curves. The curves start at zero and become negative as
species C is produced. This can be explained by the fact that both species A and B are
consumed to produce C, and hence they are anti-correlated. Once again, for Case 1 we see
the dependence on the Reynolds number is relatively weak, whereas the minimum value
decreases with increasing Damko¨hler number. The curves for Case 2 with differential
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diffusion show rather complex behavior. In the early stages when chemical reaction is
dominant, they are similar to Case 1; however, for mixing times beyond t/T ≈ 1 we see
ρAC and ρBC deviate strongly from each other, with neither curve looking at all like Case 1.
Species B (the slower diffusiving species) has a much higher correlation with the product
species at long times than species A. We attribute this to species A being able to diffuse
from the pockets of high concentration deeper into the reaction zone than species B. As
a consequence, a portion of the reaction zone will contain an excess of species B and
hence the reaction in that region will be limited by species A. As species A is consumed
and species C is produced, they will be anti-correlated, whereas the excess of species B
will produce a positive correlation with species C. This effect of differential diffusion is
diminished with increasing Reynolds number, while with increasing Damko¨hler number
it is enhanced. Unlike ρAB, at long times the asymptotic behavior of ρAC and ρBC are both
strong functions of the Reynolds and Damko¨hler numbers.
An alternative measure of the effect of differential diffusion on the reactant species
is the variable Λ (see Eq. 2.38), which is shown in Fig. 2.6. Recall that Λ = 1 in the
absence of differential diffusion, hence its value above unity is a measure of its effect.
With increasing Reynolds number or Damko¨hler number we see Λ is diminished. The
effect of Reynolds number is consistent with the results presented above; however, the
trend with Damko¨hler number is contrary to the earlier trends. The rapid diffusion of
species A into species B causes Λ to increase, but reaction consumes the limiting reagent,
which in this case is species A since it has the higher diffusivity. Thus, increasing the
reaction rate will diminish Λ.
Figure 2.7 shows the parameter Γ as a function of time (see Eq. 2.39). This func-
tion would be zero in the absence of differential diffusion (e.g., for Case 1). We see






























Figure 2.6: Evolution of Λ ≡ 〈φ′Bφ′B〉/〈φ′Aφ′A〉 for Case 2 at: (a) Da = 1 and the
indicated Reynolds number (note that Daη = 1/23, 1/38 and 1/45
for Rλ1, Rλ2 and Rλ3, respectively); and (b) Rλ1 and the indicated
Damko¨hler number (note that Daη = 0.01/23, 0.1/23, 1/23 and 3/23





























Figure 2.7: Evolution of Γ ≡ 〈φ′Bφ′C〉− 〈φ′Aφ′C〉 for Case 2 at: (a) Da = 1 and the
indicated Reynolds number (note that Daη = 1/23, 1/38 and 1/45
for Rλ1, Rλ2 and Rλ3, respectively); and (b) Rλ1 and the indicated
Damko¨hler number (note that Daη = 0.01/23, 0.1/23, 1/23 and 3/23
for Da = 0.01, 0.1, 1 and 3, respectively).
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Damko¨hler number. It is apparent that all of the differential diffusion statistics involving
the product species are enhanced by increases in the chemical reaction rate. The effect of
a higher diffusivity for the product species is shown in Fig. 2.8 for Case 5 (diffusivity of
species C is four times that of species A and B). We see similar trends as were found for Γ
in Fig. 2.7.
2.4.2 Scalar Spectra
Figure 2.9 shows the evolution of the three autocorrelation spectra under the influence of
differential diffusion (Case 2). Two salient features can be observed. First, the autocorrela-
tion spectra for the reactants A and B are nearly identical at low wavenumbers, but differ at
high wavenumbers (small scales), which shows that differential diffusion originates from
small scales. Second, the reactant spectra peak at wavenumber one, whereas the product
spectrum is peaked at a higher wavenumber, which implies that the product is produced at
smaller scales. In this non-premixed system, product C is predominantly produced in the
thin reaction zone between the reactants, and then it diffuses towards the reactants, making
the mixing of reactant and product species a small-scale phenomenon, which is captured
well by the EDQNM model.
The cross-correlation spectra are given in Fig. 2.10 for Cases 1 and 2. We see that
the cross correlation spectrum for the reactants is very different from the cross correlation
spectra for each reactant with the product. The EAB spectra, both for Cases 1 and 2,
are peaked at small wavenumbers initially, while the EAC spectra, are peaked at higher
wavenumbers for the reasons discussed above. The differences between Cases 1 and 2
also occur at high wavenumbers, where molecular effects are most important.



























Figure 2.8: Evolution of Ψ ≡ 〈φ′Aφ′C〉Case 5−〈φ′Aφ′C〉Case 1 at: (a) Da = 1 and the
indicated Reynolds number (note that Daη = 1/23, 1/38 and 1/45
for Rλ1, Rλ2 and Rλ3, respectively); and (b) Rλ1 and the indicated
Damko¨hler number (note that Daη = 0.01/23, 0.1/23, 1/23 and 3/23
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Figure 2.9: Autocorrelation spectra for Case 2 with Da = 1 (Daη = 1/23) and Rλ1
at time t/T = 0.25. The solid line is EAA(k), the dashed line is EBB(k),
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Figure 2.10: Cross correlation spectra for Cases 1 and 2 with Da = 1 (Daη =
1/23) and Rλ1 at time t/T = 0.25. The solid lines are for Case 1 and
the dashed lines are for Case 2.
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associated with the peak in the spectrum k0. Notice that the peak in the spectrum moves
to lower wavnumbers with time. This inverse cascade suggests the integral length scale of
the autocorrelation of the product species is increasing with time due to the mixing by the
turbulent eddies. As the EDQNM model is a non-local spectral model, it is able to capture
all of these dynamics well.
2.5 Conclusions
In this paper, we have developed a spectral closure for scalars undergoing an isother-
mal bimolecular reaction in a homogeneous, isotropic turbulent flow. The model uses
EDQNM theory to close the nonlinear turbulent transport terms and the reaction terms.
Since EDQNM is a non-local model that inherently represents all of the scales present
in a turbulent reacting system, it has the distinct advantage of describing the inter-scale
dynamics of mixing, and is capable of capturing differential diffusion. The new model
presented here also is able to capture the scales of the product species as they initially
are formed in the gaps between the reactant species and as they mix outward. And since
reaction is a complicated multi-scale phenomenon, the flexibility of the EDQNM model
to represent all of the scales involved in the mixing and reaction process gives it certain
advantages over single-point mixing models.
We made comparisons of the EDQNM model with DNS of two scalars that were ini-
tially nearly unmixed. The mean concentrations of both the reactant and product species
were in excellent agreement with the DNS. Moreover, the EDQNM model was able to
predict higher-order statistics such as the scalar cross correlations. Reactant–product cross
correlations 〈φ′Aφ′C〉 and 〈φ′Bφ′C〉 were in agreement in terms of the magnitude, but the time
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Figure 2.11: Evolution of the C–C autocorrelation spectrum for Case with Da = 1
and Rλ1 and at the times indicated on the graph. Inset shows the loca-
tion of the peak in the spectrum k0 as a function of time. The integral
length scale of the scalar is related to the inverse of this quantity.
diffusion, which led to 〈φ′Aφ′C〉> 0 and 〈φ′Bφ′C〉< 0, were well captured by the theory, even
though we did not adjust any of the constants in the model.
We also did a parametric study of the dependence of differential diffusion on Reynolds
number, Schmidt number and Damko¨hler number. From our calculations, we observed
that differential diffusion decreases with increasing Reynolds number. The effect of dif-
ferential diffusion on the reactant species also decreases with increasing Damko¨hler num-
ber; however, statistics involving the product species showed an increasing trend with in-
creasing Damko¨hler number. These results are quite consistent with the previous studies.
Moreover, they suggest that differential diffusion may be more important with interme-
diate species under fast chemistry conditions (i.e., high Damko¨hler number), as is often
found in turbulent combustion under practical conditions.
We showed several auto- and cross-correlation spectra for Cases 1 and 2. We ob-
serve that differential diffusion, a molecular phenomenon, is initiated at high wavenumbers
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and moves to lower wavenumbers through an inverse cascade. Additionally the EDQNM
model predicts the product species are formed at a smaller scale than the reactant species.
This manifests in the model as a peak in the spectra involving the product species at higher
wavenumbers than the reactant-species spectra. Turbulence then causes the peak to move
towards lower wavenumbers, as the action of the eddies progressively mixes the product
species throughout the domain. The EDQNM spectral transport model is able to capture
these complex dynamics without adjustment of any of the parameters.
This paper is a step towards a multi-scale mixing model we are developing. Here we
have focused on a simple reaction (isothermal, bimolecular reaction) because it allowed us
to implement the EDQNM model without introducing further approximations (since the
nonlinearities are quadratic). Eventually we plan to relax this restriction, but our approach
is systematic. We can use the present model to analyze the spectral distribution of the
reaction term. This will prove invaluable in developing the closure for the more general
source term.
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APPENDIX
General Equations for C(k,p,q)





























(CABCpqk +CABCqpk ) = C ABCpqk +C ABCqpk −2˜k〈φB〉CAACpqk −2˜k〈φA〉CBBCpqk
+ ˜k〈φB〉(CAABpkq +CAABqkp )






CAACpqk = C AACpqk − ˜k〈φA〉(CABCpqk +CABCqpk )






CBBCpqk = C BBCpqk − ˜k〈φB〉(CABCpqk +CABCqpk )
+ ˜k〈φB〉CABBkpq + ˜k〈φA〉CBBBkpq . (2.47)
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CHAPTER 3
STOCHASTIC SHELL MODEL FOR TURBULENT MIXING OF MULTIPLE
SCALARS WITH MEAN GRADIENTS AND DIFFERENTIAL DIFFUSION∗
Abstract In this paper, we develop a shell model for the velocity and scalar con-
centrations that, by design, is consistent with the eddy damped quasi-normal Marko-
vian (EDQNM) model for multiple mixing scalars. We review the realizable form of the
EDQNM model derived by Ulitsky & Collins (2000), which forms the basis for the shell
model. The equations governing the velocity and scalar within each shell are stochastic
ordinary differential equations with drift and diffusion terms chosen so that the veloc-
ity variance, velocity–scalar cross correlations, and scalar–scalar cross correlations within
each shell precisely match the EDQNM model predictions. Consequently, shell averages
can be thought of as a representation of the discrete three-dimensional spectrum. An ad-
vantage the shell model has over the original EDQNM equations is that the sum of each
realization over the shells is a model for the fine-grained, joint velocity/scalar probability
density function (PDF). Indeed, this provides some of the motivation for the develop-
ment of the model. We cannot exploit this feature in the present study of the mixing of
two scalars with uniform mean gradients, as the PDF is a joint Gaussian throughout (and
hence the correlation matrix completely defines the distribution). The model is capable of
predicting Lagrangian correlation functions for the scalar, scalar dissipation and velocity.
We find the predictions of the model are in good qualitative agreement with direct numer-
ical simulations by Yeung (2001). Eventually we will apply the shell model to scalars that
are initially highly non-Gaussian (e.g., double delta function) and observe the relaxation
towards a Gaussian. As the shell model contains information on the spectral distribution of
the scalar field, the relaxation rate will depend upon the length and time scales of the tur-
∗Originally published as: Y. Xia, T. Vaithianathan and L. Collins, Flow, Turbulence and Combustion,
(2010). The format is adapted to meet the requirement of this thesis.
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bulence and the scalar fields, as well as the molecular diffusivities of the species. The full
capabilities of the PDF predictions of the model will be the subject of a future publication.
3.1 Introduction
Probability density function (PDF) methods are widely used for the computational mod-
eling of turbulent flames16,17,26,34,36 and other chemically reactive systems11. In the com-
position PDF method, the local temperature and species concentrations are replaced by a
high-dimensional joint PDF that describes the local distribution of thermochemical states
of the fluid. The PDF has the great advantage of rendering closed all single-point moments
of the temperature and composition such as the chemical source terms and radiation emis-
sion28,29, independent of their complexity. However, as the PDF contains only single-point
information, the molecular mixing term, which involves two-point information, must be







∂c2 [χ(c, t)P(c, t)] = 0 , (3.1)
where χ(c, t)≡ 〈2D∇φ ·∇φ|φ= c〉 is the average scalar dissipation rate conditioned on the
scalar concentration, a quantity that cannot be computed from the scalar PDF and hence
must be modeled.
Developing an accurate closure for the mixing term in the PDF equation is critical, as
even the qualitative shape of the PDF is sensitive to this modeling. Hence, the reliability of
the model to predict even the closed chemical source terms rests heavily on the quality of
the mixing model. This is especially true when modeling flames near blow-out conditions
(e.g., flames that are either chemically rich or lean, or stoichiometric flames at high gas
velocities), where local fluctuations in the mixing can profoundly affect the reaction rate39.
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Subramaniam & Pope43 (see also Pope37) identified eight features of an ideal mix-
ing model: (i) mean scalar concentrations are not directly affected by mixing; (ii) mixing
causes the monotonic decrease of the eigenvalues of the covariance matrix 〈φ′iφ′j〉, where
φ′i is the fluctuation in the concentration of the ith species, and i and j run over all N
species in the system; (iii) all scalars should satisfy bounds imposed by initial and bound-
ary conditions; (iv) the model should satisfy the invariance properties of linearity and
independence; (v) the joint composition PDF should relax towards a joint normal at long
times; (vi) the model should account for differential diffusion resulting from differences
in the scalar molecular diffusivities; (vii) the model should account for the influence of the
length scales of the scalar fields; and (viii) the model should account for the influence of
reaction on mixing. A mixing model that satisfies all eight criteria has yet to be developed,
although several satisfy different subsets of these criteria. One important example is the
interaction by exchange with the mean (IEM) model developed by Dopazo5, which has
been used widely in PDF calculations. IEM assumes that the rate of mixing is controlled
by the integral time scale of the turbulence, which is usually represented by q2/ε, where
q2 is the kinetic energy of the turbulence and ε is the turbulent kinetic energy dissipation
rate. IEM satisfies criteria (i)–(iv); however, it cannot predict the changes in the shape of
the PDF in homogeneous turbulence. Furthermore, the assumption that the mechanical-to-
scalar time-scale ratio is constant is known to not be valid when the integral length scale
of the scalar is different than that of the energy6,22,49. Indeed, our earlier study47 showed
that predictions for the rate of mixing of the product species based on this assumption can
result in errors greater than an order of magnitude at high Damko¨hler numbers.
The problems with the IEM model can be traced to the lack of information about
the spectrum of length and time scales of the turbulence and scalars. A partial remedy
is found by considering the joint PDF for the scalar and scalar gradient, P(c,∇c). The
equation for this PDF requires statistics for higher-order derivatives that must be closed.
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Meyers & O’Brien30 closed this equation by replacing the unclosed term by one that
relaxes the scalar to its mean. However, the solution to this equation did not correctly
represent the evolution of the scalar PDF from a non-Gaussian initial condition. Gao &
O’Brien14 analyzed some of the properties of the joint PDF and showed that the PDF
of scalar gradient conditioned on the scalar is nearly Gaussian, motivating them to use a
Gram-Charlier expansion for P(∇c|c) with coefficients found from DNS.
Alternatively, the conditional dissipation rate χ(c, t) can be expressed in terms of a
two-point PDF, P(c(x1),c(x2)). Kuo & O’Brien25 investigated the closure of this equation
for a stochastically distributed reactant undergoing self-diffusion and a nonlinear reaction
employing Ievlev’s closure21. Apart from reproducing many desirable properties such as
coincidence, separation and reduction of the two-point PDF into a single-point PDF, they
showed that the equation for the two-point PDF yielded the correct initial evolution of
the single-point PDF. However, there has been no investigation of how turbulence, which
modifies the scalar gradients, affects the efficacy of Ievlev’s closure.
Fox & Yeung12 developed a hybrid strategy that combined the Lagrangian spectral re-
laxation (LSR) model for the mean scalar spectrum9,10 with a Fokker–Planck equation for
the PDF7,8. The LSR model was used to account for the effect of changes in the spectral
distribution of scalar on the scalar dissipation rate. The model captured several Eulerian
and Lagrangian statistics in good accord with DNS for a decaying, Gaussian scalar; how-
ever, the extension of the modeling to non-Gaussian fields requires further closure assump-
tions for the conditional scalar dissipation rate. Furthermore, as the LSR model is strictly
a local closure to the spectral evolution equation, it does not inherently capture differential
diffusion, which aries due to differences in the molecular diffusivities of the scalars40,42,51.
The model brings in these effects empirically by introducing model coefficients that are
explicit functions of the Reynolds number and of all the Schmidt numbers10. This enables
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the spectral model to capture some of the effects of differential diffusion, but in order to
bring that capability into the PDF model, the stochastic differential equations that govern
the evolution of the PDF would have to be multi-scale, an extension they are planning for
the future.
We adopt a “shell-model” approach, in which each realization of the velocity and
scalar concentrations are decomposed into wavenumber bands or shells. The evolution
of the velocity and scalar within each shell, for each realization, is governed by a stochas-
tic differential equation. Averages within a particular shell then can be thought of as
loosely defining a spectrum for the energy or scalar fluctuations. The approach has a
long history dating back to the so-called GOY model developed by Gledzer15 and Ohk-
itani & Yamada32. The reader is referred to the excellent review by Biferale2 for more
information on how shell models have been used to analyze the multifractal energy cas-
cade and small scale intermittency. In our approach, the ODEs for the shell model are
stochastic differential equations that are derived to satisfy the eddy damped quasi-normal
Markovian (EDQNM) theory27,33. EDQNM is computationally the least expensive of the
family of two-point statistical closures with nonlocal interactions (e.g., direct interaction
approximation24). It has been shown to predict the energy spectrum1 and scalar transport
well18,20,31,48, including small-scale phenomena such as differential diffusion44,45 without
introducing additional modeling assumptions. Hybrid approaches that couple EDQNM to
the mapping closure4,35 have yielded some success13. Here we formulate a Langevin
equation for each shell that produces statistics consistent with the EDQNM equation. The
approach is based on the one used by Ulitsky & Collins44, but is extended to the case
of scalars with mean gradients. It is somewhat reminiscent of the large-eddy-simulation
closure developed by She & Jackson41, in which they modeled the ‘implicit’ (missing)
modes in spectral space as a linear damping of the ‘explicit’ (resolved) modes, such that
the rate of removal of energy from a particular mode is proportional to the energy in that
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mode. However, their model discretizes the three-dimensional wavevector space, whereas
we are performing a much more severe truncation to wavenumber shells in order to gain
the efficiency required for a general purpose mixing model.
The goal of this paper is to present the derivation of the stochastic shell model and
verify its consistency with the EDQNM theory. Additionally, we show how the model
will be used to determine the evolution of the joint scalar PDF, although we leave the full
exploration of this aspect of the model to a future publication. The paper is organized
as follows. The governing equations for the velocity and scalar, as well as the EDQNM
closure for the relevant spectra are summarized in §3.2. The stochastic shell model is then
developed in §3.3. Comparisons between the EDQNM and shell model predictions are
given in §3.4 followed by a discussion of Lagrangian statistics predicted by the model in
§3.5 and conclusions in §3.6.
3.2 Governing Equations and Summary of EDQNM Models
3.2.1 Governing Equations
Assuming constant molecular properties, the governing equations for each scalar and for
velocity field are as follows
∂ui
∂xi






















where ui is fluctuating velocity, p is pressure, ρ is fluid density, ν is kinematic viscosity,
φα(x, t) is concentration of scalar α, and Dα is the molecular diffusivity of species α
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relative to the solvent species. Note that Greek letters signify arbitrary species, and hence
the summation convention does not apply to them. In this study, we will consider the
mixing of two scalars, labeled A and B (corresponding to α = A and α = B); however, the
method can be generalized to an arbitrary number of scalars.
For the sake of simplicity, we align the scalar mean gradients with the x3 direction.
Although under this circumstance the correlations involving the scalar fields are no longer
isotropic, they remain homogeneous. Introducing the Reynolds decomposition: φ′α = φα−
〈φα〉 (we assume the mean velocity 〈ui〉= 0 without loss of generality), we can derive the
equations governing the mean and fluctuating scalar fields
∂〈φα〉









where Γα = d〈φα〉/dx3 is the constant mean gradient of species α.
For completeness, we provide a summary of the EDQNM equations for the energy
spectrum, velocity-scalar cross correlation spectrum, and the scalar-scalar spectrum.
3.2.2 EDQNM Model for Energy Spectrum
The energy spectrum is derived from the two-point Reynolds stress Ri j(x1, x2) =
〈ui(x1)u j(x2)〉. The reciprocal Fourier transform relations for the Reynolds stress are27
Ri j(k, p) =
∫ ∫
Ri j(x1, x2)e−i(k·x1+p·x2)dx1dx2 , (3.7)
Ri j(x1, x2) =
∫ ∫
Ri j(k, p)ei(k·x1+p·x2)d ˆkd pˆ , (3.8)
where d ˆk = dk/(2pi)3, and d pˆ is defined by analogy. (Note that we have suppressed the
explicit dependence of all correlations on time to simplify the nomenclature.) We assume
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the velocity statistics are isotropic, and further neglect the effect of helicity, allowing us to
reduce the two-point Reynolds stress to
Ri j(k, p) = R(k)Pi j(k)ˆδ(k+ p) , (3.9)
where the projection operator Pi j(k) = δi j − kik j/k2, ˆδ(k+ p) = (2pi)3δ(k+ p), δ(k+ p)
is the three-dimensional Dirac delta function and δi j is the Kronecker delta function. The














where Eu(k) = k2R(k)/(2pi2) is the turbulent energy spectrum.
The EDQNM model transport equation for Eu(k) can be written as follows27[ ∂
∂t +2λu(k)
]





ΘkpqR V1 Eu(p)Eu(q)dpdq , (3.12)


















µkpqR = c1(µk +µp +µq)+ν(k
2 + p2 +q2) , (3.17)
the constant c1 = 0.36 to ensure that at infinite Reynolds number the energy spectrum








The wave vectors k, p and q compose a closed triad (i.e., k+ p+ q = 0), and the coeffi-


















The integrals in Eqs. 3.12 and 3.13 are over all possible closed triads that can be con-
structed for wave vector k.
3.2.3 EDQNM Model for the Scalar-Velocity Cross-Correlation Spec-
trum
The two-point velocity-scalar cross correlation for species α is defined as Qαi (x1, x2) =
〈ui(x1)φ′α(x2)〉. The reciprocal Fourier transforms are given by
Qαi (k, p) =
∫ ∫
Qαi (x1, x2)e−i(k·x1+p·x2) dx1dx2 , (3.22)
Qαi (x1, x2) =
∫ ∫
Qαi (k, p)ei(k·x1+p·x2) d ˆkd pˆ . (3.23)
The presence of the mean scalar gradients reduces the symmetry of the scalar fluctuations
from isotropic to axisymmetric about the x3 axis. Thus, the only nonzero component of the
cross correlation vector is Qα3 (x1, x2) (and Qα3 (k, p)). Taking advantage of homogeneity,
axisymmetry, and the continuity relationship yields18
Qα3 (k, p) = Qα(k)(1−µ2)ˆδ(k+ p) , (3.24)
where µ is the cosine of the angle between the wave vector k and the direction of the mean
gradient, i.e., µ = k · e3/k, where e3 is the unit vector pointing in x3 direction. The single-















Based on the standard EDQNM closure procedure, Herr et al.18 derived the following




EαQ(k) =−ΓαEu(k)+T αQ (k) (3.26)
where














−ΘqkpR Γα [J1Eu(k)Eu(p)+ J2Eu(k)Eu(q)+ J3Eu(p)Eu(q)]







µkpqT = c2(µk +µp)+ c3µq +ν(k
2 + p2 +q2) , (3.29)
with the coefficients c2 = 0 and c3 = 1.03. The dependence on the angle µ cancels out of
the equation. The definitions of the geometric factors H1–H7 and J1–J7 are summarized in
Table 3.118.
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Table 3.1: This table lists the definitions of the coefficients for the Qα(k) equation.
Here x, y and z are the cosines of angles between the wave vectors k, p
and q, which forms a closed triad (see Eq. (3.21)), and N is twice the
area of the triad, given by N2 = 14(k+ p+q)(k+ p−q)(k+q− p)(p+
q− k).





























































































































3.2.4 EDQNM Model for the Scalar-Scalar Correlation Spectrum
The scalar auto- and cross-correlation can be written generically as Bαβ(x1, x2) =
〈φ′α(x1)φ′β(x2)〉, where α and β can represent species A or B, i.e., Bαβ(x1, x2) is a rep-
resentation of BAA(x1, x2), BAB(x1, x2) = BBA(x2, x1) and BBB(x1, x2). The reciprocal
Fourier transforms are then given by
Bαβ(k, p) =
∫ ∫
Bαβ(x1, x2)e−i(k·x1+p·x2) dx1dx2 , (3.30)
Bαβ(x1, x2) =
∫ ∫
Bαβ(k, p)ei(k·x1+p·x2) d ˆkd pˆ . (3.31)
Again, homogeneity and axisymmetry leads to the following relation
Bαβ(k, p) = 2Bαβ(k,µ) ˆδ(k+ p) . (3.32)
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The dependence of Bαβ(k,µ) on the angle µ can be explicitly represented by a Legendre
polynomial series in µ19, and because Bαβ(k,µ) is an even function of µ, only the even-





Bαβ2i (k)P2i(µ) . (3.34)
As the 4th and higher-order terms have no source, and are initialized to zero, the infinite
series can be formally truncated after the second term
Bαβ(k,µ) = Bαβ0 (k)+
1
2
(3µ2−1)Bαβ2 (k) . (3.35)
The first term accounts for the isotropic spectrum and the second accounts for anisotropy
introduced by the mean scalar gradient. Herr et al.18 found that the anisotropy was driven
primarily by the source term, and therefore Bαβ2 (k)≈−Bαβ0 (k), implying
Bαβ(k,µ) = 3
2
(1−µ2)Bαβ0 (k) . (3.36)












EαβB (k)dk , (3.37)





EαβB (k) =−ΓαEβQ(k)−ΓβEαQ(k)+T αβB (k) , (3.38)
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µkpqM = c4µk + c5(µp +µq)+ν(k
2 + p2 +q2) . (3.42)
The coefficients c4 and c5 are set to 0.36, and the other coefficients F1–F7, G1–G7 and
M1–M5 are given in Table 3.2.
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Table 3.2: Definitions of the coefficients for the Bαβ(k) equation. Here x, y, z and
N are defined as in Table 3.1.















































































































































3.3 ‘Shell’ Model for the Velocity and Scalar Fields
‘Shell’ models are based on a discrete representation of the three-dimensional wave vector
space in concentric spherical shells of radius kn = k0λn−1, where n is an integer, n =
1,2, · · · ,N + 1 and λ is the intershell ratio. The wavenumber range of the model is k0 ≤
k ≤ k0λN with a shell distribution that is logarithmic, which enables the model to span
a broad range of scales with a moderate value of N. The discrete form of the EDQNM
model can be solved on a logarithmic grid as well (see for example Lesieur27 for details),
providing the necessary inputs to the shell model. In this section, we derive stochastic
differential equations (SDEs) for real variables un(t) and φαn (t) (α = A or B), which are
the fluctuations associated with shell n. The SDEs are defined such that an ensemble of
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realizations of these variables satisfies the following relationships
〈un(t)um(t)〉= δnmEu(kn, t) , (3.43)
〈un(t)φαm(t)〉= δnmEαQ(kn, t) , (3.44)
〈φαn (t)φβm(t)〉= δnmEαβB (kn, t) . (3.45)
3.3.1 Langevin Equation for the Velocity
The SDE for un(t) takes the form of an Ornstein–Uhlenbeck process
dun(t)+λu(kn)un(t)dt = r1(kn)dW [1]n (t) , (3.46)
where dW [1]n (t) is a vector-valued Wiener process increment satisfying independence and
the standard time correlation, i.e.,
〈dW [1]n (t)dW [1]m (s)〉= δmnδ(t− s)dsdt .
If we multiply Eq. 3.46 by um(t) and average based on Ito calculus23, we can derive the
following differential equation[ ∂
∂t +2λu(kn)
]
Eu(kn) = r21(kn) (3.47)
Comparing this equation with the discrete form of Eq. (4.8), we find that for consistency
r21(kn) = Tu(kn) . (3.48)
However, Eq. (4.8) reflects a decaying energy spectrum without forcing, while in our study
we will consider a statistically stationary turbulent flow. In the stationary case, the time
derivative is zero, and hence we can redefine r21(kn) as follows
r21(kn) = 2λu(kn)Eu(kn) , (3.49)
with Eu(kn) being the desired stationary energy spectrum, and λu(kn) retains the definition
given in Eq. (3.13).
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3.3.2 Langevin Equations for the Scalar Fields
We introduce two stochastic equations for the scalar concentrations
dφAn (t)+λAφ(kn)φAn (t)dt = −ΓAun(t)dt+ r2(kn)dW [1]n (t)
+r3(kn)dW [2]n (t) , (3.50)
dφBn (t)+λBφ(kn)φBn (t)dt = −ΓBun(t)dt+ r4(kn)dW [1]n (t)
+r5(kn)dW [2]n (t)+ r6(kn)dW [3]n (t) , (3.51)
where dW [1]n (t), dW [2]n (t) and dW [3]n (t) are independent Wiener process increments (i.e.,
〈dW [i]n (t)dW [ j]n (s)〉 = 0 for i , j). Relationships for the coefficients λAφ(kn), λBφ(kn), and
r2(kn)–r6(kn) are derived below.
Multiplying Eq. (3.50) by un(t), summing the result with the product of Eq. (3.46) and




EAQ(kn) =−ΓAEu(kn)+ r1(kn)r2(kn) . (3.52)




EBQ(kn) =−ΓBEu(kn)+ r1(kn)r4(kn) . (3.53)
Comparing Eqs. (3.52) and (3.53) with the discrete form of Eq. (3.26), we see that for
consistency
λAφ(kn) = (ν+DA)k2n−λu(kn) , (3.54)
λBφ(kn) = (ν+DB)k2n−λu(kn) , (3.55)
r1(kn)r2(kn) = T AQ (kn) , (3.56)
r1(kn)r4(kn) = T BQ (kn) . (3.57)
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EABB (kn) = −ΓAEAQ(kn)−ΓBEBQ(kn)
+r2(kn)r4(kn)+ r3(kn)r5(kn) . (3.60)
Comparing these equations to the discrete version of Eq. (4.20) yields




EAAB (kn)+T AAB (kn) , (3.61)








EABB (kn)+T ABB (kn) . (3.63)
3.3.3 Numerical Implementation
The ‘shell’ model consists of the SDEs for the velocity (see Eq. 3.46) and scalars (see
Eqs. 3.50 and 3.51) that will be advanced for an ensemble of realizations. We refer to each
realization as a ‘particle’ that is designated by an integer index m= 1,2, · · · ,M, where M is
the total number of realizations. We will augment the nomenclature given in the previous
section to include the particle (or realization) number; for example, we define um,n(t) to
be the random velocity in the nth shell of the mth particle at time t. Each particle obeys the
same equations, but is an independent realization of that equation. Spectral expectations
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which approach the expectation in the limit M → ∞. The initial conditions for the scalars
were set to zero, i.e., φαm,n(0) = φβm,n(0) = 0, for all m and n. The turbulent velocities, being
stationary, were initialized as follows
um,n(0) = E
1/2
u (kn)Nm,n[0,1] , (3.67)
where Nm,n[0,1] is an independent Gaussian random number with zero mean and unit
variance. The initial velocity is consistent with the spectral relationship given in Eq. (3.64).
In order to advance the shell model equations (Eqs. 3.46, 3.50 and 3.51), we must first
evaluate the coefficients λu(kn), λAφ(kn) and λBφ(kn), as well as r1(kn)–r6(kn). The first three
are given as explicit functions of the spectra and known coefficients (see Eqs. 3.13, 3.54
and 3.55). At every instant in time, the spectra can be reconstructed from the ensemble
of realizations of um,n(t), φAm,n(t) and φBm,n(t), per Eqs. (3.64)–(3.66). The coefficients



















2λu(kn)Eu(kn) T AQ (kn) T BQ (kn)
Sym RHS Eq. (3.61) RHS Eq. (3.63)




For space purposes, we use ‘Sym’ to refer to symmetric elements of the matrix, and ‘RHS’
refers to the ‘right hand side’ of the specified equation. As you can see, the coefficients
r1(kn)–r6(kn) form the lower triangular Cholesky decomposition of the symmetric matrix
Λ, which exists so long as this matrix remains positive definite (i.e., with positive real
eigenvalues). This is a realizability constraint that is satisfied by the EDQNM model44,46.
The stochastic differential equations that constitute the shell model were updated using
a 3/2–order scheme3. To illustrate the approach, the numerical update for Eq. (3.46) can
be written as follows





























and N1[0,1] and N2[0,1] are two independently chosen Gaussian random numbers (zero
mean and unit variance). The same numerical update was used with Eqs. (3.50) and (3.51).
3.3.4 Probability Density Function
Although not the focus of the present study, we would like to point out that the stochastic
shell model, in addition to modeling the energy, scalar and cross spectra through averages
within each shell, also provides a model for the PDF of scalar and velocity fluctuations.
We arrive at these relationships by first recalling that single-point second-order moments
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Alternatively, we could arrive at a particle based velocity or scalar fluctuation by summing
















which can be thought of as a single representation of the fine-grained PDF34. The corre-
lations obtained from the PDF are consistent with those from the spectral shell represen-


























︸                      ︷︷                      ︸
spectral
.
The ‘particle’ and ‘spectral’ representations of the variance are the same because the ve-
locity in each shell is independent, i.e., 〈um,n(t)um′,n′(t)〉 = 0 for m , m′ and/or n , n′.
More generally, the single-point joint velocity–scalar PDF that is generated by binning the
individual particle values for u, φ′A and φ′B has auto- and cross-correlation statistics that are




















































Figure 3.1: Evolution of (a) the scalar auto- and cross-correlations and (b) the
velocity–scalar cross correlations (turbulent scalar flux), predicted by
the EDQNM model (solid lines) and stochastic shell mixing model
(dashed lines) as a function of time, normalized by the large eddy
turnover time T . Aside from the statistical fluctuations in the latter
due to the finite size of the ensemble, the agreement is excellent.
and scalars in the present study, the joint PDF for the velocity and scalars will remain a
joint Gaussian for all times; hence for the example in this study, the PDF is completely
determined by the correlation matrix. However, this need not be the case, and for circum-
stances in which the initial scalar PDF is non-Gaussian, the stochastic shell mixing model
will provide a model for the evolution of the PDF.
3.4 Comparison of EDQNM and Shell Model
Numerical experiments of the stochastic shell mixing model were carried out using a Pao
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Figure 3.2: Plot of (a) scalar auto- and cross-correlation spectra and (b) velocity–
scalar cross correlation spectra at time t/T = 8, predicted by the
EDQNM model (solid lines) and stochastic shell mixing model
(dashed lines). The specific spectra are indicated on the graph.
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where the constant C = 1.5, the dissipation rate was set to ε = 0.18, the kinematic viscos-
ity was ν = 0.015, implying the Kolmogorov length scale was η ≡ ν3/4/ε1/4 = 0.0658.
These parameters produced a turbulence with a root mean square fluctuating velocity of
〈u2〉1/2 = 0.68, integral length scale L = 1.3, large eddy turnover time T = 1.92 and
Reynolds number (based on the integral length scale) ReL = 60. The Schmidt numbers
(Scα ≡ ν/Dα) for the two diffusing species were set to ScA = 1.0 and ScB = 0.5. The
calculations were performed with M = 105, N = 64, k0 = 1 and k65 = 64, implying a shell
ratio λ = 1.067. The scalars were initially set to zero, i.e., φAm,n(0) = φBm,n(0) = 0.
Figure 3.1 shows the comparison between the EDQNM model and the ensemble av-
erages of the stochastic shell model. The single-point quantities were obtained from
Eqs. (3.72)–(3.76) using both the EDQNM prediction for the spectrum (solid lines) and
the stochastic shell mixing model prediction for the spectrum (dashed lines). As you can
see, aside from the statistical fluctuations in the stochastic shell model due to the finite size
of the ensemble, the agreement is excellent. Comparisons of the spectra themselves are
given in Fig. 3.2, and the agreement is once again excellent.
3.5 Lagrangian Statistics from Shell Model
We determined in §3.4 that the shell model reproduces the single-time statistics predicted
by EDQNM. Because we are evolving primitive variables for each particle, it is possible
to predict Lagrangian correlation functions in time. For arbitrary statistically stationary
variables X(t) and Y (t) associated with each particle, we define the correlation function as
ρ(X ,Y ; t)≡ 〈X(s)Y(s+ t)〉√〈X2〉 〈Y 2〉 , (3.81)
where X and Y stand for the species concentration φ′α (Greek letters α and β signify species
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Figure 3.3: Evolution of Lagrangian temporal correlation functions: (a) autocor-
relation of species concentrations and species dissipation rates; (b)
auto- and cross-correlation of species A, B and z ≡ φ′B − φ′A; (c)




[φαm,n(t)]2. Note that we first ran the shell model until all the scalar
statistics reached a statistically stationary state before constructing the various correlation
functions defined by Eq. (3.81).
The shell model predictions for the Lagrangian statistics are summarized in Fig. 3.3.
We can compare the qualitative trends with the direct numerical simulation (DNS) study
by Yeung52. In particular, Fig. 3.3(a), (b) and (c) can be compared respectively with
Figs. 10, 13 and 7 from Ref.52. The relative behavior between the autocorrelation function
for the scalar and scalar dissipation are in good qualitative agreement with Yeung’s DNS.
Moreover, the trend with the Schmidt number, albeit weak, is also captured by the model;
that is, the scalar with the higher diffusivity (scalar B) decays more quickly than the slower
diffusiving scalar, whereas the opposite tend is observed for the scalar dissipation rate, all
in accord with the DNS. The cross correlation curves shown in Fig. 3.3(b) look similar
to Yeung’s DNS. For example, they have a qualitatively similar asymmetry at the origin
(t/T = 0). The major difference is with the sharpness of the curves near t = 0. The shell
model generates a discontinuity in the slope of the correlation curves at t = 0 that arises
from the Wiener process. The velocity-scalar correlations shown in Fig. 3.3(c) likewise
are in qualitative agreement with the DNS, except near the origin. We consistently find
the peak (largest negative value) in the correlation occurs at t = 0, whereas the peak in the
DNS is shifted to t/T > 0. The model inherently cannot capture this feature. Nevertheless,




The main objective of this paper has been the development of a new ‘shell’ model for
the velocity and multiple scalar species based on the EDQNM theory. The equations
governing the velocity and scalar within a shell take on a particular form of the Ornstein–
Uhlenbeck SDE, with drift and diffusion terms chosen so that ensemble averages of scalar–
scalar auto- and covariances, and velocity–scalar covariances are precisely those predicted
by the EDQNM theory. We use a generalized form of the EDQNM theory that has been
shown to be realizable44, enabling this advancement. The resulting equations are shown
to reproduce the EDQNM predictions to within the statistical error resulting from the fi-
nite size of the ensemble. To further test the model, we compute Lagrangian correlation
functions involving the scalar concentrations, scalar dissipation rate and velocity fluctua-
tions along the particle paths and compare them to DNS by Yeung52. Overall the results
are in good qualitative agreement, reproducing the correct trends with the scalar Schmidt
number, for example. However, the stochastic nature of the model leads to a discontinuity
in the slope of the correlation function at t = 0, a result of the Wiener process in the model
equation. This discontinuity is not consistent with the DNS52. Fortunately the resulting
errors are important only at small times t/T  1.
The stochastic shell model has the advantage of predicting the probability density func-
tion (PDF) of the scalar fluctuations, when the velocity and/or scalar are summed over the
shells. Indeed, this development is a step towards a new mixing model for the PDF that
takes into account spectral information for the velocity and scalar fields. The spectral in-
formation is embedded in the distributions across the shells. For example, scalars with
identical PDFs, but different length scales will mix at different rates because the spectral
distributions will be different. Such a dependency is not easily reproduced by traditional
single-point closures that contain no scale information. Furthermore, we have demon-
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strated that the shell model takes into account differential diffusion at a level equivalent to
the EDQNM theory, which previously has been shown to reproduce a number of key fea-
tures in agreement with direct numerical simulations45. Finally, we note that the stochastic
nature of the model ensures that the scalar fluctuations will relax towards a Gaussian at
long times. Placing the stochastic shell model in the context of Subramaniam & Pope’s
eight requirements for a sound mixing model, the stochastic shell model automatically
satisfies: (i), (ii), (iv), (v), (vi), and (vii). The issue of the bounds (iii) is a challenge for all
stochastic mixing models, including this one, and we defer further discussion of this point
until a future publication. The issue of the effect of chemical reaction (viii) has been real-
ized; however, only for simple bimolecular reactions up to this point50. The generalization
of the method for more complex chemistry remains an important open challenge.
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CHAPTER 4
BOUNDED STOCHASTIC SHELL MODEL FOR TURBULENT MIXING OF
MULTIPLE SCALARS WITH DISTINCT DIFFUSIVITIES
Abstract In the paper by Xia et al. (2010), we derived a stochastic shell mixing model
(SSMM) for turbulent mixing of multiple scalars with mixed diffusivities. The framework
uses a Monte Carlo scheme to advance notional particles that move with the fluid, and
have scalar concentrations that are subdivided into “shells” that loosely represent a spectral
decomposition of the scalar fluctuations. The variance within each shell is equivalent to
the scalar spectrum evaluated at the corresponding wavenumber. Small-scale phenomena
such as differential diffusion and the dependence of mixing on the scalar length scale
are captured by the inherently spectral nature of the model. Furthermore, the sum of
the scalar over shells for each notional particle simultaneously provides a fine-grained
representation of the joint scalar probability density function (PDF). This aspect of the
model was introduced, but not fully explored in the earlier paper, which focused on scalar
fluctuations arising from a uniform mean gradient. At the level of this model, the scalar
PDF reduces to a joint Gaussian. In this study, we explore more complex mixing scenarios,
including the initial double delta function, which arises when two streams are brought into
sudden contact. This introduces two important complexities that are the focus of this
paper. The first is the shape changes to the PDF that result as the scalar PDF relaxes
into a Gaussian form. The second is due to the bounds the scalar must satisfy. Monte
Carlo schemes inherently violate bounds; we modify the model so as to ensure the bounds
are satisfied by nearly all of the particles. Extensive comparisons between the SSMM
predictions and direct numerical simulations (DNS) are made for two decaying scalars
(with different diffusivities) in forced, isotropic turbulence. Overall the agreement is very
good. Additionally, we test a conjecture made in deriving the SSMM, namely that the rate
of mixing of a scalar is a function of its spectrum, but not its PDF. Using DNS, we contrast
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the mixing rate of two scalars with identical PDFs, but different spectra against two scalars
with identical spectra, but different PDFs. We conclude from this comparison that the
mixing rate is sensitive to the spectrum, but not the PDF, in support of the assumption
used to derive the SSMM.
4.1 Introduction
There are a multitude of frameworks for studying the mixing of scalars by turbulence, each
designed to address different aspects of the process. The two of greatest significances to
this study are: (i) the spectral analysis of the auto- and cross correlations of the scalar
fields; and (ii) the joint composition probability density function (PDF).
In the classical picture of mixing, turbulent eddies, through the actions of stretching
and folding, break up large-scale inhomogeneities (blobs) of the scalar field into smaller
and smaller scales until ultimately molecular mixing dissipates the remaining scalar fluc-
tuations, homogenizing the system. The rates of stretching and folding depend upon the
length and time scales of the eddies. While a formal analysis of this process is not fea-
sible due to the closure problem, this conceptual picture of progressive granularity of the
scalar by the action of the turbulence can be captured by a spectral model, which decom-
poses the scalar fluctuations into wavenumbers that loosely correspond to inverse length
scales. Classical scaling arguments set forth by Kolmogorov 22, Obukhov 32 and Corrsin 5
established the scalar spectrum should have the following form in the so-called inertial-
convective subrange:38
EB(k) = βε−1/3χk−5/3 , (4.1)
where EB(k) is the three-dimensional scalar spectrum, ε is the energy dissipation rate, χ is
the scalar dissipation rate and β is a presumed universal constant. The argument assumes
a constant flux of scalar fluctuations through the inertial-convective subrange equal to the
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scalar dissipation rate, which effectively links small-scale dissipation to the larger-scale
eddies that control the flux.
The PDF representation replaces the local concentration of scalars by the joint distribu-
tion of scalar fluctuations. PDF methods are particularly attractive for chemically reactive
systems,13,16,17,25,33,34 as the chemical source terms are closed in this representation, re-
gardless of their complexity. However, the molecular mixing responsible for the evolution
of the PDF is not closed and hence must be modeled. For example, the evolution of the






∂c2 [χ(c, t)P(c, t)] = 0 , (4.2)
where χ(c, t)≡ 〈2D∇φ ·∇φ|φ= c〉 is the average scalar dissipation rate conditioned on the
scalar concentration, a quantity that cannot be computed from the scalar PDF and hence
must be modeled. Recognizing the PDF is a single-point statistic, the modeled term can
be thought of as providing two-point information.23
Both paradigms of mixing provide complementary information. The spectrum inher-
ently provides two-point information about the scalar field and can represent derivatives
of arbitrary (even) order as weighted integrals of the spectrum; however, it only contains
information about second-order moments. The PDF framework, in contrast, can evalu-
ate arbitrary-order moments through weighted integrals of the PDF, but only at a single
point. It is natural to think of combining these two descriptions of the scalar field so as
to exploit the strengths of each representation. Meyers and O’Brien 29 derived a two-point
PDF equation with this in mind, and closed the equation by replacing the unclosed term
by one that relaxes the scalar to its mean. However, the solution to this equation did not
correctly represent the evolution of the scalar PDF from a non-Gaussian initial condition.
Gao and O’Brien 15 analyzed some of the properties of the joint PDF and showed that the
PDF of scalar gradient conditioned on the scalar is nearly Gaussian, motivating them to
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use a Gram-Charlier expansion for P(∇c|c) with coefficients found from DNS. Fox & Ye-
ung14 developed a hybrid strategy that combined the Lagrangian spectral relaxation (LSR)
model for the mean scalar spectrum11,12 with a Fokker–Planck equation for the PDF.9,10
The LSR model was used to account for the effect of changes in the spectral distribution of
scalar on the scalar dissipation rate. The model captured several Eulerian and Lagrangian
statistics in good accord with DNS for a decaying, Gaussian scalar; however, the extension
of the modeling to non-Gaussian fields requires further analysis.
In an earlier study, Xia et al. 45 developed a novel hybrid approach called the stochas-
tic shell mixing model (SSMM) that uses a Monte Carlo scheme to advance the velocity
and scalar concentrations on notional particles that have been subdivided into wavenum-
ber bands or ‘shells.’ Averages across the particles of the scalar co-variance within each
shell can be thought of as defining the scalar covariance spectrum; whereas the sum of
concentrations over the shells of an individual particle provides a single realization of
the fine-grained PDF.33 Coefficients in the SSMM were chosen so that the spectra match
the eddy damped quasi-normal Markovian (EDQNM) spectral model,27 which in earlier
work has been shown to predict single-point and spectral statistics in good agreement with
DNS.18,39,40,44 There are several inherent strengths of the model relative to single-point
closures. First, as molecular mixing is explicitly accounted for, the model can describe
molecular-driven processes such as differential diffusion. Second, the spectral decompo-
sition provides length scale information that, for example, allows the mixing rate to depend
upon the integral length scale of the scalar, a phenomenon known to be true.43
The model was first applied to the mixing of scalars with uniform mean gradients.45
In this scenario, the model predicts a joint Gaussian PDF for all time, so the main feature
of the model was that it captured the covariance matrix accurately. Additionally, we com-
puted Lagrangian time correlations for the same flow and found them to be in qualitative
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agreement with direct numerical simulations (DNS) in the literature.48
There are two aspects of the model that were not considered by Xia et al. 45 : (i) the
ability of the model to describe the evolution of an initially non-Gaussian PDF (the double
delta function being an important example7); and (ii) whether the model can be made to
obey the scalar bounds, a challenge for any stochastic mixing model. We address both
questions in this study. Additionally, we investigate an inherent assumption in the model,
namely that the mixing rate depends upon the scalar spectrum, but not its PDF. To test
this hypothesis, we investigate four mixing cases with DNS, two in which the PDFs are
matched, but the spectra are different, and two in which the spectra are matched, but the
PDFs are different. From this study we conclude that the assumption made in the model is
valid. The remainder of the paper is devoted to comparisons between the model and DNS
of isotropic mixing of scalars with initial PDFs that are nearly double delta functions.
We use the algorithm by Eswaran and Pope 7 to create the initial condition, and study the
evolution of the PDF towards a Gaussian, making detailed comparisons between the model
predictions and the DNS.
The paper is organized as follows. The governing equations for the velocity and scalar
are given in Sec. 4.2, along with a summary of the EDQNM model. The bounded SSMM is
then presented in Sec. 4.3. Section 4.4 contains the DNS study comparing the significance
of the scalar spectrum and its PDF on mixing. The result supports the assumption made in
the SSMM. Comparisons of the predictions of the SSMM with DNS are given in Sec. 4.5,
followed by the conclusions in Sec. 4.6.
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4.2 Governing Equations and EDQNM Model Summary
4.2.1 Governing Equations
This paper focuses on the mixing of two passive scalars A and B in a homogeneous
isotropic system, where the mean velocity and scalar concentrations are set to 0 without
loss of generality. Under the assumption of constant molecular properties, the govern-


























where p is pressure, ρ is fluid density, ν is kinematic viscosity, Dα is the molecular diffu-
sivity of species α relative to the solvent species. Note that we use Greek letters to signify
arbitrary species, i.e., α = A or B, and that there is no summation over repeated Greek
suffixes.
The next two sections provide concise summaries of the EDQNM equations for the
turbulent energy and scalar spectra, respectively. Refer to Herr et al. 18 and Xia et al. 45 for
the detailed derivations of the equations.
∗To simplify the nomenclature we suppress the explicit dependence of all variables on time.
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4.2.2 EDQNM Model for Energy Spectrum
For homogeneous isotropic turbulence, the energy spectrum Eu(k) is all that is required
to specify Ri j(k, p), which is the Fourier transform of the two-point velocity correlation
Ri j(x1, x2)≡ 〈ui(x1)u j(x2)〉. The formal relationship is
Ri j(k, p) =
2pi2Eu(k)
k2 Pi j(k)
ˆδ(k+ p) , (4.6)
where Pi j(k) is the projection operator defined as Pi j(k) ≡ δi j − kik j/k2, ˆδ(k + p) ≡
(2pi)3δ(k+ p), δ(k+ p) is the three-dimensional Dirac delta function and δi j is the Kro-















ΘkpqR V1 Eu(p)Eu(q) dpdq , (4.8)
where


















µkpqR = c1(µk +µp +µq)+ν(k
2 + p2 +q2) . (4.13)
The constant c1 is set to 0.36 to ensure that the energy spectrum obeys the Kolmogorov








The triangle under the integral symbols in Eqs. (4.8) and (4.9) indicates an integration over
all the possible closed triads composed by the wave vectors k, p and q (i.e., k+ p+ q = 0)


















4.2.3 EDQNM Model for the Scalar Correlation Spectrum
The scalar correlation spectrum Bαβ(k, p) is the Fourier transform of the two-point scalar
correlation Bαβ(x1, x2), where α and β can denote species A or B. Under the homogeneous
isotropic assumption, the expression for Bαβ(k, p) can be simplified to
Bαβ(k, p) = 2pi
2EαβB (k)
k2
ˆδ(k+ p) . (4.18)





EαβB (k) dk . (4.19)






















µkpqM = c2µk + c3(µp+µq)+ν(k











(k+ p+q)(k+ p−q)(k+q− p)(p+q− k) . (4.26)
The constants c2 and c3 are set to 0.36.
4.3 Langevin Model
The Langevin model proposed here is based on a discrete representation of the three-
dimensional wave vector space in spherical shells of radius kn = k0λn−1, where n =
1,2, ...,N + 1, and λ is the inter-shell ratio. We choose a logarithmic shell distribution
so that the model can span a broad range of scales with even moderate values of N. The
Langevin models are stochastic differential equations (SDEs) for real variables un(t) and
φαn (t), which stand for the fluctuations associated with shell n. They are defined such that
an ensemble of their realizations satisfies
〈un(t)um(t)〉 = δnmEu(kn, t) , (4.27)
〈φαn (t)φβm(t)〉 = δnmEαβB (kn, t) . (4.28)
where Eu(k, t) and EαβB (k, t) develop in accordance with the EDQNM model [Eqs. (4.8)
and (4.20), respectively]. Here, Eu(kn, t) and EαβB (kn, t) refer to the energy variance and
scalar covariance contained within the finite shell, or equivalently they are the integrals
of the respective spectra, Eu(k, t) and EαβB (k, t), over the shell. (Note that we distinguish
between the energy and scalar spectra and the equivalent energy variance and scalar co-
variance by the argument.)
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4.3.1 Langevin Equation for the Velocity
The velocity in each shell satisfies an Ornstein-Uhlenbeck process
dun(t)+λu(kn)un(t)dt = r0(kn)dW [0]n (t) , (4.29)
where dW [0]n (t) is a vector-valued Wiener process increment which satisfies
〈dW [0]n (t)dW [0]m (s)〉= δnmδ(t− s)dsdt . (4.30)




Eu(kn) = r20(kn) , (4.31)




Θkn pqR V1Eu(p)Eu(q)dpdq . (4.32)
However, Eq. (4.8) depicts a decaying energy spectrum, while our study uses a statistically
stationary turbulent flow, which leads to the following modified definition of r0(kn)
r20(kn) = 2λu(kn)Eu(kn) . (4.33)
Here Eu(k) is supplied from the stationary energy spectrum from the DNS, thus eliminat-
ing any error associated with the prediction of the energy spectrum.
4.3.2 Stochastic Shell Mixing Model (SSMM)









]φBn (t)dt = r2(kn)dW [1]n (t)+ r3(kn)dW [2]n (t) , (4.35)
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where dW [0]n (t), dW [1]n (t) and dW [2]n (t) are mutually independent Wiener process incre-
ments, i.e., 〈dW [i]n (t)dW [ j]n (t)〉= 0 for i , j. Again, by means of Ito calculus, we can get
the explicit expressions for r1(kn)–r3(kn) summarized below44
r21(kn) = T AA(kn) , (4.36)
r1(kn)r2(kn) = T AB(kn) , (4.37)
r23(kn) = T BB(kn)− r22(kn) . (4.38)
4.3.3 Bounded Stochastic Shell Mixing Model (BSSMM)
A common weakness shared by almost all Monte-Carlo based mixing algorithms for
scalars is their potential to violate the scalar bounds imposed by the initial and boundary
conditions. The SSMM model proposed above suffers from the same shortcoming. This
is evident in Fig. 4.1 (b), which shows the PDF for scalar A at t∗ = 0 and t∗ = 0.6 (details
of the initialization of the model are given in Section 4.5), where t∗ = t/T , and T is the
large eddy turn over time. Notice that the SSMM prediction for the PDF at t/T = 0.6 (line
with dots) extends beyond both bounds (indicated by the vertical lines). The PDF from the
DNS (details of DNS are given in Section 4.4), in contrast, does not violate the bounds,
as shown in Fig. 4.1 (a). The issue can be seen more clearly in Fig. 4.2, which shows the
extrema of the scalar concentrations as a function of time. The extrema predicted by the
SSMM model go well outside the bounds over the first eddy turnover time, and then re-
main relatively constant thereafter, whereas the extrema for the DNS are decaying to zero
with time. The level of these violations of the bounds could not be tolerated in a reacting
system, where they would imply excess reactant or negative concentrations.
The problem arises from the random terms, which are an indispensable component of
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Figure 4.1: A comparison of the PDF of scalar A at t∗ = 0 (solid lines in all three
plots) and t∗ = 0.6 (lines with dots in all three plots). Plot (a) is from
DNS, (b) is from the SSMM, (c) is from the BSSMM. In all plots,
the vertical lines indicate the initial bounds of scalar A, which are the
same as in plot (b) and (c), but slightly different in plot (a) due to the
mismatch between DNS and the model initializations.
tion by the Navier-Stokes velocity is conservative, which implies the scalar concentration
of a Lagrangian fluid particle should not be affected by advection. While the modeling
of advection in the SSMM conserves the scalar variance on average (i.e., when averaged
over the population of particles), it does not conserve the concentration for each particle.
As a consequence, particle concentrations can wander outside the bounds imposed by the
initial and boundary conditions.
Restoring the conservation principle on a per particle basis would eliminate the prob-















Figure 4.2: Comparison of the extrema of scalar A from DNS, SSMM and
BSSMM. Solid lines represent the results from DNS, dotted lines are
from SSMM, dashed lines are from BSSMM. The initial scalar spec-
trum peaks at ks = 2 with ScA = 1.
the shells, φα0 . The zeroth mode is designed to capture the residual scalar advection that vi-
olates the conservation principle. Including the zeroth mode in the definition of the scalar









φαn (t) , (4.39)
where the zeroth modes for scalars A and B, respectively satisfy





λφ(kn)φAn (t)dt− r1(kn)dW [1]n (t)
]
, (4.40)









ωA and ωB are coefficients with units of inverse time that are defined below. Incorpo-
rating the governing equations for the scalars [Eqs. (4.34) and (4.35)], we can derive an
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DBk2nφBn (t)dt . (4.43)








DAk2n〈φA0 φAn 〉 , (4.44)




DAk2nEAAB (kn) is the dissipation rate of scalar A. The above equation is
derived assuming the scalar concentration in each shell is independent of the others. The
exact equation for the scalar variance in isotropic turbulence is
d〈φ2A〉
dt =−χA . (4.45)
Comparing Eqs. (4.44) and (4.45) allows us to determine the coefficient ωA for consistency
ωA =−DA ∑
N
n=1 k2n〈φA0 φAn 〉
〈φ2A〉
. (4.46)
Applying the same procedure to scalar B yields
ωB =−DB ∑
N
n=1 k2n〈φB0 φBn 〉
〈φ2B〉
. (4.47)
The additional term we added to the zeroth mode governing equations [first term on the
RHS of Eqs. (4.40) and (4.41)] has a form similar to the classical interaction by exchange
with the mean (IEM) model proposed by Villermaux and Devillon 41 . In that model, the
frequencies ωA and ωB are prescribed in terms of the turbulence frequency Cφε/K, where K
is the turbulent kinetic energy, ε is the energy dissipation rate and Cφ is a model parameter
to be specified which is usually set to 2. With the SSMM, these terms compensate for the
residual (non-conservative) advected scalar, stored in the zeroth mode, which originates
from the random terms. In that sense the model is fully prescribed, with no unspecified
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coefficients. Moreover, unlike IEM, the SSMM relaxes the PDF to a Gaussian distribution
at long times.
The performance of the BSSMM model is shown in Figs. 4.1(c) and 4.2. As may
be seen, the addition of the zeroth mode has greatly reduced the occurrence of scalar
concentrations outside of the bounds. Moreover, the extrema predicted by the BSSMM
model decay to zero in reasonable agreement with the DNS. Note that at early times, the
BSSMM model still yields a slight violation of the bounds (particularly the lower bound).
The violation at early times is due to the way in which the PDF has been initialized. No
attempt was made to control the initial conditional scalar dissipation rate, and hence at
short times the scalar can still violate the bounds. Nevertheless, the benefits of the zeroth
mode at longer times are clear, and hence hereafter all model calculations will be done
with the BSSMM model.
It should be noted that other tests of the bounds exist for multiple scalars. McDer-
mott and Pope 28 introduced the “joint boundedness” concept, which states for conserved
passive scalars with equal diffusivities, the convex hull of all compositions φα(t) cannot
expand with time, i.e., the convex hull at time t2 must be a subset (contained within) the
convex hull at time t1 for any t2 > t1. The test is not applicable to this study for two rea-
sons: (i) under the specific initial conditions we used, the “convex hull” in the φA–φB phase
space corresponds to a straight line that cannot be evaluated by this criterion; and (ii) the
scalar diffusivities in the test we ran were not equal, and so the guarantees are not applica-
ble. As part of future work, we would like to consider a more general initial condition to
more completely apply the McDermott and Pope test.
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4.3.4 Numerical Implementation
The SDEs [Eq. (4.29), (4.34), (4.35), (4.40) and (4.41)] for the velocity and scalars are
advanced for an ensemble of realizations. Each realization is referred to as a ‘particle’
indexed by integer m = 1,2, · · ·,M, where M is the total number of realizations. It is
convenient to introduce an additional index to represent the particle number, i.e., φαm,n(t)
indicates the scalar concentration in the nth shell of the mth particle at time t. Each particle
obeys the same governing equation, although each realization is independent.
We update the SDEs using a 3/2-order scheme.4 Using Eq. (4.34) to illustrate the








































and N1[0,1] and N2[0,1] are two independent standard normal random numbers (zero mean
and unit variance).











which can be considered as a single representation of the fine-grained PDF.33 Spectral
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which approach the expectations in the limit M →∞. As demonstrated by Xia et al. 44 , the
‘particle’ and ‘spectral’ representations of the variance are consistent.
4.4 DNS Study of Mixing
As mentioned in Section 4.1, an inherent assumption made in deriving the SSMM is that
the rate of mixing depends upon the scalar spectrum, but not its PDF. The assumption
originates from the EDQNM theory, which does not consider the PDF of the scalar field(s)
in advancing the spectrum.18,19,27,39,40 In this section, we test this assumption using DNS.
The DNS is of isotropic turbulence within a periodic cube of length 2pi with 1283 grid
points. The fluctuating velocity and pressure fields are obtained by solving Eqs. (4.3) and
(4.4) using a pseudospectral fluid code that was recently developed in our group.3 The
isotropic turbulence is made stationary by forcing the first two wavenumbers in a manner
similar to Eswaran and Pope 8 . The velocity field was updated for 20 eddy turnover times
to establish a stationary turbulence state. The energy spectrum was obtained by averaging
the instantaneous spectrum over those 20 large eddy turnover times. The resulting velocity
statistics are summarized in Table 4.1.
Once the turbulence has achieved a stationary state, we introduce two fluctuating
scalars A and B that are evolved according to Eq. (4.5). The scalar fields are updated
using the second-order finite difference scheme of Kurganov and Tadmor 24 that guaran-
tees the scalars obey the bounds imposed by the initial and boundary conditions. A pseu-
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Table 4.1: Parameters used in DNS calculations (dimensional parameters are







k dk is the integral length scale, T =
L
u′ is the large eddy
turnover time, ν is fluid kinetic viscosity, ε is dissipation rate, η is
the Kolmogorov length scale, ReL = u
′L
ν is Reynolds number based on
integral length scale, Rλ is the Reynolds number based on the Taylor
microscale, and Lφ is the integral length scale of the scalar fields.
u′ L T ν ε η ReL Rλ Lφ(ks = 2) Lφ(ks = 9)












Figure 4.3: Comparison of scalar variance for cases I (solid line) and II (solid line
with circles) as a function of dimensionless time, t∗ ≡ t/T .
dospectral calculation of the scalar fields will not obey the bounds26 without introducing
other nonlinear mappings.30 The mean concentration of both scalars are set to zero, i.e.,
〈φA〉 = 〈φB〉 = 0. We are interested in controlling both the initial scalar spectrum and its
PDF. Scalars A and B are initialized identically and hence are perfectly correlated—they
differ only in their mass diffusivities, or equivalently their Schmidt numbers, where ScA
and ScB are 1 and 14 respectively, allowing us to investigate the effects of differential dif-
fusion.2,37,39,40 Applying the initialization procedure developed by Eswaran and Pope 7 ,
it is possible to independently manipulate the initial scalar spectrum and its PDF. Using
















































Figure 4.4: Comparison of evolution of the scalar PDFs for cases I and II at times:
(a) t∗ = 0, (b) t∗ = 0.19, (c) t∗ = 0.38, (d) t∗ = 0.95. The initial PDFs
for the two cases are nearly identical, but the scalar spectra are peaked
at ks = 2 (solid line) and ks = 9 (line with circles), respectively.
ized with PDFs that are nearly double delta functions, but the scalar spectra are peaked at
wavenumbers 2 and 9, respectively. The comparison of these two cases will capture the
dependence of the mixing on the scalar spectrum. Cases III and IV involve scalars that
have nearly identical spectra, but the PDF of case III is a double delta function and case
IV is Gaussian. The comparison of these two cases will capture the dependence of mixing
on the PDF.
Figure 4.3 shows a comparison of the evolution of the scalar variances for cases I and
II as a function of dimensionless time t∗ ≡ t/T . It is apparent that the variance for case
II, initialized with the peak in the spectrum at higher wavenumber (smaller scale), decays
more quickly than case I. The result is consistent with the classical experiment of Warhaft
and Lumley 43 , which showed the same in wind tunnel measurements of temperature fluc-
















































Figure 4.5: Comparison of scalar spectra for cases I and II at times: (a) t∗ = 0,
(b) t∗ = 0.1, (c) t∗ = 0.95, (d) t∗ = 1.4. Solid and lines represent the
scalar field with ks = 2 and the dashed lines are for ks = 9.
shown in figure 4.4. Consistent with the variance, we observe that the PDF undergoes a
more rapid transformation to a near Gaussian shape for case II. It is interesting to note that
the PDF shape changes for the two cases are similar, and so moving the peak in the initial
spectrum mainly changes the time scale for those transformations, but not the transforma-
tions themselves.
The evolution of the two scalar spectra in time are shown in Fig. 4.5. It is apparent that,
while initially the spectral shapes are quite different, they evolve into a self-similar shape
after roughly one eddy turnover time. This is seen more clearly in Fig. 4.6, which shows
the two spectra at time t∗ = 1.6 normalized by their instantaneous variance. Aside from
the difference in variance the two spectra are nearly identical. The fact that the spectra
relax into a self-similar shape implies the effect of the initial scalar spectrum ultimately
decays away and the subsequent self-similar decay law scales with the large eddy turnover
















Figure 4.6: Scalar spectrum normalized by its variance for cases I and II at t∗ =
1.6. Solid line represents the scalar field with ks = 2 and the dashed












Figure 4.7: Comparison of the evolution of the scalar variance for cases III and
IV. Solid line represents the scalar field initialized with a double-delta
PDF and the solid line with circles represents scalar field initialized
with a Gaussian PDF.
The equivalent results for cases III and IV are shown in Figs. 4.7 and 4.8. Despite the
fact that the initial PDFs are completely different, we see the rate of decay of the scalar
variances is nearly identical. Apparently the scalar spectrum is primarily controlling this
rate. The PDFs initially are very different; however, over time they evolve into nearly the

















































Figure 4.8: Comparison of the scalar PDF for cases III and IV at times: (a) t∗= 0,
(b) t∗ = 0.19, (c) t∗ = 0.28, (d) t∗ = 0.95. Solid lines represent the
scalar field initialized with a double-delta PDF and the solid lines with
circles represent scalar field initialized with a Gaussian PDF.
throughout the decay process (see Fig. 4.9). The results of the study support the assump-
tion made in deriving the SSMM that the mixing rate is predominantly controlled by the
scalar spectrum, at the low value of the Reynolds number considered in this study.
4.5 Model Comparisons
In this section, we compare the predictions of the bounded SSMM model to the DNS on
two scalar fields whose initial spectra peak at ks = 2 (i.e., case III in Section 4.4) and
ks = 9 (i.e., Case II in Section 4.4). The inputs to the model are the stationary turbulent
kinetic energy spectrum, and the initial scalar spectra and PDFs. To eliminate any errors
associated with the EDQNM prediction of the turbulent kinetic energy spectrum, particu-















































Figure 4.9: Comparison of the scalar spectra for cases III and IV at times: (a)
t∗ = 0, (b) t∗ = 0.19, (c) t∗ = 0.28, (d) t∗ = 0.95. Solid lines represent
the scalar field initialized with a double-delta PDF and the solid lines
with circles represent scalar field initialized with a Gaussian PDF.
Eu(kn).









= EAAB (kn) , (4.55)






matches the initial PDF of scalar A [note that scalars A and B are initialized to be ex-
actly the same, hence we focus the discussion on the initialization of scalar A with the
understanding φBm,n(0) = φAm,n(0)].
The algorithm to generate the desired initial condition is mainly based on the “ac-
ceptance/rejection” method by von Neumann 42 , which is a commonly used technique to
generate observations from a distribution, especially when the form of the distribution
116
makes sampling difficult. Instead of sampling directly from the target distribution, an
instrumental distribution which is easier to sample is used, and the samples drawn are
probabilistically accepted or rejected.
The procedure to determine φAm,n(0) is outlined below:
1. Generate a set of ψAn with variance consistent with EAAB (kn) from DNS for each
n = 1,2, · · ·,N, i.e.,
ψAn =
√
EAAB (kn)ζn . (4.57)
where ζ1, ζ2, · · · ,ζN are independent standard Gaussian random variables with zero
mean and unit variance, i.e., N(0,1).
2. Calculate the particle based scalar fluctuation ψA = ∑Nn=1 ψAn . Note that the PDF of
ψA, g(ψA), is Gaussian since ψA is a linear combination of independent Gaussian
random variables.
3. Generate a uniformly distributed random variable u∼U(0,1).
4. If u ≤ f (ψA)Cg(ψA) , accept by setting φAm,n(0) = φBm,n(0) = ψAn ; otherwise reject (discard)
ψAn and return to step 1. Here f (ψA) denotes the target PDF and g(ψA) represents
the known instrumental distribution. The constant C is defined as sup f (ψA)g(ψA) .
5. Repeat the above steps until M samples of the distribution have been completed.
In the above example the two scalars are initialized to be exactly the same, however this
need not be the case with the above initialization procedure. The number of total sam-
ples of the instrumental distribution required to generate the desired number of samples
with the target distribution depends on the value of C. The larger C is, the more unlikely
the acceptance criterion becomes, and hence the larger number of samples required for
































Figure 4.10: Comparison of the scalar variances and covariance for (a) ks = 2 and
(b) ks = 9. Lines are the DNS results and symbols are the SSMM
predictions for: 〈φ2A〉 (circles), 〈φ2B〉 (diamonds) and 〈φAφB〉 (stars).
generated based on sampling from a Gaussian instrument, the value of C is quite large
[C ∼ O(103)]. This leads to a long computation time required to initialize the scalar field.
Even though the “acceptance/rejection” method is adequate for generating the desired
spectrum and PDF, it eventually will be desirable to seek a more efficient initialization
algorithm.
We advance the particle concentrations using the numerical algorithm described in
Section 4.3.4. Fig. 4.10 shows a comparison of the DNS and model predictions for the
single-point auto- and cross-correlations of the scalar fluctuations, i.e., 〈φαφβ〉, as a func-
tion of time for both fields with ks = 2 and ks = 9. The agreement between the model and
DNS is very good for all three curves in both figures, supporting our claim that the SSMM
captures the effects due to variations in the molecular diffusivity, initial length scale of the
scalar, and differential diffusion.
A comparison of the spectral predictions of the SSMM with the DNS are shown in
Fig. 4.11 and Fig. 4.12. While there are some discrepancies, the overall agreement is
very good. Moreover, the moderately large discrepancies at high wavenumbers are mainly

































































Figure 4.11: Comparison of the scalar autocorrelation spectra for ks = 2 at times:
(a) t∗ = 0, (b) t∗ = 0.09, (c) t∗ = 0.38, (d) t∗ = 0.76. Solid lines are
the DNS results; dashed and dotted lines are the SSMM prediction
for EAAB (k) and EBBB (k), respectively.
the flattening of the spectrum at high wavenumbers. There is clear evidence from the
agreement of the cross correlation spectrum that the model is capturing the effects due
to differential diffusion. For example, the model predicts that the effects due to differ-
ential diffusion begin at high wavenumbers (small scales) and evolves towards the lower
wavenumbers in time due to the transfer processes. This is consistent with the generally
accepted view of differential diffusion.20,31,36,46,47 The comparisons of the model spectral
predictions with DNS for ks = 9 are shown in Figs. 4.13 and 4.14. It is evident that the
model captures the faster mixing of the scalar in good agreement with the DNS.
Figures 4.15 and 4.16 show a comparison of the model prediction and DNS for the
time evolution of the PDF of scalars A and B, respectively. The first thing to note is
that the modified PDF model satisfies the bounds, confirming the approach we have taken

























































Figure 4.12: Comparison of the scalar cross-correlation spectra for ks = 2 at times:
(a) t∗ = 0, (b) t∗ = 0.09, (c) t∗ = 0.38, (d) t∗ = 0.76. Solid lines
are the DNS results and dashed lines are the SSMM prediction for
EABB (k).
random terms (see Section 4.3.3). We see that the model captures much of the shape
changes in the PDFs. The main discrepancy between the model and DNS lies in the rate
the PDF changes from “bimodal” to “unimodal”. In both cases, this transition occurs more
rapidly in the DNS than the model predicts. Apparently the modeled drift of the particle
concentrations towards the center of the PDF is a bit too slow. This may be related to
distribution of dissipation rates, which are known to be approximately log normal, but
are predicted to be chi-squared by the SSMM. This is inherent to the use of a Langevin
formulation to advance the scalar concentrations. Nevertheless, the model captures the
effect of the molecular diffusivities, as can be seen in the differences in the evolution of
scalars A and B. Figures 4.17 and 4.18 show the corresponding PDFs for ks = 9. We again
see the model is able to capture the effect of the reduced length scale for the scalar on the
mixing process. In summary, the model captures a substantial portion of the dynamics in




























































Figure 4.13: Comparison of the scalar autocorrelation spectra for ks = 9 at times:
(a) t∗ = 0, (b) t∗ = 0.09, (c) t∗ = 0.38, (d) t∗ = 0.76. Solid lines are
the DNS results; dashed and dotted lines are the SSMM prediction
for EAAB (k) and EBBB (k), respectively.
4.6 CONCLUSIONS
We have developed a modified form of the stochastic shell mixing model (SSMM) that
takes into consideration the bounds of the scalar. The model uses a Monte Carlo scheme
to advance scalar concentrations of notional particles that are subdivided into wavenumber
shells. In this manner, the model inherently carries information about the scalar spectrum
(distribution by shell) and PDF (distribution by particle). A unique aspect of the model is
that it explicitly and separately accounts for advection by the fluid velocity and scalar dis-
sipation. Because dissipation is computed explicitly, the model can account for molecular
effects associated with the scalar diffusivity, including differential diffusion. An inherent
weakness of Monte Carlo algorithms for the scalar is they typically do not obey the scalar




















































Figure 4.14: Comparison of the scalar cross-correlation spectra for ks = 9 at times:
(a) t∗ = 0, (b) t∗ = 0.09, (c) t∗ = 0.38, (d) t∗ = 0.76. Solid lines




































Figure 4.15: Evolution of the PDF for scalar A with ks = 2 at times: (a) t∗= 0, (b)
t∗ = 0.19, (c) t∗ = 0.76, (d) t∗ = 1.6. Solid lines are the DNS results
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Figure 4.16: Evolution of the PDF for scalar B with ks = 2 at times: (a) t∗= 0, (b)
t∗ = 0.19, (c) t∗ = 0.76, (d) t∗ = 1.6. Solid lines are the DNS results













































Figure 4.17: Evolution of the PDF for scalar A with ks = 9 at times: (a) t∗= 0, (b)
t∗ = 0.19, (c) t∗ = 0.76, (d) t∗ = 1.6. Solid lines are the DNS results













































Figure 4.18: Evolution of the PDF for scalar B with ks = 9 at times: (a) t∗ = 0,
(b) t∗ = 0.09, (c) t∗ = 0.19, (d) t∗ = 0.38. Solid lines are the DNS
results and lines with circles are the SSMM model.
this problem by introducing an additional “zeroth” mode for the scalar. This zeroth mode
is used to precisely subtract off the residual advection resulting from the random terms so
that the model is precisely conservative for each particle, eliminating the problem with the
bounds. The zeroth mode has no means for dissipation, hence we also introduce a decay
term similar in form to the mixing term in the IEM model.6 The coefficients are chosen so
that the rate of decay of the scalar variances equal the original decay rates in the absence
of the zeroth mode. The resulting model is therefore self consistent to second order, and
bounded.
An inherent assumption in the model is that mixing is controlled by the scalar spectrum
and not its PDF. We test this conjecture using DNS of scalars that have been initialized in
pairs so as to match the spectra, but not the PDF and vice versa. The results of the study
confirm the conjecture, lending further support to the model. However, since the DNS
study here is made at a relatively low Reynolds number (Rλ = 35), the results may depend
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more strongly on this parameter. As part of the future work, we will run DNS at higher
Reynolds number to investigate how sensitive the results are to this parameter.
We then make detailed comparisons between the SSMM predictions and the DNS.
Overall the results are in very good agreement. The model captures the effects of dif-
ferential diffusion to the single-point statistics and the spectra. However, the model does
consistently over predict the time required for the initially bimodal PDF to relax to a uni-
modal (near Gaussian) shape. Apparently the implied drift of the scalar fluctuation towards
zero is too slow in the model. Nevertheless, the overall performance of the model is quite
good and provides an important basis for future mixing models. The next step in the ad-
vancement of the model will be to consider an inhomogeneous scalar field. This will be
the topic of a future paper.
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CHAPTER 5
SUMMARY AND FUTURE WORK
The PDF method provides an excellent modeling strategy to study the complexity of tur-
bulent mixing of inert or reacting scalars. However, molecular diffusion, a very important
phenomenon which is the fundamental mechanism for scalars to mix, has to be modeled in
the PDF framework. An inaccurate description of molecular diffusion can severely under-
mine the performance of the PDF methodology. To properly model molecular mixing, a
full spectrum of length (and time) scales needs to be provided. This thesis is all about how
to realize this idea. An EDQNM spectral model is chosen as a backbone based on its good
performance on studying of turbulence. The ultimate goal is to combine the strengths of
the spectral model and the PDF method to provide a better description of complicated tur-
bulent mixing/reacting systems. The modeling process focuses on three different aspects
as summarized below:
5.1 EDQNM Model for Reactive Flows
In Chapter 2, an EDQNM model for two initially unpremixed reactants undergoing an
isothermal, bimolecular reaction with constant reaction rates in homogeneous isotropic
turbulent flow is developed. The model predictions are accessed by comparing with direct
numerical simulations (DNS). Overall, the EDQNM model is able to capture the mixing
rates and reaction rates reasonably well. An excellent agreement is achieved for the mean
concentrations of both the reactants and the product. Higher-order statistics, such as the
second-order scalar auto- and cross- correlations, are in overall good agreements with DNS
as well. However, the time scale for reactant-product and product-product correlations is
not well predicted.
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A parametric study is also made to investigate the effects of different dimensionless
parameters such as Reynolds number, Schmidt number and Damko¨hler number on dif-
ferential diffusion. It is observed that the effect of differential diffusion decreases with
increasing Reynolds numbers, but it does not vanish even at very high Reynolds num-
bers. Damko¨hler numbers play a different role in differential diffusion with regard to the
reactants and the product. The statistics involving pure reactants decrease with increas-
ing Damko¨hler numbers, however, the statistics related to product species increase with
increasing Damko¨hler numbers. It suggests that differential diffusion may be more impor-
tant with intermediate species in fast-rate chemistry.
The study of the evolution of scalar correlation spectra reveals that differential diffu-
sion is initiated at large wavenumbers (i.e., small scales) and moves to lower wavenumbers
through an inverse cascade. A close check of the spectra shows that the product species is
formed at a smaller scale than the reactants. This suggests that EDQNM model has suf-
ficient flexibilities to account for the complex dynamics of mixing and chemical reaction,
even with the discrepancies in predicting the time scales for the product.
Collectively the results suggest that the EDQNM model, being able to inherently rep-
resents all the scales present in a turbulent reacting system, has a distinct advantage over
single-point mixing models. If a PDF mixing model can provide spectral information at
the same time, a better description of turbulent mixing is expected. This is indeed the
fundamental idea behind some recent attempts in the literature to bring PDF and spectral
models together1,2,5, as well as the ultimate goal of the work in this thesis. Currently the
model is restricted to a simple reaction, however, the restrictions can be relaxed since the
approach is systematic.
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5.2 Stochastic Shell Mixing Model for Scalar Fields with Uniform
Mean Gradients
In Chapter 2, the realizable EDQNM model for a single scalar with a uniform mean scalar
gradient in homogeneous turbulent flow4 is first extended to multiple scalars, then a shell
model in the form of Langevin equation is derived over the full spectrum for scalar fields.
By design this shell model is consistent with EDQNM model. The drift and diffusion
terms in the Langevin equations of velocity and scalars within each shell are carefully cal-
ibrated so that the ensemble averages of velocity variance, scalar fluxes and scalar-scalar
correlations precisely match the EDQNM predictions. The motivation of the development
of this stochastic shell mixing model (SSMM) is that the sum of each realization over the
shells supplies a model for the fine-grained velocity-scalar joint PDF. It has been shown
that the results from the SSMM are able to reproduce the EDQNM predictions to within
statistical errors due to finite size of the ensemble. A comparison of Lagrangian correlation
functions involving the scalar concentrations, scalar dissipation rate and velocity fluctua-
tions along particle paths with the DNS results by Yeung7 is shown. Overall the results
are in good qualitative agreement, despite a discontinuity in the slope of the correlation
functions at t = 0, which is due to the nature of Wiener processes adopted in the model
equations. However, the resulting errors are important only at small times.
The development of the stochastic shell model is an important step towards a new mix-
ing model for the PDF method. The spectral information is embedded in the distributions
across the shells, and a fine-grained joint PDF can be extracted by summing all the real-
izations over the shells. Differential diffusion is taken into account at a level equivalent
to EDQNM theory. The nature of the Langevin model ensures the relaxation toward a
Gaussian from any initial scalar distributions in the long run. However, violation of the
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bounds of the scalars raises a challenge for all stochastic models, including this one.
5.3 Bounded Stochastic Shell Mixing Models
A stochastic shell mixing model for turbulent mixing of multiple scalars with distinct
diffusivities is derived. A Monte Carlo scheme is used to advance the scalar concentra-
tions and velocities of each notional particle which carry a spectral distribution across
themselves. Thus both spectral information and fine-grained joint PDFs are inherently ex-
pressed. However, an inevitable weakness of Monte Carlo algorithms for scalars is that
the bounds are not obeyed. An additional “zeroth” mode is introduced for the scalars,
which precisely subtracts off the residual advection rendered by the random terms in the
governing Langevin equations while reproducing the decay rate by introducing a decay
term similar to the expression of IEM model. The resulting model is therefore bounded
and consistent to second order. Detailed comparisons between the bounded SSMM predic-
tions and DNS data are given respectively for two scalar fields with different scalar length
scales. An overall good agreement has been achieved except that the model predicts a
lower rate for the initially bimodal PDF to relax to a unimodal shape than the DNS. The
bounded SSMM model shows the capability of capturing the effects of differential diffu-
sion to scalar spectra and therefore the statistics. Hence it provides an important basis for
future mixing models.
A DNS study of the dependence of scalar mixing on the initial spectral distribution
and PDF has also been performed. Since there is an inherent assumption in the SSMM
model that mixing depends on scalar spectra instead of its PDF. This conjecture is tested by
comparing the DNS results which have been initialized with the same spectra but different
PDFs, and vice versa. The assumption has been validated by the results of this DNS study
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(at a low Reynolds number), confirming the underlying basis of the SSMM model.
5.4 Future Work
A test of the underlying assumption of the new stochastic shell mixing model should be
made by DNS at higher Reynolds numbers, as mentioned in Chapter 4. And a new initial
condition (i.e., scalar A and scalar B are not linearly dependent initially) is to be generated
for BSSMM to check the joint boundedness (the shrinking of the convex hull in the φA–φB
phase space) when A and B have equal molecular diffusivities.
Besides, although the violation of the bounds has been solved by introducing an ad-
ditional zeroth mode for isotropic homogeneous fields, it remains open for the inhomo-
geneous system. Further extension of the SSMM needs to be done on more realistic
problems, such as mixing in a scalar fields with varying mean gradients, or general three-
dimensional system. As a result, the boundedness problems need to be taken care of in the
corresponding statistically equivalent stochastic models.
Reaction, on the other side, poses another challenge. The study within this thesis
focused only on simple reactions while realistic combustion involves more complicated
chemical reactions. When it is applied to more complicated chemistry, simplifications
have to be found for treating the coupling between mixing and chemical reaction so the
model is meaningful both theoretically and computationally to practical applications.
Another issue is since the stochastic model employs Monte-Carlo particles to perform
the calculation, the computational cost and accuracy have to be balanced, especially when
it is extended to a three-dimensional practical problem. For example, the number of parti-
cles used in a three-dimensional realistic CFD calculation is usually significantly less than
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the one used in this work (100,000 particles used in calculations performed in Chapter 3
and 4 ) and can induce significant statistical errors. One possible way to partially over-
come this problem is to use a more accurate estimation of spectrum at each local grid point
by using variance reduction3.
Spectral information about velocity and scalar fields are not always readily available
in CFD codes. How to construct the spectral information based on the known quantities
such as turbulent kinetic energy and dissipation rate has yet to be explored. The better
the spectrum represents the real flow, the better chances for the model to be successful. A
good starting point could be the model spectrum proposed by Pope6.
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