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preattentive process）と、逐次処理である注意的処理（集中的注意過程, attentive process）


























































































































































































































































を用いることが多い [Gurari82, Vernon91, Gonzalez92, Pal93, Jain95]。Ri を画像中の i 番
目の領域とし、P をpredicate（たとえば色の分布が一定以内である、という命題）とす
ると、P (Ri) = TRUE であれば、ある色の画素の集合が領域 Ri となる。つまり、その
predicateを満たすかどうかを領域の基準とするものである。





Ri = R （すべての領域の和は画像全体である）





Rj = φ (i = j) （領域同士の重なりはない）
(d) P (Ri) = TRUE （領域はpredicateを満たす）
(e) P (Ri
⋃









ヒストグラムをあるしきい値 T で二つのクラス C1, C2 に分割することを考える。この
それぞれのクラスの平均を µ1, µ2、分散をσ21 , σ
2
2 とする。またそれぞれのクラスの生起確
率（クラスに属する画素数を全画素数で割った正規化画素数）を ω1, ω2 とする。










σ2B(T ) = ω1(µ1 − µ)2 + ω2(µ2 − µ)2 (2.2)
クラス内分散 σ2W (T ) はそれぞれのクラスの分散の重みつき和であり、それぞれのクラス






















ざまな手法がある [画像97] が、ここでは K-平均法について述べる。4.6節と3.5.1節で行う
（初期）領域分割には、このK-平均法を用いている。
2.3.1 K-平均法
K-平均法 [安居院92]は、クラスタ数が K 個に決定しているときのクラスタリングアルゴ
リズムである。クラスタリングの対象となる与えられたサンプルの集合をX = {x1,x2, . . . ,
xN} とする。ここで xi ∈ Rn、つまり各サンプルは n 次元実ベクトルである。
1. K 個のクラスタ {Cj(1)} (j = 1, . . . , K) について、X 中の任意のサンプルを重なら
ないように選んで、初期クラスタのクラスタ中心 cj(1) とする。
cj(1) ∈X, cj(1) = ci(1) (i = j) (2.5)
2. 以下の処理を、t = 1, 2, . . . に対して反復する。
(a) クラスタ中心 c1(t), c2(t), . . . , cK(t) を用いて、各サンプル xi を、それに最も近い
クラスタ中心をもつクラスタに所属させる。すなわち、サンプル xi とクラスタ




xi ∈ CJ(t+1) (2.7)
ここで距離をユークリッド距離にとれば、
d(xi, Cj(t)) = ||xi − cj(t)|| (2.8)
である。








ここで |Cj(t+1)| は Cj(t+1) に属するサンプルの個数である。
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(c) クラスタ中心が一つも変化しない、すなわち、






Cj(t) ∩ Ci(t) = φ (i = j) (2.12)
である {Cj(t)} を最終的なクラスタリングとする。




クラスタ内分散の平均が最小になるようにK の値を決定する [原 95]手法について述べる。















||cj − xi||2 (2.15)
ここでVmean は各クラスタの分散 Vj の、全クラスタについての平均を表している。そして
























や、分布と境界線を符号化したときの最小符号長（MDL, Minimum Description Length）
[Kanungo94, Zhu96]なども提案されている。また幾何的な併合条件として、領域の境界で
の明度差は大きくはっきりしているのか [Castleman96]、さらには境界の全周囲長に対する




こで、隣接する二つの領域を R1, R2 とし、それぞれの画素数を m1, m2 とする。画素は
R1, R2 に属する順に1 から m1 +m2 まで番号づけされていて、i 番目の画素の画素値を
Ii、その画素値を取り得る確率を P (Ii) とすると、その画素が属する領域の画素値が正規













分布を N(µ0, σ20) とすると、H0 の下で画素値が I1, . . . , Im1+m2 を取り得る同時確率は以下
のようになる。















ここで、各画素でとる画素値は独立であると仮定する。また µ0, σ20 はすべての点について
求めた輝度値の平均と分散である。
また対立仮説 H1 を、この二つの領域は別々の領域であるとする。二つの領域の輝度の

































ここで µ1, σ21 は領域 R1 内の点について、µ2, σ
2




P (I1, . . . , Im1+m2 |H1)






logL = (m1 +m2)σ0 −m1σ1 −m2σ2 (2.23)
この L（つまり logL）が大きいほど H0 が、逆に小さいほど H1 が採用されやすくなる。



























観測される変数を x、観測できない変数を z とする。EMアルゴリズムは、あるパラメー
タ θ についての分布 p の尤度を最大にするために、反復 t = 0 での初期値 θt から始め、
以下の二つのステップを反復する [栗田98]。
• E step
x, z の対数尤度 log p(x, z; θ) の条件つき期待値




























(1) 各サンプル xj に対する、z の条件つき確率を計算する。
wzj




























































パラメータ sで表される二次元平面上の任意の閉曲線であるSnakeを v(s) = (x(s), y(s))
























































Eimage(x, y) = |I(x, y)− I0| (2.36)












F (x, y, y′)dx (2.38)




















Fy′′ + · · ·+ (−1)n d
n
dxn
Fy(n) = 0 (2.41)
動的輪郭手法の目的は式 (2.31)のエネルギー汎関数を最小にすることである。この汎関













Fyss = 0 (2.43)
ここで F は式 (2.31)の右辺積分内を表す。すなわち、
F (s, x, y, xs, ys, xss, yss)


































































− αyss + βyssss = 0 (2.53)
2.6.3 差分方程式による実装
Snakeを計算機上で実現するためには、微分方程式を差分方程式に変換する必要がある。
以下では、Snakeを構成する n 個の点列を vi(s) = (xi(s), yi(s)) とし、x に対しては以下
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の差分式で近似する [坂上91]が、y に対しても同様である。なお本来 α, β は s の関数であ
るが、ここでは定数として扱う。また Econ = 0 とする。
xs = xi+1 − xi (2.54)
xss = xi+1 − 2xi + xi−1 (2.55)
xsss = xi+1 − 3xi + 3xi−1 − xi−2 (2.56)
xssss = xi+2 − 4xi+1 + 6xi − 4xi−1 + xi−2 (2.57)
∂Eimage
∂x
= Eimage(xi, yi)− Eimage(xi + 1, yi) (2.58)
Snakeは閉曲線であるので、xi の添字 i が範囲を超えた場合、すなわち i ≥ n もしくは
i < 0 となった場合には、n で割った余り（i mod n）を用いる。
これを用いると、式 (2.52)に対応する xi に関する差分方程式は次のようになる。
βxi+2 +∆xi+1 + Γxi +∆xi−1 + βxi−2 = −(Eimage(xi, yi)− Eimage(xi + 1, yi))
(2.59)
ここで Γ = 2β + 6α,∆ = −(α + 4β) とする。
この式をすべての xi, yi に対して立て、連立方程式を解く。以下 x についてのみ解法を
述べるが、y についても同様に行なう。x に関する連立方程式は次のようになる。

Γ ∆ β 0 · · · β ∆






















Eimage(x1, y1)−Eimage(x1 + 1, y1)
Eimage(x2, y1)−Eimage(x2 + 1, y1)
...




式 (2.60)左辺の係数行列を A、変数ベクトルを x、右辺を b(x) と置いて、連立方程式を
Ax = b(x) (2.61)
と書く。この式は連立一次方程式であるが、右辺が x を含んでいるため、QR分解や特異
値分解などで一般化逆行列 [小柳91, p.914]を計算して解くことは困難である。そこで、こ
の連立方程式を線形反復法であるSOR法（successive over relaxation method）[名取90] を
用いて解く。
まず、行列 A を対角行列 D、左下三角行列 L、右上三角行列 U の和に分ける。
A = L+D + U (2.62)
これから第 m 近似解 x(m) を、次の反復式によって計算する。
ξ(m+1) = D−1(b(x(m))− (L+ U)x(m)) (2.63)
x(m+1) = x(m) + ω(ξ(m+1) − x(m)) (2.64)
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ここでは勾配法について述べる。前述の仮定、すなわち、時刻 t の画像上の点 (x, y) が
δt 時刻で (δx, δy) だけ動いた時、その点の輝度 I が不変であることから、
I(x, y, t) = I(x+ δx, y + δy, t+ δt) (2.65)
が成立する。右辺を (x, y, t) のまわりでテーラー展開すると、
I = I + Ixδx+ Iyδy + Itδt+O(δx, δy, δt) (2.66)
ここで O() は二次以上の項であり、これを無視すると








+ It = 0 (2.68)
(u, v) = (δx/δt, δy/δt) として
Ixu+ Iyv + It = 0 (2.69)
が得られる。この式をオプティカルフロー (u, v) の基本式、拘束式などと呼ぶ。このとき







(Ixu+ Iyv + It)










この目的関数を最小にする関数 u, v を求めればよい。ここで λ は係数である。変分法によ
り関数 u, v を求めるためのオイラーラグランジュ方程式は以下のようになる。
∇2u = λ(Ixu+ Iyv + It)Ix (2.71)







(Ixu+ Iyv + It)
2dxdy (2.73)
ここでは u, v は関数ではなく、求めるべき定数である。
最小二乗法の計算では、式 (2.69)における誤差分布が正規分布であることを暗に仮定し
ているが、Ohta[Ohta91]は誤差項 Ir を次のように明示的に導入した。
It = −Ixu− Iyv + Ir (2.74)
空間微分関数 Ix, Iy と誤差関数 Ir の線形和が時間微分 It と等しいというモデルであり、
Ir は Ix と Iy に直交する場合に最小となる。すなわち、
Ir · Ix = 0 (2.75)
Ir · Iy = 0 (2.76)
ここで · は次式で定義される関数の内積である。
f · g =
∫ ∫
S
f(x, y)g(x, y)dxdy (2.77)








Ix · Ix Ix · Iy

















図 2.1: L*a*b*表色系の a∗b∗ 平面への投影。左は L∗ 軸を上から見た場合、右は L∗ 軸を
下から見た場合。





































ここで R,G,B ∈ [0, 1] である。



























































ここで Xn, Yn, Zn は標準の光の下の完全拡散面の三刺激値である。(R,G,B) = (1, 1, 1) に















2 とすると、その色差 ∆ はL*a*b*色空間にお
けるユークリッド距離である次式で計算される。







































































































































1 Q(i) = {j}
0 その他
(3.1)
ここで Q(i) は、領域 Ri に隣接する領域の番号の集合であり、Rj が Ri に隣接するとき、
j ∈ Q(i) である。この特徴量は、Ri に隣接している領域が Rj ただ一つしか存在しない場
合、つまり領域 Rj に包含されている場合に1となる。











































Ω = {s | vi(s) ∈ ∂Ri ∩ ∂Rj かつ vi(s+ =) ∈ ∂Ri ∩ ∂Rj} (3.3)
ここで ∂Ri は領域 Ri の境界線を表す。vi(s) は Ri の境界線上の点を表し、vi(s) ∈ ∂Ri
である。Lij は Ri と Rj が共有する境界線の長さを表し、Lij =
∫












図 3.5: 境界線の共有部分 (a) 滑らかな場合は Vsmoothness が大きい。(b) ギザギザした
場合は Vsmoothness が小さい。点線は二点間の直線距離、破線は道のり = を表す。
(a) (b)




































































(π − θk(i, j)) (3.4)
kn(i, j) は領域 Ri と Rj の境界線によって形成されたT接点の個数、θk(i, j) は k 番目の
T接点で境界線の非共有部分がなす角度で、図3.9 に示すように、θk(i, j) ≤ π2 である。つ
まりこの特徴量はT接点での境界線のなす角度の平均値であり、接続が連続的であるほど





図 3.9: T接点での境界線のなす角度 θk
(a) (b)



























































































理の手順 — 初期分割、併合アルゴリズム、領域抽出 — を示す。
3.5.1 初期分割による部分領域生成
初期領域分割は従来用いられているクラスタリング手法 [原95]を使用する。2.8節で述べ
たL*a*b*表色系に変換し、各画素の色 (L*,a*,b*) と位置 (x, y) にそれぞれ重みをつけた5
次元ベクトルについて、2.3節で述べた K-平均法を用いてクラスタリングを行う。
この初期分割によって、類似した色の画素の集合である N 個の部分領域が生成される。
それらを Ri (i = 1, . . . , N) とする。
3.5.2 併合アルゴリズム
初期分割によって生成された領域に対して、3.4節で述べた戦略によって領域の併合を行




h = 0,M = N とする。
Step 1.
2これは併合処理を行った回数とは異なる。併合回数は N −M で表される。
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領域数が2（M = 2）であれば、処理を終了する。
そうでなければ、もし Vinclusion(i, j) = 1 なる領域 Ri, Rj が存在するなら、Ri と Rj
を併合する。M ←M − 1 としてStep 1. へ。
存在しなければ、Step 2. へ。
Step 2.





もし V a ≥ Th(h)a ならば、Step 3. へ。
そうでなければ、V a を与える Ri と、Ri の隣接領域のうち最も色差が小さい領域と
併合する。M ←M − 1 としてStep 1. へ。
Step 3.





もし V s ≥ Th(h)s ならば、Step 4. へ。
そうでなければ、V sを与える Ri と Rj を併合する。M ← M −1 としてStep 1. へ。
Step 4.





もし V c ≥ Th(h)c ならば、Step 5. へ。
そうでなければ、V c を与える Ri と Rj を併合する。M ←M −1としてStep 1. へ。
Step 5.
しきい値 Th(h)f (f = a, s, c) に更新比率 rf (> 1) を乗じて値を更新する。更新によっ
てしきい値の値は増えることになるが、設定された上限 ThEf を超えたしきい値は、














そうでなければ h← h+ 1 としてStep 1. へ。
3.5.3 領域抽出
上記の併合アルゴリズムが終了した時点では、いくつかの（最低でも二つの）領域 Ri′ (i′ =









関数 W (x, y) を定義する（図3.12 参照）。


























































































Tha 1/1200 1/30 1/0.9
Ths 0.5 0.65 1.01



























(a) (b) 59 (c) 46
(d) 45 (e) 40 (f) 32
(g) 20 (h) 10 (i) 8
(j) 3 (k) 2 (l)
図 3.13: 実画像を用いた実験結果 (a)原画像 (b)初期領域分割 (c)∼(k)併合処理の様子。
数字は領域数。(l)抽出結果
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(a) (b) 34 (c) 20 (d) 19
(e) 10 (f) 8 (g) 7 (h) 6
(i) 5 (j) 4 (k) (l)
図 3.14: 実画像を用いた実験結果 (a)原画像 ( c© 1996 IEEE) (b)初期領域分割 (c)∼(j)

















図 3.15: （続き）実画像を用いた実験結果 （右）各画像の原画像 （左）抽出結果
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(a) (b)





















































図 3.18: 図3.14(a)の初期分割での領域数を197とした (a) 初期分割。図3.16と同様に色分
けしてある。(b) 併合結果。(c) 理想分割。
(a) (b) (c)
図 3.19: 図3.15(d)の初期分割での領域数を122とした (a) 初期分割。図3.16と同様に色分




















































































































包含 面積比 滑らかさ 連続性 合計
使用回数 57 72 59 4 192
差減少量 18.5 24.9 319 607
表 3.3: 図3.21において各特徴量が併合に使われた回数と併合一回あたりの差の減少量
包含 面積比 滑らかさ 連続性 合計
使用回数 14 96 10 2 122






























































































































It(x, y) = 0.299Rt(x, y) + 0.587Gt(x, y) + 0.114Bt(x, y) (4.1)
ここで It(x, y), Rt(x, y), Gt(x, y), Bt(x, y) はそれぞれ、時刻 t の画像 It の座標 (x, y) にあ
る画素の輝度値と R,G,B の値である。
次に同一画素のフレーム間のノイズを減らすために、各フレームをGaussianフィルタを
用いて平滑化する。そして画像系列の注目する時刻 tの画像 It とその前後の時刻 t+1, t−1
の画像 It−1, It+1 の3枚から、まず2枚ずつの差分画像 I ′−t, I
′
+t を求める。この2枚の差分
画像に対して、しきい値以上を1、それ以下を0とし、二値画像 I ′B−t, f
′B
+t を求める。つぎに
これらの論理積をとり、注目する時刻 t の画像 It に対応するフレーム間差分画像 I ′t を求
4.3. エッジの曲線部抽出 59
める。


























示すように、その点とその点の k 個前の点とを結んだ直線と、k 個後の点とを結んだ直線
のなす角で、点 s での曲率 ϕ(s) の近似である。
点列 {s} に対して k-曲率 ϕ(s) をプロットしたグラフを ϕ− s曲線といい、 ϕ− s曲線の
水平線が元の画像での曲率一定の曲線に（ただしϕ(s) = 0 の水平線は元の画像の直線に）









図 4.2: 点 s における k-曲率 ϕ（k = 6 のとき）
い曲率がしきい値以上で、かつその区間から外れた所で曲率が急激に小さくなるという特




{ϕ(s)} > Th (4.3)
|ϕ(s)|

 > h(ϕm), ∀s ∈ Ii< h(ϕm), s = Li − 1, Ri − 1 (4.4)
ここで h(x) は x の線形関数








ント j = 1, . . . に対して、以下の処理を行なう。
[曲線または直線の区間を求めるアルゴリズム]
1. 端点の検出







SL SR SL SR
L2 L3
I2I1





1になる点 sm まで、追跡した画素の座標を配列 s = {s1, s2, . . . , sm} に記憶する。
3. k-曲率の計算
セグメント j を構成する配列の sk+1, . . . , sm−k の各点において、ϕ(s) を計算する。
i = 1 として、最初の区間探索の始まり L1 を L1 = sk+1 とおく。
4. 第 i 番目の区間 Ii の検出（図4.3 参照）





ϕ(s) > Th なる L ∈ [Li, sm−k] を見つける。
(b) 区間の始まり sL の検出
ϕ(sL) > h(ϕ(L)) かつ ϕ(sL − 1) < h(ϕ(L))) なるsL ∈ [Li, L] を見つける。
(c) 区間の終わり sR の検出










sR − sL > th ならば区間 [sL, sR] を曲線または直線の区間とする。そうでなけ
れば接点であるとしてこの区間を除去する。
5. 終了条件
sR = sm−k ならば終了。


























上式に基づいて以下のように各区間 Ii を曲線と直線に分類できる [Shirai87]。
• もし m < 2k ならば曲率が計算できないため不定
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• m ≥ 2k の時、 d > du ならば曲線
（しきい値duは明らかな曲線のみを区別できるために十分大きくする）
• d ≤ du の時、 θ < θt ならば直線（dが小さいので曲率も小さい）
• θ ≥ θt の時、 m < mt かつ d < dl ならば直線










(C,B), by = cy
(A,D), ay = by(−βC +D + αA−B
α− β ,







(xc − ax)2 + (yc − ay)2 (4.10)
α =
ax − bx




















心座標を (xh, yh) とし、これを頭部位置を表す円とする。
4.5 人物を覆う閉包の作成
人物の頭部位置と移動領域を基に、人物の大まかな領域を抽出する。頭部位置を表す円

















トル n、内であれば膨張するベクトル −n をとるようにEimageを定める [原 95]。
n =
(
























が生成される。それらを Ri (i = 1, . . . , N) とする。

















































































































































モデルは、通常、関節で結合されたリンク [Morris98, Guo94, 石井93]や、2Dの矩形 [Ju96,




























































∇× {p˙(x− c) + t} = ∇× p˙(x) (5.2)
ここで c は任意のベクトル、t は位置に依存しない定数ベクトル場である。二次元画像平








る（以下では正射影を仮定している）。点 p を、回転中心である原点から r (0 ≤ r ≤ r1)
だけ離れ、角速度 ω で回転し、角度 θ (= ωt) の位置にある腕上の点とする。このとき、p
の速度 p˙（画像上でのオプティカルフロー）とその curl ∇× p˙ は次のように表される。
p = (x, y, 0)T
= (r cos θ, r sin θ, 0)T (5.3)
p˙ = (−ωr sin θ, ωr cos θ, 0)T
= (−ωy, ωx, 0)T (5.4)































図 5.1: スティックモデル (a)画像平面と平行な面上での回転 (b)回転面が画像平面 (O−xy)
に対して y 軸回りに傾いている場合 (c) x 軸回りに傾いている場合
式 (5.5)より、curlの z 成分は 2ω であり、θ や r、x, y にも依存しない。すなわち、回転
中心付近の小さいフローと腕の先端の大きなフローとが同じ特徴量を持つことになる。
一般に回転中心は原点ではなく、画像中のどこにあるのかは未知であるので、次に腕が

























= (0, 0, 2ω)T (5.7)
この場合も、式 (5.7)の z 成分は式 (5.5)と同じであり、同様に ω のみに依存すると言える。
以上で、腕が画像平面に平行な面上で回転している場合について述べたが、三次元運動
への拡張として、以下では画像平面に対して傾いた面上での回転を考える。図5.1(b)に示
すように、腕の回転面は、画像平面 (O−xy) に対して y 軸回りに角 φ (= π
2
) だけ傾いてい
るとすると、このときの点 p とその速度 p˙ は次にようになる。
p = (x, y, z)T
= (r cosφ cos θ, r sin θ, r sinφ cos θ)T (5.8)
p˙ = (−ωr cosφ sin θ, ωr cos θ, −ωr sinφ sin θ)T
= (−ω cosφ y, ωx
cosφ
, −ω sinφ y)T (5.9)
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−ω cosφ(y − cy)
ω(x− cx)
cosφ
−ω sinφ(y − cy)

 (5.10)

















p = (x, y, z)T
= (r cos θ, r cosψ sin θ, r sinψ sin θ)T (5.12)



































cos2 φ+ sin2 ψ + sin2 φ cos2 ψ
cosφ sinψ
(5.16)
5.3節以降の議論では主に φ の場合について考えるが、ψ についても同様であり、5.4.3節
で両者の関係について述べる。一般的な場合の議論は5.6節で述べる。
5.2.3 Curlに基づいた領域分割
式 (5.11), 式 (5.15), 式 (5.16) で示したように、φ 又は ψ が一定という条件で curlの z 成

















点 pj = (xj , yj)





















p˙j = Ajq (5.19)
Aj =

 yj 1 0 0
0 0 xj 1

 (5.20)
q = (α, β, γ, δ)T (5.21)
































≤ 1 が成立する必要がある。これらの制約と、ω の符号の決定に
ついては5.4.2節で述べる。


































ここでは、式 (5.19)における、求められたフロー p˙j とパラメータ表現された Ajq との誤
差の分布は、二次元の正規分布に従うと仮定する。したがって、パラメータ q = (α, β, γ, δ)T
が与えられた時に、点 pj でのフローが p˙j である条件付確率は以下のようになる。













ここで Σ は誤差 p˙j − Ajq の共分散行列であるが、u (= αy + β) と v (= γx + δ) は別々
に推定されるため、それぞれの誤差は互いに独立であると仮定すると、上式は次のように
二つの確率密度関数の積で表すことができる。















複数の異なる運動物体が存在する場合における点 pj でのフローが p˙j である確率を、各
運動物体 i のパラメータを qi、重みを ξi として、以下の混合分布で表す。
P (p˙j | pj, q1, q2, . . . ,Σ1,Σ2, . . .) =
∑
i




1. 各点 pj = (xj , yj)
T (j = 1, . . . , N) についてオプティカルフロー p˙j = (uj, vj)
T を計
算する。
2. 初期値としての大まかな領域分割としてクラスタリングを行ない、クラスタ Ri (i =
1, . . .) を得る。




 1 (pj ∈ Ri)0 (pj ∈ Ri) (5.27)
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wij として、 wij ← wij
ξi
(5.28)
5. 各クラスタ Ri について、以下の式で表される重みつき二乗誤差を最小にするパラ
メータ qi を推定する。
∑
j wij ||p˙j − Ajqi||2 =
∑
































wij(vj − γiy − δi)2 (5.32)
7. 式 (5.30)∼(5.32)で得られたqi, σ2xi, σ2yi を用いて、次式の事後確率を計算し、重み wij
を更新する。
wij =
ξiP (p˙j | pj, qi, σ2xi, σ2yi)∑
k




||qi − qoldi ||2 > ε (5.34)
ならば、つまり前回の推定値 qoldi と今回の推定値 qi の差がしきい値 ε よりも大き
ければ、qoldi ← qi としてステップ 4. へ。
そうでなければ、反復処理を停止する2。ステップ 9. へ。
9. 領域分割を行う。反復処理を停止した時点で、点 pj は、各クラスタに対してそれぞれ








前節で述べたアルゴリズムによって、各クラスタのパラメータ qi が求まるので、式 (5.23)
によって cx, cy, ω, φ が計算できる。5.3節で述べたように、ω は実数であるので、式 (5.23)




表5.1に示すように、−αγ の符号（つまり α と γ の符号）によって運動を分類すること
ができる。α と γ が異なる符号を持つとき（−αγ が正のとき）、パラメータに対応する運
動は回転運動であり、その回転の方向は α (= −ω cosφ) からわかる。α と γ が共に0のと
き、その領域のオプティカルフローは一定である。すなわち、その領域は並進運動をして





た二つの三次元運動、つまり図5.1(b)のように回転面が y 軸回りに角 φ だけ傾いている場
合と、x 軸回りに角 ψ だけ傾いている場合（図5.1(c)）のうち、どちらが適切なのかを決
定し、選択しなければならない。
5.3節で述べたように、式 (5.23)より、φ について満たされなければならない条件がある。
回転運動については −αγ > 0 なので、0 ≤ −α
γ
は満たされる。さらに |α| ≤ |γ| であれば、
−α
γ
≤ 1 となり条件を満たすので、この場合は y 軸回りに φ だけ傾いている場合と考えて
よい。ここで式 (5.14)と式 (5.17)より、cosψ =
√−γ
α
なので、x 軸回りに ψ だけ傾いてい
る場合、φ とは逆に、|α| ≥ |γ| が満たすべき条件となる。
以上をまとめた結果を表5.2に示すが、これを用いることで、どちらの三次元運動を選択
するかを決定することができる。すなわち、もし |α| ≤ |γ| ならば、回転面は画像平面に対













α > 0 γ < 0 回転 (ω < 0)
−αγ > 0
α < 0 γ > 0 回転 (ω > 0)
−αγ = 0 α = 0 γ = 0 並進/静止
α ≥ 0 γ ≥ 0 拡大
−αγ ≤ 0
α ≤ 0 γ ≤ 0 縮小
表 5.2: 回転面の決定
条件 軸 パラメータ
|α| ≤ |γ| y 軸 cosφ =
√−α
γ
, ψ = 0






















図 5.2: マニピュレータを用いた実験 (a) 原画像 (b) オプティカルフロー
角 φ となり、φ = 0, 10, 20, 30[deg]について実験画像を撮影した。それぞれの傾き角にお
いて、θ を固定した画像を1フレーム目として撮影し、その後 θ を1[deg]ずらして（円筒
















る。また図5.5(b) は、φ = 0 のときの各領域の重み確率 ξi の変化の様子をプロットしたグ
ラフである。赤と青の領域はいずれも背景であり、同じようなパラメータであるために競
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(a) φ = 0 (b) φ = 10
(c) φ = 20 (d) φ = 30
図 5.3: 傾き角 φ = 0, 10, 20, 30 [deg] の時の領域分割の結果
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(a) φ = 0 (b) φ = 10
(c) φ = 20 (d) φ = 30






































図 5.5: (a) φ = 0 のときの各領域の角速度 ω 推定過程。色分けは図5.3(a)と同じで、マニ


























図 5.6: α-γ 空間で表されたマニピュレータの運動パラメータの推定過程。傾き角 φ によっ
て色分けしてある。初期推定値を  で、各反復毎に推定された値を× で、理想値を • で
表してある。
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(a) φ = 0 (b) φ = 10
(c) φ = 20 (d) φ = 30
図 5.7: 傾き角 φ = 0, 10, 20, 30[deg] の時のマニピュレータの回転中心の推定結果。二つの
ボルトの中点が真の回転中心である。
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表 5.3: 異なる φ に対する推定結果
φ 0 10 20 30 [deg]
φ の推定値 7.18 7.97 15.8 25.2 [deg]
ω の推定値 0.913 0.939 0.936 0.948 [deg/frame]
cosφ 1 0.9848 0.9397 0.8660
cosφ の推定値 0.9923 0.9903 0.9624 0.9048
合して収束は遅いが、 その他の領域についてはやはり十数回の反復で収束している。
角速度と傾き角の推定過程を α-γ 座標でプロットしたグラフを図5.6に、最終的な推定
値を表5.3に示す。ω (= 1) は10%程度の誤差で約 0.9∼0.95[deg/frame] と推定された。こ
の誤差の原因には、角速度が小さくなるにつれて最小二乗法による推定精度は悪くなるこ
と、また回転中心付近で生じるフローが一画素よりも小さくなるため、うまく計算されな
























図 5.8: 実画像に対する実験結果 (a)第33フレーム原画像 (b) オプティカルフロー (c) 初
期分割 (d) 反復 1回目の領域分割結果 (e) 反復 2回目の領域分割結果 (f) 反復3回目の領



















































































他の推定されたパラメータの軌跡を図5.11に示す。このグラフは、パラメータ ω と cosφ
が式 (5.23)においてα と γ で表されているので、それらを α-γ 空間にプロットしたもので































図 5.12: 二本の腕が運動している場合 (a) 原画像 (b) オプティカルフロー (c) 初期分割







図 5.13: 背後に移動物体が存在する場合 (a) 原画像 (b) オプティカルフロー (c) 初期分
割 (d) 反復1回目 (e) 反復10回目 (f) 反復20回目 (g) 最大角速度を持つ領域の抽出
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(a) (b)





























本手法は φ と ψ の一方が0である場合のみを扱っているが、一般的な三次元運動 (φ =0,
ψ = 0) については、式 (5.17)の代わりに、u と v を αx + βy + γ という平面を用いて近
似することで、5.3節の手法が適用できるように拡張することができる。また、本手法はカ
メラが移動したときや、肘などの関節がある場合を考慮していない。これらはいずれも、



























































































































































回転中心の座標 (50,50)、角速度 ω = 0.4[rad/s]、腕の長さ r = 150[dot]、腕の幅 20[dot]、
腕の位置 θ = 0.8[rad] である。
図B.1(b)に、フローの curl（∇× p˙）を計算した結果を示す。curlの値が大きいほど黒く、
小さいほど白く表示している。ここでは微分計算には単純に画素値の差分を用いた。腕の
部分に相当する灰色の部分の値は0.79 ∼ 0.80≒2ω であり、図B.1(c)に示すように回転し
ているフローの領域が抽出できることがわかる。
図B.1(b)はノイズのない場合であったが、フローにノイズを付加して同様の実験を行











図 B.1: φ = 0の場合の curlの値による領域分割 (a)生成したオプティカルフロー (b)フ
ローの curl (c)curlの z 成分によって分割した結果 (d)ノイズを付加したフローの curl





図 B.2: 回転面が傾いた場合の curlの値による領域分割（256×256）。左下を原点に (cx, cy)










透視投影の場合を考える。角速度 ω で回転し、角度 θ (= ωt) の位置にある腕上の点を p
とする。このとき、p の速度 p˙（画像上でのオプティカルフロー）とその curl ∇× p˙ は次
のように表される。














−ωr sin θ f
Z





= (−ωy, ωx, f) (C.2)
∇× p˙ = (0, 0, 2ω) (C.3)
つまり、curlの z 成分が角速度 ω の二倍になるという正射影と同じ結果になる。これは、
スケールが変化しても画像上での角速度は変わらないという理由による。
回転面が画像平面と傾いている時には、傾きの大きさ φ と、その物体までの距離 Z が
関係してくる。回転面が角度 φ だけ傾いていた場合（図5.1(b)）、













r cosφ cos θf
r sinφ cos θ + Z
,
r sin θf





( −frZω cos φ sin θ
(r sinφ cos θ + Z)2
,
frω(Z cos θ + r sinφ)









(Z2 cos φ(Z cos θ + r(1 + sin2 θ) sinφ)
Z cos θ + r sinφ
+ secφ (Z2 − rZ cos θ sinφ− 2r2 sin2 φ)
)




となり、curlの z 成分は一定値にはならない。しかし φ = 0 を代入すると z 成分は 2ω と
なり、傾いていないときの結果には一致する。また、焦点距離 f には依存しない。
一定値にはならないが、値の変化はどの程度なのかを調べた。φ = 0.2[rad]（約10 ）゜、
ω = 0.4[rad/s]として、奥行き Z と腕の角度 θ によって、curlの z 成分がどの程度の値を
とるのかを計算した結果を図C.2と図C.3に示す。
円盤（渦巻き）のように見えるのが curlの z 成分の値である。回転中心から30cmの距
離までを −π ≤ θ ≤ π の範囲で計算した。つまり、Z = 200 の図C.3(b)ならば、奥行き
200cmの距離から見た長さ30cmの回転物体の curlが、場所（r, θ）によって変化する様子
を示している。
理想的な傾きのない場合（φ = 0）は、値が 0.8 (= 2ω) の円盤になる。しかし傾きがあ
る場合は、奥行きが小さい時（図C.2(a)）に z 成分の値は大きく歪んだ円盤のようになる。
奥行きが大きくなるにしたがって透視投影の影響は小さくなり、θ によらず 0.8 に近づい





いずれの場合も θ = ±π
2
付近で特異点がある。これは、式 (C.8)の分子第一項の分母で
ある Z cos θ + r sinφ が0になるためである。これを0とおいて以下のように変形すると、






x2 + y2 sinφ = 0 (C.10)
Zx+ (x2 + y2) sinφ = 0 (C.11)













































































(b) Z = 80














































(b) Z = 200
図 C.3: 透視投影下で、φ = 0.2、ω = 0.4 の場合の curlを計算した結果。それぞれ、俯瞰
図（左）と、それを水平方向から見た図（右）

付録 D 式 (5.16) の導出
5.2.2節において、運動の回転面が φ = 0 かつ ψ = 0 である一般な場合の、運動のフロー
の curlを式 (5.16) に示した。この式の導出を以下に示す。
まず図5.1(b)と同様に、回転面を y 軸回りに φ だけ回転させ、次に x 軸回りに ψ だけ
回転させる。回転の順序を変えると以下の導出と式も変わるが、同様の手順で導くことが
できる。
このときの点 p とその速度 p˙ は次にようになる。
p = (x, y, z)T
= (r cos φ cos θ, r sin θ cos(
π
2
− ψ) + r cos θ sinφ sin(π
2
− ψ),




= (r cos φ cos θ, r sin θ sinψ + r cos θ sinφ cosψ, r cos θ sinφ sinψ)T (D.2)
p˙ = (u, v, w)T
u = −rω cosφ sin θ





= −yω cosφ cscψ + xω cotψ sinφ (D.3)











= −yω cosψ sinφ+ xω(secφ sinψ + cosψ cotψ sinφ tanφ) (D.4)
w は省略する。
上式から curlの z 成分は以下のように計算できる。
∂v
∂x
= ω(secφ sinψ + cosψ cotψ sinφ tanφ) (D.5)
∂u
∂y





= −ω cosφ cscψ − ω(secφ sinψ + cosψ cotψ sinφ tanφ)
= ω
























= r sinθ sinψ
r cosθ sinφ sin(π/2-ψ)




図 D.1: 図5.1(b)を x 軸方向から見た座標系
(a) φ = 0,ψ = 0 の場合（図5.1(b)）(b) φ = 0,ψ = 0 の場合
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