In Japanese stock markets, there are two kinds of breaks, i.e., nighttime and lunch break, where we have no trading, entailing inevitable increase of variance in estimating daily volatility via naive realized variance (RV). In order to perform a much more stabilized estimation, we are concerned here with a modification of the weighting technique of Hansen and Lunde (2005). As an empirical study, we estimate optimal weights in a certain sense for Japanese stock data listed on the Tokyo Stock Exchange. We found that, in most stocks appropriate use of the optimally weighted RV can lead to remarkably smaller estimation variance compared with naive RV, hence substantially to more accurate forecasting of daily volatility.
Introduction 2 An optimal weight for RV under conditional proportionality
Japanese market opens at 9:00 and closes at 15:00 (at each business day) with lunch break from 11:00 to 12:30. We can get high-frequency data only over the active periods I 2 and I 4 . Based on intermittent high-frequency data over I, we want to estimate the integrated volatility over I, say V . If the underlying log-price process is 3 described by a Brownian semimartingale X t = X 0 + t 0 µ s ds + t 0 σ s dw s , then the integrated volatility over the period [u, v] is formally defined to be It may be expected that estimation and prediction of (V 1 , V 3 ) is more unstable compared with that of (V 2 , V 4 ), due to the lack of high-frequency data therein. At the same time, we should not simply preclude fluctuations over each I 1 and I 3 in general, as they may exhibit non-negligible impact for the target variable V . Instead of the naive RV , we are concerned here with a weighted RV of the form
for some constant λ = (λ i ) i≤4 . A natural optimal weight, say λ * = (λ * i ) i≤4 , is then given by the minimizer of the mean square error
In general it is impossible to get an empirical variant of λ * as V cannot be observed. Following the approach taken in Hansen and Lunde (2005, Section 2), we can provide a closed-form solution to this optimization problem under a kind of conditional proportionality assumption, which entails that RV (λ) is V k -conditionally unbiased. 
Then λ → MSE(λ) defined on This lemma is a multi-intermittence variant of Hansen and Lunde (2005, Sections 2.2 and 2.3), which corresponds to the case where m = 2 and G = {φ, Ω} in Lemma A. The assumption (1), which leads to the unbiasedness ofV (λ) for every λ ∈ Λ, cannot be suppressed in general for computing the λ * without involving the latent variable V .
Our task toward empirical analysis is to evaluate constants (µ i ) 4 i=0 and [η ij ] 4 i,j=1 , and of course this in principle requires specification of underlying model structure and forms of V i as well as their relation to V . As in Hansen and Lunde (2005) , in the empirical study given in the next section we will simply use the empirical quantities for evaluations of (µ i ) 4 i=0 and [η ij ] 4 i,j=1 .
Empirical study
In this section we apply our optimal weight for intermittent high-frequency data to Japanese stock data. We use Japanese stock data listed on the Tokyo Stock Exchange (First Section) for 3 years, from , and the other three banking holding companies is done for the reason that we cannot optimize the weights for these data fluctuating irregularly after Japan's financial big bang. As a result, we use one index and 27 individual stocks. In sum, we perform our empirical analysis using 27 data series. These are listed in Table 1 along with the number of observations N . As mentioned before, the Japanese stock market is divided into two sessions by a lunch break, i.e., the morning session from 9:00 to 11:00 and the afternoon session from 12:30 to 15:00. 1 ‡ Taking into consideration the minimum observation interval of the Japanese stock market, we take 1 minute as a sampling frequency. Thus, the sample size of zenba and goba are 120 and 150, respectively. Now let (Y k,2,i 
denote the kthday intraday returns over zenba and goba, respectively, and then define the kth-day naive realized variance by
where and RV k, 4 denote the square of close-to-open return, RV in morning session, the square of lunch break return, and RV in afternoon session on kth day, respectively.
As in the case of U.S.-stock market handled in Hansen and Lunde (2005) , unrestricted estimates are found to be strongly influenced by the most extreme values. So we filter the raw data for outliers. We classify 1% of the observations Y .,1 , Y .,2 , Y .,3 , and Y .,4 as outliers and omitted from the estimation. 2 § The literature says that the data are contaminated with market microstructure noise if sampling frequency is too high, and that it leads to a biased estimate. Then, in order to mitigate the influence of the noise, we use Newey-West type modified realized variance (RV N W ) in our analysis following Hansen and Lunde (2005) . The RV N W estimators over the k th lunch break and the k th nighttime, say RV N W, k, 2 and RV N W, k, 4 , respectively, are ‡ These two sessions are respectively called "zenba" and "goba".
§ As for JAPAN TOBACCO, we take 0.1% data as outliers.
6 defined based on the Bartlett kernel:
where q is the number of autocovariances in our empirical study, 3 we will utilize the RV N W,k,i for RV k,i , i = 2, 4. ¶ This estimator has the advantage that it is guaranteed to be nonnegative; see Newey and West (1987) . We show how the bias occurs in too high-frequency sampling and how the RV N W can correct it by plotting the volatility signature plot introduced by Anderson et al. (2000) . See Figure 1 . The upper panel is for the TOPIX and the lower for the JAPAN TOBACCO. In these figures, the horizontal axis is the sampling interval ranging from 1 to 20 minutes. The vertical axis is the averaged RV over all sampling periods.
From these figures we can clearly see that RV N W s are relatively stable at every sampling frequency, while RV s estimated in usual way are widely ranged depending on sampling frequency. Furthermore, the plot of the TOPIX has upward bias; conversely, the others including the JAPAN TOBACCO have downward bias.
Hereafter we will omit the subscript N W in RV N W,k,2 and RV N W,k,4 .
Estimation of optimal weight
Here, we estimate the optimal weight λ * obtained in Section ?? for the volatilities in each intraday period with real data. The λ * can be obtained by some optimal measures µ i and η i,j (simply, η i := η i,i ), which are estimated as expected values and variances.
, ¶ We take q = 10 which spans a 10-minute period.
where n is the number of daily observations over the sample period. Tables 1-4 show the estimates of these optimal measure and optimal weight for each data. From these tables we have several interesting observations as follows.
• Table 1 shows that each volatility of index or TOPIX is very low compared with the individual stocks. Moreover, the volatilities ofμ 3 , i.e., volatilities in lunch time are remarkably low compared with others.
• Table 2 indicates variance estimates of each volatility. The values of η 1 are quite larger than others through all stocks. This implies the need for obtaining "optimal weight" in empirical analysis.
• Table 3 has correlation estimates between volatilities. This has a noticeable consequence that the estimates betweenη 1 andη 3 , i.e., closeto-open and lunch break in several stocks have negative correlations. As expected, the estimates in all stocks have very high correlation betweenη 2 andη 4 , i.e., morning session and afternoon session volatilities.
• Finally Table 4 gives estimatesλ * = (λ * i ) i≤4 of the optimal weight λ * . These estimates are large in the order ofλ * 1 ,λ * 3 ,λ * 2 , andλ * 4 on average. However, it is also interesting thatλ * 4 s are larger thanλ * 2 s in some stocks. 4
Result and discussion
In this subsection, we investigate whether variances of RV s are reduced well by using the estimates obtained above. For the purpose, we compare RV When the optimal weightλ has a negative component, we there set zero conveniently.
calculated by usual way and weighted RV . These two RV s are obtained from
The sample period for estimation of optimal weights is ranged from 2004 to 2006, which means that we perform in-sample estimation. Table 5 shows the result. By definition, there is no change in these averages. However, these variances are significantly reduced in all stocks. Additionally, we plot these RV s in Figure 2 . (1987)), it is quite natural that the optimal weight λ i in inactive periods such as overnight and lunchtime one is relatively small. After all, we can conclude that the optimal weight may significantly reduce the "variance of RV" for more accurate forecasting of volatility based on intermittent high-frequency data. Furthermore, we analyze two aditional cases of intermittent high-frequency data. First, we set the number of lambdas to be estimated to 2 by merging lunchtime squared return Y 2 k,3 into overnigtht one Y 2 k,1 and morning realized volatility RV k,2 into afteroon one RV k,4 , respectively.
This case is essentially identical to Hansen and Lunde (2005) . Secondly, we set it to 3 by uniting morning realized volatility 
Ccomparison of the forecast performance
Finally, we compare the forecast performance of weighted and non-weighted RV s by using a time series model. Many literatures have reported that the specification of RV with the following ARFIMA (autoregressive fractionally integrated moving average) model provides better accurate forecast performance than any other time series models since realized volatility follows a long-memory process, e.g. Andersen et al. (2003) or Watanabe and Yamaguchi (2007) for Japanese stock market, and so on.
where N ID(0, σ 2 ) denotes normally and independently distributed with zero mean and variance σ 2 , L denotes the lag operator and Table  8 and 9 show these estimates. ‡ ‡ After estimating parameters of ARFIMA model for each RV , we compare the forecast performance by using two loss functions such as RMSE (root mean squared error), MAE (mean absolute error):
where N is the number of trading days in the sample period such as from January 4, 2004 to November 28, 2006 andσ t|t−1 denotes the in-sample one-step-ahead volatility forecast regarding the realized volatility as a proxy for the true volatility. Table 10 RV . From these tables, we can see that weighted RV s virtually overcome no-weighted RV in both of RMSE and MAE but there is no noticeable difference among three weighted RV s.
Anyway, these results here imply that modeling RV with optimal weights can significantly improve the forecast performance of daily volatility.
Concluding remarks
In this article, in order to perform estimation of the integrated volatility with variance being less than conventional RV, we first formulated an optimal closed-form random weighting procedure under the conditional proportionality of the computable "basis" variable (V j ) j≤m . Then we have obtained the preferable empirical evidence that applying this weighting procedure can reduce the variances of estimating integrated volatility for most stocks. Our empirical analysis substantially implies that, as soon as we are concerned with intermittent high-frequency data, the optimally weighted RV can lead to more accurate forecasting of daily volatility than the common naive RV.
Appendix.
Here we will compute the explicit form of λ * given in Section 2 within a more formal setup.
Let (Ω, F, P ) be an underlying probability space. Given any natural number m ≥ 2 (say m = m +m , where, in the main context, m corresponds to the number of inactive periods of tradings, and m to that of active periods where we can get reasonably high-frequency data). Let V andV i , i ≤ m, be nonnegative random variables. Fix a sub σ-field G ⊂ F and write H = G ∨ σ(V ), so that G ⊂ H ⊂ F. Now V is the target (latent) variable to be estimated based on all available information, and we want to find the optimal G-measurable random weight λ * = (λ * i ) i≤m , which a.s. minimizes the G-conditional mean square error given by
where E G stands for the G-conditional expectation operator, and the estimatorV (λ) of V is supposed to take the form
As in Hansen and Lunde (2005), we here focus on λ = (λ j ) j≤m ∈ Λ G with the random index set Λ G being
Here we implicitly suppose µ i > 0 a.s. Write
With these notation, we are going to derive the explicit form of λ * ∈ Λ G under an additional assumption of a kind of H-conditional proportionality ofV i to V , in a similar manner to Hansen and Lunde (2005, Theorem 5), which corresponds to the case of m = 2 and G = {φ, Ω}. In the sequel we will suppress the term "a.s." for brevity in equations involving random variables and/or conditional expectations.
Suppose that for each i ≤ m there exists an G-measurable random vari-
Then, by taking the conditional expectation E G in (2) we have
hence taking E G and using the fact G ⊂ H yield
On the other hand, taking E G in (2) yields that
for λ ∈ Λ G . Equating the right-hand sides of (4) and (5) yields
(hence E G [V (λ)] = µ 0 ) According to (6) and simple conditioning argument
which serves as the optimal G-measurable random weight within Λ G for
Then observe that
For each i ∈ {1, . . . , m − 1} we have
. . , λ m−1 ) = 0 and the definition of Λ G , we see that for λ ∈ Λ G the optimal G-measurable
Summarizing the above yields the following assertion.
Lemma A. Suppose that µ i > 0 a.s., and that for each i ≤ m there exists a G-measurable random variable ρ i such that
Then, the G- 
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