An analytic solution to the equations governing the motion of a point
  mass with quadratic resistance and generalizations by Ray, Shouryya & Fröhlich, Jochen
ar
X
iv
:1
30
5.
12
83
v5
  [
ph
ys
ics
.cl
as
s-p
h]
  1
1 S
ep
 20
14
Noname manuscript No.
(will be inserted by the editor)
An analytic solution to the equations of the motion of a point
mass with quadratic resistance and generalizations
Shouryya Ray · Jochen Fro¨hlich
the date of receipt and acceptance should be inserted later
Abstract The paper is devoted to the motion of a body in a fluid under the influence of
gravity and drag. Depending on the regime considered, the drag force can exhibit a lin-
ear, quadratic or even more general dependence on the velocity of the body relative to the
fluid. The case of quadratic drag is substantially more complex than the linear case, as it
nonlinearly couples both components of the momentum equation. Careful screening of the
literature on this classical topic showed that, unexpectedly, the solutions reported do not di-
rectly provide the particle velocity as a function of time but use auxiliary quantities or apply
to special cases only. No explicit solution using elementary operations on analytical expres-
sions is known for a general trajectory. After a detailed account of the literature, the paper
provides such a solution in form of a ratio of two series expansions. This result is discussed
in detail and related to previous approaches. In particular, it is shown to yield, as limit-
ing cases, certain approximate solutions proposed in the literature. The solution technique
employs a strategy to reduce systems of ordinary differential equations with a triangular
dependence of the right-hand side on the vector of unknowns to a single equation in an
auxiliary variable. For the particular case of quadratic drag, the auxiliary variable allows an
interpretation in terms of canonical coordinates of motion within the framework of Hamil-
tonian mechanics. Another result of the paper is the extension of the solution technique to
more general drag laws, such as general power laws or power laws with an additional lin-
ear contribution. Furthermore, generalization to variable velocity of the surrounding fluid is
addressed by considering a linear velocity profile for which a solution is provided as well.
Throughout, the results obtained are illustrated by numerical examples.
Keywords particle dynamics — nonlinear drag — trajectory
1 Introduction
Projectile motion constitutes a very elementary problem of classical mechanics; as such,
occupying a central place in the works of Niccolo` Tartaglia, Galileo Galilei and Sir Isaac
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Newton, to name but a few. Although Hardy [12] scathingly remarked in his A Mathemati-
cian’s Apology that the science of ballistics were “repulsively ugly and intolerably dull”, he
still admitted that it does demand “a quite elaborate technique”. The latter statement perhaps
explains why it was of interest to mathematicians such as Johann Bernoulli, Leonhard Euler,
Adrien-Marie Le Gendre and Johann Heinrich Lambert, throughout the course of its long
history.
In the present study, a projectile or any other object moving through a gas or liquid is
modelled as a point mass. Since the latter has no spatial extensions, this amounts to ne-
glecting issues of shape, orientation and rotation altogether. On the other hand, the point
mass used here is supposed to experience a drag when moving through the surrounding
medium, which obviously results from the extension of the moving object. Furthermore,
we suppose lift forces to be negligible as compared to drag forces. The model considered
here is hence that of a point mass experiencing gravity and drag, and the terms “projectile”,
“body”, “object”, when used in the following, are meant in this sense and used as synonyms.
Furthermore, the term “fluid” is used to encompass both liquids and gases. This model has
been widely used in the literature, such as the works cited subsequently. In line with those
studies, we assume the model to be a valid representation of physical reality to the desired
degree of accuracy and focus on providing mathematical solutions of the model equations.
In Book II of his Philosophiæ Naturalis Principia Mathematica, Newton [20] gives the
first rigorous treatment of this problem using mathematical physics. A simple force balance
can be used to account for the two principal forces, gravity and drag, and using his laws of
motion (established in Book I of the same work), the equations of motion can be formulated
in vectorial notation to read:
mp
dv
dt = Fg + Fd . (1)
Here, mp denotes the mass of the moving object, v the velocity vector of the object in a
suitable inertial frame of reference where Fg = mp g denotes the gravity force, with g the
constant gravity acceleration vector. A Cartesian coordinate system (x, y) is usually chosen,
with x the horizontal coordinate and y the vertical coordinate, such that g is oriented in the
negative y direction, i.e. g = (0,−g). The equations of motion then constitute a system of
ordinary differential equations in the components of v =
(
vx, vy
)
. Furthermore Fd denotes
the drag force acting in the direction opposite to the velocity relative to the surrounding
fluid. The nature of the drag force then determines the nature of the equations of motion and
thereby the mathematical problem at hand. The statement of the problem is completed by
imposing the initial conditions v(t = 0) = v0, and the trajectory x = (x, y) may be found
by integrating v = dx/dt over time with initial conditions x(t = 0) = x0.
Newton [20] considered three forms of drag, namely linear, quadratic and a superposi-
tion of the two. If the fluid resistance varies in direct proportion with the relative velocity (i.e.
linear or Stokes drag, valid for low Reynolds numbers Re ≪ 1), the differential equations
for vx and vy decouple due to the linearity of the drag force and constitute a system of linear
first-order ordinary differential equations. The solution can be readily found using elemen-
tary methods (cf. textbooks on the theory of ordinary differential equations, e.g. Walter [25]
or Arnol’d [1]). Should the resistance, however, vary as the square of the velocity (quadratic
drag, valid for Reynolds numbers between 103 and 105, for example), one has to deal with
a system of nonlinearly coupled ordinary differential equations, and the solution necessi-
tates a more involved approach. Newton himself was unable to solve the problem, but his
contemporary, Johann Bernoulli, solved it after being challenged by the British astronomer
John Keill [4]. Bernoulli’s solution parameterizes the absolute value of the velocity over the
trajectory slope angle and is, hence, implicit. This solution is also known as the hodograph
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solution. The hodograph, being the locus of the tip of the velocity vector with the other end
held fixed, has precisely the two afore-mentioned quantities as polar coordinates. Further-
more, the solution contains quadratures which must be evaluated numerically. Despite these
drawbacks, it is the standard and by far most widely cited solution [23, 13, 2, 3].
Much of the literature on projectile motion with quadratic drag after Bernoulli comprises
efforts to calculate approximate solutions based on the hodograph solution. Various exact
and approximate implicit formulæ using miscellaneous series and approximation techniques
can be found in the extensive literature available on this subject, the most well-known of
which are due to Euler [10], Lambert [16], Borda [5] and Le Gendre [17]. A common feature
of the cited works is the implicitness of the solutions derived therein, in the following sense:
The unknown quantities (the velocity components vx and vy or alternatively the cooridinates
of the position of the particle x and y), instead of being expressed as functions of time, are
parameterized over some other auxillary quantities, e.g. trajectory slope angle. Of particular
interest is the solution in [16], where y and t are parameterized over x. The exposition of
their complete results is beyond the scope of the present paper and the interested reader is
referred to Isidore Didion’s Traite´ de balistique, sect. V, § III–IV, where these results have
been painstakingly compiled [8]. For a recent review on the historical aspect of the problem,
see also [11].
From the late 19th century onwards, numerical and empirical methods superseded the
more analytical approach of Bernoulli and Euler. Nevertheless, the problem continues to
afford scope for an instructive application of mathematical analysis to physics. An approx-
imate formula of the trajectory for low quasi-horizontal paths is found in [15]. Parker [21]
rederived the result and provided—to the best of our knowledge—for the first time, approx-
imate explicit solutions for flat trajectories and short duration. He also arrived at the results
of Bernoulli by following a considerably different set of variable transformations. Another
recent approximation is due to Tsuboi [24], who considered perturbative solutions of the
first order for small angles of release. Lastly, an explicit exact albeit semi-analytical (in the
sense that it requires recourse to numerical means) solution was given by Yabushita et al.
[27] using the recently developed homotopy analysis method developed by Liao [18].
In summary, it appears that in spite of the long history and the substantial amount of
material available on this subject, an exact explicit solution even using analytic functions
cannot, to the best of our knowledge, be found in the existing literature. Providing such a
solution would hence be of interest. In the foregoing context, by “exact” we mean a solution
that satisfies the complete equations of motion for the whole set of initial conditions of
physical interest, as opposed to requiring further approximations or simplifying assumptions
that are valid for a restricted set of initial conditions only. A solution is said to be “explicit”
in the following if it depends explicitly on the natural independent variable, here time, as
opposed to being a function of some other auxiliary variable (e.g. Bernoulli’s hodograph
solution [4], where the solutions are implicitly expressed as functions of trajectory slope).
Finally, an “analytic function” is defined in mathematical analysis as a function which can
locally be developed in terms of a convergent power series. The latter is to be distinguished
from a closed form expression which is given by a finite set of elementary functions.
Drag laws more general than linear or quadratic have, for obvious reasons, received
significantly less attention. Bernoulli [4] provides an exact implicit solution using the hodo-
graph technique for cases where the drag force varies as a general power of the velocity.
Such laws are valid for high velocity subsonic and some cases of supersonic projectile mo-
tion, with Reynolds numbers substantially higher than 105 [26]. For Newton’s generaliza-
tion involving a superposition of quadratic and linear drag [20], no exact solutions can, to
the best of our knowledge, be found in the literature. According to Clift, Grace and We-
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ber [7], it may be instructive to consider even more general forms, especially for motion
with Reynolds number between 1 and 103. Although of no significance to exterior ballis-
tics, projectile motion in the transition regime between Newtonian and Stokesian drag may
be studied in order to gain general understanding of particle motion in sediment transport
phenomena—somewhat along the lines of [19].
A final generalization considered in this paper deals with the effects of a linear fluid
velocity profile on projectile motion, as no studies investigating the influence of a velocity
profile of any kind on projectile motion with nonlinear drag could be found in the literature.
The paper is structured as follows: We begin by establishing a useful principle for the
reduction of a certain class of nonlinear systems of ordinary differential equations to a single
equation. It is then exploited to solve the basic problem of projectile motion with quadratic
resistance. The various inter-relationships between the solution thus obtained and the pre-
vious attempts are then examined. Subsequently, the limiting behaviour of the solution in
cases of physical interest is investigated. An integral of motion is derived, its relation to his-
torical forms found in the literature is elucidated and a physical interpretation is suggested
based on the present form.
In the next part, two possible generalizations of the basic problem are proposed. First,
the approach employed in solving the quadratic drag problem is used to tackle more general
drag laws. Thereafter, the scenario is generalized by including the effect of a fluid velocity
profile and the governing equations are solved by virtue of the reduction principle estab-
lished earlier. Finally, some interesting properties of the solution are discussed.
2 A reduction principle for certain coupled systems of ordinary differential equations
Let X = (X1, X2, X3, . . .), be an n-dimensional vector-valued function of t ∈ R and let it be
determined by the initial value problem
dX
dt + PX = Q , X(t = 0) = X0 . (2)
Here, P : R → R is a scalar real-valued function and Q = (Q1, Q2, Q3, . . .) : R → Rn
denotes a vector-valued function. If P and Q were known functions depending only on t,
then the equations would constitute a linear system of ordinary differential equations and
there would be no difficulty in applying the method of variation of parameters first proposed
by Lagrange in [14] and discussed in more modern textbooks such as Arnol’d [1] in or-
der to write down the solution for each and every component of (2) in terms of P, Q and
appropriate quadratures involving the two, thus
X =
X0 +
∫ t
0
Q exp
(∫ τ
0
P ds
)
dτ
exp
(∫ t
0
P dτ
) . (3)
For the purpose of this investigation, however, it is essential to consider a more general
class of equations. Assume now, that P is a scalar function of X and (possibly) t, i.e. P =
P(X; t). Furthermore, assume that Q = Q(X; t), with the constraint that ∇XQ, which is a
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tensor of rank two, be a strictly lower triangular matrix, i.e.
Q1 = Q1(t)
Q2 = Q2(X1; t)
Q3 = Q3(X1, X2; t)
Q4 = Q4(X1, X2, X3; t)
...
In that case, standard variation of parameters is inadequate and the expression in (3) can
hardly be called a solution. Ignoring, however, for a moment that the equations are no longer
linear and naively using variation of parameters on the first component of (2), the following
formal expression is obtained:
X1 =
X1,0 +
∫ t
0
Q1(τ) exp
(∫ τ
0
P(X; s) ds
)
dτ
exp
(∫ t
0
P(X; τ) dτ
) . (4)
The only unknown quantity is the exponential of
∫
Pdt, and it will later be clear that it is a
key quantity in this method. Therefore, let
φ ≡ exp
(∫ t
0
P(X; τ) dτ
)
(5)
for the sake of brevity. Now, let us take the liberty of expressing (4) more succinctly by
writing X1 ≡ f1(φ). This can be taken over to the next component of X yielding
X2 =
X2,0 +
∫ t
0
Q2(X1; τ) exp
(∫ τ
0
P(X; s) ds
)
dτ
exp
(∫ t
0
P(X; τ) dτ
)
=
1
φ
(
X2,0 +
∫ t
0
Q2( f1(φ); τ) φ dτ
) (6)
This, again, is denoted as X2 ≡ f2(φ). Likewise, the i-th component of X then may be
expressed recursively in a similar fashion. From a general point of view, this procedure
defines an n-tuple of mappings f = ( f1, f2, f3, . . .) : I → D from the space I of positive
integrable functions to the space D of differentiable functions, so that η ∈ I is mapped onto
f1(η) ≡ 1
η
(
X1,0 +
∫ t
0
Q1(τ) η dτ
)
fi(η) ≡ 1
η
(
Xi,0 +
∫ t
0
Qi( f1(η), f2(η), . . . , fi−1(η); τ) η dτ
)
1 < i 6 n
(7)
The solution of (2) can now be formulated as
X = f(φ) (8)
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with φ defined according to (5). Inserting this into the first component of (2) gives
d f1(φ)
dt + P
(f(φ)) f1(φ) = Q1(t) . (9)
In this equation, the only unknown quantity involved is φ. Once φ is known, X is readily
calculated using (7)–(8). Thus, the original problem involving a non-linearly coupled sys-
tem of ordinary differential equations has been reduced to a single equation in an auxiliary
variable appropriately defined for that purpose. For ease of reference, we call it the resolvent
variable and the equation governing the auxiliary quantity the resolvent equation.
The above formalism relieves one from the trouble of solving a whole set of coupled
ordinary differential equations and rather allows one to concentrate the investigation on a
single equation for a scalar quantity only. Since f involves quadratures over (possibly) non-
trivial kernels, the resolvent equation is, in general, an integro-differential equation and,
therefore, may not be trivial itself. It clearly depends to a large extent on the nature of P and
Q as to how difficult the new equation is. It will, however, be seen in the following that in the
case of the particular class of problems considered here, the formalism may be exploited to
obtain elegant solutions of the respective original systems of ordinary differential equations.
While the basic idea of converting the problem of finding a solution to (2) to solving (9)
is elementary and reminiscent of an elimination strategy for solving a linear algebraic system
with a lower triagonal coefficient matrix, its use for the solution of a nonlinear system of
ordinary differential equations appears to be new. Despite several efforts, the authors could
not find this result in the available literature.
3 Projectile motion with quadratic resistance
3.1 Mathematical formulation
The general force balance (1) discussed above is now completed by specifying the drag
force. The quadratic resistance law can be written in the form
Fd = −
1
2
Cd̺A ‖v − V‖ (v − V) . (10)
Here, Cd is the constant drag coefficient characteristic of the projectile’s shape, A is the
cross-sectional area and ̺ is the density of the fluid. The velocity of the fluid which consti-
tutes the resistive medium is denoted by V, which, at present, is assumed to be constant in
space and time. Equation (1), therefore, reads
dv
dt = −α ‖v − V‖ (v − V) + g . (11)
where the constant α is a shorthand for 12 Cd̺A/mp. Finally, the quantity
u = v − V (12)
is introduced, which is the relative velocity between the particle and the fluid. Since V is a
constant vector, this yields
du
dt = −α ‖u‖ u + g (13)
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or, when using the components of u =
(
ux, uy
)
dux
dt + αux
√
u2x + u
2
y = 0 (14)
duy
dt + αuy
√
u2x + u
2
y = −g (15)
Without loss of generality, the coordinate system may be placed at the starting point of
trajectory, so that x0 = y0 = 0. The initial conditions are given by u(0) = v(0) − V, or, in
components,
ux(0) = vx,0 − Vx ≡ ux,0 (16)
uy(0) = vy,0 − Vy ≡ uy,0 (17)
Observe that a purely vertical motion (in the reference frame moving at the fluid velocity) is
obtained if ux,0 = 0. That case, again, is described by one component only and the ordinary
differential equation can be solved using separation of variables. Here, however, we are
interested in the more general case and eliminate this situation by requiring that
ux,0 > 0 . (18)
With this condition, (14)–(17) constitute the initial value problem to be solved in the follow-
ing.
3.1.1 Reduction to a single scalar equation
Review of Parker’s approach Since the present method of solution is somewhat akin in
spirit to Parker [21], it is instructive to study the latter now. Division of (15) by (14), which
is well-defined due to the condition (18), yields, after appropriate algebraic manipulation,
duy/dt + g
dux/dt
=
uy
ux
. (19)
This can be simplified using the quotient rule of differential calculus and subsequent sepa-
ration of variables to give
uy = ux
(
uy,0
ux,0
− g
∫ t
0
dτ
ux
)
. (20)
Inserting this into (14) and substituting
w = g
∫ t
0
dτ
ux
− uy,0
ux,0
(21)
yields the equation
d2w
dt2
= αg
√
1 + w2 . (22)
This is the resolvent equation proposed in the cited reference. The task of solving the original
system is now reduced to solving this scalar equation subject to the initial conditions w(0) =
−uy,0/ux,0 and dw(0)/dt = g/ux,0.
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Modified approach One may recast (14) and (15) into the form considered in section 2
by writing
P = α
√
u2x + u
2
y Q = (0,−g) . (23)
Since ∇uQ is a null matrix, the condition of applicability is trivially fulfilled. It is, therefore,
natural to chose
φ ≡ exp
(
α
∫ t
0
√
u2x + u
2
y dτ
)
(24)
in order to express u as
ux =
ux,0
φ
(25)
uy =
1
φ
(
uy,0 − g
∫ t
0
φ dτ
)
(26)
Inserting this into (14) yields
dφ
dt
= α
√
u2
x,0 +
(
uy,0 − g
∫ t
0
φ dτ
)2
, (27)
which is an integro-differential equation. However, since the only kernel involved is unity
itself, the equation can be reduced to an ordinary differential equation by rewriting it in
terms of the quantity
Φ ≡
∫ t
0
φ dτ (28)
to yield
d2Φ
dt2
= α
√
u2
x,0 +
(
uy,0 − gΦ
)2
. (29)
The initial conditions follow directly from the definition of the quantities Φ and φ as Φ(0) =
0 and dΦ(0)/dt = φ(0) = 1. This is the new initial value problem equivalent to the original
system which will be investigated in the subsequent part of the paper.
Remark The result of Parker’s approach and the present one are essentially equivalent,
which is readily shown by observing that w =
(
gΦ − uy,0
)
/ux,0. The difference between
Parker’s approach and the present one resides rather in the method than in the result. The
present method can be readily generalized to tackle more involved problems, such as the
one accounting for fluid velocity profiles, as shown later, while Parker’s method is not so
flexible. To be precise, the approach from [21] is only applicable as long as ∇uQ is a null
matrix, whereas for the present method, it only needs to be a strictly lower triangular ma-
trix. Therefore, this formalism may also be regarded as a means of embedding the solution
techniques employed for the present problem into a more general framework.
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3.1.2 Solution of the reduced problem
Since the right hand side of (29) can be developed in a power series around the origin (t = 0),
the classical theory of ordinary differential equations [25] then guarantees the existence of a
power series expansion for Φ around t = 0, i.e. Φ = a0 + a1t + a2t2 + a3t3 + · · · with
a j =
1
j!
d jΦ(0)
dt j
. (30)
according to Taylor’s theorem. The first two coefficients are determined using the initial
conditions yielding a0 = 0 and a1 = 1. Evaluating (29) at t = 0 provides a direct relation for
the third coefficient:
a2 =
α
√
u2
x,0 +
(
uy,0 − ga0
)2
2
=
α
√
u2
x,0 + u
2
y,0
2
. (31)
Differentiating (29) once at t = 0 and algebraic rearrangement gives
a3 = −
αguy,0
6
√
u2
x,0 + u
2
y,0
. (32)
This process, continued ad infinitum, yields all the coeffients of the series. In general, differ-
entiating both sides of Eq. (29) n times with respect to t gives
a j+2 =
α
( j + 2)!
d j
dt j
√
u2
x,0 +
(
uy,0 − gΦ
)2∣∣∣∣∣∣∣
t=0
. (33)
This, in conjunction with the initial conditions, constitutes a recursive formula for the coef-
ficients of the power series expansion of Φ, which solves the problem. For the sake of con-
venience, let u0 ≡ ‖u0‖ =
√
u2
x,0 + u
2
y,0 be the Euclidean norm of the initial velocity vector
and let θ0 ≡ arctan
(
uy,0
/
ux,0
)
be the initial angle of the trajectory. Using ux = ux,0/(dΦ/dt)
and uy =
(
uy,0 − gΦ
)
/(dΦ/dt), the final solution is
Φ = t +
αu0
1 · 2 t
2 − αg sin θ0
1 · 2 · 3 t
3
+
αg2u−10 cos
2θ0 − α2gu0 sin θ0
1 · 2 · 3 · 4 t
4
+ · · ·
(34)
While the existence of a solution of this type for (29), i.e. in the form of such a series expan-
sion, results from classical theory, this series so far has never been provided and investigated
per se. According to (25) and (26), one subsequently obtains the solution for ux, uy as the
ratio of two power series, whereby the numerator of ux degenerates to a constant. Again,
we have reason to believe (cf. section 1) that a solution of this form cannot be found in the
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literature, thus constituting one of the contributions of the present work.
ux =
ux,0
1 + αu0 t − αg sin θ01 · 2 t
2 +
αg2u−10 cos
2θ0 − α2gu0 sin θ0
1 · 2 · 3 t
3 + · · ·
(35)
uy =
uy,0
1 + αu0 t − αg sin θ01 · 2 t
2 +
αg2u−10 cos
2θ0 − α2gu0 sin θ0
1 · 2 · 3 t
3 + · · ·
(36)
− g t
1 +
αu0
1 · 2 t −
αg sin θ0
1 · 2 · 3 t
2 +
αg2u−10 cos
2θ0 − α2gu0 sin θ0
1 · 2 · 3 · 4 t
3 + · · ·
1 + αu0 t −
αg sin θ0
1 · 2 t
2 +
αg2u−10 cos
2θ0 − α2gu0 sin θ0
1 · 2 · 3 t
3 + · · ·
Finally, one can return to the corresponding absolute quantities with vx = ux + Vx and vy =
uy + Vy.
Providing a function in terms of a power series, or a ratio of power series, raises the
question of radius of convergence. We have made several attempts to solve this issue by
applying various techniques. Unfortunately, it was so far not possible to analytically deter-
mine such an expression for the convergence radius from the recursion formula (33), so that
this is still an open problem. In the numerical test cases, a selection of which is provided
below, no problems of convergence were encountered and the evaluation of partial sums was
well-behaved. Details are reported in section 3.3 below.
3.1.3 Relation of the present solution to previous results
Comment on Parker’s implicit solution Parker [21] integrated (22) once to obtain
dw
dt =
√
C − αg
(
w
√
1 + w2 + arsinhw
)
, (37)
where C is a constant completely determined by the initial conditions. Separation of vari-
ables yields
t =
∫ w
−uy,0/ux,0
dω√
C − αg
(
ω
√
1 + ω2 + arsinhω
) . (38)
Perhaps in part due to the daunting nature of the integrand, he remarked that “even if the
indefinite integral could be evaluated, we would not be able to invert the resulting expression
to obtain an explicit solution”, and stopped at this stage. While it is probably true that the
integral cannot be evaluated without resorting to numerical quadrature, we found that due
to a recent result from [9], it is now possible to obtain an explicit solution in the form of a
power series from (38) without having to evaluate the integral in the first place. The main
result of the cited reference states that if a function Y is implicitly given as
X =
∫ Y
0
dY ′
f , (39)
the relation can be solved for Y and has the form
Y = Y(X = 0) + f (Y= 0)
∞∑
n=0
{
D
n[ f ](Y = 0) X
n+1
(n + 1)!
}
, (40)
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whereDn[ f ](Y) denotes the n-th nested derivative of f with respect to Y , defined recursively
as
D
0[ f ](Y) = 1 (41)
D
n+1[ f ](Y) = ddY { f ·D
n[ f ](Y)} (42)
Writing, for the sake of convenience, w˙ = dw/dt and applying Dominici’s theorem yields
w = − uy,0
ux,0
+
g
ux,0
∞∑
n=0
D
n[w˙](w = −uy,0
/
ux,0 ) t
n+1
(n + 1)! . (43)
Due to the fact that w =
(
gΦ − uy,0
)
/ux,0, the following alternative expression for Φ is
derived:
Φ =
∞∑
n=0
{
D
n[w˙](w = − tan θ0)
n!
tn+1
n + 1
}
. (44)
Calculating the individual terms of this series and comparing them with the ones predicted
by (34) shows that the two expressions are identical.
Relation to the hodograph solution The hodograph solution due to Johann Bernoulli
[4] reduces the original system to a single ordinary differential equation with u ≡ ‖u‖ =√
u2x + u
2
y , the Euclidean norm of the relative velocity vector, as dependent variable and θ de-
fined by tan θ ≡ dy′/dx′ as the independent variable. Bernoulli’s approach can be recovered
from the present one as follows. Dividing (26) by (25), rearranging and using parametric
differentiation yields the identity
uy
ux
=
uy,0 − gΦ
ux,0
= tan θ . (45)
Together with (25), this yields
u =
√
u2
x,0 +
(
uy,0 − gΦ
)2
φ
. (46)
This relation, along with the identity
d2Φ
dt2
=
d
dt
(
dΦ
dt
)
=
dΦ
dt
d
dΦ
(
dΦ
dt
)
= φ
dφ
dΦ (47)
and an elementary (but cumbersome) application of the chain rule of differential calculus
yields
du
dθ = u tan θ +
αu3
g cos θ
, (48)
a so-called Bernoulli differential equation (named after Jakob Bernoulli) for u in terms of θ.
Although the auxiliary equation here has an analytic solution which can, in fact, be expressed
in terms of elementary functions, in order to change from the parameterization by θ to the
one by t, quadratures are necessary which cannot be evaluated without recourse to numerics.
This limits the usefulness of the approach. Nevertheless, the fact that one approach can be
recovered from the other may be regarded as a consistency check.
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3.2 Properties
This section illustrates the kind of information that may be extracted from the present solu-
tion (34)–(36), with the ultimate goal of obtaining further insight into the properties of the
motion.
3.2.1 Integral of motion
Contrary to physical intuition, projectile motion under quadratic drag obeys a conservation
law. This may be seen when using (47) to rewrite (29) as
φ dφ − α
√
u2
x,0 +
(
uy,0 − gΦ
)2
dΦ = 0 , (49)
which is readily integrated to yield
1
2 φ
2 + U∗(Φ) = const. (50)
Here, U∗(Φ) ≡ −α
∫ √
u2
x,0 + (uy,0 − gΦ)2 dΦ. The quadrature involved is elementary. An
earlier and more common form for such an integral of motion is [8]
− 1
2
1
v2 cos2 θ
+ ξ(θ) = const. (51)
where ξ(θ) ≡
∫ ∣∣∣sec3 θ∣∣∣ dθ (up to constant factors of historical nature). Although the two
forms are equivalent, (50) may have certain advantages insofar as physical interpretation is
concerned. Indeed, multiplying (50) with µp = 12 mpu20 and defining µpU∗ ≡ U, one obtains
1
2µpφ
2 + U(Φ) = const. (52)
In terms of analytical mechanics, one may declare q ≡ Φ the canonical or Darboux coordi-
nate of the motion and p ≡ µpφ the conjugate momentum with the standard Poisson bracket
operator denoted {·, ·}. The Hamiltonian of the system may then be formulated as
H(q, p) = p
2
2µp
+ U(q) . (53)
Further application of the chain rule of differential calculus shows that the system of equa-
tions obtained upon applying the time evolution operator of Hamiltonian mechanics
dq
dt = −{H , q}
dp
dt = −{H , p} (54)
is indeed equivalent to the original equations of motion derived from the force balance using
Newtonian mechanics. This nice relation to the Hamiltonian formalism is not apparent when
working with the hodographic quantities u and θ.
Motion of point mass with quadratic resistance and generalizations 13
3.2.2 Limiting behaviour
Flat trajectories A well-known approximate closed-form solution valid for quasi-horizontal
trajectories with tan θ ≪ 1 is due to Lamb [15]. The condition is equivalent to uy ≪ ux and
necessarily requires uy,0 ≪ ux,0. Furthermore, it is required that the observed time interval
be sufficiently short. This is clearly physical, since some time or the other, the projectiles
trajectory will turn downwards and become steeper.1 It can be shown that under these pre-
requisites, the solution for the velocity can be found by elementary means in closed form
and is given by
ux =
ux,0
1 + αux,0t
uy =
uy,0 − g
(
t + 12αux,0t
2
)
1 + αux,0t
. (55)
On the other hand, truncating the series for Φ in (34) after the second-order term (so that
the lowest neglected order in φ = dΦ/dt is second-order in t) yields
Φ ≈ t + 12αux,0t2 , (56)
since u0 ≈ ux,0 for small angles of release. This turns equations (35),(36) into the expressions
in (55). Setting V = 0 in (12), which is tacitly assumed in both [15] and [21], one obtains
upon integration over time and elimination of t the trajectory
y =
uy,0ux,0 +
g
2αu2
x,0
 x − g4α2u2
x,0
(
e2αx − 1
)
, (57)
which is the well-known solution for flat trajectories.
Weakly resistive media Often, one is interested in media where the effect of resistance
is still non-negligible, but not too pronounced, so that α may be taken to be small. In such
cases, perturbative techniques may be used to obtain approximate solutions. One such result
obtained by Tsuboi [24] can be rederived from the present solution. The approach is based
on a first-order perturbation in the small parameter α and a polynomial expansion in t; third-
order for ux and fourth-order for uy (the degree of the uy approximate can be shown to be
a necessary consequence of terminating the expression for ux at the third-order term in t).
Therefore, the power series in the denominator of the rational expression of ux in (35) is
terminated at the third-order term, neglecting quadratic and higher-order contributions in α,
to obtain
ux ≈
ux,0
1 + αu0t − 12αg sin(θ0)t2 + 16αg2u−10 cos2(θ0)t3
. (58)
This expression can now be formally manipulated using the Cauchy product to yield
ux ≈ ux,0 − αt
g
2u3
x,0
6u30
t2 − gux,0uy,0
2u0
t + ux,0u0
 , (59)
where again all contributions involving higher powers of α have been neglected. Finally,
Tsuboi [24] made the assumption that ux,0 ≫ uy,0 or u0 ≈ ux,0 (i.e. low take-off angle), so
that
ux ≈ ux,0 − αt
[
1
6g
2t2 − 12 uy,0gt +
(
2u2
x,0 + u
2
y,0
)]
. (60)
1 Parker [21] derived this rigorously by requiring that u2x ≫ u2y , so that the approximation u ≈ ux may be
made. Then the equations of motion decouple and can, in fact, be solved in closed form. Imposing the same
condition on the solutions yields the requirements u2
y,0/u
2
x,0 ≪ 1 and t2 ≪ αg.
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Since the power series for φ was terminated at the third-order term in the expression of ux, for
the sake of consistency, the same should be done for uy, so that the series for Φ =
∫
φ dt has to
be terminated at the fourth-order term. Using Cauchy products and neglecting contributions
from terms of higher order in α yields
uy ≈ uy,0 − gt +
αt
ux,0
[
1
8g
3t3 − 12 uy,0g2t2
+ 14
(
2u2
x,0 + 3u2y,0
)
gt − 12 uy,0
(
2u2
x,0 + u
2
y,0
)]
.
(61)
Expressions (60) and (61) are in agreement with the result of [24] and illustrate that this can
be seen as a special case of the general solution presented in this paper.
3.3 Numerical illustration
For the following numerical examples, physical units are chosen such that α = g = 1, which
may be achieved by chosing the terminal velocity v∞ =
√
g/α as the characteristic velocity
and v∞/g as the characteristic time scale. Also, we restrict ourselves to stationary media, i.e.
V = 0 or v = u. In figure 1, a projectile is launched at various angles and with initial velocity
v0 = 1, mirroring approximately the choice of [21]. For low initial angles (θ0 / 20◦), the
quasi-horizontal solution (57) agrees well with the numerical solution of the full problem
obtained from a fourth-order Runge-Kutta method. For the sake of consistency, it may be
noted that using higher-order terms in the approximation does not result in a noticeable
difference. For a higher angle of release, such as 30◦, the shortcomings of (57), which is
accurate only up to the first order in t, as discussed in section 3.2.2, become apparent. It
begins to deviate from the actual trajectory by considerable margins. On the other hand,
using higher-order terms, i.e. (34)–(36), leads to a better approximation, distinctly so for
θ0 = 40◦ e.g., where the assumption of a fairly flat trajectory is clearly violated.
In figure 2, the trajectory of an object released at v0 = 1, θ0 = 60◦ is depicted. Compari-
son is made between the numerical solution and the solution obtained from (35)–(36) upon
truncation of the power series for Φ at various orders n. For the sake of clarity, lower-order
approximations are not shown in the figure. In figure 3, the result obtained numerically from
solving (29) with a Runge-Kutta method is compared with the partial sums of the series for
Φ, i.e. (34). The lower order approximations are once again omitted in order to avoid unnec-
essary cluttering. From both figures, it is apparent that including higher order terms leads to
an increase in accuracy. For a solution based on power series, this is generally a suggestive
indication of convergence.
4 Generalizations
In this section, two possible generalizations of the basic problem are discussed. First, more
general drag laws are considered. Second, the requirement of constant fluid velocity is re-
laxed in order to include fluid velocity profiles which depend on the vertical coordinate.
4.1 Generalized Drag Laws
Here, the drag force is assumed to be of the form
Fd = −mp
(
α‖v − V‖2k + β
)
(v − V) , (62)
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Fig. 1 Trajectories for the motion of a particle under quadratic drag in a stationary medium. The units are
chosen such that α = g = 1. The initial conditions are v0 = 1 and (a) θ0 = 15◦, (b) θ0 = 20◦, (c) θ0 = 30◦
and (d) θ0 = 40◦. The 4th order Runge-Kutta solution of the initial value problem (14)–(17) is compared with
the quasi-horizontal approximation (57) and the fourth-order solution obtained from the general solution
(34)–(36).
Fig. 2 Trajectory of an object released at a velocity v0 = 1 and an initial angle of θ0 = 60◦ in units such that
α = g = 1. The numerical solution of Eqs. (14)–(17) by a 4th order Runge-Kutta method (•) is compared
with the solution obtained from (35)–(36) upon truncation of Φ after the term of order n = 4, 5, 6, 7.
where α, β and k denote real non-negative constants. The reason this form of drag presents
such an interesting object of study is two-fold. First, from a mathematical point of view, this
law is a formal generalization of several simpler laws. Observe that setting α = 0 reduces
(62) to the well-known linear Stokesian drag. For β = 0, one recovers the general power
law, and further setting k = 1/2 yields Newtonian drag as used in (11). Finally, arbitrary
α, β and k = 1/2 corresponds to the generalization of the quadratic drag law proposed by
Newton [20]. From a physical perspective, the form of (62) comprises as a special case an
often used correlation for the drag force of a sphere proposed by Schiller and Naumann
[22].2 In [7] it is reported that the Schiller-Naumann correlation is accurate to within 5% for
Reynolds numbers between 0.2 to 103. This drag law hence bridges the grey area between
the Stokesian and the Newtonian regime.
2 More precisely, Schiller-Naumann drag is usually stated in the form ‖Fd‖ = 12CdA‖v − V‖2 with Cd =
Cd(Re) = 24/Re
(
1 + 0.15 Re0.687
)
where Re = ‖v −V‖d/ν denotes the particle Reynolds number with d the
particle diameter and ν the kinematic viscosity of the fluid.
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Fig. 3 The resolvent variable Φ of an object released at v0 = 1 and initial angle θ0 = 60◦ as a function
of time. The numerical solution of (14)–(17) by a 4th order Runge-Kutta method (•) is compared with the
solution obtained from (35)–(36) upon truncation of Φ after the term of order n = 4, 5, 6, 7.
4.1.1 Mathematical formulation
Inserting (62) into the general force balance (1) yields
dv
dt
= −
(
α‖v − V‖2k + β
)
(v − V) + g . (63)
Rewriting the above in terms of the relative velocity u = v − V and noting that V = const.
yields
du
dt = −
(
α‖u‖2k + β
)
u + g . (64)
In a Cartesian coordinate system identical to the one used in the previous sections, this
equation may be written in components as
dux
dt +
[
α
(
u2x + u
2
y
)k
+ β
]
ux = 0 (65)
duy
dt +
[
α
(
u2x + u
2
y
)k
+ β
]
uy = −g (66)
The initial conditions are u(0) =
(
ux,0, uy,0
)
.
4.1.2 Solution
Let us begin by recasting the equations of motion into the form considered in section 2,
setting P = α(u2x + u2y)k + β and Q = (0,−g). Observe that, as in the previous problem,
∇uQ is still a null matrix and therefore trivially of strict lower triangular form. Therefore,
this problem is of the class of equations considered in section 2 and the reduction principle
may be used in order to define the appropriate resolvent variable and derive the resolvent
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equation:
φ ≡ exp
{∫ t
0
[
α
(
u2x + u
2
y
)k
+ β
]
dτ
}
(67)
ux =
ux,0
φ
(68)
uy =
1
φ
(
uy,0 − g
∫ t
0
φ dτ
)
(69)
dφ
dt = α
u2x,0 +
(
uy,0 − g
∫ t
0
φ dτ
)2
k
φ1−2k + βφ (70)
Introducing Φ according to (28) yields an ordinary differential equation of second order:
d2Φ
dt2
= α
[
u2x,0 +
(
uy,0 − gΦ
)2]k (dΦ
dt
)1−2k
+ β
dΦ
dt . (71)
The initial conditions remain the same as in the previous problem. A power series ansatz is
now used, setting
Φ = b0 + b1t + b2t2 + b3t3 + · · · (72)
The initial conditions require that b0 = 0 and b1 = 1. All further coefficients then follow
from Taylor’s theorem and may be computed recursively using
bn+2 =
1
(n + 2)!
dn
dtn
α
[
u2x,0 +
(
uy,0 − gΦ
)2]k (dΦ
dt
)1−2k
+ β
dΦ
dt

∣∣∣∣∣∣∣
t=0
. (73)
The first few terms of the solution hence read
b0 = 0
b1 = 1
b2 =
αu2k0 + β
2
b3 =
(1 − 2k) α2u4k0 − 2k αgu2k−10 sin θ + 2 (1 − k)αβu2k0 + β2
2 · 3
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Remark The general nature of the coefficients is a bit more transparent if one chooses
units such that u0 = g = 1. Then the coefficients are bivariate polynomials in α and β. Each
coefficient comprises terms of three different kinds. First, there are terms which depend only
on α and thus represent the effect of the general power drag law, which is associated with
high Reynolds numbers. Secondly, there are terms which represent the effect of Stokes drag,
i.e. low Reynolds numbers. Other than these pure terms, there are mixed terms which are
responsible for the transition between these two regimes. Although the underlying drag law
is, formally, a linear superposition of a general power law and a linear law, the solution
itself is not a sum of the solutions corresponding to the respective drag laws. As such, the
existence of the mixed terms illustrates the nonlinearity of the problem. Nonetheless, this
behaviour only becomes apparent from the third-order term onwards.
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It is readily checked that upon setting β = 0 and k = 1/2, one obtains the same expansion
as established in section 3 above. On the other hand, for α = 0, one obtains Φ = t+ βt2/2!+
β2t3/3! + · · · =
(
eβt − 1
)
/β, whence ux = ux,0e−βt and uy =
(
uy,0 + g/β
)
e−βt − g/β, which is
the well-known closed-form solution for Stokes drag (cf. Synge and Griffith [23], p. 159).
This serves as a consistency check.
4.2 Accounting for a Velocity Profile
As a final step of generalization, the effect of velocity profiles on projectile motion is consid-
ered. After deriving the mathematical formulation, i.e. the equations of motion, the solution
is obtained using the result of section 2. Finally, some properties of the solution are pointed
out.
4.2.1 Equations of Motion
The equations of motion for projectile motion subject to quadratic drag in a fluid of velocity
V are given by
dv
dt = −α‖v − V‖ (v − V) + g . (74)
The usual Cartesian coordinate system is chosen. Unlike in the previous problems, however,
the fluid velocity V is now allowed to vary with height. We assume a unidirectional hori-
zontal flow along the x-axis with the velocity depending only on the vertical coordinate y,
i.e.
V = (Vx(y), 0) , (75)
so that Vx is a sufficiently well-behaved function of y, subject to the condition Vx(y = 0) = 0.
Physically, this represents a flow in the x-direction over a horizontal wall placed at y = 0
with the fluid obeying the no-slip condition of a viscous fluid at a solid wall. Here, we
restrict ourselves to the case where the velocity of the fluid varies linearly with height, setting
Vx = γy. Such a law is valid for flows (both laminar and turbulent) close to a smooth wall. In
principle, a body moving in a viscous shear flow experiences a torque proportional to its size
due to the velocity gradient. In the present context, the extension of the body is assumed to
be negligible compared to the velocity gradient, so that this effect can safely be disregarded.
The differential equations describing the motion may then be written in coordinate form as
dvx
dt + α
(vx − γy)
√
(vx − γy)2 + v2y = 0 (76)
dvy
dt + αvy
√
(vx − γy)2 + v2y = −g (77)
The initial conditions are, as usual, vx(0) = vx,0 and vy(0) = vy,0. In addition, it is assumed
that the particle is released into the flow at x(0) = 0 and y(0) = y0 > 0. Recalling that
vy = dy/dt, one recognizes that due to the occurence of the vertical position y the equations
of motion actually constitute, in their present form, a second-order system of coupled dif-
ferential equations (the second equation involving dvy/dt = d2y/dt2). The problem can, of
course, be reformulated as a larger system of first order (including y governed by dy/dt = vy
as the third component). Doing so, however, violates the structure exploited in the reduction
principle (7)–(8) introduced before in section 2. This inconvenience can be resolved if the
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problem is reformulated in terms of the relative velocity u = v−V =
(
vx − γy, vy
)
≡
(
ux, uy
)
yielding
dux
dt + αux
√
u2x + u
2
y = −γuy (78)
duy
dt + αuy
√
u2x + u
2
y = −g (79)
subject to the initial conditions ux(0) = ux,0 and uy(0) = uy,0.
4.2.2 Solution
In order to recast the system into the form considered in (2), the formulation of P may be
adopted without change from (23), since the same form of drag applies here as well. On
the other hand, as an effect of the fluid velocity profile, the inhomogenous term now reads
Q =
(
−γvy,−g
)
. The gradient of Q hence is
∇uQ =
(
0 −γ
0 −0
)
, (80)
i.e. no longer zero. Therefore, the traditional methods as in [4] or [21] are inadequate. How-
ever, the problem is still within the scope of the reduction principle from section 2, because
∇uQ is, up to numeration of indices, a strictly lower triangular matrix. The procedure then
yields
φ ≡ exp
(
α
∫ t
0
√
u2x + u
2
y dτ
)
(81)
uy =
1
φ
(
uy,0 − g
∫ t
0
φ dτ
)
(82)
ux =
1
φ
(
ux,0 − γ
∫ t
0
uy(φ)φ dτ
)
(83)
=
1
φ
[
ux,0 − γ
∫ t
0
(
uy,0 − g
∫ τ
0
φ ds
)
dτ
]
(84)
This may be further simplified by setting
Ψ ≡
∫∫
φ dt dt . (85)
The first initial condition is imposed by the definition of φ = d2Ψ/dt2, namely
d2Ψ(0)
dt2
= 1 . (86)
Two other initial values are still necessary in order to determine Ψ uniquely. This may be
accomplished, e.g., by fixing the choice of integration constants in (85). The need to satisfy
the physical initial conditions ux(0) = ux,0 and uy(0) = uy,0 suggests the choice
Ψ(0) = ux,0
gγ
(87)
dΨ(0)
dt =
−uy,0
g
(88)
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Now, the solutions may be rewritten in terms of the auxiliary function Ψ as
ux = γg
Ψ
d2Ψ/dt2
(89)
uy = −g
dΨ/dt
d2Ψ/dt2
(90)
Inserting this into (79), yields
d3Ψ
dt3
= αg
√
(γΨ)2 + (dΨ/dt)2 . (91)
This is the new auxiliary equation to which the original coupled system has been reduced.
One can now develop Ψ in a power series Ψ = c0 + c1t + c2t2 + c3t3 + · · · with
cn =
1
n!
dnΨ
dtn (92)
according to Taylor’s theorem. The first three coefficients are given by the initial conditions.
Differentiation of (91) n times yields the recursive formula
cn+3 =
αg
(n + 3)!
dn
dtn
√
(γΨ)2 + (dΨ/dt)2
∣∣∣∣∣
t=0
, (93)
which can be used to evaluate all the coefficients of the series solution, the first few terms
reading
c0 =
u0 cos θ0
gγ
c1 = −
u0 sin θ0
g
c2 = 1/2
c3 =
αu0
2 · 3
c4 = −
α
[
g sin θ0 + 12γu0 sin(2θ0)
]
2 · 3 · 4
· · · · · · · · · · · · · · · · · · · · ·
The solution then is
ux =
ux,0
1 + αu0t + · · ·
− γt × u0 sin θ0 −
1
1·2gt − 11·2·3αu0gt2 + · · ·
1 + αu0t + · · ·
uy =
uy,0
1 + αu0t + · · ·
− gt × 1 +
1
1·2αu0t + · · ·
1 + αu0t + · · ·
Using the transformation equations given earlier, one can deduce vx, vy, x and y from the
above.
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4.2.3 Properties
Comment on the auxiliary variable Here, in section 4.2, the abstractly defined resolvent
variable Ψ no longer has the usual connotation of being (up to linear transformations) the
slope of the trajectory of the projectile. This also explains why the usual approach (cf. [21])
of assuming a resolvent variable linearly related to uy/ux is not fruitful in this case. It may
be of interest to note that
uy
ux
= − 1
γΨ
dΨ
dt
, (94)
which is, up to constant factors, the logarithmic derivative of Ψ . From a similar point of
view, the hodograph technique also appears to be problematic because expressing Ψ in terms
of tan θ = uy/ux and inserting the resultant expression into (91) would yield an integro-
differential equation involving non-trivial kernels.
Particular Solutions Although the complete solution could not be expressed in closed
form, surprisingly, there are several distinct non-trivial particular solutions that may be ex-
pressed in terms of elementary functions. To this end, assume an exponential ansatz of the
form Ψ = C exp (λt), where C is an arbitrary constant and λ ∈ C. Inserting this into (91)
yields the characteristic equation
λ3 = αg
√
γ2 + λ2 . (95)
for λ. Upon squaring this equation, one obtains a bi-cubic equation with solutions λ = ±λi
for i ∈ {1, 2, 3}, whereby the values µi = λ2i satisfy the cubic equation
µ3 = α2g2
(
γ2 + µ
)
. (96)
Since the principle value of the square root in (95) must be taken, this rules out one of the
possible signs of λ = ±λi, so that (95) indeed has three roots inC corresponding to three sep-
arate solutions for the set of initial conditions Ψ(0) = C, dΨ(0)/dt = λC, d2Ψ(0)/dt2 = λ2C.
Since there is only one free parameter contained in the solution, a general set of initial condi-
tions cannot be fulfilled, neither can the general solution be obtained by linear superposition
owing to the nonlinearity of the problem. It would appear, nevertheless, that the properties
of the particular solutions reflect the behaviour of the general solution, so that knowledge
of the former would be instructive in comprehending the latter. This may be visualized by
means of phase plots in the (Ψ, dΨ/dt) plane. In figure 4, a family of phase trajectories is
displayed for γ = 1 and various initial conditions, with α = g = 1 achieved by an appro-
priate choice of units. The qualitative shape may indeed be derived from the nature of the
particular solutions found before. The solutions of (95) are such that one is positive real
and two of them are complex conjugates with negative real part. The complex conjugate
solutions are associated with exponentially damped sinusoidals, translating into a spiralling
ellipse in the phase plane. Their influence, however, decays with time due to the damping.
The real root, representing a growing exponential function, quickly begins to dominate the
solution, so that the long-term behaviour of the solution in figure 4 is a straight line. The
slope is given by the real solution of λ3 =
√
λ2 + 1, i.e.
λ =
1√
3
√√
3
√
27 − 3
√
69
2
+
3
√
27 + 3
√
69
2
≈ 1.15096
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Fig. 4 Family of phase trajectories for Ψ in nor-
malized units such that α = g = 1 and fixed γ = 1.
The initial conditions are: fixed ux,0 = 1 and vary-
ing uy,0 = 0.5, 1, 1.5, and 2.
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Fig. 5 Situation of a particle released at y0 = 0.05 in units such that α = g = 1 and with initial conditions
vx,0 = 1, vy,0 = 1/5. Displayed are the trajectories for different values of the slope of the fluid velocity
profile, γ. The solution obtained from truncating Ψ after the fifth-order term (solid line) is compared with
the numerical solution by a Runge-Kutta method. For reference, the Runge-Kutta solution without velocity
profile (γ = 0) is also depicted (dotted line).
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5 Conclusions and Outlook
In this paper, the motion of a body in a resistant medium and a constant gravitational field
was investigated. The nonlinear nature of the drag force leads to a coupled nonlinear system
of ordinary differential equations, thus demanding a more involved approach in the ana-
lytical treatment. To this end, a useful technique for reducing a particular class of coupled
systems of ODEs was proposed in order to facilitate the solution of such problems using
analytical means.
This technique was applied to projectile motion under quadratic drag, yielding an equa-
tion of motion for a single auxiliary variable. On this basis, an exact explicit solution to
the problem using elementary operations on analytic expressions was proposed. Relations
to limiting cases from earlier studies were then shown. Although an exact radius of conver-
gence could not be provided so far, the good behaviour of the solution was demonstrated
by considering partial sums with different truncations. In particular, the solution was also
validated numerically by comparing it with direct solutions of the original system of equa-
tions using a Runge-Kutta method. Furthermore, it was demonstrated that, when expressed
in terms of appropriate variables, the constant of motion for this problem known in a differ-
ent form from the literature can be interpreted as the conserved Hamiltonian of the system.
Within this framework, it was further pointed out that the resolvent variable provided by
the reduction principle together with its time derivative constitute the canonical or Darboux
coordinates of the motion.
The reduction technique was carried over to handle a more general drag law containing
quadratic and general power drag laws. A special case of this law is the Schiller-Naumann
correlation valid for the transition regime between Stokesian and Newtonian drag. An exact
explicit solution in the form of a ratio of time-dependent power series was presented for this
case as well.
Lastly, the reduction principle was also used in order to deal with another nontrivial
generalization of the basic problem, the motion of an object with quadratic drag in shear
flow with a linear velocity profile. This was motivated by the fact that no study investigat-
ing projectile motion under the effect of a fluid velocity profile and nonlinear drag could
be found in the literature. Again, a solution in the form of a ratio of power series was pre-
sented. Furthermore, closed-form nontrivial particular solutions for the resolvent variable
were identified and the close relation between their properties and the nature of the general
solution was discussed. These could be the basis of new studies, either from the perspective
of the construction of a general solution from the particular solutions (nonlinear superpo-
sition) or from the point of view of semi-analytical approximations, e.g., using the method
proposed by Churchill and Usagi [6].
While in practical applications a numerical solution of the class of systems of ODEs
considered here may be more efficient in computing a solution for given initial conditions,
the present results are important as they provide a means of investigating the mathematical
properties of the system and, ultimately, gaining access to more physical insight, even in
more general cases as demonstrated.
Several extensions of the present work are now possible: The proposed reduction tech-
nique may be applied to other ODE systems representing other phenomena, even possibly
outside physics. An extension of the method to other possibly more general classes of dif-
ferential equations may also be of interest.
Second, it seems appealing to generalize the shape of the background velocity profile
of the fluid to some classes of nonlinear functions. Finally, the considered problem can be
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enhanced by considering other forces as well, of which the Magnus force presumably is the
most significant, requiring an additional equation for the angular momentum of the particle.
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