INTRODUCTION
============

DNA microarrays technology has evolved rapidly in the last decade. The technique has been used as a platform for many different applications including gene expression profiling ([@B1]), microbial detection ([@B2]), single nucleotide polymorphism (SNP) genotyping ([@B3]), comparative genome hybridization ([@B4]), ChIP on chip analysis ([@B5]) and miRNA detection ([@B6]). Hybridization of complementary nucleic acids in solution is well described using thermodynamic nearest neighbor (NN) parameters ([@B7]). Although somewhat relevant, solution parameters used in thermodynamic models do not fully predict hybridization on microarray surface ([@B7; @B8; @B9]), because among others surface effects are normally not accounted for ([@B10],[@B11]). An exception to this is the Hyther server ([@B12]) that makes linear correction of solution-based thermodynamic parameters, based on published microarray data obtained on a single substrate ([@B13]), and is therefore not directly applicable to many of the commonly used microarray substrates.

Constraints induced by tethering one end of the reactant (capture probe) to a solid support include the following: (i) the probe is not free to diffuse as it would be in solution, which reduces the reaction rate ([@B14]) and (ii) steric hindrance prevents the target in solution to make close approach/hybridize to the immobilized probe ([@B15]). Steric hindrance is however a general term that covers multiple factors negatively affecting the hybridization reaction between immobilized probe and target. Steric hindrance encompasses both physical constraints involving less accessibility at surface and electrostatic and physiochemical effects occurring between nucleic acids and surface. In the following, we will use the term surface effect, with disregard to physical constraints, to describe the factors affecting hybridization in a microarray spot. Surface effects are determined by electrostatic interactions between surface and probe ([@B10],[@B16]), probe density ([@B15],[@B17],[@B18]) and physiochemical properties of the substrate, such as hydrophobicity/hydrophilicity. Significant electrostatic effects are predicted when using common glass substrate, with a negative potential at hybridization conditions (−30 mV to −80 mV). For short probe-surface distances these effects are most dramatic and may reduce the melting temperature (*T*~m~) by tens of degree Celsius ([@B10]). The electrostatic effects from a microarray surface can be reduced, and higher hybridization signal achieved by using spacers molecules ([@B15],[@B19]) and/or three-dimensional coatings ([@B13],[@B20; @B21; @B22]), to position probes further away from the surface. Shchepinov *et al.* ([@B15]) found that the length as opposed to charge and hydrophobicity of spacer molecules was the most important factor for hybridization yield, and optimal spacer length was about 45--60 atoms, corresponding to about 8--10 nt. Using spotted arrays, Peplies *et al.* ([@B23]) tested different lengths (6-mer, 12-mer, 18-mer, 24-mer) of poly A spacer on probes (15--20-mer) targeting bacterial 16S rRNA. A linear relationship between spacer length and signal was observed when hybridizing to the ssDNA target (amplified from rRNA). However, when helper oligonucleotides (chaperones) were used to make target more accessible to probes, saturation in signal was observed already using shorter (6-mer or 18-mer) spacers. Based on these findings, the authors ascribed secondary structures in target molecules as the main factor affecting microarray hybridization signal in their study.

Probe density can also affect hybridization yield because high probe densities effectively cluster large number of negatively charged DNA together in the spot. This was confirmed experimentally using cleavable linkers where the highest hybridization yield was found at a probe density of about 50% of the maximum possible probe density ([@B15]). Electrostatic effect of probes and hybridized target was further demonstrated by Yao *et al.* ([@B24]) who examined hybridization of a DNA target (PCR amplicons) to oligonucleotide (DNA) or peptide nucleic acids (PNA) probes attached on streptavidin-modified gold surface via biotin/steptavidin interaction. Hybridization of targets to densely packed surfaces of DNA or PNA probes at low sodium concentration was postulated to result in the following effects: (i) less secondary structure of targets, thus better hybridization, (ii) more electrostatic interactions between hybridized DNA targets, decreasing hybridization and for DNA probes, (iii) electrostatic repulsion of negatively charged DNA probe and target. Hence, although PNA has a neutral backbone, electrostatic effects were observed between hybridized targets, and this effect could be decreased when the PNA probe layer was sufficiently diluted. DNA probes showed a more dramatic response to the ionic effect, and duplex formation decreased rapidly at rather high (150 mM) sodium concentration. Other factors influencing microarray hybridization signal include spot size ([@B25]), probe length and G + C content ([@B2],[@B26],[@B27]), target length ([@B28]), concentration ([@B29]) and complexity ([@B30]), labeling of target ([@B31]), temperature and composition of hybridization buffer ([@B2],[@B26]) and/or stringency wash temperature ([@B32]) and buffer (Poulsen *et al.*, unpublished data). Whereas signal intensities generally increase with probe length ([@B2],[@B29]), there is an inverse relation between probe length and specificity ([@B27],[@B29]).

Although the effect of probe length, spacer length and experimental conditions on microarray hybridization yield and specificity have been extensively reported ([@B1],[@B2],[@B15],[@B23],[@B27]), a larger study simultaneously modulating these factors has to our best knowledge not been reported. Especially, the stringency is seldom varied in probe characteristics studies ([@B15],[@B25],[@B28],[@B29],[@B33],[@B34]) despite being a critical factor for obtaining signal and specificity. Consequently, investigation of factors that can influence hybridization signal and specificity can be under- or overestimated in significance because some combinations of these factors may have other assay optima than tested.

Here, we describe the use of high-density commercial arrays combined with an in-house built multi-stringency array washer (MSAW) that enabled systematic study of the importance of experimental parameters to hybridization signal and specificity. The parameters modulated were the length of the capture probe, the position of capture probe relative to the microarray surface and finally the stringency wash. We used a model system comprising different sites in the human phenylalaninehydroxylase (*PAH*) gene, covering a wide range (∼20--70%) of G + C content. We show how the interplay between the parameters investigated affected signal, specificity and melting curve shapes. Using linear regressions between experimental data and calculated melting temperature *T*~m~ and Gibbs free energy (ΔG), we demonstrate that the correlation to thermodynamic predictions is modulated by the distance between probe and surface and the experimental condition (stringency). Using a specific application comprising genotyping *PAH* mutations corroborates that distance from surface affects requirements for assay stringency and melting temperature. Finally, we discuss the implications of our results on probe design.

MATERIALS AND METHODS
=====================

Design and fabrication of the MSAW
----------------------------------

For wash of hybridized 8 × 15K Agilent arrays (Agilent Technologies, Palo Alto, CA, USA) a MSAW was designed and fabricated. The washer consisted of: (i) a bottom layer for buffer handling, (ii) an elastic layer defining the eight wash chambers and an alignment groove for the slide and (iii) a pressure lid (see [Figure 1](#F1){ref-type="fig"} and [Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 1). For the bottom layer and pressure lid, polymethylmethacrylate (PMMA) sheets were micromachined on a laser ablation system (Synrad Inc., Mukilteo, WA, USA) controlled by computer assisted design (CAD) software (winMark Pro, Synrad). A schematic layout of the position of the respective sub-arrays provided by Agilent Technologies served as a guide when designing the washer. Flow pressure barriers ([@B35]) were implemented to ensure uniform flow in the large (10.7 × 14.6 mm) wash chambers. Bubble traps were incorporated in the inlet channel in the bottom PMMA layer ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 1B) to prevent bubbles from reaching the arrays. The fabricated PMMA parts were aligned and heat bonded between glass blocks at 100°C for 90 min with a pressure of 100 cNm using a torque screw-driver (Lindstrom, Orange, CA, USA). The elastic polydimethylsiloxane (PDMS) layer was molded from a PMMA master structure with the inverse shape of the washing chambers, which was produced by computer-assisted micromilling (Folken Industries, Glendale, CA, USA). The master was fixed to the bottom of a small container; the PDMS prepolymer and catalyst (Sylgard 184, Dow Corning, Germany) were mixed and degassed under vacuum for 30 min, and poured onto the PMMA master. The PDMS was cured for 3 h at 60°C, after which the PMMA master was removed, which resulted in eight wash chambers and an alignment groove for the microarray slide. The MSAW device allowed each identical sub-arrays of the Agilent slide (see below) to be washed at different stringency, using wash buffers of varying ionic strength. Proper filling, bubble-free operation and no leakage were observed when pumping a water solution containing methylene blue through the device ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 1A). Figure 1.The experimental setup and image of a processed slide. (**A**) Schematic overview of the experimental setup. Probe-design was performed *in silico* (computer) using NN algorithms to *T*~m~-match PM/MM probe pairs. *In situ* synthesized microarrays, with eight identical sub-arrays were obtained from Agilent Technologies. Target amplification and labeling was performed by T7-IVT of pooled PCR products. Hybridization was performed in a dedicated hybridization station using bubble mixing during rotation. Hybridized arrays were subjected to stringency wash in an in-house MSAW, with eight different chambers, each processed with different stringency wash buffer. Finally, fluorescence detection of processed microarrays was performed in a confocal scanner. (**B**) A scanning image of a hybridized Agilent slide, containing eight identical sub-arrays that were processed at eight different stringencies (as indicated) in the MSAW. Data analysis did not include the two uppermost stringency conditions (wash buffers supplemented with 1 M or 3 M Urea) as the mechanism of dissociation differs when using a denaturant as compared to different sodium concentrations.

Spacer sequence selection
-------------------------

Effort was made to identify a spacer sequence (tag) that did not hybridize to the *PAH* target. Initial screening of published tags ([@B36],[@B37]) and other sequences ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 1) was performed *in silico* using BlastN for short nearly exact matches, i.e. window/word size of 7. Candidates with *E*-values \<25 were excluded, and the remaining candidates tested for hairpin structures using mFold with the following settings: nucleotide type = DNA and Na^+^ concentration = 37 mM. A total of 24 tags ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 1) including the most promising candidates from above screening and tags previously effectively immobilized to agarose ([@B38]) were experimentally tested. Spotted arrays of probes with the respective tag sequence in their 5′-end followed by a β-globin sequence 5′-GAAGTTGGTGGTGAGGCCC-3′ were individually hybridized with each amplified *PAH* exon to exclude tags that hybridized to *PAH* fragments. Furthermore the arrays were hybridized with target complementary to the β-globin sequence, and this hybridization served as positive control of spotting and immobilization of probes.

Selection of stringency buffers
-------------------------------

From the selected spacer sequence above, probes were designed that targeted a GC-rich (c.734T \> C) and an AT-rich (c.1315 + 1G \> A) site in the *PAH* gene, of the lengths 13 nt, 17 nt or 25 nt. All probes contained the 25-nt spacer sequence in the 5′-end, and were spotted in identical sub-arrays, hybridized with target (see below) and subjected to wash with different buffers at 37°C.

DNA microarray probes
---------------------

For the Agilent arrays, perfect match (PM) and mismatch (MM) probes were designed to target 71 different wild-type or mutant sites in the human *PAH* gene, respectively ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2). Most MM probes had a single base substitution or deletion compared to the corresponding probe capturing PM sequence; however, MM probes targeting five sites had 2 or 3 point mismatches (deletions or substitutions). For each site, seven lengths of PM probes were designed, ranging from 13 nt to 25 nt with 2-nt increments. To form a probe pair with each length of PM probe, MM probes were designed to be as closely *T*~m~ matched with their respective PM probes as possible. This was performed using the OligoAnalyzer 3.0 (<http://www.idtdna.com>) using the settings: Target type = RNA, oligo concentration = 0.1 µM and Na^+^ concentration = 37 mM. Change in Gibbs free energy of hybridization at 37°C (ΔG°~37~) was calculated for probe capture sequences using the parameters published in ref. ([@B39]) for DNA/RNA hybridization at 1 M Na^+^. For the remaining of article, ΔG°~37~ will simply be referred to as ΔG. The default length of an Agilent microarray probe is 60 nt. We therefore divided each probe into three sections, proximal nearest surface, central and distal, furthest away from surface. Placement of the *PAH*-specific part of the 60-mer probe was obtained by varying the position of the selected spacer/tag sequence. The same tag sequence also served as fill sequence towards solution to obtain 60-mer probes. Full-length (25-mer), partial repetition or 3′-truncated sequence of the tag sequence was used to accommodate the desired length and placement of the *PAH*-specific probe sequence. The seven lengths of probes targeting 71 *PAH* sites were designed with three different spacer lengths: proximal probes (P) with no spacer, where the capture sequence was attached to the substrate and followed by a long (35--47-mer) fill sequence; central probes (C), where the capture sequence was positioned in the centre of the 60-mer probe, and on a short (18--24-mer) spacer and short (17--23-mer) fill sequence towards the liquid; and finally distal probes (D), with the capture sequence furthest away from the substrate, on a long spacer (35--47 nt). With the limitation of the 60-mer oligo, there was an inherent variation in spacer length and fill sequence towards liquid, e.g. short capture sequences of C and D probes had longer spacers than long capture sequence probes ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2). For negative control a probe consisting of repetitions of the spacer sequence was used. Figure 2.Correlation between hybridization signals calculated Gibbs free energy (ΔG). For each of the six stringencies and position of probe capture sequence (proximal, central or distal) hybridization signals were plotted as function of calculated ΔG. Scatter plot showing the relationship between the natural logarithm (ln) of the relative hybridization signal, as percentage of probe with highest signal intensity, and calculated ΔG for (**A**) distal probes washed at 660 mM Na^+^, (**B**) proximal probes washed at 660 mM Na^+^ and (**C**) distal probes washed at 17 mM Na^+^.

Fabrication of DNA microarrays
------------------------------

Control experiments such as finding suitable washing buffers and spacer/tag were made using microarrays spotted on agarose coated slides ([@B40]) as previously described ([@B32]). For testing effects of probe and spacer length and different stringencies, we used custom-made (eArray 4.5) high-density Agilent arrays in the format 8 × 15K expression arrays. Triplicates of each probe were present in the eight identical sub-arrays.

DNA samples and target preparation
----------------------------------

The DNA samples used in this study originated from 38 individuals that were heterozygous (*n* = 31) or homozygous (*n* = 7) for mutations in the *PAH* gene ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 3). The original molecular diagnosis was made by denaturing gradient gel electrophoresis (DGGE) ([@B41]) followed by direct DNA sequencing. The use of patient material carrying different mutations gave us information whether or not the probes were working selectively in the assay.

Exons 1--12 with flanking sequences of the *PAH* gene were individually amplified by PCR using the primer pairs in [Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 4. The PCR products ranged in size from about 150 bp to 330 bp. DNA samples were amplified in a total volume of 40 μl containing 0.67 μM of each primer (forward and reverse), 200 μM of each dNTP, 0.1 U/μl TEMPase Hot Start DNA polymerase (Ampliqon, Bie & Berntsen A/S, Rødovre, Denmark), 3 mM MgCl~2~ and 1 × TEMPase Buffer I provided with the enzyme. The reverse primers contained a T7 promoter sequence in the 5′-end and the resulting PCR fragments could thereby serve as DNA template for subsequent T7 RNA polymerase amplification. The PCR cycling conditions were 15 min at 95°C followed by 35 amplification cycles at 94°C for 30 s, 55°C for 30 s, 72°C for 1 min and a final extension at 72°C for 7 min. PCR products were confirmed and quantified on an Agilent Bioanalyzer 2100 (Agilent Technologies) using a DNA 500 LabChip kit (Agilent Technologies). The PCR products were used directly (without purification steps) as a template for the T7 *in vitro* transcription (IVT).

For each of the 38 individuals, single-stranded RNA target was produced by T7 IVT in an 80-μl reaction mixture containing 47 μl of a mixture with equimolar concentrations of each PCR-amplified *PAH* fragment, 500 μM of each NTP, 12.5 μM (2.5%) Cy3-CTP (GE Healthcare Bio-Sciences Corp, Piscataway, NJ, USA), 0.0025 U/μl inorganic pyrophosphatase (Sigma-Aldrich, Brøndby, Denmark), 1 U/μl T7 RNA Polymerase-Plus™ (Ambion, Huntingdon, Cambridgeshire, UK) and 1 × transcription buffer provided with the enzyme. Transcription was performed overnight at 37°C.

Hybridization and stringent wash
--------------------------------

Prior to mixing, all components of the hybridization mix were heated at 95°C for 1 min. Amplified RNA target of 80 μl was mixed with 170 µl of MilliQ water and 250 µl of hybridization buffer (10 × SSC and 1% SDS) and centrifuged at 13 000 r.p.m. for 1 min. Hybridization was performed with bubble mixing in a hybridization chamber (Agilent Technologies) covering all eight sub-arrays at 37°C for 4 h according to manufacturers instructions. Disassembly of the microarray slide and gasket slide was performed in a 2 × phosphate buffered saline (PBS) buffer at room temperature (RT).

The dried microarray slide was positioned in the MSAW device ([Figure 1](#F1){ref-type="fig"} and [Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 1A), and each sub-array was washed with different stringency wash buffers. All wash buffers contained 0.1% of SDS, but had different concentrations of SSC buffer (4 × SSC, 1 × SSC, 0.35 × SSC, 0.1 × SSC, 0.035 × SSC and 0.01 × SSC). This corresponded to a sodium concentration of approximately 660 mM, 165 mM, 58 mM, 17 mM, 6.5 mM, and 2.5 mM, respectively. During the wash, an equal flow rate 0.67 ml/min was obtained using an eight-channel peristaltic pump (Watson-Marlow Alitea, Stockholm, Sweden). The stringent wash was performed at 37°C (in a heat incubator) for 30 min, with wash buffers that were prewarmed to 37°C. Subsequently, the slide was dismounted from the MSAW, washed in 2 × PBS for 5 min at RT and dried.

Detection, quantification and data analysis
-------------------------------------------

The processed microarrays were visualized on a Packard ScanArray Lite scanner (PerkinElmer Life Sciences, Boston, MA, USA) at a laser power of 65%, a PMT gain of 65%, and a resolution of 5 μm. The resulting images (TIFF) were quantified using the GenePix Pro 6.1 software (Molecular Devices, Sunnyvale, CA, USA). All sub-arrays were inspected visually and spots in areas with dust or other abnormalities were manually flagged. Data extracted with the software were imported into Microsoft Excel for further analysis. Local median background signal was subtracted from the mean spot intensity, and signal threshold was set at \>2 SD of background signal. Subsequently, an average signal of the probe replicates in each sub-array was calculated if following criteria were fulfilled: (i) ≥2 out of three replicates had signal above threshold and (ii) SD of the replicates divided by the average signal was \<0.5.

In order to determine the specificity of the PM probes and to genotype a subset of the PAH sites ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2 and 3), a normalized ratio was calculated. This was done for each PM and MM probe pair in the separate stringency zones. This ratio was calculated by dividing the average signal from the PM probe by the sum of the signals from the average PM and average MM probes (S~PM~/(S~PM~ + S~MM~)). This means, that at an appropriate stringency during the post-hybridization washing step, the normalized ratio of homozygous wild-type hybridization should approach an ideal value of 1.0, which represents a much more intense signal from the perfect match probe than from the mismatch probe. The ideal value for heterozygotes is 0.5, representing equal signal intensity for PM and MM probe, and about 0 for homozygous mutated, which represent a much more intense signal from the MM probe than the PM probe. For clearer measure of specificity of PM probes, the normalized ratio was transformed back into a a more clear signal ratio (S~PM~/S~MM~) using the following algorithm: Signal ratio = Normalized ratio/(1 − Normalized ratio).

Stripping procedure for hybridized slides
-----------------------------------------

For reuse of slides, hybridized targets were stripped of using a modified version of the protocol of Hahnke *et al.* ([@B42]). Immediately after scanning the hybridized slides were washed in 0.05 N NaOH for 10 min at RT, followed by 1% SDS for 10 min at 70°C and finally neutralized in 0.1 × PBS for 5 min at RT. After the treatment, the microarray was scanned as described above. If no signal was observed by visual inspection of the image file, the slides were considered ready for reuse; otherwise the stripping procedure was repeated until no signal was observed.

RESULTS
=======

Assay design
------------

Screening of 24 different candidate sequences to serve as spacer and fill sequence for the high-density arrays, resulted in selection of a sequence (tag) 5′-AAGTATTCGTTCACTTCCGATATGC-3′ ([@B36]) that showed low cross-hybridization to the *PAH* targets. This was confirmed on the negative control spots on the Agilent arrays that had three repeats of the spacer (tag) sequence. Using this sequence in combination with sequences of 71 different sites in the *PAH* gene ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2), 60-mer probes were designed. To obtain the appropriate length of the spacer/fill, repeats or truncated sequences of the above selected tag were used. In each probe, the *PAH* capture sequence was designed with seven different lengths, 13--25 nt in steps of 2 nt, and three different positions relative to the microarray surface \[proximal ('P'), central ('C') and distal ('D')\]. The positioning of the *PAH* capture sequence was obtained by varying the location of the spacer and/or fill sequence ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2). The Agilent 8 × 15K array format was chosen for the experiment, because it allowed a multi-parametric test of probe design (about 15 000 probes per sub-array) in combination with multi-stringency wash of the eight identical sub-arrays ([Figure 1](#F1){ref-type="fig"}), and thus making the experiment practically and economically feasible. To further increase data output, each microarray was re-used up to three times by the stripping of hybridized targets. Although the signal decreased for each successive re-hybridization, we were able to assign genotypes (data not shown).

The systematic study of the importance of experimental parameters to hybridization signal, specificity and dissociation curves, however, only included data from slides hybridized once (not re-used). The analysis included 64 of the 71 *PAH* sites, excluding seven *PAH* sites/mutations in proximity of common SNPs. With triplicates of each probe sequence the total number of analyzed probes in each sub-array was about 4100. The remaining probes, including probes with common SNPs and variant of PM probes, were not included in this analysis. The six analyzed sub-arrays of 13 hybridized microarray slides resulted in nearly 320 000 measurements.

To assess the homogeneity of the hybridization signal between each sub-array after a stringent wash, a control experiment was performed, where all six sub-arrays of a hybridized Agilent microarray were washed with the same buffer (0.1 × SSC, 0.1% SDS). This experiment showed a maximum of 20% variation in the average signal of all probes between the sub-arrays (data not shown).

Hybridization signal varies at different stringency and position of capture probe
---------------------------------------------------------------------------------

We hybridized high concentration of targets (ssRNA) at a low stringency condition (about 800 mM Na^+^ at 37°C) to the arrays, and subsequently washed off the hybridized targets using a spatial ionic strength buffer gradient. The relation between average signal intensity and calculated free energy of hybridization (ΔG) for the capture probes at different stringencies and positions relative to the surface showed the following: (i) low correlation (*R*^2^) when distal ([Figure 2](#F2){ref-type="fig"}B) and central probes (data not shown) were washed at low stringency (660 mM Na^+^) and (ii) higher correlation for probes in the proximal position at low stringency (660 mM Na^+^) and for distal position at higher stringency (17 mM) ([Figure 2](#F2){ref-type="fig"}B and C). It should be noted that the signal intensity for \<1% of the probes showed evidence of detector saturation (signals above 60 000). These results indicated that probes placed in the distal and central position were not subjected to a sufficiently stringent wash at 660 mM Na^+^. That is, the low stringency wash was non-stringent for the majority of the probes at distal and central position. In contrast, probes at proximal position showed a relative good correlation between ΔG and signal at 660 mM Na^+^ indicating that the stringency at the proximal probe position was sufficient to resolve differences in ΔG in the probe set. It was therefore likely that the stringency at proximal probe position is higher than that at central and distal positions.

Effects of capture sequence and spacer length on hybridization signal
---------------------------------------------------------------------

An average hybridization signal was calculated for each probe length, at the tested spacer lengths and stringencies. For each of the six different stringencies, the average signal intensity was plotted against probe length. Selected signals from wash with a low stringent (660 mM Na^+^) and high stringent buffer (17 mM Na^+^) are shown in [Figure 3](#F3){ref-type="fig"}A. The low stringency was used to determine maximum hybridization signal and the high stringency was used to determine the hybridization signal at conditions giving specificity. An increase in the hybridization signal was observed at all stringency conditions with increasing capture sequence length ([Figure 3](#F3){ref-type="fig"}A and data not shown). A further increase in signal was observed when the probes were positioned distal to the surface as compared to proximal probes ([Figure 3](#F3){ref-type="fig"}A and data not shown). At low stringency, the increase in hybridization signal with probe length was most prominent for probe sequences proximal to the surface. In contrast, the relative gain in signals decreased with probe length for probes with short or long spacer (central and distal placed probes, [Figure 3](#F3){ref-type="fig"}A). At high stringency there was a linear relationship between probe length and signal, and a distinct gain of signal for probes with long spacers as opposed to short (or no) spacer. Hence, the effect of capture sequence and spacer length on hybridization signal changes with assay conditions and became more pronounced at higher stringencies. Figure 3.The effect of capture sequence and spacer length on hybridization signal. (**A**) The average signal intensity in arbitrary units (a.u.) of 13 hybridizations to 64 different PM probes as a function of capture probe length. Error bars are SEM. Diamonds represent proximal probes (P), squares represent central probes (C) and triangles represent distal probes (D). Filled symbols are probes washed in a low stringency buffer containing 660 mM Na^+^ (4× SSC + 0.1% SDS), and open symbols are probes washed with a high stringency buffer containing 17 mM Na^+^ (0.1× SSC + 0.1% SDS). (**B**) The percentage of the 832 hybridized probes (13 × 64) having signal over background and filtration settings (see Materials and methods section) as function of capture probe length.

The percentage of hybridized PM probes yielding signal above cut-off (threshold) (see Material and methods section) at high stringency (17 mM Na^+^) as function of the length of capture sequence and spacer is shown in [Figure 3](#F3){ref-type="fig"}B. For short capture sequences (13-mers) only about 20% of the proximal probes yielded signal compared to 50% for central and distal probes. This proportion rapidly increased with increasing probe length. About 90% of the probes yielded hybridization signals when the probe length was equal to or larger than 19 nt (central probes), 21 nt (distal probes) or 23 nt (proximal probes).

Calculated *T*~m~ and ΔG of probes at different positions
---------------------------------------------------------

The average calculated *T*~m~ and ΔG for the probes giving signal were calculated for each position and stringency. The signals were furthermore categorized into probes giving \>0 (above cut-off) in signal, and in steps of 5000, probes giving \>20 000 fluorescent arbitrary units ([Figure 4](#F4){ref-type="fig"}). Applying an increasingly higher signal threshold generally increased the difference in calculated *T*~m~ and ΔG between probes placed at different positions. Differences in *T*~m~ and ΔG (Δ*T*~m~ and ΔΔG) were also highly dependent on the stringency applied ([Figure 4](#F4){ref-type="fig"}, [Supplementary Figures](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 3 and 4). At low stringency, Δ*T*~m~ between proximal and distal probes was about 3--4°C irrespective of signal threshold except for threshold \>0 that included nearly all probes. This shows that in order to give signal in the assay, proximal probes should have 3--4°C higher calculated *T*~m~ than probes placed in the distal position. In contrast, Δ*T*~m~ increased with increased stringency and signal threshold applied. Spots giving intensity values \>5000 at proximal position had calculated *T*~m~ that were about 7°C higher than distal-placed probes. At signal threshold \>10 000, the difference increased to 12°C. Centrally placed probes had always calculated *T*~m~ between distal- and proximal-placed probes, indicating a decreasing requirement of selecting probes with high calculated *T*~m~ with distance from the surface. Furthermore, in order to yield high signals at high stringency, there was a general selection for probes with higher *T*~m~ compared to probes giving signal at low stringency ([Figure 4](#F4){ref-type="fig"}A and [Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 3). For instance, at a signal threshold of \>5000, distal-placed probes had 6°C higher calculated *T*~m~ at high stringency compared to low stringency. Again, this difference increased with increasing requirements of signal in the assay where \>20 000 threshold for distal-placed probes at high stringency required probes with calculated *T*~m~ that was 11°C higher compared to low stringency ([Figure 4](#F4){ref-type="fig"}). In conclusion, these result showed that: (i) to expect increasingly high signals in the assay, probes should have increasingly higher calculated *T*~m~ which corroborates previous findings ([@B43]), (ii) displacing the capture probe from the surface decreased the need for selecting probes with high calculated *T*~m~ and (iii) high stringency in the assay increases the need to use probes with high calculated *T*~m~. Figure 4.*T*~m~ and ΔG of probes with signal. (**A**) Average calculated *T*~m~ and (**B**) ΔG of probes with signal intensity (in arbitrary units, a.u.) above the limit indicated. The vertical lines indicate the average *T*~m~ and ΔG, and maximum *T*~m~ and minimum (most negative) ΔG of the probe set. Symbols are as in [Figure 3](#F3){ref-type="fig"}A.

Calculated ΔG followed the same trends as *T*~m~: probes functioning in the assay had increasingly lower calculated ΔG values with increasing stringency applied in the assay ([Figure 4](#F4){ref-type="fig"}B, [Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 4), displacing the probe from the surface lessened the requirement to select probes with low ΔG, and increasing the requirement for the signal strength of the probes increased the requirement to select probes with lower ΔG. Both analysis of *T*~m~ and ΔG supported that proximal probes need to be strong binders (have higher calculated *T*~m~ and ΔG), particularly at high stringencies applied to obtain high signal. At many stringencies, several proximal-placed probes did not give any signal at all (or signals \<5000). In contrast, distally placed probes could be poorer binders and still function adequately at high stringencies.

Salt dissociation curves
------------------------

For each PM probe the average wild-type hybridization signal was plotted as a function of the sodium concentration. With 64 different *PAH* sites, 7 probe lengths and 3 spacer lengths this resulted in more than 1300 dissociation curves. As examples of probes with extreme %G + C content, dissociation curves for 25-mer probes at a site with high G + C (64%) or low G + C (24%) content are shown ([Figure 5](#F5){ref-type="fig"}A and B). For both sites, the signals were highest when the probes were located on long spacers (distal) and lowest for probes without spacer (proximal). Within the stringency buffers tested, the AT-rich probe did not reach a plateau in maximum signal ([Figure 5](#F5){ref-type="fig"}B). On the contrary, the probe for the GC-rich site (with or without spacer) reached a plateau in maximum signal ([Figure 5](#F5){ref-type="fig"}A). A surprising finding was the multi-state dissociation curve of the GC-rich 25-mer distal probe. The multi-state dissociation curves differed from the simple two-state dissociation model (bound or unbound), in that dissociation seem to happen in several steps/with more than one plateau. It however appeared that, this type of multi-state dissociation curve was common (e.g. 55% of 25-mers) for distal probes with long capture sequence ([Figure 5](#F5){ref-type="fig"}C). For all mutation sites, it applied that if multi-state dissociation was observed at one capture sequence length, then it was also observed for the corresponding longer sequences. For example, a multi-state dissociation observed for 19 nt capture sequence, was also observed for 21 nt, 23 nt and 25 nt. A lower proportion (12% of 25-mers) of multi-state dissociation was also observed in central-placed capture sequence probes. No multi-state dissociation was observed for proximal-placed probes. Probes giving rise to multi-state dissociation curves had a significantly (*P* \< 0.001) higher calculated *T*~m~ than probes giving rise to two-state dissociation curves ([Figure 5](#F5){ref-type="fig"}D). Likewise, the presence or absence of multi-state dissociation curves was dependent on the calculated Gibbs free energy (ΔG) where probes with multi-state dissociation curves had a significantly lower calculated ΔG (*P* \< 0.01) than probes displaying two-state dissociation ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 5). Figure 5.Dissociation of probe--target hybrids. Dissociation curves were made for probes washed at six different sodium concentrations ranging from 2.5 mM to 600 mM Na^+^. Average signal of 25-mer PM probe as function of sodium concentration for (**A**) a G + C-rich *PAH* site (c.60+5G\>T) and (**B**) a A + T-rich *PAH* site (c.1315+1G\>A). (**C**) The share (percentage) of 64 different PM probes with multi-state dissociation curves as function of capture sequence length and (**D**) the average calculated *T*~m~ of the probes with multi-state or two-state dissociation curves. Error bars are SD. In (A--C), diamonds or hatched bars represent proximal probes (P), squares or open bars represent central probes (C) and triangles or filled bars represent distal probes (D). In Figure D, probes with two-state dissociation curves are represented with open bars and probes with multi-state dissociation curves are represented with filled bars.

Correlation between experimentally determined S~h~ and calculated *T*~m~
------------------------------------------------------------------------

The sodium concentration, at which half the signal was dissociated (S~h~) was manually read from nearly 500 dissociation curves, encompassing 23 different *PAH* sites ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2). These sites were selected to include the average and extreme sequences (with respect to %G + C). The probes investigated had an average calculated *T*~m~ of about 47°C, a *T*~m~ range of 25--67°C and an average G + C content of 48% with G + C content ranging between 22% and 73%. S~h~ was determined at half of the maximum signal observed for probes without a maximum plateau in signal. For short probes (13 nt) S~h~ could only be read for 20% of the probes, due to low signal. However, for longer capture probes (19--25 nt) S~h~ was read for 80--95% of probes, not including probes with low signal or extreme multi-state dissociation profiles. For other probes with multi-state dissociation, S~h~ was read as half of the maximum signal even if this could give rise to some additional variation in results.

For each spacer length, the natural logarithm of the experimentally determined S~h~ was plotted against calculated *T*~m~ of each probe ([Figure 6](#F6){ref-type="fig"}), showing that experimentally determined S~h~ to some extent correlated with calculated *T*~m~ (*R*^2^ between 0.42 and 0.64), the best correlation found for distal probes. At first glance there appeared to be a little difference between the relationships in the different positions. However, since *T*~m~ of the probes was calculated using 37 mM Na^+^ and the assay was processed at 37°C, it was expected that the regression lines would cross this point if there was good concordance between observed and calculated melting point (*T*~m~). For example, if there was solution like environment in the spot, probes with higher calculated *T*~m~ than 37°C should dissociate at lower Na^+^ concentration than at 37 mM. However, plotting a line at 37 mM Na^+^ showed that most probes melted at higher Na^+^ concentration than 37 mM ([Figure 6](#F6){ref-type="fig"}). Centrally placed probes dissociated, in general, at lower Na^+^ concentration than proximally placed probes and distally placed probes dissociated, in general, at higher salt concentration than centrally placed probes ([Figure 6](#F6){ref-type="fig"}). However, even distally placed probes melted at lower Na^+^ concentrations than expected. Figure 6.Experimentally determined S~h~ as function of the calculated *T*~m~. The natural logarithm (ln) of the sodium (Na^+^) concentration at which half of the signal is dissociated (S~h~) as function of the calculated melting temperature (*T*~m~). (**A**) proximal probes (P), (**B**) central probes (C) and (**C**) distal probes (D). S~h~ was read from seven capture lengths of PM probes targeting 23 different *PAH* sites ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2), when appropriate dissociation curves were at hand (not too low signal or extreme multi-state dissociation). On each graph, the equation and correlation (*R*^2^) for the linear regression line is drawn.

Effects of capture sequence and spacer length on hybridization specificity
--------------------------------------------------------------------------

For each probe the maximum specificity (signal ratio, see Materials and methods section) within the stringency gradient was found, and an average signal ratio was calculated for probes with same capture sequence length and spacer ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 6A). Maximum specificity was over all similar for probes with or without spacer, and showed a general decrease in specificity with increasing probe (capture sequence) length. The exception was short capture sequences (13-mer) that had higher specificity using probes with spacer (C and D). Probes without spacer (P) obtained their maximum specificity at capture sequences of 15 nt. Maximum specificity was between signal ratios of 3 and 17. Decrease in specificity with increasing probe length was also observed for probes with more than one (2--3 nt) mismatches, although the specificity (signal ratio) was much higher ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 6B). Maximum specificity ranged in signal ratio from 6 to 300. Also in this case, the spacer had very little effect on the specificity.

Next, we investigated the relation between hybridization signal and specificity. For each capture sequence length and stringency an average specificity (signal ratio) and PM probe signal was calculated for the 64 different *PAH* sites and plotted ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 7). Irrespective of spacer length, the highest specificity was observed as the signal approached zero. The best correlation between signal and specificity was observed for distal probes with signals spreading over a large signal range. In contrast, proximal probes mainly had signals near zero, and a poorer correlation ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 7A and C). Furthermore, distally placed probes had higher specificity at high signal. For instance, at a signal of 10 000 fluorescent units, distal probes had an average signal ratio of ∼3.5, while central and proximal probes had about 3 and 2.5, respectively ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 7). It should be noted that even if specificity of wild-type duplexes was investigated and shown ([Supplementary Figures](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 6 and 7), the selectivity of the assay was ensured using heterozygotes (see genotyping below). In other words, a patient heterozygous for a particular mutation resulted in little specificity of probes covering the particular mutation, while at the same time giving rise to specificity at sites where the patient had wild-type sequence. The specificity observed in the assay is therefore selective and not a general effect of changing the experimental conditions.

Application-specific assay recommendations
------------------------------------------

As an example of a specific microarray application, we performed genotyping of *PAH* mutations/sites with available mutated patient samples ([Supplementary Tables](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2 and 3). To score genotypes, a normalized signal ratio (see the Materials and methods section) was calculated for each probe pair. In order to determine if a probe pair resulted in sufficient separation of the three possible genotypes homozygous wild-type (Wt/Wt), heterozygote (Wt/Mt) or homozygous mutant (Mt/Mt), and hence successful genotyping of a mutation, the following criteria were used: difference between minimum Wt/Wt ratio and maximum Wt/Mt ratio, as well as difference between minimum Wt/Mt ratio and maximum Mt/Mt ratio should be \>0.05. For each site, the minimum and maximum wild-type ratios were determined from all wild-type hybridizations (\>30 hybridized slides). The ratio of heterozygotes and potentially also homozygous mutated for each site derived from one or more hybridized samples ([Supplementary Table](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 3). As most microarray assays are processed at one condition (stringency) and frequently have melting temperature (*T*~m~) matched probe sets, we identified the optimal parameter settings of *T*~m~ and stringency from our results. Including only probe pairs within a fixed range of *T*~m~ in the assay, the stringency resulting in most sites being successfully genotyped was identified for each probe position relative to the surface. The fixed *T*~m~ of 46°C ± 3°C was chosen as it encompassed the average *T*~m~ of probe pairs of ∼47.5°C, and because the highest share of sites (95%) were represented with probe pairs in this *T*~m~-range. Likewise, the *T*~m~ range giving the highest share of sites being successfully genotyped at a fixed stringency condition (0.35 × SSC) was determined ([Table 1](#T1){ref-type="table"}). A similar analysis was performed on probe pairs resulting in specificity above a certain threshold. Here, an adequate specificity of each probe pair was defined as 2.3 times more signal from the PM probe as from its corresponding MM probe (S~PM~/S~MM~ \> 2.3) ([Table 1](#T1){ref-type="table"}). The *PAH* sites and patients included in the signal and specificity analysis are found in [Supplementary Tables](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2 and 3. It should be noted that the identified stringency and *T*~m~ were assessed differently for the genotyping and specificity application ([Table 1](#T1){ref-type="table"}). As mentioned above, the optimal assay parameters (stringency or *T*~m~) for genotyping at fixed conditions were found as the ones giving highest number of successfully genotyped mutations (% sites). In case of the specificity assay, the optimal settings were identified at probe-pair level. That is, the parameter settings yielding the highest share of probe pairs (% probes) with sufficient specificity were found by comparison between the number of probes with specificity \>2.3 and the total number of probes with signal above zero at the fixed setting. Table 1.Optimal assay parameters at fixed probe-pair *T*~m~ or stringency washGenotypingSpecificity (S~PM~/S~MM~) \> 2.3*T*~m~ = 46° ± 3°CStringency 0.35 × SSC*T*~m~ = 46° ± 3°CStringency 0.35 × SSCPosition form surfaceStringencySites (%)*T*~m~(°C) ± 3°CSites (%)StringencyProbes (%)S~PM~/S~MM~*T*~m~(°C) ± 3°CProbes (%)S~PM~/S~MM~Proximal4 × SSC6052660.1 × SSC854.946834.9Central1 × SSC7548770.01 × SSC764.346763.8Distal0.35 × SSC7246720.01 × SSC895.742894.6[^1]

For both the genotyping application and investigation of probe specificity it was observed that surface proximal probes required lower stringency and higher melting points to function optimally in the assay. However, successful genotyping required less stringent assay condition and higher *T*~m~ of the probes, than necessary to obtain specificity \>2.3 ([Table 1](#T1){ref-type="table"}). Neither application resulted in 100% of sites or probe pairs successfully genotyped or with sufficient specificity, respectively using fixed *T*~m~ and stringency.

DISCUSSION
==========

Although microarray technology is a promising, high-throughput technique with several biomedical and environmental applications, more systematic studies are required to parameterize new models of molecular interactions at microarray surfaces ([@B7],[@B44]). In contrast to hybridization in the solution, microarray hybridization occurs at a solid phase and solution interface, which significantly alters the reaction of duplex formation. In microarray hybridizations, the effects of counter ions (cations e.g. Na^+^), in the hybridization and post-stringency wash buffer, on the stability of nucleic acid duplexes are manifold. These include shielding the negatively charged phosphate groups in nucleic acid and hence reducing the electrostatic repulsion between immobilized probes, probe and target and hybridized targets ([@B24]). Cations also shield the often negatively charged glass surface by forming a layer of counter ions. The Debye layer is defined as the distance from the surface where effect of surface charge diminishes significantly due to accumulation of counter ions. The length of the Debye layer ranges from less than a nanometer to tens of nanometers depending on the temperature and the counter ion concentration ([@B10]). Theoretical studies suggest that surface effects can reduce *T*~m~ of hybrids significantly ([@B10]), which we can corroborate experimentally in this report. We observed that probes at proximal position yielding signal had up to 10°C higher calculated *T*~m~ than probes in distal and central position ([Figure 4](#F4){ref-type="fig"}). Furthermore, proximal-placed probes yielding signal had calculated ΔG that were up to 8 kcal/mol lower than central- and distal-placed probes. This indicates that probes close to the surface are exposed to an additional stringency provided by the surface and therefore, in order to give signals, the probes need to have higher affinity (higher *T*~m~ and a lower ΔG) ([Figure 4](#F4){ref-type="fig"} and [Supplementary Figures](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 3 and 4). This, as yet undefined stringency, apparently selects for probes with higher *calculated T*~m~ and lower ΔG. Several observations in the present study support that there is a difference between surface proximal and distal probes: (i) the signal from proximally placed probes are equal to the signal from distally placed probes when washed at 30-fold higher Na^+^ concentration ([Figure 3](#F3){ref-type="fig"}A), (ii) the fraction of probes giving signal is generally higher for distally placed probes compared to the corresponding proximal-placed probes ([Figure 3](#F3){ref-type="fig"}B), (iii) the dissociation curves switch from being multi-state to two-states by placing probes closer to the surface ([Figure 5](#F5){ref-type="fig"}) and (iv) proximal probes typically melted at higher Na^+^ concentrations than the corresponding distally placed probes ([Figure 6](#F6){ref-type="fig"}). These differences can be explained by surface effects as discussed below.

It is quite common that probes immobilized on surfaces have a much lower observed *T*~m~ compared to calculated *T*~m~ presumably because of effect from the surface ([@B13],[@B45; @B46; @B47]). This is consistent with our findings, since we observe an increasingly large surface effect on probes placed in the distal, central and proximal position, respectively. That proximally placed probes require to be exceptionally strong binding capture molecules to give signal ([Figure 4](#F4){ref-type="fig"}) and that proximally placed probes melting at lower than expected stringency ([Figure 6](#F6){ref-type="fig"}) explains previous findings indicating that the first 10 nt of 60-mer probes only function as spacers and not as capture sequence \[([@B1]) and reviewed in ([@B48])\]. However, it appears that even the distal position is affected by repulsive forces in the spot, because at this position probes melted at higher Na^+^ concentration than expected if we assume that there is solution like condition at the distal position ([Figure 6](#F6){ref-type="fig"}). The results strongly indicate that large-scale multi-parametric studies to measure the actual *T*~m~ (and ΔG) at different positions in the DNA polymer employing thermal melting in conjunction with varying the ionic strength in the buffers is highly needed. Such studies would give accurate *T*~m~ and ΔG compensations factors for different ionic strength buffers and spacer lengths and could be used to make reliable microarray correction of the commonly used solution phase NN model.

As extensively reported, the hybridization yield increased with the length of the capture sequence ([@B2],[@B26],[@B27]) and when using spacer to distance the probes from the surface ([@B15]). Unlike the previous reports, we investigated effects of spacers in a stringency gradient and found that the relative effect of probe length and spacer was modulated by the applied stringency. At low Na^+^ concentrations, there was a greater effect of spacer length and also a linear relationship between probe length and hybridization signal. At high Na^+^ the hybridization signal from distal probes did not increase proportionally with the probe length, which is likely due to the non-stringent condition (660 mM and 165 mM Na^+^) applied for central and distal probes. Such non-stringent conditions will result in probes with different calculated *T*~m~ and ΔG yielding the same signals due to: (i) the spots being saturated or (ii) probes with different ΔG and *T*~m~ do not display differences in hybridizing or dissociating, respectively. When the sodium concentration is reduced, there is more electrostatic repulsion between probe--target, hybridized targets ([@B16],[@B24]) and surface and nucleic acids ([@B10]), which explains why a longer spacer becomes increasingly important for duplex formation with decreasing cation concentration. In summation, it is strongly indicated, that the conditions for forming hybrids over the 60-mer probe molecule differs with distance from the surface. We generally observed larger differences between the proximal and central/distal position than between central and distal position. This is in accordance with the nature of the repulsive effect of the surface which declines exponentially with the distance from the surface ([@B10]). Based on previous work ([@B10]) we calculated that, at the highest stringency (thickest Debye layer), surface-repulsive effects are affecting about 30-nt counting from the surface. This corresponds approximately to the position where centrally placed probes are centered around. Many have speculated that steric factors are inhibiting hybridization close to surfaces ([@B15],[@B17],[@B34]). We hypothesize that the decrease in hybridization signal obtained on probes closer to the surface is at least partly due to the higher stringency closer to the surface.

It should be noted that, in our experiment (and most microarrays experiments) the spacers used (18--47 nt) are shorter than the ssRNA target (150--330 nt). Other reports addressing the effect of spacers used short synthetic target ([@B15],[@B17]). However, as reviewed elsewhere ([@B49]) the use of spacers becomes more important when long targets are hybridized to arrays. One possible reason is that target molecules have long dangling ends that are facing down to the surface after hybridization, thereby giving large electrostatic or physical constraints due to the proximity to the surface as compared with targets with shorter dangling ends ([@B50]). However, Peplies *et al.* ([@B23]) demonstrated that the requirements of spacers decreased if helper oligonucleotides were used to break hair pin structures of target. Hence, the relative effect of spacers on signal is in addition to the parameters shown in this study (capture probe length and assay condition) also affected by other assay parameters, such as probe density ([@B16],[@B17]), the length of target and possible secondary structures ([@B16],[@B23]) and most likely also the type of solid support and chemistry.

A notable characteristics of especially distal-placed probes with high relative *T*~m~ and low ΔG, is that these probes display evidence of multi-state dissociation ([Figure 5](#F5){ref-type="fig"}D and [Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 5), which never was observed for proximal-placed probes. The reason for the multi-state dissociation in probes at distal position could be that secondary structures (hair pins) in the capture probe sequence can be more readily formed at distal position compared with central and proximal positions. The mechanism of why central and proximal probes have more difficulties to form hair pins could be either by steric hindrance or that hair pin formation is suppressed by the higher stringency existing closer to the surface of the slide (see above). Another possible explanation for multi-state dissociation curves is binding of non-targets (unspecific binding) to some of the probe molecules in the spot ([@B51]), which dissociate at lower stringency than perfectly matched duplexes. Melting curves obtained by dynamic allele-specific hybridization (DASH), a platform with targets tethered to solid support and probes in solution, showed a similar multi-state melting when hybridizing with many (\>250 different) probes, which was ascribed to cross-hybridization ([@B52]). The authors did not provide details if this melting profile was associated with certain targets (%G + C content and *T*~m~), but merely noted that the cross-hybridized probes melted of at relatively low st Despite the frequently observed multi-state dissociation curves, distal probes showed a better correlation between S~h~ and calculated *T*~m~ than central and proximal probes ([Figure 6](#F6){ref-type="fig"}). Proximal probes might be more affected by the sequence-specific positional effect of the probe, which has been reported previously ([@B53]), than distally placed probes. Taking into the account that surface effect decays exponentially with distance from the surface, it is likely that probes at distal positions are less affected by strong surface effects than the proximal probe. Probes close to the surface are sensitive to even short displacements from the surface where single base differences in spacer length leads to changed hybridization properties ([@B53]). At this point, it is unclear if distal-placed probes are subjected to any base-to-base positional effects or only segment-to-segment positional effects as documented here. The poorer correlation of proximal probes might also to some extent be due to technical difficulties to read the S~h~ from the dissociation curves starting a low signal ([Figure 5](#F5){ref-type="fig"}). At present, we however reject the idea that the multi-state dissociation curves are caused by failures in the synthesis of the array. The reason is that synthesis failures are random giving a distribution of different capture sequence with a distribution of melting points. Synthesis failures are therefore less likely to explain the observed discrete 'steps' in the melting curves ([Figure 5](#F5){ref-type="fig"}).

Specificity is another important feature of microarray hybridization, and was assessed by comparing the hybridization signal of perfect match and mismatch probe pairs. The maximum specificity of probes at a given stringency condition was generally independent of *spacer* length, but responded more dramatically to the length of the probes and the number of mismatches (2 nt or 3 nt instead of single nucleotide) ([Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 6), the latter in agreement with previous findings ([@B2],[@B54]). With distal and central probes it was possible to simultaneously have high signal and discrimination/specificity. Unlike the results presented here, several studies on commercial (Agilent and NimbleGen) and spotted arrays describe better discrimination of mismatches (higher specificity) at the distal end of the probe as compared with the proximal end of the probe. This difference in specificity is also denoted by 5′-end bias, provided that the 3′-end is attached to surface ([@B1],[@B27],[@B29],[@B55]). A simple reason for the discrepancies in results can be that the reported assay conditions were optimized for signal and hence selection for hybrids in the distal end ([@B1],[@B27],[@B29],[@B55]), whereas we find the optimal specificity by choosing between six different conditions. Taken into account that the stringency is higher in the proximal position (see above) than the distal positions, an assay run at one stringency for accessing positional effects is suboptimal for probes placed close to the surface. Furthermore, our experiment deviates from the above studies, because we placed the capture probe in three different positions relative to the microarray surface, hence our 60-mer probe (polynucleotide) was designed to be only partially hybridized to the target. Hybridization to the entire 60-nt sequence, which is common for gene expression analysis ([@B1]) will in contrast most likely select for binding at distal position, and it is therefore understandable that mismatches have larger effect when placed in the distal end.

The increased stringency in the surface proximal probe position, described above, was also demonstrated using a specific application, comprising genotyping of *PAH* mutations. Here, surface proximal probes required less stringent assay condition or higher calculated melting temperature (*T*~m~) of the probes than distally placed probes. These results were also corroborated when finding optimal assay parameters for probe pairs with specificity above a defined threshold (2.3) ([Table 1](#T1){ref-type="table"}). However, optimal parameters differed between the two applications as the genotyping requiring lower stringency and higher calculated *T*~m~ of the probes than required to get specificity alone ([Table 1](#T1){ref-type="table"}). We speculate that this is because the specificity is maximized when unspecific binding is minimized, hence at high stringency and/or using weakly binding probes (as indicted by low calculated *T*~m~, [Table 1](#T1){ref-type="table"}). In contrast, successful genotyping relies on specific hybridization to both the perfect match probe and its corresponding mismatch probe. Moreover, the genotyping application included hybridization data from slides re-hybridized up to three times. Successive loss of signal due to re-hybridizations, could lead to a selection of less stringent assay condition and/or probes with higher melting temperature. The inability to identify common assay parameters for *all PAH* sites and probe pairs ([Table 1](#T1){ref-type="table"}) was probably a consequence of the large spread in G + C content of 20--70% in the investigated probe sets (Poulsen *et al.*, unpublished data). We have previously noted that even *T*~m~ matched probe set can be challenging to function optimally at only one stringency ([@B32]).

Our results also suggest improvements to probe design, when the whole 60-mer oligonucleotide probe is complementary to target, which is often the case for probes used in gene expression profiling and comparative genomic hybridization. Based on the information gained in our study, a 60-mer polynucleotide should be divided into three independent sections (proximal, central and distal) when designing the complete probe. First, the section close to the surface needs to have higher binding strength than the central and distal parts in order to provide hybridization to the complete oligo. In specific, probe segments closest to the surface should have 2--4°C and 4--6°C higher calculated melting temperature compared with the central and distal segments, respectively ([Table 1](#T1){ref-type="table"}). Furthermore, to avoid hair pins or partial hybridization, central and distal segments need to have relatively low melting temperature and binding strength, with *T*~m~ and ΔG of about ≤45°C and ≥−22 kcal/mol, respectively ([Figure 5](#F5){ref-type="fig"} and [Supplementary Figure](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 5). The two criteria for probe choice are compatible with each other since proximal probes never show multi-state hybridization ([Figure 5](#F5){ref-type="fig"}) allowing them to be designed with higher calculated *T*~m~, which is needed for optimal performance ([Table 1](#T1){ref-type="table"}). It should however be noted, that the specified optimal assay parameters ([Table 1](#T1){ref-type="table"}) are only valid for the given stringency (0.35 × SSC) and assay setup, and will be modified by stringency, probe density, immobilization chemistry and microarray substrate. In order to get a complete list of thermodynamic correction factors usable for probe design, larger systematic studies investigating the parameter listed above are needed.
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[^1]: Genotyping of 42 different *PAH* mutations was performed using 38 patients samples ([Supplementary Tables](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2 and 3). For probe pairs within a fixed range of melting temperature (46°C ± 3°C) the stringency (×SSC), giving the highest share of mutations/sites (% sites) being successfully genotyped, is noted for each position from surface. Likewise, at a fixed stringency (0.35 × SSC) the *T*~m~ range (*T*~m~ ± 3°C) giving highest percentage of sites being successfully genotyped is shown. For the 64 *PAH* sites and 13 hybridizations included in signal and specificity analysis ([Supplementary Tables](http://nar.oxfordjournals.org/cgi/content/full/gkn600/DC1) 2 and 3) the same analysis was performed. However, the parameter settings were assessed as the ones giving the highest share of probes (% probes) giving specificity (signal ratio) \>2.3, as compared with probes within the fixed setting giving signal. Signal ratio S~PM~/S~MM~ was calculated as described in the Materials and methods section.
