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Abstract
Theory of the quantized flag manifold as a quasi-scheme (non-
commutative scheme) has been developed by Lunts-Rosenberg [12].
They have formulated an analogue of the Beilinson-Bernstein corre-
spondence using the q-differential operators introduced in their earlier
paper [11]. In this paper we shall establish its modified version using
a class of q-differential operators, which is (possibly) smaller than the
one in [11].
0 Introduction
Let G be a connected, simply-connected semisimple algebraic group over the
complex number field C, and let B and B− be Borel subgroups of G such
that H = B ∩ B− is a maximal torus of G. Denote the Weyl group by W
and the character group of H by Λ. We choose a system of positive roots
∆+ ⊂ Λ as the weights of Lie([B,B]). Let Λ+ be the set of dominant integral
weights. We have Λ =
∑ℓ
i=1 Z̟i, Λ
+ =
∑ℓ
i=1 Z≧0̟i, where {̟1, . . . , ̟ℓ}
denotes the set of fundamental weights. For λ ∈ Λ+ we denote the irreducible
(left) G-module with highest weight λ by V 1(λ).
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The algebraic variety B = B−\G is called the flag manifold for G. It has
an affine open covering
B =
⋃
w∈W
Uw, Uw = B
−\B−Bw = Spec(R1w).
We have a closed embedding of B into P(V 1(̟1)
∗)× · · · × P(V 1(̟ℓ)
∗) given
by B−g 7→ ([v1g], . . . , [vℓg]), where vi is a non-zero element of the (right)
G-module V 1(̟i)
∗ = HomC(V
1(̟i),C) satisfying vih = ̟i(h)vi for h ∈ H .
Hence we have B = ProjZℓ(A
1) for a Zℓ-graded ring A1. The graded ring A1
is described as follows. Let C[G] denote the coordinate algebra of G. One
has a natural G-bimodule structure on C[G]. Then we have the identification
A1 = {ϕ ∈ C[G] | ϕg = ϕ (g ∈ [B−, B−])},
and the grading A1 =
⊕
λ∈Λ+ A
1(λ) by Λ(≃ Zℓ) is given by
A1(λ) = {ϕ ∈ A1 | ϕh = λ(h)ϕ (h ∈ H)} (λ ∈ Λ+).
In this paper we shall be concerned with the q-analogue Bq of the flag
manifold B introduced by Lunts-Rosenberg [12]. Let U = Uq(g) denote the
corresponding simply-connected quantized enveloping algebra. It is a Hopf
algebra over the field F = Q(q1/ℓ0), where q is transcendental and ℓ0 is an
appropriate positive integer. See §1 below for the precise definition. We note
that the Cartan part of U is identified with the group algebra of the weight
lattice Λ. It is well-known that a q-analogue Cq[G] of C[G] is defined as a
Hopf algebra dual to U . Using Cq[G] one can naturally define q-analogues
A and Rw of A
1 and R1w respectively. A is a Λ-graded F-algebra and Rw is
an F-algebra; however, they are non-commutative. Hence in order to give
meanings to
(0.1) Bq = ProjΛ(A) =
⋃
w∈W
Uw,q, Uw,q = Spec(Rw)
we need the notion of non-commutative algebraic varieties.
A starting point of the non-commutative algebraic geometry is the general
fact that a (commutative) scheme X is uniquely determined from the cat-
egory Mod(OX) of quasi-coherent sheaves (Rosenberg [18]). It was Manin
who proposed to consider generalization of the category Mod(OX) in the
non-commutative setting. There already exist several works along the line of
this Manin’s idea. Theory of non-commutative projective schemes for non-
commutative graded rings are developed by Artin-Zhang [1], Manin [15],
Verevkin [20], Rosenberg [17]. Theory of general non-commutative schemes
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equipped with non-commutative affine open covering is also given by Rosen-
berg [18]. The quantized flag manifold Bq is a non-commutative projective
scheme as well as a general non-commutative scheme (quasi-scheme) in the
sense of Rosenberg.
Let us give a description of Bq as a non-commutative projective scheme.
For a ring R we denote the category of left R-modules by Mod(R). For
a Λ-graded ring R =
⊕
λ∈ΛR(λ) a left R-module M equipped with the
decompositionM =
⊕
λ∈ΛM(λ) of R(0)-submodules is called a Λ-graded left
R-module if R(ξ)M(λ) ⊂M(λ+ξ) for any λ, ξ ∈ Λ. We denote the category
of Λ-graded left R-modules by ModΛ(R). Let TorΛ(A) be the full subcategory
of ModΛ(A) consisting of M ∈ ModΛ(A) such that for any m ∈ M there
exists some µ ∈ Λ+ satisfying A(ξ)m = {0} for any ξ ∈ µ + Λ+. Then we
can define an abelian categoryMod(OBq) of “quasi-coherent sheaves on Bq”
as the quotient
Mod(OBq) = ModΛ(A)/TorΛ(A).
Moreover, “the global section functor”
Γ :Mod(OBq)→ Mod(F)
is defined as follows. The natural functor
ω∗ : ModΛ(A)→Mod(OBq) = ModΛ(A)/TorΛ(A)
admits a right adjoint functor
ω∗ :Mod(OBq)→ ModΛ(A),
and Γ is defined by Γ(M) = (ω∗M)(0). We can also define the higher coho-
mology groups H i(M) for an object M ofMod(OBq) by H
i(M) = (RiΓ)(M)
using the right derived functors.
Now let us consider “D-modules on Bq”. The ring D˜ of q-differential
operators acting on the graded algebra A is defined by Lunts-Rosenberg [11,
12] as follows. For ϕ ∈ A let ℓϕ, rϕ ∈ EndF(A) denotes the left multiplication
and the right multiplication respectively; i.e. ℓϕ(ψ) = ϕψ, rϕ(ψ) = ψϕ for
ψ ∈ A. Define an increasing sequence
{0} = F−1D˜ ⊂ F 0D˜ ⊂ F 1D˜ ⊂ · · · ⊂ EndF(A)
of F-subspaces of EndF(A) inductively by
F pD˜ =
∑
ϕ1,ϕ2∈A,λ,µ∈Λ
ℓϕ1(F
pD˜)λ,µℓϕ2 ,
where (F pD˜)λ,µ consists of d ∈ EndF(A) satisfying
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(a) d(A(ξ)) ⊂ A(ξ + λ) for any ξ ∈ Λ,
(b) dℓϕ − q
(µ,ξ)ℓϕd ∈ F
p−1D˜ for any ξ ∈ Λ and ϕ ∈ A(ξ).
Here, ( , ) : Λ × Λ → Q is the restriction of a standard symmetric bilinear
form on Q⊗Z Λ. Set
D˜ =
⋃
p
F pD˜ ⊂ EndF(A).
Then D˜ is a subalgebra of EndF(A), and its Λ-grading D˜ =
⊕
λ∈Λ D˜(λ) is
given by
D˜(λ) = {d ∈ D˜ | d(A(ξ)) ⊂ A(ξ + λ)}.
It seems to be a hard task to determine how large D˜ is. Anyway D˜ contains
ℓϕ, rϕ for ϕ ∈ A, operators ∂u (u ∈ U) given by the natural action of U on
A, and the degree operators σλ (λ ∈ Λ) given by σλ|A(ξ) = q
(λ,ξ) id. We
denote by D the subalgebra of D˜ generated by the operators ℓϕ, rϕ (ϕ ∈ A),
∂u (u ∈ U), σλ (λ ∈ Λ). It is shown using the universal R-matrix that D is
generated by ℓϕ (ϕ ∈ A), ∂u (u ∈ U), σλ (λ ∈ Λ).
Let λ ∈ Λ. We define the category Mod(D˜Bq,λ) of “modules over the
sheaf of rings of twisted differential operators D˜Bq,λ” by
(0.2) Mod(D˜Bq,λ) = ModΛ,λ(D˜)/TorΛ,λ(D˜),
where ModΛ,λ(D˜) denotes the category of Λ-graded left D˜-modules M sat-
isfying σµ|M(ξ) = q
(µ,λ+ξ) id for any µ, ξ ∈ Λ, and TorΛ,λ(D˜) is its full sub-
category consisting of objects of ModΛ,λ(D˜) which belong to TorΛ(A) as
Λ-graded A-modules. Here, we identify A with a graded subring of D˜ by
A ∋ ϕ 7→ ℓϕ ∈ D˜.
Define D˜λ ∈ ModΛ,λ(D˜) by
D˜λ = D˜/
∑
µ∈Λ
D˜(σµ − q
(µ,λ)).
Since σµ belongs to the center of D˜(0) we have an F-algebra structure on
D˜λ(0). Then the global section functor Γ :Mod(OBq) → Mod(F) induces a
left exact functor
Γ˜λ :Mod(D˜Bq ,λ)→ Mod(D˜λ(0)).
Denote the Verma module for U with highest weight λ by T (λ) and its anni-
hilator in U by Jλ. By Joseph [8] the ideal Jλ is generated by its intersection
with the center of U . We have canonical F-algebra homomorphisms
U/Jλ → D˜λ(0)→ Γ˜λ(ω
∗D˜λ).
Let ρ ∈ Λ denote the half sum of the positive roots.
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Theorem 0.1 (Lunts-Rosenberg). If λ+ ρ ∈ Λ+, then the functor Γ˜λ is
exact.
Conjecture 0.2 (Lunts-Rosenberg). If λ ∈ Λ+, then Γ˜λ(M) = 0 implies
M = 0.
Conjecture 0.3 (Lunts-Rosenberg). For any λ ∈ Λ we have U/Jλ ≃
D˜λ(0) ≃ Γ˜λ(ω
∗D˜λ).
By a standard argument Theorem 0.1, Conjecture 0.2 and Conjecture 0.3
for λ ∈ Λ+ imply the following analogue of the Beilinson-Bernstein corre-
spondence (Beilinson-Bernstein [2]).
Conjecture 0.4 (Lunts-Rosenberg). For λ ∈ Λ+ Γ˜λ induces the equiv-
alence of categories:
Mod(D˜Bq,λ) ≃ Mod(U/Jλ).
We can define Mod(DBq,λ), Dλ, Γλ : Mod(DBq,λ) → Mod(Dλ(0)) and
U/Jλ → Dλ(0) → Γλ(ω
∗Dλ) using D instead of D˜. Our main result is the
following.
Theorem 0.5. Conjecture 0.2 is true.
Theorem 0.6. Theorem 0.1, Conjecture 0.2 and Conjecture 0.3 for λ+ ρ ∈
Λ+ are all true for D; that is,
(i) If λ+ ρ ∈ Λ+, then the functor Γλ is exact.
(ii) If λ ∈ Λ+, then Γλ(M) = 0 implies M = 0.
(iii) For any λ ∈ Λ we have U/Jλ ≃ Dλ(0).
(iv) If λ+ ρ ∈ Λ+, then we have Dλ(0) ≃ Γλ(ω
∗Dλ).
We can deduce the following from Theorem 0.6.
Corollary 0.7. For λ ∈ Λ+ Γλ induces the equivalence of categories:
Mod(DBq,λ) ≃ Mod(U/Jλ).
In Lunts-Rosenberg [12] it is noted that a q-analogue of the formula
(0.3) Γ(B, (OB ⊗C V
1(µ))⊗OB M) ≃ V
1(µ)⊗C Γ(B,M),
implies Theorem 0.5. We can show it using basic properties of universal R-
matrices (Proposition 3.13 below), from which we obtain Theorem 0.5. The
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proofs of Theorem 0.6 (i) and (ii) are similar to those for Theorem 0.1 and
Theorem 0.5 respectively. Our proof of Theorem 0.6 (iii) and (iv) is similar to
that of the corresponding fact for Lie algebras given by Borho-Brylinski [3].
The proof by Borho-Brylinski uses the structure of the annihilators of Verma
modules and a result of N. Conze-Berline and M. Duflo. In the quantum
setting both the structure theorem of the annihilators of Verma modules and
an analogue of the theorem of N. Conze-Berline and M. Duflo are already
obtained by Joseph [8], [10]. Theorem 0.6 (iii) follows from the result about
the annihilators of Verma modules easily; however, unlike the Lie algebra
case Joseph’s theorem giving an analogue of a result by N. Conze-Berline
and M. Duflo does not immediately imply Theorem 0.6 (iv) since Uq(g) is not
locally finite with respect to the adjoint action. We overcome the difficulty
by the arguments used in the proof of Theorem 0.6 (i), where the assumption
λ+ ρ ∈ Λ+ is necessary.
Let us give a comment in order to justify the usage of D instead of D˜.
Let D˜1 and D1 denote the subalgebras of EndC(A
1) corresponding to D˜ and
D in the ordinary enveloping algebra situation. The algebra D1 is in fact
a proper subalgebra of D˜1 by Bernstein-Gelfand–Gelfand [4, Example 2];
however, the corresponding categories Mod(D˜B,λ) and Mod(DB,λ) defined
similarly to (0.2) are equivalent since the corresponding rings of differential
operators are isomorphic locally on B.
We note that Theorem 0.6 and Corollary 0.7 for g = sl(2) is due to
Hodges [7]. We also note that a different approach to the Beilinson-Bernstein
correspondence for the quantized enveloping algebras is given in Joseph [9].
In this paper we shall use the following notation for a Hopf algebra H
over a field K. The multiplication, the unit, the comultiplication, the counit,
and the antipode of H are denoted by
mH : H ⊗K H → H,(0.4)
ηH : K→ H,(0.5)
∆H : H → H ⊗K H,(0.6)
ǫH : H → K,(0.7)
SH : H → H(0.8)
respectively. The subscript H will often be omitted. For n ∈ Z>0 we denote
by
∆n : H → H
⊗n+1
the algebra homomorphism given by
∆1 = ∆, ∆n = (∆⊗ idH⊗n−1) ◦∆n−1,
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and write
∆n(h) =
∑
(h)n
h(0) ⊗ · · · ⊗ h(n).
1 Quantum groups
1.1 Quantized enveloping algebras
Let g be a finite-dimensional semisimple Lie algebra over C and let h be its
Cartan subalgebra. We denote by ∆ ⊂ h∗,Λ ⊂ h∗,W ⊂ GL(h∗) the set of
roots, the weight lattice and the Weyl group respectively. We fix a set of
simple roots {αi}i∈I . Let ∆
+ ⊂ h∗,Λ+ ⊂ h∗, {̟i}i∈I ⊂ h
∗, {si}i∈I ⊂ W de-
note the corresponding set of positive roots, dominant weights, fundamental
weights, and simple reflections respectively. Set
Q+ =
∑
α∈∆+
Z≧0α =
⊕
i∈I
Z≧0αi ⊂ h
∗.
Let ρ ∈ h∗ be the half sum of positive roots. We denote the longest element
of W by w0. We fix a W -invariant symmetric bilinear form
(1.1) ( , ) : h∗ × h∗ → C
satisfying (αi, αi) ∈ Q>0 for any i ∈ I. For i ∈ I we set
(1.2) α∨i = 2αi/(αi, αi) ∈ h
∗.
Take a positive integer ℓ0 satisfying
(1.3) ℓ0(αi, αi) ⊂ 2Z (i ∈ I), ℓ0(Λ,Λ) ⊂ Z,
and let F = Q(q1/ℓ0) be the rational function field over Q with variable q1/ℓ0 .
In this paper ⊗ stands for ⊗F.
For n ∈ Z≧0 we set
[n]t =
tn − t−n
t− t−1
∈ Z[t, t−1], [n]t! = [n]t[n− 1]t · · · [2]t[1]t ∈ Z[t, t
−1].
The simply-connected quantized enveloping algebra U = Uq(g) is an asso-
ciative algebra over F with the identity element 1 generated by the elements
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kλ (λ ∈ Λ), ei, fi (i ∈ I) satisfying the following defining relations:
k0 = 1, kλkµ = kλ+µ (λ, µ ∈ Λ),(1.4)
kλeik
−1
λ = q
(λ,αi)ei, (λ ∈ Λ, i ∈ I),(1.5)
kλfik
−1
λ = q
−(λ,αi)fi (λ ∈ Λ, i ∈ I),(1.6)
eifj − fjei = δij
ki − k
−1
i
qi − q
−1
i
(i, j ∈ I),(1.7)
1−aij∑
n=0
(−1)ne
(1−aij−n)
i eje
(n)
i = 0 (i, j ∈ I, i 6= j),(1.8)
1−aij∑
n=0
(−1)nf
(1−aij−n)
i fjf
(n)
i = 0 (i, j ∈ I, i 6= j),(1.9)
where qi = q
(αi,αi)/2, ki = kαi , aij = 2(αi, αj)/(αi, αi) for i, j ∈ I, and
e
(n)
i = e
n
i /[n]qi!, f
(n)
i = f
n
i /[n]qi!
for i ∈ I and n ∈ Z≧0. Algebra homomorphisms ∆ : U → U ⊗ U, ǫ : U → F
and an algebra anti-automorphism S : U → U are defined by:
∆(kλ) = kλ ⊗ kλ,(1.10)
∆(ei) = ei ⊗ 1 + ki ⊗ ei, ∆(fi) = fi ⊗ k
−1
i + 1⊗ fi,
ǫ(kλ) = 1, ǫ(ei) = ǫ(fi) = 0,(1.11)
S(kλ) = k
−1
λ , S(ei) = −k
−1
i ei, S(fi) = −fiki,(1.12)
and U is endowed with a Hopf algebra structure with the comultiplication
∆, the counit ǫ and the antipode S.
We define subalgebras U0, U≧0, U≦0, U+, U− of U by
U0 = 〈kλ | λ ∈ Λ〉,(1.13)
U≧0 = 〈kλ, ei | λ ∈ Λ, i ∈ I〉,(1.14)
U≦0 = 〈kλ, fi | λ ∈ Λ, i ∈ I〉,(1.15)
U+ = 〈ei | i ∈ I〉,(1.16)
U− = 〈fi | i ∈ I〉.(1.17)
Note that U0, U≧0, U≦0 are Hopf subalgebras of U , while U+ and U− are
not Hopf subalgebras.
The following result is standard.
Proposition 1.1. (i) {kλ | λ ∈ Λ} is an F-basis of U
0.
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(ii) U+ (resp. U−) is isomorphic to the F-algebra generated by {ei | i ∈ I}
(resp. {fi | i ∈ I}) with defining relation (1.8) (resp. (1.9)).
(iii) U≧0 (resp. U≦0) is isomorphic to the F-algebra generated by {ei, kλ |
i ∈ I, λ ∈ Λ} (resp. {fi, kλ | i ∈ I, λ ∈ Λ}) with defining relations
(1.4), (1.5), (1.8) (resp. (1.4), (1.6), (1.9)).
(iv) The linear maps
U− ⊗ U0 ⊗ U+ → U ← U+ ⊗ U0 ⊗ U−,
U+ ⊗ U0 → U≧0 ← U0 ⊗ U+, U− ⊗ U0 → U≦0 ← U0 ⊗ U−
induced by the multiplication are all isomorphisms.
We define Hopf algebra homomorphisms
(1.18) π+ : U≧0 → U0, π− : U≦0 → U0
by π±(kλ) = kλ (λ ∈ Λ), π
+(ei) = π
−(fi) = 0 (i ∈ I).
For γ ∈ Q+ we set
U±±γ = {x ∈ U
± | kλxk
−1
λ = q
±(λ,γ)x (λ ∈ Λ)}.
We have
U± =
⊕
γ∈Q+
U±±γ.
1.2 Representations
Let H be a Hopf algebra over a field K. For left H-modules V1, V2 we endow
V1 ⊗K V2 with a left H-module structure by
(1.19) h(v1 ⊗ v2) = ∆(u)(v1 ⊗ v2) (h ∈ H, v1 ∈ V1, v2 ∈ V2).
For a left H-module V its dual space V ∗ = HomK(V,K) is endowed with
a structure of a right H-module (i.e., a left Hop-module, where Hop denotes
the algebra opposite to H) by
(1.20) 〈v∗h, v〉 = 〈v∗, hv〉 (v∗ ∈ V ∗, h ∈ H, v ∈ V ),
where 〈 , 〉 : H∗ ×H → K denotes the canonical pairing.
For λ ∈ Λ we define an algebra homomorphism
(1.21) χλ : U
0 → F
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by χλ(kµ) = q
(λ,µ) (µ ∈ Λ). We can extend it to algebra homomorphisms
(1.22) χ+λ : U
≧0 → F, χ−λ : U
≦0 → F
by χ±λ = χλ ◦ π
±.
For a left (resp. right) U -module V and λ ∈ Λ the subspace
Vλ = {v ∈ V | tv = χλ(t)v (t ∈ U
0}(1.23)
(resp. Vλ = {v ∈ V | vt = χλ(t)v (t ∈ U
0})(1.24)
of V is called the weight space with weight λ. Those λ ∈ Λ such that
Vλ 6= {0} are called the weights of V . For a left (or right) U -module V which
is a direct sum of finite-dimensional weight spaces we define its character by
the formal sum
ch(V ) =
∑
λ∈Λ
dimVλ e
λ .
We denote by Modf(U) (resp. Modf (Uop)) the abelian category whose objects
are finite-dimensional left (resp. right) U -modules which are direct sums of
weight spaces.
For any λ ∈ Λ+ there exists a unique irreducible object V (λ) of Modf (U)
such that λ is a weight of V and any weight of V belongs to λ − Q+. Any
object of Modf (U) is a direct sum of this type of irreducible objects. As
in the Lie algebra case the character of V (λ) is given by Weyl’s character
formula:
(1.25) ch(V (λ)) =
∑
w∈W (−1)
det(w) ew(λ+ρ)−ρ∏
α∈∆+(1− e
−α)
(λ ∈ Λ+)
(Lusztig [13]). By (1.25) we obtain the following.
Lemma 1.2. Let γ ∈ Q+.
(i) For sufficiently large λ ∈ Λ+ the linear maps
U−−γ ∋ u 7→ uvλ ∈ V (λ)λ−γ, U
+
γ ∋ u 7→ v
∗
λu ∈ V
∗(λ)λ−γ
are bijective. Here, vλ and v
∗
λ are non-zero elements of V (λ)λ and
V ∗(λ)λ respectively.
(ii) For sufficiently large λ ∈ Λ+ the linear maps
U+γ ∋ u 7→ uv−λ ∈ V (−w0λ)−λ+γ, U
−
−γ ∋ u 7→ v
∗
−λu ∈ V
∗(−w0λ)−λ+γ
are bijective. Here, v−λ and v
∗
−λ are non-zero elements of V (−w0λ)−λ
and V ∗(−w0λ)−λ respectively.
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Remark 1.3. In this paper the expression “for sufficiently large λ ∈ Λ+ ...”
means that “there exists some ξ ∈ Λ+ such that for any λ ∈ ξ + Λ+ ...”.
For any V ∈ Modf(U) we have (V ∗)λ ≃ (Vλ)
∗ and hence ch(V ) = ch(V ∗).
For λ ∈ Λ+ we set V ∗(λ) = (V (λ))∗. Any object of Modf(Uop) is a direct
sum of irreducible submodules isomorphic to V ∗(λ) for λ ∈ Λ+. We note
V (λ)λ = {v ∈ V (λ) | eiv = 0 (i ∈ I)},(1.26)
V ∗(λ)λ = {v ∈ V
∗(λ) | vfi = 0 (i ∈ I)}.(1.27)
For a left (resp. right) U -module V which is a direct sum of finite-
dimensional weight spaces we define its restricted dual V ⋆ by
(1.28) V ⋆ =
∑
λ∈Λ
(Vλ)
∗ ⊂ V ∗.
It is easily seen that V ⋆ is a right (resp. left) U -submodule of V ∗. We have
(V ⋆)⋆ ≃ V, ch(V ⋆) = ch(V ).
For λ ∈ Λ we define left U -modules T (λ), T ∗(λ) and right U -modules Tr(λ),
T ∗r (λ) by
T (λ) = U/
∑
u∈U≧0
U(u − χ+λ (u)), Tr(λ) = U/
∑
u∈U≦0
(u− χ−λ (u))U,(1.29)
T ∗(λ) = (Tr(λ))
⋆, T ∗r (λ) = (T (λ))
⋆.(1.30)
We have
ch(T (λ)) = ch(T ∗(λ)) = ch(Tr(λ)) = ch(T
∗
r (λ)) =
eλ∏
α∈∆+(1− e
−α)
.
1.3 Universal R-matrices
There exists a unique bilinear form
(1.31) ( , ) : U≧0 × U≦0 → F
satisfying
(x, y1y2) = (∆(x), y1 ⊗ y2) (x ∈ U
≧0, y1, y2 ∈ U
≦0),(1.32)
(x1x2, y) = (x2 ⊗ x1,∆(y)) (x1, x2 ∈ U
≧0, y ∈ U≦0),(1.33)
(kλ, kµ) = q
−(λ,µ) (λ, µ ∈ Λ),(1.34)
(kλ, fi) = (ei, kλ) = 0 (λ ∈ Λ, i ∈ I),(1.35)
(ei, fj) = δij/(q
−1
i − qi) (i, j ∈ I)(1.36)
11
(see Tanisaki [19]). For any β ∈ Q+ the restriction of (1.31) to U+β × U
−
−β
is non-degenerate, and we denote the corresponding canonical element of
U+β ⊗ U
−
−β by Ξβ. Set
(1.37) Ξ =
∑
β∈Q+
q(β,β)(k−1β ⊗ kβ)Ξβ.
It belongs to a completion of U ⊗ U .
Let V, V ′ ∈ Modf(U). We define τV,V ′ ∈ HomF(V ⊗ V
′, V ′ ⊗ V ) and
κV,V ′ ∈ GL(V ⊗ V
′) by τV,V ′(v ⊗ v
′) = v′ ⊗ v and κV,V ′(v ⊗ v
′) = q(λ,µ)v ⊗ v′
for v ∈ Vλ, v
′ ∈ V ′µ. Set
RV,V ′ = κ
−1
V,V ′ ◦ Ξ ∈ EndF(V ⊗ V
′),(1.38)
R∨V,V ′ = τV,V ′ ◦ RV,V ′ ∈ HomF(V ⊗ V
′, V ′ ⊗ V ).(1.39)
For morphisms f : V1 → V2, f
′ : V ′1 → V
′
2 in Mod
f (U) we have
(1.40) (f⊗f ′)◦RV1,V ′1 = RV2,V ′2 ◦(f⊗f
′), (f ′⊗f)◦R∨V1,V ′1 = R
∨
V2,V ′2
◦(f⊗f ′)
by definition.
We shall also use the following properties of RV,V ′ (see Drinfeld [5],
Lusztig [14], Tanisaki [19]).
Proposition 1.4. Let V, V ′, V ′′ ∈ Modf (U).
(i) RV,V ′ is invertible, ant its inverse is given by
R−1V,V ′ =

∑
β∈Q+
q(β,β)(1⊗ kβ)(S ⊗ id)(Ξβ)

 ◦ κV,V ′.
(ii) R∨V,V ′ is an isomorphism of U-modules.
(iii) The composition of
V ⊗ V ′ ⊗ V ′′
idV ⊗R
∨
V ′,V ′′
−−−−−−−→ V ⊗ V ′′ ⊗ V ′
R∨
V,V ′′
⊗idV ′
−−−−−−−→ V ′′ ⊗ V ⊗ V ′
coincides with R∨V ⊗V ′,V ′′.
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1.4 Center
We denote by z the center of U . Let F[Λ] =
⊕
λ∈Λ F e(λ) be the group algebra
of Λ, and define a linear map ζ : z→ F[Λ] as the composition of
z →֒ U ≃ U− ⊗ U0 ⊗ U+
ǫ−⊗κ⊗ǫ+
−−−−−→ F⊗ F[Λ]⊗ F ≃ F[Λ],
where U ≃ U− ⊗ U0 ⊗ U+ is given by the multiplication of U , ǫ± : U± → F
are the restrictions of the comultiplication ǫ : U → F, and κ : U0 → F[Λ] is
the isomorphism given by κ(kλ) = e(λ) for any λ ∈ Λ. Define shifted actions
of the Weyl group W on Λ and F[Λ] by
w ◦ λ = w(λ+ ρ)− ρ (w ∈ W, λ ∈ Λ),(1.41)
w ◦ e(λ) = q(wλ−λ,ρ) e(wλ) (w ∈ W, λ ∈ Λ)(1.42)
respectively. Note that the action of W on Λ is an affine action and the one
on F[Λ] is a linear action.
Proposition 1.5 (see Tanisaki [19]). ζ : z→ F[Λ] is an injective algebra
homomorphism, and its image coincides with
F[Λ]W◦ = {x ∈ F[Λ] | w ◦ x = x (w ∈ W )}.
The isomorphism z ≃ F[Λ]W◦ induced by ζ is called the Harish-Chandra
isomorphism.
For λ ∈ Λ we define an algebra homomorphism
(1.43) ζλ : z→ F
as the composition of z →֒ F[Λ] → F where F[Λ] → F is given by e(µ) 7→
q(λ,µ). The following is result is standard.
Proposition 1.6. (i) For λ1, λ2 ∈ Λ we have ζλ1 = ζλ2 if and only if
λ2 ∈ W ◦ λ1.
(ii) For λ ∈ Λ+ and z ∈ z we have z|V (λ) = ζλ(z) id.
(iii) For λ ∈ Λ and z ∈ z the action of z on T (λ) and T ∗(λ) are given by
the multiplication by ζλ(z).
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1.5 Braid group actions
We set
expt(x) =
∞∑
n=0
tn(n−1)/2
[n]t!
xn ∈ Q(t)[[x]].
Note that
expt(x)
−1 = expt−1(−x).
For i ∈ I define an operator Ti on V ∈ Mod
f (U) by
Ti = expq−1i
(qikifi) expq−1i
(−ei) expq−1i
(q−1i k
−1
i fi)Hi
= expq−1i
(−qik
−1
i ei) expq−1i
(fi) expq−1i
(−q−1i kiei)Hi,
where Hi is the operator on V which acts by q
(λ,α∨i )((λ,α
∨
i )+1)/2
i id on Vλ for
each λ ∈ Λ. This operator coincides with Lusztig’s operator T ′′i,1 in [14, 5.2].
We shall use the following result later (see Lusztig [14, 5.3]).
Lemma 1.7. Let V1, V2 ∈ Mod
f(U). As an operator on V1 ⊗ V2 ∈ Mod
f (U)
we have
Ti = expqi(q
−2
i (qi − q
−1
i )eik
−1
i ⊗ fiki)(Ti ⊗ Ti)
= (Ti ⊗ Ti) expqi((qi − q
−1
i )fi ⊗ ei)
For w ∈ W we choose a minimal expression w = si1 · · · sin and set
Tw = Ti1 · · ·Tin .
It is known that Tw does not depend on the choice of a minimal expression
and that
Tw(Vλ) = Vwλ (V ∈ Mod
f (U), λ ∈ Λ).
For i ∈ I we can define an algebra automorphism Ti of U by
Ti(kµ) = ksiµ (µ ∈ Λ),
Ti(ej) =
{∑−aij
k=0 (−1)
kq−ki e
(−aij−k)
i eje
(k)
i (j ∈ I, j 6= i),
−fiki (j = i),
Ti(fj) =
{∑−aij
k=0 (−1)
kqki f
(k)
i fjf
(−aij−k)
i (j ∈ I, j 6= i),
−k−1i ei (j = i).
For w ∈ W we define an algebra automorphism Tw of U by Tw = Ti1 · · ·Tin
where w = si1 · · · sin is a minimal expression. The automorphism Tw does
not depend on the choice of a minimal expression. It is known that
(1.44) Tw(uv) = Tw(u)Tw(v) (w ∈ W,u ∈ U, v ∈ V ∈ Mod
f (U)).
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Let V ∈ Modf(Uop). By V ∗ ∈ Modf(U) we can define an operator tTw
on V by
〈tTw(v), v
∗〉 = 〈v, Tw(v
∗)〉 (v ∈ V, v∗ ∈ V ∗).
Lemma 1.8. Let w ∈ W and let λ ∈ Λ+.
(i) Let V ∈ Modf(U). For any v ∈ V and any ℓ ∈ V (λ)λ we have
T−1w (ℓ⊗ v) = T
−1
w (ℓ)⊗ T
−1
w (v), Tw(v ⊗ ℓ) = Tw(v)⊗ Tw(ℓ).
(ii) Let V ∈ Modf(Uop). For any v ∈ V and any ℓ ∈ V ∗(λ)λ we have
tT−1w (ℓ⊗ v) =
tT−1w (ℓ)⊗
tT−1w (v),
tTw(v ⊗ ℓ) =
tTw(v)⊗
tTw(ℓ).
Proof. We can easily reduce the proof to the rank one case. In the rank
one case they follow from Lemma 1.7.
1.6 Dual Hopf algebras
Let H be a Hopf algebra over a field K. The dual space H∗ = HomK(H,K)
is endowed with a structure of an H-bimodule by
〈h1fh2, h〉 = 〈f, h2hh1〉 (h, h1, h2 ∈ H, f ∈ H
∗).
The linear maps mH , ηH ,∆H , ǫH , SH induce linear maps
mH∗ =
t∆H : (H ⊗K H)
∗ → H∗,(1.45)
ηH∗ =
tǫH : K→ H
∗,(1.46)
∆H∗ =
tmH : H
∗ → (H ⊗K H)
∗,(1.47)
ǫH∗ =
tηH : H
∗ → K,(1.48)
SH∗ =
tSH : H
∗ → H∗.(1.49)
Note that we have H∗ ⊗K H
∗ ⊂ (H ⊗K H)
∗.
Let T be a Hopf subalgebra of H . We assume that T is commutative and
cocommutative. The set Homalg(T,K) of algebra homomorphisms from T to
K is endowed with a structure of an abelian group by
(ϕψ)(t) =
∑
(t)1
ϕ(t(1))ψ(t(2)) (ϕ, ψ ∈ Homalg(T,K), t ∈ T ).
Assume that we are given a subgroup Υ of Homalg(T,K).
Denote by ModΥ(T ) (resp. ModΥ×Υ(T⊗KT )) the subcategory of Mod(T )
(resp. Mod(T ⊗K T ) consisting of finite-dimensional semisimple T -modules
(resp. T ⊗K T -modules) whose irreducible factors are contained in Υ (resp.
Υ × Υ). Here elements of Υ (resp. Υ × Υ) are identified with isomorphism
classes of objects of the category Mod(T ) (resp. Mod(T ⊗K T )).
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Proposition 1.9. The following conditions on f ∈ H∗ are equivalent.
(a) Hf ∈ ModΥ(T ).
(b) fH ∈ ModΥ(T ).
(c) HfH ∈ ModΥ×Υ(T ⊗K T ).
(d) There exists a two-sided ideal I of H such that 〈f, I〉 = {0} and H/I ∈
ModΥ×Υ(T ⊗K T ).
Proof. We have obviously (c)⇒(a). We obtain (a)⇒(d) by setting I =
Ker(H → EndK(Hf)). From (d) we obtain (c) as a consequence of HfH ⊂
(H/I)∗. The implications (c)⇒(b)⇒(d) is proved similarly.
We denote by H∗T,Υ the set of f ∈ H
∗ satisfying the equivalent conditions
in Proposition 1.9.
Proposition 1.10. A Hopf algebra structure on H∗T,Υ is induced by the
linear maps (1.45),. . . ,(1.49).
Proof. We need to show mH∗(H
∗
T,Υ ⊗K H
∗
T,Υ) ⊂ H
∗
T,Υ, ηH∗(1) ⊂ H
∗
T,Υ,
∆H∗(H
∗
T,Υ) ⊂ H
∗
T,Υ ⊗K H
∗
T,Υ, SH∗(H
∗
T,Υ) ⊂ H
∗
T,Υ. They are consequences of
our assumptions on T and Υ. Details are omitted.
We denote by ModT,Υ(H) the full subcategory of Mod(H) consisting of
H-modules which belong to ModΥ(T ) as a T -module. For M ∈ ModT,Υ(H)
we define a homomorphism of H-bimodules
(1.50) ΦM : M ⊗K M
∗ → H∗T,Υ
by 〈ΦM(v ⊗ v
∗), h〉 = 〈v∗, hv〉 for h ∈ H, v ∈ M, v∗ ∈ M∗. Elements of
Im(ΦM) are called matrix coefficients of the H-module M .
We denote by ModirrT,Υ(H) the set of isomorphism classes of irreducible
H-modules contained in ModT,Υ(H).
Proposition 1.11. (i) We have H∗T,Υ =
∑
M∈ModT,Υ(H)
Im(ΦM).
(ii) Assume that ModT,Υ(H) is a semisimple category and that EndK(M) =
K id for any M ∈ ModirrT,Υ(H). Then the homomorphism⊕
M∈ModirrT,Υ(H)
ΦM :
⊕
M∈ModirrT,Υ(H)
M ⊗K M
∗ → H∗T,Υ
of H-bimodules is an isomorphism.
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Proof. (i) We have obviously Im(ΦM ) ⊂ H
∗
T,Υ for M ∈ ModT,Υ(H). Let
f ∈ H∗T,Υ. Set M = Hf . Let {vj}j be a basis of M and let {v
∗
j} be the dual
basis of M∗. For h ∈ H we have
〈f, h〉 = 〈hf, 1〉 =
∑
j
〈v∗j , hf〉〈vj, 1〉 =
∑
j
〈ΦM(f ⊗ v
∗
j ), h〉〈vj, 1〉
and hence f =
∑
j〈vj, 1〉ΦM(f ⊗ v
∗
j ) ∈ Im(ΦM).
(ii) By (i) we have H∗T,Υ =
∑
M∈ModirrT,Υ(H)
Im(ΦM). For M ∈ Mod
irr
T,Υ(H)
Im(ΦM) is a sum of left H-modules isomorphic to M , and hence we have
H∗T,Υ =
⊕
M∈ModirrT,Υ(H)
Im(ΦM ). Let M ∈ Mod
irr
T,Υ(H). We see that M ⊗K
M∗ is an irreducible H-bimodule from EndH(M) = K id, and hence ΦM is
injective.
1.7 Quantized coordinate algebras
Set
(1.51) F = U∗U0,Λ, F
≧0 =
(
U≧0
)∗
U0,Λ
, F 0 =
(
U0
)∗
U0,Λ
,
where Λ is regarded as a subgroup of Homalg(U
0,F) by λ 7→ χλ. The Hopf
algebras F , F≧0, F 0 are q-analogues of the coordinate algebras of G, B, H
(in the notation of Section 0) respectively.
By Proposition 1.11 (ii) we have
F 0 =
⊕
λ∈Λ
Fχλ,(1.52)
F ∼=
⊕
λ∈Λ+
V (λ)⊗ V ∗(λ).(1.53)
We see easily that in F 0 we have
χλχµ = χλ+µ (λ, µ ∈ Λ), χ0 = 1.
In particular, F 0 is isomorphic to the group algebra of Λ.
The Hopf algebra homomorphisms
U0 →֒ U≧0 →֒ U, U≧0
π+
−→ U0
induce Hopf algebra homomorphisms
(1.54) F
r+
−→ F≧0
r+0−→ F 0, F 0
i0+
−→ F≧0.
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Since the composition of U0 →֒ U≧0 and π+ is the identity of U0, we have
(1.55) r+0 ◦ i
0
+ = id .
In particular, r+0 is surjective and i
0
+ is injective. By χ
+
λ = i
0
+(χλ) we have
(1.56) χ+λχ
+
µ = χ
+
λ+µ (λ, µ ∈ Λ), χ
+
0 = 1
in F≧0.
For λ ∈ Λ we set
(1.57) F≧0(λ) = {f ∈ F≧0 | ft = χλ(t)f (t ∈ U
0)}.
We see easily that
F≧0(λ)F≧0(µ) ⊂ F≧0(λ+ µ) (λ, µ ∈ Λ), χλ ∈ F
≧0(λ).
In particular, F≧0(0) is a subalgebra of F≧0.
Set
(U+)⋆ =
⊕
γ∈Q+
(U+γ )
∗ ⊂ (U+)∗.
Proposition 1.12. (i) The linear map F≧0(0) ⊗ F 0 → F≧0 given by
f ⊗ f ′ 7→ f i0+(f
′) is an isomorphism.
(ii) For f ∈ F≧0(0) we have f |U+ ∈ (U+)⋆. Moreover, the linear map
F≧0(0)→ (U+)⋆ (f 7→ f |U+) is an isomorphism.
Proof. For f ∈ F≧0(0), f ′ ∈ F 0 we have
(1.58) 〈f i0+(f
′), tu〉 = 〈f ′, t〉〈f, u〉 (u ∈ U+, t ∈ U0).
Indeed, for u ∈ U+, λ ∈ Λ we have
〈f i0+(f
′), kλu〉 = 〈f ⊗ i
0
+(f
′),∆(kλu)〉 = 〈f ⊗ f
′, (id⊗π+)∆(kλu)〉
=〈f ⊗ f ′, kλu⊗ kλ〉 = 〈f
′, kλ〉〈f, u〉.
by
(id⊗π+)∆(u) = u⊗ 1 (u ∈ U+), (id⊗π+)∆(kλ) = kλ ⊗ kλ (λ ∈ Λ).
Recall that F≧0 was defined as a subspace of
(
U≧0
)∗
. By (1.58) it is
sufficient to show that F≧0 coincides with F 0⊗(U+)⋆ under the identification(
U≧0
)∗
= (U0⊗U+)∗. It is easy to show F≧0 ⊂ F 0⊗(U+)⋆ and F≧0 ⊃ F 0⊗1.
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Hence it is sufficient to show F≧0 ⊃ χ+γ ⊗ (U
+
γ )
∗ for any γ ∈ Q+. Define
M ∈ ModU0,Λ(U
≧0) by
N = U≧0/
∑
λ∈Λ
U≧0(kλ − 1), M = N/
∑
γ−γ′ /∈Q+
Nγ′ .
Then the elements of χ+γ ⊗ (U
+
γ )
∗ are obtained as matrix coefficients of the
U≧0-module M .
By Proposition 1.12 (i) we obtain
(1.59) F≧0 =
⊕
λ∈Λ
F≧0(λ), F≧0(λ) = F≧0(0)χ+λ (λ ∈ Λ).
Proposition 1.13. The Hopf algebra homomorphism r+ : F → F
≧0 is
surjective.
Proof. Identify F≧0 with F 0 ⊗ (U+)⋆ by Proposition 1.12. We see easily
that χλ ⊗ 1 ∈ Im(r+) for any λ ∈ Λ. Hence it is sufficient to show that for
any γ ∈ Q+ we have Im(r+) ⊃ χ−λ+γ ⊗ (U
+
γ )
∗ for sufficiently large λ ∈ Λ+.
Let v−λ be a non-zero element of V (w0λ)−λ. By Lemma 1.2 (ii) the linear
map U+γ ∋ u 7→ uv−λ ∈ V (−w0λ)−λ+γ is bijective when λ is sufficiently large.
Hence elements of χ−λ+γ ⊗ (U
+
γ )
∗ are obtained as the matrix coefficients of
the U≧0-module V (−w0λ).
2 Quantized flag manifolds
2.1 Homogeneous coordinate algebras
We set
(2.1) A = {ϕ ∈ F | ϕu = ǫ(u)ϕ (u ∈ U−)}.
Lemma 2.1. (i) A is a subalgebra of F .
(ii) A is a left U-submodule of F .
(iii) We have ∆F (A) ⊂ A⊗ F .
(iv) The multiplication A⊗A→ A is a homomorphism of U-modules; i.e.
(2.2) u(ϕ0ϕ1) =
∑
(u)1
(u(0)ϕ0)(u(1)ϕ1) (ϕ0, ϕ1 ∈ A, u ∈ U).
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Proof. (i) For ϕ ∈ F we have ϕ ∈ A if and only if ϕfi = 0 for any i ∈ I.
We have
〈1fi, u〉 = 〈1, fiu〉 = ǫ(fiu) = 0
for any u ∈ U , and hence 1 ∈ A. For ϕ1, ϕ2 ∈ A we have
〈(ϕ1ϕ2)fi, u〉 = 〈ϕ1ϕ2, fiu〉 = 〈ϕ1 ⊗ ϕ2,∆(fiu)〉
= 〈ϕ1 ⊗ ϕ2, (fi ⊗ k
−1
i + 1⊗ fi)∆(u)〉
= 〈ϕ1fi ⊗ ϕ2k
−1
i ,∆(u)〉+ 〈ϕ1 ⊗ ϕ2fi,∆(u)〉 = 0
for any i ∈ I and u ∈ U , and hence ϕ1ϕ2 ∈ A.
The statement (ii) is obvious from the definition.
For ϕ ∈ A, u ∈ U+, u1, u2 ∈ U we have
〈(∆(ϕ))(u⊗ 1), u1 ⊗ u2〉 = 〈∆(ϕ), uu1 ⊗ u2〉 = 〈ϕ, uu1u2〉 = 〈ϕu, u1u2〉
=ǫ(u)〈ϕ, u1u2〉 = ǫ(u)〈∆(ϕ), u1 ⊗ u2〉
and hence (∆(ϕ))(u ⊗ 1) = ǫ(u)∆(ϕ). It follows that ∆(ϕ) ∈ A ⊗ F . The
statement (iii) is proved.
(iv) For u′ ∈ U we have
〈u(ϕ0ϕ1), u
′〉 = 〈ϕ0ϕ1, u
′u〉 = 〈ϕ0 ⊗ ϕ1,∆(u
′)∆(u)〉
=
∑
(u)1
〈u(0)ϕ0 ⊗ u(1)ϕ1,∆(u
′)〉 =
∑
(u)1
〈(u(0)ϕ0)(u(1)ϕ1), u
′〉.
By Lemma 2.1 (iii) we obtain an algebra homomorphism
(2.3) ∆ : A→ A⊗ F
by restricting ∆F to A.
For λ ∈ Λ we set
(2.4) A(λ) = {ϕ ∈ F | ϕu = χ−λ (u)ϕ (u ∈ U
≦0)}.
By (1.27) we have
A ≃
⊕
λ∈Λ+
V (λ)⊗ V ∗(λ)λ
under the isomorphism (1.53). Hence we have
(2.5) A(λ) ≃
{
V (λ) (λ ∈ Λ+)
0 (otherwise)
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as a U -module, and
(2.6) A =
⊕
λ∈Λ+
A(λ).
For each λ ∈ Λ+ we fix
(2.7) v∗λ ∈ V
∗(λ)λ \ {0}.
Then an isomorphism
(2.8) fλ : V (λ)→ A(λ)
of U -modules is defined by
〈fλ(v), u〉 = 〈v
∗
λ, uv〉 (v ∈ V (λ), u ∈ U).
Let λ, µ ∈ Λ+. Then the U -module V (λ)⊗V (µ) (resp. the right U -module
V ∗(λ) ⊗ V ∗(µ)) contains V (λ + µ) (resp. V ∗(λ + µ)) with multiplicity one.
Let
iλ,µ : V
∗(λ+ µ)→ V ∗(λ)⊗ V ∗(µ)
be the embedding of U -modules such that iλ,µ(v
∗
λ+µ) = v
∗
λ ⊗ v
∗
µ, and denote
the corresponding projection by
(2.9) pλ,µ : V (λ)⊗ V (µ)→ V (λ+ µ).
Lemma 2.2. For λ, µ ∈ Λ+ we have
fλ(v0)fµ(v1) = fλ+µ(pλ,µ(v0 ⊗ v1)) (v0 ∈ V (λ), v1 ∈ V (µ)).
In particular, the multiplication of the algebra A induces a surjective homo-
morphism A(λ)⊗ A(µ)→ A(λ+ µ) of U-modules.
Proof. For u ∈ U we have
〈fλ(v0)fµ(v1), u〉
=〈fλ(v0)⊗ fµ(v1),∆(u)〉 =
∑
(u)1
〈fλ(v0), u(0)〉〈fµ(v1), u(1)〉
=
∑
(u)1
〈v∗λ, u(0)v0〉〈v
∗
µ, u(1)v1〉 = 〈v
∗
λ ⊗ v
∗
µ, u(v0 ⊗ v1)〉
=〈iλ,µ(v
∗
λ+µ), u(v0 ⊗ v1)〉 = 〈v
∗
λ+µ, pλ,µ(u(v0 ⊗ v1))〉 = 〈v
∗
λ+µ, upλ,µ(v0 ⊗ v1)〉
=〈fλ+µ(pλ,µ(v0 ⊗ v1)), u〉.
Hence we have fλ(v0)fµ(v1) = fλ+µ(pλ,µ(v0 ⊗ v1)).
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Hence A is a Λ-grade F-algebra with A(0) = F1.
By Joseph [9] we have the following.
Proposition 2.3 (Joseph). (i) A is a domain, i.e., if ϕψ = 0 for ϕ, ψ ∈
A, then we have ϕ = 0 or ψ = 0.
(ii) A is left and right noetherian.
For a ring (resp. Λ-graded ring) R we denote by Mod(R) (resp. ModΛ(R))
the category of left R-modules (resp. Λ-graded left R-modules). For M ∈
ModΛ(R) and ν ∈ Λ we define M [ν] ∈ ModΛ(R) by
(M [ν])(λ) =M(λ + ν).
2.2 Category of quasi-coherent sheaves
For M ∈ ModΛ(A) we denote by Tor(M) the graded A-submodule of M
consisting of m ∈ M such that A(λ)m = {0} for sufficiently large λ ∈
Λ+. Let TorΛ(A) be the full subcategory of ModΛ(A) consisting of M ∈
ModΛ(A) satisfying M = Tor(M). Note that TorΛ(A) is closed under taking
subquotients and extensions in ModΛ(A). Let Σ denote the collection of
morphisms f in ModΛ(A) satisfying Ker(f),Coker(f) ∈ TorΛ(A). Then
we define the abelian category M(A) of “quasi-coherent sheaves” on the
“quantized flag manifold Bq” by
(2.10) M(A) =
ModΛ(A)
TorΛ(A)
= Σ−1ModΛ(A)
(see Gabriel-Zisman [6] and Popescu [16] for the notion of localization of
categories). For ν ∈ Λ we denote by
M(A) ∋M 7→M [ν] ∈M(A)
the exact functor induced by ModΛ(A) ∋M 7→ M [ν] ∈ ModΛ(A).
Let
(2.11) ω∗ : ModΛ(A)→M(A)
be the canonical localization functor. We have the following by the definition.
Lemma 2.4. (i) ω∗ is an exact functor.
(ii) Let f be a morphism in ModΛ(A). Then ω
∗f is an isomorphism if and
only if the kernel and the cokernel of f belong to TorΛ(A).
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By Popescu [16, Ch4, Corollary 6.2] we have the following.
Proposition 2.5. The abelian category M(A) has enough injectives.
It is shown using Proposition 2.5 that there exists an additive functor
(2.12) ω∗ :M(A)→ ModΛ(A)
which is right adjoint to ω∗ (see Popescu [16, Ch4, Proposition 5.2]). Note
that ω∗ is left exact. By Popescu [16, Ch4, Proposition 4.3] we have the
following.
Proposition 2.6. The canonical morphism ω∗◦ω∗ → Id is an isomorphism.
Corollary 2.7. Let M ∈ ModΛ(A). Set N = ω∗ω
∗M and let f : M → N
be the canonical morphism. Then N and f are uniquely characterized by the
following properties.
(a) Ker(f) and Coker(f) belong to TorΛ(A).
(b) Tor(N) = {0}.
(c) Any monomorphism N → L with L/N ∈ TorΛ(A) is a split morphism.
Proof. Let f :M → N = ω∗ω
∗M be the canonical morphism. We have also
a canonical morphism g : ω∗ω∗(ω
∗M)→ ω∗M , and the composition g ◦ω∗f :
ω∗M → ω∗M is equal to idω∗M by the definition of the adjoint functors.
Since g is an isomorphism by Proposition 2.6, ω∗f is also an isomorphism.
This implies (a). If T is a subobject of N = ω∗ω
∗M belonging to TorΛ(A),
then we have
Hom(T,N) = Hom(T, ω∗ω
∗M) ≃ Hom(ω∗T, ω∗M) = Hom(0, ω∗M) = 0,
and hence T = 0. The statement (b) is proved. To show (c) it is sufficient to
show that the homomorphism Hom(L,N)→ Hom(N,N) induced by N → L
is surjective. By ω∗M ≃ ω∗N ≃ ω∗L we have
Hom(L,N) ≃ Hom(ω∗L, ω∗M) ≃ Hom(ω∗M,ω∗M)
and similarly Hom(N,N) ≃ Hom(ω∗M,ω∗M). Hence we have Hom(L,N) ≃
Hom(N,N).
Assume that the conditions (a), (b), (c) are satisfied for some f : M →
N . By (a) ω∗f is an isomorphism. Let h : N → ω∗ω
∗N be the canonical
morphism, and define g : N → ω∗ω
∗M by g = (ω∗ω
∗f)−1◦h. Then the kernel
and the cokernel of g belong to TorΛ(A). Hence by (b) we have Ker(g) = 0.
By applying (c) to g we see that Coker(g) is isomorphic to a subobject of
ω∗ω
∗M , and hence Coker(g) = 0.
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We define the “global section functor ”
(2.13) Γ :M(A)→ Mod(F).
by Γ(M) = (ω∗M)(0). Note that Γ is left exact. Its right derived functors
are denoted by
(2.14) Hk = RkΓ :M(A)→ Mod(F).
2.3 Affine open covering
For each w ∈ W and λ ∈ Λ+ we fix a non-zero element cwλ of A(λ)w−1λ. Note
that we have dimA(λ)w−1λ = 1. By Lemma 2.2 we have c
w
λ c
w
µ ∈ F
×cwλ+µ for
any w ∈ W and λ, µ ∈ Λ+, and hence
(2.15) Sw =
⋃
λ∈Λ+
F×cwλ
is a multiplicative subset of A for any w ∈ W . Moreover, we have the
following.
Proposition 2.8 (Joseph [9]). Let w ∈ W .
(i) Sw satisfies the left and right Ore conditions in A.
(ii) The canonical homomorphism A→ S−1w A is injective.
We shall give a proof of Proposition 2.8 different from the one in [9]. We
need the following.
Lemma 2.9. Let w ∈ W, µ ∈ Λ+, and fix vw−1µ ∈ V (µ)w−1µ \ {0}.
(i) For any λ ∈ Λ+
pλ,µ|V (λ)⊗ vw−1µ : V (λ)⊗ vw−1µ → V (λ+ µ)
is injective.
(ii) Let γ ∈ Q+. For sufficiently large λ ∈ Λ+ we have
pλ,µ(V (λ)w−1(λ−γ) ⊗ vw−1µ) = V (λ+ µ)w−1(λ+µ−γ).
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Proof. By Lemma 1.8 we may assume that w = 1.
(i) LetM andN be U -submodules of V (λ)⊗V (µ) such thatM ≃ V (λ+µ)
and V (λ)⊗V (µ) =M⊕N . It is sufficient to show (V (λ)λ−γ⊗vµ)∩N = {0}.
for any γ ∈ Q+. We shall show this by induction on γ. It is obvious for
γ = 0. Assume γ ∈ Q+ \ {0}, v ∈ V (λ)λ−γ, v ⊗ vµ ∈ N . Then we have
eiv ⊗ vµ = ei(v ⊗ vµ) ∈ N for any i ∈ I. Thus we have eiv = 0 for any i ∈ I
by the hypothesis of induction. Hence we obtain v = 0.
(ii) By (i) the linear map
pλ,µ|V (λ)λ−γ ⊗ vµ : V (λ)λ−γ ⊗ vµ → V (λ+ µ)λ+µ−γ .
is injective. Hence it is sufficient to show dimV (λ)λ−γ = dimV (λ+ µ)λ+µ−γ
when λ is sufficiently large. This follows from Lemma 1.2.
Proof of Proposition 2.8. It is sufficient to show the following.
(a) For any ϕ ∈ A and s ∈ Sw there exists some t ∈ Sw and ψ ∈ A
satisfying tϕ = ψs.
(b) For any ϕ ∈ A and s ∈ Sw there exists some t ∈ Sw and ψ ∈ A
satisfying ϕt = sψ.
(c) If ϕs = 0 for ϕ ∈ A and s ∈ Sw, then we have ϕ = 0.
(d) If sϕ = 0 for ϕ ∈ A and s ∈ Sw, then we have ϕ = 0.
Let us first show (a). We may assume s = cwλ and ϕ = fη(m) for some
λ, η ∈ Λ+ and m ∈ V (η). We may further assume that m ∈ V (η)w−1(η−γ)
for some η ∈ Q+. Then we need to find µ, ξ ∈ Λ+ and n ∈ V (ξ) such that
cwµ fη(m) = fξ(n)c
w
λ . By Lemma 2.2 it is sufficient to show the existence
of µ, ξ ∈ Λ+ and n ∈ V (ξ) such that µ + η = ξ + λ and pµ,η(vw−1µ ⊗m) =
pξ,λ(n⊗vw−1λ), where vw−1λ and vw−1µ are non-zero elements of V (λ)w−1λ and
V (µ)w−1µ respectively. Take sufficiently large ξ ∈ Λ
+ and set µ = ξ+λ−η ∈
Λ+. By pµ,η(vw−1µ ⊗ m) ∈ V (ξ + λ)w−1(ξ+λ−γ) the assertion follows from
Lemma 2.9 (ii).
Let us show (c). We may assume that there exists λ, µ ∈ Λ+, γ ∈ Q+ and
m ∈ V (µ)w−1(µ−γ) such that s = c
w
λ and ϕ = fµ(m). By Lemma 2.2 we have
pµ,λ(m ⊗ vw−1λ) = 0, where vw−1λ is a non-zero element of V (λ)w−1λ. Then
we obtain m = 0 by Lemma 2.9 (i). Hence ϕ = 0
The statements (b) and (d) are proved similarly. 
Since Sw consists of homogeneous elements, S
−1
w A is a Λ-graded F-algebra.
We define an F-algebra Rw by
(2.16) Rw = (S
−1
w A)(0).
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Note that for any λ ∈ Λ S−1w A(λ) is a free left (right) Rw-module generated
by cwλ1(c
w
λ2
)−1 where λ = λ1 − λ2 with λ1, λ2 ∈ Λ
+. In particular, we have an
equivalence of categories
ModΛ(S
−1
w A) ≃ Mod(Rw)
given by
ModΛ(S
−1
w A) ∋M 7→M(0) ∈ Mod(Rw),
Mod(Rw) ∋ N 7→ S
−1
w A⊗Rw N ∈ ModΛ(S
−1
w A).
For any M ∈ TorΛ(A) we have S
−1
w M = 0 by the definition of TorΛ(A), and
hence the localization functor ModΛ(A) → ModΛ(S
−1
w A) induces an exact
functor
(2.17) j∗w :M(A)→ Mod(Rw)
for any w ∈ W . Mod(Rw) is regarded as the category of “quasi-coherent
sheaves on the affine open subset Uw,q = Spec(Rw) of Bq”.
Proposition 2.10 (Lunts-Rosenberg [12]). M(A) is a quasi-scheme
with Zariski cover {j∗w | w ∈ W} in the sense of Rosenberg [18]. In par-
ticular, a morphism f in M(A) is an isomorphism if and only if j∗wf is an
isomorphism for any w ∈ W .
Remark 2.11. An essential part in the proof of Proposition 2.10 is to show
the following fact: For any µ ∈ Λ+ one has∑
w∈W
A(λ)cwµ = A(λ+ µ)
for any sufficiently large λ ∈ Λ+. The proofs of this fact given in Joseph
[9] and Lunts-Rosenberg [12] both use the reduction to the case q = 1. One
needs another proof in order to define the quantized flag manifold at roots
of unity as a quasi-scheme.
Corollary 2.12. For M ∈ ModΛ(A) the canonical homomorphism
ω∗ω
∗M →
⊕
w∈W
S−1w M
is injective.
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By Proposition 2.10 one can use the general results in Rosenberg [18] for
quasi-schemes. Especially we have a description of the cohomology groups
in terms of certain Cˇech cohomology groups.
Using the Cˇech cohomology groups and the arguments involving the re-
duction to the case q = 1 Lunts-Rosenberg [12, III, §4] obtained the following
analogues of Serre’s theorem and the Borel-Weil theorem.
Proposition 2.13 (Lunts-Rosenberg [12]). Let f : M → N be an
epimorphism in ModΛ(A). Assume that M,N are finitely-generated as A-
modules. Then the homomorphism
Γ(ω∗M [λ])→ Γ(ω∗N [λ])
is surjective for sufficiently large λ ∈ Λ+.
Proposition 2.14 (Lunts-Rosenberg [12]). For λ ∈ Λ we have
Γ(A[λ]) =
{
A(λ) (λ ∈ Λ+)
0 (λ /∈ Λ+).
In other words we have A ≃ ω∗ω
∗A.
2.4 Schubert varieties
The contents of this subsection will not be used in the sequel.
Let w ∈ W . Since F is a sum of finite-dimensional right U -submodules
contained in Modf (Uop), we can define the operator tTw : F → F . Let
ǫ˜w : F → F be the linear map defined by ǫ˜w(ϕ) = 〈
tTw(ϕ), 1〉 for ϕ ∈ F , and
define
(2.18) ǫw : A→ F
to be the composition of the inclusion A →֒ F with ǫ˜w.
Lemma 2.15. ǫw is an algebra homomorphism, and we have ǫw(Sw) ⊂ F
×.
Proof. By tTw(1) = 1 we have ǫw(1) = 1. Let us show ǫw(ϕψ) = ǫw(ϕ)ǫw(ψ)
for ϕ, ψ ∈ A. We may assume that ϕ ∈ A(λ), ψ ∈ A(µ) for λ, µ ∈ Λ+. Then
we have ϕ = fλ(v1), ψ = fµ(v2) for some v1 ∈ V (λ), v2 ∈ V (µ). For u ∈ U
we have
〈ϕ, u〉 = 〈v∗λ, uv1〉, 〈ψ, u〉 = 〈v
∗
µ, uv2〉, 〈ϕψ, u〉 = 〈v
∗
λ ⊗ v
∗
µ, u(v1 ⊗ v2)〉,
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and hence
ǫw(ϕ) = 〈
tTw(v
∗
λ), v1〉, ǫw(ψ) = 〈
tTw(v
∗
µ), v2〉,
ǫw(ϕψ) = 〈
tTw(v
∗
λ ⊗ v
∗
µ), v1 ⊗ v2〉.
Hence we obtain ǫw(ϕψ) = ǫw(ϕ)ǫw(ψ) by Lemma 1.8. For λ ∈ Λ
+ take
vw−1λ ∈ V (λ)w−1λ \ {0} such that c
w
λ = fλ(vw−1λ). Then we have 〈c
w
λ , u〉 =
〈v∗λ, uvw−1λ〉 for u ∈ U , and hence
ǫw(c
w
λ ) = 〈
tTw(v
∗
λ), vw−1λ〉 = 〈v
∗
λ, Tw(vw−1λ)〉 6= 0.
By ǫw(Sw) ⊂ F
× the algebra homomorphism ǫw is uniquely extended to
(2.19) ǫw : S
−1
w A→ F.
We define an algebra homomorphism
(2.20) Φw : A→ F
≧0
as the composition of
A
∆
−→ A⊗ F
ǫw⊗r+
−−−−→ F⊗ F≧0 = F≧0.
Lemma 2.16. (i) Elements of Φw(Sw) are invertible in F
≧0.
(ii) We have Φw(A(λ)) ⊂ F
≧0(w−1λ) for any λ ∈ Λ.
Proof. (i) Let λ ∈ Λ+. Take vw−1λ ∈ V (λ)w−1λ \ {0} such that c
w
λ =
fλ(vw−1λ). Then for u ∈ U and x ∈ U
≧0 we have
〈(id⊗r+) ◦∆(c
w
λ ), u⊗ x〉 = 〈c
w
λ , ux〉 = 〈v
∗
λ, uxvw−1λ〉.
Therefore, we have
〈Φw(c
w
λ ), x〉 = 〈
tTw(v
∗
λ), xvw−1λ〉 = χ
+
w−1λ(x)〈
tTw(v
∗
λ), vw−1λ〉.
By tTw(v
∗
λ) ∈ V
∗(λ)w−1λ \ {0} we obtain Φw(c
w
λ ) = χ
+
w−1λ up to a non-zero
constant multiple. The statement (i) is proved.
The proof of (ii) is similar and omitted.
By Lemma 2.16 (ii) Ker(Φw) is a graded ideal of A. The Λ-graded F-
algebra
(2.21) Aw = A/Ker(Φw)
is a q-analogue of the homogeneous coordinate algebra of the Schubert variety
corresponding to w ∈ W .
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3 Quasi-coherent sheaves with U-actions
3.1 The algebra U˜
Recall that A is a left U -module by Lemma 2.1 (ii). We sometimes write this
action of U on A by
U ⊗ A→ A (u⊗ ϕ 7→ ∂u(ϕ)).
We have also a left A-module structure on A given by the left multiplication.
By Lemma 2.1 (iv) we have
∂u(ϕψ) =
∑
(u)1
∂u(0)(ϕ)∂u(1)(ψ) (u ∈ U, ϕ, ψ ∈ A),
and hence A is a module over the F-algebra U˜ generated by the elements
{a | a ∈ A} ∪ {u | u ∈ U} satisfying the fundamental relations:
ϕ1 ϕ2 = ϕ1ϕ2 (ϕ1, ϕ2 ∈ A),(3.1)
u1 u2 = u1u2 (u1, u2 ∈ U),(3.2)
uϕ =
∑
(u)1
∂u(0)(ϕ)u(1) (u ∈ U, ϕ ∈ A).(3.3)
For u ∈ U and ϕ ∈ A we have∑
(u)1
u(1)∂S−1u(0)(ϕ) =
∑
(u)2
∂u(1)S−1u(0)(ϕ)u(2) =
∑
(u)1
ǫ(u(0))ϕu(1) = ϕu
by (3.3), and hence
(3.4) ϕu =
∑
(u)1
u(1)∂S−1u(0)(ϕ) (u ∈ U, ϕ ∈ A).
By a similar calculation we see that (3.4) implies (3.3). Hence we can replace
(3.4) with (3.3) in defining U˜ . Rewriting (3.3) and (3.4) in terms of generators
of U we obtain
kλ ϕ = ∂kλ(ϕ) kλ (λ ∈ Λ, ϕ ∈ A),(3.5)
ei ϕ = ∂ki(ϕ) ei + ∂ei(ϕ) (i ∈ I, ϕ ∈ A),(3.6)
fi ϕ = ϕ fi + ∂fi(ϕ) k
−1
i (i ∈ I, ϕ ∈ A),(3.7)
ϕkλ = kλ ∂k−1λ
(ϕ) (λ ∈ Λ, ϕ ∈ A),(3.8)
ϕ ei = ei ∂k−1i
(ϕ)− ∂eik−1i
(ϕ) (i ∈ I, ϕ ∈ A),(3.9)
ϕ fi = fi ϕ− k
−1
i ∂kifi(ϕ) (i ∈ I, ϕ ∈ A).(3.10)
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Proposition 3.1. The linear maps
i1 : A⊗ U → U˜ (ϕ⊗ u 7→ ϕu), i2 : U ⊗A→ U˜ (u⊗ ϕ 7→ uϕ)
are bijective.
Proof. We can define an F-algebra structure on A⊗ U by
(ϕ⊗ u)(ϕ′ ⊗ u′) =
∑
(u)1
ϕ∂u(0)(ϕ
′)⊗ u(1)u
′.
Then an algebra homomorphism j : U˜ → A⊗ U is defined by
j(ϕ) = ϕ⊗ 1 (ϕ ∈ A), j(u) = 1⊗ u (u ∈ U).
Moreover, i1 is an algebra homomorphism, and we have j ◦ i1 = id, i1◦j = id.
Thus i1 is an isomorphism. Similarly, i2 is an isomorphism.
We shall regard A and U as subalgebras of U˜ by the embeddings
A →֒ U˜ (ϕ 7→ ϕ), U →֒ U˜ (u 7→ u),
and we sometimes write ϕ and u for ϕ and u.
Note that U˜ is naturally a Λ-graded F-algebra by
U˜(λ) = A(λ)U = UA(λ) (λ ∈ Λ),
and A is an object of ModΛ(U˜).
Proposition 3.2. Let w ∈ W .
(i) Sw satisfies the left and right Ore conditions in U˜ .
(ii) The canonical homomorphism U˜ → S−1w U˜ is injective.
Proof. It is sufficient to show the following.
(a) For any d ∈ U˜ and s ∈ Sw there exists some t ∈ Sw and d
′ ∈ U˜
satisfying td = d′s.
(b) For any d ∈ U˜ and s ∈ Sw there exists some t ∈ Sw and d
′ ∈ U˜
satisfying dt = sd′.
(c) If sd = 0 for d ∈ U˜ and s ∈ Sw, then we have d = 0.
(d) If ds = 0 for d ∈ U˜ and s ∈ Sw, then we have d = 0.
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In proving (a) and (b) we only need to deal with the cases d = ϕ ∈ A and
d = u ∈ U . The case d = ϕ ∈ A is already known since Sw satisfies the
left and right Ore conditions in A. The case d = u ∈ U is a consequence of
(3.5),. . . , (3.10) and the case d = ϕ ∈ A. The statements (c) and (d) follow
from Proposition 3.1 since Sw satisfies the left and right Ore conditions in A
and since A→ S−1w A is injective.
By Proposition 3.2 (i) we have
(3.11) S−1w A⊗A U˜ ≃ S
−1
w U˜ ≃ U˜ ⊗A S
−1
w A.
Moreover, for any M ∈ ModΛ(U˜) we have
(3.12) S−1w M = S
−1
w A⊗A M = S
−1
w U˜ ⊗U˜ M ∈ ModΛ(S
−1
w U˜).
In particular, S−1w A is a U -module. We write the action of U on S
−1
w A by
(3.13) U ⊗ S−1w A→ S
−1
w A (u⊗ ϕ 7→ ∂u(ϕ)).
Lemma 3.3. For any w ∈ W we have
(3.14) uϕ =
∑
(u)1
∂u(0)(ϕ)u(1) (u ∈ U, ϕ ∈ S
−1
w A)
in S−1w U˜ .
Proof. Set X = {kλ, ei , fi | λ ∈ Λ, i ∈ I}. For u ∈ U and s ∈ Sw we have
us =
∑
(u)1
∂u(0)(s)u(1) in S
−1
w U˜ , and hence
ǫ(u)1 = ∂u(1) = ∂u(ss
−1) = (us)(s−1) =
∑
(u)1
∂u(0)(s)∂u(1)(s
−1).
Considering the case u ∈ X we obtain
∂kλ(s)∂kλ(s
−1) = 1 (λ ∈ Λ),
∂ei(s)s
−1 + ∂ki(s)∂ei(s
−1) = 0 (i ∈ I),
∂fi(s)∂k−1i
(s−1) + s∂fi(s
−1) = 0 (i ∈ I).
We can rewrite them as
∂kλ(s
−1)∂kλ(s) = 1 (λ ∈ Λ),
∂ei(s
−1)s+ ∂ki(s
−1)∂ei(s) = 0 (i ∈ I),
∂fi(s
−1)∂k−1i
(s) + s−1∂fi(s) = 0 (i ∈ I),
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which gives
(3.15)
∑
(u)1
∂u(0)(s
−1)∂u(1)(s) = ǫ(u)1 (u ∈ X ).
Hence for u ∈ X and s ∈ Sw we have
∑
(u)1
∂u(0)(s
−1)u(1)

 s =∑
(u)2
∂u(0)(s
−1)∂u(1)(s)u(2) =
∑
(u)1
ǫ(u(0))u(1) = u
in S−1w U˜ . Here, we have used (3.15) and the fact that for any u ∈ X ∆(u) is
a sum of the elements of X ⊗ X . Hence we have
us−1 =
∑
(u)1
∂u(0)(s
−1)u(1) (u ∈ X ).
Let ϕ ∈ S−1w A. We can write it as ϕ = s
−1ψ for s ∈ Sw, ψ ∈ A. Then we
obtain
(3.16) uϕ = us−1ψ =
∑
(u)1
∂u(0)(s
−1)u(1)ψ =
∑
(u)2
∂u(0)(s
−1)∂u(1)(ψ)u(2)
for any u ∈ X . In particular, we have
(3.17)
∂u(ϕ) = (uϕ)(1) =
∑
(u)2
∂u(0)(s
−1)∂u(1)(ψ)∂u(2)(1) =
∑
(u)1
∂u(0)(s
−1)∂u(1)(ψ)
for any u ∈ X . By (3.16), (3.17) we obtain (3.14) for u ∈ X . Since X
generates U , (3.14) holds for any u ∈ U .
Remark 3.4. We can give a more conceptual proof of Lemma 3.3 using the
right A-module structures on A and S−1w A given by the right multiplications.
Proposition 3.5. Let w ∈ W . The U-module structure on S−1w A is char-
acterized by the following conditions:
(a) The inclusion A →֒ S−1w A is a homomorphism of U-modules.
(b) For u ∈ U, ϕ0, ϕ1 ∈ S
−1
w A we have ∂u(ϕ0ϕ1) =
∑
(u)1
∂u(0)(ϕ0)∂u(1)(ϕ1).
Proof. The U -module structure (3.13) obviously satisfies the condition (a),
and it satisfies (b) by Lemma 3.3.
Assume that we are given a U -module structure
U ⊗ S−1w A→ S
−1
w A (u⊗ ϕ 7→ ∂u(ϕ))
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satisfying (a) and (b). For s ∈ Sw and u ∈ U we have
ǫ(u)1 = ∂u(1) = ∂u(s
−1s) =
∑
(u)1
∂u(0)(s
−1)∂u(1)(s)
by (a) and (b). In particular, we obtain
∂kλ(s
−1)∂kλ(s) = 1 (λ ∈ Λ),
∂ei(s
−1)s+ ∂ki(s
−1)∂ei(s) = 0 (i ∈ I),
∂fi(s
−1)∂k−1i
(s) + s−1∂fi(s) = 0 (i ∈ I).
Hence we have
∂kλ(s
−1) = (∂kλ(s))
−1 (λ ∈ Λ),
∂ei(s
−1) = −(∂ki(s))
−1∂ei(s)s
−1 (i ∈ I),
∂fi(s
−1) = −s−1∂fi(s)(∂k−1i
(s))−1 (i ∈ I).
By (b) we have
∂kλ(s
−1ψ) = (∂kλ(s))
−1∂kλ(ψ),
∂ei(s
−1ψ) = −(∂ki(s))
−1∂ei(s)s
−1ψ + (∂ki(s))
−1∂ei(ψ),
∂fi(s
−1ψ) = −s−1∂fi(s)(∂k−1i
(s))−1∂k−1i
(ψ) + s−1∂fi(ψ).
for any ψ ∈ A. It implies that the action of the generators of U on S−1w A is
uniquely determined from the U -module structure of A. The uniqueness of
the U -module structure on S−1w A satisfying (a) and (b) is verified.
3.2 Global section functors
In this subsection C denotes a Λ-graded F-algebra satisfying
C contains A as a Λ-graded subalgebra,(3.18)
Sw satisfies the left and right Ore conditions in C for any(3.19)
w ∈ W ,
A(λ)C(µ) ⊂ C(µ)A(λ) for any λ, µ ∈ Λ.(3.20)
Note that A and U˜ satisfy the conditions (3.18), (3.19), (3.20). Another ex-
ample will be the Λ-graded F-algebra D, which will be introduced in Section
4.1.
We have an obvious exact functor
(3.21) F∗ : ModΛ(C)→ ModΛ(A)
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given by restricting the action of C to A. Its left adjoint functor is given by
(3.22) F ∗ : ModΛ(A)→ ModΛ(C) (M 7→ C ⊗A M).
The condition (3.20) implies the following.
Lemma 3.6. Let M ∈ ModΛ(C). Then Tor(M), which is a priori an object
of ModΛ(A), is in fact an object of ModΛ(C).
Set
(3.23) M(C) :=
ModΛ(C)
TorΛ(C)
= Σ−1C ModΛ(C),
where TorΛ(C) denotes the full subcategory of ModΛ(C) consisting of M ∈
ModΛ(C) with F∗M ∈ TorΛ(A), and ΣC is the collection of morphisms f in
ModΛ(C) satisfying F∗f ∈ Σ. Let
(3.24) ω∗C : ModΛ(C)→M(C)
be the localization functor. Similarly to the case C = A, the abelian category
M(C) has enough injectives and we have a left exact functor
(3.25) ωC∗ :M(C)→ ModΛ(C)
which is right adjoint to ω∗C . The canonical morphism ω
∗
C ◦ ωC∗ → Id is an
isomorphism and we have the following.
Lemma 3.7. Let M ∈ ModΛ(C). Set N = ωC∗ω
∗
CM and let f : M → N
be the canonical morphism. Then N and f are uniquely characterized by the
following properties.
(a) Ker(f) and Coker(f) belong to TorΛ(C).
(b) Tor(N) = {0}.
(c) Any monomorphism N → L with L/N ∈ TorΛ(C) is a split morphism.
We define a left exact functor
(3.26) ΓC :M(C)→ Mod(C(0))
by ΓC(M) = (ωC∗M)(0).
By the universal property of the localization functor there exists uniquely
an exact functor
(3.27) F˜∗ :M(C)→M(A)
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such that the following diagram is commutative:
ModΛ(C)
F∗−−−→ ModΛ(A)
ω∗C
y yω∗
M(C) −−−→
F˜∗
M(A).
Lemma 3.8. There exists uniquely an additive functor
(3.28) F˜ ∗ :M(A)→M(C)
such that the following diagram is commutative:
ModΛ(A)
F ∗
−−−→ ModΛ(C)
ω∗
y yω∗C
M(A) −−−→
F˜ ∗
M(C).
Proof. By the universal property of the localization functor it is sufficient to
show F ∗(Σ) ⊂ ΣC . Let f :M → N be a morphism in Σ. The corresponding
homomorphism S−1w A⊗AM → S
−1
w A⊗AN is an isomorphism for any w ∈ W .
By Proposition 2.10 we have only to show that the corresponding morphism
S−1w A ⊗A C ⊗A M → S
−1
w A ⊗A C ⊗A N is an isomorphism for any w ∈ W .
This follows from S−1w C ≃ S
−1
w A⊗A C ≃ C ⊗A S
−1
w A.
Lemma 3.9. The following diagram is commutative:
M(C)
F˜∗−−−→ M(A)
ωC∗
y yω∗
ModΛ(C) −−−→
F∗
ModΛ(A).
Proof. We have a sequence of morphisms
F∗ ◦ ωC∗ → ω∗ ◦ ω
∗ ◦ F∗ ◦ ωC∗ = ω∗ ◦ F˜∗ ◦ ω
∗
C ◦ ωC∗ = ω∗ ◦ F˜∗.
Hence it is sufficient to show that g : F∗ωC∗M → ω∗ω
∗F∗ωC∗M is an isomor-
phism for any M . By
ω∗ ◦ F∗ ◦ ωC∗ = F˜∗ ◦ ω
∗
C ◦ ωC∗ = F˜∗ = ω
∗ ◦ ω∗ ◦ F˜∗
ω∗g is an isomorphism, and hence Ker(g),Coker(g) ∈ TorΛ(A).
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By Tor(F∗ωC∗M) = 0 and Ker(g) ∈ TorΛ(A) g is a monomorphism.
Hence it is sufficient to show that the injective homomorphism
gL : Hom(L, F∗ωC∗M)→ Hom(L, ω∗ω
∗F∗ωC∗M)
is surjective for any L. By
Hom(L, ω∗ω
∗F∗ωC∗M) ≃ Hom(ω
∗L, ω∗F∗ωC∗M),
Hom(L, F∗ωC∗M) ≃ Hom(ω
∗
CF
∗L,M) ≃ Hom(F˜ ∗ω∗L,M)
Hom(L, F∗ωC∗M) and Hom(L, ω∗ω
∗F∗ωC∗M) depend only on ω
∗L Let a ∈
Hom(L, ω∗ω
∗F∗ωC∗M). Set L1 = Ker(L → Coker(g)). Since Coker(g) be-
longs to TorΛ(A) we have L/L1 ∈ TorΛ(A), and hence we have ω
∗L1 ≃ ω
∗L.
Therefore, we can replace L with L1. Then a|L1 is clearly contained in the
image of gL1 .
In view of Lemma 3.9 we shall often drop the subscript C in ωC∗ and ΓC
and write them simply as ω∗ and Γ.
Let K be a full subcategory of ModΛ(C) closed under taking subquotients
in ModΛ(C), and set
K = K/TorΛ(C) ∩K = Σ
−1
K,
where Σ is the collection of morphisms inK whose kernel and cokernel belong
to TorΛ(C) ∩ K, and denote by ω
∗ : K → K the localization functor. Let
j : K → ModΛ(C) be the embedding. By the universal property of the
localization functor we have a functor j : K →M(C) such that the following
diagram commutes:
K
j
−−−→ ModΛ(C)
ω∗
y yω∗C
K −−−→
j
M(C).
Lemma 3.10. j is fully faithful.
Proof. We need to show that the canonical homomorphism
(3.29) HomK(ω
∗M,ω∗N)→ HomM(C)(ω
∗
CM,ω
∗
CN)
is an isomorphism for M,N ∈ K. We may assume Tor(M) = Tor(N) = {0}.
Assume that ω∗f ◦ (ω∗s)−1 belongs to the kernel of (3.29), where f : L→
N is a morphism in K and s : L→ M belongs to Σ. By Tor(M) = Tor(N) =
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{0} we have Tor(L) = Ker(s) ⊂ Ker(f), and hence we may assume that
Tor(L) = {0} by replacing L with L/Tor(L). Since ω∗f ◦ (ω∗s)−1 belongs to
the kernel of (3.29), we have ω∗Cf ◦(ω
∗
Cs)
−1 = 0, and hence ω∗Cf = 0. It means
that there exists t : R → L, which belongs to ΣC , such that f ◦ t = 0. By
Tor(L) = {0} we have Tor(R) = Ker(t). Hence we can assume Ker(t) = {0}
by replacing R with R/Tor(R). Then R is a subobject of L, and hence t
belongs to Σ. It follows that ω∗f = 0, and hence ω∗f ◦ (ω∗s)−1 = 0.
Take a morphism ω∗Cf◦(ω
∗
Cs)
−1 inM(C), where f : L→ N is a morphism
in ModΛ(C) and s : L→M belongs to ΣC . By Tor(M) = Tor(N) = {0} we
have Tor(L) = Ker(s) ⊂ Ker(f), and hence we may assume that Ker(s) =
{0} by replacing L with L/Tor(L). Then L is a subobject of M and hence
belongs to K. Hence ω∗Cf ◦ (ω
∗
Cs)
−1 is in the image of (3.29).
3.3 The vector bundle Eµ associated to V (µ)
The contents of Sections 3.3, 3.4 except for Proposition 3.13 below are due
to Lunts-Rosenberg [12]. Some of the proofs are also included for the conve-
nience of the readers.
Let µ ∈ Λ+. Following Lunts-Rosenberg [12] we shall define an A-
bimodule Eµ, which is a q-analogue of the vector bundle OB ⊗C V
1(µ).
Set
(3.30) Eµ = V (µ)⊗ A.
We endow Eµ with a right A-module structure by (v ⊗ ϕ)ψ = v ⊗ ϕψ for
v ∈ V (µ) and ϕ, ψ ∈ A. We identify Eµ with A⊗ V (µ) via the isomorphism
η = R∨A,V (µ) : A⊗ V (µ)→ V (µ)⊗A = E
µ,
and define a left A-module structure on Eµ = A⊗V (µ) by ψ(ϕ⊗v) = ψϕ⊗v
for v ∈ V (µ) and ϕ, ψ ∈ A. Note that η is well-defined since A is a sum of
U -submodules belonging to Modf(U).
Lemma 3.11. (i) For ϕ, ψ ∈ A and e ∈ Eµ we have (ϕe)ψ = ϕ(eψ).
(ii) We have a commutative diagram
V (µ) V (µ)y y
A⊗ V (µ)
η
−−−→ V (µ)⊗ A,
where the left (right) vertical arrow is given by v 7→ 1 ⊗ v (resp. v 7→
v ⊗ 1).
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Proof. (i) Let m : A⊗A→ A be the multiplication of the algebra A. It is
sufficient to show that the composition of
A⊗ V (µ)⊗ A
η⊗idA−−−→ V (µ)⊗ A⊗ A
idV (µ)⊗m
−−−−−−→ V (µ)⊗A
gives the left action of A on Eµ = V (µ)⊗ A. This is equivalent to showing
that
(idV (µ)⊗m) ◦ (η ⊗ idA) ◦ (idA⊗η) : A⊗ A⊗ V (µ)→ V (µ)⊗ A
coincides with
η ◦ (m⊗ idV (µ)) : A⊗ A⊗ V (µ)→ V (µ)⊗ A.
Indeed we have
(idV (µ)⊗m) ◦ (η ⊗ idA) ◦ (idA⊗η)
=(idV (µ)⊗m) ◦ (R
∨
A,V (µ) ⊗ idA) ◦ (idA⊗R
∨
A,V (µ))
=(idV (µ)⊗m) ◦ R
∨
A⊗A,V (µ)
=R∨A,V (µ) ◦ (m⊗ idV (µ))
=η ◦ (m⊗ idV (µ)).
Here the second equality is a consequence of Proposition 1.4 (iii), and the
third equality follows from (1.40).
(ii) Note that A(0) = F1 is isomorphic to the trivial U -modules V (0). We
need to show that R∨V (0),V (µ) : V (0)⊗ V (µ)→ V (µ)⊗ V (0) is equal to idV (µ)
under the identification V (0)⊗ V (µ) ≃ V (µ)⊗ V (0) ≃ V (µ) of U -modules.
This follows from the definition of R∨V (0),V (µ).
By Lemma 3.11 (i) Eµ is an A-bimodule. By Lemma 3.11 (ii) we have a
canonical embedding V (µ) →֒ Eµ such that the actions of A on Eµ from the
left and the right induce A⊗ V (µ) ≃ Eµ and V (µ)⊗ A ≃ Eµ respectively.
For λ ∈ Λ we set
(3.31) Eµ(λ) = V (µ)⊗ A(λ) ⊂ Eµ.
By η(A(λ)⊗ V (µ)) = V (µ)⊗A(λ) we have Eµ(λ) = A(λ)⊗ V (µ) under the
identification Eµ = A⊗ V (µ). Moreover, we have
Eµ =
⊕
λ∈Λ+
Eµ(λ), A(ξ)Eµ(λ) ⊂ Eµ(ξ + λ), Eµ(λ)A(ξ) ⊂ Eµ(ξ + λ).
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Let M ∈ ModΛ(A). We have a natural left A-module structure on E
µ⊗A
M ≃ V (µ)⊗M induced from the left action of A on Eµ. Moreover, we have
Eµ ⊗A M ∈ ModΛ(A) by (E
µ ⊗A M)(λ) = V (µ)⊗M(λ), and we obtain an
exact functor
(3.32) Eµ ⊗A (•) : ModΛ(A)→ ModΛ(A)
sending M to Eµ ⊗A M .
Lemma 3.12. The functor (3.32) induces
Eµ ⊗A (•) :M(A)→M(A).
Proof. It is sufficient to show that for any M ∈ TorΛ(A) we have E
µ ⊗
M ∈ TorΛ(A). This follows from A(ξ)(V (µ)⊗m) ⊂ V (µ)⊗ A(ξ)m for any
m ∈M .
Proposition 3.13. For any M ∈M(A) we have
Eµ ⊗A ω∗M ≃ ω∗(E
µ ⊗A M).
Proof. Choose a filtration
V (µ) = V n ⊃ V n−1 ⊃ · · · ⊃ V 1 ⊃ V 0 = {0}
of V (µ) consisting of U≦0-submodules V k satisfying dimV k/V k−1 = 1, and
consider the corresponding filtration
Eµ = En ⊃ En−1 ⊃ · · · ⊃ E1 ⊃ E0 = {0}
of the right A-module Eµ = V (µ) ⊗ A given by Ek = V k ⊗ A. By the
definition of the left A-module structure on Eµ, especially by the fact that Ξ
belongs to a completion of U ⊗U≦0, we see that Ek is a left A-submodule for
any k. Let νk ∈ Λ be the weight of V
k/V k−1 and take vk ∈ V (µ)νk such that
V k = Fvk ⊕ V
k−1. Let vk be the corresponding element of the A-bimodule
Ek/Ek−1. For any ϕ ∈ A(λ)ξ we have ϕvk = q
−(νk,ξ)vkϕ by the explicit form
of Ξ.
For ν ∈ Λ we define an automorphism hν of the graded F-algebra A
by hν(ϕ) = q
−(ν,ξ)ϕ for ϕ ∈ A(λ)ξ. For N ∈ ModΛ(A) we define h
•
νN ∈
ModΛ(A) by
h•νN ≃ N (h
•
ν(n)↔ n) as grade F-modules
ϕ(h•ν(n)) = h
•
ν((hν(ϕ))n) (ϕ ∈ A, n ∈ N).
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Then we have Ek/Ek−1 ⊗A N ≃ h
•
νk
N as a graded A-module. Note that h•ν
induces exact functors
h•ν : ModΛ(A)→ ModΛ(A), h˜
•
ν :M(A)→M(A)
satisfying ω∗h˜
•
ν = h
•
νω∗.
Let M ∈M(A). We have morphisms
Φk : Ek ⊗A ω∗M → ω∗(E
k ⊗A M),
Ψk : Ek/Ek−1 ⊗A ω∗M → ω∗(E
k/Ek−1 ⊗A M)
in ModΛ(A) functorial with respect to M such that
ω∗Φk : ω∗(Ek ⊗A ω∗M)→ ω
∗ω∗(E
k ⊗A M),
ω∗Ψk : ω∗(Ek/Ek−1 ⊗A ω∗M)→ ω
∗ω∗(E
k/Ek−1 ⊗A M)
are isomorphisms. Note that Ek ⊗A (•) and E
k/Ek−1 ⊗A (•) on M(A) are
defined similarly to Eµ ⊗A (•) on M(A).
Note that Ψk is an isomorphism by
Ek/Ek−1 ⊗A ω∗M ≃ h
•
νk
ω∗M ≃ ω∗h˜
•
νM ≃ ω∗(E
k/Ek−1 ⊗A M).
Let us show that Φk is an isomorphism. The surjectivity is proved by
induction on k using the following commutative diagram whose rows are
exact.
0 −−−−−→ Ek−1 ⊗A ω∗M −−−−−→ E
k ⊗A ω∗M −−−−−→ E
k/Ek−1 ⊗A ω∗M −−−−−→ 0
Φk−1
y Φky yΨk
0 −−−−−→ ω∗(Ek−1 ⊗A M) −−−−−→ ω∗(E
k ⊗A M) −−−−−→ ω∗(E
k/Ek−1 ⊗A M)
Since ω∗Φk is an isomorphism, Ker(Φk) belongs to TorΛ(A). Hence, in order
to prove that Φk is injective, we have only to show Tor(Ek ⊗A ω∗M) = {0}.
By Tor(ω∗M) = {0} (see Corollary 2.7) it is sufficient to show Tor(E
k ⊗A
N) = {0} for any N with Tor(N) = {0}. The image of Tor(Ek ⊗A N)
under Ek ⊗A N → E
k/Ek−1 ⊗A N is contained in Tor(E
k/Ek−1 ⊗A N) ≃
Tor(h•νkN) = {0}, and hence Tor(E
k ⊗A N) ⊂ Tor(E
k−1 ⊗A N) = {0} by
induction on k.
We have obtained the desired result by considering the case k = n.
Remark 3.14. By Proposition 3.13 we obtain
Γ(V (µ)⊗M) = Γ(Eµ ⊗A M) = E
µ ⊗A Γ(M) = V (µ)⊗ Γ(M)
for any objectM ofM(A). As noted in Lunts-Rosenberg [12, IV, 6.6 Remark]
this implies Theorem 0.5.
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3.4 Filtration of Eµ
Define a left U -module structure on Eµ = V (µ)⊗ A by
u(v ⊗ ϕ) =
∑
(u)1
u(0)v ⊗ u(1)ϕ (u ∈ U, v ∈ V (µ), ϕ ∈ A).
Since η is an isomorphism of U -modules, we have
(3.33) u(ϕeψ) =
∑
(u)2
(u(0)ϕ)(u(1)e)(u(2)ψ) (u ∈ U, ϕ, ψ ∈ A, e ∈ E
µ).
For M ∈ ModΛ(U˜) a left U -module structure on E
µ ⊗A M is defined by
(3.34) u(e⊗m) =
∑
(u)1
u(0)e⊗ u(1)m (u ∈ U, e ∈ E
µ, m ∈M),
and it gives a Λ-graded left U˜ -module structure on Eµ ⊗A M . Moreover
Eµ ⊗A (•) induces an exact functor
(3.35) Eµ ⊗A (•) :M(U˜)→M(U˜).
We fix λ0 ∈ Λ
+ such that
(3.36) λ0 + ν ∈ Λ
+ for any weight ν of V (µ),
and set
(3.37) E
µ
= V (µ)⊗ (
⊕
λ∈λ0+Λ+
A(λ)) ⊂ V (µ)⊗ A = Eµ.
The following is obvious from the definition.
Lemma 3.15. E
µ
is a graded (A,A)-submodule and a U-submodule of Eµ.
Moreover, Eµ/E
µ
belongs to TorΛ(A) as a graded left A-module.
We fix a labeling {ν1, . . . , νr} of the set of distinct weights of V (µ) such
that νi − νj ∈ Λ
+ implies i ≧ j. In particular, ν1 is the lowest weight w0µ
and νr is the highest weight µ. Set mj = dim V (µ)νj . For λ ∈ λ0 + Λ
+ we
have
E
µ
(λ) ≃
r⊕
j=1
V (λ+ νj)
⊕mj
as U -modules since
ch(E
µ
(λ)) = ch(V (µ)⊗A(λ)) =
r∑
j=1
mj ch(V (λ+ νj))
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by Weyl’s character formula. Define a filtration
(3.38) {0} = E
µ
0 ⊂ E
µ
1 ⊂ · · · ⊂ E
µ
r = E
µ
of E
µ
consisting of graded U -submodules by
E
µ
k(λ) ≃
k⊕
j=1
V (λ+ νj)
⊕mj (λ ∈ λ0 + Λ
+).
Lemma 3.16. E
µ
k is an (A,A)-submodule of E
µ
.
Proof. Let λ ∈ λ0+Λ
+ and let T be a U -submodule of E
µ
(λ) = V (µ)⊗A(λ)
isomorphic to V (λ+ νt). Let ξ ∈ Λ
+. Then TA(ξ) is the image of T ⊗ A(ξ)
under the homomorphism E
µ
(λ) ⊗ A(ξ) ∋ e ⊗ ϕ 7→ eϕ ∈ E
µ
(λ + ξ) of U -
modules. Hence TA(ξ) is a U -submodule of E
µ
(λ + ξ) whose weights are
contained in λ+ ξ+νt−Λ
+. It follows that TA(ξ) ⊂
⊕t
j=1 V (λ+ ξ+νj)
⊕mj ,
and hence E
µ
k is a right A-submodule. The assertion about the left module
structure is proved similarly.
For k = 1, . . . , r we set
A(k) =
⊕
λ∈λ0+νk+Λ+
A(λ).
It is a graded (A,A)-submodule and a U -submodule of A.
Lemma 3.17. (i) There exists an isomorphism
Φ : E
µ
k/E
µ
k−1 → A
(k)[νk]
⊕mk
of graded right A-modules and U-modules.
(ii) Identify A(k)[νk]
⊕mk with A(k)[νk] ⊗ F
mk . Then there exists a group
homomorphism τ : Λ → GLmk(F) such that Φ(ϕv) = (id⊗τ(ξ))ϕΦ(v)
for any ϕ ∈ A(ξ), v ∈ E
µ
k/E
µ
k−1.
Proof. For simplicity we set M = E
µ
k/E
µ
k−1 and N = A
(k)[νk]
⊕mk .
(i) As U -modules we have
M(λ) ≃ N(λ) ≃
{
V (λ+ νk)
⊕mk (λ ∈ λ0 + Λ
+),
0 (otherwise).
42
For λ ∈ λ0 + Λ
+, ξ ∈ Λ+, c ∈ A(ξ)ξ \ {0} we have linear maps
M(λ)λ+νk ∋ v 7→ vc ∈M(λ+ ξ)λ+ξ+νk ,(3.39)
N(λ)λ+νk ∋ v 7→ vc ∈ N(λ + ξ)λ+ξ+νk .(3.40)
Let us show that they are isomorphisms. Considering the dimensions it
is sufficient to show that they are injective. Since A is a domain, (3.40)
is injective. Set M˜ = E
µ
k . Then the projection E
µ
k → E
µ
k/E
µ
k−1 induces
M˜(λ)λ+νk ≃ M(λ)λ+νk . Hence the injectivity of (3.39) follows from the
injectivity of M˜(λ)λ+νk → M˜(λ + ξ)λ+ξ+νk, which is a consequence of E
µ
k ⊂
V (µ)⊗A.
Hence there exists a family βλ : M(λ)λ+νk → N(λ)λ+νk (λ ∈ λ0 +Λ
+) of
linear isomorphisms satisfying βλ(v)c = βλ+ξ(vc) for any λ ∈ λ0 + Λ
+, ξ ∈
Λ+, v ∈ M(λ)λ+νk , c ∈ A(ξ)ξ. From this we obtain an isomorphism Φ :
M → N of graded U -modules given by
Φ(uv) = uβλ(v) (u ∈ U, λ ∈ λ0 + Λ
+, v ∈M(λ)λ+νk).
It remains to show the commutativity of the diagram:
M(λ)⊗ A(ξ) −−−→ M(λ + ξ)
Φ⊗id
y yΦ
N(λ)⊗ A(ξ) −−−→ N(λ + ξ)
for λ ∈ λ0 + Λ
+, ξ ∈ Λ+. Here the horizontal arrows are given by the right
A-module structures. In particular, they are homomorphisms of U -modules.
Therefore the assertion follows from the commutativity of
M(λ)λ+νk ⊗A(ξ)ξ −−−→ M(λ+ ξ)λ+ξ+νk
Φ⊗id
y yΦ
N(λ)λ+νk ⊗A(ξ)ξ −−−→ N(λ + ξ)λ+ξ+νk.
(ii) Similarly to the proof of (i) it is sufficient to show that there exists a
group homomorphism τ : Λ → GLmk(F) such that Φ(cv) = (id⊗τ(ξ))cΦ(v)
for any ξ ∈ Λ+, λ ∈ λ0 + Λ
+, c ∈ A(ξ)ξ, v ∈M(λ)λ+νk .
Let ξ ∈ Λ+. Considering the linear isomorphisms (3.39), (3.40) for λ = λ0
we obtain τ(ξ) ∈ GLmk(F) such that Φ(cm) = (id⊗τ(ξ))cΦ(m) for any
c ∈ A(ξ)ξ, m ∈ M(λ0)λ0+νk . Let c ∈ A(ξ)ξ, c
′ ∈ A(η)η, m ∈ M(λ0)λ0+νk .
Then we have
Φ(c(mc′)) = Φ((cm)c′) = Φ(cm)c′ = ((id⊗τ(ξ))cΦ(m))c′
= (id⊗τ(ξ))c(Φ(m)c′) = (id⊗τ(ξ))c(Φ(mc′)),
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and hence we obtain Φ(cm) = (id⊗τ(ξ))cΦ(m) for any ξ ∈ Λ+, λ ∈ λ0 +
Λ+, c ∈ A(ξ)ξ, m ∈M(λ)λ+νk . We have τ(0) = id and τ(ξ)τ(ξ
′) = τ(ξ + ξ′)
for any ξ, ξ′ ∈ Λ+, and hence τ is extended to a group homomorphism τ :
Λ→ GLmk(F).
Lemma 3.18. Let f : E1 → E2 be a morphism of Λ-graded A-bimodules
such that Ker(f),Coker(f) ∈ TorΛ(A) as graded left A-modules. Let M ∈
ModΛ(A), and let f˜ : E1 ⊗A M → E2 ⊗A M be the corresponding morphism
in ModΛ(A). Then Ker(f˜),Coker(f˜) ∈ TorΛ(A).
Proof. By the assumption we have S−1w E1 ≃ S
−1
w E2 for any w ∈ W . Thus
S−1w (E1 ⊗A M) ≃ S
−1
w E1 ⊗A M ≃ S
−1
w E2 ⊗A M ≃ S
−1
w (E2 ⊗A M).
Hence we have ω∗(E1 ⊗A M) ≃ ω
∗(E2 ⊗A M) by Proposition 2.10. This is
equivalent to Ker(f˜),Coker(f˜) ∈ TorΛ(A).
Hence we have the following.
Lemma 3.19. Eµ ⊗A (•) and E
µ
⊗A (•) are isomorphic as functors from
M(A) to M(A) and from M(U˜) to M(U˜).
Let M ∈ ModΛ(A) (resp. ModΛ(U˜)). By Lemma 3.19 we have ω
∗(E
µ
⊗A
M) = ω∗(Eµ ⊗A M). Hence the filtration
{0} = E
µ
0 ⊂ E
µ
1 ⊂ · · · ⊂ E
µ
r = E
µ
⊂ Eµ
of Eµ induces the sequence
{0} = ω∗(E
µ
0⊗AM)→ ω
∗(E
µ
1⊗AM)→ · · · → ω
∗(E
µ
r⊗AM) = ω
∗(Eµ⊗AM)
of morphisms in M(A) (resp. M(U˜)).
Lemma 3.20. Let M ∈ ModΛ(A) (resp. ModΛ(U˜)).
(i) We have the exact sequence:
0→ ω∗(E
µ
k−1 ⊗A M)→ ω
∗(E
µ
k ⊗A M)→ ω
∗((E
µ
k/E
µ
k−1)⊗A M)→ 0.
in M(A) (resp. M(U˜)).
(ii) We have an isomorphism
ω∗((E
µ
k/E
µ
k−1)⊗A M) ≃ ω
∗M [νk]
⊕mk .
in M(A) (resp. M(U˜)).
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Proof. The statements for U˜ easily follow from those for A, and hence we
shall only consider the case M ∈ ModΛ(A).
(i) Since (•)⊗A M is right exact, we have an exact sequence
0→ K → E
µ
k−1 ⊗A M → E
µ
k ⊗A M → (E
µ
k/E
µ
k−1)⊗A M → 0
for some K ∈ ModΛ(A). Since ω
∗ is exact, it is sufficient to show ω∗K = 0.
This is equivalent to S−1w K = 0 for any w ∈ W , which is also equivalent to
the injectivity of S−1w (E
µ
k−1 ⊗A M) → S
−1
w (E
µ
k ⊗A M) for any w ∈ W . Thus
we have only to show S−1w Tor
1
A(E
µ
k/E
µ
k−1,M) = 0 for any w ∈ W . By Lemma
3.17 there exists an exact sequence
0→ E
µ
k/E
µ
k−1 → F → C → 0
of graded A-bimodules, where F is isomorphic to A[νk]
⊕mk as a graded right
A-module and C belongs to TorΛ(A) as a graded left A-module. By C ∈
TorΛ(A) we have S
−1
w C = 0 and hence
S−1w Tor
n
A(E
µ
k/E
µ
k−1,M) = Tor
n
A(S
−1
w (E
µ
k/E
µ
k−1),M) = Tor
n
A(S
−1
w F,M)
=S−1w Tor
n
A(F,M) = 0
for any n 6= 0.
(ii) By the proof of (i) we have S−1w ((E
µ
k/E
µ
k−1) ⊗A M) ≃ S
−1
w (F ⊗A M)
for any w ∈ W , and hence ω∗((E
µ
k/E
µ
k−1)⊗A M) ≃ ω
∗(F ⊗A M). Hence we
have only to show that F ⊗A M is isomorphic to A[νk]
⊕mk ⊗A M as a grade
left A-module. Note that under the identification F = A[νk] ⊗ F
mk of right
A-modules the left A-modules structure on A[νk]⊗F
mk induced by the one on
F is given by ϕ(ψ⊗v) = ϕψ⊗τ(λ)v for ϕ ∈ A(λ), ψ ∈ A[νk], v ∈ F
mk , where
τ : Λ→ GLmk(F) is a group homomorphism. Thus we have an isomorphism
δ : F ⊗A M(= (A[νk]⊗ F
mk)⊗A M)→ A[νk]
⊕mk ⊗A M(= F
mk ⊗M [νk])
of grade left A-modules given by
δ(1⊗ v ⊗m) = τ(λ)−1v ⊗m (v ∈ Fmk , m ∈M [νk](λ)).
Considering the cases k = 1 and k = n we have obtained, for M ∈
ModΛ(A) (resp. ModΛ(U˜)), the canonical monomorphism
(3.41) iµ : ω
∗M → ω∗(Eµ ⊗A M [−w0µ])
and the canonical epimorphism
(3.42) pµ : ω
∗(Eµ ⊗A M)→ ω
∗M [µ]
in M(A) (resp. M(U˜)), which are functorial with respect to M .
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3.5 The affine open subset U1,q
In this subsection we shall investigate S−11 A. We denote by ι : A →֒ S
−1
1 A
the canonical algebra homomorphism.
For each λ ∈ Λ+ take vλ ∈ V (λ)λ such that 〈v
∗
λ, vλ〉 = 1. Then we have
〈c1λ, u〉 = 〈v
∗
λ, uvλ〉 for any u ∈ U . For simplicity we write cλ instead of c
1
λ.
Define r : A→ F≧0 as the composition of
A →֒ F
r+
−→ F≧0.
By r(cλ) = χ
+
λ there exists a unique algebra homomorphism
(3.43) θ : S−11 A→ F
≧0
such that θ ◦ ι = r (see (1.56)).
Proposition 3.21. (i) θ is an isomorphism of F-algebras.
(ii) θ is an isomorphism of U≧0-modules, where the U≧0-module structure
on S−11 A is the restriction of the U-module structure given in Proposi-
tion 3.5.
(iii) θ((S−11 A)(λ)) = F
≧0(λ) for any λ ∈ Λ.
Proof. By definition we have
ei(c
−1
λ ψ) = q
−(λ,αi)c−1λ (eiψ), kµ(c
−1
λ ψ) = q
−(λ,µ)c−1λ (kµψ),
ei(χ
+
−λϕ) = q
−(λ,αi)χ+
−λ(eiϕ), kµ(χ
+
−λϕ) = q
−(λ,µ)χ+
−λ(kµϕ),
for i ∈ I, µ ∈ Λ, λ ∈ Λ+, ψ ∈ A,ϕ ∈ F≧0. Moreover, r is a homomorphism of
U≧0-modules. Hence θ is a homomorphism of U≧0-modules.
By definition we have r(A(λ)) ⊂ F≧0(λ) for any λ ∈ Λ+. In particular,
we have r(χ+λ ) ∈ F
≧0(λ). Since θ is a ring homomorphism, we obtain
(3.44) θ((S−11 A)(λ)) ⊂ F
≧0(λ) (λ ∈ Λ).
By (1.59) and (3.44) it is sufficient to show that
θ0 = θ|(S
−1
1 A)(0) : (S
−1
1 A)(0)→ F
≧0(0)
is an isomorphism. Assume that x ∈ Ker(θ0). There exists some λ ∈ Λ
+
and ϕ ∈ A(λ) such that x = ϕc−1λ . Then we have ϕ ∈ Ker(θ) ∩ A(λ). Take
v ∈ V (λ) such that ϕ = fλ(v). By f ∈ Ker(θ) we have
〈V ∗(λ), v〉 = 〈v∗λU
≧0, v〉 = 〈v∗λ, U
≧0v〉 = {0}.
46
This implies v = 0. Hence x = 0.
It remains to show the surjectivity of θ0. By Proposition 1.12 (ii) it is
sufficient to show that for any γ ∈ Q+ there exists some λ ∈ Λ+ such that
the linear map
V (λ)λ−γ → (U
+
γ )
∗ (v 7→ θ(fλ(v)c
−1
λ )|U
+
γ )
is surjective. By definition we have
〈θ(fλ(v)c
−1
λ ), u〉 = 〈(r+(fλ(v)))χ
+
−λ, u〉 = 〈(r+(fλ(v)))⊗ χ
+
−λ,∆(u)〉
=〈(r+(fλ(v))), u〉 = 〈v
∗
λu, v〉.
Hence we obtain the desired result by Lemma 1.2.
Proposition 3.22. For any λ ∈ Λ (S−11 A)(λ) is isomorphic to T
∗(λ) as a
U-module.
Proof. By Proposition 1.12 and Proposition 3.21 we have ch((S−11 A)(λ)) =
ch(T (λ)) = ch(T ∗(λ)). Moreover, the restricted dual ((S−11 A)(λ))
⋆ is a rank
one free right U+-module. Hence ((S−11 A)(λ))
⋆ is isomorphic to Tr(λ) as a
right U -module. It follows that we have (S−11 A)(λ) ≃ (Tr(λ))
⋆ = T ∗(λ).
3.6 Coherent sheaves with U-actions
Let Mod⋄Λ(U˜) be the full subcategory of ModΛ(U˜) consisting of objects M of
ModΛ(U˜) such thatM =
⊕
λ∈ΛMλ, and let Mod
f
Λ(U˜) be the full subcategory
of Mod⋄Λ(U˜) consisting of objects M of Mod
⋄
Λ(U˜) such that M is finitely
generated as an A-module.
Let M ∈ ModfΛ(U˜). Since M is a finitely generated A-module, we have
dimM(ξ) < ∞ for any ξ ∈ Λ. Hence we have M(ξ) ∈ Modf(U) for any
ξ ∈ Λ.
Let
M⋄(U˜) =
Mod⋄Λ(U˜)
TorΛ(U˜) ∩Mod
⋄
Λ(U˜)
= (Σ⋄
U˜
)−1Mod⋄Λ(U˜),(3.45)
Mf(U˜) =
ModfΛ(U˜)
TorΛ(U˜) ∩Mod
f
Λ(U˜)
= (Σf
U˜
)−1ModfΛ(U˜),(3.46)
where Σ⋄
U˜
and Σf
U˜
are the collection of morphisms in Mod⋄Λ(U˜) and Mod
f
Λ(U˜)
whose kernel and cokernel belong to TorΛ(U˜) ∩ Mod
⋄
Λ(U˜) and TorΛ(U˜) ∩
ModfΛ(U˜) respectively. Denote by
ω∗⋄ : Mod
f
Λ(U˜)→M
⋄(U˜), ω∗f : Mod
f
Λ(U˜)→M
f(U˜)
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the localization functors.
We shall regard M⋄(U˜) and Mf(U˜) as full subcategories of M(U˜) by
Lemma 3.10. We sometimes write ω∗ instead of ω∗⋄ and ω
∗
f .
Proposition 3.23. ω∗A[λ] is an irreducible object ofMf(U˜) for any λ ∈ Λ,
and any irreducible object ofMf(U˜) is isomorphic to ω∗A[λ] for some λ ∈ Λ.
Proof. Let us show that ω∗A[λ] is irreducible. We may assume that λ = 0.
Assume that M is a non-zero subobject of ω∗A. Set M = ω∗M . Then M is
a subobject of A = ω∗ω
∗A (see Proposition 2.14), and we have M = ω∗M by
ω∗◦ω∗ = Id. SinceM is non-zero, there exists some µ ∈ Λ
+ such thatM(µ) 6=
{0}. Since A(µ) is an irreducible U -module, we haveM(µ) = A(µ). It follows
that M ⊃
⊕
ξ∈µ+Λ+ A(ξ) by Lemma 2.2, and hence A/M ∈ TorΛ(A). Thus
we have M = ω∗M = ω∗A.
Assume that M is an irreducible object of Mf(U˜). Take M ∈ ModfΛ(U˜)
such that ω∗M = M . We may assume Tor(M) = {0}. By M 6= {0} there
exists some ξ such that M(ξ) 6= {0}. Note that M(ξ) ∈ Modf(U) as a U -
module. Take an irreducible U -submodule V of M(ξ) and set N = U˜V =
AUV = AV ⊂M . By N/Tor(N) ≃ N 6= {0} we have ω∗N 6= {0}. Hence the
irreducibility of M = ω∗M implies ω∗M = ω∗N . Thus we may assume that
M = U˜M(ξ) and that M(ξ) is isomorphic to V (µ) as a U -module. Hence
M is isomorphic to a quotient of Eµ[−ξ] = A[−ξ]⊗ V (µ). It follows that M
is isomorphic to a quotient of ω∗Eµ[−ξ]. By Lemma 3.15 and Lemma 3.20
there exists an increasing sequence
0 = N0 ⊂ N1 ⊂ · · · ⊂ Nn = ω
∗Eµ
of subobjects of ω∗Eµ ∈ M(U˜) such that for each k we have Nk/Nk−1 ≃
ω∗A[λk] for some λk ∈ Λ. This implies that M is isomorphic to ω
∗A[λk − ξ]
for some k.
Lemma 3.24. For M ∈ Mod⋄Λ(U˜) (resp. M ∈ Mod
f
Λ(U˜)) we have ω∗ω
∗M ∈
Mod⋄Λ(U˜) (resp. M ∈ Mod
f
Λ(U˜)).
Proof. Assume that M ∈ Mod⋄Λ(U˜). By Corollary 2.12 ω∗ω
∗M is a sub-
object of
⊕
w∈W S
−1
w M . Since
⊕
w∈W S
−1
w M ∈ Mod
⋄
Λ(U˜), we have ω∗ω
∗M ∈
Mod⋄Λ(U˜).
It remains to show that ω∗M is a finitely generated A-module for any
M ∈ Mf(U˜). By Proposition 2.3 and Proposition 3.23 we may assume
that M = ω∗A[λ] for some λ ∈ Λ. In this case the assertion follows from
Proposition 2.14.
We need the following result later.
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Lemma 3.25. Let w ∈ W . Let M ∈ Mod⋄Λ(U˜) and set
Γ(ω∗M)fin = {m ∈ Γ(ω∗M) | dimF Um <∞}.
Then the canonical homomorphism Γ(ω∗M)fin → (S−1w M)(0) is injective.
Proof. By Lemma 3.24 we may assume that M ≃ ω∗ω
∗M . Take m ∈
Γ(ω∗M)fin = M(0)fin. Let N be the U˜ -submodule of M generated by m.
Then N belongs to ModfΛ(U˜), and the canonical morphisms Γ(ω
∗N) →
Γ(ω∗M) and (S−1w N)(0) → (S
−1
w M)(0) are injective. Hence we may assume
that M ∈ ModfΛ(U˜). In this case we have Γ(ω
∗M)fin = Γ(ω∗M) by Lemma
3.24. Assume that there exists a short exact sequence
0→ ω∗M1 → ω
∗M2 → ω
∗M3 → 0
in Mf(U˜). Then we have a commutative diagram:
0 −−−→ Γ(ω∗M1) −−−→ Γ(ω
∗M2) −−−→ Γ(ω
∗M3)y y y
0 −−−→ S−1w M1 −−−→ S
−1
w M2 −−−→ S
−1
w M3 −−−→ 0
whose rows are exact. Hence we may assume that M = A[λ] for some λ ∈ Λ
by Proposition 3.23. In this case the assertion is a consequence of Proposition
2.14 and the injectivity of A→ S−1w A.
4 D-modules
4.1 q-differential operators
For ϕ ∈ A, u ∈ U, λ ∈ Λ we define ℓϕ, rϕ, ∂u, σλ ∈ EndF(A) by
ℓϕ(ψ) = ϕψ, rϕ(ψ) = ψϕ, ∂u(ψ) = uψ, σλ(ψ) = q
(λ,µ)ψ
for ψ ∈ A(µ). We define a subalgebra D of EndF(A) by
(4.1) D = 〈ℓϕ, rϕ, ∂u, σλ | ϕ ∈ A, u ∈ U, λ ∈ Λ〉.
For λ ∈ Λ we set
D(λ) = {d ∈ D | d(A(ξ)) ⊂ A(λ+ ξ) (ξ ∈ Λ)}.
Since ℓϕ, rϕ ∈ D(λ) for ϕ ∈ A(λ) and ∂u, σλ ∈ D(0), we have
(4.2) D =
⊕
λ∈Λ+
D(λ), D(0) = 〈∂u, σλ | u ∈ U, λ ∈ Λ〉.
In particular, D is a Λ-graded F-algebra.
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Lemma 4.1. Write∑
β∈Q+
q(β,β)(1⊗ kβ)(S ⊗ id)(Ξβ) =
∑
p
xp ⊗ yp
(see Section 1.3 for the notation). Then we have
rψ =
∑
p
ℓxpψ∂ypkησ−µ (ψ ∈ A(µ)η),(4.3)
ℓϕ =
∑
p
rypϕ∂xpkξσ−λ (ϕ ∈ A(λ)ξ).(4.4)
Proof. Let ϕ ∈ A(λ)ξ, ψ ∈ A(µ)η. Take v0 ∈ V (λ)ξ, v1 ∈ V (µ)η such that
ϕ = fλ(v0), ψ = fµ(v1). Set R
∨ = R∨V (µ),V (λ). By Proposition 1.4 (ii) we
have
〈ϕψ, u〉 = 〈ϕ⊗ ψ,∆(u)〉 = 〈v∗λ ⊗ v
∗
µ, u(v0 ⊗ v1)〉
=〈v∗λ ⊗ v
∗
µ,R
∨u(R∨)−1(v0 ⊗ v1)〉 = 〈
t(R∨)(v∗λ ⊗ v
∗
µ), u(R
∨)−1(v0 ⊗ v1)〉
By v∗λU
−
−β = {0} for β ∈ Q
+ \ {0} we have t(R∨)(v∗λ ⊗ v
∗
µ) = q
−(λ,µ)v∗µ ⊗ v
∗
λ.
By
R−1V (µ),V (λ) = (
∑
p
xp ⊗ yp)κV (µ),V (λ)
we have (R∨)−1(v0 ⊗ v1) = q
(ξ,η)
∑
p xpv1 ⊗ ypv0. Hence
〈ϕψ, u〉 =q(ξ,η)−(λ,µ)
∑
p
〈v∗µ ⊗ v
∗
λ, u(xpv1 ⊗ ypv0)〉
=q(ξ,η)−(λ,µ)
∑
p
〈(xpψ)(ypϕ), u〉.
It follows that we have
ϕψ = q(ξ,η)−(λ,µ)
∑
p
(∂xpψ)(∂ypϕ).
Corollary 4.2. We have
D = 〈ℓϕ, ∂u, σλ | ϕ ∈ A, u ∈ U, λ ∈ Λ〉 = 〈rϕ, ∂u, σλ | ϕ ∈ A, u ∈ U, λ ∈ Λ〉.
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We can easily check the following.
ℓϕℓψ = ℓϕψ (ϕ, ψ ∈ A),(4.5)
σλσµ = σλ+µ (λ, µ ∈ Λ),(4.6)
∂u∂u′ = ∂uu′ (u, u
′ ∈ U),(4.7)
σλℓϕ = q
(λ,µ)ℓϕσλ (λ, µ ∈ Λ, ϕ ∈ A(µ)),(4.8)
σλ∂u = ∂uσλ (λ ∈ Λ, u ∈ U),(4.9)
∂uℓϕ =
∑
(u)1
ℓu(0)ϕ∂u(1) (u ∈ U, ϕ ∈ A).(4.10)
In particular we have homomorphisms
∂ : U → D (u 7→ ∂u), ℓ : A→ D (ϕ 7→ ℓϕ),
σ : F[Λ]→ D (Λ ∋ λ 7→ σλ)
of F-algebras. Moreover, ∂ and ℓ induces a homomorphism
(4.11) U˜ → D (ϕu 7→ ℓϕ∂u)
of Λ-graded F-algebras. In particular, we have
(4.12) ℓϕ ∂u =
∑
(u)1
∂u(1)ℓS−1u(0)ϕ (u ∈ U, ϕ ∈ A).
by (3.4).
By Proposition 1.6 (ii) we have
(4.13) ∂z = σ ◦ ζ(z) (z ∈ z)
where ζ : z→ F[Λ] is as in Section 1.4.
We shall identify A with a subalgebra of D via the injective F-algebra
homomorphism ℓ : A→ D (the injectivity follows from Proposition 2.3 (i)).
Proposition 4.3. Let w ∈ W .
(i) Sw satisfies the left and right Ore conditions in D.
(ii) The canonical homomorphism D → S−1w D is injective.
Proof. It is sufficient to show the following.
(a) For any d ∈ D and s ∈ Sw there exists some t ∈ Sw and d
′ ∈ D
satisfying td = d′s.
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(b) For any d ∈ D and s ∈ Sw there exists some t ∈ Sw and d
′ ∈ D
satisfying dt = sd′.
(c) If sd = 0 for d ∈ D and s ∈ Sw, then we have d = 0.
(d) If ds = 0 for d ∈ D and s ∈ Sw, then we have d = 0.
The statements (a), (b) is proved similarly to Proposition 3.2. The statement
(c) follows from Proposition 2.3 (i). The statement (d) is equivalent to the
injectivity of D → D ⊗A S
−1
w A. By Lunts-Rosenberg [11, Section 1.2] D˜ →
D˜ ⊗A S
−1
w A is injective for a ring D˜ containing D, and the assertion for D
follows from this.
Hence S−1w D is a Λ-graded F-algebra, and we have
S−1w D ≃ S
−1
w A⊗A D ≃ D ⊗A S
−1
w A ≃ S
−1
w A⊗A D ⊗A S
−1
w A.
Moreover, for M ∈ ModΛ(D) we have
S−1w M = S
−1
w D ⊗D M ∈ ModΛ(S
−1
w D).
In particular S−1w A is a graded S
−1
w D-module.
Since A is a sum of U -submodules contained in Modf(U), we have the
operator Tw : A→ A. For d ∈ EndF(A) we set
Zw(d) = T
−1
w ◦ d ◦ Tw ∈ EndF(A).
Proposition 4.4. Zw induces an algebra automorphisms of D and an alge-
bra isomorphism S−11 D → S
−1
w D.
Proof. We see easily that Zsi(∂u) = ∂T−1i (u), Zsi(σµ) = σµ for any u ∈ U
and µ ∈ Λ. For ϕ, ψ ∈ A we have
Zsi(ℓϕ)(ψ) = T
−1
i (ϕTi(ψ)) = m(T
−1
i (ϕ⊗ Ti(ψ)))
since the multiplication m : A ⊗ A → A is a homomorphism of U -modules.
By Lemma 1.7 we have
T−1i = expq−1i
(−(qi − q
−1
i )fi ⊗ ei)(T
−1
i ⊗ T
−1
i )
as an operator on A ⊗ A. Write expq−1i
(−(qi − q
−1
i )fi ⊗ ei) =
∑
p bp ⊗ ap.
Then we have
Zsi(ℓϕ)(ψ) =
∑
p
∂bp(T
−1
i ϕ)∂ap(ψ),
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and hence
Zsi(ℓϕ) =
∑
p
ℓ∂bp (T
−1
i ϕ)
∂ap ∈ D
for any ϕ ∈ A. Similarly, we can show Z−1si (ℓϕ) ∈ D for any ϕ ∈ A. Hence
Zw induces an algebra automorphism of D.
It remains to show Zw(ℓS1) = ℓSw . It is sufficient to show that for w ∈
W, i ∈ I such that w(αi) ∈ ∆
+ we have Zsi(ℓSw) = ℓSwsi . Let ϕ ∈ Sw. Take
λ ∈ Λ+ such that ϕ ∈ A(λ)w−1λ\{0}. Then we have T
−1
i ϕ ∈ A(λ)siw−1λ\{0}.
By (siw
−1λ, α∨i ) = −(λ, wα
∨
i ) ≦ 0 we obtain
Zsi(ℓϕ) =
∑
p
ℓ∂bp (T−1i ϕ)
∂ap = ℓT−1i ϕ
∈ ℓSwsi .
4.2 Category of D-modules
Applying results in Section 3.2 to C = D we have the localization functor
ω∗ = ω∗D : ModΛ(D)→M(D) :=
ModΛ(D)
TorΛ(D)
= Σ−1D ModΛ(D)
and its right adjoint
ω∗ = ωD∗ :M(D)→ ModΛ(D).
Taking the degree zero part of ω∗ we have the global section functor
(4.14) Γ :M(D)→ Mod(D(0)).
Define a functor
(4.15) L : Mod(D(0))→M(D)
by L(N) = ω∗(D ⊗D(0) N), and we call it the localization functor. Since
D ⊗D(0) (•) : Mod(D(0)) → ModΛ(D) is left adjoint to ModΛ(D) ∋ M 7→
M(0) ∈ Mod(D(0)), we have the following.
Lemma 4.5. The functor L : Mod(D(0)) → M(D) is left adjoint to Γ :
M(D)→ Mod(D(0)).
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For λ ∈ Λ we denote by ModΛ,λ(D) the full subcategory of ModΛ(D)
consisting ofM ∈ ModΛ(D) satisfying σµ|M(ξ) = q
(µ,λ+ξ) id for any µ, ξ ∈ Λ.
Let
(4.16) Mλ(D) =
ModΛ,λ(D)
TorΛ(D) ∩ModΛ,λ(D)
= Σ−1D,λModΛ,λ(D),
where ΣD,λ is the collection of morphisms in ModΛ,λ(D) whose kernel and
cokernel belong to TorΛ(D) ∩ModΛ,λ(D), and denote by
ω∗λ : ModΛ,λ(D)→Mλ(D)
the localization functor.
We shall regard Mλ(D) as a full subcategory of M(D) by Lemma 3.10,
and we often write ω∗ instead of ω∗λ.
Lemma 4.6. For M ∈ ModΛ,λ(D) we have (R
rω∗)(ω
∗M) ∈ ModΛ,λ(D) for
any r.
Proof. For µ ∈ Λ and N ∈ ModΛ(D) we define h
µ
N : N → N by h
µ
N |N(ξ) =
q−(µ,ξ)σµ|N(ξ) for any ξ ∈ Λ. We see easily that h
µ
N is a morphism in
ModΛ(D). Moreover, h
µ
N is functorial with respect to N in the sense that for
a morphism f : N1 → N2 in ModΛ(D) we have h
µ
N2
◦ f = f ◦ hµN1.
Let us show (Rrω∗)(ω
∗hµN ) = h
µ
(Rrω∗)(ω∗N)
for any r. By the functoriality
of hµN stated above, it is sufficient to show ω∗ω
∗hµN = h
µ
ω∗ω∗N
. Let j : N →
ω∗ω
∗N be the canonical morphism. By the definition of adjoint functors we
have ω∗ω
∗hµN ◦j = j ◦h
µ
N , and by the functoriality of h
µ
N we have h
µ
ω∗ω∗N
◦j =
j ◦ hµN . Hence we obtain ω∗ω
∗hµN = h
µ
ω∗ω∗N
by
Hom(ω∗ω
∗N, ω∗ω
∗N) ≃ Hom(ω∗ω∗ω
∗N, ω∗N) ≃ Hom(ω∗N, ω∗N)
≃Hom(N, ω∗ω
∗N).
Here we have used ω∗ ◦ ω∗ ≃ Id and the fact that ω
∗ is left adjoint to ω∗.
By M ∈ ModΛ,λ(D) we have h
µ
M = q
(µ,λ) id. Hence hµ(Rrω∗)(ω∗M) =
(Rrω∗)(ω
∗hµM) = q
(µ,λ)(Rrω∗)(ω
∗ id) = q(µ,λ) id, from which we obtain the
desired result.
By Lemma 4.6 the restriction of ω∗ :M(D)→ ModΛ(D) toMΛ(D) gives
a left exact functor
(4.17) ωλ∗ :Mλ(D)→ ModΛ,λ(D).
We have
HomMλ(D)(ω
∗
λM,ω
∗
λN) ≃ HomM(D)(ω
∗M,ω∗N)
≃HomModΛ(D)(M,ω∗ω
∗N) ≃ HomModΛ,λ(D)(M,ωλ∗ω
∗
λN),
and hence the functor ωλ∗ is right adjoint to ω
∗
λ.
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4.3 Beilinson-Bernstein correspondence
Define Dλ ∈ ModΛ,λ(D) by
(4.18) Dλ = D/
∑
µ∈Λ
D(σµ − q
(µ,λ))
Since σµ for µ ∈ Λ belongs to the center of D(0) we have a natural F-algebra
structure on
Dλ(0) = D(0)/
∑
µ∈Λ
D(0)(σµ − q
(µ,λ)).
Since D(0) is generated by the elements of the form ∂u, σµ for u ∈ U, µ ∈ Λ,
we have a natural surjective algebra homomorphism U → Dλ(0). Set
Jλ =
∑
z∈z
U(z − ζλ(z)).
By (4.13) we have Jλ ⊂ Ker(U → Dλ(0)) and hence we obtain a surjective
algebra homomorphism
(4.19) U/Jλ → Dλ(0).
By Lemma 4.6 we obtain a left exact functor
(4.20) Γλ :Mλ(D)→ Mod(Dλ(0))
as the restriction of Γ : M(D) → Mod(D(0)). By restricting the functor
L : Mod(D(0))→M(D) to Mod(Dλ(0)) we obtain a right exact functor
(4.21) Lλ : Mod(Dλ(0))→Mλ(D).
We see easily the following.
Lemma 4.7. The functor Lλ : Mod(Dλ(0)) → Mλ(D) is left adjoint to
Γλ :Mλ(D)→ Modλ(D(0)).
The rest of this paper is devoted to proving the following theorems.
Theorem 4.8. (i) If λ + ρ ∈ Λ+, then Γλ : Mλ(D) → Mod(Dλ(0)) is
exact.
(ii) Assume λ ∈ Λ+. If Γλ(M) = 0 for M ∈Mλ(D), then we have M = 0.
Theorem 4.9. (i) The canonical homomorphism U/Jλ → Dλ(0) is an
isomorphism for any λ ∈ Λ.
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(ii) Assume λ + ρ ∈ Λ+. Then the canonical homomorphism Dλ(0) →
Γλ(ω
∗Dλ) is an isomorphism.
By a standard argument Theorem 4.8 and Theorem 4.9 imply the follow-
ing.
Theorem 4.10. Assume λ ∈ Λ+. Then Γλ : Mλ(D) → Mod(U/Jλ) gives
an equivalence of categories, and its inverse is given by Lλ.
For the sake of completeness we give a proof of Theorem 4.10 assuming
Theorem 4.8 and Theorem 4.9 in the rest of this subsection.
Let M ∈ Mod(Dλ(0)). We can take an exact sequence of the form
Dλ(0)
⊕J1 → Dλ(0)
⊕J2 → M → 0.
By Theorem 4.8 (i) the functor Γλ ◦ Lλ is right exact. By Theorem 4.9 we
have ΓλLλ(Dλ(0)) ≃ Dλ(0). Thus we obtain a commutative diagram
Dλ(0)
⊕J1 −−−→ Dλ(0)
⊕J2 −−−→ M −−−→ 0∥∥∥ ∥∥∥ y
Dλ(0)
⊕J1 −−−→ Dλ(0)
⊕J2 −−−→ ΓλLλ(M) −−−→ 0
whose rows are exact. Hence the canonical morphism M → ΓλLλ(M) is an
isomorphism. It follows that Id→ Γλ ◦ Lλ is an isomorphism.
It remains to show that Lλ ◦ Γλ → Id is an isomorphism. By Lemma 4.7
the composition of
Γλ → (Γλ ◦ Lλ) ◦ Γλ = Γλ ◦ (Lλ ◦ Γλ)→ Γλ
coincides with Id. Since Id → Γλ ◦ Lλ is an isomorphism, the canonical
morphism Γλ ◦ (Lλ ◦Γλ)→ Γλ is an isomorphism. Let N ∈Mλ(D). Setting
K1 = Ker(LλΓλ(N) → N), K2 = Coker(LλΓλ(N) → N) we have an exact
sequence
0→ K1 → LλΓλ(N)→ N → K2 → 0
By applying the exact functor Γλ we obtain
0→ Γλ(K1)→ ΓλLλΓλ(N)→ Γλ(N)→ Γλ(K2)→ 0.
Since ΓλLλΓλ(N)→ Γλ(N) is an isomorphism, we have Γλ(K1) = Γλ(K2) =
0, which implies K1 = K2 = 0 by Theorem 4.8 (ii). Hence Lλ ◦ Γλ → Id is
an isomorphism.
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4.4 The key lemma
Sections 4.4 and 4.5 are devoted to the proof of Theorem 4.8. The argu-
ments are identical with those in Lunts-Rosenberg [12] except for the usage
of Proposition 3.13, which was a conjecture in [12]. We shall reproduce the
arguments in [12] for the convenience of readers.
Let λ ∈ Λ and M ∈ ModΛ,λ(D). Let µ ∈ Λ
+. Regarding M as an object
of ModΛ(U˜) via (4.11) we have a monomorphism
iµ : ω
∗M → ω∗(Eµ ⊗A M [−w0µ])
and an epimorphism
pµ : ω
∗(Eµ ⊗A M)→ ω
∗M [µ]
in M(U˜) (see Section 3.4). Taking Γ we obtain a monomorphism
Γ(iµ) : Γ(ω
∗M)→ Γ(ω∗(Eµ ⊗A M [−w0µ]))
and a morphism
Γ(pµ) : Γ(ω
∗(Eµ ⊗A M))→ Γ(ω
∗M [µ])
of U -modules (note that U˜(0) = U).
Lemma 4.11. (i) Assume λ + ρ ∈ Λ+. Then there exists a splitting of
Γ(iµ) as U-modules, which is functorial with respect to M .
(ii) Assume λ ∈ Λ+. Then Γ(pµ) is surjective.
Proof. By Lemma 4.6 we may assume that the canonical morphism M →
ω∗ω
∗M is an isomorphism. By Section 3.4 we have a filtration
(4.22) {0} = N˜0 ⊂ N˜1 ⊂ · · · ⊂ N˜n ⊂ ω
∗(Eµ ⊗A M)
such that N˜k/N˜k−1 ≃ ω
∗M [νk]
⊕mk . Here νk and mk are as in Section 3.4.
We have
ω∗ω
∗(Eµ ⊗A M) ≃ E
µ ⊗A ω∗ω
∗M ≃ Eµ ⊗A M
by Proposition 3.13, and hence by taking ω∗ in (4.22) we obtain a filtration
{0} = N0 ⊂ N1 ⊂ · · · ⊂ Nn ⊂ E
µ ⊗A M
of Eµ ⊗A M ∈ ModΛ(U˜) with the exact sequence
0→ Nk−1 → Nk →M [νk]
⊕mk → R1ω∗N˜k−1.
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In particular, the quotient Nk/Nk−1 is isomorphic to a subobject ofM [νk]
⊕mk .
Hence we have
z|(Nk/Nk−1)(ξ) = ζλ+νk+ξ(z) id (z ∈ z, ξ ∈ Λ)
by (4.13).
In general for a U -module V and ξ ∈ Λ we set
V [z, ζξ] = {v ∈ V | ∀z ∈ z ∃m ≧ 0 such that (z − ζξ(z))
mv = 0}.
We have (Nk/Nk−1)(ξ) = ((Nk/Nk−1)(ξ))[z, ζλ+νk+ξ].
(i) Set µ′ = w0µ. Note
Γ(ω∗(Eµ ⊗A M [−µ
′])) = Eµ ⊗A M(−µ
′) = Nn(−µ
′),
Γ(ω∗M) = ω∗ω
∗(E
µ
1 ⊗A M)(−µ
′) = N1(−µ
′).
We have the canonical filtration
{0} = N0(−µ
′) ⊂ N1(−µ
′) ⊂ · · · ⊂ Nn(−µ
′) = Γ(ω∗(Eµ ⊗A M [−µ
′]))
of Γ(ω∗(Eµ ⊗A M [−µ
′])) consisting of U -submodules satisfying
Nk(−µ
′)/Nk−1(−µ
′) = (Nk(−µ
′)/Nk−1(−µ
′))[z, ζλ+νk−µ′ ].
Let us show
(4.23) ζλ+νk−µ′ = ζλ ⇐⇒ k = 1.
By ν1 = µ
′ we have ζλ+ν1−µ′ = ζλ. Assume ζλ+νk−µ′ = ζλ. By Proposition
1.6 (i) there exists some w ∈ W satisfying w(λ + ρ) = λ + ρ + νk − µ
′. By
λ+ ρ ∈ Λ+ we have λ+ ρ−w(λ+ ρ) ∈ Q+. Since µ′ is the lowest weight, we
have νk−µ
′ ∈ Q+. Hence we obtain νk−µ
′ = 0, which implies k = 1. (4.23)
is proved. From this we obtain the canonical direct sum decomposition
Γ(ω∗(Eµ ⊗A M [−µ
′])) = Γ(ω∗M)⊕
∑
ξ∈Λ,ξ /∈W◦λ
(Γ(ω∗(Eµ ⊗A M [−µ
′]))[z, ζξ],
which gives the desired splitting.
(ii) Note
Γ(ω∗(Eµ ⊗A M)) = E
µ ⊗A M = Nn(0),
Γ(ω∗M [µ]) = (ω∗ω
∗M [µ])(0) = (M [µ])(0) =M(µ).
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Consider the exact sequence
0→ Nn−1(0)→ Nn(0)→M(µ)→ R
1ω∗N˜n−1(0).
We have
(4.24) M(µ) = (M(µ))[z, ζλ+µ].
By the exact sequence
R1ω∗N˜k−1(0)→ R
1ω∗N˜k(0)→ R
1ω∗(N˜k/N˜k)(0)
and R1ω∗(N˜k/N˜k−1)(0) ≃ R
1ω∗(ω
∗M)(νk)
⊕mk we obtain
R1ω∗N˜k(0) =
k∑
r=1
(R1ω∗N˜k(0))[z, ζλ+νr ].
by Lemma 4.6. In particular, we have
(4.25) R1ω∗N˜n−1(0) =
n−1∑
k=1
(R1ω∗N˜n−1(0))[z, ζλ+νk ].
Hence it is sufficient to show
(4.26) ζλ+νk = ζλ+µ ⇐⇒ k = n.
We have νn = µ and hence ζλ+νk = ζλ+µ. Assume that ζλ+νk = ζλ+µ. By
Proposition 1.6 (i) there exists some w ∈ W satisfying w(λ+ρ+νk) = λ+ρ+µ.
By λ+ρ ∈ Λ+ we have λ+ρ−w(λ+ρ) ∈ Q+. Since µ is the highest weight,
we have µ−wνk ∈ Q
+. Hence we obtain λ+ρ−w(λ+ρ) = 0. By λ ∈ Λ+ we
have w = 1 and hence mu = νk, which implies k = n. (4.26) is proved.
4.5 Proof of Theorem 4.8
We first show the following.
Lemma 4.12. Let M ∈ ModΛ(A) and let m ∈ Γ(ω
∗M). Then there exists a
finitely generated graded A-submodule N of M such that m ∈ Γ(ω∗N).
Proof. Let f : M → ω∗ω
∗M be the canonical morphism. Note that we
have m ∈ Γ(ω∗M) = ω∗ω
∗M(0) ⊂ ω∗ω
∗M . By Coker(f) ∈ TorΛ(A) there
exists λ ∈ Λ+ such that A(λ)m ⊂ Im(f). Take a finite-dimensional subspace
V of M(λ) such that f(V ) = A(λ)m. Set N =
∑
v∈V Av ⊂ M , N
′ =
Am ⊂ ω∗ω
∗M , and let h : N → N ′ be the morphism induced by f . Note
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that ω∗N and ω∗N ′ are regarded as subobjects of ω∗M and ω∗(ω∗ω
∗M)
respectively. Since ω∗f is an isomorphism, ω∗h is a monomorphism. Let
m be the element of Coker(h) corresponding to m. By definition we have
A(λ)m = {0}, and hence m belongs to Tor(Coker(h)) by Lemma 2.2. Since
Coker(h) is generated by m, we have Coker(h) ∈ TorΛ(A), and hence ω
∗h is
an isomorphism. It follows that m ∈ Γ(ω∗N ′) = Γ(ω∗N).
Let us give a proof of Theorem 4.8 (i)
Let λ ∈ Λ such that λ + ρ ∈ Λ+, and let f : M → N be an epimorphism
in Mλ(D). We need to show that Γ(f) : Γ(M)→ Γ(N) is an epimorphism.
We first show that there exist M,N ∈ ModΛ,λ(D) and an epimorphism
f : M → N such that
(4.27) Tor(N) = {0}, M = ω∗M, N = ω∗N, f = ω∗f.
Take M,N ∈ ModΛ,λ(D) such that M = ω
∗M,N = ω∗N . We may assume
Tor(N) = {0}. Then there exist L ∈ ModΛ,λ(D) and morphisms s : L →
M, f : L → N such that s ∈ ΣD, f = ω
∗f ◦ (ω∗s)−1. By replacing M
with L we may assume that f = ω∗f for some f : M → N . Since f is an
epimorphism, we have Tor(Coker(f)) = Coker(f). Hence by replacing N
with Im(f) we may further assume that f is an epimorphism. The existence
of M,N, f as in (4.27) is proved.
Let n ∈ Γ(N). We need to show that n is contained in the image of
Γ(M) → Γ(N). By Lemma 4.12 there exists a finitely generated graded A-
submodule N1 of N such that n ∈ Γ(ω
∗N1). Take a finitely generated graded
A-submodule M1 of M such that N1 = f(M1). By Proposition 2.13 there
exists some ν ∈ Λ+ such that
Γ(ω∗M1[ν])→ Γ(ω
∗N1[ν])
is surjective. Set µ = −w0ν ∈ Λ
+. By Proposition 3.13 the vertical arrows
of the commutative diagram
Eµ ⊗A Γ(ω
∗(M1[ν])) −−−→ E
µ ⊗A Γ(ω
∗(N1[ν]))y y
Γ(ω∗(Eµ ⊗A M1[ν])) −−−→ Γ(ω
∗(Eµ ⊗A N1[ν]))
are isomorphism, and hence
Γ(ω∗(Eµ ⊗A M1[ν]))→ Γ(ω
∗(Eµ ⊗A N1[ν]))
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is surjective. By (3.41) we can regard
Γ(ω∗M1) −−−→ Γ(ω
∗N1)y y
Γ(ω∗M) −−−→
k
Γ(ω∗N)
as a subdiagram of the commutative diagram
Γ(ω∗(Eµ ⊗A M1[ν]))
h
−−−→ Γ(ω∗(Eµ ⊗A N1[ν]))y y
Γ(ω∗(Eµ ⊗A M [ν])) −−−→
ℓ
Γ(ω∗(Eµ ⊗A N [ν])).
Consider the commutative diagram
Γ(ω∗M)
k
−−−→ Γ(ω∗N)
iM
y yiN
Γ(ω∗(Eµ ⊗A M [ν])) −−−→
ℓ
Γ(ω∗(Eµ ⊗A N [ν])).
Since n ∈ Γ(ω∗N1), the surjectivity of h implies iN(n) ∈ Im(ℓ). Then we
obtain n ∈ Im(k) by the existence of the canonical splitting of iM and iN
assured in Lemma 4.11 (i). The proof of Theorem 4.8 (i) is complete.
We next show Theorem 4.8 (ii).
Assume λ ∈ Λ+, and let M be a non-zero object of Mλ(D). Set M =
ω∗M . By ω
∗M = M 6= 0 we have M /∈ TorΛ(A), and hence Γ(ω
∗M [µ]) =
ω∗M(µ) = M(µ) 6= 0 for sufficiently large µ ∈ Λ
+. Hence by Proposition
3.13 and Lemma 4.11 (ii) we have
V (µ)⊗ Γ(ω∗M) ≃ Eµ ⊗A Γ(ω
∗M) ≃ Γ(ω∗(Eµ ⊗A M)) 6= 0.
This implies Γ(M) = Γ(ω∗M) 6= 0 as desired.
4.6 Verma modules
Lemma 4.13. For any w ∈ W the canonical homomorphism
(4.28) S−1w D → EndF(S
−1
w A)
is injective.
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Proof. Let s ∈ Sw and d ∈ D, and assume that s
−1d belongs to the kernel
of (4.28). Then d belongs to the kernel of (4.28) and hence it is contained
in Ker(D → EndF(A)). Since D is defined as a subalgebra of EndF(A), we
have d = 0 and hence s−1d = 0.
For λ ∈ Λ we have
S−1w Dλ = S
−1
w A⊗A (D ⊗F[Λ] F) = (S
−1
w A⊗A D)⊗F[Λ] F = S
−1
w D ⊗F[Λ] F,
where F[Λ]→ S−1w D and F[Λ]→ F are given by e(µ) 7→ σµ and e(µ) 7→ q
(µ,λ)
respectively. Hence we have
(S−1w Dλ)(0) = (S
−1
w D)(0)⊗F[Λ] F.
Since the image of F[Λ]→ (S−1w D)(0) is contained in the center of (S
−1
w D)(0),
we have an F-algebra structure on (S−1w Dλ)(0). Moreover, since the action
of σµ on (S
−1
w A)(λ) is given by q
(µ,λ) id, we have a natural left (S−1w Dλ)(0)-
module structure on (S−1w A)(λ). Hence we obtain an algebra homomorphism
(4.29) (S−1w Dλ)(0)→ EndF((S
−1
w A)(λ))
In the rest of this subsection we shall consider the case w = 1.
Lemma 4.14. Let s ∈ S1. The right multiplication rs ∈ D is invertible in
S−11 D and the action of r
−1
s ∈ S
−1
1 D on S
−1
1 A is given by the right multipli-
cation of s−1 ∈ S−11 A.
Proof. We have s ∈ A(µ)µ \ {0} for some µ ∈ Λ
+. Then rs = ℓs∂kµσ−µ by
Lemma 4.1. Hence r−1s = σµ∂k−µℓ
−1
s ∈ S
−1
1 D. For t ∈ S1 and ϕ ∈ A we have
rs(t
−1ϕ) = rsℓ
−1
t (ϕ) = ℓ
−1
t rs(ϕ) = t
−1ϕs
by rsℓt = ℓtrs. Thus the action of rs on S
−1
1 A is given by the right mul-
tiplication of s. Hence its inverse is given by the right multiplication by
s−1.
By definition the image D of the canonical injective algebra homomor-
phism
(4.30) (S−11 D)(0)→ EndF(S
−1
1 A)
is generated by
(a) ∂u for u ∈ U ,
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(b) σµ for µ ∈ Λ,
(c) Lϕ : S
−1
1 A→ S
−1
1 A (ψ 7→ ϕψ), where ϕ ∈ (S
−1
1 A)(0).
By Lemma 4.14 D also contains
(d) Rϕ : S
−1
1 A→ S
−1
1 A (ψ 7→ ψϕ), where ϕ ∈ (S
−1
1 A)(0).
Since D preserves (S−11 A)(ξ) for each ξ ∈ Λ, we have
D ⊂
∏
ξ∈Λ
EndF(F
≧0(ξ)).
Here, we have identified (S−11 A)(ξ) with F
≧0(ξ) by Proposition 3.21. In
particular, F≧0(ξ) is regarded as a U -module. Note that F≧0(ξ) is isomorphic
to T ∗(ξ) as a U -module by Proposition 3.22.
Set
EndF(F
≧0(ξ))
=
⊕
ν∈Λ
{f ∈ EndF(F
≧0(ξ)) | f(F≧0(ξ)µ) ⊂ F
≧0(ξ)µ+ν (∀µ ∈ Λ)},
EndF(F
≧0(ξ)⋆)
=
⊕
ν∈Λ
{f ∈ EndF(F
≧0(ξ)⋆) | f(F≧0(ξ)⋆µ ) ⊂ F
≧0(ξ)⋆µ+ν (∀µ ∈ Λ)}.
Then we have an isomorphism of F-algebras
EndF(F
≧0(ξ)) ≃ EndF(F
≧0(ξ)⋆)op (h↔ th)
〈h(v∗), v〉 = 〈v∗, th(v)〉 (v∗ ∈ F≧0(ξ), v ∈ F≧0(ξ)⋆).
Hence we obtain an embedding of F-algebras
Θ : D →֒
∏
ξ∈Λ
EndF(F
≧0(ξ)⋆)op, Θ(d) = (Θξ(d))ξ∈Λ,
〈v∗, (Θξ(d))(v)〉 = 〈d(v
∗), v〉 (v∗ ∈ F≧0(ξ), v ∈ F≧0(ξ)⋆).
Since F≧0(ξ)⋆ is isomorphic to Tr(ξ) as a right U -module, it is a free right
U+-module generated by the element nξ ∈ F
≧0(ξ)⋆ given by
〈ϕ, nξ〉 = 〈ϕ, 1〉 (ϕ ∈ F
≧0(ξ)).
Here, 〈 , 〉 in the left hand side (resp. the right hand side) is the canonical
paring F≧0(ξ) × F≧0(ξ)⋆ → F (resp. F≧0 × U≧0 → F). We shall identify
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F≧0(ξ)⋆ with U+ by (F≧0(ξ)⋆ ∋ nξu ↔ u ∈ U
+). Hence we have an
embedding of F-algebras
Θ : D →֒
∏
ξ∈Λ
EndF(U
+)op, Θ(d) = (Θξ(d))ξ∈Λ,
〈ϕ, (Θξ(d))(u)〉 = 〈d(ϕ), nξu〉 = 〈d(ϕ), u〉 (ϕ ∈ F
≧0(ξ), u ∈ U+).
For x ∈ U+, µ ∈ Λ we define Mx, Nµ ∈ EndF(U
+) by
Mx(u) = ux, Nµ(u) = kµuk
−1
µ (u ∈ U
+).
We define linear maps
F≧0(0) ∋ ϕ 7→ Pϕ ∈ EndF(U
+), F≧0(0) ∋ ϕ 7→ Qϕ ∈ EndF(U
+)
by
Pϕ(u) =
∑
(u)1
〈ϕ, u(0)〉u(1) (ϕ ∈ F
≧0(0), u ∈ U+),
Qϕ(u) =
∑
(u)1
〈ϕ, u(1)〉k
−1
γ u(0) (γ ∈ Q
+, ϕ ∈ F≧0(0)−γ, u ∈ U
+).
Note that Pϕ(u), Qϕ(u) ∈ U
+ by
∆(u) ∈
∑
γ∈Q+
kγU
+ ⊗ U+γ (u ∈ U
+),(4.31)
γ 6= δ ⇒ 〈F≧0(0)−γ, U
+
δ 〉 = {0}.(4.32)
For i ∈ I we define ϕi ∈ F
≧0(0) by
〈ϕi, tu〉 = (u, fi) (t ∈ U
0, u ∈ U+),
where ( , ) in the right hand side is the paring (1.31). For F ∈ EndF(U
+)
we define ∆(F ) ∈
∏
ξ∈Λ EndF(U
+) as the corresponding diagonal element.
Lemma 4.15. We have
Θξ(σµ) = q
(µ,ξ) id (µ ∈ Λ),(4.33)
Θ(Lϕ) = ∆(Pϕ) (ϕ ∈ F
≧0(0)),(4.34)
Θ(Rϕ) = ∆(Qϕ)Θ(σγ) (γ ∈ Q
+, ϕ ∈ F≧0(0)−γ),(4.35)
Θ(∂x) = ∆(Mx) (x ∈ U
+),(4.36)
Θ(∂kµ) = ∆(N−µ)Θ(σµ) (µ ∈ Λ),(4.37)
Θ(∂fi) = q
−(αi,αi)∆(PϕiNαi)Θ(σ−αi)−∆(Qϕi)Θ(σαi) (i ∈ I).(4.38)
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Proof. (4.33) is easy. Let ψ ∈ F≧0(ξ), u ∈ U+. For ϕ ∈ F≧0(0) we have
〈ψ, (Θξ(Lϕ))(u)〉 = 〈ϕψ, u〉 =
∑
(u)1
〈ϕ, u(0)〉〈ψ, u(1)〉 = 〈ψ, Pϕ(u)〉
and hence we obtain (4.34). Similarly, for ϕ ∈ F≧0(0)−γ we have
〈ψ, (Θξ(Rϕ))(u)〉 =
∑
(u)1
〈ϕ, u(1)〉〈ψ, u(0)〉 = 〈ψ, kγQϕ(u)〉 = 〈ψkγ, Qϕ(u)〉
= q(γ,ξ)〈ψ,Qϕ(u)〉.
(4.35) is proved. For x ∈ U we have
〈ψ, (Θξ(∂x))(u)〉 = 〈xψ, nξu〉 = 〈ψ, nξux〉.
In case x ∈ U+ we have ux ∈ U+, and we obtain (4.36). In case x = kµ for
µ ∈ Λ we have
nξukµ = nξkµ(k
−1
µ ukµ) = q
(ξ,µ)nξN−µ(u),
and hence (4.37) is proved. In case x = fi for i ∈ I we have
ufi
=
∑
(u)2
(u(0), fi)(u(2), ki)k
−1
i u(1) +
∑
(u)2
(u(0), 1)(u(2), ki)fiu(1)
−
∑
(u)2
(u(0), 1)(u(2), fiki)u(1)
=
∑
(u)1
(u(0), fi)k
−1
i u(1) +
∑
(u)1
(u(1), ki)fiu(0) −
∑
(u)1
(u(1), fiki)u(0)
by [19, Lemma 2.1.2, Lemma 2.1.3], and hence if u ∈ U+δ , then
nξufi =nξ(
∑
(u)1
(u(0), fi)k
−1
i u(1))− nξ(
∑
(u)1
(u(1), fiki)u(0))
=q(δ−αi−ξ,αi)nξ(
∑
(u)1
〈ϕi, u(0)〉u(1))− nξ(
∑
(u)1
〈ϕi, u(1)〉u(0))
=q(δ−αi−ξ,αi)nξ(Pϕi(u))− q
(ξ,αi)nξ(Qϕi(u))
and we obtain (4.38).
By (4.29) we obtain an algebra homomorphism
(4.39) (S−11 Dλ)(0)→ EndF(Tr(λ))
op.
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Proposition 4.16. The algebra homomorphism (4.39) is injective.
Proof. Note that (S−11 Dλ)(0) = D ⊗F[Λ] F, where F[Λ] → D and F[Λ] →
F are given by e(µ) 7→ σµ and e(µ) 7→ q
(µ,λ) respectively. The algebra
homomorphism (4.39) is induced from Θλ : D → EndF(U
+)op under the
identification Tr(λ) = U
+.
Let D
′
be the subalgebra of
∏
ξ∈Λ EndF(U
+)op generated by the elements
∆(Mx), ∆(Nµ), ∆(Pϕ), ∆(Qϕ) for x ∈ U
+, µ ∈ Λ, ϕ ∈ F≧0(0). By Lemma
4.15 we haveD
′
⊂ D, andD is generated as a subalgebra of
∏
ξ∈Λ EndF(U
+)op
by D
′
and {σµ | µ ∈ Λ}. Let us show that the linear map
D
′
⊗ F[Λ] ∋ d⊗ e(µ) 7→ dσµ ∈ D
is an isomorphism. The surjectivity is a consequence of the fact that σµ
belongs to the center of D. Assume that we have
∑
µ dµσµ = 0 for dµ ∈ D
′
.
For any ξ ∈ Λ and u ∈ U+ we have
∑
µ q
(µ,ξ)dµ(u) = 0, from which we obtain
dµ = 0 for any µ. Hence D
′
⊗ F[Λ]→ D is bijective. It follows that
(S−11 Dλ)(0) = D ⊗F[Λ] F ≃ D
′
,
and hence (S−11 Dλ)(0)→ EndF(Tr(λ))
op is injective.
4.7 Proof of Theorem 4.9
For λ ∈ Λ consider the sequence
(4.40) U/Jλ
α
−→ Dλ(0)
β
−→ Γ(ω∗Dλ)
γ
−→ (S−11 Dλ)(0)
δ
−→ EndF(Tr(λ))
op
of algebra homomorphisms. We shall show that α is an isomorphism for any
λ ∈ Λ and that β is an isomorphism if λ + ρ ∈ Λ+. We need the following
result due to Joseph [8].
Proposition 4.17 (Joseph). The homomorphism
U/Jλ → EndF(Tr(λ))
op
is injective.
We see easily that α is surjective by the definition of Dλ. By Proposition
4.17 the composition δ ◦γ ◦β ◦α is injective. Hence α is an isomorphism and
β is injective. It remains to show the surjectivity of β in the case λ+ρ ∈ Λ+.
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Assume that we are given an F-algebra E and an algebra homomorphism
f : U → E. We have a left U -module structure on E
ue = f(u)e (u ∈ U, e ∈ E).
given by the left multiplication. We have also another left U -module structure
on E
ad(u)(e) =
∑
(u)1
f(u(0))ef(Su(1)) (u ∈ U, e ∈ E)
called the adjoint action. Taking the U -finite parts
Efin = {e ∈ E | dimF ad(U)(e) <∞}
of E = U , Dλ(0), Γ(ω
∗Dλ), (S
−1
1 Dλ)(0), EndF(Tr(λ))
op we obtain
(4.41) Ufin
α
−→ Dλ(0)
fin β−→ Γ(ω∗Dλ)
fin γ−→ (S−11 Dλ)(0)
fin δ−→ (EndF(Tr(λ))
op)fin
We need the following result of Joseph [10, Theorem 8.3.9 (ii)] which is a
q-analogue of a theorem of N. Conze-Berline and M. Duflo.
Proposition 4.18 (Joseph). The homomorphism
Ufin → (EndF(Tr(λ))
op)fin
is surjective.
As shown above β is injective, and hence β is injective. Since δ is injective
by Proposition 4.16, δ is also injective. Moreover, we have the injectivity of
γ by Lemma 3.25. Hence Proposition 4.18 implies that β, γ, δ are isomor-
phisms.
Now we deduce the surjectivity of β from the surjectivity of β. The
assumption λ+ ρ ∈ Λ+ will be used in the arguments below.
Let m ∈ Γ(ω∗Dλ). We shall show that m ∈ Im(β). By Lemma 4.12
there exists a finitely generated graded A-submodule M of Dλ such that
m ∈ Γ(ω∗M).
Let us show that the canonical morphism
(4.42) M(ν)→ Γ(ω∗M [ν])
is surjective for sufficiently large ν ∈ Λ+. SinceM is finitely generated, there
exists an epimorphism
n⊕
j=1
A[ξj]→M
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in ModΛ(A) for some ξ1, . . . , ξn ∈ Λ. Consider the commutative diagram⊕n
j=1A(ξj + ν) −−−→ M(ν)y y⊕n
j=1 Γ(ω
∗A[ξj + ν]) −−−→ Γ(ω
∗M [ν]).
Assume that ν ∈ Λ+ is sufficiently large. Then the left vertical arrow is an
isomorphism by Proposition 2.14, and the lower horizontal arrow is surjective
by Proposition 2.13. Hence (4.42) is surjective.
Take ν ∈ Λ+ such that (4.42) is surjective. Set µ = −w0ν, and consider
the following commutative diagram (see (3.41)):
Γ(ω∗M) −−−→ Γ(ω∗(Eµ ⊗A M [ν]))y yk
Γ(ω∗Dλ)
i
−−−→ Γ(ω∗(Eµ ⊗A Dλ[ν])).
Since λ+ ρ ∈ Λ+, there exists a homomorphism
j : Γ(ω∗(Eµ ⊗A Dλ[ν]))→ Γ(ω
∗Dλ)
of U -modules such that j ◦ i = id by Lemma 4.11. Here, the action of U on
Eµ ⊗A Dλ is given by
(4.43) u · (e⊗ d) =
∑
(u)1
u(0)e⊗ ∂u(1)d (u ∈ U, d ∈ D),
where d denotes the element of Dλ corresponding to d, and the one on
Γ(ω∗Dλ) is given by the left multiplication. Hence it is sufficient to show
Im(j ◦ k) ⊂ Im(β). By Proposition 3.13 we have
ω∗ω
∗(Eµ ⊗A M [ν]) ≃ E
µ ⊗A ω∗ω
∗(M [ν]) ≃ V (µ)⊗ ω∗ω
∗(M [ν]),
and hence Γ(ω∗(Eµ ⊗A M [ν])) ≃ V (µ) ⊗ Γ(ω
∗(M [ν])). Similarly we have
Γ(ω∗(Eµ ⊗A Dλ[ν])) ≃ V (µ) ⊗ Γ(ω
∗(Dλ[ν])). Consider the commutative
diagram
V (µ)⊗M(ν) −−−→ V (µ)⊗Dλ(ν)
ℓ′
y yℓ
V (µ)⊗ Γ(ω∗(M [ν])) V (µ)⊗ Γ(ω∗(Dλ[ν]))∥∥∥ ∥∥∥
Γ(ω∗(Eµ ⊗A M [ν])) −−−→
k
Γ(ω∗(Eµ ⊗A Dλ[ν])).
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Since (4.42) is surjective, ℓ′ is also surjective. Hence it is sufficient to show
that the image of the composition of
V (µ)⊗Dλ(ν)
ℓ
−→ Γ(ω∗(Eµ ⊗A Dλ[ν]))
j
−→ Γ(ω∗Dλ)
is contained in Im(β). We regard V (µ)⊗Dλ(ν), Γ(ω
∗(Eµ⊗ADλ[ν])), Γ(ω
∗Dλ)
as right Dλ(0)-modules via the right multiplication of D(0) on D. Then ℓ
and β are homomorphisms of right Dλ(0)-modules by definition. Moreover,
j is also a homomorphisms of right Dλ(0)-modules by the following reason.
Recall that j is the projection with respect to the action of the center z of
U . Here, the action of U on Eµ ⊗A Dλ is given by (4.43), and the one on
Γ(ω∗Dλ) is given by the left multiplication. Since the action of U and the
right action of Dλ(0) on Γ(ω
∗(Eµ ⊗A Dλ[ν])) commute with each other, j is
a homomorphism of right Dλ(0)-modules. Let
r : A(ν)→ Dλ(ν)
be the composition of A(ν) →֒ D(ν) → Dλ(ν). Since D(ν) is generated
by A(ν) as a right D(0)-module, Dλ(ν) is generated by r(A(ν)) as a right
Dλ(0)-module. Hence it is sufficient to show (j◦ℓ)(V (µ)⊗r(A(ν))) ⊂ Im(β).
We can regard V (µ)⊗Dλ(ν) as a left U -module
(4.44) u · (v ⊗ d) =
∑
(u)1
u(0)v ⊗ ∂u(1)d (u ∈ U, d ∈ D(ν)),
We can also regard V (µ) ⊗ Dλ(ν) as a left U -module by the adjoint action
defined by
ad(u)(v ⊗ d) =
∑
(u)2
u(0)v ⊗ ∂u(1)d∂Su(2) (u ∈ U, d ∈ D(ν)).
Note that j ◦ℓ is a homomorphism of right Dλ(0)-modules as well as a homo-
morphism of left U -modules, where the U -module structure on V (µ)⊗Dλ(ν)
is given by (4.44) and the one on Γ(ω∗Dλ) is given by the left multiplication.
Hence j◦ℓ also preserves the adjoint actions of U . Since V (µ)⊗r(A(ν)) is sta-
ble under the adjoint action of U , we have V (µ)⊗r(A(ν)) ⊂ (V (µ)⊗Dλ(ν))
fin
with respect to the adjoint action. It follows that
(j ◦ ℓ)(V (µ)⊗ r(A(ν))) ⊂ (j ◦ ℓ)((V (µ)⊗Dλ(ν))
fin) ⊂ Γ(ω∗Dλ)
fin
⊂ Im(β) ⊂ Im(β).
The proof of Theorem 4.9 is complete.
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