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1. Introduction
Weare concernedwith the discrete Fourier transformF onCp, where p is an oddprime; for v ∈ Cp,
Fv(k) = 1√
p
n−1∑
l=0
v(l)e2π i l k/p, k = 0, . . . , p − 1.
We notice that several different normalizations are common and sometimes a negative sign is used in
the exponent. Our normalization is such that F is unitary, the eigenvalues are λ = ±1,±i, and the
negative sign in the exponent appears for the inverse Fourier transform F−1.
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Manywell-structured bases of eigenvectors for the discrete Fourier transform are found in the liter-
ature, for example, related to discrete versions of Hermite functions, the fractional Fourier transform,
and the harmonic oscillator [1,4,8,9,14,22]; to symmetries in connection with the fast Fourier trans-
form [6,7,13]; or to characters and Jacobi theta functions [3,11,12,15,16,19]. We are interested in a
basis of eigenvectors for F with small support. Our main result (Theorem 1 below) constructs a basis
Bλ for each eigenspace
Eλ = {v ∈ Cp : Fv = λv}, λ = ±1,±i,
such that for all v ∈ Bλ,
|supp v| =
⎧⎪⎨⎪⎩
q, λ = 1,
q + 1, λ = ±i,
q + 2, λ = −1,
p = 4m + 1,
q = (p + 1)/2 = 2m + 1,
|supp v| =
⎧⎪⎨⎪⎩
q, λ = i,
q + 1, λ = ±1,
q + 2, λ = −i.
p = 4m + 3,
q = (p + 1)/2 = 2m + 2.
(1)
In most cases this result is best possible since an eigenvector for the eigenvalue λ cannot have smaller
support size; see Remark 16 below.
Section2contains themain results, inSection3wederivepreliminary results, andSection4 includes
the proof of Theorem 1.
2. Main results
Let p  3 be prime, let Z/pZ denote the finite field of order p, and let (Z/pZ)× = Z/pZ\{0}
denote its multiplicative group. Since p is prime, there always exists a primitive root modulo p, see
[20, p. 133], that is, a number a ∈ (Z/pZ)× such that {1, a, a2, a3, . . . , ap−2} = (Z/pZ)× or, in other
words,
{0} ∪ {1, a, a2, a3, . . . , ap−2} = Z/pZ.
The use of primitive roots is an important tool for the discrete Fourier transform of prime order, for
example in the algorithms by Rader and Winograd, see [3].
Let ζp = e2π i/p, and denote by Q(ζp) the cyclotomic field of order p; its maximal real subfield is
Q(cos(2π/p)), see [21, p. 3]. Frequently we use the cyclotomic fieldQ(ζ4p) of order 4p, withmaximal
real subfieldQ(cos(π/(2p))).
For X ⊆ Z/pZ, let −X = {−x : x ∈ X}, and we write ±X = X ∪ (−X). The next theorem is our
first main result, the proof is obtained in Section 4.
Theorem 1. Let p be an odd prime and let λ = ±1,±i be an eigenvalue of the discrete Fourier transform
F . (Note λ = −i, if p = 3.) Let a ∈ (Z/pZ)× be a primitive root modulo p and define A ⊂ Z/pZ by
A =
⎧⎪⎨⎪⎩
±{1, a, . . . , am−1} ∪ {0}, λ = 1,
±{1, a, . . . , am}, λ = ±i,
±{1, a, . . . , am} ∪ {0}, λ = −1,
p = 4m + 1,
A =
⎧⎪⎨⎪⎩
±{1, a, . . . , am}, λ = i,
±{1, a, . . . , am} ∪ {0}, λ = ±1,
±{1, a, . . . , am+1}, λ = −i,
p = 4m + 3.
290 G. Fendler, N. Kaiblinger / Linear Algebra and its Applications 438 (2013) 288–302
Then there exists a basis Bλ = {v0, v1, . . . , vr−1} for the eigenspace Eλ of F such that
supp vk ⊆ akA, k = 0, . . . , r − 1,
for r = dim Eλ, and the entries of vk belong toQ(cos(π/(2p))).
Observe that the basis vectors of Theorem 1 indeed satisfy (1).
For a vector v ∈ Cp, define the reflection v∨(k) = v(−k), for k ∈ Z/pZ.
Remark 2. (i) It is well-known [2, Section I.2] that F2v = v∨, that F4v = v, and that the dimen-
sion of each eigenspace Eλ of F is
dim Eλ =
{
m + 1, λ = 1
m, λ = −1,±i, for p = 4m + 1 and
dim Eλ =
{
m + 1, λ = ±1, i
m, λ = −i, for p = 4m + 3.
(2)
(ii) The basis eigenvectors in Theorem1 can be constructed explicitly by following the details of our
approach. Alsonote that eachbasis vector satisfies a restricted eigenvalue equation. For example,
the restriction of v0 to A, denoted v0(A), satisfies F(A, A) v0(A) = λ·v0(A), where F(A, A) is the
restriction of thematrix representingF to the rowswith index in A and columnswith index in A.
(iii) Since F is complex symmetric and unitary, any eigenvector of F can be made real. More pre-
cisely, the properties F−1 = F and λ−1 = λ imply that the eigenspaces are closed under
complex conjugation, and hence 	v ∈ Eλ and 
v ∈ Eλ, whenever v ∈ Eλ. Theorem 1 includes
a stronger property for the eigenvectors in Bλ, their entries belong to the real number field
Q(ζ4p) ∩ R = Q(cos(π/(2p))).
(iv) In Theorem 1 the prerequisite that a is a primitive root modulo p is crucial. For example, let
p = 4m+1, letλ = 1, and let b = a2 ∈ Z/pZ be the square of a primitive root amodulo p. Then
B = ±{1, b, b2, . . . , bm−1} ∪ {0} is just the set of squares modulo p. There is an eigenvector v0
with support B unique up to normalization given by
v0(k) =
⎧⎪⎨⎪⎩
(1 + √p)/2, k = 0
1, k ∈ B\{0},
0, otherwise,
k = 0, . . . , p − 1.
Indeed v0 = (χ +)/2, whereχ is the Dirichlet characterχ(k) = (k|p), here (k|p) denotes the
Legendre symbol, and  is the sum of the constant vector (1, . . . , 1) and its Fourier transform
(
√
p, 0, . . . , 0). Since both χ and  belong to E1 (see [5]), also v0 ∈ E1, and we have
|supp v0| = |B| = (p + 1)/2 = 2m + 1.
Thus v0 seems suitable for the conclusions of Theorem 1. But note that B = a2B = a4B = . . . and
aB = a3B = a5B = . . . It implies that the rank of {v0, . . . , vm} is only 2, hence it is not a basis, when
m  2, i.e., p  13.
Next,wedesign theoperatorHa used inour secondmain result, Theorem4below. Forb ∈ (Z/pZ)×,
we denote by σb the (field) automorphism ofQ(ζp) that maps
σb : ζp → ζ bp .
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This defines a (group) homomorphism σ : b → σb from the multiplicative group (Z/pZ)× to the
automorphisms of Q(ζp) which fix Q, i.e. to the Galois group of Q(ζp) over Q, see [20, §58–§60].
For working in the larger field Q(ζ4p), we identify the Galois group of Q(ζp) with the subgroup of
the Galois group of Q(ζ4p) of those Galois automorphisms of Q(ζ4p) that stabilize i. We denote the
extended automorphism by σ˜b,
σ˜b : ζp → ζ bp , i → i. (3)
Remark 3.
(i) The explicit form of σ˜b is
σ˜b : ζ4p → ζ ϕ(b)4p ,
where ϕ(b) ∈ (Z/4pZ)× is such that
ζ ϕ(b)p = ζ bp and iϕ(b) = i.
That is, ϕ(b) satisfies the congruences ϕ(b) ≡ b (mod p) and ϕ(b) ≡ 1 (mod 4). The solution
can be computed explicitly, for example, we can use the formula
ϕ(b) = b − (b − 1)p2 (mod 4p).
(ii) The restriction of σ˜b to the real subfieldQ(cos(π/(2p))) ⊂ Q(ζ4p) is thus of the form
σ˜b : cos(π/(2p)) → cos(ϕ(b) · π/(2p)).
For a vector v ∈ Cp with entries inQ(ζp)we define σ˜b(v) ∈ Cp by the action of σ˜b on the entries
of v.
For b ∈ (Z/pZ)×, let Db denote the dilation operator onCp defined by the index permutation
Dbv(k) = v(b−1k), k ∈ Z/pZ, v ∈ Cp.
For v ∈ Cp with entries inQ(cos(π/(2p))), define
Ha(v) = Da σ˜a2(v), (4)
and we write (Ha)
0(v) = v, (Ha)1(v) = Ha(v), (Ha)2(v) = Ha(Ha(v)), etc.
The next theorem is our second main result and it describes a construction that complements
Theorem 1.
Theorem 4. A suitable basis Bλ = {v0, v1, . . . , vr−1} in Theorem 1 can be constructed from the first
vector v0 by defining vk = (Ha)k(v0), for k = 0, . . . , r − 1.
Proof. The theorem is verified by Lemma 21 in Section 4. 
Remark 5. Theorem 4 states that for v0 ∈ Cp with entries of the form
v0(j) =
4p−1∑
l=0
cl cos(l π/(2p)), j ∈ Z/pZ, (c0, . . . , c4p−1 ∈ Q),
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we can define vk ∈ Cp, for k = 0, . . . , r − 1, by assigning vk(akj) = (σ˜a2)k
(
v0(j)
)
, that is,
vk(a
kj) =
4p−1∑
l=0
cl cos(ρ
k · l π/(2p)), j ∈ Z/pZ,
where ρ = ϕ(a2) in Z/4pZ.
We illustrate Theorem 1 and Theorem 4 by an example.
Example 6. Let p = 11 and λ = i. The primitive roots modulo 11 are 2, 6, 7, 8. For a = 2, we have
A ⊂ Z/11Z given by
A = ±{1, 2, 4} = {1, 2, 4, 7, 9, 10},
aA = ±{2, 4, 8} = {2, 3, 4, 7, 8, 9},
and as a basis for Ei we obtain Bi = {v0, v1} with
v0 = ( 0, 1, α, 0, β, 0, 0, −β, 0,−α,−1),
v1 = (0, 0, 1,−β ′, α′, 0, 0, −α′, β ′,−1, 0),
where α = 2 cos(π/11), β = 2 cos(7π/11), α′ = 2 cos(7π/11), and β ′ = 2 cos(5π/11). We point
out that v1 is obtained from v0 by Theorem 4. Indeed note that
ϕ(a2) = ϕ(4) ≡ 37 (mod 44),
and, for example,
v0(2) = 2 cos(π/11),
v0(3) = 0,
v0(4) = 2 cos(7π/11),
v1(4) = 2 cos(37 · π/11) = 2 cos(7π/11),
v1(6) = 0,
v1(8) = 2 cos(37 · 7π/11) = 2 cos(5π/11).
3. Preliminary results
We call a vector u ∈ Cp symmetric if u = u∨, recall that u∨(k) = u(−k). Define the symmetric
part Su of u and the anti-symmetric part Tu of u,
Su = (u + u∨)/2, Tu = (u − u∨)/2, u ∈ Cp.
Let Pλ denote the projector onto the eigenspace Eλ of F , for λ = ±1,±i. It is given by
Pλu = 1
4
· (u + λ3Fu + λ2F2u + λF3u)
= 1
2
·
{
Su ± FSu, λ = ±1,
Tu ∓ iFTu, λ = ±i, u ∈ C
p,
(5)
recall that F2u = u∨.
Lemma 7. For u ∈ Cp, the following equivalences hold:
(i) P1u = 0 if and only if Su ∈ E−1.
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(ii) P−1u = 0 if and only if Su ∈ E1.
(iii) Piu = 0 if and only if Tu ∈ E−i.
(iv) P−iu = 0 if and only if Tu ∈ Ei.
Proof. Each of the equivalences is an immediate consequence of (5). 
The Fourier transform F can be written as a matrix,
F = 1√
p
(
ζ klp
)
k,l. (6)
We thus note, if the operator
√
pF = (ζ klp )k,l is applied to a vector u ∈ Cp with entries inQ(ζp) then
the result is a vector that also has its entries inQ(ζp).
By the next lemma we recall and slightly specialize an important observation by Haagerup and
Tao [10,18], based on a result of Chebotarëv, see e.g. [17].
Lemma 8. Let X, Y ⊂ Z/pZ.
(i) If |X| + |Y |  p, and u ∈ Cp satisfies
supp u ⊆ X, suppFu ⊆ Y, (∗)
then u = 0.
(ii) If |X| + |Y |  p + 1, then there exists u ∈ Cp, u = 0, satisfying (∗).
(iii) For |X|+ |Y | = p+1, the vector u from (ii) is uniquely determined, up to normalization by a scalar
factor. By a suitable normalization the entries of u belong toQ(ζp).
Proof. (i),(ii) See [10, Proposition 3.3], [18, Theorem 1.1].
(iii) First, we show that for |X| + |Y | = p + 1 the arguments in [10,18] also yield the uniqueness up
to normalization; the idea is from the proof of [10, Lemma 5.2]. Let x0 ∈ X , let X′ = X\{x0}, and write
Yc = (Z/pZ)\Y . Normalizing u such that u(x0) = 1, we show that u is uniquely determined. Indeed
by [10], [18] the restriction of u to X′, denoted u(X′), is given by
u(X′) = −F(Yc, X′)−1 · F(Yc, x0), (7)
where the matrix F(Yc, X′) is the restriction of F to the rows with index in Yc and columns with
index in X′; and the vector F(Yc, x0) is the x0-th column of F restricted to the rows in Yc . The fact
thatF(Yc, X′) is invertible, since |Yc| = |X′|, is the result by Chebotarëv [17] that is applied in [10,18].
From (7) we see that u(X′) is uniquely determined. Since the remaining entries of u are zero, we
conclude that u is uniquely determined.
Next, from (7) we also see that
u(X′) = −
(√
pF(Yc, X′)
)−1 · √pF(Yc, x0)
= −
((
ζ klp
)
k∈Yc,l∈X′
)−1(
ζ kx0p
)
k∈Yc .
Thus u(X′) is the product of the inverse of a matrix with entries in Q(ζp) applied to a vector with
entries inQ(ζp). Hence the entries of u(X
′) also belong toQ(ζp). Since the remaining entries of u are
zero, we conclude that all entries of u belong toQ(ζp). 
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We will use of the following basic fact for cyclotomic fields, cf. [21, Exercise 2.1].
Lemma 9. We have{√
p ∈ Q(ζp) and i√p /∈ Q(ζp), p = 4m + 1,√
p /∈ Q(ζp) and i√p ∈ Q(ζp), p = 4m + 3.
Proof. Make use of the value of the Gauss sum [21, p. 36]
p−1∑
k=0
ζ k
2
p =
{√
p, p = 4m + 1,
i
√
p, p = 4m + 3, (8)
and note that i ∈ Q(ζ4p)\Q(ζp), for p prime. 
The next lemma is an important technical observation for our approach.
Lemma 10. Let u ∈ Cp\{0}. If the entries of u belong toQ(ζp), then
u /∈
{
Ei ∪ E−i, p = 4m + 1,
E1 ∪ E−1, p = 4m + 3.
Proof. From Lemma 9 we conclude that the identity Fu = λu is not possible with these eigenvalues.
For example, let p = 4m+1 and let u ∈ Cp such that the entries of u belong toQ(ζp). Since the entries
of
√
pFu belong to Q(ζp) we see by Lemma 9 that also the entries of Fu belong to Q(ζp). Yet since
i /∈ Q(ζp), we observe that each non-zero entry of i · u does not belong toQ(ζp). Hence, Fu = i · u.
That is, u /∈ Ei. 
Above we observed that the operator
√
pF sends vectors u ∈ Cp with entries inQ(ζp) to vectors
with the same property. For the operator F this is only true if p ≡ 1 (mod 4), but not if p ≡ 3
(mod 4). Indeed, for example, F sends the vector (1, . . . , 1) ∈ Cp, whose entries belong toQ(ζp), to
the vector (
√
p, 0, . . . , 0) ∈ Cp, whose first entry does not belong to Q(ζp) when p ≡ 3 (mod 4).
The next lemma shows that we can always work inside the larger fieldQ(ζ4p).
Lemma 11. The Fourier transform F and the projectors P1, P−1, Pi, and P−i , send vectors u ∈ Cp with
entries inQ(ζ4p) to vectors with entries inQ(ζ4p).
Proof. By (6) we see that F is composed of a matrix with entries in Q(ζp) and the scalar factor
√
p.
The claim of the lemma for F thus follows since
Q(ζp,
√
p) =
{
Q(ζp) ⊂ Q(ζ4p), p = 4m + 1,
Q(ζ4p), p = 4m + 3.
We notice that the latter identity is a consequence of Lemma 9 and the fact that i ∈ Q(ζ4p).
The claim of the lemma for the projectors follows by the explicit formula (5). 
Recall that for X ⊆ Z/pZ, we write−X = {−x : x ∈ X}. We call X symmetric if X = −X . The next
lemma describes further properties of the vector u from Lemma 8(ii),(iii).
Lemma 12. Suppose that X, Y ⊂ Z/pZwith |X|+|Y | = p+1. Let u ∈ Cp, u = 0, such that supp u = X
and suppFu = Y. Then the following hold:
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(i) If X is symmetric and X = Y, then
u ∈
{
E1 ∪ E−1, p = 4m + 1,
Ei ∪ E−i, p = 4m + 3.
(ii) If X is not symmetric, then{(
P1u = 0 or P−1u = 0) and Piu = 0 and P−iu = 0, p = 4m + 1,
P1u = 0 and P−1u = 0 and (Piu = 0 or P−iu = 0), p = 4m + 3.
(iii) If there exists x0 ∈ X such that −x0 ∈ X and ±x0 ∈ Y, then
Pλu = 0, λ = ±1,±i.
Proof. (i) By Lemma 8(iii) we can assume by a suitable normalization that the entries of u belong to
Q(ζp). Since always suppF2u = supp u∨ and since X is symmetric, we observe that the property
supp u = suppFu = X
also implies
suppF2u = suppF3u = X.
Since u = 0, we have that at least one of the eigenspace projections of u is non-zero. That is, there
exists an eigenvector u′ of F , u′ ∈ {P1u, P−iu, P−1u, Piu} such that u′ = 0. Since
supp P1u, supp P−iu, supp P−1u, supp Piu ⊆ X,
we also have that supp u′ ⊆ X . The uniqueness in Lemma 8(iii) thus implies that u = u′, and hence,
Fu = λu. The constraint on the eigenvalue is obtained by Lemma 10.
(ii) Since supp u = X is not symmetric, u cannot be symmetric nor anti-symmetric, thus Su = 0 and
Tu = 0. Hence Lemma 7 implies(
P1u = 0 or P−1u = 0) and (Piu = 0 or P−iu = 0). (9)
Next, by Lemma 8(iii) we can assume by a suitable normalization that the entries of u belong toQ(ζp).
Therefore, also Su and Tu have their entries inQ(ζp). Thus Lemma 10 implies that in particular{
Tu /∈ Ei ∪ E−i, p = 4m + 1,
Su /∈ E1 ∪ E−1, p = 4m + 3.
Hence Lemma 7 implies{
Piu = 0, P−iu = 0, p = 4m + 1,
P1u = 0, P−1u = 0, p = 4m + 3. (10)
Combining (9) and (10) yields the desired conclusion.
(iii) The assumptions x0 ∈ X = supp u, x0 ∈ Y = suppFu, x0 ∈ −X = suppF2u, and x0 ∈ −Y =
suppF3u, imply
Pλu(x0) = u(x0) + λ3Fu(x0) + λ2u(−x0) + λFu(−x0)
= u(x0) + 0 + 0 + 0 = u(x0) = 0,
and thus Pλu = 0. 
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The next lemma describes the transition from complex-valued to real-valued eigenvectors with
entries in a cyclotomic field.
Lemma 13. Let λ = ±1,±i and suppose that u ∈ Eλ, u = 0, such that the entries of u belong toQ(ζp)
orQ(ζ4p). Then there exists u
′ ∈ Eλ, u′ = 0, with supp u′ = supp u such that the entries of u belong to
Q(cos(2π/p)) orQ(cos(π/(2p))), respectively.
Proof. Recall fromRemark 2(iii) that any eigenvector ofF can bemade real; by defining u′ as a generic
linear combination of 	u and 
uwe can achieve that supp u′ = supp u. 
By the next lemma we motivate why Theorem 15 below is only concerned with symmetric sets.
Lemma 14. Let X ⊆ Z/pZ and suppose that X is not symmetric. Then there does not exist any eigenvector
u of F with supp u = X.
Proof. If u is an eigenvector of F , then u∨ = F2u = ±u. Hence u is symmetric or anti-symmetric, we
conclude that X = supp u is symmetric. 
The next result is a classification of symmetric sets in terms of their size, to be suitable support sets
for eigenvectors of F . Recall that p is an odd prime.
Theorem 15. Let X ⊆ Z/pZ and suppose that X is symmetric. Let
q = (p + 1)/2 =
{
2m + 1, p = 4m + 1,
2m + 2, p = 4m + 3.
Then the following hold:
(i) If |X|  q − 1, then there does not exist any eigenvector v ∈ Cp of F such that supp v = X.
(ii) If |X| = q, then there exists an eigenvector v ∈ Cp of F such that supp v = X, and v is uniquely
determined up to a constant factor. We have
v ∈
{
E1 ∪ E−1, p = 4m + 1,
Ei ∪ E−i, p = 4m + 3,
and by a suitable normalization we achieve that the entries of v belong toQ(cos(2π/p)).
(iii) If |X| = q + 1, then there exist eigenvectors v, v′, v′′ ∈ Cp of F satisfying supp v = supp v′ =
supp v′′ = X, such that
v ∈
{
E1 ∪ E−1,
Ei ∪ E−i, v
′ ∈
{
Ei,
E1,
and v′′ ∈
{
E−i, p = 4m + 1,
E−1, p = 4m + 3,
and the entries of v, v′, v′′ belong toQ(cos(π/(2p))).
(iv) If |X|  q + 2, then there exist eigenvectors v ∈ Eλ ⊂ Cp of F , for each eigenvalue λ = ±1,±i,
such that supp v ⊆ X and the entries of v belong toQ(cos(π/(2p))).
Proof. (i) For |X|  q − 1 = (p − 1)/2, see Lemma 8(i).
(ii) For |X| = q = (p + 1)/2, see Lemma 8(ii),(iii), and Lemma 12(i). By Lemma 13 we achieve that
the entries of v belong toQ(cos(2π/p)).
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(iii) Let |X| = q + 1. Since X is symmetric and
|X| = (p + 1)/2 + 1 =
{
2m + 2, p = 4m + 1,
2m + 3, p = 4m + 3,
we have that X is of the form
X =
{±{x0, x1, . . . , xm}, p = 4m + 1,
±{x0, x1, . . . , xm} ∪ {0}, p = 4m + 3.
We define
Y = X\{x0}.
Since |Y | = (p + 1)/2, by Lemma 8(ii),(iii) there exists u ∈ Cp such that
supp u = suppFu = Y,
and the entries of u belong toQ(ζp). Since Y is not symmetric, Lemma 12(ii) implies that there exist
v, v′, v′′ = 0,{
v ∈ {P1u, P−1u}, v′ = Piu, v′′ = P−iu, p = 4m + 1,
v ∈ {Piu, P−iu}, v′ = P1u, v′′ = P−1u, p = 4m + 3.
Note that thus v, v′, v′′ indeed belong to the eigenspaces that the theorem claims. Since
supp v′, supp v′, supp v′′ ⊆ Y ∪ (−Y) = X,
we conclude by Lemma 8(i) that indeed supp v = supp v′ = supp v′′ = X . By Lemma 11 the en-
tries of v, v′, v′′ belong to Q(ζ4p). By Lemma 13 we achieve that the entries of v, v′, v′′ belong to
Q(cos(π/(2p))).
(iv) Let |X|  q + 2. Since X is symmetric and
|X| = (p + 1)/2 + 2 =
{
2m + 3, p = 4m + 1,
2m + 4, p = 4m + 3,
we have that X is of the form
X =
{±{x0, x1, . . . , xm} ∪ {0}, p = 4m + 1,
±{x0, x1, . . . , xm+1}, p = 4m + 3.
We define
Y = X\{−x0, x1}, and Z = X\{±x0}.
Since |Y | + |Z| = p + 1, by Lemma 8(ii),(iii) there exists u ∈ Cp such that
supp u = Y, suppFu = Z,
and the entries of u belong toQ(ζp). Since x0 ∈ X , while−x0 ∈ X and±x0 ∈ Y , Lemma 12(iii) implies
that
v = Pλu = 0, λ = ±1,±i.
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Note that v ∈ Eλ, for λ = ±1,±i, and observe that indeed
supp v ⊆ Y ∪ Z ∪ (−Y) ∪ (−Z) = X.
By Lemma 11 the entries of v, v′, v′′, v′′′ belong to Q(ζ4p). By Lemma 13 we achieve that the entries
of v, v′, v′′, v′′′ belong toQ(cos(π/(2p))). 
Remark 16. An important implication of Theorem 15 for our approach is that the support size in (1)
concerning our main result Theorem 1, is best possible in the case |supp v| = q, q + 1. That is, an
eigenvector for the eigenvalue λ cannot have smaller support size. In numerical experiments for small
p, the support size in (1) seems to be best possible also in the case |supp v| = q + 2.
4. Proof of Theorem 1
Recall the definition of the automorphism σb on Q(ζp) and its extension σ˜b on Q(ζ4p) described
in (3). While one can show that σ˜b(
√
p) ∈ {±√p}, in the next lemma b is squared in order to avoid
the possible negative sign.
Lemma 17. Let b ∈ (Z/pZ)×. Then σ˜b2(√p) = √p inQ(ζ4p).
Proof. Since σ˜b2(i) = i we obtain by use of the Gauss sums (8),
σ˜b2(
√
p) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
σ˜b2
( p−1∑
k=0
ζ k
2
p
)
=
p−1∑
k=0
ζ (bk)
2
p =
√
p, p = 4m + 1,
σ˜b2
(
1
i
p−1∑
k=0
ζ k
2
p
)
= 1
i
p−1∑
k=0
ζ (bk)
2
p =
√
p, p = 4m + 3. 
Recall the definition of Ha from (4). The next lemma shows that the operator Hb commutes with
the Fourier transform.
Lemma 18. Let b ∈ (Z/pZ)×. Then for v ∈ Cp with entries inQ(ζ4p), we have
Hb(Fv) = FHb(v).
Proof. By Lemma 17 we have σ˜b2(
√
p) = √p and therefore,
Db2 σ˜b2(Fv)(k) = σ˜b2(Fv)(b−2k)
= σ˜b2
(
1√
p
p−1∑
l=0
ζ b
−2kl
p v(l)
)
= 1
σ˜b2(
√
p)
p−1∑
l=0
ζ b
2b−2kl
p σ˜b2(v)(l)
= 1√
p
p−1∑
l=0
ζ klp σ˜b2(v)(l) = F σ˜b2(v)(k), k = 0, . . . n − 1.
In other words, Db2 σ˜b2F = F σ˜b2 , and thus we conclude by use of the elementary identity DbF =
FDb−1 that
HbF = Dbσ˜b2F = Db−1Db2 σ˜b2F
= Db−1F σ˜b2 = FDbσ˜b2 = FHb. 
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The next lemma is a key result for our approach.
Lemma 19. Suppose that b ∈ (Z/pZ)×, let X ⊆ Z/pZ, and let λ = ±1,±i. For v ∈ Cp with entries in
Q(ζ4p), let
v′ = Hb(v).
Then the entries of v′ ∈ Cp also belong toQ(ζ4p) and the following hold:
(i) If v ∈ Eλ, then v′ ∈ Eλ.
(ii) If supp v = X, then supp v′ = b X.
Proof. (i) Since σ˜b2 stabilizes i,wehave σ˜b2(λ) = λ. SinceFHb = HbF by Lemma18,we thus conclude
that
Fv′ = FHb(v) = Hb(Fv) = Hb(λv) = Dbσ˜b2(λv)
= σ˜b2(λ)Dbσ˜b2(v) = λHb(v) = λv′.
(ii) We have suppDbv = b supp v, and σ˜b2 does not change the support. 
For the next lemmas and the proof of Theorem 1 recall that the number a ∈ Z/pZ denotes a
primitive root modulo p,
{0} ∪ {1, a, a2, a3, . . . , ap−2} = Z/pZ,
and that
r = dim Eλ,
made explicit in Remark 2. With A ⊂ Z/pZ defined in Theorem 1 let
A0 = A, A1 = aA, . . . , Ar−1 = ar−1A.
The next lemma shows the structure of some of these sets, the display will be useful for the proof of
Lemma 21 below.
Lemma 20. Explicitly, A0 and Ar−1 are of the following form.
(i) For p = 4m + 1,
{
A0 = {0} ∪ {1, a, . . . , am−1} ∪ {a2m, . . . , a3m−1},
Am = {0} ∪ {am, . . . , a2m−1} ∪ {a3m, . . . , a4m−1}, λ = 1,{
A0 = {1, a, . . . , am} ∪ {a2m, . . . , a3m},
Am−1 = {am−1, . . . , a2m−1} ∪ {a3m−1, . . . , a4m−1}, λ = ±i,{
A0 = {0} ∪ {1, a, . . . , am} ∪ {a2m, . . . , a3m},
Am−1 = {0} ∪ {am−1, . . . , a2m−1} ∪ {a3m−1, . . . , a4m−1}, λ = −1.
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(ii) For p = 4m + 3,{
A0 = {1, a, . . . , am} ∪ {a2m+1, . . . , a3m+1},
Am = {am, . . . , a2m} ∪ {a3m+1, . . . , a4m+1}, λ = i,{
A0 = {0} ∪ {1, a, . . . , am} ∪ {a2m+1, . . . , a3m+1},
Am = {0} ∪ {am, . . . , a2m} ∪ {a3m+1, . . . , a4m+1}, λ = ±1,{
A0 = {1, a, . . . , am+1} ∪ {a2m+1, . . . , a3m+2},
Am−1 = {am−1, . . . , a2m} ∪ {a3m, . . . , a4m+2}, λ = −i.
Proof. (i) Since ±1 ∈ {1, a, . . . , ap−2} and a4m = ap−1 = 1, we have a2m = −1.
(ii) Similarly, here a4m+2 = ap−1 = 1 and a2m+1 = −1. 
The next lemma is the argument for Theorem 4.
Lemma 21. Let λ = ±1,±i and suppose that v ∈ Eλ, with entries in Q(cos(π/(2p))), is such that
supp v = A′ ⊆ A. Let r = dim Eλ and
vk = (Ha)k(v), k = 0, . . . , r − 1.
Then the family Bλ = {v0, . . . , vr−1} is a basis of Eλ such that
supp vk = akA′ ⊆ akA, k = 0, . . . , r − 1,
and the entries of vk belong toQ(cos(π/(2p))).
Proof. By Lemma19(i) the assumption that v0 = v belongs to Eλ implies that also v1, . . . , vr−1 belong
to Eλ, hence Bλ ⊂ Eλ. Lemma 19(ii) implies that supp vk ⊆ akA′, for k = 0, . . . , r − 1.
Next we prove that Bλ is linear independent. Suppose that c0v0 + . . . cr−1vr−1 = 0. Let k  0 be
the smallest index such that ck = 0, and let k0  0 be the smallest exponent such that ak0 ∈ supp v0,
Then the structure of the sets A0, . . . , Ar−1, illustrated in Lemma 20, implies that
ak0+k ∈ supp vk, while ak0+k ∈ supp vk+1, . . . , ak0+k ∈ supp vr−1.
Thus
vk(a
k0+k) = 0, while vk+1(ak0+k) = · · · = vr−1(ak0+k) = 0.
Therefore, c0v0(a
k0+k) + · · · + c0v0(ak0+k) = ckvk(ak0+k) = 0 and we obtain a contradiction. Thus
k cannot exist and hence c0 = . . . cr−1 = 0, that is, Bλ is linearly independent.
Finally, since Bλ ⊂ Eλ linearly independent and |Bλ| = r = dim Eλ, we conclude that Bλ is a basis
for Eλ. 
Proof of Theorem 1.
(i) First, let
A =
{±{1, a, . . . , am−1} ∪ {0}, p = 4m + 1,
±{1, a, . . . , am}, p = 4m + 3.
Since |A| = (p + 1)/2, by Theorem 15(ii) there exists v ∈ Eλ, for
λ ∈
{{±1}, p = 4m + 1,
{±i}, p = 4m + 3, (11)
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such that supp v = A, and the entries of v belong toQ(cos(2π/p)) ⊂ Q(cos(π/(2p))). By Lemma 21
we obtain a basis Bλ for Eλ. Since B consists ofm+ 1 elements, we observe that dim Eλ = m+ 1. Thus
by Remark 2(i) we note that
λ /∈
{{−1,±i}, p = 4m + 1,
{−i}, p = 4m + 3. (12)
Combining (11) and (12) we conclude that
λ =
{
1, p = 4m + 1,
i, p = 4m + 3,
and the basis Bλ for Eλ has the properties that the theorem claims.
(ii) Next, let
A =
{±{1, a, . . . , am}, p = 4m + 1,
±{1, a, . . . , am} ∪ {0}, p = 4m + 3.
Since |A| = (p + 1)/2 + 1, by Theorem 15(iii) there exist v ∈ Eλ and v′ ∈ Eλ′ , for
λ =
{
i,
1,
and λ′ =
{−i, p = 4m + 1,
−1, p = 4m + 3,
such that supp v = supp v′ = A, and the entries of v belong to Q(cos(π/(2p))). By Lemma 21 we
obtain a basis Bλ for Eλ and a basis B′λ for Eλ′ and each of these bases has the properties that the
theorem claims.
(iii) Finally, let
A =
{±{1, a, . . . , am} ∪ {0}, p = 4m + 1,
±{1, a, . . . , am+1}, p = 4m + 3.
Since |A| = (p + 1)/2 + 2, by Theorem 15(iv) there exists v ∈ Eλ, for
λ =
{−1, p = 4m + 1,
−i, p = 4m + 3,
such that supp v ⊂ A, and the entries of v belong toQ(cos(π/(2p))). By Lemma 21 we obtain a basis
Bλ for Eλ and Bλ has the properties that the theorem claims. 
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