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Chapter 1
Introduction
Chaos theory, a branch of the theory of the interesting nonlinear systems, ex-
hibits an interesting nonlinear phenomenon and has been intensively studied
in the past four decades. Initially, it was studied by researchers with strong
mathematical background rather than circuit-designers or electronic engineers/
scientists. This is mainly due to the fact that circuit design and implementation
cannot match up with the mathematical equations needed due to technical and
practical problems. With the advance in circuit technology and digital signal
processing in the past few decades, the use of chaos phenomena in daily real-life
engineering products become possible. Various applications and products were
reported, including but not limited to the following; utilizing the advantage
of chaotic dynamic behaviour in washing machine technologies, reaction rate
control in chemical technologies, treating cardiac arrhythmia and providing a
secure communication channel by using a chaotic carrier. Therefore, more and
more applications have utilized chaos theory. We are particularly interested in
the area of secure communications.
Chaotic signals in the time domain are neither periodic nor quasi-periodic
and are unpredictable on the long term. This unpredictable phenomenon man-
1
CHAPTER 1. INTRODUCTION
ifests itself as a wideband noise-like power spectrum in the frequency domain.
The chaotic dynamic system can be classified into continuous-time and discrete-
time. A set of differential equations can be used to derive a continuous-time
chaotic system as shown below:
g(x, t) = x˙, x(t0) = x0 (1.1)
where g is the set of differential equations to define the dynamical system, x is
a vector represents the current state of the system at time t. In our thesis, we
will focus on discrete time chaotic systems, the chaotic signal sampled at kth
iteration can be given by:
xk = g(xk−1) = g
(k)(x0) (1.2)
where x is the state vector, and g(·) is the iterative function also known as
"chaotic map".
In addition to it random and non-periodic behaviours, another unique prop-
erty of chaotic systems is their bifurcation behaviours, where the chaotic system
is sensitive for environment changes and highly dependent on its initial condi-
tions. Small difference in the initial condition produces a very different chaotic
signal after a short time period. This phenomenon is illustrated and shown
in Chapter 3. Therefore, one can produce a large number of chaotic signals
even with a very simple dynamic deterministic equation. The auto- and cross-
correlation properties of a chaotic signal are also shown in Chapter 3 to have a
white noise like behaviours. The impulse like nature of these correlation func-
tions explain why the power spectrum of the chaotic signal exhibits a wideband
feature. These wideband and noise like features of a chaotic signal are particu-
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larly good in spread-spectrum communications.
In conventional spread-spectrum communications, the narrowband signal
modulated into a wideband carrier increases the signal bandwidth substantially
and can be transmitted in a low power spectral density (psd) environment with-
out affecting the bit error performance. As such, the transmitted signal is hidden
under the background noise to provide a secure communication channel with a
low probability of detection from unintended parties. In addition, with carefully
designed and selected spread sequence which benefits from a good correlation
property can accommodate multiple access technologies, meaning multi-user
transmission in parallel. The wideband signals can also provide an anti-jamming
capability when special demodulation technique is applied. Another advantage
of using wideband signals in wireless communication is their ability to combat
wireless propagation noise effects such as multipath and intersymbol interfer-
ence (ISI). Multipath occurs when the transmitted signal propagates through
different paths and directions from the transmitted path which leads to multiple
copies of transmitted signal with different delays to be received. These multiple
copies and reflected waves interfere with each other causing ISI. Under wideband
transmission, we can easily differentiate these paths with a RAKE receiver or
combat it with an advanced signal processing technique such as adaptive equal-
ization. Such problems are widely studied in the past and has been applied in
our real world second (2G) and third generation (3G) mobile communication.
A chaotic signal having a wideband nature benefits itself in spread-spectrum
communications. The use of chaos-based system offered several advantages over
the conventional methods. Firstly, chaotic signals are much easier and faster to
generate using a simple circuit. Hence, reduction in hardware cost is obtained.
Secondly, the non-periodic and bifurcation behaviours of the chaotic signal can-
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not easily be intercepted and predicted, thus, an increase in system security
is obtained. In addition, a large number of chaotic signals can be generated
which is useful in multi-user environment. All kinds of schemes utilizing chaos
properties have been proposed in last decade and showed to provide advantage
in terms of security, capacity, and BER performance.
In many real world problems such as those associated with chaos signals,
one only has little information about what the state variables of the dynam-
ical system and has no hope of observing them. Instead, we can utilize the
adaptivity of an adaptive algorithm to try to estimate and track this unknown
state variables. Adaptive algorithms have been widely studied in the past and
used in too many applications. In the communication arena, they have been
applied for noise reduction, demodulation, multi-user detection, channel esti-
mation, channel equalization, system identification, signal synchronization, etc.
Recently, adaptive algorithms have been applied in chaos communications (as
show in chapter 6 and chapter 7).
Chaos-based communication systems have been shown to provide certain
advantages over conventional communication systems. However, there are still
plentiful of issues to be resolved before chaos-based systems can be put into
practical use. Hence, a study on the use of adaptive algorithms to improve
chaos communication makes it possible for further practical improvement. More
research is needed in this area and there is a plenty of room for further study
and improvement.
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1.1 Objectives of This Dissertation
This dissertation is concerned primarily with secure chaos communication and
adaptive algorithms for secure chaos communication. The study has focused
on the physical link secure communication signal utilizing chaos bifurcation
behaviours and adaptivity is also handled. The thesis also deals, to a lesser
extent, with areas of general interest in wireless communication and applied
signal processing. The main accomplishments documented in the thesis are:
1. To evaluate the use of chaos theory in different communication schemes.
2. To establish a framework for wireless multimedia secure communications.
3. To develop a logistic map that enhances security and performance. A
secure CSK communication model is proposed.
4. To extend the space-time diversity signal enhancement technique in wire-
less chaos communications.
5. To evaluate the use of different adaptive algorithms in chaos communi-
cation.
6. To apply blind adaptive multiuser detection technique for chaos CDMA
communication. Performance comparison with conventional CDMA com-
munication is tackled.
7. To develop a new kind of adaptive beamforming utilizing the filter weight
factor for chaos communication signals and general communication sig-
nals.
8. To develop, extend, and evaluate the adaptive noise reduction technique
in chaotic signal environment for the use in chaos communication.
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1.2 Contributions of This Dissertation
This dissertation has contributed to two major study areas: chaos communica-
tions and adaptive chaos applications. The main contributions of this disserta-
tion are as follows
1. A Time-dependent Adaptive LMS algorithm for noise reduction have
been proposed. It is shown that the new algorithm outperforms the
conventional schemes in terms of convergence speed and minimum mean-
square error. This work was published in Australian Telecommunications
Networks and Applications Conference 2003 [1, 2] and inWSEAS Trans-
actions on Circuits and Systems 2004 [3].
2. A Weight vector LMS algorithm for adaptive beamforming has been
proposed. Both fixed forward prediction weight vector LMS (FWV-
LMS) and updated forward prediction weight vector LMS (UWV-LMS)
algorithms shown to provide better tracking ability and shown to pro-
vide better minimum mean-square error than the conventional method.
This model was presented at IEEE Region 10 International Conference
on Analog and Digital Techniques in Eletrical Engineering 2004 (TEN-
CON’04 ), Thailand [4].
3. A review for adaptive blind multiuser detection technique and correlator
receiver is provided. A comparative study for Chaos-CDMA and PN-
CDMA using this techniques are presented. The work was published in
IEEE Region 10 International Conference on Analog and Digital Tech-
niques in Eletrical Engineering 2005 (TENCON’05 ), Melbourne [5]
4. A modified logistic chaotic generator (LCG) for chaos shift-keying has
been proposed. The newly proposed LCG provides an extra bifurcation
6
CHAPTER 1. INTRODUCTION
parameter that can be used to enhance security performance or as a
multiple access parameter. A multimedia framework is provided in con-
junction with the proposed LCG. The work is submitted to Multimedia
Cyberscape Journal for review [6, 7].
5. A review for chaos communication and its multi-carrier modulation schemes;
chaos code division multiple access (chaos CDMA), chaos shift-keying
Orthogonal frequency division multiplexing (CSK-OFDM), chaos shift-
keying wavelet based OFDM (CSK-WOFDM), and chaos based CDMA-
OFDM is provided. In general, chaos based communication provides
better bit-error rate (BER) performance. The results were published in
[8, 9] and WSEAS Transactions on Communications [10].
6. The space-time diversity wireless signal enhancement technique is applied
in chaos shift-keying communication. It is shown that both adaptive
eigenbeamforming and orthogonal space-time block coding (OSTBC) di-
versity technique can be applied in chaos communication systems. The
findings of this work were published in IEEE Region 10 International
Conference on Analog and Digital Techniques in Eletrical Engineering
2005 (TENCON’05 ), Melbourne [11].
1.2.1 Publications by the author
Below is the list of publications in conjunction with the PhD candidature of the
Author:
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Journal Publications
1. Yuu-Seng Lau, Zahir M. Hussain, and Richard Harris "A Time - De-
pendent LMS Algorithm for Adaptive Filtering," WSEAS Transactions
on Circuits and Systems, Issue 1, Volume 3, January 2004.
2. Yuu-Seng Lau and Zahir M. Hussain, "Chaos Shift Keying Spread
Spectrum with Multicarrier Modulation for Secure Digital Communi-
cation," WSEAS Transactions on Communications, Issue 1, Volume 4,
January 2005.
Refereed Conference Publications
1. Yuu-Seng Lau, Zahir M. Hussain, and Richard Harris, "A Time -
Varying Convergence Parameter for the LMS Algorithm in the Pres-
ence of White Gaussian Noise," in Proc. Australian Telecommunications,
Networks and Applications Conference, (ATNAC’03 ), Melbourne, Dec.
2003.
2. Yuu-Seng Lau, Zahir M. Hussain, and Richard Harris, "Performance
of Adaptive Filtering Algorithms: A comparative Study," in Proc. Aus-
tralian Telecommunications, Networks and Applications Conference,
(ATNAC’03 ), Melbourne, Dec. 2003.
3. Yuu-Seng Lau, Zahir M. Hussain, and Richard Harris "A Time - De-
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pendent LMS Algorithm for Adaptive Filtering," The WSEAS Interna-
tional Conference on ELECTRONICS, CONTROL and SIGNAL PRO-
CESSING, (ICECS’03 ), Singapore, Dec 2003.
4. Yuu-Seng Lau, Zahir M. Hussain, and Richard Harris, "A Weight-
Vector LMS Algorithm for Adaptive Beamforming," in Proc. IEEE Re-
gion 10 International Conference on Analog and Digital Techniques in
Electrical Engineering, (TENCON’04 ), ChiangMai, Nov. 2004, pp.
5. Yuu-Seng Lau and Zahir M. Hussain, "Chaos Shift Keying Spread
Spectrum with Multicarrier Modulation for Secure Digital Communica-
tion," The 4th WSEAS International Conference on Signal Processing,
Computational Geometry and Artificial Vision, (ISCGAV’04 )Greece, Dec
2004.
6. Yuu-Seng Lau and Zahir M. Hussain, "Chaotic-Based CDMA Versus
PN-Based CDMA for Digital Secure Communications: A Comparative
Study," in Proc. Australian Telecommunications, Networks and Appli-
cations Conference, (ATNAC’04 ), Sydney, Dec. 2004
7. Yuu-Seng Lau and Zahir M. Hussain, "Chaotic-Based OFDM-CDMA
for Secure Digital Communications: Performance Comparison with PN-
based OFDM-CDMA," in Proc. 3rd Workshop on the Internet, Telecom-
munications and Signal Processing, (WITSP’2004 ), Adelaide, Dec. 2004.
8. Yuu-Seng Lau and Zahir M. Hussain, "A New Approach in Chaos
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Shift Keying for Secure Communication," in Proc. IEEE International
Conference on Information Technology and Applications, (ICITA’05 ),
Sydney, July 2005.
9. Yuu-Seng Lau, Kevin. H. Lin, and Zahir M. Hussain, "Space-Time
Encoded Secure Chaos Communications with Transmit Beamforming,"
in Proc. IEEE TENCON, (TENCON’05 ), Melbourne, Nov 2005.
10. Yuu-Seng Lau, Jusak Jusak, and Zahir M. Hussain, "Blind Adaptive
Multiuser Detection for Chaos CDMA Communication," in Proc. IEEE
TENCON, (TENCON’05 ), Melbourne, Nov 2005.
Submitted Papers
1. Yuu-Seng Lau, Tasso Athanasiadis, and Zahir M. Hussain, "A Secure
Chaos Digital Communication for Multimedia application," Submitted to
Multimedia Cyberscape Journal, 2005.
1.3 Organization of the Dissertation
This dissertation consists of nine chapters, organized as follows:
Chapter 2 Overview of Chaos Communications. This chapter gives a
brief description of chaos theory and it history that prepares the readers to
later applications in communication. A comprehensive review of chaos theory
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and its applications in engineering is presented. Next, we provided a background
overview of adaptive algorithms and their applications in modern wireless com-
munication.
Chapter 3 Secure Chaos Communication and It Applications. In this
chapter, we proposed a modification of a kind of LCG maps to provide an extra
parameter which can be used as a security parameter or a multi-user parameter.
A comprehensive study of the proposed model is carried out in conjunction with
a proposed secure digital multimedia framework, with numerical simulation
and performance study. Finally, the security effect and issues of this secure
multimedia framework are discussed.
Chapter 4 Space-Time Diversity for Chaos Communication. The space-
time diversity wireless signal enhancement technique is introduced to the secure
chaos communication in this chapter. In order to enhance the security of the
chaos signal, the proposed framework first encodes the chaos chip-symbols into
orthogonal space-time block codewords and transmit these codewords in the
eigen-directions of the wireless channel to provide diversity in the spatial do-
main. In this chapter, we investigate the performance improvement from such
combination over a macrocell channel model that is originally proposed in [12]
and proved to be a realistic model.
Chapter 5 Chaos in Multi-Carrier Communications. Chapter 5 provides
an overview of chaos multi-carrier communications. A combination of different
chaos communication techniques and different multi-carrier modulation tech-
niques are presented. This led to a performance comparative study for different
scheme combinations including: CSK-OFDM vs CSK-wavelet based OFDM,
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Chaos-CDMA vs PN-CDMAmulti-user environment, and Chaos-CDMA-OFDM
vs PN-CDMA-OFDM.
Chapter 6 Blind Adaptive Multiuser Detection for Chaos CDMA
Communication. In this chapter we implemented an adaptive constant mod-
ulus algorithm (CMA) for multi-user detection in Direct Sequence Code Division
Multiple Access (DS-CDMA) systems to mitigate the multi-user access inter-
ference. We evaluated the performance of the multi-user detection technique
utilizing the adaptive CMA scheme against the common used correlator scheme.
Simulation results for both techniques are presented and shown in general that
chaos-CDMA outperforms PN-CDMA for both detection schemes.
Chapter 7 Weight-Vector LMS Algorithms for Adaptive Beamform-
ing in Chaos Communication. In this chapter we presented two new weight-
vector adaptive LMS algorithms (WV-LMS) for minimum mean square error
(MMSE) beamforming adaptive algorithm. The conventional adaptive LMS al-
gorithm has been utilized in array antenna beamforming to direct the radiated
power towards the desired signal and null the multipath signals. Rather than
using a fixed convergence parameter µ in the conventional LMS algorithm, the
two proposed algorithms exploit the useful information in the forward predic-
tion of the weights vector. We used the forward prediction of the weights vector
to dynamically change the convergence parameter µn. Both algorithms have
been tested for beamforming and have been shown to provide better MMSE
performance than the conventional LMS.
Chapter 8 Adaptive Algorithms for Performance Enhancement in
Chaos Communication. In this chapter we developed a time-varying conver-
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gence parameter µn with time-decaying law for adaptive noise reduction filtering
technique. A comparative performance study for the proposed TV-LMS algo-
rithm and other two main adaptive approaches: the least-mean square (LMS)
algorithm and the recursive least-squares (RLS) algorithm are presented. The
proposed technique leads to faster convergence and provides reduced mean-
squared error as compared to the conventional fixed parameter LMS algorithm.
Chapter 9 Conclusion and Future Directions. Although each chapter in
this dissertation presents its own concluding remarks, we summarized the main
conclusions of this dissertation and possible future directions in Chapter 9.
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Chapter 2
Overview of Chaos
Communications
2.1 Chaos Theory in Communications
2.1.1 Introduction
Living in today’s fast paced world facing advancing technologies, we are explor-
ing every possible way to enhance our life style. In order to achieve this goal,
scientists usually have to return to the very basics and study the nature of our
world. However, due to the dynamic, non-linear and unpredictable properties
the real world exhibits, it is difficult to model it using a simple mathematical
formula. In most textbooks, linear deterministic mathematical models applied
to these dynamics revealed three types of behavior: convergence towards peri-
odic solution, convergence towards a quasi-periodic solution, or a solution that
approaches a constant.
Only part of the real world myth can be solved with these types of sys-
tems, thus requires a more effective and accurate solution. A solution that
reflects the unpredictable nature of our world is the "Chaos Theory". It pro-
vides the required kind of system behavior (non-linear, dynamic, unpredictable
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and etc), thus it has been widely studied by mathematicians and scientists
alike. A chaotic system is a deterministic system that exhibits non-linear sys-
tems behavior with certain distinguished features [13, 14, 15, 16]. There are
a lot of definitions for the chaotic system, which is in simple term "A system
that becomes aperiodic (non-linear) if its parameter, internal variable, external
signals, control variable, or even initial value is chosen in a specific way", we
call this unpredictable behavior of a deterministic system as chaos theory or
chaos system.
2.1.2 Chaotic Map
Chaos theories have been widely studied in the past; a vast number of different
forms of mathematical models are derived and investigated. Generations of
chaotic maps came from many different directions. It can be a complex or
simple control system, a mathematical equation such as a differential equation,
or a simple circuit modelling like Chua circuit.
One of the very early chaos theories started in early 1900’s as studied by
Henri Poincare on the problem of motion of three objects in a mutual gravity
attraction. By solving this module, he has paved a way to analyse a complex
system in a much easier way using a reduced system with all the key features
of the original. Here, a continuous motion in the n-dimensional space projected
on Poincare section can be represented using discrete transformation (map) M
in the (n-1)-dimensional space on the intersection of a trajectory with the same
side of surface.
Pn+1 = M(Pn) (2.1)
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Henry Poincare found that there can be orbits which are nonperiodic, and
yet not forever increasing nor approaching a fixed point. Since then, a lot of
other classes of chaos theory had been derived from the topic of linear and
nonlinear differential equation include famous Smale horseshoe map, Lyapunov
exponent, Lorenz Equation, Kolmogorov Entropy, etc.
In this thesis, we will concentrate on simple polynomial mapping which ex-
hibits chaotic behaviour that arises from simple non-linear dynamical equation.
Such a mathematical model of chaos theory often involves repeated iteration
of simple mathematical formulas. This type of mapping is called logistic map.
Mathematically it can be written as:
Logistic Map 1
gn+1 = 1− 2g2n (2.2)
Logistic map 1 is one of the simplest chaos logistic maps used to generate
chaotic signals. This map has been used in a number of applications including
digital communications [17, 18, 19]. Its properties have been widely studied.
In order to converge this logistic map 1 to a chaotic logistic map, the initial
condition for g0 has to be in the interval [-1, 1].
Logistic Map 2
gn+1 = agn(1− gn) (2.3)
Logistic map 2 is another dynamic system that is capable of exhibiting
chaotic properties. This logistic equation is sometimes referred to as the Ver-
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hulst model. Introduced by Pierre Verhulst in the mid 18-th century, it is
used to model population growth. Mathematicians have studied this discrete
quadratic recurrence equation for centuries and found that it exhibits chaos
behavior when the bifurcation parameter (or control factor) a is in the interval
of 3.57 < a ≤ 4; for a non-periodic chaos system. This map has also been
proposed for spread spectrum communication [20, 21]
Other Chaotic Maps
In this thesis much of the study is focused on the above two logistic maps (lo-
gistic map 1 and logistic map 2). There are, nevertheless, a lot of other chaotic
maps that can be applied in communication. Such chaotic generators are listed
but not limited to below:
Bernoulli map
gn+1 = 2gx (mod 1) (2.4)
Bernoulli map, also known as dyadic map, has been used in
communication as in [22, 23].
Henon map
gn+1 = 1− ag2n + yn (2.5)
yn+1 = bgn (2.6)
Henon map is one of the simplest 2-dimensional invertible maps.
The map was introduced by Michel Henon as a simplified model of
the Poincare section of the Lorenz model. It has been proposed in
communication by [24, 25, 26, 27]. Henon map can also be
17
CHAPTER 2. Overview of Chaos Communications
represented in other forms as shown below:
gn+1 = gn cos(a)− (yn − g2n) sin(a) (2.7)
yn+1 = gn sin(a) + (yn − g2n) cos(a) (2.8)
Ikeda map
gn+1 = a+ b(gn cos(tn)− yn sin(tn) (2.9)
yn+1 = b(gn sin(tn)− yn cos(tn)) (2.10)
tn = α− β
1 + g2n + y
2
n
(2.11)
Ikeda map is also one of the most studied chaos map that applied in
communication [28, 29, 30]. The standard parameter values for
Ikeda map are a = 1 , b = 0.9, α = 0.4 and , β = 6.
Further studies of all of the above maps are needed to examine their use in
different communication schemes. In Chapter 3 we proposed a modification of
logistic map 2 for chaos shift-keying (CSK) communication. It is noted that, dif-
ferent chaos generators may be useful and beneficial to different communication
schemes. Hence, a careful selection of chaos generator is needed for different
communication schemes.
2.1.3 Wireless Communication
Despite all the work that has been done by all the great mathematicians on
chaos theory, it is only the recent event done by Pecora and Carroll [31] on
chaos synchronization that brought our attention to the use of chaos in com-
munication. The bifurcation property of a chaos system makes the synchro-
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nization seems futile in chaotic communication. However, Pecora and Carrol
have proved both theoretically and experimentally that if the chaos system is
divided into a master-slave configuration, the two chaotic signals can be syn-
chronized. This discovery generated a lot of interest in exploring the potential
applications of synchronized chaos in communication and provided a bridge
between chaos theory and practical implementation of chaos communications.
However, the synchronization process requests a more complex chaos system
that can be partitioned into master-slave configuration; such a system requires
a more sophisticated (generally multi-dimensional) chaos system like Lyapunov
exponents, Lorenz equation, and etc.
In wireless communication, the primary objective of the synchronization
process is to recover and track the basic signal from the noisy received signal
and maximizes the probability of correctly identifying the transmitted symbols.
Despite the fact that chaos theory in communication has claimed advantages
over conventional methods, it is still a difficult problem due to the sensitivity of
the demodulation process to take place in real world applications. In a coherent
receiver, synchronization is commonly used as a technique to recover the sample
function from the received waveform as a reference signal for a correlator. This
type of receiver suffers from high sensitivity to parameter mismatche between
the transmitter and the receiver. Moreover, the synchronization process also in-
troduces a few drawbacks in terms of synchronization time, circuit complexity,
and severe penalties associated with the loss of synchronization [32]. Hence, un-
der poor propagation conditions, communication without synchronization may
be preferable. On the other hand, adaptive algorithms may be useful in these
noisy channel environments. In this case the sensitivity drawback in chaos com-
munication schemes, which introduces mismatch parameters, can be exploited
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to find unknown slave system parameters [33]. Indirectly, this can be used to
control the slave system by means of tuning its parameters adaptively until syn-
chronization occurs. Some examples of chaotic communication schemes with or
without synchronization are given in [34]. Non-coherent receivers which use
the decorrelation properties of the chaotic signals showed to be more robust to
channel noise. However, this type of receivers rely on the long term decorrela-
tion properties of the transmitted signal. This led their performance to be close
to the conventional (pseudo-noise or pseudo-random) spread-spectrum commu-
nication. In both cases, both coherent and non-coherent receivers for chaos
communication can dramatically improve the performance when a noise reduc-
tion or signal separation technique is employed. Again, adaptive algorithms will
certainly be a useful tools for chaos communication.
In this thesis, we focus our research on the use of chaos theory in wireless
communication arena, particulary in the spread spectrum digital communica-
tion. Chaos signal can be used to transmit both analog and digital signals. In
modulating an analog signal, chaos parameter modulation and chaos masking
are two commonly found methods in the literature [35, 36, 37, 38, 39, 40, 41].
On the other hand, chaos shift keying (CSK), differential chaos shift keying
(DCSK), chaos On Off Keying (COOK), and chaos CDMA are used to mod-
ulate digital signals [42, 43, 44, 45, 46, 47, 48]. In this thesis, we are particu-
larly interested in CSK and Chaos-CDMA. The performance of these systems
can vary depending on the channel environment and also on the demodulation
method. Adaptive algorithm demodulation is also studied. In the following, we
provide a brief summary of some of the above mentioned schemes.
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Chaotic Masking Modulation
Chaos Masking Modulation can utilize the chaos signal as a communications
carrier. Chaos masking can be used to mask and transmit both analog and
digital signals. The transmitted signal s(t) = x(t) + m(t), where the original
message m(t) is added to a chaos signal x(t). This work more or less like ampli-
tude modulation (AM). The masking scheme can work only when the amplitude
of the information signal is much smaller than that of the masking chaos sig-
nal. At the receiver, the masking signal is then subtracted from the received
signal to retrieve the original information [49, 50]. Therefore, the performance
of this scheme is largely dependent on the synchronization ability of the chaotic
system.
Chaos Parameter Modulation
Chaos parameter modulation scheme is to embed the information signal into
the chaos bifurcation parameter [40, 41]. For example, in LCG2, we know that
the bifurcation parameter can be in the range of 3.57 < a ≤ 4. As a result,
rather than using a fixed (constant) value for parameter a, we can actually inject
the information into parameter a. In another word, the bifurcation parameter
will vary within the range but now depends on the information signal. At the
receiver, challenge lays in the design of a retrieval scheme for the bifurcation
parameter variation from the received signal (which may distorted by chan-
nel noise). This scheme is highly sensitive to channel noise. Under noise-free
condition, ideally to recover the information signal is only to find an inverse
function of the transmitter signal. However, when noise is present, the scheme
can perform very badly. Recently, an adaptive algorithm is used to enhance on
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the demodulation for this scheme under noisy environment and has shown huge
improvement in recovering the information signal [40, 41].
Chaos Shift Keying (CSK)
In binary chaos shift keying modulation, chaotic signals carrying different bit
energies are used to transmit the binary information [7, 17, 18, 43, 51, 52]. An
information signal is encoded by transmitting one chaotic signal x1(t) or x0(t)
at a time. For example, if the information signal binary bit "1" occurrs at time
t, the chaos signal x1(t) is to be sent, and for information bit "0", the chaos
signal x0(t) is to be sent. The two chaotic signals can come from two different
chaos systems or the same system with different parameters. The transmitted
signal is given by
s(t) =
 x1(t) , symbol "1" is transmittedx0(t) , symbol "0" is transmitted (2.12)
In this thesis, we concentrate on antipodal CSK modulation technique. Both
of the chaotic signals are inverted copies of each other (x0(t) = −x1(t)). The
transmitted signal can then be expressed as
s(t) =
 x0(t) , symbol "1" is transmitted−x0(t) , symbol "0" is transmitted (2.13)
The demodulation can be coherent and non-coherent. The coherent de-
modulation can be seen as a correlator, where the receiver does contain copies
of the chaos generator system information (x1(t) and x0(t) ). Depending on
the transmitted signal, one of these copies will synchronized with the received
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signal and the the other will be de-synchronized at the receiver. Hence, the
match/mismatch will tell about the transmitted information bits.
As for non-coherent receivers, it is required that the transmitted chaotic
signals should have different bit energies (i.e., different levels for information
bits "1" and "0"). Thus, by comparing the bit energy with a decision threshold
(works like a matched filter), we can easily recover the transmitted original
information bits. Moreover, [53] reports that some non-coherent schemes can
exploit the distinguishable property of a chaotic generator for demodulation
process. In particular, if the two chaotic signals come from the same system with
different bifurcation parameters, demodulation can be performed by estimating
the bifurcation parameter of the "reconstructed" chaotic signal.
Chaos On Off Keying (COOK)
Chaos on off keying works similar to chaos shift keying, but instead of sending
two different chaos signals, the chaos on off keying modulator works like an on-
off switch whose state depends on the information bits "1" or "0" respectively
[52]. For example, when the information bit is "1", the chaos signal x0(t) is
sent, otherwise no signal is sent. This technique provides a higher distance for
a given energy per bit Eb between the elements of an information signal set.
This scheme is suitable for indoor wireless applications [54]. The transmitted
signal is given by
s(t) =
 x0(t) , symbol "1" is transmitted0 , symbol "0" is transmitted (2.14)
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Differential Chaos Shift Keying (DCSK)
The differential chaos shift keying was introduced in [55] and shows to outper-
form CSK schemes when the channel condition is so poor that it is impossible
to achieve chaotic synchronization. This modulation scheme is similar to that
of the differential phase shift keying (DPSK) except that the transmitted signal
is a chaotic - generated signal. In DCSK modulation, each transmitted symbol
duration is divided into two identical time slots. The first time slot serves as a
reference while the second slot carries the information. If bit "1" is to be sent,
the chaotic reference signal (in first slot) is repeated in the second slot; if bit
"0" is to be sent, an inverted copy of the reference signal (in first slot) will be
sent. Hence, the transmitted signal for information bit "1" is given by
s(t) =
 x0(t) for(l − 1)Tb ≤ t < (l − 1/2)Tbx0(t− Tb/2) for(l − 1/2)Tb ≤ t < lTb (2.15)
if the information bits is "0",
s(t) =
 x0(t) for(l − 1)Tb ≤ t < (l − 1/2)Tb−x0(t− Tb/2) for(l − 1/2)Tb ≤ t < lTb (2.16)
At the receiver the two received signals are correlated and the decision is
made by a zero threshold comparator. The biggest drawbacks of DCSK are the
Eb is double and the symbol rate is halved. However, it also offers several ad-
vantages over CSK in high noise channel environments. DCSK does not require
synchronization and is not sensitive to channel distortion as some other coher-
ent methods are; this is so since both the reference signal and the information
signal pass through the same channel.
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Chaos CDMA
Conventional CDMA spread spectrum has an explosive impact on our daily
personal communications. The CDMA system can be seen in our daily com-
munication devices, especially in third generation (3G) mobile systems, where
it aims to provide us with the ability to use voice and data services between
the mobile terminals. In order to provide these services, we must provide an
efficient radio link that provides high-frequency, low-power and multiple access
communication, where every user appears as white noise signal to all other users
using the same link. To do so, we can either spread each symbol using a pseudo
random sequence to increase the bandwidth of the transmitted signal, or rep-
resent each symbol by a piece of "noiselike" waveform. Hence, the chaos noise
generator can be used.
The properties of chaotic signals suitable for CDMA have been widely stud-
ied and shown to provide advantage over the conventional methods of gener-
ating the spreading code sequence [44, 45, 46, 47]. The natural property of
chaotic signals that produces a bifurcation behavior makes it possible to gener-
ate "noise-like" signals, theoretically and practically. In the conventional noise
generator, the pseudo random generator or specially designed CDMA code se-
quence is produced by visiting each state of the system once in a deterministic
manner. With only a finite number of states to visit, this sequence is necessarily
to be periodic. On the other hand, the chaotic system in theory has an infinite
number of analog states and therefore produces an output sequence which never
repeat itself. Hence, exploiting the random, noise-like and aperiodic properties
of chaos theory makes it possible to use chaos in generating a new class of
CDMA code sequences.
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2.1.4 Other Applications
Chaos is always around our world and is found in all disciplines across the board.
Such examples include the weather behaviour, biomedical signals (include brain
and heart), laser systems, electronic circuits, chemical reactions, mechanical
systems, financial data, and all other areas that we can think of.
Chemistry and Chemical Engineering
In a chemical reaction, chaos can be very useful to minimize the energy required
in mixing two fluids thoroughly [56]. In chemical applications, there are not
many control parameters to be used as compared to electrical and electronic
applications. Typical variables are the input flow rates, overall temperature, or
concentration of a chemical. In other words, the better the control of mixing of
two chemicals (input flow rates), the better their performance is. A good mixing
method using chaotic mixing is therefore much faster and more efficient than
those using diffusion processes. This can also be seen in combustion applications
where chaos can also enhances the mixing of air and fuel. Chaotic mixing in
heating can also be applied in plasma heating for a nuclear fusion reactor in
heat wave injection. [57]
Mechanical Systems
Vibration in mechanical systems could bring a benefit or a destruction depend-
ing on its use. Vibration can be periodic, non-periodic, linear, non-linear or a
chaos system, hence one that intends to design a vibration equipment could pos-
sibly use and benefit from chaos systems. On the other hand, one that intends
to have a stable equipment could model the chaos behaviour of the instability
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and control it. Techniques of creating or suppressing chaos systems can be seen
in washing machines. Just like chemical engineering, the chaotic changes in
vibration and rotational speed in washing machines provide a better mixing of
the laundry and a better dissolving of the detergent. The use of chaos motion
over a periodic rotation system can also be found in drilling and smoothing ap-
plications. In drilling technology, a chaotic rotation of a drill proved to provide
a smoother surface of a hole than those system utilize a periodic rotation [58].
Electrical Systems
The modern world is highly dependent on electrical energy, hence the stability
of electrical power system operation is one of the most crucial issue. Electrical
grid distribution on a heavily loaded system that spreads out over large areas
could easily cause chaos under certain loading conditions in a simple power
system [59, 60]. These failures may be caused by sudden lighting or electricity
powered equipment which will result in instability of the whole power system.
Hence, studies of the saddle node bifurcation of equilibrium points are carried
by [61]. Other studies of electrical breakdown related to chaos can also be found
in [62].
Data Coding Applications
Data coding is another interesting area of application where chaos theory could
be applied. Numerous reports have been found in related coding theory applica-
tions, including audio compression, video compression, public key cryptography
systems [63, 64, 65] and channel coding [66].
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Optical Communications
While channel conditions for wireless communications can rapidly change, this
is not the case in optical communications. In most cases, an optical communica-
tion channel is modelled under an additive white Gaussian noise environment.
This benefits from chaos modulation while a perfect synchronization is possible
under this condition. Thus, chaos modulation has recently been proposed for
optical communication systems that are advancing to push the bit rate into
the Gb/s region. Chaotic optical communication using optoelectronic feedback
systems with chaotic wavelength fluctuation has been proposed [67]. Recently,
lots of other promising uses of chaotic modulation are carried out by research in
the optical communication arena which can be easily found in literature, e.g.,
[68, 69, 70].
2.2 Adaptive Algorithms
In communication engineering, statistical signal processing is one of the major
parts of a wireless receiver. Even though the impurity of the wireless channel
distorts the transmitted signals, the distorted signals still retains their higher-
order stochastic properties. Adaptive filtering techniques used to process signals
in an environment of unknown statistics are very attractive tools to the com-
munication problem. We can find that adaptive filtering techniques are success-
fully applied in all kinds of engineering with such diverse fields as biomedical,
mechanical, chemical, control, radar, sonar, and communications engineering.
Adaptive filtering techniques are used in a wide range of applications in com-
munications, including echo cancellation, adaptive equalization, adaptive noise
cancellation, channel estimation, adaptive demodulation and adaptive beam-
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forming. These applications involve processing of signals that are generated
by systems whose characteristics are not known a priori [71, 72]. Under this
condition, a significant improvement in performance can be achieved by using
adaptive rather than fixed filters.
The primary feature of an adaptive filter is the ability to self-adjust (or
learn) its coefficient according to the system conditions. An adaptive filter uses
an iterative (recursive) algorithm (known as adaptation algorithm or adaptive
filtering algorithm) to provide a self-designing ability. In a stationary envi-
ronment, the conventional filter is to be optimum only when the statistical
characteristics of the input data match the "a priori" information on which the
design of the filters is based [71]. However in an unknown (little or no infor-
mation) signal case, the adaptive algorithm starts from an initial guess based
on the knowledge known to the system, then the system refines the guess in an
iterative process, eventually converges to the optimal Wiener solution in some
statistical sense. As for non-stationary environment, which is more likely to be
the case of wireless signals, conventional filtering methods are not suitable as
the channel conditions are always changing; adaptive algorithms offers a track-
ing capability that can follow the time variations in the statistics. Thurs, it is
suitable for wireless communication applications.
A wide variety of adaptive algorithms have been developed in the literature.
Depending on their application, adaptive algorithms are chosen based on their
performances using the factors listed below [71]:
1. Rate of convergence. Look at how fast or how many iterations are
required before an adaptive algorithm converge to the optimum Wiener
solution in the mean-square sense. Fast convergence is essential in wire-
less communication.
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2. Misadjustment. This quantity describes the steady-state behavior of
the algorithm and measures whether the averaged final value of the mean-
squared error exceeds the minimum mean-squared error produced by the
optimal Wiener filter.
3. Tracking. As the name suggests, the tracking ability of the adaptive
algorithm is proportionally related to rate of convergence. The algorithm
is required to have a good tracking behaviour to track statistical variation
in the wireless channel conditions.
4. Robustness. Robustness is another important factor to consider. An
adaptive algorithm should be robust to small disturbances that arise
from different factors, internal or external. Short-term disturbances or
estimation errors will not have much effect on the overall system perfor-
mance.
5. Computational requirements. In mobile devices, computation power
is very limited and short computation time is required. Some adaptive
algorithms are computationally intensive and hence not suitable for wire-
less communications. The number of operations required for one com-
plete iteration of the algorithm is normally used for complexity estima-
tion. The amount of memory needed to store the required data and the
algorithm itself can also have a big impact on the price and complexity
of the device. Hence, fast and less complex algorithms are needed.
6. Numerical properties. Quantization error in digital communication is
the major cause of numerical instability. The implementation of adaptive
algorithms on a digital device which operates using finite word-lengths
results in quantization errors. An adaptive algorithm is said to be nu-
merically robust when it is insensitive to variation in the word-length
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used in the digital device.
Ideally, we want to have an adaptive algorithm that is numerically robust
with high convergence rate and small misadjustment, yet it is simple and low
in computational complexity that can be implemented on a digital chip easily.
However, these hardly happen and can be contradictory with each other where
some kind of trade-off is needed. Hence, careful selection of different adaptive
algorithms based on its application is required.
Early work on adaptive filters can be traced back to the late 1950’s, where the
least-mean-square (LMS) algorithm emerged as a effective, yet simple algorithm
devised by Widrow and Hoff in 1959 [71, 72]. The LMS is a stochastic gradient
algorithm that iterates each tap-weight of the transversal filter in the direction
of instantaneous gradient of the squared error signal, but with a drawback of
slow convergence, especially when the input is colored. On the other hand, the
well known recursive least squares (RLS) algorithm exhibits faster convergence,
but it is very complex and sensitive to numerical problems. In this thesis, the
LMS based algorithm is implemented and modified to apply in chaotic signal
environment.
2.2.1 Adaptive Applications
Adaptive algorithms have found a variety of applications. Generally, these ap-
plications can be classified into four major groups: identification, inverse mod-
elling, prediction, and interference cancelling. Although these different classes
of applications are different in nature, the basic building blocks for all these
applications are similar, where no significant change is requested and different
structures are possible with minimal modification. All four classes do have a
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Figure 2.1: Adaptive filtering application configuration: Identification.
common input vector and desired response used to calculate an estimation error.
The estimated error is then used to control a set of filter coefficients. Depend-
ing on the application and filter design, the adjustable coefficients can be in
the form of FIR filter weights, reflection coefficients, antenna array coefficients,
rotation parameters, or synaptic weights. All four classes are listed below and
the following notations are used in the figure [71, 72]:
u = input applied to the adaptive filter
y = output of the adaptive filter
d = desired response
e = d− y = estimation error
1. Identification. Figure 2.1 shows a block diagram for the adaptive al-
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Figure 2.2: Adaptive filtering application configuration: Inverse Modeling.
Figure 2.3: Adaptive filtering application configuration: Prediction.
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Figure 2.4: Adaptive filtering application configuration: Interference cancella-
tion.
gorithm application class: identification. This configuration provides a
linear model that represents an unknown plant. If the unknown plant is
dynamic in nature (similar to wireless channel), the model will be time-
varying, hence suitable for channel estimation in wireless communication.
2. Inverse modeling. Figure 2.2 shows a block diagram for adaptive al-
gorithm application class: inverse modelling. Similar to identification,
the inverse modelling configuration provides an inverse version to rep-
resent an unknown plant. In digital communications, this is used for
adaptive equalization to combat ISI and some thermal noise generated
by the receiver at its front end.
3. Prediction. Figure 2.3 shows a block diagram for the adaptive algo-
rithm application class: prediction. Here the function provides the best
fit prediction of the present value of a random signal or unknown plant.
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The system can be used in the area of adaptive demodulation, signal
detection, and adaptive pulse-code modulation.
4. Interference cancellation. Figure 2.4 shows a block diagram for the
adaptive algorithm application class: interference cancellation. A ref-
erence signal is used to supply the input signal when the information-
bearing signal component is weak or is undetectable. Adaptive noise
reduction, echo cancellation and adaptive beamforming applications uti-
lize this configuration scheme.
In the literature, adaptive applications have been proposed in digital com-
munications for a variety of applications. For chaos communications, adaptive
algorithms are reported to be used for adaptive demodulation [40, 41, 73, 74].
Channel estimation and echo cancellation using an adaptive algorithm in chaotic
coded signal environment are also shown in [75]. Adaptive identification and
equalization in chaotic communications are presented in [76]. In this thesis,
we conducted a study on the use of adaptive algorithms in chaos communica-
tion, particularly for adaptive multiuser detection, adaptive beamforming, and
adaptive noise reduction in chaos signals.
2.3 Conclusions
Understanding chaotic signals and their application is only a recent advance-
ment in science. It was virtually unknown to science where chaos to be applied.
It is only within the last three decades that much progress has been made and
provided some understanding of many concepts related to chaos which began
to gain acceptance in the scientific community. Although there are still a lot
of technical difficulties in chaos applications, significance of future applications
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drive scientific research to persevere in understanding chaos. On the other hand,
adaptive algorithms have been shown to provide promising tools and applica-
tions for wireless communications. The study of adaptive algorithms for chaotic
signals is essential and could possibly lead to further performance enhancement
in chaos communications. Hopefully within a short time and with the help
of different signal processing tools such as adaptive algorithms, secure chaos
communications and many other chaos applications will be put in practical use.
In this chapter, some basic knowledge in chaos have been introduced. Differ-
ent types of simple chaos generators are introduced and the application of chaos
in different engineering arenas is briefly handled. The application of chaos par-
ticularly in wireless communication is very appealing. Different types of chaos
schemes for wireless communications are introduced. A brief introduction to
adaptive algorithms and their possible applications is also presented.
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Secure Chaos Communication and
It Applications
3.1 Introduction
The analysis of any dynamic system may be considered as a non-linear behav-
ioral problem. One of the easiest ways to model a dynamic system is to use a
deterministic modelling technique such as Chaos Theory [9]. The application
of a chaotic modelling technique is simple yet provides a system behavior that
is close to a dynamic non-linear system. Much of this research effort has re-
cently been devoted to the use of Chaos Theory in communication engineering
[17, 18, 19, 20, 21, 31, 51, 77, 78]. The non-linear behavior of a chaotic system,
in addition to its bifurcation property, are well-suited in enhancing the secu-
rity performance of existing communication systems. It has also offered several
possibilities for new applications and performance enhancements. A review of
current literature shows that a chaotic generator exhibits a set of properties
which are suitable for use in spread spectrum (SS) communication systems.
The basic principle of a spread spectrum system is to extend the original in-
formation data over a broad bandwidth of frequencies. To be able to perform
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spreading on the information data, the system requires a spreading code or
sequence that provides auto- and cross-correlation behaviors similar to those
of white noise. In a conventional spread spectrum communication system, a
pseudorandom or a pseudo-noise (PN) sequence generator is used to produce
the spreading code. Some systems use specially designed codes such as, Gold
codes, Kasami codes, Walsh Hadamard, and OVSF codes [79] for spreading the
information data. However, one of the main issues with these types of spreading
code generators is that they suffer from the ’periodicity’ problem. This is due to
the fact that the generated code sequences have a fixed number of states and the
state-machine utilized runs through each sequence in a deterministic manner.
It is this periodicity behavior of pseudorandom sequences which compromises
the overall security of the system. Moreover, it reduces the system capacity
[9]. In contrast, a chaotic generator can produce these noise-like sequences in a
non-repeating fashion [19, 20, 21, 78]. A chaotic generator can be considered as
an unlimited state-machine. Therefore, it can produce non-repeating sequences
which are non-deterministic. This non-periodic behavior of chaotic generators
offers significant advantages over the conventional pseudo-noise based SS sys-
tems in terms of security, synchronization, and system capacity. Since the solu-
tion of the synchronization offered by Pecora and Carroll in 1990 [31], there have
been an increasing number of proposed schemes that utilize chaos theory in SS
communication systems. Such schemes include but are not limited to: chaotic
masking, analog chaos modulation, digital chaos modulation (e.g., Chaos Shift
Keying), and Chaotic CDMA sequences [17, 18, 19, 20, 21, 31, 51, 77, 78].
On the other hand, the demand for multimedia applications and services over
fixed-line and wireless networks such as short range SS communication and 3G
mobile communication systems has grown considerably. Reported studies into
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next-generation (NG) wireless/ mobile networks [80] have shown a significant
trend towards personalized mobile/ wireless communications and a stronger
need for highly-secured wireless multimedia-equipped devices. This trend has
stimulated a significant increase in the amount of transmitted data due to the
multimedia content, causing a major shift from traditional wired telephony-
oriented services which have predominantly supported the transmission of voice
data.
It is well known, however, that one of the main issues with multimedia com-
munication is the degradation in communication channel performance, system
latency, and acceptable quality of multimedia data received on communication
terminals/ devices. This is mainly due to the inherent characteristics of wired
or wireless communication systems - e.g., the time-varying nature of wireless
channel conditions and the propagation environments [81].
Despite the ongoing development of key communication technologies to deal
with multimedia applications (such as adaptive compression [82] and adaptive
modulation and coding [83]), the transmission of multimedia data over wire-
less communication channels still introduces significant bottlenecks. This is
mainly due to the fact that representing multimedia data (such as digital au-
dio/ image/ video) requires a large amount of information, which requires broad
bandwidth, high computational load, and a large amount of transmitted power.
The communication bandwidth available to wireless/ mobile systems for the
transmission of multimedia data are often severely limited, so are the process-
ing capabilities of the communication system/ devices. Mobile radio channels
must therefore transmit user information in a highly compressed form, while
making efficient use of available frequency spectrum and communication power.
As a result, new ways of transmitting multimedia data have become essential
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in dealing with the problems associated with wireless multimedia communica-
tion. The primary aim, therefore, of this effort to use a chaos approach for
multimedia applications is to develop a communication technique that provides
a secure channel (guarded from interception) for the transmission of multime-
dia data with a high spectral efficiency and improved system capacity. Unlike
other spreading codes and sequences, it is very difficult to predict a long-term
chaotic pattern or sequence even when the fundamental chaotic generator is
known to an attacker/ eavesdropper. Even a small error in the estimation of
the initial condition used by the interceptor will lead to a very different chaotic
sequence and white noise like auto- and cross correlation properties. Hence, it
can be shown that it is virtually impossible to intercept information if the exact
initial condition of the chaotic generator is not known. In this paper, we pro-
pose a modified logistic chaotic map for CSK spread spectrum communication
in the application of ’real’ multimedia data. This is compared with two differ-
ent widely-used logistic chaotic maps. Subsequent sections of this paper have
been divided as follows: Section 3.2 provides an overview of the Chaos Shift
Keying (CSK) modulation technique; Section 3.3 formulates CSK theoretical
performance; Section 3.4 provides two commonly-used chaos generators with a
modified chaos generator for CSK; Section 3.5 provides multimedia performance
results using CSK; Section 3.6 discusses the security aspects of the CSK system.
Concluding remarks are presented in Section 3.7.
3.2 Chaos Shift Keying (CSK)
Spread spectrum communication is produced by directly multiplying the infor-
mation bits (in the time domain) with a known spreading sequence running
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at a much higher rate, in order to spread the information over the bandwidth
of the transmitted signals. The spreading sequence can be generated using a
pseudorandom noise generator or some other specially-designed code generator.
However, these generators produce repeating sequences and lead, in a long pe-
riod of time, to a very predictable fashion which reduces the system capacity
and security. To provide a secure communication channel, a chaos generator
can be used to generate Chaos Shift Keying (CSK) sequences, where a differ-
ent sequence can be generated using a different initial condition. Due to its
bifurcation behavior, the chaotic sequence is very sensitive to the initial condi-
tion chosen. An exact value must be known in the receiver side to be able to
demodulate the transmitted CSK signal.
Chaos Shift Keying modulation uses a pair of chaotic sequences (g1 and g2)
with different bit energies to transmit the binary information [51, 77]. if the
lth data bit which occupies the lth-bit period is αl = +1, then g1 sequences is
radiated from the transmitter, while for αl = −1, g2 sequence is transmitted.
The number of chaotic symbols transmitted for one data bit is dependent on the
spreading factor (2β) [17]. The output of the CSK transmitter can be written
as
sk = αlgv,k (3.1)
where v decides which chaos sequence is to be sent.
The chaotic sequence for CSK g1 and g2 can be generated in three dif-
ferent ways. First method: it uses two different chaotic generators. Second
method: generating the two sequences using different initial conditions of the
same chaotic generator. And the last method: the two sequences are generated
by the same chaotic generator with the same initial condition but multiplied by
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Figure 3.1: A Framework for the CSK communication system.
two different constants. For simplicity, we used the last method to generator
two chaotic sequences. In this work the two chaotic sequences are related as
g2 = −g1. And assumed we are only dealing with binary system, where the
sign of the binary signal is used to determine the chaotic sequences, hence, the
transmitter CSK signal from equation 3.1 can be simplify to
sk = αlgk (3.2)
The demodulation process is a simple coherent correlator at the receiver as
shown in Fig. (3.1)
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3.3 CSK Theoretical Background
The performance of the CSK system in an AWGN environment can be derived
following the method used in [17, 18]. For a correlator type of receiver, the
correlator output for the lth bit yl is given by
yl =
2βl∑
k=2β(1−l)+1
rkgk (3.3)
where rk = sk + ηk is the received signal in an AWGN environment during the
kth chip period, ηk being additive Gaussian white noise. Now we have:
yl = αl
2βl∑
k=2β(1−l)+1
g2k +
2βl∑
k=2β(1−l)+1
ηkgk (3.4)
The first term is the required signal and second term is noise. According to
the Central Limit Theorem, if we consider a sum of a large number of random
variables in the system, we can assume that the system to follow a normal
distribution. Hence the BER for the CSK can be formulated as follows:
BERCSK = Prob(αl = 1)× Prob(yl ≤ 0 | αl = 1)
+ Prob(αl = −1)× Prob(yl > 1 | αl = −1)
=
1
4
[
erfc
(
E[yl | (αl = +1)]√
2var[yl | (αl = +1)]
)
+erfc
(
−E[yl | (αl = −1)]√
2var[yl | (αl = −1)]
)]
(3.5)
From [17, 18], the variance of yl|(αl = +1) equals to the variance of yl|(αl = −1)
and we have E[yl|(αl = +1)] = −E[yl|(αl = −1)], where E is the expectation
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function. Hence, equation (3.5) can be simplified to:
BERCSK =
1
4
[
erfc
(
E[yl | (αl = +1)]√
2var[yl | (αl = +1)]
)
+ erfc
(
E[yl | (αl = +1)]√
2var[yl | (αl = +1)]
)]
=
1
2
[
erfc
(
E[yl | (αl = +1)]√
2var[yl | (αl = +1)]
)]
(3.6)
where erfc(.) is the complementary error function defined as
erfc(ψ) ≡ 2√
π
∫
∞
ψ
e−λ
2
dλ. (3.7)
The mean value of yl when αl = +1 in equation (3.4) is given as
E[yl|αl = +1] =
2βl∑
k=2β(1−l)+1
E[g2k] +
2βl∑
k=2β(1−l)+1
E[gk][ηk] (3.8)
We Know that the mean of AWGN is zero, i.e., E[ηk] = 0. So the mean for
equation (3.8) can be simplified to:
E[yl|αl = +1] = 2βPs + 0 (3.9)
where Ps = E[g2k] is the average power of the chaotic signal.
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As for the variance of yl in equation (3.4), we know that from [17, 18] that
2cov
 2βl∑
k=2β(l−1)+1
g2k,
2βl∑
k=2β(l−1)+1
ηkgk
 = 0
var
 2βl∑
k=2β(l−1)+1
ηkgk
 = βNoPs
var
 2βl∑
k=2β(l−1)+1
g2k
 = 2βΛ
,where Λ = var[g2k]. Hence, the variance of yl when αl = +1 for equation (3.4)
is given as:
var [yl | αl = +1] = 2cov
 2βl∑
k=2β(l−1)+1
g2k,
2βl∑
k=2β(l−1)+1
ηkgk

+ var
 2βl∑
k=2β(l−1)+1
ηkgk

+ var
 2βl∑
k=2β(l−1)+1
g2k

= 0 + βNoPs + 2βΛ. (3.10)
substituting (3.9) and (3.10) to (3.6), the BER for CSK can be found as follows
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BERCSK =
1
2
erfc
(
2βPs√
4βΛ + 2βNoPs
)
=
1
2
erfc
 1√
Λ
βP 2s
+ No
Eb

=
1
2
erfc
 1√(
E2
b
4βΛ
)
−1
+
(
Eb
No
)
−1
 (3.11)
where Eb = 2βPs. Equation (3.11) shows that the BER performance can be
improve by either reducing Λ (variance of g2k), increasing the spreading factor
(2β), or increasing the signal power Ps (the E[g2k]).
3.4 Some Chaotic Sequences and Their Perfor-
mance
Two commonly used chaotic generators and our propose modified chaotic gener-
ator are studied in this section. To obtain the BER performance for each chaos
logistic map or sequence, the signal power Ps and the variance Λ are either cal-
culated from their invariant probability density function (pdf) or numerically
obtained from simulation.
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3.4.1 Logistic Chaos Generator 1 (LCG1)
This is one of the simplest chaos logistic maps used in generating chaotic se-
quences for digital communication [17, 18, 19] in which:
gn+1 = 1− 2g2n (3.12)
with the invariant probability density function given in [17, 18, 19, 78] as follows:
ρ(g) =

1
π
√
1−g2
, if | g |< 1
0 , otherwise
(3.13)
Hence, the values of Ps and Λ for LCG1 can be mathematically calculated using
its invariance probability density function as shown by [17]:
Ps = E[g2k] =
∫
∞
−∞
g2ρ(g)dg =
∫ 1
−1
g2
1
π
√
1− g2dg =
1
2
(3.14)
Λ = var[g2k] = E[g
4
k]− E2[g2k] =
∫ 1
−1
g4ρ(g)dg − 1
4
=
1
8
(3.15)
3.4.2 Logistic Chaos Generator 2 (LCG2)
Another dynamic system that is capable of exhibiting chaotic properties for
spreading spectrum communication is proposed in [20, 21] in which:
gn+1 = agn(1− gn) (3.16)
where a is the bifurcation parameter (or control) parameter, which is considered
to be in the interval of 3.57 < a ≤ 4; for a non-period chaos system.
In this work, the bifurcation parameter is identified as the ’security key’
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of the system. This security key can only be known to the authorized user.
Without this key the transmitted signal cannot be demodulated. However, a
drawback of this system is that the output of the above sequence lies in the
interval 0 ≤ gn ≤ 1 , which decreases Ps and increases Λ (as compared to
LCG1). This will lead to a lower BER performance. The probability density
function for this system is not provided. Numerical simulation is used to obtain,
Ps =
3
8
, and Λ = 11
3
, when a = 4 . To Increase the system performance, a
modified version of this logistic is proposed in the next Section and shown to
have a higher value of Ps and a lower value for Λ .
3.4.3 A Proposed Logistic Chaos Generator 3 (LCG3)
The proposed chaos generator (LCG3) in this section is a modification of the
logistic chaos generator 2 (LCG2), which is a scaled and shifted version of LCG2.
Scaling and shifting the chaos sequence will not change the chaotic properties of
the generator but will provide an increase in Ps and a decrease in the Λ value.
This will improve the BER performance over LCG2. The proposed logistic
chaos generator is as shown below:
gn+1 = agn(1− gn)
jn+1 = 2(gn+1 − 0.5) (3.17)
where jn is the output chaotic sequence for CSK modulator and a is the chaotic
or security parameter, as discussed previously, and is considered to be in the
interval 3.57 < a ≤ 4. Again, the probability density function for this system
is not provided. Numerical simulation is used to obtain Ps and Λ; which are
shown in Table 3.1.
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Table 3.1: Statistics of M - Logistic Map 2
a E[g2k] or Ps Λ
4 1
2
1
8
3.97 9
20
0.111
3.95 0.410 1
10
3.90 0.392 0.095
It should be noted, that when a = 4 both LCG1 and LCG3 provide the
same values for Ps and Λ. From Table 3.1, we can see that LCG3 can provide
the same performance as LCG1 and yet provide improved security by simply
changing the security parameter.
3.4.4 Performance of the CSK System
Using equation (3.11), the theoretical BER performance of the CSK system can
be plotted against Eb/No as shown in figures (3.2, 3.3, 3.4, 3.5).
From the theoretical curves and simulated results shown in figures (3.6 &
3.7), one can clearly see that the performance of CSK in an AWGN channel can
be improved by utilizing a higher spreading factor (SF). Comparing LCG1 to
LCG3 based on theoretical BER performance, there is not much difference even
when the security parameter a is varied. Both theoretical and simulated BER
results show that LCG2 performance drops one order of magnitude when a small
value of SF is used. Hence, LCG3 can perform as well as LCG1 with the added
advantage of an extra security parameter for enhanced secure communication.
Figure (3.8), shows the performance of the CSK for different SF values in a
10 dB AWGN channel. When a large SF value is employed we can virtually see
no difference between all three generators. However, when the SF value is small
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Figure 3.2: Theoretical BER performance of CSK in AWGN Channel with
SF=10.
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Figure 3.3: Theoretical BER performance of CSK in AWGN Channel with
SF=30.
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Figure 3.4: Theoretical BER performance of CSK in AWGN Channel with
SF=100.
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Figure 3.5: Theoretical BER performance of CSK in AWGN Channel with
SF=300.
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Figure 3.6: Simulated BER performance of CSK in AWGN Channel with
SF=10.
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Figure 3.7: Simulated BER performance of CSK in AWGN Channel with
SF=40.
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Figure 3.8: Theoretical BER performance of CSK versus different SF with
AWGN Channel (Eb/No = 10 dB).
(around 50 - 100), the BER performance shows a significant difference even for
a simple increase in SF value (note: an optimum value of SF for CSK should
be around 50 - 100 in an AWGN channel environment).
3.5 Multimedia Framework and Performance Anal-
ysis
To enable the simulation of multimedia data over the proposed CSK system, a
process for converting multimedia signals from various data sources (such as,
compressed audio/ image/ video), which may be stored as files on a PC, has
been developed. This has been integrated together with the CSK modulator,
to form the overall multimedia simulation framework. A generic transmission
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system for multimedia data using the CSK scheme has been implemented using
a conversion process which transforms multimedia content to a suitable data
format which can be further processed by the CSK modulator.
The principal idea behind the multimedia model developed is to first con-
sider the source data (digitized version of the original multimedia signal with
N-bit resolution) as a vector array containing integer quantization levels. For
digital audio, these correspond to sampled amplitude values, and for digital im-
age and video coding they correspond directly to pixel values [84]. Before the
multimedia information can be processed by the CSK modulator, the source
data is converted into a matrix array containing N bit-words which correspond
to the sample/pixel levels. Thus, a bit-stream representing the original multi-
media data is created. This is subsequently encoded into the required baseband
modulated data symbols, as specified by the CSK modulator. In the receiver
structure, the reverse functions of the transmitter are performed on the modified
data symbols produced by the CSK scheme. Data symbols are first converted
back to a bit-stream and are subsequently reconstructed back to the original
multimedia data format applied to the system.
3.5.1 Performance Measures
In this chapter, we consider the performance of the CSK system with multimedia
data in terms of user (human) perception [84], instead of the traditional BER
or MSE performance analysis. These metrics alone cannot be used to determine
the overall ’security’ of the system and the quality of received multimedia data.
Figure (3.9) illustrates the misuse of traditional BER performance over user
perceived quality. Figure (3.9) shows that both the shifted image (image pixel is
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Figure 3.9: Illustrating the misuse of traditional BER performance over user
(human) perception.
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shifted one line to the top) and the noise-added image (original image with white
noise) provide similar BER or MSE measurement, but, perception-wise they are
very different from the original Image. Hence, perception-wise performance is
important for the analysis of multimedia applications for both secure and non-
secure communication. Nevertheless, in a communication system, the BER of
the physical channel can provide control over the user-perceived quality (SNR,
etc). For digital image applications, for example, the most important quality
measure is how the image appears to the end user. This will differ depending
on the type of the multimedia content being transmitted, and can be used to
ascertain a suitable BER of a particular CSK scheme for the target application.
To evaluate/demonstrate the transmission of multimedia data over a secure
communication channel using the proposed CSK system, the simulation frame-
work was configured for the application of still image processing. A standard
version of the 512x512 size gray scale Lena image with 8 bits/ pixel resolu-
tion [85] was used as the multimedia source data/ file input. Due to practical
computational limitations, however, the Lena image was resized to 128x128. Al-
though, this introduces slight imperfections in the image (degradation in visual
quality), it has no bearing on the results obtained. The re-sized Lena image
used is shown in figure 3.9 (labelled as ’Original Image’).
Figures (3.10, 3.11, 3.12, and 3.13 ) show the performance of different CSK
systems for multimedia transmission. On close inspection of the resulting im-
ages, we notice that the LCG2 system has a lower performance than the other
LCG1 and LCG3 CSK systems. This is confirmed by the theoretical analysis
presented in the previous section. However, the difference is small and normally
not very noticeable. Although Section 3.4 shows that the three systems provide
different BER performance curves, this small variation in BER performance
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Figure 3.10: Multimedia performance of the LCG1 CSK system in different
AWGN environments (SF = 10).
may not be too apparent perception-wise for multimedia applications. Impor-
tantly though, it provides means of determining an acceptable Eb/No required
for a suitable user perceived quality. For an AWGN channel environment, sim-
ulation results of the CSK system show that good image quality is maintained
generally at a minimum of 10 dB required for Eb/No .
3.6 Security Overview
Measurement of the ’security’ aspects of any communication system is not an
easy task to undertake. However, we can view security in a few different ways.
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Figure 3.11: Multimedia performance of the LCG2 CSK system in different
AWGN environments (SF = 10).
To begin with, the auto- and cross- correlation property is used. This is the
simplest security measure for any spread spectrum communication system. If
a spreading sequence provides an auto and cross-correlation characteristic not
similar to white noise, we can conclude that this would be unsuitable for spread
spectrum communication. Also, since there is some correlation between two
sequences, it could be easily intercepted by an attacker.
Figures (3.14) and (3.15) show the auto- and cross-correlation performance
for all three chaos generators with different values for the initial condition, and
the security parameter defined in section 3.4. It is quite evident that LCG1
and LCG3 have auto- and cross-correlation properties similar to those of ran-
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Figure 3.12: Multimedia performance of the LCG3 CSK system in different
AWGN environments (a = 4, SF=10).
dom white noise, despite the fact that their initial conditions are just slightly
different. This indicates that LCG1 and LCG3 can generate sequences that are
uncorrelated. However with LCG3, more security is embedded with its extra
security parameter (even small variations in provide uncorrelated sequences).
Hence, the generation of a chaos sequence is very sensitive to the initial condi-
tion. A slight difference in the initial condition will generate a totally different
chaotic sequence.
In the case of an unauthorized attacker trying to gain access to the commu-
nication system using LCG3, as compared to LCG1, an attacker would need to
know not only the exact initial condition for the chaos generator but also the
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Figure 3.13: Multimedia performance of the LCG3 CSK system in different
AWGN environments (a = 3.9, SF=10).
security ’key’ (parameter) before interception/demodulation of any information
could be possible; even if the sequence generating method was also known to
the attacker. This process is fairly similar to other encryption processes where
a unique security key is needed. This additional security parameter, therefore,
enhances the security performance of the communication physical link.
Figure (3.16) illustrates the orbits generated using two very close initial
conditions and two very close security parameters for each chaotic logistic map.
More importantly, it shows how fast or how long for a sequence before it is out
of the orbit of similarity. Results show that an exact initial condition is needed
and that no long-term prediction is possible in all three chaos generators. Figure
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Figure 3.14: Correlation performance for LCG1 and LCG2.
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Figure 3.15: performance for LCG3.
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Figure 3.16: Different chaotic sequences generated by each chaotic generator
with different initial values and bifurcation parameters.
(3.16) also shows that LCG3 provides the most secure communication, where
only 10 iterations are needed (for a different parameter a ) before the sequences
go off the orbit. In general, all three generators provide a very secure commu-
nication channel, as approximately 25 iterations are needed for the sequence to
go off the orbit.
The shorter the sequence for SF the more vulnerable it is for the attacker
to decipher the transmitted signal. Larger SF can ensure harder prediction of
the spreading sequence; hence using chaos generator can ensure higher security
to the physical signal due to it bifurcation behaviors. In other words, it is hard
to predict or even estimate its chaotic spreading sequence. As a result, it is
better to have a larger spreading factor (more than 25) to ensure security [7].
It is recommended in this case to have a SF of 50 to 100 to provide optimum
performance.
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Figure 3.17: Multimedia secure communication using LCG1.
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Figure 3.18: Multimedia secure communication using LCG3 with a different
security condition (bifurcation parameter).
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To illustrate the security performance of CSK using LCG1 and LCG3, the
system was simulated with the Lena image by deliberately estimating the initial
condition and security parameter a - emulating the process that would otherwise
be used by an attacker. Figures (3.17) and (3.18) show the resulting image
(error) obtained in estimating the initial sequence for LCG1 and in estimating
the security parameter for LCG3 respectively. The demodulated multimedia
data (image) for both cases is totally unrecognizable even though the BER of the
system is very small (almost 0.05). Hence, we can confirm that the analysis of
BER performance data is not suitable in determining the effectiveness of secure
communications in the system. Instead, security measurement can be readily
extracted from simple observation - human perception. Moreover, figure (3.17)
shows the additional level of security achieved in multimedia communication
due to the bifurcation property of LCG3
3.7 Conclusion
In this chapter we proposed a modified logistic chaotic map for chaos-shift-
keying (CSK) to transmit multimedia data over a highly-secure spread spectrum
communication system. This approach was compared with two commonly used
logistic chaotic maps. The proposed logistic chaotic map shows BER perfor-
mance similar to the optimum performance obtained for CSK modulation. Sim-
ulation results (based on the application of digital images) and user-perception
analysis showed that the additional bifurcation parameter from the proposed
logistic chaotic map provides another level of security in spread spectrum com-
munication.
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Space-Time Diversity For Chaos
Communication
4.1 Introduction
In today’s climate of increased criminal attacks on the privacy of personal or
confidential data and with a significant shift in the use of multimedia applica-
tions (digital images/video) to convey information over digital communication
systems, a high secure physical communication link with an optimum bit-error-
rate (BER) performance is required for both wired and wireless communication
systems. As stated in chapter 3, Conventional spread spectrum (SS) commu-
nication is produced by directly multiplying the information bits (in the time
domain) with a known spreading sequence running at a much higher rate, to
spread the information over the bandwidth of the transmitted signal. The
spreading sequence can be generated using a pseudo-random noise generator
or some specially-designed code generator. However, these generators produce
repeating sequences and lead to a very predictable fashion which reduces the
system capacity and security. Recent research suggested the use of chaos gener-
ator to target the security drawback for spread spectrum communication [8, 7].
65
CHAPTER 4: Space-Time Diversity for Chaos
To provide a secure communication channel, a chaos shift keying (CSK) sys-
tem is used as described in chapter 3. In order to enhance the error-rate perfor-
mance of this secure chaos communication, the adaptive transmission scheme
proposed in [86] is used. To combine CSK with the adaptive transmission
scheme in [86], we first encode the chaos chip-symbols into orthogonal space-
time block codewords and transmit these codewords in the eigen-directions of
the wireless channel to provide diversity in the spatial domain. In this work,
we also investigate the performance improvement from such combination over
a macrocell channel model that is originally proposed in [12] and proved to be
a realistic model.
This chapter is organized as follows. Section 4.2 describes the general CSK
modulation and demodulation technique. Section 4.3 explains the process of
orthogonal space-time block code (O-STBC) encoding of chaos chip sequences.
Section 4.4 describes the wideband frequency-selective channel and the spa-
tial correlation model that is used in our simulation. Section 4.5 provides an
overview of eigen-beamforming technique. Section 4.6 shows the overall system,
received signal model, maximum likelihood decoding rule for OSTBC matrices,
and simulation results. Conclusion is then delivered in Section 4.7.
Notation used: (·)∗, (·)T , and (·)H are complex conjugate, vector transposi-
tion, and Hermitian transposition, respectively. ‖ · ‖F is the Frobenius norm;
√A stands for Hermitian square root of matrix A; finally, capital (small) bold
letters represent matrices (vectors).
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Figure 4.1: Modulator and demodulator block diagrams for chaos shift keying.
4.2 Chaos Shift Keying
As shown in chapter 3.2, the output of the CSK transmitter can be written as
ck = αlgv,k (4.1)
The demodulation process for CSK is a simple coherent correlator at the receiver
as shown in figure (4.1).
In this chapter, we use the simplest chaotic logistic maps for generation of
chaotic sequences as in [17]
gn+1 = 1− 2g2n (4.2)
which is the same as LCG1 in Chapter 3. Other LCGs can be used to improve
the physical security performance. In this case, a simple LCG1 is used to
minimize the complexity and study the use of chaos only in diversity technique.
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4.3 OSTBC Encoding
At the output of CSK modulator, a series of Ns chip sequences are first con-
verted into parallel streams before the OSTBC encoding process, each stream
containing SF chip-symbols, where SF is the spreading factor in the CSK mod-
ulation function. In this paper we made the choice of Ns streams dependent
on the OSTBC encoding matrix used. The OSTBC encoding of these streams
of chip-symbols is done by taking one chip-symbol in each stream as the input
symbol and then format these chips into a codeword matrix. Thus, the SF
codeword matrices are constructed from these Ns input streams.
Denote the pth output codeword matrix asCp ∈ CNt×N , which has Nt spatial
dimensions and spans across N chip-symbol intervals. Since the number of
baseband constellation points is finite, there is a limited number of possible
OSTBC codeword matrices that can be generated; we denote this finite set as
Υp ∋ Cp. Suppose that Ns input chip-symbols, which we collect into a row
vector sp = [c1,p, · · · , cm,p, · · · , cNs,p], are used to generate Cp by formatting sp
with an encoding matrix Gp such that Gp : sp → Cp. According to [87], such
encoding process can be mathematically expressed as
Cp =
Ns∑
m=1
[cm,pAm + c
∗
m,pBm] (4.3)
which are then split into a set of Nt parallel symbol sequences and transmitted
during N chip intervals. The {Am,Bm} are matrices designed to satisfy the
orthogonality condition that is well documented in both [87] and [88] as
CpC
∗
p =
Ns∑
m=1
| cm,p |2 ·IN , (4.4)
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where (.)∗ denotes the complex conjugate and IN is an identity matrix of size
N .
Since data symbols are ST block encoded in the proposed transmission struc-
ture, we regard all signal transmissions under consideration here as block trans-
missions. In the well-known STBC of [89], a different ST block encoding matrix
requires different number of input chip symbols for different number of trans-
mit antennas. The OSTBC encoding matrix G4 that we used for our system
simulation is given by [89]
G4 =

s1 s2 s3 s4
−s2 s1 −s4 s3
−s3 s4 s1 −s2
−s4 −s3 s2 s1
s∗1 s
∗
2 s
∗
3 s
∗
4
−s∗2 s∗1 −s∗4 s∗3
−s∗3 s∗4 s∗1 −s∗2
−s∗4 −s∗3 s∗2 s∗1

(4.5)
which is employed for systems with Nt = 4.
4.4 Channel Model
Assume that the system operates in a typical cellular communication scenario
where the base station (BS) antennas are placed at the building roof-top in an
unobstructed environment and the mobile station (MS) is located at the street
level surrounded by dense distribution of local scatterers. It is stated in [90]
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that signal transmission in such an environment over a multipath channel leads
to uncorrelated signal paths arriving at the MS but there would be partial
correlation in the spatial domain at the BS. These propagation assumptions
are normally used to model macrocell operation. Assume that a uniform linear
array (ULA) configuration is used forNt BS antennas with a spacing of dmeters.
The transmit spatial correlation matrix is defined in [91] as
Rt =
1
L
L∑
ℓ=1
a(θℓ)a
H(θℓ), (4.6)
where L denotes the number of dominant resolvable paths and
a(θℓ) := [1, e
jβ, ej2β, · · · , ej(Nt−1)β]T
is the array propagation vector for the ℓth tap with an angle-of-arrival (AoA)
of θℓ impinging on the BS ULA. β = [2π · d · sin(θℓ)]/λ, λ being the carrier
frequency wavelength. In general, Rt is an non negative-definite Hermitian
Toeplitz matrix of the form
Rt = [Ruv]Nt×Nt = toeplitz([1 R12 R13 ... R1Nt ]), (4.7)
where Ruv is the spatial correlation between signals from uth and vth anten-
nas. Eigenvalue-decomposition (EVD) of Rt can be expressed as VRtVH = Λ,
where V = [υ1, · · · ,υNt ] is a unitary matrix with columns that are the eigen-
vectors and Λ = diag[ω1, · · · , ωn, · · · , ωNt ] is a diagonal matrix contains the
corresponding eigenvalues.
We consider multi-input multi-output (MIMO) frequency-selective channel
between the transmitting and receiving antennas. Following [92], this under-
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lying frequency-selective channel can be modelled as a tapped delay line that
represents an Lth-order finite-impulse response (FIR) filter whose coefficients
are τ -samples of the impulse response {hi,j(τ ; t)} of the channel corresponding
to the (i, j)th receive-transmit antenna pair
hi,j(τ ; t) =
L∑
ℓ=1
αi,j(ℓ; t)δ(τ − nℓ), (4.8)
where t represents time, τ is the time-delay, αi,j(ℓ; t) is the ℓth path com-
plex fading coefficient, δ(·) is the Dirac delta function, and nℓ = ℓ/W is
the delay of the ℓth path. Thus, the channel impulse response includes the
channel fading effect and the relative delay spread of the multi-paths. De-
note the discrete-time baseband equivalent impulse response vector as hi,j[n] =
[αi,j(1;nT ), · · · , αi,j(L;nT )] for the nth chip interval, where T is the total time
duration of one OSTBC codeword. In this paper, {αi,j(ℓ;nT )} are modelled as
correlated circularly symmetric complex Gaussian random variables with zero
mean.
Let us denote the correlated MIMO channel impulse response matrix for
the pth OSTBC codeword block as H[n; p] ∈ CNr×Nt . The (i, j)th element,
which represents the subchannel gain between the ith receive antenna and the
jth transmit antenna, is defined as
hi,j[n; p] :=
L∑
ℓ=1
αi,j(ℓ;nT ). (4.9)
According to [90], we can also express the channel matrix asH[n; p] = H[n; p]
√
Rt,
whereH[n; p] can be thought of as a pre-whitened channel matrix with indepen-
dent circularly symmetric complex Gaussian random variables from CN (0, σ2h).
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Furthermore, quasi-static fading is assumed throughout the duration of one
STBC codeword length (i.e., if N is the length of the pth codeword, then
H[1; p] = H[n; p] |n = 1, · · · , N), but fading may vary from one block to an-
other. Therefore, the timing index n will be dropped and H[n; p] will hereafter
be written as Hp.
4.5 Adaptive Eigen Beamforming
In enhancing the received signal-to-noise ratio (SNR) and thus the probabil-
ity for correct detections of transmitted OSTBC codeword, signal transmis-
sion in the eigen-modes of the correlation matrix, eigen weight mapping is
performed across the space dimension of the OSTBC codeword Cp prior to
transmission as in [86]. Mathematically, it can be expressed as WHCp, where
W = [w1, · · · ,wNt ] is the eigen weight mapping matrix and wj = υj. Then
signal transmission on different eigenvectors of Rt amounts for transmitting Nt
orthonormal beams in the direction of the dominant multipaths seen by the
transmitter.
4.6 System Simulation
The system diagram in figure (4.2) showed the proposed transceiver structure
with CSL modulator, OSTBC encoder, and eigen weight mapper at the trans-
mitter. The transmitted signal is corrupted by frequency selective rayleigh
fading (for microcell wireless channel) before arriving at the receiver.
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Figure 4.2: General structure of the proposed system structure.
At the receiver, OSTBC codeword signals are received from Nr antennas.
The discrete time baseband equivalent expression of the received signal has the
form
Yp = Hp
√
RtW
HCp + Ep , (4.10)
where Ep is the receiver noise matrix and its elements are modelled as uncorre-
lated white Gaussian random variables taken from N (0, σ2n).
In order to perform OSTBC codeword decoding, channel estimation is needed
to be performed first by correlating the embedded pilot symbols sent with the
data signal with a prior known sequence. The estimation results from Nr re-
ceive antennas are then fed into the maximum likelihood decoder (MLD) for
the OSTBC codeword decoding. The general decision matrix for the evaluation
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of transmitted data can be written as
Ĉp = arg min
Cp∈Υp
‖Yp −Hp
√
RtW
HCp‖2F . (4.11)
A more specific decoding algorithms can be found in [89] for various sizes of
OSTBC encoding matrices. The final state to recover the original bit stream
signal is only a simple parallel to series conversion on the Ĉp then passed thought
a CSK demodulator (simple correlator) as described in Section 4.2.
In order to simulate the proposed transmission structure in frequency-selective
Rayleigh fading channels, the following parameters and simulation assumption
were adopted: BPSK baseband modulation is used, the spatial channel correla-
tion is modelled using the Macrocell GBHDS channel model in [12], G4 encoding
matrix in [88] is utilized for OSTBC codeword construction, and hence Nt = 4,
Nr = 2 were employed.
Figures. (4.3 - 4.5) show the BER performance of CSK with eigen-beamforming
and OSTBC for different spreading factors. As expected, combining eigen-
Beamforming with OSTBC in CSK will outperform those systems without any
diversity technique, or systems with only OSTBC. Generally, at low Eb/No,
the performance gain is more dependent on the coding gain of OSTBC, else at
higher Eb/No, the gain is more dependent on the diversity gain. Comparing the
BER ranges in figures (4.3 - 4.5), we can see that an increase in the spreading
factor will lead to a better BER performance. However, figure (4.6) does show
that there is a convergence point where increasing SF will not provide much
different performance gain. Hence, choosing the SF should be carefully con-
sidered, keeping in mind that increasing SF will increase the processing time.
The optimum value in this case is around SF = 100.
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Figure 4.3: BER vs Eb/No performance for CSK with eigen-beamforming and
OSTBC, Nr=1, 4-tap correlation, and SF = 16.
4.7 Conclusions
A secure communication with diversity technique is proposed in this chapter.
The use of a chaotic generator for spreading can provide a more secure commu-
nication than using the conventional digital spreading. The scheme is combined
with space-time coding and eigenbeamforming, giving a much lower bit error
rate and hence, increased security. The proposed scheme can be used in wireless
communication systems where security is the concern. To enhance the security
performance, a larger spreading factor can be used, but it is shown that there
is a threshold for this increase, after which no BER performance advantage can
be obtained.
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Chapter 5
Chaos in Multi-Carrier
Communications
5.1 Introduction
In the previous two chapters, we had looked at the application of chaos theory
in digital communications. We particularly considered chaos shift keying (CSK)
to transmit a single bit information in wireless environment. However, Multi-
carrier Modulation (MCM) has become a key communication system technology.
In this chapter, we study the possible use/or combination of chaos theory in
MCM scheme.
The fundamental idea of MCM transmission is to transmit different signals
in parallel on different frequencies or channels. The conventional method using
FFT/IFFT operation for the MCM, also referred to as orthogonal frequency di-
vision multiplexing (OFDM), is proposed by Weinstein and Ebert in 1971 [93].
In the past decade, due to the enormous progress and advance in signal process-
ing, these ideas have been put in practical use for both wire and wireless com-
munication such as: digital video broadcasting (DVB), digital subscriber line
(DSL), digital audio broadcasting (DAB), power line communications (PLC),
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wireless LAN (802.11), and European HIPPERLAN/2. However, OFDM suffers
from few drawbacks that are related to peak-to average power ratio (PAPR) and
bandwidth efficiency. These drawbacks have drawn the attention to use other
means of modulation for the OFDM. Hence, wavelet-based OFDM gained its
popularity in literature, thus it has been proposed for practical use in wireless
LAN 802.16 [94].
Wavelet-OFDM also sometimes referred to as fractal modulation was pro-
posed in early 90’s by Wornell and Oppenheim [95, 96]. The signals can carry
information distributed over multiple time scales and frequency bands just like
the OFDM do. The difference is that OFDM does have a uniform distribution
whereas WOFDM is multirate - distributed depending on the mother wavelet.
The multirate diversity ability of WOFDM offers several advantages to mo-
bile communications as compared to OFDM. Wavelet-OFDM (WOFDM) can
provide less overhead to the physical link because it does not require a cyclic
prefix, unlike the traditional OFDM [94, 97]. Wavelet-OFDM also provides
better combat to narrowband interference and inter-channel interference (ICI)
as compared to the conventional OFDM, where WOFDM does not need cyclic
prefix due to its high spectral containment between subchannels.
On the other hand, the Forth Generation (4G) mobile communications is
particular interested in a combination of CDMA and OFDM. This will enable
high data rates and high user capacities due to the inherent error resistance in
a multi-path environment for both CDMA and OFDM systems. As a result,
there is generally an increasing interest in studying the combination of OFDM
and CDMA (OFDM-CDMA) [98, 99, 100], which is sometimes also referred to
as multi-carrier CDMA (MC-CDMA). OFDM-CDMA can provide frequency
diversity in a frequency selective channel because individual data symbols are
79
CHAPTER 5: Chaos in Multi-Carrier Communications
spread over the entire bandwidth using spreading code in the frequency domain
[98, 99]. In contrast, the CDMA code can be generated using a chaos generator.
Chaotic sequences generated from the chaotic generator have been proven to
provide performance close to the ideal case [19, 21, 101]. In this chapter,we pro-
vide a comprehensive study for the combination of the chaos spread spectrum
with MCM schemes, namely, Chaos shift keying-Orthogonal frequency division
multiplexing (CSK-OFDM) and Chaos shift keying-Wavelet based orthogonal
frequency division multiplexing (CSK-WOFDM). We will also study the chaos-
based CDMA and PN-based CDMA in the multi-user environment and their
use in conjunction with OFDM.
5.2 CSK-OFDM and CSK-WOFDM
CSK modulation and demodulation is as shown in Chapters 3 and 4. Figure
(5.1) shows a block diagram of the the simulated CSK-OFDM system. In CSK-
OFDM system, the received OFDM symbol is formulated as follows:
yn = IFFT(sn)hn + ηn (5.1)
where ηn represents uncorrelated additive white Gaussian noise, hn is the com-
munication channel impulse response modelled using Rayleigh fading, sn =
dtct[m] is the transmitted CSK symbol in the nth carrier duration of a single
OFDM symbol, dt is data bits, and ct[m] is tth CSK squence with m as a spread-
ing factor. For simplicity, the channel impulse response is assumed to be known
to the receiver. Therefore, the received CSK signal after OFDM demodulation
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Figure 5.1: A block diagram for the simulated CSK-OFDM and CSK-WOFDM sys-
tems.
is assumed to have perfect channel estimation rt = FFT(ynh∗n).
As for wavelet-based OFDM, the IFFT and FFT blocks are simply replaced
by an inverse discrete wavelet transform (IDWT) and discrete wavelet trans-
form (DWT) for simulation. The wavelet transform is a generalized Fourier
transform operation that allows different dilations and shifts that provide cer-
tain specific properties. In this simulation we consider Haar wavelet due to its
simplicity. Moreover, Haar wavelet is a discontinuous function that will have
no Gibb’s phenomenon [102], hence it will help to reduce the PAPR problem.
The representation for Haar wavelet is [102]:
Ψ(t) =

−1 , for 0 ≤ t < 1/2
1 , for 1/2 ≤ t < 1
0 , otherwise
(5.2)
81
CHAPTER 5: Chaos in Multi-Carrier Communications
−10 −5 0 5 10 15 20
10−5
10−4
10−3
10−2
10−1
100
BER for CSS−OFDM  and CSS−WOFDM under AWGN
BE
R 
in 
dB
Eb/No in dB
csk−OFDM
csk−WOFDM
OFDM
WOFDM
Figure 5.2: BER performance of OFDM, WOFDM, CSK-OFDM and CSK-WOFDM
systems in AWGN environment.
Figure (5.2) shows the BER performance for the OFDM, WOFDM, CSK-
OFDM and CSK-WOFDM systems in AWGN channel. Figure (5.2) shows that
wavelet-based OFDM provides better BER performance than the FFT-based
OFDM. When a spreading system is used in conjunction with OFDM, the CSK-
OFDM and CSK-WOFDM provided better BER performance.
Figure (5.3) shows the BER performance for the OFDM, WOFDM, CSK-
OFDM and CSK-WOFDM systems in a Rayleigh fading channel with AWGN
environment. Figure (5.3) provides a conclusion similar to that of figure (5.2)
that WOFDM generally provides better BER performance. Both CSK-OFDM
and CSK-WOFDM provide a huge gain in the BER performance under Rayleigh
fading environment. Hence, the combination of spread spectrum with MCM will
provide robustness for wireless communications.
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Figure 5.3: BER performance of OFDM, WOFDM, CSK-OFDM and CSK-WOFDM
systems in Rayleigh environment
5.2.1 Discussion
We presented a combination of chaos shift keying with MCM for both OFDM
and WOFDM systems. The use of CSK can increase the security prospective
of the system due to it bifurcation behavior when varying the initial condition.
On the other hand, wavelet-based OFDM is shown to provide better BER per-
formance as well as lower PAPR. Simulation showed that the average PAPR
for CSK-OFDM is nearly at 4 but for CSK-WOFDM the average PAPR is only
at 2. Hence, there would be an increase in the system power efficiency and
performance if wavelet-based OFDM is used.
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5.3 Chaos CDMA
We used the following Logistic Chaos Generator 1 (LCG1) in Chapter 3 to
generate chaotic sequences for Chaos CDMA:
xn+1 = 1− ax2n. (5.3)
Other LCGs can also be used and, as shown in Chapter 3, the performance
may vary depending on thr chaos generator, however, the variation is minimum.
Hence, a simple LCG1 is used to minimize the complexity and study the use of
chaos in multi-carrier communications.
This system was studied in [17, 18, 19] for CDMA systems. The resulting
chaotic sequences will always converge inside the open interval (−1, 1) under
the conditions that the initial value xo = x(0) lies in the interval (−1, 1), and
a = 2 to allow the system to become a non-linear dynamic system varying
within the interval (−1, 1). In CDMA systems, the spreading sequences are
usually in binary format. Hence, a quantization function Q(x)
Q(x) =
 1 , if x > 0−1 , otherwise (5.4)
is used to convert the recursive chaotic sequences into binary chaotic sequences.
Figure 5.4 (above) shows the auto-correlation function of two chaotic se-
quences generated by (5.3) with two initial values x(0) = 0.07 and x(0) =
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Figure 5.4: Above: auto-correlation function of two chaotic sequences generated
by (5.3) with two initial values x(0) = 0.07 and x(0) = 0.07001. Below: cross-
correlation of the above two chaotic sequences.
0.07001; it is evident that these correlation properties are similar to those of
random white noise even. Figure 5.4 (below) shows the cross-correlation of the
above two chaotic sequences, which is nearly zero everywhere, indicating that
the two sequences are uncorrelated, despite the fact that their initial values
are just slightly different. This mean that, the generation of binary chaotic
sequences is very sensitive to the initial condition (value). A slight difference in
the initial condition will generate a totally different chaotic sequence.
5.3.1 Chaos CDMA Simulation and Results
We consider a simple BPSK communication system as shown in figure (5.5).
The received signal before CDMA demodulation for a single user can be
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Figure 5.5: A block diagram for the simulated CDMA system.
formulated as:
rk = skhk + ηk (5.5)
where ηk is additive Gaussian noise, hk is the communication channel impulse
response modelled as Rayleigh fading, and sk is the kth transmitted symbol
formulated as
sk = αkcl (5.6)
where l = 2β(k− 1) + 1, 2β(k− 1) + 2, ...., 2βk. The factor 2β is defined as the
spreading factor, αk is the BPSK symbol to be sent during the kth bit period,
and cl is the binary CDMA spreading sequence code.
The received signal before CDMA demodulation for multiple users can be
formulated as:
rk =
M∑
m=1
s(k,m)hk + ηk (5.7)
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Figure 5.6: BER performance of the chaos-based CDMA and the PN-based CDMA
in AWGN in a single-user environment with sequence lengths 16, 32 and 64.
M being the total number of users.
Additive White Gaussian Noise Channel
Additive white Gaussian noise (AWGN) channel is one of the simplest channel
models, which is widely used for modelling wired systems.
Figure (5.6) shows the BER performance for the uncoded chaos-based CDMA
and the uncoded PN-based CDMA systems in AWGN channel condition with
a single-user environment. It is evident that both systems provide similar per-
formance in a single-user environment.
Figures (5.7, 5.8 and 5.9) show the BER performance for the uncoded chaos-
based CDMA and the uncoded PN-based CDMA under the AWGN channel con-
dition for multi-user environment. It is evident that chaotic sequences provide
better BER performance than PN sequences in multi-user environment.
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Figure 5.7: BER performance of the chaos-based CDMA and the PN-based CDMA
in AWGN in multi-user environment with sequence length 16.
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Figure 5.8: BER performance of the chaos-based CDMA and the PN-based CDMA
in AWGN in multi-user environment with sequence length 32.
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Figure 5.9: BER performance of the chaos-based CDMA and the PN-based CDMA
in AWGN in multi-user environment with sequence length 64.
Rayleigh Fading Channel
Rayleigh fading channel is the most commonly used channel for wireless commu-
nications. Rayleigh fading channel can be modelled in the equivalent complex
baseband described by a zero-mean complex Gaussian random process
µ(t) = µ1(t) + jµ2(t) (5.8)
µ1(t) and µ2(t) are statistically uncorrelated and assumed that it is the real-
valued Guassian random process. In this simulation, we assume that the receiver
and the transmitter are in stationary condition (flat fading), hence Doppler shift
is not applied.
Figure (5.10) shows the BER performance for the uncoded chaos-based
CDMA and the uncoded PN-based CDMA in the Rayleigh fading channel with
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Figure 5.10: BER performance of the chaos-based CDMA and the PN-based CDMA
in Rayleigh channel in single-user environment with sequence length 16, 32, and 64.
AWGN in single-user environment. It is shown that both systems provide sim-
ilar performance.
Comparing the wired communication systems (with channel modelled as
AWGN channel) to wireless communication systems (with Rayleigh fading chan-
nel), wireless systems performed worse than wired systems.
Figures (5.11, 5.12 and 5.13) show the BER performance for the uncoded
chaos-based CDMA and the uncoded PN-based CDMA in Rayleigh fading chan-
nel with AWGN in multi-user environment. In general, chaotic sequences pro-
vide better BER performance than PN sequences, especially in short sequence
length. Note that when sequence length is equal to 64, both PN and chaotic
sequences provide similar results, hence, more users can be added to increase
the system capacity.
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Figure 5.11: BER performance of the chaos-based CDMA and the PN-based CDMA
with Rayleigh channel in multi-user environment using a sequence length of 16.
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Figure 5.12: BER performance of the chaos-based CDMA and the PN-based CDMA
with Rayleigh channel in multi-user environment using a sequence length of 32.
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Figure 5.13: BER performance of the chaos-based CDMA and the PN-based CDMA
with Rayleigh channel in multi-user environment using a sequence length of 64.
5.3.2 Discussion
We presented a comparative study between a simple recursive chaotic sequence
and a PN sequence for CDMA communication systems. Chaotic sequences pro-
vide noise-like features, with auto-correlations and cross-correlations similar to
white noise processes. Theoretically, the chaotic sequences are unlimited in
length, hence suitable for large number of users. Due to its bifurcation behav-
iors, chaotic sequences can be useful for secure communications. It is very hard
to predict a chaotic pattern even if the generating chaotic function is known to
the interceptor. Generally, under static stationary condition, Doppler effect is
not considered in this study. Doppler spread degrades the performance of com-
munication systems but not individual signals, hence it was not taken into con-
sideration when comparing the performance between PN and chaos sequences.
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Figure 5.14: A block diagram for the simulated CDMA-OFDM system.
Under both AWGN and rayleigh fading channels, chaos-based CDMA do pro-
vide little improvement due to the unrepeated, uncorrelated, and non-linear
properties of chaos signals. These can be seen in figure(5.7 5.8, 5.9,5.11,5.12).
5.4 Chaos CDMA-OFDM
The simple block diagram of the Chaos-based and PN-based CDMA-OFDM is
shown in figure (5.14).
The received OFDM symbol before OFDM demodulation can be formulated
as:
yn = IFFT(sn)hn + ηn (5.9)
where ηn represents an uncorrelated additive white Gaussian noise, hn is the
communication channel impulse response, and sn =
√
Ptdtct[m] is the trans-
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mitted CDMA symbol in nth carrier duration of a single OFDM symbol. Pt is
the transmit signal power, dt is BPSK signal, and ct[m] is tth CDMA spreading
code with m as a spreading factor. Note that in this simulation, three differ-
ent system conditions are considered. The first condition is m = n, i.e., the
spreading factor is equal to the number of OFDM carriers (1 CDMA symbol to
1 OFDM symbol ratio). The OFDM-CDMA system will have the same trans-
mission rate as that of the CDMA system. The second condition is 2m = n;
where the spreading factor is now smaller than the number of OFDM carriers
(a ratio of 2 CDMA symbols to 1 OFDM symbol). The OFDM-CDMA system
will have higher transmission rate than the CDMA system. The third condition
is m = 2n; where the spreading factor is larger than the number of OFDM
carriers (a ratio of 1 CDMA symbol to 2 OFDM symbol). The OFDM-CDMA
system will have slower transmission rate than the CDMA system. However this
should provide a better BER performance, as the following results will show.
All simulations run for 100 realizations. Hadamard Code sequences are
used to represent PN CDMA code sequences. Since there are limited number
of Hadamard codes, the codes will be reused when this number is exceeded. As
a result, the reuse of the code is decreasing the security of the system, since
the attacker can easily predict the code. On the other hand, the generation of
binary chaotic code follows the description in section above. We will consider
two important channel models to verify our claims.
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Figure 5.15: BER performance for the chaos-based and the PN-based OFDM-
CDMA in AWGN (SF=8, FFT size = 16).
5.4.1 Additive White Gaussian Noise
The received signal after OFDM demodulation is:
rn = FFT(IFFT(sn) + ηn) (5.10)
= FFT(IFFT(sn)) + ηˆn (5.11)
The term ηˆn = FFT(ηn) represents uncorrelated Gaussian noise.
Figures (5.15, 5.16 and 5.17) show the BER performance for the uncoded
chaos-based OFDM-CDMA and the uncoded PN-based OFDM-CDMA in the
AWGN channel. In general, both systems provide similar BER performance. It
is also shown that a larger spreading factor will provide a better BER perfor-
mance, however in doing so, it will reduce the system capacity.
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Figure 5.16: BER performance for the chaos-based and the PN-based OFDM-
CDMA in AWGN (SF=16, FFT size = 16).
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Figure 5.17: BER performance for the chaos-based and the PN-based OFDM-
CDMA in AWGN (SF=32, FFT size = 16).
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Figure 5.18: BER performance for the chaos-based and the PN-based OFDM-
CDMA in Rayleigh channel (SF=8, FFT size = 16).
5.4.2 Rayleigh Fading Channel
In this simulation, we assume that the receiver and the transmitter are in sta-
tionary condition (flat fading), and no Doppler shift is applied. The received
signal after OFDM demodulation is assumed to have perfect channel estimation:
rn = FFT((IFFT(sn)hn + ηn)h
∗
n) (5.12)
where h∗n is the complex conjugate of hn.
Figures (5.18, 5.19 and 5.20) show the BER performance for the uncoded
chaos-based OFDM-CDMA and the uncoded PN-based OFDM-CDMA in the
Rayleigh fading channel with AWGN. As in the case of Rayleigh fading and
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Figure 5.19: BER performance for the chaos-based and the PN-based OFDM-
CDMA in Rayleigh channel (SF=16, FFT size = 16).
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Figure 5.20: BER performance for the chaos-based and the PN-based OFDM-
CDMA in Rayleigh channel (SF=32, FFT size = 16).
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AWGN channel conditions, there is nearly no performance advantage for either
system over the other. Both chaos-based and PN-based OFDM-CDMA systems
provide similar BER performance. However, chaos-based OFDM-CDMA has a
major performance advantage over PN-based OFDM-CDMA where it provides
higher security at the physical link layer.
5.4.3 Discussion
We presented a comparative study between two OFDM-CDMA communica-
tion systems: one utilizing a simple recursive chaotic sequence and the other
utilizing a PN sequence for spreading. Both systems showed nearly similar bit-
error-rate (BER) performance under all channel conditions. On the other hand,
the chaotic-based system has significant advantages over the PN-based system
as the former allows a higher number of users and provides more secure com-
munication.
5.4.4 Conclusions
In this chapter we presented three different MCM techniques for chaos commu-
nication. In the first section, studied the use of chaos shift keying in conjunc-
tion with both OFDM (CSK-OFDM) and Wavelet OFDM (WOFDM) systems
(CSK-WOFDM), where wavelet-based method (CSK-WOFDM) provided per-
formance advantage over CSK-OFDM as well as increased the security prospec-
tive of the system. Lower PAPR value and higher bandwidth efficiency are also
shown to be provided by CSK-WOFDM system. In the second section, we pro-
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vided a comparative study for conventional CDMA and chaotic-based CDMA.
Theoretically, the chaotic sequences are unlimited in length, and are suitable
for a large number of users. Again, due to bifurcation behavior of a chaotic
generator, chaotic sequences can be useful for secure communications, as it is
practically impossible to predict a chaotic pattern on long term. Last section
showed a comparative study between OFDM-CDMA communication systems
and chaos-based CDMA-OFDM scheme. This section is an extension to the
second section, where both PN-based and chaos-based CDMA are used in con-
junction with OFDM. Both systems showed nearly similar bit-error-rate (BER)
performance under all channel conditions. Again, the chaotic-based system has
significant advantages over the PN-based system as the former allows a higher
number of users and provides more secure communication.
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Chapter 6
Blind Adaptive Multiuser
Detection for Chaos CDMA
Communication
6.1 Introduction
During the past decade, intensive research in modelling non-linear dynamic sys-
tems provided a possibility to approach these non-linear systems using chaos
theory. Research in this area had uncovered the beauty of a mixture of deter-
ministic and dynamic stochastic behaviors of chaotic systems. Interestingly, this
has unfolded several common signal properties to the communication engineer-
ing problem, such as the use of random noise-like behavior of the chaotic system
in both analog and digital spread spectrum communications [7, 17, 77, 103]. In
digital communications, chaotic systems can be used in code-level optimization
of a code-division multiple access (CDMA) and have proven to be superior to
the classical approaches in many realistic environments [103], particularly in
combatting the multiple access interference (MAI) [103, 104, 105, 106].
Multiple access wireless communication systems employ different methods
to multiplex different users for transmission over one wireless channel. There
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were two major schemes that had been widely used in the past: frequency
division multiple access (FDMA) and time division multiple access (TDMA),
both were used in first and second generation wireless mobile communications.
FDMA systems assigned a distinct orthogonal frequency for each user, while
TDMA systems employed orthogonal time slots for users. However, in the new
generation of wireless communications, a code division multiple access (CDMA)
is preferable. Spread spectrum (SS) CDMA communication is produced by
directly multiplying the user information bits (in the time domain) by a known
spreading sequence code running at a much higher rate to spread the user
information over the bandwidth of the transmitted signal. In this way, it is
expected that the detrimental effect of intentional jamming and interference
arising from the inner-cell or outer-cell users can be suppressed.
In CDMA systems, the spreading code is generated using a pseudo-random
noise (PN) generator or some specially-designed code generator, such as, Gold
code, Kasami code, Walsh Hadamard, M-sequence and OVSF code [79]. How-
ever, these generators produce repeating sequences, which lead to a very pre-
dictable fashion. Therefore, they performed unsatisfactorily in terms of system
capacity and security. Recent studies suggested that the use of chaos genera-
tors to generate the code sequence of CDMA systems [20, 78, 104, 105, 106] can
increase the system capacity [103] and may also be used to address the security
drawback in spread spectrum communication [7]. Furthermore, it is apparent
that this sequence has the auto- and cross- correlation properties requested by
spread spectrum systems. The beauty of chaos generator bifurcation behavior
can provide a security aspect to the system, where the chaotic sequence is very
sensitive to the initial condition chosen. Hence, an exact initial condition value
must be known at the receiver side to be able to regenerate the CDMA code
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for demodulation of the transmitted signal.
On the receiver side of CDMA communication systems, conventional detec-
tors are usually employed (e.g., RAKE/Correlator receivers, and zero-forcing
detectors). However, these schemes do not provide optimal solutions, partic-
ularly for multi-user detection systems. Digital signal processing may provide
the solution, and adaptive filtering methods for the next generation of mobile
communications have been considered [107] and [108]. This involves the develop-
ment of blind adaptive systems, where training sequences are not required by the
receiver. For example, in [109], the uniformly-distributed dithered signed-error
constant modulus algorithm has been implemented for DS-CDMA multiuser
detection. It was shown that the algorithm is able to lock each user to their
specific set of minima, while retaining the averaged transient behavior of the
constant modulus algorithm. For simplicity, we employ here the conventional
constant modulus algorithm (CMA) for blind user detection. We will consider
the DS-CDMA communication systems model with K users and provide a brief
covering of the adaptive multiuser detection techniques and present a blind
scheme constant modulus algorithm (CMA) for both conventional CDMA and
Chaos-CDMA communication.
6.2 System Model
Figure (6.1) depicts the transmitter and receiver system model of a baseband
DS-CDMA communication system with K users. Each user transmits bi-
nary symbols s(n) ∈ {−1,+1} using BPSK modulation. The kth user of the
source symbol sequence with Tb symbol period, denoted by sk(n), is spread
by a pseudo-noise code (or chaos code sequence) of length L with a chip du-
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Figure 6.1: DS-CDMA communication system model with K users.
ration of Tc. Thus, the spreading gain of the system can be expressed as
L = Tb/Tc. The spreading sequence of the kth user can be written in vec-
tor form as ck = [ck(0), ck(1), ck(ℓ), . . . , ck(L − 1)]t, where ck(ℓ) ∈ {−1,+1}
and (.)t is a transpose operator. The coefficients of the kth user channel are
summarized in the vector hk = [hk(0), hk(1), hk(ℓ), . . . , hk(Nh − 1)]t, where Nh
denotes the channel length. The additive Gaussian noise process, w(ℓTc), is
independent of the source symbols and has zero mean and variance σ2w. On the
receiver part, a bank of correlators (or an adaptive filter) is used, followed by
hard decision devises (Q) that are applied to produce hard decision output.
6.3 Chaotic Sequences
Refer to Chapter 5 for chaos-CDMA system and discussion. A non-linear chaos
generator used to generate the chaotic spreading sequences is given by Chapter
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5 as follows:
cn+1 = 1− ac2n. (6.1)
The initial value co = c(0) for the system is taken from the open interval
(−1, 1). The chaos sequences is then past to a quantizer to convert the chaos
sequence into a binary chaos-CDMA sequence.
6.4 Multiuser Detection Schemes
6.4.1 Correlator Filter Detection
The transmitted message from the kth user at the chip duration ℓTc is expressed
as:
uk(ℓTc) = HkCksk(n). (6.2)
where Hk denotes the channel convolution matrix:
Hk =

hk(0)hk(1) · · · hk(Nh − 1)
. . . . . .
hk(0) hk(1) · · · hk(Nh − 1)
 (6.3)
with a dimension of Nf × (Nf +Nh − 1); Nf being the equalizer length. The
spreading code matrix Ck of dimension (Nf +Nh − 1)×Ns) is defined as:
Ck =

ck
ck
. . .
ck

, (6.4)
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where the column vector ck, is a chip sequence of length L. Thus, the number
of source symbols from the kth user that are considered to estimate the output
symbol at the time-index n may be given as:
Ns =
⌈
Nf +Nh − 1
L
⌉
. (6.5)
Clearly, the source symbol vector will be as follows:
sk(n) = [sk(0), sk(1), . . . , sk(n−Ns + 1)]t.
Finally, the received signal vector r(ℓTc) at the input of the filter can be
expressed as:
r(ℓTc) =
K∑
k=1
uk(ℓTc) +w(ℓTc)
=
K∑
k=1
HkCksk(n) +wk(ℓTc)
= [H1C1 H2C2 . . . HKCK ]

s1(n)
s2(n)
...
sK(n)

+w(ℓTc). (6.6)
Assuming perfect channel estimation, the soft decision correlator detector
output for each user is formulated as follows:
yˆk(n) = r
t(ℓTc)H
∗
kCk. (6.7)
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6.4.2 Adaptive Filter Detection
The soft linear detector output for each user is computed at symbol rate from
the received vector r(ℓTc) = [r(1), r(2), . . . , r(ℓTc −Nf + 1)]t as follows:
yˆk(n) = f
t
kr(ℓTc). (6.8)
In blind systems utilizing CMA, adaptation of the filter coefficients using
the gradient descent method can be expressed as follows:
f(n+ 1) = f(n) + ϕr(n)ψcma(yn), (6.9)
where ϕ is a small positive step-size, and ψcma(yn) is the CMA error function.
The error function may be formulated as :
ψcma(yn) ≡ y∗n(γ− | yn |2), (6.10)
where γ is a dispersion constant defined as γ ≡ E [|sn|4]/E [|sn|2]. Under the
condition of perfect blind equalization (PBE) [110], equalizers minimizing the
CM cost function can perfectly recover the original source symbols for some
values of the system delay δ [where 0 ≤ δ ≤ Ns − 1] such that yn = sn−δ. In
the same direction, the adaptive multiuser detection filters are also considered
as equalizers. Therefore, this blind adaptive algorithm may be employed to
estimate the transmitted symbol sequence of each user.
It should be noted that, since the CMA cost-surface has multi-modal prop-
erties [110], a set of minimum points exists. Therefore, in a multiuser system
with K users, K sets of minima exist. Each minimum point of a specific set of
minima relates to a different delay. Depending on the channel characteristics
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Figure 6.2: BER performance of the chaos-based and PN-based CDMA with
spreading gain (spreading factor) L=16 in a Rayleigh fading environment. The
received signal is decoded using a correlator filter detector.
and noise distortion, their depth can also vary widely. From this point of view,
adaptive multi-user detection refers to the algorithm capability to lock one user
to its set of minima and converge to those points. If the algorithm leads to the
wrong set of minima, it directs the decision to the wrong user.
6.5 Simulation Results
For correlation detection, the multiuser CDMA system was simulated for dif-
ferent number of users in a wireless Rayleigh environment over 500 realizations.
We assumed that the receiver has a perfect channel estimation.
Figures (6.2) - (6.4) show the BER performance of the chaos-based and
PN-based CDMA systems using a correlator, with spreading gains (spreading
factors) of L=16, L=32, and L=64 in a Rayleigh fading environment. Generally,
the chaos-based CDMA provides better BER performance than the PN-based
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Figure 6.3: BER performance of the chaos-based and PN-based CDMA with
spreading gain (spreading factor) L=32 in a Rayleigh fading environment. The
received signal is decoded using a correlator filter detector.
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Figure 6.4: BER performance of the chaos-based and PN-based CDMA with
spreading gain (spreading factor) L=64 in a Rayleigh fading environment. The
received signal is decoded using a correlator filter detector.
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CDMA. It is worth noting that the performance of chaos-based CDMA is bet-
ter than that of PN-based CDMA for a lower number of multiusers at a lower
spreading gain (spreading factor), and for a higher number of multiusers at a
higher spreading gain (spreading factor). There is no performance gain other-
wise.
The adaptive multiuser detection on CDMA system was simulated for differ-
ent number of users in the same cell and different spreading gains for both chaos
and PN sequences. Dispersion constant γ was set to 1 for BPSK modulation.
The algorithm step-size (ϕ) was set to 8× 10−4 when the number of users was
16 and ϕ = 5× 10−4 when the number of users was 8. The filter length Nh was
set to 2L. Along the way from transmitter to receiver, white Gaussian noise is
added and it was assumed that Signal to Noise ratio (SNR) of 40 dB. Where
signal power is ε{x}2, noise power is No/2 and |x|2 is normalized to one, The
mean-squared error trajectories in all cases were averaged over 100 Monte Carlo
iterations.
In figure (6.5), the number of users (K) in the cell was set to 8 and the
spreading gain of the code sequences was set to L =64. The figure depicts the
individual mean-squared error trajectory of each user. It is shown that each user
was locked at a different value of MSE for both sequences. The convergence
speed of the filter coefficients adaptation taken from the average MSE of all
users for different spreading codes is plotted in figure 6.7 (bottom). It can be
seen clearly that CDMA system utilizing chaos sequences outperforms the PN-
based CDMA in terms of convergence speed, with the same MSE for chaos and
PN code sequences.
Increasing the number of users in the cell to K =16 gives the same perfor-
mance as above. The averaged MSE trajectories for individual users are shown
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Figure 6.5: Individual averaged mean-squared error (MSE) trajectories of adap-
tive filters. Chaos-based (− line) and PN-based (−. line) CDMA, K =8 users,
spreading gain (spreading factor) L=64.
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Figure 6.6: Individual averaged mean-squared error (MSE) trajectories of adap-
tive filters. Chaos-based (− line) and PN-based (−. line) CDMA, K =16 users,
spreading gain (spreading factor) L =64.
111
CHAPTER 6: Blind Adaptive Multiuser Detection for Chaos CDMA
0 2 4 6
x 104
−40
−30
−20
−10
0
 K=16 users, L=32
 
MS
E (d
B)
 Number of Iterations
0 2 4 6
x 104
−40
−30
−20
−10
0
 K=16 users, L=64
 
MS
E (d
B)
 Number of Iterations
0 2 4 6
x 104
−40
−30
−20
−10
0
 K=8 users, L=32
 
MS
E (d
B)
 Number of Iterations
0 2 4 6
x 104
−40
−30
−20
−10
0
 K=8 users, L=64
 
MS
E (d
B)
 Number of Iterations
Figure 6.7: Averaged mean-squared error trajectories taken from the average
value of the K users. Chaos-based (− line) and PN-based (−. line) CDMA,
different number K users and different values of spreading gain (L).
in figure (6.6), while the average MSE of all users for different spreading codes
are plotted in figure 6.7 (top).
6.6 Conclusion
The use of blind adaptive constant modulus algorithm for multiuser detection
is studied in this chapter, where the transmitted signal is spread by chaos-based
sequences for CDMA. A comparison with PN-based CDMA in multiuser detec-
tion showed that the chaos-based CDMA sequences do provide enhancement in
terms of BER and MSE for both detection schemes (matched filtering/correlator
detection and adaptive filter detection). Further study is needed to examine the
use of CMA for chaos-CDMA in different channel environments.
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Weight-Vector LMS Algorithms for
Adaptive Beamforming in Chaos
Communication
7.1 Introduction
Wireless signals sent from an RF transmitter experience not only propagation
loses of the electromagnetic wave power, but also geometrical effects that result
in multipath components and angle spread [111, 112, 12]. These paths result
from the reflection, diffraction or scattering of the signal over objects that lie
in the environment, like buildings or natural scatterers. In other words, the
signal received at the antenna will contain the transmitted signal as well as
some unwanted signals at different angles of arrival. By using beamforming
techniques, we can direct the radiated power towards the desired signal and
null the interfering signals [111, 112]. This will result in the increase of signal
to interference ratio (SIR) and lead to better signal estimation. In adaptive
beamforming, the adaptive LMS algorithm provides the optimum solution for
the antenna weights vector and results in minimizing the mean-square error
(MSE) between the beamforming output and the desired signal.
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The LMS algorithm is a well-known adaptive estimation and prediction tech-
nique. It has extensively been studied. Despite its simplicity, the LMS algo-
rithm is capable of achieving a satisfactory performance which converges to the
optimum Wiener solution [71, 72, 111]. The LMS has the ability to predict and
estimate a wide range of signals, including polynomial signals. Since a logistic
chaos signal can be considered as a non-linear polynomial signal, we will study
the possible use of adaptive beamforming algorithms in chaos communications.
In this chapter, we propose two structures for adaptive LMS algorithm, the
fixed forward prediction WV-LMS (FWV-LMS) and the updated forward pre-
diction WV-LMS (UWV-LMS), and apply them in a beamforming technique for
two different transmitted signals. It is known that the performance of the con-
ventional LMS algorithm is dependent on the signal condition and the chosen
convergence parameter µ. The parameter µ in the conventional LMS algorithm
is fixed, while the proposed algorithms dynamically change the convergence pa-
rameter µn depending on the forward prediction of the weights vector. This
change in the convergence parameter provides another level of adaptability to
the changes in wireless channel environment. These algorithms are tested for
two different non-linear transmitted signal: non-linear quadratic frequency mod-
ulated (QFM) and logistic map chaos shift keying (CSK) signal. Under both
signal conditions, the proposed algorithms have shown to provide performance
improvement in terms of the mean squared error (MSE).
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7.2 Least-Mean Square Adaptive Algorithm
In the conventional adaptive LMS algorithm, the coefficients (weights vector)
w(n) of the FIR filter are updated according to the following formula [71, 72]:
w(n) = w(n) + µe(n)y(n) (7.1)
where w(n) = [wo(n) w1(n)...wM(n)] (M + 1 being the filter length), µ is the
convergence parameter (sometimes referred to as step-size), e(n) = d(n)− z(n)
is the output error (z(n) being the filter output), and d(n) is the reference
signal. Note that z(n) = w(n)yT (n) = xˆ(n), where xˆ(n) is the original signal
and y(n) = [y(n) y(n− 1)...y(n−M)] is the filter input signal.
7.3 Proposed Weights Vector LMS algorithms
The weights vector in the beamforming algorithm controls the beam radiation
direction. In the conventional LMS beamforming algorithm, we utilize the feed-
back information (e(n) the output error) to forward-predict the new weights
vector w(n + 1). This new weights vector tells the antenna array where the
beam should be directed in time n + 1. Hence, the system should improve if
the new weights vector are fedback to the system for further prediction. The
two proposed algorithms used this forward predicted weights vector and current
weights vector to generate a new parameter ǫn using the difference between the
norm of both weights vectors as shown below:
ǫn =
‖ w(n+ 1)−w(n) ‖
‖ w(n+ 1) ‖ (7.2)
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the ǫn is then passed to the alpha filter to generate the new convergence pa-
rameter µn+1 that will be used to predict the weights vector w(n+ 1):
µn+1 =
 αµn + δǫn , if 0 < µn+1 < µmaxµmax , otherwise (7.3)
where µmax is the maximum convergence parameter that can be used for LMS
algorithm, and µmax is defined as [71, 72]:
µmax <
2
λmax
(7.4)
where λmax is the largest eigenvalue of the correlation matrix of the signal
[71, 72]. The forward prediction convergence parameter µ can be a fixed value
(like LMS algorithm) named as fixed forward WV-LMS (FWV-LMS) in this
Thesis, or a dynamic convergence parameter µn, named as updated forward
prediction WV-LMS (UWV-LMS).
7.3.1 Fixed Forward Prediction WV-LMS (FWV-LMS)
In the fixed forward prediction WV-LMS, a conventional LMS with a fixed
convergence parameter µ is used to forward prediction of the weights vector
w(n+1). New convergence parameter µn+1 is then calculated from the w(n+1).
The weights vector w(n+1) will be recalculated using the new convergence pa-
rameter µn+1. An outline of the FWV-LMS algorithm is shown in the following
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steps:
z(n) = w(n)yT (n)
e(n) = d(n)− z(n)
w(n+ 1) = w(n) + µfixe(n)y(n)
ǫn =
‖ w(n+ 1)−w(n) ‖
‖ w(n+ 1) ‖
µn+1 =
 αµn + δǫn , if 0 < µn+1 < µmaxµmax , otherwise
w(n+ 1) = w(n) + µn+1e(n)y(n)
where T indicates matrix transposition.
7.3.2 Updated Forward Prediction WV-LMS (UWV-LMS)
The updated forward prediction WV-LMS works in the same way as the FWV-
LMS. However, it will forward-predict the weights vector using the updated µn.
An outline of the UWD-LMS algorithm is shown in the following steps:
z(n) = w(n)yT (n)
e(n) = d(n)− z(n)
w(n+ 1) = w(n) + µne(n)y(n)
ǫn =
‖ w(n+ 1)−w(n) ‖
‖ w(n+ 1) ‖
µn+1 =
 αµn + δǫn , if 0 < µn+1 < µmaxµmax , otherwise
w(n+ 1) = w(n) + µn+1e(n)y(n.)
117
CHAPTER 7: Adaptive Beamforming for Chaos Communication
7.4 Adaptive Beamforming
In a uniformly spaced linear antenna array, the desired signal arrives at the
antenna array with an angle θ0 and the ith interfering signal ui(t)|i = 1, ....Nu
arrive with an angle θi, where Nu is the number of interfering signals. The
output of the linear antenna array can be formulated as follows [111]:
x(t) = s(t)v + u = s+ u (7.5)
where v is the array propagation vector for desired signal:
vT = [1, ej2πd sin θ0/λ, ...ej(K−1)2πd sin θ0/λ] (7.6)
where K is the number of elements in the antenna array and u represents the
sum of all interfering signal vectors [111]:
u =
Nu∑
i=1
ui(t)ηi (7.7)
ηi is the array propagation vector for the ith interfering signal:
ηTi = [1, e
j2πd sin θi/λ, · · · , ej(K−1)2πd sin θi/λ]. (7.8)
Figure (7.1) shows the generic adaptive beamforming system. The beam-
forming output sˆ(t) = wHx(t) (referred as z(n) in Sections II and III) is op-
timized (by minimizing the difference with the desired signal) using the LMS
adaptive algorithm.
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Figure 7.1: A generic adaptive beamforming system.
7.5 Simulation Results
We assume that the desired signal s(t) is known to the receiver, hence reference
signal is d(n) = s(n). The interference signals at the receiver are assumed to be
a Rayleigh fading type. The weights for the antenna array elements will be the
coefficients of the FIR filter in the adaptive algorithm. The weights are updated
using the equation in Section 7.3. To ensure no out of bound condition for all
algorithms, the relation µmax = µfix = 3µ is used in this simulation. The mean
squared error (MSE) is used as a performance measure of the beamforming
system and is calculated as follows:
MSE =
1
N
N∑
n=0
[s(n)− sˆ(n)]2. (7.9)
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7.5.1 Quadratic Frequency Modulated (QFM) Signals
Many real-life and synthetic information-bearing signals can be frequency-modulated
(linear, non-linear, or combinations of both). As a starting point, we perform
our simulations using a narrow band non-linear FM signal as follows:
s(t) = cos(ωot+ γt
2/2 + βt3/3)ΠT (t− T ) (7.10)
where ωo = 2πfo is a constant (initial frequency), T is the signal duration,
and γ and β are the modulation indices which determine the bandwidth of the
quadratic frequency modulated (QFM) signal. Similar results can be obtained
using broadband CSK signals.
The bandwidth BW of this QFM signal can be adjusted by varying the
parameters γ and β using the following relationships [113]:
fm =
1
2π
∫
∞
0
ω|X(ω)|2dω∫
∞
0
|X(ω)|2dω (7.11)
BW =
1
2π
∫
∞
0
(ω − ωm)2|X(ω)|2dω (7.12)
where X(f) is the Fourier transform of x(t) and fm is its mean frequency. In
this case, xt is the transmitted signal s(t)
Figure (7.2) shows the spectrum of a QFM narrow-band signal with fo = 100
Hz, α = 0.5, and β = 0.37.
Figures (7.3) and (7.4) show the MSE performance of the LMS, FWV-LMS
and UWV-LMS beamforming for four antennas using a non linear FM sig-
nal in a low SIR (-10dB) environment. Figures (7.3) and (7.4) show that the
performance is dependent on the choice of algorithm. WV-LMS algorithms
provide better MMSE performance and always converges close to MMSE. The
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Figure 7.2: Spectrum of a QFM narrow-band signal with fo = 100 Hz, γ = 0.5, and
β = 0.37. bandwidth = 50 Hz.
Figure 7.3: MSE performance for adaptive beamforming in QFM signal (4 antenna,
SIR=[-10, -10], θi = [−30, 50], SNR = 10, BW = 200Hz, α = 0.95, δ = 0.00003).
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Figure 7.4: MSE performance for adaptive beamforming in QFM signal (4 antennas,
SIR=[-10, -10], θi = [−30, 50], SNR = 10, BW = 200 Hz, α = 0.90, δ = 0.0003).
UWV-LMS also proved to be more adaptable to environment changes, while
the FWV-LMS algorithm has better MSE performance than the conventional
LMS algorithm.
Figures (7.5) and (7.6) show the MSE performance of the LMS, FWV-LMS
and UWV-LMS beamforming with 4 antennas using a non-linear FM signal
with a higher SIR (0dB) environment. The graphs show identical performance
at low SIR environment as shown in figures (7.3) and (7.4). WV-LMS algorithms
provide better MMSE performance. The UWV-LMS also proved to be more
adaptable to the environment change.
Figures (7.7) and (7.8) show the MSE performance of the LMS, FWV-LMS
and UWV-LMS beamforming with 2 antennas using a non-linear FM signal.
Under both high and low SIR conditions, the graphs show identical advantage
for the 4 antennas system. Both of the proposed algorithms provide better
122
CHAPTER 7: Adaptive Beamforming for Chaos Communication
Figure 7.5: MSE performance for adaptive beamforming in QFM signal (4 antennas,
SIR=[0, 0], θi = [−30, 50], SNR = 10, BW = 200 Hz, α = 0.95, δ = 0.00003).
Figure 7.6: MSE performance for adaptive beamforming in QFM signal (4 antennas,
SIR=[0, 0], θi = [−30, 50], SNR = 10, BW = 200 Hz, α = 0.90, δ = 0.0003).
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Figure 7.7: MSE performance for adaptive beamforming in QFM signal (2 antennas,
SIR=[-10, -10], θi = [−30, 50], SNR = 10, BW = 200 Hz, α = 0.95, δ = 0.00003).
Figure 7.8: MSE performance for adaptive beamforming in QFM signal (2 antennas,
SIR=[0, 0], θi = [−30, 50], SNR = 10, BW = 200 Hz, α = 0.90, δ = 0.0005).
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Figure 7.9: MSE performance for adaptive beamforming in CSK signal (2 antennas,
SIR=[-10, -10], θi = [−30, 50], SNR = 10, α = 0.90, δ = 0.0005).
MMSE performance.
7.5.2 Chaos Shift Keying(CSK) Signals
A simple logistic map is used to generate CSK signal as shown in Chapter 3.
Since, we are only interested in the performance of the adaptive algorithm in
beamforming, we assume a continuous signal is generated from the logistic map
1 as shown below:
gn+1 = 1− 2g2n (7.13)
where the transmitted signal will be s(t) = gn. The initial condition g0 is
randomly generated for each run.
Figures (7.9) and (7.10) show the MSE performance of the LMS, FWV-LMS
and UWV-LMS beamforming for 2 antennas using a CSK transmitted signal
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Figure 7.10: MSE performance of adaptive beamforming for CSK signal (2 antennas,
SIR=[-10, -10], θi = [−30, 50], SNR = 10, α = 0.95, δ = 0.00003).
in a low SIR (-10 dB) environment. Figures (7.9) and (7.10) show that the
WV-LMS algorithm still provide a better MMSE performance in general. The
MMSE for both QFM and CSK signals are similar, hence, the proposed adaptive
algorithm can be used for broadband CSK signals. Since the transmitted signal
is now a broadband CSK signal, the algorithm will be more sensitive to the
control parameters α and δ.
Figures (7.11) and (7.12) show the MSE performance of the LMS, FWV-
LMS and UWV-LMS beamforming with 2 antennas using a CSK signal with
a higher SIR (0dB) environment. The graphs show that under a higher SIR
environment, the performance become very sensitive to the received signal. This
behavior was not noticed when we used QFM signals. Hence, the algorithm may
not be as suitable under high interference environment for CSK signals as for
QFM signals.
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Figure 7.11: MSE performance for adaptive beamforming in CSK signal (2 antennas,
SIR=[0, 0], θi = [−30, 50], SNR = 10, α = 0.90, δ = 0.0005).
Figure 7.12: MSE performance for adaptive beamforming in CSK signal (2 antennas,
SIR=[0, 0], θi = [−30, 50], SNR = 10, α = 0.9, δ = 0.00003).
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Figure 7.13: MSE performance for adaptive beamforming in CSK signal (4 antennas,
SIR=[0, 0], θi = [−30, 50], SNR = 10, α = 0.90, δ = 0.0005).
Figure 7.14: MSE performance for adaptive beamforming in CSK signal (4 antennas,
SIR=[0, 0], θi = [−30, 50], SNR = 10, α = 0.9, δ = 0.00003).
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Figures (7.13) and (7.14) show the MSE performance of the LMS, FWV-
LMS and UWV-LMS beamforming with 4 antennas using a CSK signal with a
higher SIR (0 dB) environment. Comparing 2 antennas to 4 antennas system in
a high SIR environment, the 4 antennas system is not as sensitive to interference
as the 2 antennas one, and it performs in an expected fashion. Hence, we should
use higher number of antennas in a higher SIR environment. It is also clearly
seen that the UWV-LMS algorithm outperforms the conventional LMS and
FWV-LMS algorithms in terms of minimum MSE.
In general, figures (7.3- 7.14) show that the UWV-LMS has better perfor-
mance when a larger initial convergence parameter µn is used. The parameters
α and δ are used to control the WV-LMS algorithms performance and should
be carefully selected. The algorithms can be used in beamforming for both
narrow-band QFM and broadband CSK signal.
7.6 Conclusions
We presented two modifications to the conventional least mean-squared (LMS)
algorithm using the forward prediction of the weights vector to dynamically
modify the convergence parameter. The algorithms were tested in two different
transmit signal types: quadratic FM (QFM) and chaos-shift-keying (CSK) sig-
nals. The study concentrated on the performance of the proposed algorithms
in beamforming applications. In practical mobile communication systems, the
physical size of the device is limited, and, as a result, only 2 and 4 antennas
have been studied in our simulations.
The proposed algorithms, abbreviated as FWV-LMS and UWV-LMS, showed
to provide better minimum mean-squared error (MMSE) than the conventional
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LMS algorithm under different SIR conditions. The simulation results also
showed that the performance of FWV-LMS is parallel to that of the conven-
tional LMS algorithm, whereas the UWV-LMS is more adaptable depending on
the predicted convergence parameter. Hence, we can have more control over
the FWV-LMS algorithm than the UWV-LMS algorithm. However, UWV-
LMS will perform better under a dynamic channel environment. Generally,
the algorithm provides similar MSE performance for both CSK and QFM sig-
nals. Further study is needed to understand this performance in other channel
environments (models) and to extend the algorithm dynamic range for CSK
signals.
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Adaptive Algorithms for
Performance Enhancement in
Chaos Communication
8.1 Introduction
The primary feature of an adaptive algorithm is the ability to self-adjust its co-
efficients according to the system conditions. Accordingly, adaptive algorithms
can be applied under many signal conditions such as linear and nonlinear signal
environments [72]. Adaptive algorithms have been extensively studied in the
past few decades and have been widely used in many arenas including biomed-
ical, image and speech processing, communication signal processing and many
other applications [71, 72, 114].
In the communications industry, there are a lot of works that utilize the LMS
and RLS algorithms for channel estimation, equalization, and demodulation
[40, 115, 116]. The performance of these adaptive algorithms is highly dependent
on their filter order and the signal condition. Furthermore, the performance of
the LMS algorithm also depends on the selected convergence parameter µ. As
for the RLS algorithm, it is also dependent on a parameter λ commonly known
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as "forgetting factor" or "exponential weighting factor" [114]. In this Chapter
we will only consider the version of RLS named as the "growing window" RLS
algorithm (with λ = 1) [114].
A new version of the LMS algorithm with time-varying convergence param-
eter is proposed in this chapter. The time-varying LMS (TV-LMS) algorithm
utilizes a time-varying convergence parameter µn (n being the sample count)
with a time-decaying law. The basic idea behind this structure is the fact that
the conventional LMS algorithm needs a relatively large value for the conver-
gence parameter µ if we want to speed up the convergence of the filter coefficients
to their optimal values, but a lower value for µ if we want more accurate esti-
mation (less mean-squared error, MSE). We expect better performance if µ is
adjusted to be time-dependent with a decaying law such that it has a large value
at the beginning to ensure faster convergence of the coefficients to their optimal
values, then, as time passes, the convergence parameter takes on smaller values
for better estimation accuracy [114]. The parameter µ should reach a steady
state whose value is application dependent. A general power decaying law has
been proposed; however, other time-varying laws could also be applicable.
In this chapter we concentrate on noise reduction as a primary function of
adaptive algorithms to compare their performance. We present a study of the
conventional LMS algorithm, the proposed TV-LMS algorithm, and the RLS
algorithm in terms of their execution time, filter order, mean-squared error
(MSE) performance, and speed of convergence. Initially, We use MATLAB
simulation to study the properties of the algorithm for a single-tone linear signal.
Then, We carry it on to examine the behavior of this algorithm for non-linear
FM signals. Finally, we evaluate the performance of these algorithms for a real
chaos communication signal in the presence of additive white Gaussian noise
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(AWGN).
8.2 Selected Adaptive Algorithms
In this section we present a brief description of the conventional LMS and RLS
algorithms and propose the time-varying LMS algorithm.
8.2.1 The Conventional LMS Algorithm
In the conventional adaptive LMS algorithm, the weight vector coefficientsw(n)
for the FIR filter are updated according to the formula [71, 72, 114, 115, 116]:
w(n) = w(n− 1) + µe(n)y(n) (8.1)
where w(n) = [wo(n) w1(n)...wM(n)] (M + 1 being the filter length), µ is the
convergence parameter (sometimes referred to as step-size), e(n) = d(n)− z(n)
is the output error (z(n) being the filter output), and d(n) is the reference signal.
Note that z(n) = w(n− 1)yT (n) = xˆ(n), where xˆ(n) is the original signal and
y(n) = [y(n) y(n− 1)...y(n−M)] is the input signal to the filter.
8.2.2 A Time-Varying LMS Algorithm
Abbreviated as TV-LMS algorithm; it works in the same manner as the con-
ventional LMS algorithm, except for a time-dependent convergence factor µn.
The time-varying law depends on the kind of signals and their expected range
of frequencies, hence it is application - dependent. We will consider single-
tone sinusoids, linear and non-linear narrowband FM signals, then proceed to
chaotic signals. For single-tone sinusoids, there is an optimal value for the con-
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vergence parameter µ that gives minimum MSE. This value of µ is frequency
dependent, as we will see in Section 8.3. If a sinusoidal input is expected with
a frequency in the range [f1, f2], then the practical choice of the steady-state
value of the convergence parameter µo is that which corresponds to the fre-
quency fo = (f1 + f2)/2. For narrowband FM signals, we must first define
the optimal µo for the center frequency or the mean frequency fm. To do so,
the conventional LMS algorithm is used (with a single-tone of frequency fm) to
find the optimal value of µ at that frequency. This optimal value µo is used to
update the time-varying convergence parameter µn according to the following
formula:
µn = αn × µo (8.2)
where αn is a decaying factor. We will consider the following decaying law:
αn = C
1
1+anb (8.3)
where C, a, b are positive constants that determine the magnitude and the rate
of decrease for αn. According to the above law, C has to be a positive number
larger than 1. When C = 1, αn will be equal to 1 and the new algorithm will
be the same as the conventional LMS algorithm. An outline of the TV-LMS
algorithm is shown in the following steps :
z(n) = w(n− 1)yT (n) (8.4)
e(n) = d(n)− z(n) (8.5)
αn = C
1
1+anb (8.6)
134
CHAPTER 8: Adaptive Algorithms for Chaos
µn = αn × µo (8.7)
w(n) = w(n− 1) + µne(n)y(n) (8.8)
where T indicates matrix transposition.
8.2.3 The Conventional RLS Algorithm
As compared to the LMS algorithm, the RLS algorithm has the advantage of
fast convergence, but this comes at the cost of increasing the complexity. The
RLS algorithm consumes longer computation time and has a higher sensitivity
to numerical instability than the LMS algorithm [71, 40, 114]. In this paper,
we consider the RLS algorithm in the following form [71, 114, 116]:
z(n) = w(n− 1)yT (n) (8.9)
e(n) = d(n)− z(n) (8.10)
k(n) =
P(n− 1)z(n)
λ+ zH(n)P(n− 1)z(n) (8.11)
P(n) =
P(n− 1)−P(n− 1)zH(n)k(n)
λ
(8.12)
w(n) = w(n− 1) + e(n)k(n) (8.13)
where H indicates the Hermitian property.
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Figure 8.1: MSE performance for the conventional LMS with different µ and different
input frequencies fo (SNR = 2 dB).
8.3 Performance Results
In this section we present MATLAB simulation of the above adaptive algo-
rithms. The input signal for all algorithms has the form y(t) = x(t) + n(t),
n(t) being white Gaussian noise with 2 dBW power and x(t) is the original
signal. To begin with, a single-tone sinusoid signal is used as the original signal
x(t). This signal is of fundamental importance for the time-varying approach.
A quadratic frequency-modulated (QFM) signal is then used to study the al-
gorithms’ performance under nonlinear narrow-band signal conditions. At last
the algorithm is applied to chaos shift-keying (CSK) signals.
8.3.1 Single-Tone Sinusoids
We first consider a single-tone signal A sin(2πfot).
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Figure 8.2: MSE performance for the LMS and TV-LMS algorithms with different
µo (SNR = 2 dB, single-tone at fo = 100 Hz).
Figure (8.1) shows the MSE performance of the conventional LMS algorithm
with difference values of µ and different input frequencies. The mean squared
error (MSE) for each convergence parameter is calculated as follows:
MSE =
1
N
N∑
n=0
[x(n)− xˆ(n)]2 (8.14)
where x(n) is the original signal and xˆ(n) is the filter output, which represents
an estimate of the input signal. Figure (8.1) shows that the performance for
the conventional LMS algorithm is frequency dependent, with an optimal value
of µ for each frequency. Hence, the choice of the optimal µ is application -
dependent.
Figures (8.2) and (8.3) show the MSE performance of the TV-LMS and
the conventional LMS algorithms with different values of µ and different filter
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Figure 8.3: MSE performance for the LMS and TV-LMS algorithms with different
µo (SNR = 2 dB, single-tone at fo = 10 Hz).
orders. These figures show that both algorithms provide similar performance
results. Their optimal µo is sitting at smaller µ region (< 0.4 × 10−3) and the
performance is better when the filter order is larger. The results show that, for
both TV-LMS and conventional LMS algorithms, a higher filter order should be
used in order to provide a better MSE performance for the system. Comparing
the filter order used in figure (8.2) with that in figure ( 8.3), it is clear that the
optimal µo is dependent on the filter order as well as the frequency. The higher
the filter order the smaller the optimal µo will be. The overall performance of
the TV-LMS algorithm is better than that of the conventional LMS algorithm.
Figures (8.4) and (8.5) show the MSE performance of the TV-LMS algorithm
and conventional LMS algorithm with different filter orders and different values
of the parameter C. Again, both LMS algorithms provide similar performance
results. The larger the parameter C the less the MSE. It is clear that the TV-
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Figure 8.4: MSE performance of the LMS algorithm with different filter orders (SNR
= 2 dB, single-tone at fo = 100 Hz).
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Figure 8.5: MSE for the time-varying LMS (TV-LMS) algorithm with different filter
orders (SNR = 2 dB, single-tone at fo = 100 Hz, C = 2, a = 0.01, b = 0.7).
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Figure 8.6: MSE for the RLS algorithm with different filter orders (SNR = 2 dB,
single-tone at fo = 100 Hz, λ = 1).
LMS algorithm performs much better than the conventional LMS algorithm
in the low filter order region. Figures (8.4) and (8.5) also show that both
algorithms provide better MSE performance when the filter order increases.
Figure (8.6) shows the MSE performance for the RLS (λ = 1) algorithm with
different filter orders. As the RLS is highly sensitive to numerical instability
[71, 40, 114], the filter order will severely affect the performance of the algorithm.
Figure (8.6) shows that there is no improvement in the performance of the RLS
algorithm when the filter order increases. Its optimal filter order in this case is
around 50. A careful selection of the filter order is therefore needed for optimal
performance.
Figures (8.7) and (8.8) show the mean-squared error versus the number of
samples N for different algorithms. These figures provide information about
the adaptive filter convergence time. It can be noticed that the RLS provides
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Figure 8.7: MSE vs. number of samples for different adaptive algorithms (SNR = 2
dB, M = 30, fo = 100 Hz).
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Figure 8.9: Computation time of different adaptive algorithms with different filter
orders.
fastest convergence time; it also gives the best MSE performance when filter
order is small. However, this comes at the cost of computation time needed for
RLS as shown in figure (8.9).
Figure (8.9) shows the computational time for different algorithms with dif-
ferent filter orders. The computation time for the conventional LMS algorithm
and the TV-LMS algorithm is relatively similar and much less than that of the
RLS algorithm. The above figures also show that the RLS computation time
increases rapidly and non-linearly with the filter order.
8.3.2 Quadratic Frequency-Modulated (QFM) Signals
As non-linear FM signals are important in application (such as communication
signal, biomedical signal and etc), we assume here that the original signal x(t)
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is a finite-length QFM signal as follows:
x(t) = sin(ωot+ αt
2/2 + βt3/3)ΠT (t− T ) (8.15)
where ωo = 2πfo is a constant (initial frequency), T is the signal duration, ΠT (t)
is the rectangular box function, and α and β are the modulation indices which
determine the bandwidth of the QFM signal.
The bandwidth BW of this QFM signal can be adjusted by varying the
parameters α and β, as can be numerically shown using the relationships [113]:
fm =
1
2π
∫
∞
0
ω|X(ω)|2dω∫
∞
0
|X(ω)|2dω (8.16)
BW =
1
2π
∫
∞
0
(ω − ωm)2|X(ω)|2dω (8.17)
where X(f) is the Fourier transform of x(t) and fm is its mean frequency.
Figures (8.10) and (8.11) show the mean-squared error (MSE) performance
of the conventional LMS algorithm and the time-varying LMS (TV-LMS) algo-
rithm using different filter orders and different QFM bandwidths. Again, results
show that the TV-LMS algorithm performs better than LMS algorithm, which
is similar to result shown in the previous section for noise reduction in single-
tones (Figure 8.2). Comparing the bandwidths in figures (8.10) and (8.11),
the performance for both algorithms decreases slightly when the QFM signal
bandwidth increases. The results are still in an acceptable range, therefore, the
algorithm can be used for narrowband signals with similar performance curves.
Figures (8.10) and (8.11) also indicate that increasing the filter order does not
provide much improvement in the MSE performance.
Figures (8.12) and (8.13) show the MSE performance of the conventional
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Figure 8.10: MSE performance for the LMS and TV-LMS algorithms with different
µo, filter order M = 30, and different bandwidths (SNR = 2 dB, fo = 100 Hz).
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Figure 8.11: MSE performance for the LMS and TV-LMS algorithms with different
µo, filter order M = 100, and different bandwidths (SNR = 2 dB, fo = 100 Hz).
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Figure 8.12: MSE for the LMS algorithm with different filter orders in QFM signal
BW = 50 Hz (SNR = 2 dB, a = 0.01, b = 0.7).
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Figure 8.13: MSE for the TV-LMS algorithm with different filter orders in QFM
signal BW=50 Hz (SNR = 2 dB, C = 2, a = 0.01, b = 0.7).
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Figure 8.14: MSE for the RLS algorithm with different filter orders for QFM signal
with BW = 50 Hz (SNR = 2 dB, a = 0.01, b = 0.7).
LMS algorithm and the TV-LMS algorithm with different filter orders and dif-
ferent values of the C parameter. In general, results show that the performance
will improve when the filter order increases. However, this is not true for µ
values that are too far from the optimal range. Figures (8.12) and (8.13) also
show that TV-LMS performs better with larger C. Again, this is in accord with
Figures (8.4) and (8.5).
Figure (8.14) shows the MSE performance for the RLS (λ = 1) algorithm
with different filter orders. Figure (8.14) provides an identical conclusion for the
RLS algorithm as in figure (8.6); RLS shows no improvement when the filter
order increases. Compared with figures (8.12) and (8.13), Figure (8.14) also
shows that the RLS algorithm performs worse than conventional LMS algorithm
and the time-varying LMS algorithm in this nonlinear QFM environment. It can
be concluded that the TV-LMS algorithm provides a computation time close
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Figure 8.15: MSE vs. number of samples for different adaptive algorithms (SNR =
2 dB, M = 30).
to that of the conventional LMS algorithm, with the best MSE performance in
QFM signal environments.
Figures (8.15) and (8.16) show the mean-squared error versus the number of
samples N . In figure (8.15), the RLS algorithm can provide a fast converging
speed. However, it starts to fall apart and its MSE performance worsens as
time passes. Hence, the RLS does not provide the same benefits for QFM
signal as it did for a single-tone sinusoid (figures 8.7 and 8.8). In general, it
is shown that the TV-LMS algorithm has faster convergence than the LMS for
both single-tone sinusoid (figures 8.7 and 8.8) and QFM signal (figures 8.15 and
8.16).
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Figure 8.16: MSE vs. number of samples for different adaptive algorithms (SNR =
2 dB, M = 100).
8.3.3 Chaos Shift-Keying (CSK) Signals
Here we study the effect of adaptive noise reduction algorithms for chaos com-
munication signals. The CSK signal x(t) is a finite-length transmitted LCG1
CSK signal that has been explained in previous chapters:
x(t) = 1− 2(x(t− 1))2. (8.18)
Figure (8.17) shows the mean-squared error (MSE) performance of the con-
ventional LMS and the time-varying LMS (TV-LMS) algorithms with different
filter orders and different values of µ for a chaos signal. The figure shows that
TV-LMS provide better performance in terms of reducing the MSE under a
non-linear signal environment. The optimal µo is sitting at even smaller µ re-
gion and is even more smaller than those for single-tone and QFM signals. The
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Figure 8.17: MSE performance for the LMS and TV-LMS algorithms for CSK with
different µo, filter order M = 30 and M = 100, SNR = 2 dB.
results show that for both TV-LMS and conventional LMS algorithms, a higher
filter order can potentially provide a better MSE performance for the system.
In the next few figures, we will show that a higher order for the filter may not be
as good for this non-linear dynamical signal. It is worth noticing that the opti-
mal performance is directly dependent on the choice of optimal µo and the filter
order. A careful selection is highly needed when applying the algorithms under
a non-linear CSK signal environment. In general, the overall performance of
the TV-LMS algorithm is better than that of the conventional LMS algorithm.
Figures (8.18) and (8.19) show the MSE performance of the conventional
LMS and the TV-LMS algorithms with different filter orders. The results again
confirm that there is no benefit in increasing the filter order under non-linear
signal environments, where convergence of performance is seen at a filter order
of 50 and above. In the case of non-linear wideband CSK signal, an optimal filter
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Figure 8.18: MSE for the LMS algorithm with different filter orders for CSK signal
(SNR = 2 dB, a = 0.01, b = 0.7).
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Figure 8.19: MSE for the TV-LMS algorithm with different filter orders for CSK
signal (C = 2, SNR = 2 dB, a = 0.01, b = 0.7).
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Figure 8.20: MSE for the RLS algorithm with different filter orders for CSK signal
(C = 2, SNR = 2 dB, a = 0.01, b = 0.7).
order for both LMS and TV-LMS algorithms is around 5. It is also noted that
there is no significant performance difference between the LMS and TV-LMS
for non-linear wideband CSK signals.
Figure (8.20) shows the MSE performance of the RLS (λ = 1) algorithm
with different filter orders. Since, RLS is sensitive to number instability, RLS
shows no improvement when the filter order increases in this case.
Figures (8.21) and (8.22) show the mean-squared error versus the number
of samples N . These graphs give an idea of the convergence speed for the
adaptive algorithms. In a previous section, we saw that the RLS algorithm can
provide a fast convergence under single-tone sinusoids. However, in the CSK
case, both LMS and TV-LMS converge at a faster rate. We recall that the
TV-LMS algorithm does not provide faster convergence than the LMS for both
single-tone sinusoid (figures 8.7,8.8) and QFM signal (figures 8.15, 8.16).
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Figure 8.21: MSE vs. number of samples for different adaptive algorithms with CSK
signal (SNR = 2 dB, M = 30).
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Figure 8.22: MSE vs. number of samples for different adaptive algorithms with CSK
signal (SNR = 2 dB, M = 100).
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8.4 Conclusion
In this chapter we proposed a time-varying LMS (TV-LMS) algorithm and
presented a comprehensive study of its performance as compared to other well-
known algorithms: the conventional LMS algorithm and the recursive least-
squared (RLS) algorithm. The study concentrated selected noise reduction in
single-tone sinusoids, non-linear quadratic FM signals and secure chaos com-
munication signals. Four performance criteria are used in this comparison: the
algorithm execution time, the minimum mean-squared error (MSE), the filter
order, and the algorithm convergence speed. The TV-LMS algorithm with a
decaying time-varying law for the convergence parameter was shown to have
better performance than the conventional LMS algorithm in terms of faster
convergence and less mean squared error.
For noise reduction in a single-tone sinusoid with additive white Gaussian
noise (AWGN), larger filter order will provide better MSE performance for both
conventional LMS and TV-LMS algorithms. However, this does not apply to the
RLS algorithm. Increasing the filter order in RLS algorithm does not result in
any improvement in the MSE performance. Simulations also showed that the
TV-LMS algorithm provides better MSE performance than the conventional
LMS and the RLS algorithms with higher filter order (e.g. M=100). However,
the RLS algorithm provides the best MSE performance when a small filter order
is used (e.g. M = 30). The filter order also affects the computation time and
the convergence speed of the algorithms. Increasing the filter order will rapidly
increase the computation time for the RLS algorithm, whereas this does not
apply to the conventional LMS and the time-varying algorithms. In terms
of convergence speed, the RLS algorithm still provides a faster convergence
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time. The TV-LMS algorithm can also provide a similar convergence speed
with a higher filter order and a larger value for parameter C. For a single-tone
signal, the TV-LMS algorithm with high filter order and larger C value will
be the best algorithm as compared to the RLS algorithm and the conventional
LMS algorithm in terms of computation time, convergence speed and MSE
performance.
The above algorithms are also tested for noise reduction in a narrow-band
QFM signal with AWGN. Results show that the proposed TV-LMS provides
better MSE performance and faster convergence than the conventional LMS
algorithm. The RLS algorithm under this condition gives the worst MSE per-
formance and shows no benefit when increasing the filter order.
In the case of wideband chaos shift keying (CSK) transmitted signal, the
proposed TV-LMS performs best in reducing the mean square error (MSE),
while the RLS algorithm gives the worst MSE performance and slowest conver-
gence speed. The TV-LMS has a convergence speed similar to that of the LMS
algorithm.
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Conclusions and Future Directions
The application of chaos theory for "secure chaos communications" presents
many challenging research and development problems at the basic theory, strate-
gic, practicality, and application levels. The fundamental building blocks to con-
struct a simple practical chaos communications, such as digital chaos generator,
adaptive algorithm for chaos signal, chaos modulation schemes and demodula-
tion techniques are already existing. However, high level frameworks for digital
multimedia secure chaos communications are in need for a detailed thought.
Nevertheless, further research and development are required in all fundamental
building blocks to improve their robustness in practical implementation. Two
major parts have been presented in this dissertation. In the first part we have
discussed the development of chaos communications, studied various chaos com-
munication and chaos signal enhancement techniques. In the second part we
dealt with adaptive algorithms and their use in chaos communication. Various
new approaches and applications in adaptive algorithms are looked at, e.g., the
application in multiuser detection, adaptive beamforming and noise reduction
for chaotic communication signals.
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9.1 Summary of Results
In the first part of this dissertation, a general introduction to chaos theory is dis-
cussed in Chapter 1. In Chapter 2, a brief explanation of chaos communication
theory and its history is given. An overview of various chaos communication
techniques, chaotic map generators, and chaos theory applications in various
areas are briefly explained. Introduction to adaptive algorithms and their ap-
plication in communication engineering is presented in Chapter 2.
In Chapter 3 we provided a multimedia framework for secure chaos commu-
nication system. We proposed a modified logistic chaotic map for chaos-shift-
keying (CSK) to transmit multimedia data over a highly-secure spread spectrum
communication system. Both simulation and theoretical study showed that the
proposed logistic chaotic map provides better performance as compared to the
two existing logistic chaotic maps. In multimedia communication, we showed
that user-perception is as important as the BER as a performance measure.
Based on digital images, user-perception analysis showed that the additional
bifurcation parameter from the proposed logistic chaotic map can potentially
provide another level of security in chaos communication. This additional pa-
rameter can also be useful in the use of multiplex access (multiuser) scheme.
Chapter 4 proposed the use of diversity technique to enhance the perfor-
mance of a secure chaos communication system. The proposed scheme can
be used in wireless communication where security is the concern. The use of
a chaotic generator for spreading can provide a more secure communication
channel than using the conventional pseudo noise spreading method. Employ-
ing diversity technique is shown to provide enhancement to the chaotic signal,
hence, it improves the BER performance. When a large spreading factor is
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used, BER performance also improves, so is the security performance, but sim-
ulation showed that there is a threshold for this improvement after which no
BER performance advantage can be obtained.
In Chapter 5, we studied the multi-carrier modulation technique for chaos
communication. Three different schemes are looked at. In the first section,
we proposed the use of chaos shift keying (CSK) with different orthogonal
frequency division modulation (OFDM) techniques namely: CSK-OFDM and
CSK- wavelet based OFDM (CSK-WOFDM). Wavelet based method (CSK-
WOFDM) is shown to provide performance advantage over CSK-OFDM in
terms of BER, lower PAPR value, and higher bandwidth efficiency (no guard
band or cyclic prefix is needed). In the second section, we looked at the use of
chaos generator to replace the conventional PN generator in CDMA communi-
cation. Simulation results showed that chaos based CDMA can provide better
user detection and BER performance under multiuser environments. Chaotic
sequences which are unlimited in length, aperiodic, and their bifurcation be-
havior provides unpredictable pattern can be useful for secure communications
application. In the third section of Chapter 5, conventional OFDM-CDMA and
proposed chaos based OFDM-CDMA showed to provide similar BER perfor-
mance, however choas based OFDM-CDMA allows a higher number of users, a
big advantage over the conventional OFDM-CDMA scheme.
The second part of the dissertation studied the adaptive algorithms for a
possible application in chaos communications. Chapter 6 provided a compar-
ative study on multiuser detection schemes for both chaos based CDMA and
PN-CDMA. Two detection methods are used, the matched filtering/ correlator
detection and the blind adaptive constant modulus multiuser detection algo-
rithm. Both detection schemes showed that the chaos-based CDMA sequences
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do provide enhancement in terms of BER and MSE.
In Chapter 7, we studied adaptive algorithms for beamforming application.
Rather than using a fixed step-size µ (convergence parameter), we know that
the antenna weight vector does contain some signal information, hence we pro-
posed two modifications for the conventional least mean-squared (LMS) algo-
rithm using the forward prediction of the weights vector to dynamically modify
the convergence parameter. Algorithms were tested in conventional quadratic
FM communication (QFM) signal as well as chaos based chaotic communica-
tion (CSK) signal. Both proposed FWV-LMS and UWV-LMS, exhibited better
MMSE performance than the conventional LMS algorithm. FWV-LMS seems
to be an enhanced version of LMS algorithm where performance is better but
parallel to the conventional LMS behaviour. On the other hand, UWV-LMS is
more adaptable to dynamic changes in the signal depending on the predicted
convergence parameter, hence UWV-LMS performs better under dynamic wire-
less channel environment but less controlled than FWV-LMS.
Chapter 8 presented an adaptive algorithm application for noise reduc-
tion. The conventional LMS algorithm, RLS algorithm and the proposed time-
varying LMS (TV-LMS) algorithm utilized a time-varying convergence param-
eter. Knowing that a large convergence parameter µ is needed to speed up the
convergence of the filter coefficients and a smaller value of µ is needed for a
more accurate estimation, the TV-LMS utilizes a decay law for the µ to provide
a large value of µ at the start of the algorithm and gradually reduces µ to its
optimal value. All these algorithms are tested in under additive white Gaussian
noise (AWGN) with the transmitted signal as a single-tone sinusoid, non-linear
quadratic FM signal, and s chaotic CSK signal. In general, TV-LMS performs
better than the conventional LMS in terms of convergence speed and minimum
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mean-square error. RLS algorithms are very sensitive to numerical instability,
hence, it may perform better for a single-tone sinusoid but not for QFM and
CSK signals.
9.2 Future Directions
Chaos can provide a promising approach for secure communications, but it is
still very young. More work to be done and more practical problems to be
addressed before these systems exhibit high performance in robust secure chaos
communications which can put them in practical use. Based on the fundamental
knowledge presented earlier, there are several areas in this dissertation that can
be extended through further research as clarified below:
• In this Chapters 6, 7 and 8, we looked at the adaptive algorithm for mul-
tiuser detection application, adaptive beamforming, and noise reduction
applications. Other uses of adaptive algorithms haven’t been explored,
and further studied of their application for different chaos communication
schemes are needed.
• In this dissertation, we studied a simple adaptive LMS algorithm. Fur-
ther study using other adaptive algorithms such as Kalman filter, neural
networks, and other schemes can be carried out. In addition, an adap-
tive convergence factor within the adaptive algorithm is expected to give
optimal results. This step is currently beyond the scope of this thesis.
• The combination of chaos communication with other multi-carrier mod-
ulation (MCM) schemes seems to be promising. In particular, the use
of chaos communication in conjunction with wavelet multi-carrier modu-
lation provided promising communication schemes. This can be further
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studied to look at it performance in more realistic channel environments
for chaos communication.
• We showed various applications of chaos in secure communications. Many
of these applications are far from mature. In particular, the security
issue demands further research. The study of different chaotic generator
properties is needed to understand and provides a solid mathematical
proof of its use to provide guaranteed quality for secure communication.
• Future multimedia data transport over a short wireless distance are likely
to have a big impact on personal devices. As a result, chaos communica-
tion could provide a secure communication and is a promising candidate
for this type of application. Studies of high level framework in this area
should be carried out to develop a new short range secure chaos commu-
nication.
• Physical link security provided by chaos systems as shown in this the-
sis should be studied in conjunction with the network security provided
by the transport and network layers of the general OSI communication
system model.
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