Hellinger distance is a distance between two additive measures defined in terms of the RadonNikodym derivative of these two measures. This measure proposed in 1909 has been used in a large variety of contexts.
Introduction
In 1909 Ernst Hellinger [7] introduced a distance to evaluate in which extent two probability distributions are similar. The definition is based on the Radon-Nikodym derivatives of the two probabilities with respect to a third probability measure. This distance has been used in a variety of contexts as e.g. data privacy [20] , data mining [2] .
In the area of fuzzy measures and capacities some research has been done to prove a Radon-Nikodym type theorem, as Graf [6] puts it. That is, researchers try to solve the question of when a given fuzzy measure can be expressed as the (Choquet) integral [1] of a function with respect to another given measure. When such relationship is found, we can say that this function is the Radon-Nikodym derivative. Graf [6] was one of the first authors to deal with this problem. He focuses on sub-additive fuzzy measures and gives (Theorem 4.3) necessary and sufficient conditions for this to happen. Sugeno [21] deals with the same problem but considering distorted probabilities. Rébillé [17] deals with the case of almost subadditive set functions of bounded sum.
In this paper we consider the definition of the Hellinger distance for fuzzy measures. To do so, we use the concept of derivative as used in [21] , and the Choquet integral as an alternative to the Lebesgue integral. We will illustrate the definition with some examples using distorted probabilities, and prove some properties.
The calculation of our examples requires the computation of Choquet integrals. The problem of the calculation of the Choquet integral has been previously considered in e.g. [12, 13, 10, 14] .
The structure of this paper is as follows. In Section 2 we review some concepts needed in the rest of this work. In Section 3 we introduce the Hellinger distance for fuzzy measures, give some examples and results. The paper finishes with some conclusions.
Preliminaries
This section reviews some results that are needed later on in the rest of this paper. We focus on the Hellinger distance and on the Choquet integral.
Measures
We begin with the definition of additive and nonadditive (fuzzy) measures.
A pair (Ω, F ) consisting of a set Ω and a σ-algebra F of subsets of Ω is called a measurable space. Definition 2 (see e.g. [19] ) Let (Ω, F ) and (Λ, G) be measurable spaces and f a function from Ω to Λ.
The function f is called a measurable function from
Here we use for a set
and for a collection of subsets of When m(1) = 1 and we restrict λ to the measurable space ([0, 1], B [0,1] ), then λ is a probability measure and µ m is a distorted probability. Distorted probabilities have been studied in [5, 4, 11] . 
Definition 8 Let µ be a fuzzy measure space.
1. µ is said to be submodular if
2. µ is said to be supermodular if
Hellinger distance
The Hellinger distance was defined for pairs of probabilities. It is defined in terms of the RadonNikodym derivative.
Definition 9 (see e.g. [19, 8] ) Let ν and µ be two additive measures in the same measurable space
we say that ν is absolutely continuous with respect to µ. In this cas we write ν << µ.
Theorem 10 Let µ and ν be two additive measures on (Ω, F ) and µ be σ-finite. If ν << µ, then there exists a nonnegative measurable function
The function f in this theorem is called the Radon-Nikodym derivative of ν with respect to µ,
The function f may not be unique, but if f 0 and f 1 are both Radon-Nikodym derivatives of ν, then f 0 = f 1 almost everywhere µ (see e.g. [8] p.7).
Definition 11
Let P , Q be two probabilities that are absolutely continuous with respect to a third probability measure ν. The Hellinger distance between P and Q is defined as
Here dP/dν and dQ/dν are the Radon-Nikodym derivatives of P and Q The Hellinger distance does not depend on the measure ν (see [16] ).
Choquet integral and derivatives with respect to fuzzy measures
In this section we review the definition of the Choquet integral as well as some results related to this integral. The Choquet integral integrates a function with respect to a fuzzy measure. When the fuzzy measure is additive, it corresponds to the Lebesgue integral.
Definition 12 [1] Let X be a reference set, let (X, A) be a measurable space, let µ be a fuzzy measure on (X, A), and let g be a measurable function g : X → [0, 1]; then, the Choquet integral of g with respect to µ is defined by
where µ g (r) := µ({x|g(x) > r}).
An alternative notation for this integral is C µ (f ). The Choquet integral of g with respect to a fuzzy measure µ on a set A is defined by:
which corresponds to (R, B) , and f, g be non negative measurable function.
1. If µ is submodular, then (Ω, F ) 
Definition 14 Let
for all A ∈ F.
Then, in Graf [6] , Nguyen [15] , and Sugeno [21] the inverse problem is considered. That is, given measures µ and ν, the problem is to know whether a g exists that satisfies Equation 4 and, if so, compute such g.
Definition 15 Let µ and ν be two fuzzy measures. If µ is a Choquet integral of ν, and g is a function such that Equation 4 is satisfied we write dν/dµ = g, and we say that g is a derivative of ν with respect to µ.
Graf's definition [6] considers the case of two measures when these measures are subadditive capacities. Sugeno's [21] definition of derivative, which follows, is of a function with respect to a distorted Lebesgue measure, and, thus suitable for the derivative of a distorted Lebesgue measure with respect to another distorted Lebesgue measure.
In short, Graf and Sugeno prove some cases where g exists. I.e., there is a unique g that satisfies Equation 4 for all A ∈ F. See e.g. Theorem 4.3. in Graf.
Definition 16 (Definition 2 in [21]) For a continuous and increasing function f (t) with f (0) = 0, the derivative of the function f with respect to a fuzzy measure µ m is defined as the inverse operation of the Choquet integral by
if g is found to be continuous and increasing.
If µ(A) is a distorted Lebesgue measure then there exists a function m such that µ m (A) = m(λ(A)). Similarly if ν(A) is a distorted Lebesgue there exists a function n such that ν n (A) = n(λ(A)).

Then, naturally, if λ(A) = λ(B) it holds that ν(A) = ν(B). Therefore, when λ(A) = x, ν(A) = ν([0, x])
and we can define a function f as follows:
As stated in the introduction, Graf and Sugeno, among others have proven conditions on when a fuzzy measure ν is a Choquet integral of another fuzzy measure µ. Here, we illustrate these results with two examples adapted from [21] . We will use these examples later.
Example 17 (See Example 7 in [21]) Let µ m be as in Example 7 (i.e., a distorted Lebesgue measure with m(t) = t + at
2 /2). Let ν n be another distorted measure with n(t) = t 2 . Then,
for all A such that λ(A) = x with g(t) = (2/a)(1 − e −at ).
Example 18 (See Example 8 in [21]) Let µ m be as in Example 7 (i.e., a distorted Lebesgue measure with m(t) = t + at 2 /2). Let ν n be another distorted measure with n(t) = e
at − 1 for a > 0. Then,
for all A such that λ(A) = x with g(t) = cosh(at).
Let m(t), g(t)
and f (t) be continuously differentiable. Let µ( [τ, t] ) differentiable with respect to τ on [0, t] for every t > 0. We require the regularity condition that µ({t}) = 0 holds for every t ≥ 0. Let
Theorem 19 (Theorem 1 in [21]) Let F + be the class of measurable, non-negative, continuous and increasing (non-decreasing) functions such that g :
R + → R + . Let g ∈ F + ,
then the Choquet integral of g with respect to µ on [0, t] is represented as:
and when the measure is a distorted Lebesgue mea-
For a function h :
its Laplace transformation is denoted by H(s) and its inverse Laplace transformation by
Proposition 20 (Proposition 3 in [21] ) Let F + , g ∈ F + , and µ = µ m be as in Theorem 19 , let
Then, the Laplace transformation of f (t) and the expression of f (t) in terms of the inverse Laplace transformation are as follows: 
Here, F (s) is the Laplace transformation of f , M the Laplace transformation of m, and G the Laplace transformation of g.
Variation of Hellinger distance
We introduce now our definition of the Hellinger distance for non-additive measures. This proposition follows from the fact that the Choquet integral corresponds to the Lebesgue integral for additive measures.
Definition 22
We consider some additional properties below. The next proposition is obvious from the definition.
The next proposition follows from Theorem 13.
Proposition 25 If ν is submodular, then we have
As h is symmetric and h ν (µ 1 , µ 2 ) ≥ 0, we have that our definition is a distance for submodular ν. 
Corollary 26
Conclusions
In this paper we have extended the definition of the Hellinger distance, which was initially defined for additive measures, to fuzzy measures. This extension relies on a Radon-Nikodym-type derivative for fuzzy measure.
As future work we plan to study some properties of this distance, and also study how this extension can be applied to other f -divergences, and if a general definition of f -divergence can also be given.
