The present article provides an efficient and accurate hybrid method to price American standard options in certain jump-diffusion models as well as American barrier-type options under the Black & Scholes framework. Our method generalizes the quadratic approximation scheme of ) and several of its extensions. Using perturbative arguments, we decompose the early exercise pricing problem into sub-problems of different orders and solve these sub-problems successively. The obtained solutions are combined to recover approximations to the original pricing problem of multiple orders, with the 0-th order version matching the general Barone-Adesi & Whaley ansatz. We test the accuracy and efficiency of the approximations via numerical simulations. The results show a clear dominance of higher order approximations over their respective 0-th order version and reveal that significantly more pricing accuracy can be obtained by relying on approximations of the first few orders. Additionally, they suggest that increasing the order of any approximation by one generally refines the pricing precision, however that this happens at the expense of greater computational costs.
Introduction
For now more than fifty years, academics have been working on the problem of pricing American-type options. Compared to their European counterparts, these options have an early exercise feature that substantially complicates their structure and their pricing problem. Indeed, valuing American-type options is directly linked to certain types of free-boundary problems. Solving these problems is not an easy task so that analytical results are only known in few special cases. For this reason, pricing American-type options is still done in most cases via numerical approximations. Among many of the proposed approximations, hybrid approximations build a class of popular methods. These methods are based on combinations of analytical and numerical techniques and often lead to very efficient results. Examples in the case of standard American options include the class of integral representations initiated in the paper of Kim (cf. [Ki90] and [CJM92] for two prominent examples of this class) as well as the approximations proposed by MacMillan (cf. [Mc86] ) and by Barone-Adesi & Whaley (cf. [BW87] ) together with their extensions (cf. [Ba91] , [JZ99] , [KW04] , [GHS09] , [CS14] ). An interesting survey of the main methods used for pricing standard American options (and that were developed prior to 2005) can be found in [Ba05] . [FMRZ15] ) lately proposed a novel hybrid method to price standard American options under the Black & Scholes framework (cf. [BS73] ). Using perturbative arguments these authors provided a decomposition of the early exercise pricing problem into sub-problems of different orders that generalizes the Barone-Adesi & Whaley ansatz (cf. [BW87] ). The present paper combines these two paths of development to offer an accurate pricing method for certain American-type options.
Our paper extends the current literature on pricing American-type options in two directions: First, we consider the problem of pricing standard American options in jump-diffusion models. Here, the ansatz introduced in [FMRZ15] is extended to a model of constant jumps as well as to Merton's jump-diffusion model (cf. [Me76] ). Compared to the Black & Scholes model investigated in [FMRZ15] , adding jumps to the dynamics of the asset substantially complicates the pricing attempt. In this case, early exercise of the American option may be additionally triggered by jumps and applying the Barone-Adesi & Whaley ansatz only leads to an ordinary integro-differential equation whose solution is not known in general. We solve the problem approximately by relying on similar ideas to the ones introduced in [Ba91] and provide this way a generalization of Bates' method (cf. [Ba91] ). When compared to the latter method, the resulting approximations allow for a substantial increase in accuracy. In particular, our ansatz offers great performances for a very large range of parameters, including long times to maturity, 1 as well as for in-the-money options, for which Bates' method is known to fail. Secondly, we consider the problem of pricing American (single) barrier options in the model of Black & Scholes (cf. [BS73] ). Here, the techniques developed in the context of standard American options are applied to extend the methods proposed in [AIL03] and [CKKK07] . On the theoretical side, our extension is substantially more challenging than these methods. This is due to the form of our expansion that, in particular, increases the complexity of the resulting equations. Here again, we provide (semi-)analytical solutions to these equations and recover approximations to the original pricing problem of multiple orders. These approximations are still very efficient in practical applications and exhibit a similar performance to the one obtained for standard American options: Compared to the simple (and modified) quadratic versions of [AIL03] and [CKKK07] , our ansatz allows for a considerable increase in accuracy and the difference in accuracy between both methods is accentuated, when in-the-money options are considered. As for standard American options, this is due to the fact that the Barone-Adesi & Whaley scheme looses in accuracy when pricing in-the-money options, while this does not affect the pricing quality of our higher order versions.
Finally, we note that the same techniques can be used to extend the method proposed by [CKKK07] to price floating strike lookback options. However, since the main idea does not substantially differ from the one presented in this paper, we refrain from detailing it here. Additionally, we believe that the general idea underlying our ansatz can be combined with the results obtained in [KW04] and [CS14] to derive higher order approximations for the pricing of American-type options within the class of hyper-exponential jumpdiffusions. This could be part of future work.
The remaining of this paper is structured as follows: In Section 2, we introduce the general framework as well as the notation used in the rest of the paper. Section 3 deals with the pricing problem for standard American options in jump-diffusion models: While our ansatz is first presented under general jump-diffusion assumptions, solutions to the sub-problems are subsequently derived under a model of constant jumps as well as under Merton's jump-diffusion model. The techniques developed here are then extended in Section 4 to deal with American (single) barrier options. All methods are finally tested in Section 5 and the paper concludes with Section 6. Complementary results are presented in the Appendices (Appendix A, B and C).
General Setting and Notation
We start by introducing the general framework as well as the notation used in the rest of the paper. We consider a filtered probability space (Ω, F, F, Q), whose filtration F = (F t ) t≥0 satisfies the usual conditions and let (W t ) t≥0 denote an F-Brownian motion. Additionally, we let (N t ) t≥0 be an F-Poisson process with constant intensity λ > 0 and consider a financial market consisting of two assets, a deterministic savings account (B t (r)) t≥0 , with B t (r) = e rt , r ≥ 0, t ≥ 0, (2.1) and a risky stock (S t ) t≥0 , whose dynamics, under a (chosen) pricing measure Q, are described by the following stochastic differential equation (SDE)
with ζ := E Q e J 1 − 1 . Here, the constant parameters δ ∈ R and σ > 0 denote the dividend yield and the volatility level respectively and E Q [·] refers to expectation with respect to the pricing measure Q. Furthermore, we assume that the jump sizes (J i ) i∈N form a sequence of independent and identically distributed random variables that are also independent of (N t ) t≥0 and will denote by f J 1 (·) the density associated with the distribution of J It is well-known that Equation (2.2) has a unique solution of the form
Hence, Model (2.2) is of (ordinary) exponential Lévy type with drift b X := r−δ−λζ − 1 2 σ 2 + {|y|≤1} y Π X (dy), volatility σ 2 X := σ 2 and jump measure given by Π X (dy) := λf J 1 (y)dy. We define the Lévy exponent of (X t ) t≥0 , Ψ X (·), in the usual way and obtain that it is given, for any θ ∈ R, by
Similarly, its Laplace exponent, Φ X (·), is well-defined for any θ ∈ R satisfying E Q e θJ 1 < ∞ and is recovered from Ψ X (·) via the following relation:
Finally, it should be noticed that (S t ) t≥0 has a Markovian structure. Following standard theory for Markov processes, we therefore obtain that its infinitesimal generator is a partial integro-differential operator given, for sufficiently smooth V :
denotes expectation under Q x , the pricing measure having initial distribution S 0 = x. We will extensively make use of these notations in the upcoming sections.
Approximation of Standard American Options
We first consider the problem of pricing standard American options and derive an approximation that generalizes the ansatz adopted by Barone-Adesi & Whaley in the standard Black & Scholes model (cf. [BW87] ) and extended by Bates to Merton's jump-diffusion model (cf. [Ba91] ). Our derivations focus on the standard American call. However, we note that the case of a standard American put can be treated analogously and only requires few obvious adjustements. For this reason, our numerical discussion in Section 5 also provides simulation results for American put options.
Pricing Problem and Perturbation Expansion
We start by reviewing few well-known facts on pricing standard American (call) options in models of the type of (2.1), (2.2). First, we recall that the value of a standard American call option on (S t ) t≥0 having maturity T ≥ 0, initial value S 0 = x ≥ 0 and strike price K ≥ 0 has the following representation
where T [0,T ] denotes the set of stopping times that take values in the interval [0, T ], and that its European counterpart is obtained via
Although European Option (3.2) has, for many densities f J 1 (·), a closed form representation, pricing American-style derivatives is not an easy task and is usually done via numerical approximations. One popular way to derive such approximations consists in decomposing Option (3.1) into two components: Its European counterpart (3.2) and an early exercise premium E(·), obtained via
This decomposition is of great practical interest, since it usually reduces the pricing problem to the valuation of the early exercise premium E(·) and, therefore, leads for a particular approximation method to a higher pricing accuracy when compared with a direct application of the same method to (3.1) instead. We will also adopt this approach and derive an approximation of the early exercise premium E(·) for finite maturities, i.e. we fix a final maturity T > 0 and will focus on the valuation of E(T , x; K) for T ∈ [0, T ]. 2 To this end, we note by the same arguments as the ones provided in [Ma19] that the early exercise premium E(·) is linked to a partial integro-differential equation (PIDE) and has the following properties:
1. If δ ≤ 0, the early exercise premium E(·) satisfies
2. If δ > 0, the pair E(·), b(·) , where b(·) denotes the (corresponding) early exercise boundary, is a solution of the following free-boundary problem:
subject to the boundary conditions
and initial condition
Therefore, we focus from now on on the non-trivial case 2. and derive a solution to the above free-boundary characterization.
A. The Barone-Adesi & Whaley Ansatz
As done in [BW87] , we next rewrite the early exercise premium E(·) in the following form
where h(T ) := 1−e −rT and F (·) is an auxiliary "well-behaved" function that will be determined later. Under this representation, straightforward computations transform Equations (3.4)-(3.7) into a new problem:
(3.10) with boundary conditions
Although Initial Condition (3.8) is not anymore required to hold, it will be naturally satisfied whenever F (·) has "good properties". 3 This follows, from (3.9), since h(0) = 0 clearly holds.
Starting from a problem that corresponds to (3.10)-(3.13) in the Black & Scholes model, the authors in [BW87] had the brilliant idea to drop the last term in their partial differential equation (PDE) corresponding to (3.10). This allowed them to convert the initial problem into a much more manageable one 4 , for which an "analytical solution" 5 can be easily derived (cf. [BW87] ). Also in our case this approach can be taken. However, omitting the last term r 1 − h(T ) ∂ h F (h(T ), x; K) in Equation (3.10) now transforms it into an ordinary integro-differential equation (OIDE) whose solution is not known in general. Nevertheless, approximate solutions have proven to be effective in some types of model. Such an approximation was first introduced under Merton's jump-diffusion model in [Ba91] . An application of the same ansatz under a model of constant jumps (cf. Equation (3.35)) is also presented in [JC04] , [JYC06] .
B. Generalization of the Barone-Adesi & Whaley Ansatz
Instead of relying on the well-known Barone-Adesi & Whaley ansatz, we follow an extended approach to Problem (3.10)-(3.13) that was proposed in the classical Black & Scholes model in [FMRZ15] . To this end, we introduce a new parameter, a perturbation parameter ∈ [0, 1], in (3.10)-(3.13) and consider the following modified problem:
(3.14) with boundary conditions In order to solve Problem (3.14)-(3.17), we make use of a typical perturbative ansatz (cf. [Ve05] ) and assume that the solution pair F (·), b (·) to Equations (3.14)-(3.17) has, for any ∈ [0, 1], a representation as "well-behaved" 6 series expansion of the form
for some functions f n (·) n∈N 0 and b n (·) n∈N 0 . Additionally, we define partial sums of N -th order via
(3.21)
Using Representation (3.18), we obtain upon setting
and imposing this equation to hold order by order in the powers of leads to the following recurrent system of n-th order problems: For n = 0, the 0-th order problem reads
with boundary conditions
(3.26)
Additionally, the following higher order problems (n ∈ N) are obtained:
(3.27) with boundary conditions, for T ∈ (0, T ]:
Recall that our initial early exercise premium valuation attempt is related to the above problems via the following relation
Assuming that F (·) has a representation of the form of (3.18), we therefore expect to obtain N -th order approximations of the early exercise premium by means of the following quantities:
where T ∈ [0, T ]. Consequently, we focus in the sequel on the n-th order problems (3.23)-(3.26) and (3.27)-(3.30) for = 1 and will subsequently recover approximations of multiple orders via (3.32), (3.33).
At this point, we should note that the boundary functions (b n (·)) n∈N 0 play no role in the respective n-th order problems. Indeed, numerical experiments have shown that the partial sums of the first few orders computed by solving the n-th order problems applied directly to (b =1 n (·)) n∈N 0 provide better results than the corresponding partial sums obtained by solving the same problems but applied order by order to (b n (·)) n∈N 0 . 7 Therefore, solving the n-th order problems will always be carried out directly in terms of (b =1 n (·)) n∈N 0 .
Solutions under Constant Jumps
We next turn to the derivation of N -th order approximations under constant jumps, i.e. we fix ϕ ∈ R and assume throughout the rest of this section that the jump measure Π X is given by
where δ ϕ (·) denotes the Dirac measure at ϕ. This is equivalent to the assumption that the asset dynamics (S t ) t≥0 evolve, under the pricing measure Q, according to the following SDE
where the processes (W t ) t≥0 and (N t ) t≥0 and the parameters λ > 0, r ≥ 0, δ ∈ R and σ > 0 have the same properties as in (2.1), (2.2). In this case, (S t ) t≥0 is recovered from (2.3) with
and its infinitesimal generator takes the following simplified form
Whenever ϕ ≤ 0, this will in particular allows us to derive a well-known solution to the OIDE arising in the 0-th order problem, as it now simplifies in the continuation region to an homogeneous second order linear ODE that does not depend anymore on boundary terms. Analogously, deriving an exact solution of the OIDE arising in the 0-th order problem for the American put requires that ϕ ≥ 0. This will be outlined in the next section.
A. Solution of the 0-th Order Problem
We start our derivations by noting that, under Model (3.35), the Laplace exponent of (X t ) t≥0 , Φ X (·), is welldefined for all θ ∈ R. Furthermore, it can be easily seen that θ → Φ X (θ) is convex and satisfies Φ X (0) = 0 and lim |θ|→∞ Φ X (θ) = ∞. Therefore, the equation Φ X (θ) = y has for any y > 0 two solutions, a positive and a negative root. We will denote by Φ −1,+ X (y) its positive root and by Φ −1,− X (y) its negative root.
We now turn to the 0-th order problem. For ϕ ≤ 0, Equation (3.23) is well-known and its general solution takes the simple form
where, for T ∈ (0, T ],
and c + 0,0 (h(T )) and c − 0,0 (h(T )) are "constants" to be determined. Conversely, the ODE corresponding to (3.23) under this model takes a special form immediately below the exercise boundary when ϕ > 0. Indeed,
and, unfortunately, there is no known solution to this equation. 8 Since we expect f 0 (·) to be continuous in the jump parameter ϕ, it appears however sensible to approximate the solution for "small" jump sizes anyway via (3.37). This is in line with the approximation proposed in [Ba91] and with the discussion in [JC04] . We will also follow this approach and provide numerical tests to the resulting N -th order approximations in Section 5.
To derive an expression for c + 0,0 (·), c − 0,0 (·) and b =1 0 (·), we use the complementary conditions (3.24), (3.25) and (3.26). First, we note that (3.26) implies that c − 0,0 (h(T )) ≡ 0. Secondly, substituting (3.37) into Condition (3.25), allows us to express c + 0,0 (·) in terms of the free-boundary b =1 0 (·) as
Finally, substituting again (3.37) into (3.24) and inserting Representation (3.39) in the resulting equation, gives
. Therefore, solving Equation (3.40) numerically for T ∈ (0, T ] gives b =1 0 (T ) and subsequently allows us to recover c + 0,0 (h(T )) via Relation (3.39) to finally obtain the 0-th order premium f 0 (·).
B. Solution of the Higher Order Problems
We now turn to the higher order problems, i.e. we seek, for n ∈ N, a solution to (3.27)-(3.30). Generalizing the form of the solution obtained in the 0-th order problem, we make the following ansatz: where the "constants" c + n,0 (·) and, for j ∈ {1, 2, . . . , 2n}, c + n,j (·) are still to determine. Whether or not this ansatz provides good results is an issue that we will consider in the numerical simulations of Section 5. However, it gives a convenient way to solve (3.27)-(3.30), since it allows us to obtain a system of linear equations in the coefficients c + n,j (·) that can be solved using standard numerical methods. For the derivation of this system, we substitute (3.41) into PDE (3.27), use Property (3.38), and match the powers of the logarithm. This gives, for n ∈ N, the following system of 2n linear equations in the 2n unknowns c + n,j (h(T )) j∈{1,...,2n} :
where Equation (3.43) only holds for j ∈ {2, 3, . . . , 2n − 1}.
To conclude, we proceed as in the derivation of the 0-th order approximation and derive, for any n ∈ N, an expression for both c + n,0 (·) and b =1 n (·) by substituting (3.41) into Equations (3.28) and (3.29). This first allows us to express c + n,0 (h(T )), for T ∈ (0, T ], in terms of the free boundary b =1 n (T ) as
and to finally obtain a characterization of the free boundary b =1 n (·) by means of the following non-linear equation:
Once again, this equation can be solved for any T ∈ (0, T ] using standard numerical techniques to derive b =1 n (T ), c + n,0 (h(T )) and ultimately the n-th order premium f n (·).
Remark 1.
i) As seen from Equations (3.42)-(3.44), our higher order approximations (n ∈ N) depend on the derivatives ∂ h ρ + (·) and ∂ h c + k,j (·) for j = 0, . . . , 2(n − 1) and k = 0, . . . , n − 1. Although these derivatives can be implemented via (central) finite differencing, one may want to increase the stability of certain results. This can be achieved by deriving corresponding (non-linear) equations from (3.38)-(3.40) and (3.42)-(3.46). For instance, differentiating Equation (3.38) gives that ∂ h ρ + (h(T )) solves, for any T ∈ (0, T ], the following equation:
Similarly, one obtains from Equations (3.39) and (3.40) that, for any T ∈ (0, T ],
where ∂ T b =1 0 (T ) satisfies the following equation:
These results can now be used while implementing higher order algorithms (n ∈ N). In particular, this allows to improve the stability of subsequent derivatives. 9
ii) Implementing our approximations as well as the stability results described in i) requires some (analytical) tractability of the European call C E (·) (and of its derivatives) under the respective model. To keep this article self-contained, we therefore recall few results for C E (·) under Model (3.35) in Appendix A.
Extension to Merton's Jump-Diffusion Model
We next combine the ansatz taken in [Ba91] with the ideas discussed previously to extend our N -th order algorithms to Merton's jump-diffusion model (cf. [Me76] ). We assume in the rest of this section that J 1 is normally distributed with mean µ M and variance σ 2 M or, equivalently, that Π X is given by
with µ M ∈ R and σ M > 0 and obtain that ζ = e µ M + 1 2 σ 2 M − 1 and that the Laplace exponent equals, for any θ ∈ R,
Additionally, we point out that, by the very same arguments as the ones provided in Section 3.2.A., the equation Φ X (θ) = y has for any y > 0 two solutions, a positive and a negative root. We follow the notation used in the previous sections and denote by Φ −1,+ X (y) its positive root.
A. Solution of the 0-th Order Problem
As noted earlier, finding an exact solution to the 0-th order problem, i.e. to Equations (3.23)-(3.26), is not anymore an easy task, as there is no known solution to Equation (3.23). Whenever µ M and σ M are "sufficiently small", it seems however reasonable to follow our previous considerations and to use the following approximate solution
This subsequently allows us to compute c + 0,0 (·) and b =1 0 (·) via the same approach as the one used in Section 3.2.A. and to arrive at Equations (3.39), (3.40), recovering so the 0-th order premium f 0 (·).
B. Solution of the Higher Order Problems
Solving the higher order problems can be done via the same method as the one introduced in Section 3.2.B. Indeed, assuming that the n-th order premium f n (·) has the functional form described by (3.41), allows us to derive the following system of 2n equations in the 2n unknowns c + n,j (h(T )) j∈{1,...,2n} :
2n
where Equation (3.52) only holds for j ∈ {2, 3, . . . , 2n − 1} and I (·) is given, for any ∈ N, by
Using standard calculus, the latter integral can be re-expressed as
denotes the k-th order non-central moment of the normal distribution having mean m and variance s 2 . Therefore, combining (3.51)-(3.53) with (3.55) and (3.56) allows us to recover c + n,j (h(T )) j∈{1,...,2n} for any T ∈ (0, T ] via standard numerical techniques. To derive an expression for c + n,0 (·) and b =1 n (·) we follow the steps outlined in Section 3.2.B. This finally leads to Equations (3.45) and (3.46), from which the n-th order premium f n (·) is ultimately recovered. ii) Implementing our approximations as well as the stability results described in i) requires some (analytical) tractability of the European call C E (·) (and of its derivatives) under the respective model. In Appendix B, we therefore recall few results for C E (·) under Model (3.47).
iii) Although this article does not investigate jump-diffusion models behind the model of Merton, we believe that the general ideas underlying our method can be combined with the results obtained in [KW04] and [CS14] to derive N -th order approximations to the pricing of American-type options within the whole class of hyper-exponential jump-diffusions. This could be investigated as part of future research.
Approximation of American Barrier Options
We next adapt the previous method to deal with American barrier options. As an extension of the Barone-Adesi & Whaley algorithm, our ansatz relies once again on the (analytical) tractability of the corresponding European-type options (and Greeks). However, since analytical results for European barrier-type options are mainly known in the setting of Black & Scholes, we focus in the sequel on this model, i.e. we assume from now on that (S t ) t≥0 evolves according to (3.35) with ϕ = 0. Investigating the applicability of our method under other asset dynamics (e.g. under certain jump-diffusion dynamics) could be part of future work. Additionally, our derivations will focus on the American down-and-out call (DOC). Nevertheless, we note that our method can be slightly adapted to deal with any other type of (single) barrier options. 10 To illustrate this point, the numerical discussion in Section 5 also provides simulation results for the American up-and-out put (UOP).
Pricing Problem and Perturbation Expansion

A. Pricing with Rebates
Let us start by reviewing well-known facts on American down-and-out call options. To keep our derivations applicable in a wide range of problems, we consider barrier options with strike-and-barrier-dependent rebates, i.e. we consider the following American-type down-and-out call option having maturity T ≥ 0, initial value S 0 = x ≥ 0, strike price K ≥ 0, (lower) barrier level L ≥ 0 and rebate R(K, L):
(4.1)
Here τ L := inf{t > 0 : S t ≤ L} denotes the first passage time of the process (S t ) t≥0 below the (lower) barrier level L, while T [0,T ] refers, as earlier, to the set of stopping times that take values in the interval [0, T ]. Additionally, we define the European counterpart to (4.1) via
and note that, in the above definitions (4.1) and (4.2), the rebates are implicitly understood to be paid immediately.
As for standard American options, decomposition techniques are popular methods to price American barrier options. Following this ansatz as well as the line of arguments provided in Section 3.1, we therefore define the down-and-out early exercise premium, E DOC (·), via
and focus on the respective pricing problem for (4.3). Here, we first note that the American-type option (4.1) should not be exercised before maturity whenever δ ≤ 0 and consequently reduces in this case to its European counterpart (4.2). 11 Hence, we focus in the sequel on the pricing problem in the non-trivial case, δ > 0. In this case, one obtains, by slightly adapting the arguments presented in [Ma19] , 12 that the pair E DOC (·), b DOC (·) , where b DOC (·) denotes the down-and-out early exercise boundary, is a solution to the following free-boundary problem:
(4.4) subject to the boundary conditions
and initial condition E DOC (0, x; K, L, R) = 0, x ∈ (0, b DOC (T )).
(4.8)
B. Perturbation Ansatz
We next repeat the ansatz adopted by Barone-Adesi & Whaley (cf. [BW87] ) and assume that the early exercise premium E DOC (·) takes the form
This allows us (to transform (4.4)-(4.7) into an analogue of (3.10)-(3.13) and) to arrive at the following alternative perturbation problem:
(4.10) on (T , x) ∈ (0, T ] × (0, b DOC (T )) and with boundary conditions
(4.11)
(4.13)
As earlier, we assume the existence of functions f DOC n (·) n≥0 and b DOC n (·) n≥0 such that the solution pair F DOC (·), b DOC (·) to (4.10)-(4.13) has a representation as "well-behaved" series expansion of the form
and define corresponding partial sums of N -th order via with boundary conditions
(4.21)
Additionally, the following higher order problems (n ∈ N) are obtained: Solving these problems for = 1 clearly allows us to recover N -th order approximations of the down-and-out early exercise premium via
where T ∈ [0, T ]. Therefore, we focus in the sequel on the corresponding problems for = 1.
Derivation of the Solutions
A. Solution of the 0-th Order Problem
To derive a solution to the 0-th order problem, we decompose the (state-)domain of Equation (4.28)
First, it is clear that V DOC 0 (h(T ), x; K, L, R) ≡ 0 must hold for x ∈ I 0 . Therefore, we only need to derive an expression for V DOC 1 (·). Here, following the arguments provided in Section 3.2.A., the general solution of the homogeneous equation (4.18) on I 1 is obtained as
x ∈ I 1 , T ∈ (0, T ], (4.29)
where ρ + (·) and ρ − (·) are defined as in (3.38) but with ϕ = 0 and c DOC,+ 0,0 (·), c DOC,− 0,0 (·) are "constants" to be determined. To conclude, we therefore need to determine c DOC,+ 0,0 (·), c DOC,− 0,0 (·) as well as b =1 DOC,0 (·). This is done by combining Conditions (4.19)-(4.21). Indeed, Condition (4.21) first implies that
(4.30)
Then, combining (4.30) with Condition (4.20) allows us to derive, for T ∈ (0, T ], that
(4.31) and inserting the latter expression into (4.19) finally gives that b =1 DOC,0 (T ) solves, for any T ∈ (0, T ], the following non-linear equation
(4.32)
Therefore, solving for any T ∈ (0, T ] Equation (4.32) for b =1 DOC,0 (T ) numerically allows us to recover c DOC,+ 0,0 (h(T )), c DOC,− 0,0 (h(T )), and subsequently f DOC 0 (·) via (4.28).
B. Solution of the Higher Order Problems
We finally seek, for n ∈ N, a solution to Problem (4.22)-(4.25). As in the previous section, we define I 0 := [0, L] and I 1 :
(4.33) and derive expressions for the relevant functions. In view of Equation (4.25), it directly follows that V DOC n,0 (h(T ), x; K) ≡ 0 must hold on I 0 . Furthermore, following the ansatz taken in Section 3.2.B., we now assume that V DOC n,1 (·) takes for x ∈ (0, b =1 DOC,n (T )), T ∈ (0, T ], the following form V (4.37)
Then, rewriting (4.24) using Representation (4.35) leads to
and inserting the latter expression into (4.23) finally gives that b =1 DOC,n (h(T )) solves, for any T ∈ (0, T ], the following non-linear equation
(4.40) Therefore, using Equations (4.39), (4.38) and (4.35), we can deduce all the remaining unknowns and recover f DOC n (·) via (4.33).
Numerical Results
In this section, our approximations of up to order three are tested via numerical experiments. We combine a variety of parameters that were used in similar simulation studies provided in [BW87] , [Ba91] , [GHS00] , [AIL03] , [JC04] , [CKKK07] and [FMRZ15] . Although the resulting parameter constellations do not reflect the current market situation, testing option pricing problems with these parameters allows for a direct comparison of the results across articles and has therefore become a standard over the years. For this reason we also stick with these parameters here. We discuss the accuracy and efficiency of our approximations via classical methods. In particular, we use the root mean squared error (RMSE) as measure of accuracy, while the total CPU time (in seconds) required to execute the algorithms is considered as measure of efficiency. All our numerical experiments are obtained using Matlab R2017b on an Intel CORE i7 processor. 
Standard American Options
We start by discussing our approximations for standard American options under the model of constant jumps as well as under Merton's jump-diffusion model (cf. [Me76] ). For each set of parameters, our approximations are tested as follows: We first compute the true European value of the option in the respective model and subsequently determine the early exercise premium via an explicit finite difference scheme. 13 Adding this premium to the corresponding European value allows us to build a benchmark for the American option price against which the approximations are finally tested. Compared with a direct application of our explicit scheme to the American option, this decomposition approach has some benefits. In particular, applying the explicit scheme to the early exercise premium instead substantially reduces the pricing errors and therefore leads to more accuracy in our benchmark. To test our approximations, we combine the choices made in [BW87] , [Ba91] , [JC04] , and [FMRZ15] . For the diffusion as well as the option specific parameters, we rely on [BW87] , [FMRZ15] and take σ = 0.2, r = 0.08, r − δ =: b ∈ {−0.04, 0.00, 0.04}, S 0 ∈ {80, 90, 100, 110, 120} and K = 100. For the jump parameters, we combine the choices made in [Ba91] and [JC04] : First, we take λ = 2.5. Although this parameter is neither used in [Ba91] nor in [JC04] , it provides a sensible choice between the conservative value of [JC04] , λ = 1, and the more extreme choice in [Ba91] , λ = 10. In any cases, we will see that changing this parameter does not substantially alter the quality of the results obtained in this section (cf. Figure 2b) . For the volatility of and the corresponding (early-exercise) free-boundary problem is solved using a fully explicit finite difference scheme.
jumps, we rely on the parameters in [Ba91] and fix σ M = 0.03. Finally, we consider ϕ = µ M = 0.05. This choice results for the model of constant jumps in jump sizes of e ϕ −1 ≈ 0.051 and for Merton's jump-diffusion model in ζ ≈ 0.052. Here again, we note that changing the jump sizes in a sensible range does not alter our results substantially (cf Figure 2c ). We will further investigate the impact of the volatility level σ, the jump intensity λ, and the jump size µ M on the accuracy of our methods at the end of this section. The results are summarized in Tables 1-3 . Several facts can be observed from the numerical results reported in Tables 1-3 . First, we observe that a high pricing accuracy can be obtained by increasing the order of our approximations. Indeed, compared to the 0-th order approximation, i.e. Bates' method, any higher order approximation augments the pricing accuracy significantly. In addition, increasing the order of the approximation by one roughly halves the absolute pricing errors (RMSE) made by the method. However, this happens at the expense of greater computational complexity (CPU). Secondly, Table 1 and Table 3 reveal that all our approximations exhibit a similar behavior in both models, the model of constant jumps and Merton's jump-diffusion model. This is not surprising, as the model of constant jumps can be obtained as a limiting case of Merton's jump-diffusion model, namely when σ M ↓ 0. This also justifies our choice to restrict our analysis to call and put options under Merton's jump-diffusion model in Table 2 as well as in Figure 1 and Figure 2 . Finally, we should mention that our approximations of higher orders do not outperform the 0-th order method when the early exercise premium becomes very small. This has shown up in numerical simulations. 14 In such cases, however, the European value already provides good results for the American price and relying on this value gives the best approximation. We next look at the impact of an increase in time to maturity on the accuracy of our approximations. This is exemplified in Figure 1 , where we have plotted, for T ∈ (0, 10) and r − δ = 0.04, out-of-the money American put option prices computed via our explicit finite difference scheme (Benchmark) as well as our corresponding approximations of order up to three. The results are in line with the observations obtained for Tables 1-3. Indeed, as in Tables 1-3 , increasing the order of our approximations is shown to substantially augment the accuracy of the method on T ∈ (0, 10). In particular, while the 0-th order approximation tends to move substantially away from the benchmark as time increases, higher order versions seem to be more robust and stay impressively close to the "true" value.
Lastly, we investigate the impact of the volatility level σ, the jump intensity λ, and the jump size µ M on the accuracy of our method. To this end, we have plotted, for r = 0.08, r − δ = 0.00, S 0 = 100, K = 100, and time to maturity T = 0.75, the absolute call option pricing errors as functions of the volatility level σ ∈ (0.075, 0.525), the jump intensity λ ∈ (0, 20), and the jump size µ M ∈ (−0.3, 0.3). The graphs are provided in Figure 2 . Here again, the results are in line with our previous observations. In particular, we see that increasing the order of our approximations leads to an impressive decrease of the pricing error for a very large range of parameters. With respect to the jump size, we note that this holds true for negative jumps as well as for positive jumps roughly up to the size of ζ ≈ 0.14. Similarly the results hold true for intensities roughly up to λ = 10. As seen in Section 3.3 (see also Section 3.2), we note however that our general solution ansatz is expected to deviate from the true solution, for call options, whenever positive jumps have a considerable impact on the asset dynamics. This is in particular the case when either "large" positive jumps or "large" jump intensities are considered. This possibly explains the loss of monotonicity in the pricing accuracy of our approximations observed in Figure 2b and Figure 2c . In any cases, we observe that all our higher order approximations substantially beat the 0-th order version for a sensible range of parameters and that our approximation of order three exhibits a remarkable accuracy on the full set of parameters tested.
American Barrier Options
We now turn to a discussion of our approximations for American barrier options under the model of Black & Scholes. For each set of parameters, our approximations are tested against Ritchken's trinomial tree method with 5000 time steps. A similar benchmark was used in [CKKK07] , where the authors used 10000 time steps instead. However, we note that choosing 5000 times steps does not alter the results for all the parameter sets considered here. Following the simulations offered in [CKKK07] , we restrict our tests to regular down-and-out call options as well as to regular and reverse up-and-out put options. However, we note that considering other barrier types should not alter the quality of our results, as this merely requires simple adaptions. We start by considering regular down-and-out call options and regular up-and-out put options. To allow for a direct comparability of our results with the existing literature, we mainly rely on the parameters used in [GHS00] and [CKKK07] , i.e. we take σ ∈ {0.2, 0.4}, r = 0.0488, δ = 0.025 and K = 45. For down-and-out call options we choose additionally S 0 ∈ {40.5, 42.5, 45, 47.5, 50} and barrier level L = 40 while these parameters are "reversed" in the case of up-and-out put options, i.e. we then consider S 0 ∈ {40, 42.5, 45, 47.5, 49.5} and L = 50. Finally, we fix times to maturity according to our previous scheme, i.e. we consider the maturities T ∈ {0.25, 0.75, 1.5}. The results are summarized in Table 4 and Table 5 . The simulation results show that our approximations for regular American barrier options have very similar properties to the ones obtained when analyzing our approximations for standard American options. As earlier, our higher order approximations outperform the 0-th order method in any cases where the early exercise premium does not become meaningless and increasing in theses cases the order of our approximations substantially reduces the pricing error made by our method. Additionally, we note that a high pricing accuracy can be obtained by relying on higher order approximations. All these findings are confirmed by Figure 3a and Figure 3b where we have plotted for r = 0.0488, δ = 0.025, S 0 = 40, K = 45 and barrier level L = 50 the absolute up-and-out put pricing errors as functions of the time to maturity T ∈ (0, 10) and of the volatility level σ ∈ (0.075, 0.525). Here, it is worth mentioning that our third order approximation exhibits a remarkable accuracy on the whole domains T ∈ (0, 10) and σ ∈ (0.075, 0.525). Finally, we mention as earlier that increasing the order of our approximations leads to higher computational costs when executing the algorithm. However, we note that the costs of all our approximations -especially of our higher order approximations -is significantly lower than the costs of the respective versions for standard American options. This result is a direct consequence of the fact that, even for barrier options, European prices under the Black & Scholes model can be computed using simple formulae, while in Merton's model already standard European prices are expressed in terms of (infinite) series.
To additionally illustrate the quality of our algorithm, we next provide in Table 6 a comparison of numerical results between our approximations and comparable methods. Although the Barone-Adesi & Whaley extension of [AIL03] provides an important reference point for our approximations, we first note that it is already discussed throughout all our simulation studies since it corresponds to our 0-th order version for American barrier options. Therefore, we focus on a comparison of results obtained with the modified quadratic approximation of [CKKK07] and with our approximations of order up to three. Here, we rely once again on the parameter choices of [CKKK07] , i.e. we take σ = 0.2, r = 0.0488, δ = 0.025, K = 45, L = 50, and initial values S 0 ∈ {40, 42.5, 45, 47.5, 49.5}. Nevertheless, we note that considering other parameters does not substantially change the results. This is in line with the analysis presented in Figure 3 .
The results in Table 6 show a clear dominance of all our higher order approximations over the modified quadratic scheme of [CKKK07] . In fact, while the latter method provides a marginal increase in accuracy compared to the Barone-Adesi & Whaley extension of [AIL03] (i.e. compared to our 0-th order version), our higher order approximations substantially decrease the pricing errors. This is clearly reflected in the resulting RMSEs. In terms of efficiency (CPU), the modified quadratic approximation of [CKKK07] has the advantage to be very much comparable to the Barone-Adesi & Whaley scheme. This is however not surprising, as this method essentially replicates the Barone-Adesi & Whaley ansatz of [AIL03] while including an additional parameter. To allow for a better comparability of our results, we rely on the parameter choice made in [CKKK07] , i.e. we take σ ∈ {0.2, 0.4}, r = 0.0488, δ = 0.06, K = 50, S 0 ∈ {35, 40, 45, 48, 48.5} and barrier level L = 49. Our approximations are implemented based on the ansatz offered in Section 4.1.A. In particular, this means that we first compute the price of the relevant European up-and-out put options with rebate R(K, L) := (K −L) + and subsequently compute the corresponding early exercise premium via our approximations. Consequently, when referring to the European price we always think of rebate-type options. The results are summarized in Table 7 .
As earlier, our simulation results show a clear dominance of the higher order approximations over the 0-th order algorithm. However, compared to the case of regular options, our higher order approximations seem to provide even more accuracy. This is easily deduced by comparing the RMSEs and noting that we have used different scaling parameters. Additionally, the results are consistent with the observations made so far for both standard American options as well as regular American barrier options: When using higher order approximations American-type options are priced with a high accuracy and increasing the order of our method generally leads to substantially more precision. Finally, we note that all these findings as well as the consistency obtained among the results suggest that applying the same method to other types of derivatives -for instance to lookback options, as done in [CKKK07] -is expected to deliver similar conclusions. However, since the main techniques would not differ much from the ones presented here, we do not detail these extensions.
Conclusion
The present article extended the current literature on pricing American-type options in two directions. First, we have considered the problem of pricing standard American options in jump-diffusion models.
Here, we have extended the ansatz introduced under the Black & Scholes framework in [FMRZ15] to a model of constant jumps as well as to Merton's jump-diffusion model. The resulting approximations offer a generalization of the method proposed in [Ba91] and allow for a considerable increase in accuracy, when compared with the latter method. Secondly, we have considered the pricing of American barrier options under the model of Black & Scholes. Here, we have offered a generalization of the methods proposed in [AIL03] and [CKKK07] that is based on the techniques developed in the context of standard American options. We have tested all our approximations of up to order three using numerical simulations. Our numerical analysis showed a clear dominance of higher order approximations over their respective 0-th order version and revealed that significantly more pricing accuracy is obtained when relying on approximations of the first few orders. Additionally, they suggested that increasing the order of any approximation by one generally refines the pricing precision, however that this happens at the expense of greater computational complexity.
