In this paper, we employ a fixed point theorem due to Krasnosel'skii to attain the existence of periodic solutions for neutral-type neural networks with delays on a periodic time scale. Some new sufficient conditions are established to show that there exists a unique periodic solution by the contraction mapping principle.
Introduction
Recently, scholars and researchers have paid more attention to the discussion of neural networks described by neutral-type differential equations with delays (see [1] [2] [3] [4] [5] [6] ). Meanwhile, difference equations or discrete-time analogues of differential equations can preserve the convergence dynamics of their continuous time counterparts in some degree [7] . Due to their usage in applications, these discrete-type neural networks with or without delays have been discussed by [8, 9] and references therein. It is interesting to study that neural systems on time scales can unify the continuous and discrete situations. The theory of time scales initiated by S. Hilger [10, 11] has been incorporated to investigate neural networks [12, 13] and so on.
However, few works have considered for neutral-type neural networks on time scales [14, 15] . In this paper, we consider the existence of periodic solutions for the neutral networks with delays 
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For a review of dynamic equations o-time scales, we direct the reader to the monographs [9, 10] 
Finally, we state Krasnosel'skii fixed point theorem which enables us to prove the existence of periodic solutions. 
Existence of Periodic Solutions
The intervals
 is the space of all real valued continuous functions. Then T P is a Banach space when it is endowed with norm
For each , i j   , we make basic assumption 1
is a solution of (1) if and only if 
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where i   . Multiply both sides of (4) 
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It follows from integration by parts and the periodicity of ( ) ij c  and ( ) j x  , we get
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Substitute (6) into (5) and simplify, we get (3). From Lemma 2.1, we get the desired result and the proof is complete.
Define the mapping : P P 
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where i   . Let ( ) ( ) ( ) ( ) ( ) ( ), (9) is compact. Proof. We first show that A maps P T into P T . It follows from (9) that 
. 
( ) ( , ) =( ) ( ). Secondly, we will show that  is continuous. Let 
Given 0   and take
By making use of Lipschitz inequality of 
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is uniformly bounded and equi-continuous. The Arzela-Ascoli theorem [16] 
