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SEGRE NONDEGENERATE TOTALLY REAL SUBVARIETIES
BERNHARD LAMEL AND JIRˇI´ LEBL
Abstract. We study an irreducible real-analytic germ of an n-dimensional
variety in n dimensional complex space. Assuming that the variety is Segre
nondegenerate we define an averaging operator that generalizes the Moser–
Webster involution. This operator can be thought of as being the CR structure
of the singularity, and using this operator we study the set of functions that are
restrictions of holomorphic functions. We give a condition on the flattening of
the singularity, that is realizing the singularity as a codimention one subvariety
of a nonsingular Levi-flat hypersurface.
1. Introduction
A natural question in complex analysis is the following:
Given a set X ⊂ Cn, characterize those functions f : X → C that are restrictions
of holomorphic functions defined in a neighborhood of X.
When X is a real-analytic CR submanifold, then the answer is well-understood,
it is the set of real-analytic CR functions, that is functions that satisfy the Cauchy–
Riemann equations restricted to X . If X is a generic n-dimensional submanifold,
such as X = Rn ⊂ Cn, then the CR structure of X is trivial, and every real-analytic
function is the restriction of a holomorphic function.
If X is singular, then the answer is much more difficult. The case that we are in-
terested in is the local question near a singular point of a real-analytic subvariety of
dimension n. At a nondegenerate singular point we will be define a finite alternative
to the Cauchy–Riemann equations. The CR equations normally say that a holo-
morphic function is constant along a certain (complex) direction. In our setting, we
will replace this complex direction with a finite set of points. The setting applies
also to CR singular manifolds, and given a Bishop surface, that is a 2 dimensional
real submanifold of C2 with a nondegenerate complex tangent, see [2]. This finite
set of points are precisely the two from the Moser–Webster involution, see [18]. In
C2, the CR singular case, focused mainly on normal forms, was studied further by
Moser [17], Kenig–Webster [13], Harris [7], Gong [4], Huang–Krantz [9], Huang–
Yin [12], and others. Harris [8] studied the restriction question on a CR singular
submanifold in terms of vector fields defined on M . Lebl–Noell–Ravisankar [15]
proved that functions satisfying a moment condition on the elliptic Bishop surface
are restrictions of holomorphic functions. CR singular submanifolds of dimension
n have similarly been studied by Webster [19], Kenig–Webster [14], Huang [10],
Coffman [3], Ahern–Gong [1], Gong–Stolovich [5,6] and others. See also the survey
by Huang [11].
Date: January 24, 2020.
2010 Mathematics Subject Classification. 32V05,32V40,14B05,14P15.
1
2 BERNHARD LAMEL AND JIRˇI´ LEBL
The Segre variety of an n-dimensional real subvariety of Cn is generically a finite
set of points. As one can average over a finite set of points, we obtain an operator
from the real power series C{z, z¯} to the holomorphic power series C{z}. The
operator is given explicitly, and can be computed for a given subvariety up to any
given order. The operator reproduces the holomorphic functions, and therefore can
be used to answer the motivating question: What are the restrictions of holomorphic
functions?
The operator can also be used to attempt to find normal forms for X . As
Rn is given by the vanishing of the imaginary part of n independent holomorphic
functions, one can similarly ask to find at least one such function for a singular
X . Such a function we call a “flattening”, as it gives a Levi-flat hypersurface that
contains X . The flattening question is equivalent to finding a holomorphic function
f such that f¯ = f on X , or in other words when the averaging operator is applied
to f¯ it simply yields f . As the operator works formally, one can use it to explicitly
find obstructions to flattening.
The flattening question only requires the restriction of the averaging operator
to C{z¯}. It turns out that this restriction uniquely describes the germ of X at a
point. That is, finding local normal forms for X is equivalent to finding the normal
forms for the restricted operator.
Let us state our main results more precisely. Let (X, 0) ⊂ (Cn, 0) be an (irre-
ducible) n-dimensional germ of a real-analytic subvariety at the origin in Cn. We
denote by I0(X) ⊂ C{z, z¯} the ideal of germs of real-analytic functions vanishing on
X . We say that (X, 0) is Segre nondegenerate if the ideal J = {̺(z, 0): ̺ ∈ I0(X)} ⊂
C{z} is an ideal of definition, i.e. if there exists a k ∈ N such that the maximal
ideal m ⊂ C{z} satisfies mk ⊂ J , or equivalently, if its vanishing locus satisfies
V (J ) = {0}.
Let O0 be the ring of germs of holomorphic functions. We say a germ (f, 0) of
a function is real-analytic on (X, 0) if there is a germ of a real-analytic function
defined in (Cn, 0) whose restriction to (X, 0) is (f, 0). In this case we will often
identify (f, 0) with its extension. We say (f, 0) is a restriction of a holomorphic
function if there exists an extension such that (f, 0) ∈ O0.
To make notation easier, we will sometimes drop the (·, 0) notation when not
absolutely necessary for clarity. Given a small enough neighborhood, a real-analytic
function has a unique representative and we will generally identify the germ with
one of its representatives.
Let (X, 0) ⊂ Cn be an irreducible germ of a Segre nondegenerate n-dimensional
real-analytic subvariety of multiplicity k. That is, the Segre variety generically has k
points. Given a real-analytic function f(z, z¯) we let Af be the average 1k
∑
j f(z, ξj)
over the points ξ1, . . . , ξk of the Segre variety at z.
Our first main result is that f is a restriction of a holomorphic function if and
only if
A(f ℓ) = (Af)ℓ for all ℓ = 1, . . . , k.
Let us call R the restriction of A to the antiholomorphic functions. It turns out
that R contains all the information about (X, 0) and A, that is, finding a normal
form for R is equivalent to finding a normal form for (X, 0).
A natural question about the normal form of (X, 0) is the so-called flattening.
That is, does there exist a holomorphic function that is real-valued on (X, 0). We
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prove that a holomorphic function f is real-valued on X if and only if
R(f¯ ℓ) = f ℓ for all ℓ = 1, . . . , k.
Let us outline the structure of this paper. In §2, we explain the notation and
the setup of the problem including complexification and the Segre varieties. In
§3, we study the obstructions for a function to be the restriction of a holomorphic
function. In §4, we define the averaging operator. In §5, we discuss the restricted
averaging operator, and its application to flattening and show that it contains all
the necessary information to define X . In §6, we work out the flattening in some
examples.
2. Preliminaries
We start with some properties of the extrinsic complexification of a Segre-
nondegenerate germ: we recall that (X , 0) ⊂ (C2nz,ξ, 0) is a complexification of (X, 0)
if X ∩{z = ξ} as germs at the origin. We denote the projections onto the first and
the second factor by π1(z, ξ) = z and π2(z, ξ) = ξ, respectively.
Proposition 2.1. Let (X, 0) ⊂ (Cnz , 0) be a germ of a Segre nondegenerate irre-
ducible n-dimensional subvariety at the origin. Then there exist polydiscs ∆z ⊂ Cn
and ∆ξ ⊂ Cn, centered at the origin, and an n-dimensional closed complex sub-
variety X ⊂ ∆z × ∆ξ which is irreducible both globally and at the origin, such
that (X , 0) is the complexification of (X, 0), and an integer k, such that π1|X is
finite, and (π1|X )−1(z) consists of k points counting multiplicity for z ∈ ∆z, and
furthermore (π1|X )−1(0) = {0}.
The same statement holds with a possibly different pair of polydiscs ∆˜z ⊂ Cn
and ∆˜ξ ⊂ Cn and the projection onto the second coordinate π2.
Definition 2.2. If (X, 0) ⊂ (Cn, 0) is a germ at 0 of a Segre nondegenerate n-
dimensional subvariety, then we call the polydiscs ∆z × ∆ξ π1-good for (X, 0), if
they are small enough as above, and we will call the closed subvariety X ⊂ ∆z×∆ξ
the corresponding complexification; the polydiscs ∆˜z×∆˜ξ will be said to be π2-good,
and the corresponding complexification is defined likewise. We will call k the Segre
multiplicity of (X, 0).
The germ of X at the origin is well defined, and for small neighbourhoods the
corresponding complexification is just a representative of that germ in that neigh-
bourhood. We will therefore use X as a notation for the complexification in any
(small enough) neighbourhood.
Proof. We only the prove the corresponding statement for the π1-good polydiscs;
the π2-good polydiscs are done analogously. First we find a small enough neigh-
borhood of the origin and a complexification that is irreducible at the origin. That
follows by simply taking the smallest germ of a complex subvariety that contains
the germ of the set
{(z, ξ) : z¯ = ξ, z ∈ X}
at the origin, for some representativeX of (X, 0). If X were not irreducible, it would
imply (X, 0) is also reducible by restricting the components of X to the diagonal
z¯ = ξ. Making the neighborhood ∆z × ∆ξ small enough we can ensure that the
complexification is irreducible for any other smaller polydisc neighborhood.
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The subvariety X is n-real-dimensional, and hence X is n-complex-dimensional.
Because X is Segre nondegenerate, then the n-dimensional subspace {0} × Cn ⊂
Cn × Cn intersects X at an isolated point at the origin. In particular, this means
that locally near the origin, X is a multigraph of a k-valued holomorphic mapping
(see [20]). We can now choose ∆z small enough that (π1|X )−1 has generically k
preimages in ∆ξ (exactly k counting multiplicity), and furthermore that (π1|X )−1(0)
is the origin alone. 
In terms of the ideal I0(X) ⊂ C{z, z¯} of (X, 0), i.e. the set of germs of real-
analytic functions at 0 vanishing on X , we have that I0(X) is a real ideal. That
is, ι(I0(X)) ⊂ I0(X), where (ι̺)(z, z¯) = ¯̺(z¯, z). One can check that the ideal
of any complexification X (in either a π1- or a π2-good polydisc) at the origin
is given by I0(X ) = {̺(z, ξ) : ̺(z, z¯) ∈ I0(X)}. Now, because I0(X) is real, we
have that the involution ι : C{z, ξ} → C{z, ξ} defined by ι(̺)(z, ξ) = ¯̺(ξ, z) leaves
I0(X ) invariant. For a set A ⊂ Cn we are going to denote the by A∗ the set of
complex conjugates of elements of A. The preceding algebraic fact has the following
geometric interpretation:
Proposition 2.3. Let (X, 0) ⊂ (Cnz , 0) be a germ of a Segre nondegenerate irre-
ducible n-dimensional subvariety at the origin, X a complexification of X. Then
for a small enough neighbourhood ∆ of the origin, the map S : ∆ ×∆∗ → ∆×∆∗
defined by S(z, ξ) = (ξ¯, z¯) leaves X ∩ (∆×∆∗) invariant.
Proof. We can choose real generators of I0(X ), i.e. germs ̺1, . . . , ̺p ∈ C{z, ξ}
satisfying ̺j(z, ξ) = ¯̺j(ξ, z) for j = 1, . . . , p. Now, for z and ξ sufficiently close
to 0, (z, ξ) ∈ X if and only if ̺j(z, ξ) = 0 for all j, which in turn is equivalent to
¯̺j(z¯, ξ¯) = ̺j(ξ¯, z¯) = 0 for j = 1, . . . , p, i.e. (ξ¯, z¯) ∈ X . 
Proposition 2.3 allows us to identify representatives of (X, 0) with the diagonal
z = ξ¯ in X ∩ (∆ × ∆∗) for small polydiscs ∆. Whenever we need to refer to a
representative of the germ (X, 0), we will choose one of the form constructed in this
proposition.
Proposition 2.4. Let (X, 0) is an irreducible n-dimensional germ of a real subva-
riety at the origin. If (X, 0) is Segre nondegenerate, then at a generic dimension-n
regular point of a small enough representative, X is a maximally totally real sub-
manifold. Furthermore, the germ (X, 0) is not contained in any germ of a proper
complex analytic subvariety at the origin.
Proof. Let ∆z ×∆ξ be good for (X, 0) and let X be the corresponding complexifi-
cation. The projection (π1|X ) is generically k-to-1. If (X, 0) ⊂ (Y, 0) for a germ of
a proper complex analytic subvariety then (π1|X )−1(z) would be empty for z /∈ Y .
Hence, (X, 0) is not contained in any proper complex subvariety.
Since the discriminant set of π1|X is a complex subvariety in ∆z , at a generic
point z0 ∈ X we have that (z0, z¯0) is a regular point of X , and hence z0 is a regular
point of X . Then locally near (z0, z¯0), X can be written as a graph ξ = g(z), and
hence X near z0 is given by the (vector) equation z¯ = g(z). In other words X near
z0 is a maximally totally real submanifold. 
2.1. Symmetric functions and standard defining equations. We will now
recall some standard facts about analytic varieties from Whitney’s book [20] in the
setting we need.
SEGRE NONDEGENERATE TOTALLY REAL SUBVARIETIES 5
If (X, 0) is a Segre nondegenerate germ of multiplicity k, ∆˜z × ∆˜ξ is π2-good
for X , and X is the corresponding complexification, then one can consider the k
(generically distinct) points α1(ξ), . . . , αk(ξ) ∈ ∆˜z, defined for ξ ∈ ∆˜ξ, satisfying
(αj(ξ), ξ) ∈ X for j = 1, . . . , k as a point Z(ξ) = 〈α1(ξ), . . . , αk(ξ)〉 ∈ (Cn)ksym.
Here Xksym is the k-th symmetric power of X , i.e. the quotient of X
k with respect
to the equivalence relation identifying two points (α1, . . . , αk) with (β1, . . . , βk) if
βj = αℓj for some permutation j 7→ ℓj of {1, . . . , k}. We shall write α ∈ 〈α1, . . . , αk〉
if α = αj for some j.
The variety X can be considered as the multigraph of the holomorphic multi-
function Z(ξ) in ∆z ×∆ξ, meaning that for any symmetric function h : (Cn)k → C
the composition
h(Z(ξ)) = h(α1(ξ), . . . , αk(ξ)) ∈ H(∆ξ)
is holomorphic in ∆ξ.
The elementary symmetric functions on (Cn)k are the coefficients φℓ,γ of the
polynomial
Pn,k(x, u) =
k∏
j=1
(x− u · αj) =
k∑
ℓ=0

∑
γ∈Nn
|γ|=ℓ
φℓ,γ(α
1, . . . , αk)uγ

xk−ℓ.
In terms of the elementary symmetric functions Pℓ,k ∈ C[y1, . . . yk], where the
polynomial Pℓ,k(y
1, . . . , yk) is defined by
k∏
j=1
(x− yj) =
k∑
ℓ=0
Pℓ,k(y
1, . . . , yk)xk−ℓ,
they can also be expressed through the coefficients of the polynomials
Pℓ,k(u · α1, . . . , u · αk) =
∑
γ∈Nn
|γ|=ℓ
φℓ,γ(α
1, . . . , αk)uγ
In order to transfer results for symmetric functions of k scalar variables to the multi-
variate case, note that for any u ∈ Cn, and any symmetric polynomial P (y1, . . . , yk)
we have that P (u · α1, . . . , u · αk) is a symmetric function of (α1, . . . , αk) ∈ (Cn)k.
In particular, if we recall that the elementary symmetric polynomials Pℓ,k of the k
variables y1, . . . , yk uniquely identify 〈y1, . . . , yk〉 ∈ (C)ksym, just as the power sums
Sℓ,k =
k∑
j=0
(yj)
ℓ
do, we have the following Lemma.
Lemma 2.5. A point α = 〈α1, . . . , αk〉 ∈ (Cn)ksym is uniquely determined by each
of the following:
i) ϕℓ,γ(α
1, . . . , αk) for 0 ≤ ℓ ≤ k, |γ| = ℓ;
ii) Sβ(α
1, . . . , αk) =
∑k
j=1(α
j)β 0 ≤ |β| ≤ ℓ.
Proof. Let us start with i). If we know the ϕℓ,γ for |γ| = ℓ, 0 ≤ ℓ ≤ k, we
know Pℓ,k(u · α1, . . . , u · αk) for 0 ≤ ℓ ≤ k and every u ∈ Cn. Hence, we know
〈u · α1, . . . , u · αk〉 ∈ (C)ksym for every u ∈ Cn, and thus, 〈α1, . . . , αk〉 ∈ (Cn)ksym.
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For ii), if we know Sβ(α
1, . . . , αk) for |β| ≤ k, we know Sℓ,k(u ·α1, . . . , u ·αk) for
0 ≤ ℓ ≤ k and every u ∈ Cn, and as before, this means we know 〈u ·α1, . . . , u ·αk〉 ∈
(C)ksym for every u ∈ Cn, and therefore also 〈α1, . . . , αk〉 ∈ (Cn)ksym. 
If we look at the polynomial
Pn,k(u · z, u) =
∑
|γ|=m
Φγ(z, ξ)u
γ ,
the Φγ are polynomials in z with coefficients which are holomorphic in ξ ∈ ∆ξ. The
equations
Φγ(z, ξ) = 0, |γ| = k (1)
define X in ∆z ×∆ξ and will be referred to as the standard defining equations of
X . Note that
Φγ(z, ξ) =
k!
γ!
zγ +
∑
β<γ
aγβ(ξ)z
β . (2)
Example 2.6. The Bishop surface w = λ(z2 + z¯2) + |z|2 is a germ of a Segre-
nondegenerate hypersurface in C2 of multiplicity 2 if λ 6= 0. Its standard defining
equations are given by
Φ(2,0)(z, w, z¯, w¯) =
(
− w¯
λ
+
|z|2
λ
+ z¯2 + z2
)
,
Φ(1,1)(z, w, z¯, w¯) =
(w − w¯) (z¯ + 2λz)
λ
,
Φ(0,2)(z, w, z¯, w¯) = (w − w¯)2 .
We finally note that by Proposition 2.3 we can also consider the “barred” defining
equations (in a possibly smaller polydisc), where z and ξ change their roles, that
is, the functions
Φγ(ξ, z), |γ| = k, (3)
are also (standard) defining equations for X (considered as the complexification of
(X, 0) in a possibly smaller neighbourhood of the origin).
2.2. The Segre varieties as multifunctions. Given (X, 0) ⊂ Cn, the Segre
variety Sq of a point q¯ ∈ ∆˜ξ with respect to the π2-good polydiscs ∆˜z × ∆˜ξ is
usually defined by
Sq =
{
z ∈ ∆˜z : (z, q¯) ∈ X
}
,
where X is, as before, the complexification of (X, 0) with respect to ∆˜z × ∆˜ξ. For
generic q, we have that |Sq| = k. If we would like the map q 7→ Sq to be antiholomor-
phic, we need to identify it with the holomorphic multifunction Z : ∆˜ξ → (∆˜z)ksym
defined by
Z(ξ) = 〈z1(ξ), . . . , zk(ξ)〉, ξ ∈ ∆˜ξ, (4)
where Z(ξ) = (π2|X )−1(ξ) via Sq = Z(q¯). We can equivalently consider Ξ: ∆z →
(∆ξ)
k
sym,
Ξ(z) = 〈ξ1(z), . . . , ξk(z)〉, z ∈ ∆z, (5)
where Ξ(z) = (π1|X )−1(z) for suitable polydiscs ∆z×∆ξ; by Proposition 2.3, these
multifunctions (as germs at 0) are related by Z = Ξ (or equivalently Ξ = Z, where
we define the barred multifunction by Z(ξ) = Z(ξ).
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By Proposition 2.3, these two maps have additional properties which are usual
for Segre varieties. We combine this with the basic invariance result for holomorphic
maps: note that if H : (Cn, 0)→ (Cn′ , 0) is a germ of a holomorphic map satisfying
H((X, 0)) ⊂ (Y, 0), then the map H(z, ξ) = (H(z), H¯(ξ)) satisfies H((X , 0) ⊂
(Y, 0), where Y denotes the complexification of (Y, 0).
Lemma 2.7. Let (X, 0) ⊂ (Cn, 0), (Y, 0) ⊂ (Cn′ , 0) be germs of Segre-nondegenerate
real-analytic varieties at the origin, ∆˜z×∆˜ξ be π2-good for (X, 0), and ∆˜z′×∆˜ξ′ be
π′2-good for (Y, 0). Also, let H : (C
n, 0)→ (Cn′ , 0) be a germ of a holomorphic map
satisfying H((X, 0)) ⊂ (Y, 0). Let Z and Z ′ be defined as above. Then the following
hold (provided all of the expressions involved are defined, and the good polydiscs are
small enough):
i) p ∈ Z(q¯) if and only if q ∈ Z(p¯).
ii) z ∈ Z(z¯) if and only if z ∈ (X, 0).
iii) H(p) ∈ Z ′(H(q)) if p ∈ Z(q¯).
Proof. The content of the Lemma are just convenient restatements of the fact that
Z(ξ) = π−1z (ξ) (and similarly for Z
′). So in order to prove i), p ∈ Z(q¯) means that
(p, q¯) ∈ X , which in turn means that (q, p¯) ∈ X , i.e. q ∈ Z(p¯) (provided the latter
is defined). ii) follows similarily.
For iii), we appeal to the fact thatH((X , 0)) ⊂ (Y, 0), which means that p ∈ Z(q¯)
implies (H(p), H(q)) ∈ Y, i.e. H(p) ∈ Z ′(H(q)). 
2.3. Real-analytic and formal functions on (X, 0). A function f : X ∩U → C
is said to be real-analytic on X∩U if there exists a neighbourhood U˜ ofX in Cn and
a real-analytic function f˜ : U˜ → C on Cn such that f˜ |X∩U = f . The set Cω(X, 0)
of germs of real-analytic functions on X at 0 is therefore naturally identified with
the local function ring of X at 0, which we are going to denote by
C{X} = C{z, z¯}upslopeI0(X).
We also define the ring of formal functions of X by
CJXK = CJz, z¯KupslopeIˆ0(X),
where Iˆ0(X) = CJz, z¯KI0(X) is the ideal generated by I0(X) ⊂ CJz, z¯K in the
ring of germs of formal power series. Note that Iˆ0(X) is again a real ideal. The
corresponding rings in the complexification are
C{X} = C{z, ξ}upslopeI0(X ), CJX K =
CJz, z¯KupslopeIˆ0(X ).
Note that the rings C{X} and C{X} as well as CJX K and CJXK are isomorphic;
however, it is convenient to distinguish between X and its complexification X .
An important remark, echoing Proposition 2.4 in the formal setting, is that the
natural maps
CJzK → CJXK, CJzK → CJX K, CJz¯K → CJXK, CJξK → CJXK,
are all injections:
Lemma 2.8. If (X, 0) is a Segre-nondegenerate germ, then there are natural in-
clusions
CJzK ⊂ CJXK, CJzK ⊂ CJX K, CJz¯K ⊂ CJXK, CJξK ⊂ CJXK.
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Proof. We only prove this for CJz¯K ⊂ CJXK, the other assertion being either di-
rect consequences or analogous to that. Since X is Segre-nondegenerate, if we
choose a set of generators ̺1, . . . , ̺d of I0(X), the map Cn ∋ z 7→ H(z) =(
̺1(z, 0), . . . , ̺d(z, 0)
) ∈ Cd is finite. Therefore, the matrix ∂H∂z (z) is generically
of full rank; hence the matrix ∂̺∂z (z, z¯) is also. If now a function of the form ϕ(z¯) is
congruent to 0 mod I0(X), we can write
ϕ(z¯) =
d∑
j=1
ϕj(z, z¯)̺
j(z, z¯).
Taking a derivative with respect to z yields
0 =
∑
j
ϕj(z, z¯)̺
j
z(z, z¯) +
∑
j
ϕj,z(z, z¯)̺
j(z, z¯),
and so (since the ̺jz(z, 0) are generically independent) we have that ϕj(z, 0) = 0.
Now assume that we know that ϕj,z¯α(z, 0) = 0 for |α| < k. We take a β ∈ Nn
with |β| = k and compute
∂|β|ϕ
∂z¯β
=
∑
j
ϕj,z¯β̺
j + P (ϕj,z¯α : |α| < k).
Taking the derivative with respect to z once again and evaluating at z¯ = 0 yields
ϕj,z¯β (z, 0) = 0. By induction, we therefore have ϕj(z, z¯) = 0, j = 1, . . . , d, and
hence ϕ = 0. 
2.4. Remark: Formal varieties. One can, instead of working with ideals coming
from an actual manifold X , often also obtain results which are valid for formal
Segre-nondegenerate varieties:
Definition 2.9. A radical ideal Iˆ ⊂ CJz, z¯K is said to define a formal Segre non-
degenerate variety Xˆ (at 0) if
(1) Iˆ is real, i.e. σ(Iˆ) ⊂ Iˆ, and
(2) S =
{
̺(z, 0): ̺ ∈ Iˆ
}
is an ideal of definition, i.e. there exists a k such that
the maximal ideal mˆ ⊂ CJz, z¯K satisfies mˆk ⊂ Iˆ.
The Segre multiplicity of the formal variety Xˆ is defined to be dimC
CJzKupslopeS.
We will use the same notation for formal varieties Xˆ (defined by the ideal Iˆ0(Xˆ))
that we introduced real-analytic varieties above. In particular, we would like to
point out that Lemma 2.8 holds (with the same proof) in this setting: i.e. we have
that
CJzK ⊂ CJXˆK, CJzK ⊂ CJXˆ K, CJz¯K ⊂ CJXˆK, CJξK ⊂ CJXˆK.
3. Obstructions to holomorphicity
It is well known that for a real-analytic maximally real submanifold E, every
real-analytic function on E is the restriction of a holomorphic function in a neigh-
bourhood of E. In the presence of a singularity, this is not necessarily the case any
longer, as the following simple example shows.
SEGRE NONDEGENERATE TOTALLY REAL SUBVARIETIES 9
Example 3.1. Consider the variety X in C2(z,w) defined by
z3 = w2 + w¯2.
This variety is Segre-nondegenerate, of Segre multiplicity 6, and one checks that
the real-analytic function w¯|X is not the restriction of any holomorphic function in
C2 to X . Indeed, if it were, say w¯|X = f(z, w), then by Proposition 2.4 we would
have f(z, w)2 = z3 − w2 as germs at the origin, which is absurd.
However, the Segre multiplicity of (X, 0) gives a rough bound for how many
nonholomorphic real-analytic functions there are.
Proposition 3.2. Let (Xˆ, 0) ⊂ (Cn, 0) be a formal Segre nondegenerate subvariety,
of Segre multiplicity k. Then there exists an operator
T : CJz, z¯K → CJzK[z¯]
valued in the space of polynomials of degree at most k in z¯ such that for every formal
power series f ∈ CJz, z¯K, we have that Tf(z, z¯) ∈ CJzK[z¯] is a representative for the
class of f in CJXˆK. Furthermore, if X is a real-analytic variety and if f ∈ C{X},
then Tf ∈ C{z, z¯}.
Proof. We use the standard defining equations introduced in (1) above in their
conjugate versions in an adaptation of standard Weierstrass division. So let
Φ¯γ(z¯, z) =
k!
γ!
z¯γ +
∑
β<γ
aγβ(z)z¯
β ∈ Iˆ0(Xˆ),
where the aγβ(z) ∈ CJzK vanish at 0. For any formal power series ϕ(z, z¯), we write
ϕ(z, z¯) = ϕ0(z, z¯) +
∑
|γ|=k
z¯γTγϕ(z, z¯)
with ϕ0(z, z¯) a polynomial of degree at most k in z¯ and some choice of Tγ . Consider
the operator S : CJz, z¯K → CJz, z¯K defined by
(Sϕ)(z, z¯) = ϕ0(z, z¯) +
∑
|γ|=k
γ!
k!
Φ¯γ(z¯, z)Tγϕ(z, z¯).
Then (I − S)ϕ vanishes to order strictly exceeding the order of vanishing of ϕ at
0. It follows that S is bijective, its inverse given by S−1f =
∑
j(I − S)jf . Given a
formal power series f(z, z¯), denote by ϕ(z, z¯) = (S−1f)(z, z¯). We then have
f(z, z¯) = (Sϕ)(z, z¯) = ϕ0(z, z¯) +
∑
|γ|=k
γ!
k!
Φ¯γ(z¯, z)Tγϕ(z, z¯).
Therefore, f(z, z¯) and ϕ0 (which is a polynomial of degree at most z) agree modulo
the standard defining equations of Xˆ.
For the proof of convergence, we need a little preparation, even though it is very
similar. In that case, X is given by real-analytic equations, and hence the aγβ(z)
converge in a neighbourhood of the origin. We denote by ∆pr and ∆
q
s two polydiscs
(of arbitrary polyradius r and s, respectively) in Cp and Cq, respectively. We first
prove the following
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Claim: For p, q, and k ∈ N, there exist operators Tγ : H∞(∆pr ×∆qs) for γ ∈ Nq
with |γ| = k such that
ϕ(z, w) = ϕ0(z, w) +
∑
|γ|=k
wγTγϕ(z, w)
where ϕ0(z, w) is a polynomial of degree less than k in w, and such that with ‖·‖K
denoting the supremum norm over a set K,
‖Tγϕ(z, w)‖∆pr×∆qs ≤
(
2
s
)γ
‖ϕ(z, w)‖∆pr×∆qs .
The proof of this claim is by induction on q. For n = 1, we write
ϕ(z, w1) = ϕ(z, 0) + w1(Tϕ)(z, w),
where Tϕ(z, w1) =
ϕ(z,w1)−ϕ(z,0)
w1
clearly satisfies
‖Tϕ‖∆r×∆s ≤
2
s1
‖ϕ‖∆r×∆s .
We can thus write
ϕ(z, w1) =
k−1∑
j=0
ϕj(z)w
j
1 + w
k
1 (T
kϕ)(z, w1),
with
‖ϕj‖∆pr×∆s1 ≤
(
2
s1
)j
‖ϕ‖∆pr×∆s1 ,
∥∥(T kϕ)(z, w1)∥∥∆pr ≤
(
2
s1
)k
‖ϕ‖∆pr×∆s1 .
Assuming that we know the corresponding estimates in dimension q−1, we write
w = (w′, wn) ∈ Cn−1 × C and (as before in the one variable case) obtain
ϕ(z, w) =
k−1∑
j=0
ϕj(z, w
′)wjn + w
k
n(T
kϕ)(z, w),
with
‖ϕj‖∆pr×∆q−1s′ ≤
(
2
sn
)j
‖ϕ‖∆pr×∆qs ,
∥∥(T kϕ)(z, w1)∥∥∆pr×∆qs ≤
(
2
s
)k
‖ϕ‖∆pr×∆qs .
We thus define T(0,...,0,k) := T
k and for ℓ < k,
T(γ′,ℓ)ϕ(z, w) = Tγ′ϕℓ(z, w
′),
which satisfies all of our requirements.
With the claim, we can now set up the operator S as in the formal part of the
proof, but as an operator between H∞(∆nr ×∆ns ), for small (r, . . . , r) and (s, . . . , s).
When estimating I − S, one now obtains that
‖(I − S)ϕ‖∆nr×∆ns ≤ C
maxγ,β
∥∥aβγ∥∥∆pr
sk
,
which for small r is small, and thus, for such r this operator is invertible (as an
endomorphism of the Banach space H∞(∆nr ×∆ns )). The rest of the proof is then
exactly as before. 
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Recall from § 2.4 that CJzK ⊂ CJXˆK. The preceding Proposition says in partic-
ular that
dimC
CJXˆK
upslopeCJzK ≤
(
n+ k − 1
k − 1
)
is finite.
The next theorem characterizes holomorphy of a germ f(z, z¯) in the sense that
a real-analytic function on a real-analytic Segre nondegenerate variety comes from
the restriction of a holomorphic function if (and only if) its complexification is
constant along the fibers of the projection on the first coordinate.
Theorem 3.3. Let (X, 0) ⊂ (Cn, 0) be an irreducible germ of a Segre nondegenerate
n-dimensional real-analytic subvariety. Let f ∈ Cω(X, 0) be represented by f(z, z¯) ∈
C{z, z¯}, so that f is holomorphic on ∆z ×∆ξ, which we assume to be π1-good for
(X, 0). Denote by X ⊂ ∆z × ∆ξ the corresponding complexification. Then there
exists a holomorphic function F : ∆z → C such that f(z, z¯) = F (z) for z ∈ X close
by the origin if and only if there exists an open set U ⊂ ∆z such that
f(z, ξ1) = f(z, ξ2) (6)
whenever z ∈ U and (z, ξ1) ∈ X and (z, ξ2) ∈ X .
Proof. We only need to prove the “if” part. As X is irreducible, then the regular
part Xreg is connected. Suppose π1 is generically k to 1. Let V ⊂ Xreg be the set
where π1 is k to 1, that is V = Xreg \ π−11 (D) where D is the discriminant set of
the projection, a complex analytic subvariety. Taking two preimages ξ1 and ξ2 as
functions of z, then for any z0 ∈ ∆z \D we can analytically continue f(z, ξ1(z))−
f(z, ξ2(z)) until we get to a z ∈ U . As U is an open set and f(z, ξ1(z))−f(z, ξ2(z))
is identically zero on U , we find that f(z0, ξ1(z0))−f(z0, ξ2(z0)). Or in other words,
f(z, ξ1) = f(z, ξ2) whenever z ∈ ∆z \D and (z, ξ1) and (z, ξ2) are in X .
Thus for all z ∈ ∆z \D, define F (z) = f(z, ξ) for some ξ such that (z, ξ) ∈ X .
Clearly F is well defined by the above argument. F is locally bounded as f is
locally bounded in all of ∆z ×∆ξ. Further D is a subvariety of ∆z , and so by the
Riemann extension theorem, F is a holomorphic function on ∆z. 
In the next section we will introduce the “right” formulation of the preceding
Theorem in order to be able to make it into a formal statement as well.
4. The averaging operator
Let (X, 0) ⊂ (Cn, 0) be an irreducible germ at 0 of Segre-nondegenerate n-
dimensional subvariety, of Segre multiplicity k. Let ∆z × ∆ξ be good for (X, 0),
and let X ⊂ ∆z ×∆ξ be the corresponding complexification.
In the previous section we proved that a function on X that complexifies to
∆z × ∆ξ is a restriction of a holomorphic function if and only if ξ 7→ f(z, ξ) is
constant on (π1|X )−1(z). We may therefore average out an arbitrary real analytic
function to obtain a holomorphic function as follows.
We recall the multifunctions Z(ξ) and Ξ(z), which are defined near the origin
with values in (∆z)
k
sym and ∆˜ξ, respectively, by (4) and (5). Given a germ of a real-
analytic function f ∈ C{z, z¯}, assume that f extends to be a holomorphic function
on ∆×∆, so that
g(z, 〈ω1, . . . , ωk〉) = 1
k
k∑
j=1
f(z, ωj), (7)
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is a holomorphic function on ∆ × (∆)ksym. For a suitable neighbourhood polydisc
∆˜ ⊂ ∆, we can assume that Ξ(∆˜) ⊂ (∆)ksym.
Hence we can define a holomorphic function Af : ∆˜→ C by
(Af)(z) = g (z,Ξ(z)) = 1
k
k∑
j=1
f(z, ξj(z)) (8)
This definition gives a (linear) map A : C{z, z¯} → C{z}, and the reader can
check that A : CJz, z¯K → CJzK can be defined for formal power series, even if Xˆ is
merely assumed to be formal.
The next result summarizes the properties which show that the operator A
encodes the obstruction to holomorphic extension of a real-analytic function on
(X, 0).
Lemma 4.1. Let (X, 0) be a germ of a real-analytic Segre nondegenerate variety.
The mapping A has I0(X) ⊂ kerA. In particular, it descends to a map (again
denoted by the same letter) A : Cω(X, 0)→ C{z}.
A function f ∈ Cω(X, 0) is the restriction of a germ of a holomorphic function
on Cn if and only if Af |X = f |X .
Proof. We have already discussed linearity. If ̺ ∈ C{z, z¯} vanishes on (X, 0), its
complexification vanishes on X , and hence A̺ = 0. For the last statement, we
only need to prove the necessity of the given characterization. By Theorem 3.3,
f(z, ξ1) = f(z, ξ2) when (z, ξ1), (z, ξ2) ∈ X . It follows that Af |X = f |X . 
We note that together with Proposition 3.2, this gives a rather complete picture
of the obstructions to holomorphicity: they are encoded in the behaviour of A on
functions of the form z¯α for |α| < k. Before we discuss this fact further, we give
some examples.
Example 4.2. We again consider the Bishop surface w = λ(z2 + z¯2) + zz¯. The
function Ξ(z) is computed to be
Ξ(z) =
〈(
−z +√−4λ2z2 + z2 + 4wλ
2λ
,w
)
,
(
−z −√−4λ2z2 + z2 + 4wλ
2λ
,w
)〉
.
One therefore computes that
Az¯ = −z
2λ
, Aw¯ = w.
Note that the computation of
Az¯2 = 2λw + (1− 2λ
2)z2
λ2
.
can be done using the defining relation of the surface as well as direct application
of the definition of the averaging operator. We will return to this observation in
more generality below.
First, the averaging operator depends only on values on X , which is clear since
Af is holomorphic, but we have more. The following proposition replaces equality
of two real-analytic functions on (X, 0) by equality of two germs of holomorphic
functions (Cn, 0). In particular, since A is defined canonically, we no longer need
to consider the defining functions of X . Furthermore this equality can now be done
formally.
SEGRE NONDEGENERATE TOTALLY REAL SUBVARIETIES 13
Proposition 4.3. Suppose (X, 0) ⊂ Cn is an irreducible germ of a Segre nonde-
generate n-dimensional real-analytic subvariety of multiplicity k. Let f and g be
germs of real-analytic functions. Then f |X = g|X if and only if A((f − g)ℓ) = 0
for all ℓ = 1, . . . , k.
Proof. If f |X = g|X , then also their complexifications are equal on the complex-
ification of X . For a point on X , Af only depends on the values of f on the
complexification of X , and so Af = Ag; the same argument holds for all powers of
f and g.
On the other hand suppose A((f − g)ℓ) = 0 for all ℓ = 1, . . . , k. Consider a good
neighbourhood ∆z × ∆ξ for X . We can assume that X is a closed subset of ∆z.
Fix a point z ∈ X . By the definition of the averaging operator and the hypothesis
of the proposition,
k∑
j=1
(
f(z, ξj(z))− g(z, ξj(z)))ℓ = 0 (9)
The power sums for powers 1 through k uniquely determine an unordered set of k
complex numbers. Hence it must be that f(z, ξj(z)) = g(z, ξj(z)) for all j. Since
z ∈ X , then for at least one j, we have ξj(z) = z¯ and therefore, f(z, z¯) = g(z, z¯). 
Similarly, we can check if a function is a restriction of a holomorphic function.
Theorem 4.4. Suppose (X, 0) ⊂ Cn is an irreducible germ of a Segre nondegen-
erate n-dimensional real-analytic subvariety of multiplicity k. Suppose that f(z, z¯)
is a real-analytic function. Then f |X ∈ C{z} if and only if A(f ℓ) = (Af)ℓ for all
ℓ = 1, . . . , k.
Proof. If f |X = h|X for a holomorphic h, then f ℓ|X = hℓ|X for all ℓ and therefore
A(f ℓ) = hℓ = A(f)ℓ for all ℓ.
On the other hand, suppose A(f ℓ) = (Af)ℓ for all ℓ = 1, . . . , k and let h = Af .
Then
A(f − h)ℓ =
ℓ∑
j=0
(−1)j
(
ℓ
j
)
hℓ−jA(f j) = 0,
and so by Proposition 4.3, f = Af , i.e. f is holomorphic. 
5. Flattening and other applications of averaging
Even though we introduced the averaging operator for arbitrary real-analytic
function germs on (X, 0), it is completely determined by its action on the subspace
C{z¯} ⊂ Cω(X, 0). We therefore define the restricted averaging operator
R = A|C{z¯} : C{z¯} → C{z}. (10)
The operator A can be recovered from R since
A(zαz¯β) = zαA(z¯β) = zαR(z¯β). (11)
We can use the restricted averaging operator to characterize another important
property of a real-analytic variety (X, 0), namely, whether it is flattenable. We will
say that (X, 0) can be flattened if there exists a germ of a holomorphic function
f(z) ∈ C{z} such that f |X has real values. We shall write f¯ ∈ C{z¯} for the
antiholomorphic function defined by f¯(z¯) = f(z). The terminology is explained
by the fact that (X, 0) can be flattened if and only if there exists a (possibly
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singular) Levi flat hypersurface, defined by Im f = 0, containing (X, 0). Also being
flattenable is encoded in the averaging operator.
Theorem 5.1. Suppose (X, 0) ⊂ Cn is an irreducible germ of a Segre nondegener-
ate n-dimensional real-analytic subvariety of multiplicity k. Suppose that f(z, z¯) is
a real-analytic function. Then a holomorphic function f is real-valued on X (that
is, X is flattenable) if and only if R(f¯ ℓ) = f ℓ for all ℓ = 1, . . . , k.
Proof. If f is a holomorphic function that is real-valued on X , then f¯ ℓ|X = f ℓ|X
for all ℓ. Hence R(f¯ ℓ) = R(f ℓ) = f ℓ for all ℓ.
On the other hand, suppose that R(f¯ ℓ) = f ℓ for all ℓ = 1, . . . , k. We can then
compute that
A(f − f¯)ℓ =
ℓ∑
j=0
(−1)j
(
ℓ
j
)
f jR(f¯ ℓ−j) = 0.

As a final application of the restricted averaging operator R, we note that it
contains all the information necessary to define X .
Theorem 5.2. Let M1, M2 be germs of Segre-nondegenerate real-analytic subva-
rieties of multiplicity k, and let R1, R2 be their restricted averaging operators. If
R1z¯β = R2z¯β for every β with |β| ≤ k, then M1 = M2.
Proof. We claim that given the restricted averaging operator of any such varietyM
allows us to reconstruct the defining equation. The restricted averaging operator
gives us the power sums of all monomials z¯β for |β| ≤ k, from which we can explicitly
compute the elementary symmetric functions (see e.g. [16]) needed to construct the
standard defining equations (1). Thus, M is uniquely determined by its restricted
averaging operator. 
6. Examples of flattening
We are now going to consider in some detail models of the form
Mp : w = p(z, z¯) =
∑
j
αjz
j z¯k−j ,
in particular, for the cases k = 2, 3. These were considered by Moser–Webster [18]
for k = 2 and Harris [7] for k ≥ 2 before. Harris showed that one can consider
them as the lowest order invariant (in a suitable sense) at a CR singular point of a
codimension 2 submanifold of C2.
We shall, for our purposes, introduce weights k for w and 1 for z and use a bit
of a different normalization than Harris did, adapted in particular to the case that
we are interested in, namely, that Mp is Segre nondegenerate, which means that
p(z, 0)≡/ 0 in our setting.
This allows us to choose coordinates in such a way that αk = 0 and α0 = 1.
This fixes coordinates (z, w) for Mp up to a finite group of rotations in z, unless
p(z, z¯) = z¯2k + αk|z|2k; in that case, we can normalize further so that αk ≥ 0.
The averaging operator for Mp will be denoted by Ap, and the restricted averag-
ing operator for Mp will be denoted by Rp. We also denote the space of (weighted)
bihomogeneous polynomials of degree a in (z, w) and b in (z¯, w¯) by
Pa,b :=
{
p ∈ C[z, w, z¯, w¯] : p(tz, tkw, sz¯, skw¯) = tasbp(z, w, z¯, w¯)} .
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We then have
Lemma 6.1. The averaging operator Ap maps weighted homogeneous polynomials
to weighted homogeneous polyonomials:
Ap : Pa,b → Pa+b,0, Rp : P0,b → Pb,0.
Proof. It is enough to show that the restricted averaging operator satisfies the
claim. Denoting as usual by ξ1(z, w), . . . , ξk(z, w) the points (z, w, ξj(z, w)) ∈ X ,
where the complexification is now defined on all of C4, we write ξj = (ζj , ηj) and
first find that the elementary symmetric functions s1, . . . , sk of the ζj satisfy
sk(ζ1(z, w), . . . , ζk(z, w)) = −w, sj(ζ1(z, w), . . . , ζk(z, w)) = αjzj .
If we now compute the restricted averaging operator, we have
R(z¯rw¯s) = R(z¯rp¯(z¯, z)s)
= R
(
ks∑
ℓ=s
Aℓz¯
r+ks−ℓzℓ
)
=
ks∑
ℓ=s
Aℓ

1
k
k∑
j=1
(ζj(z, w))r+ks−ℓzℓ

 .
Now each of the power sums 1k
∑k
j=1(ζ
j(z, w))r+ks−ℓ is homogeneous (in z and w)
of degree r + ks − ℓ, because by the basic theorem on symmetric polynomials, we
can rewrite the power sum as a polynomial of the form
1
k
k∑
j=1
(ζj(z, w))r+ks−ℓ = S(s1(ζ(z, w)), . . . , sk(ζ(z, w)))
= S(α1z, α2z
2, . . . , αk−1z
k−1,−w)
where S(x1, . . . , xk) is weighted homogeneous of degree r + ks − ℓ, when xj has
weight j. The claim follows. 
The representation of a real-analytic function as a polynomial in (z¯, w¯) with
holomorphic coefficients is also very simple on our models.
Lemma 6.2. Every real-analytic germ f ∈ Cω(Mp, 0) can be written uniquely in
the form
f(z, w, z¯, w¯) =
k−1∑
j=0
fj(z, w)z¯
j .
Proof. We use Weierstrass division: First, we divide f(z, w, z¯, w¯) by w¯ − p¯(z¯, z),
which yields
f(z, w, z¯, w¯) = (w¯ − p¯(z¯, z)) q(z, w, z¯, w¯) + r(z, w, z¯),
and then the remainder r by w − p(z, z¯), regarded as a k-regular function in z¯:
r(z, w, z¯) = (w − p(z, z¯)) q˜(z, w, z¯) +
k−1∑
j=0
fj(z, w)z¯
j .
For the last part of the statement, apply Theorem 4.1. 
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Let us remark that the product of two such representations can be computed
quite efficiently, since one can use the defining equation
z¯k + α1z¯
k−1z + · · ·+ αk−1z¯zk−1 − w = 0
to express z¯j for j ≥ k recursively.
An adaptation of that idea is the basis for the proof of the following:
Lemma 6.3. The restricted averaging operator satisfies
R(z¯aw¯b) =
{
O(z) b ≥ 1 or a 6∼= 0 mod k,
w
a
k +O(z) b = 0 and a ∼= 0 mod k.
Proof. Recalling that Mp is given by w = p(z, z¯) or equivalently by w¯ = p¯(z¯, z),
where
p(z, z¯) = z¯k +
k−1∑
j=1
αjz
j z¯k−j ,
we have that
z¯asaw =
∑
j
αjz
j z¯k−j+asa.
Applying R and summing over a ∈ N, we write
R(s) =
∞∑
a=0
R(z¯a)sa, Rc(s) =
∑
a
a<c
R(z¯a)sa,
and obtain
R(s)w =
k−1∑
j=0
αjz
jR(s)−Rk−j(s)
sk−j
so that
R(s) =
∑
j αjz
jsj−kRk−j(s)
p(z, s−1)− w =
1 +O(z)
1 +O(z)− skw .
This proves the claim for b = 0. For b ≥ 1, we see from the defining equation of
Mp that w¯ = O(z), so that R(z¯
aw¯b) = O(z) also. 
Example 6.4. Let us discuss the standard quadric in our context. Its defining
equation will be written as
w = z¯2 + 2µzz¯, 0 ≤ µ <∞ (12)
(we use α1 = 2µ because it simplifies some of the formulas which follow). The
associated ζ1, ζ2 are given by
ζ1(z, w) = −µz +
√
w + µ2z2, ζ2(z, w) = −µz −
√
w + µ2z2.
The restricted averaging operator is given by
Rz¯ = −µz, Rw¯ = (1 − 2µ2)z2,
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In the case of the quadric, we can actually also give formulas for R based on
Rz¯j = 1
2
((
−µz +
√
w + µ2z2
)j
+
(
−µz −
√
w + µ2z2
)j)
= (−1)j
⌊j/2⌋∑
p=0
(
j
2p
)
(µz)j−2p(w + µ2z2)p
= (−1)j
⌊j/2⌋∑
p=0
p∑
q=0
(
j
2p
)(
p
q
)
(µz)j−2p+2qwp−q ;
the formulas for Rz¯jw¯k can be worked out similarly. We also note that the gener-
ating function R(s) from above is given explicitly by
R(s) =
1− µz + 2µzs
1 + 2µzs− w .
The real-valued formal holomorphic maps on a model manifold can be explicitly
described as follows.
Theorem 6.5. Assume that f ∈ CJz, wK is real-valued (but not constant) on Mp,
and that p(z, z¯) 6= z¯k. Then there exists a unique ϑ ∈ R such that eiϑp(z, z¯) +
e−iϑzk = e−iϑp¯(z¯, z) + eiϑz¯k and
f(z, w) =
∞∑
j=0
fj(e
iϑw + e−iϑzk)j , fj ∈ R.
Proof. We first check that it is enough to determine the weighted homogeneous
polynomials P (z, w) with the property that P¯ (z¯, w¯) = P (z, w) on M , and to show
that these need to be of the form P (z, w) = fj(w + z
k)j . Indeed, if we know
the statement for the polynomials, then given any f ∈ CJz, wK, we decompose
f =
∑∞
j=j0
Pj with Pj0 6= 0. f being real-valued implies that R(f¯a) = fa for
a = 1, . . . , k, so that R(P¯ aj0 ) = P aj0 for a = 1, . . . , k and thus Pj0 is real valued on
M . The series f˜ = f − Pj0 is therefore of higher vanishing order than f and still
real valued. Inductively, we can rewrite f as a sum of real-valued homogeneous
polynomials.
By homogeneity reasons, for 1 ≤ j < k, every homogeneous polynomial of degree
j is necessarily a polynomial of z and therefore never real-valued.
For a homogeneous polynomial of degree k, we have Pk(z, w) = az
k + bw, which
restricted to Mp becomes
Pk(z, p(z)) = az
k + bz¯k +
∑
j=1
bαjz
j z¯k−j .
Hence Pk is real-valued on Mp if and only if a = b¯ and b¯α¯j = bαk−j for j =
1, . . . , k − 1. By assumption, at least one of the αj is not zero, so that we can
find the ϑ in the polar decomposition b = fke
−iϑ from p alone. Hence, we have
Pk = fk(e
iϑw + e−iϑzk) as claimed.
We now proceed by induction on the degree j of P , and assume that we have
proved our claim for all weighted homogeneous polynomials of lesser degree. After
dividing by (eiϑw + e−iϑzk), we have that
P (z, w) = (eiϑw + e−iϑzk)q(z, w) + r(z),
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with q weighted homogeneous of degree j − k. Since P = P¯ on M , we have that
(eiϑw + e−iϑzk)(q(z, w) − q(z, w)) = r(z)− r(z)
on M . Now both the left and the right hand side of this equation are imaginary-
valued on M . One checks as before that this means that r = 0. It follows that
q(z, w) = q(z, w), and so the induction hypothesis applies to q; if q is of weighted
degree not divisible by k, this means that q = 0, while if q is of weighted degree
divisible by k, q is a real multiple of (eiϑw + e−iϑzk)j . 
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