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a b s t r a c t
In this paper, we introduce and consider a new class of equilibrium variational inequali-
ties, called the mixed general equilibrium bifunction variational inequalities. We suggest
and analyze some proximalmethods for solvingmixed general equilibriumbifunction vari-
ational inequalities using the auxiliary principle technique. Convergence of these methods
is considered under somemild suitable conditions. Several cases are also discussed. Results
in this paper include some new and known results as special cases.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Variational inequalities, which were introduced and first studied in the sixties, have been seen to be an important and
interesting branch of mathematical sciences with applications in industry, regional sciences, and pure and applied sciences.
Variational inequalities can be viewed as natural extensions of the variational principles. It is a well-known fact that the
optimality conditions for the minimum of a differentiable convex function on a convex set can be characterized by means
of the variational inequalities. Noor [1] has shown that the optimality conditions for differentiable nonconvex functions
on the nonconvex set can by characterized by means of a class of variational inequalities, called the general variational
inequalities. It has been shown that a wide class of odd-order and nonsymmetric boundary value problems can be studied
in the unified and general framework of the general variational inequalities. Related to the variational inequalities, there is
an equilibriumproblem,which ismainly due to BlumandOettli [2] andNoor andOettli [3]. Such problems have been studied
extensively in recent years due to their importance in pure and applied sciences. These problems have been extended and
generalized in several directions using novel and innovative ideas and techniques. See [2,4–10,1,11–18,3,19–32] and the
references therein for the applications, formulation, numerical methods and other aspects for the variational inequalities
and equilibrium problems.
Motivated and inspired by the research going on in this dynamic and interesting field, we introduce and study a new
class of equilibrium problems and bifunction variational inequalities, called the mixed general equilibrium bifunction
variational inequalities, in a unified manner. This class includes the mixed general equilibrium problems and the mixed
general bifunction variational inequalities as special cases. We have shown that the minimum of a sum of differentiable
nonconvex and directionally (Gateaux) differentiable nonconvex functions can be characterized by means of this new class
of general equilibrium bifunction variational inequalities. We note that the projection method and its variant form, the
resolvent method, cannot be used to suggest some iterative methods for solving the mixed general equilibrium bifunction
variational inequalities. This factmotivated us to use the technique of the auxiliary principle of Glowinski et al. [9] to suggest
and analyze some implicit iterative methods for solving the mixed general equilibrium bifunction variational inequalities;
see Algorithms 3.1–3.3. We also consider the convergence criterion for the proposedmethod (Algorithm 3.1) under suitable
mild conditions, thus obtaining themain results (Theorems 3.1 and 3.2) of this paper. Several special cases of ourmain results
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are also considered. Results obtained in this paper may be viewed as an improvement and refinement of the previously
known results. These may be extended to other classes of variational inequalities and equilibrium problems. Comparison
of these methods with other methods is an interesting problem for future research. Readers are encouraged to find novel
applications of the general equilibrium bifunction variational inequalities in pure and applied sciences.
2. Preliminaries
Let H be a real Hilbert space, whose inner product and norm are denoted by ⟨·, ·⟩ and ∥·∥ respectively. Let F(·, ·), T (·, ·) :
H × H → R be two bifunctions and let ϕ(·) be a continuous function. We recall the following well-known results and
concepts.
For given bifunctions F(·, ·), T (·, ·) : H×H → R and nonlinear operator g : H → H , we consider the problem of finding
u ∈ H such that
F(g(u), g(v))+ T (u, g(v)− g(u))+ φ(g(v))− φ(g(u)) ≥ 0, ∀v ∈ H. (2.1)
An inequality of the type (2.1) is called a mixed general equilibrium bifunction variational inequality. We now show that
the minimum of a sum of a differentiable nonconvex function, a directionally (Gateaux) differentiable nonconvex function
and a nondifferentiable nonconvex function can be characterized bymeans of a class ofmixed general equilibriumbifunction
variational inequalities of type (2.1). For this purpose, we recall the following well-known concepts, which are mainly due
to Youness [27] and Noor [18].
Definition 2.1. Let K be subset in the real Hilbert space H . The set K is said to be a g-convex set with respect to the operator
g : H → H if and only if
(1− t)g(u)+ tg(v) ∈ K , ∀u, v ∈ K : g(u), g(v) ∈ K , t ∈ [0, 1].
It is clear that every convex set is a g-convex set, but the converse is not true; see [18]. Note that if g ≡ I , then a g-convex
set is a convex set.
Definition 2.2. Let K be a g-convex set in H . A function f on the g-convex set K is said to be a g-convex function if and
only if
f ((1− t)g(u)+ tg(v)) ≤ (1− t)f (g(u))+ tf (g(v)), ∀u, v ∈ H : g(u), g(v) ∈ K , t ∈ [0, 1].
It is known that every convex function is a g-convex function, but the converse is not true; see Noor [18]. For more
information, see [11–13,18,27].
Remark 2.1. We now show that the minimum of a sum of differentiable, directionally differentiable and nondifferentiable
g-convex functions can be characterized by means of a problem of type (2.1). For this purpose, we consider the functional
I[v], which is defined as
I[v] = F(v)+ f (v)+ ϕ(v).
If F(·) is a differentiable g-convex function, f (·) is a directionally (Gateaux) differentiable g-convex function and ϕ(·) is a
nondifferentiable g-convex function, then, using the technique of Noor [18], one can easily show that the minimum of I[v]
on the g-convex set K can be characterized by means of a problem of the type (2.1) with
F(g(u), g(v)) = F ′(g(u), g(v)− g(u))
and
f ′(g(u), g(v)− g(u)) = T (u, g(v)− g(u)).
This shows that a problem of the type (2.1) can be used to characterize the optimum of nonconvex (g-convex) functions.
Similarly, other problems, which arise in different branches of pure and applied sciences, can be studied via the general and
unified framework of the problem (2.1) and its variant forms.
Special cases:
(1) If F(g(u), g(v)) = 0, then problem (2.1) is equivalent to finding u ∈ H such that
T (u, g(v)− g(u))+ φ(g(v))− φ(g(u)) ≥ 0, ∀v ∈ H, (2.2)
which is known as a mixed general bifunction variational inequality. A wide class of problems arising in elasticity,
fluid flow through porous media and optimization can be studied in the general framework of problems (2.2); see
[7–9,14,19–23].
If T (u, g(v)− g(u)) = 0, then problem (2.1) reduces to the problem of finding u ∈ H such that
F(g(u), g(v))+ φ(g(v))− φ(g(u)) ≥ 0, ∀v ∈ H, (2.3)
which is known as a mixed general equilibrium problem considered by Noor [11,13,16] and Noor and Noor [20].
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(2) Ifφ(·) is an indicator function of the closed convex setK inH , thenproblem (2.1) is equivalent to findingu ∈ H : g(u) ∈ K
satisfying
F(g(u), g(v))+ T (u, g(v)− g(u)) ≥ 0, ∀v ∈ H : g(v) ∈ K , (2.4)
which is known as a general equilibrium bifunction variational inequality and appears to be a new one.
If ϕ(·) is an indicator function, then (2.2) is equivalent to finding u ∈ H : g(u) ∈ K such that
T (u, g(v)− g(u)) ≥ 0, ∀v ∈ H : g(v) ∈ K , (2.5)
which is called the classical general bifunction variational inequality. It can be shown that theminimumof a directionally
differentiable nonconvex function on a nonconvex set in a Hilbert space can be characterized by means of a general
bifunction variational inequality of type (2.5). This shows that the general bifunction variational inequalities have
the same relationship with nonconvex functions as the bifunction variational inequalities have with the directionally
differentiable convex functions.
If ϕ(·) is an indicator function, then the problem (2.3) is equivalent to finding u ∈ H : g(u) ∈ K such that
F(g(u), g(v)) ≥ 0, ∀v ∈ H : g(u) ∈ K , (2.6)
which is known as a general equilibrium problem introduced and studied by Noor [11,13]. For g = I , the identity
operator, problem (2.6) is exactly the same equilibrium problem as was introduced and studied by Blum and Oettli [2]
and Noor and Oettli [3].
For an appropriate and suitable choice of the operators and spaces, one can obtain several new and previously known
classes of the mixed equilibrium problems and variational inequalities; see [2,4–10,1,11–18,3,19–26].
Definition 2.3. The bifunction T (·, ·) : H × H → R is said to be monotone type (I) with respect to the operator g if and
only if
T (u, g(v)− g(u))+ T (v, g(u)− g(v)) ≥ 0, ∀u, v ∈ H.
Definition 2.4. A bifunction F : H × H → R is said to be monotone type (II) with respect to the operator g if and only if
F(g(u), g(v))+ F(g(v), g(u)) ≤ 0, ∀u, v ∈ H.
3. The main results
In this section,we use the auxiliary principle technique to suggest and analyze some implicit iterativemethods for solving
the mixed general equilibrium bifunction variational inequality (2.1). This technique is due to Glowinski et al. [9] and has
been used by Noor [14–16] to develop several iterative methods for solving various classes of variational inequalities and
equilibrium problems. Here we consider only three cases, to convey themain idea and technique. The interested readermay
consider other cases.
I. For a given u ∈ H , consider the problem of findingw ∈ H such that
ρF(g(w), g(v))+ ρT (w, g(v)− g(w))+ ⟨g(w)− g(u), g(v)− g(w)⟩
≥ ρφ(g(w))− ρφ(g(v)), ∀v ∈ H. (3.1)
Note that if w = u, then w ∈ K is a solution of (2.1). This observation enables us to suggest and analyze the following
iterative method for solving the mixed general equilibrium bifunction variational inequality (2.1).
Algorithm 3.1. For a given u0 ∈ H , compute un+1 ∈ H from the iterative scheme
ρF(g(un+1), g(v))+ ρT (un+1, g(v)− g(un+1))+ ⟨g(un+1)− g(un), g(v)− g(un+1)⟩
≥ ρφ(g(un+1))− ρφ(g(v)), ∀v ∈ H. (3.2)
II. For a given u ∈ H , consider the problem of finding aw ∈ H such that
ρF(g(u), g(v))+ ρT (w, g(v)− g(w))+ ⟨g(w)− g(u), g(v)− g(w)⟩
≥ ρφ(g(w))− ρφ(g(v)), ∀v ∈ H.
Note that if w = u, then w ∈ K is a solution of (2.1). This observation enables us to suggest and analyze the following
proximal iterative method for solving the mixed equilibrium bifunction variational inequality (2.1).
Algorithm 3.2. For a given u0 ∈ H , compute un+1 ∈ H from the iterative scheme
ρF(g(un), g(v))+ ρT (un+1, g(v)− g(un+1))+ ⟨g(un+1)− g(un), g(v)− g(un+1)⟩
≥ ρφ(g(un+1))− ρφ(g(v)), ∀v ∈ H.
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III. For a given u0 ∈ H , consider the problem of finding aw ∈ H such that
ρF(g(w), g(v))+ ρT (u, g(v)− g(w))+ ⟨g(w)− g(u), g(v)− g(w)⟩ ≥ ρφ(w)− ρφ(v), ∀v ∈ H.
Note that if w = u, then w ∈ K is a solution of (2.1). This observation enables us to suggest and analyze the following
iterative method for solving the mixed equilibrium bifunction variational inequalities (2.1).
Algorithm 3.3. For a given u0 ∈ H , compute un+1 ∈ H from the iterative scheme
ρF(g(un+1), g(v))+ ρT (un, g(v)− g(un+1))+ ⟨g(un+1)− g(un), g(v)− g(un+1)⟩
≥ ρφ(g(un+1))− ρφ(g(v)), ∀v ∈ H.
If φ(·) is an indicator function on the closed convex set K in H , then Algorithm 3.1 can be used to find the approximate
solution of problem (2.4), which appears to be a new one.
Algorithm 3.4. For a given u0 ∈ H , compute un+1 ∈ H from the iterative scheme
ρF(g(un+1), g(v))+ ρT (un+1, g(v)− g(un+1))+ ⟨g(un+1)− g(un), g(v)− g(un+1)⟩ ≥ 0, ∀v ∈ H : g(v) ∈ K .
For a suitable and appropriate choice of F(·, ·), T , ϕ(·) and spaces, one can define iterative algorithms as special cases of
Algorithms 3.2 and 3.3 in order to find the solutions to different classes of equilibrium problems and variational inequalities.
We now study the convergence analysis of Algorithm 3.1. Convergence analysis of other algorithms can be proved using
the same technique.
Theorem 3.1. Let u ∈ H be a solution of (2.1) and un+1 ∈ H be an approximate solution obtained from Algorithm 3.1. If the
bifunctions F(·, ·) and T (·, ·) are monotone type (I) and monotone type (II) respectively, then
∥g(u)− g(un+1)∥2 ≤ ∥g(u)− g(un)∥2 − ∥g(un+1)− g(un)∥2 . (3.3)
Proof. Let u ∈ H be a solution of (2.1). Then, replacing v by un+1 in (2.1), we have
ρF(g(u), g(un+1))+ ρT (u, g(un+1)− g(u))+ ρφ(g(un+1))− ρφ(g(u)) ≥ 0. (3.4)
Let un+1 ∈ H be the approximate solution obtained from Algorithm 3.1. Taking v = u in (3.2), we have
ρF(g(un+1), g(u))+ ρT (un+1, g(u)− g(un+1))+ ρφ(g(u))− ρφ(g(un+1))
+ ⟨g(un+1)− g(un), g(u)− g(un+1)⟩ ≥ 0. (3.5)
Adding (3.4) and (3.5), we have
ρ[F(g(u), g(un+1))+ F(g(un+1), g(u))] + ρT (u, g(un+1)− g(u))+ ρT (un+1, g(u)− g(un+1))
+ ⟨g(un+1)− g(un), g(u)− g(un+1)⟩ ≥ 0
which implies that
⟨g(un+1)− g(un), g(u)− g(un+1)⟩ ≥ −ρ[F(g(un+1), g(u))+ F(g(u), g(un+1))]
+ ρT (u, g(un+1)− g(u))+ ρT (un+1, g(u)− g(un+1))
≥ 0, (3.6)
where we have used the monotonicity types (I) and (II) of bifunctions F(·, ·) and T (·, ·) respectively. Using the relation
2 ⟨u, v⟩ = ∥u+ v∥2 − ∥u∥2 − ∥v∥2 ,∀u, v ∈ H in (3.6), we have
∥g(u)− g(un+1)∥2 ≤ ∥g(u)− g(un)∥2 − ∥g(un+1)− g(un)∥2 ,
which is the required result (3.3). 
Theorem 3.2. Assume that all the assumptions of Theorem 3.1 hold. Let H be a finite dimensional space. Let un+1 be the ap-
proximate solution obtained from Algorithm 3.1 and u ∈ H be a solution of problem (2.1). If the bifunctions F(·, ·), T (·, ·) are
continuous in both variables and the operator g is continuous such that g−1 exists, then limn→∞ un = u.
Proof. Let u ∈ H be a solution of (2.1). Then, we see that the sequence {∥g(u)− g(un)∥} is nonincreasing and consequently
{un} is bounded under the assumption on the operator g . Also from (3.3), we have
∞
n=0
∥g(un+1)− g(un)∥2 ≤ ∥g(u)− g(u0)∥2 ,
3526 M.A. Noor, K.I. Noor / Computers and Mathematics with Applications 64 (2012) 3522–3526
which implies that limn→∞ ∥g(un+1)− g(un)∥ = 0, from which it follows that
lim
n→∞ ∥un+1 − un∥ = 0, (3.7)
since g−1 exists. Let uˆ be the cluster point of {un}; the subsequence

unj

of this sequence converges to uˆ ∈ H . Replacing un
by unj in (3.2) and taking the limit nj →∞ and using (3.7), we have
F(g(uˆ), g(v))+ T (uˆ, g(v)− g(uˆ))+ φ(g(v))− φ(g(uˆ)) ≥ 0, ∀v ∈ H,
which shows that uˆ solves the mixed general equilibrium bifunction variational inequality (2.1) andg(un+1)− g(uˆ)2 ≤ g(un)− g(uˆ)2 .
Thus, it follows from the above inequality that the sequence {un} has exactly one cluster point and limn→∞ un = uˆ, the
required result. 
Conclusion: In this paper, we have introduced and considered a new class of general equilibrium bifunction variational
inequalities. It is shown that the optimumof the sumof differentiable and directional differentiable nonconvex functions can
be characterized by means of this class. We have used the auxiliary principle technique to suggest some proximal iterative
methods for solving the mixed general equilibrium bifunction variational inequality. We have analyzed the convergence
criteria of these new proximal methods under some very mild conditions on the operators involved. Some special cases
are also discussed. These results may be extended for solving various classes of variational inequalities and equilibrium
problems; see [28–32]. The technique and ideas used in obtaining the results of this paper may inspire further research in
these fields and related areas.
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