Abstract-Discrete signaling schemes are proposed for non-coherent, single-antenna, Rayleigh block-fading channels (RBFCs). The schemes are inspired by the capacity-achieving distribution. A nested Monte-Carlo method is developed to compute the mutual information across the RBFC. Mutual information curves are presented and compared with other signaling schemes proposed in the literature.
ratio (SNR) regime. The scheme is also first and second order optimal in the wideband regime. We remark that computing mutual information over the RBFC seems difficult in general. For example, straight-forward Monte-Carlo (MC) estimation of the statistics is infeasible for large T . This work develops a nested MC routine tailored to estimate information rates.
This letter is organized as follows. Section II presents the channel model. Section III introduces and motivates our discrete signaling scheme. Section IV develops a nested MC routine for computing mutual information estimates. Section V presents mutual information curves for different schemes. Section VI discusses the results and Section VII concludes the letter.
We use the following notation. We denote random variables (RVs) by capital letters, such as X , and fixed values by small letters, such as x. A column vector is denoted by X and the i − th entry of X is denoted by X i . X † is the conjugate transpose of X and I is the identity matrix. log(x) denotes the base-2 logarithm of x. Finally, we denote probability mass functions (PMFs) by capital letters, such as P, and probability density functions (PDFs) by small letters, such as p.
II. CHANNEL MODEL
A SISO RBFC has fading that remains the same for a block of T consecutive symbols and that changes between blocks in an independent manner. The parameter T represents the channel coherence time. The channel fading coefficient H is drawn independently for each block from a circular-symmetric zero-mean unit-variance complex Gaussian distribution, i.e., H ∼ N C (0, 1). The channel input-output relation is
where X and Y are vectors with T transmitted and received symbols, respectively, and N is a vector of T IID RVs ∼ N C (0, N 0 ). We fix N 0 = 1 and normalize the signal via
so that γ represents the average SNR for a single received symbol.
III. INPUT SIGNAL

A. Capacity-Achieving Input Signal
The input that achieves capacity over a non-coherent SISO RBFC can be written as where is a complex vector with T entries and V is a real nonnegative scalar RV, with and V being independent [1] . The distribution (3) is commonly referred to as a product form. The complex vector satisfies † = T and is isotropically distributed, i.e., it is equally likely to point in any direction in the T -dimensional complex space, so is uniformly distributed on the sphere S T = s ∈ C T : s † s = T . The V that achieves capacity is discrete [1] . Because is isotropical, each X i , for i = 1, . . . , T, has the same marginal distribution. We thus have
The power constraint (2) is met as long as E V 2 = 1.
B. Discrete Product Form
The in (3) is a continuous RV on the sphere S T . In practice, we must discretize X by discretizing . To this end, we sample the sphere S T by choosing the following points
where i , i = 1, . . . , T, are IID uniformly distributed RVs with the QPSK alphabet
It is clear that lies on the sphere S T because † = T . The next step is to choose V . We choose an on-off distribution so that the power constraint (2) is met:
, with probability P 1 (6) where P 1 is a parameter that depends on the SNR. We can write the discrete input signal as X = 0, with probability 1 − P 1 1 P 1 with probability P 1 .
IV. COMPUTING THE MUTUAL INFORMATION
The methods for computing the mutual information for RBFCs presented in [1] , [4] rely on the rotational invariance of X , i.e., X ∼ UX for any unitary matrix U. For such input signals closed-form expressions for the PDF of the channel output are available in [5] , [6] , which allows to estimate the mutual information using MC techniques. However, a discrete signal is not rotationally invariant.
We present a nested MC approach tailored to estimate the mutual information over SISO RBFCs with X as in (7) . Consider the identity
where h denotes differential entropy. From (1) observe that if X = x, then Y has a complex circular-symmetric Gaussian distribution with 0 mean and covariance matrix I + γ x x † . Therefore, we have
where (a) follows by Sylvester's determinant identity, i.e., det(I n + x y † ) = det(1 + y † x), ∀x, y ∈ C n , and (b) follows by (7) . Next, we have
which can be evaluated by MC averaging with respect to p(y). However, a direct computation of p(y) as a marginal of p(y, x) is infeasible even for short block lengths as it involves summing over all possible input vectors, i.e., we have
and the number of x grows exponentially with T . On the other hand, Y conditioned on V and H is a vector of IID RVs, which can be seen from (1) and (7). In this case the summation (11) can be simplified. First, we expand
where (a) follows because Y is Gaussian when conditioned on V = 0. We next compute the term p(y|V= v 1 ). For convenience, we denote the condition V= v 1 by writing v 1 after the conditioning mark. By further conditioning on H , we have
where
The complexity of computing (14) grows linearly with respect to T and the alphabet size of the symbols i , i = 1, . . . , T . To evaluate the expectation in (13) we apply MC averaging.
Algorithm 1. Evaluation of h Y
for i := 1 to N 1 do generate y i using (1)
Finally, using (10), (12), and (13) we formulate a nested MC routine for evaluating h Y , which is presented in Algorithm 1, with f (y, v, h) being the function (14). Using Algorithm 1, (9), and (8), we estimate the mutual information achieved by the proposed discrete signal.
Our approach works well for moderate block lengths, e.g., T = 50, whereas computation with (11) would be impossible (each sum would require 2 100 additions). The accuracy can be increased at the cost of computing time by increasing the number of samples N 1 , N 2 . For the results in the next section, the number of samples was chosen so that the relative error of the mutual information estimates lies within 3% with probability not smaller than 90%. The presented algorithm can be adapted for any discrete IID signal X .
V. RESULTS
We compare our discrete product form with several other input distributions from the literature. The rates are presented versus the SNR per information bit, which is
.
A. CSI Capacity
Gaussian IID input signals achieve capacity when the receiver has CSI [7] . In this case, the capacity is independent of the block length T and reads as
The CSI capacity is an upper-bound to non-CSI rates.
B. Gaussian IID Modulation
Gaussian IID inputs do not achieve capacity when the receiver has no CSI. We present the rate estimates computed by the algorithm proposed in [4] .
C. On-Off Gaussian IID Modulation
The schemes from Sections V-E and V-F below are on-off schemes. To make a fair comparison, we consider an on-off Gaussian signaling, i.e., we use X = 0, with probability 1
where W ∼ N C (0, I) and Q 1 is chosen to maximize mutual information. A modified version of the algorithm from [4] is used to compute the rates.
D. Unitary Space-Time Modulation
USTM as in [3] has
where is an isotropically distributed complex vector of radius √ T . The algorithm from [3] is used to compute the mutual information.
E. On-Off Unitary Space-Time Modulation
We use the product form (3) and we choose V to be on-off distributed as in (6), which yields X = 0, with probability 1 − P 1 1 P 1 with probability P 1 (18) where is an isotropically distributed complex vector of radius √ T and P 1 is chosen to maximize mutual information. This scheme can also be seen as an isotropical counterpart of the signal (7). The algorithm from [1] is used to compute the mutual information.
F. Discrete Product Form
We use the signal (7) and the P 1 obtained from the optimization in Section V-E. Although better P 1 may be found, this approach is much faster than using the routine from Section IV for the optimization. After fixing P 1 , the MC routine from Section IV is used to estimate the mutual information.
G. Pilot Scheme
We consider a pilot based scheme, where pilot symbols are inserted during each fading block. At the receiver the pilot symbols are used to estimate the channel and the estimate is used to decode the data. The scheme is allowed to use pilot-powerboosting, i.e., pilot symbols can have different power than data symbols. For the SISO RBFC, using one pilot symbol per fading block maximizes a lower-bound on the capacity [2] . The plotted rate, also presented in [2] , is a lower-bound to the rate achieved by the best pilot scheme with separate recovery of pilots and data. 1) Using the 0-Symbol: USTM achieves the minimum E b /N 0 at a rate of about 0.3 b/CU and below this rate it becomes power inefficient. Introducing non-zero probability mass at the 0-symbol improves power efficiency. A significant improvement of the on-off USTM over the standard USTM occurs for rates below 1.5 b/CU for T = 2 and for rates below 0.25 b/CU for T = 50. The same behavior follows for Gaussian IID and on-off Gaussian signaling. The importance of using the 0-symbol is known in the low-SNR regime [8] , [9] . For small T, the effect is relevant also for higher SNR.
2) On-a-Sphere Signal: For T = 2, a gap between the onoff Gaussian modulation and the on-off USTM can be observed. Both signals are on-off schemes so the gain is due to the on-asphere structure of the on-off USTM during the on-cycle. For rates below 0.15 b/CU, the discrete product form, which uses a sampled sphere signal during the on-cycle also performs better than the on-off Gaussian signaling.
3) Power Efficiency: The presented plots for the on-off USTM and discrete product form coincide in the wideband regime. We are interested whether the schemes are first order optimal, i.e., whether they can achieve the highest power efficiency achieved by Gaussian inputs with CSI, which is given by (E b /N 0 ) min = −1.59 dB. The scheme from Section V-E is a peaky flash signaling (if P 1 → 0 as γ → 0), i.e., the mixture of a probability distribution concentrating at 0 and a probability distribution that migrates to infinity as SNR vanishes [8] .
In [8, Thm 5] it is shown that flash signaling achieves (E b /N 0 ) min = −1.59 dB over the RBFC. The scheme from Section V-E is optimized with respect to P 1 , so it also achieves (E b /N 0 ) min = −1.59 dB. In addition, [8, Thm 7] states that flash signaling is needed to achieve −1.59 dB. We conclude that the schemes from Sections V-E and V-F are types of flash signaling and achieve −1.59 dB as they use the same P 1 . The argument is consistent with our results that show that P 1 tends to 0 as the SNR decreases.
4) Wideband Slope:
The curves of the isotropical product form and discrete product form flatten as they approach The non-CSI capacity must also achieve the power efficiency of −1.59 dB, so it must be a form of flash signaling with S 0 = 0. In this sense, the on-off USTM and discrete product form are first and second order optimal as they achieve the same power efficiency and wideband slope as the non-CSI capacity [8] .
VII. CONCLUSIONS
We presented a discrete signaling scheme for the SISO RBFC. Two features seem to be important for improving the rate performance: using the 0-symbol with non-zero probability and using an on-a-sphere signal during the on-cycle.
