VoxCap, a fast Fourier transform (FFT)-accelerated and Tucker-enhanced integral equation simulator for capacitance extraction of voxelized structures, is proposed. The VoxCap solves the surface integral equations (SIEs) for conductor and dielectric surfaces with three key attributes that make the VoxCap highly CPU and memory efficient for the capacitance extraction of the voxelized structures: (i) VoxCap exploits the FFTs for accelerating the matrix-vector multiplications during the iterative solution of linear system of equations arising due to the discretization of SIEs. (ii) During the iterative solution, VoxCap uses a highly effective and memory-efficient preconditioner that reduces the number of iterations significantly. (iii) VoxCap employs Tucker decompositions to compress the block Toeplitz and circulant tensors, requiring the largest memory in the simulator. By doing so, it reduces the memory requirement of these tensors from hundreds of gigabytes to a few megabytes and the CPU time required to obtain Toeplitz tensors from tens of minutes (even hours) to a few seconds for very large scale problems. VoxCap is capable of accurately computing capacitance of arbitrarily shaped and large-scale voxelized structures on a desktop computer. VoxCap's accuracy, efficiency, and capability are demonstrated through capacitance extraction of various large-scale structures, including the parallel meander lines discretized by more than a hundred million panels and analyzed on a commodity desktop computer.
I. INTRODUCTION
ecent developments in three-dimensional (3D) printing technology have allowed the designers to produce their own prototypes conveniently and reduce the prototype development time dramatically. Today's 3D printers build the integrated circuits/packages/components voxel by voxel (i.e., cube by cube). Therefore, virtual fabrication environments Manuscript leveraging voxels have recently been received significant traction. By using these environments, the designers can iteratively explore their designs; they can alter their designs and check whether their designs meet certain design specifications. During this iterative process, the designers are in need of fast and accurate parameter extraction simulators that can be used in conjunction with virtual fabrication environments and operated on circuits/structures discretized by voxels (i.e., voxelized structures). Unfortunately, the current literature does not have enough studies on the development of such simulators: An inductance extraction simulator for voxelized structures, called VoxHenry [1] , was recently proposed. That said, there exists no study on the capacitance extraction for the voxelized structures so far.
The literature abounds with the capacitance extraction simulators based on finite-difference [2] [3] [4] , finite-element [5] [6] [7] , integral equation [8] [9] [10] [11] [12] [13] [14] [15] [16] methods. While these methods are no panacea, none of them is developed for / directly applicable to the voxelized structures and can readily extract capacitances by only using the voxel coordinates provided from the virtual fabrication environment. When used for voxelized structures, all current simulators require the users' intervention such as the inclusion of artificial absorbing boundaries or generation of complicated mesh. Furthermore, none of the integral equation simulators is developed by exploiting the distinct features arising from the structured grid of voxelized structure. Aside from these, those cannot be easily coupled with the VoxHenry to extract impedances of the voxelized structures. To this end, a capacitance extraction simulator that can exploit all distinct features of voxelized structures, be used in conjunction with voxel-based virtual fabrication environments without users' intervention, and be easily coupled with the VoxHenry simulator is called for.
In this study, a capacitance extraction simulator for voxelized structures, called VoxCap, is proposed. The VoxCap solves the surface integral equations (SIEs) for the conductor and dielectric surfaces after discretizing the charges on these surfaces via piecewise constant basis functions and obtaining a linear system of equations (LSE) via Galerkin testing. It leverages the following three features, which make the VoxCap highly CPU and memory-efficient while solving the LSE and obtaining the capacitances of voxelized structures: VoxCap: FFT-Accelerated and Tucker-Enhanced Capacitance Extraction Simulator for Voxelized Structures Mingyu Wang, Cheng Qian, Jacob K. White, Fellow, IEEE, and Abdulkadir C. Yucel, Senior Member, IEEE R 1. The VoxCap exploits the fast Fourier transforms (FFTs) to accelerate the matrix-vector multiplications (MVMs) during the iterative solution of LSE. 2. The VoxCap uses an effective and memory-efficient block-diagonal-diagonal preconditioner to ensure the fast convergence of the iterative solution. 3. The VoxCap leverages Tucker decompositions to dramatically reduce the memory requirement of the block circulant tensors as well as the CPU time required to obtain Toeplitz tensors. All these features make the contribution of this study threefold, as described below. The FFTs have been widely applied to integral equation simulators to accelerate the MVMs by exploiting the translationally-invariance property of the integral kernels sampled on the structured grids [1, [17] [18] [19] [20] . Although it was applied to the 2D static problems in [21] , there exists no study providing the implementation of the FFT acceleration for the capacitance extraction of 3D voxelized structures in the literature, to the best of our knowledge. Along with the FFT accelerations, a memory efficient preconditioning technique hybridizing block-diagonal and diagonal preconditioners is proposed in this study by showing its effectiveness compared to those of traditional diagonal and block-diagonal preconditioners. Moreover, Tucker decompositions are proposed for the first time in this study to compress the block circulant and Toeplitz tensors of static integral kernels, which require the largest memory in the simulator. The proposed Tucker decomposition reduces the memory requirement of these tensors more than four orders of magnitude (from tens/hundreds of gigabytes to megabytes). The Tucker-compressed Toeplitz tensors are obtained once and for all and stored on hard-disk during the installation stage of the simulator. During the setup stage of each execution of the VoxCap, the compressed Toeplitz tensors are read from the hard disk in seconds, resized/updated by accounting for the sizes of computational domain and voxels, and used to obtain the block circulant tensors. Doing so reduces the setup stage of the proposed simulator from tens of minutes (even hours) to a few seconds for large-scale problems. During the iterative solution stage of the VoxCap, the compressed circulant tensors are restored/decompressed to their original format one-by-one and used in MVMs. Doing so significantly reduces the overall memory cost of the proposed simulator while imposing negligible computational overhead arising from the restoration/decompression operation.
The accuracy and efficiency of the proposed VoxCap simulator are demonstrated (and compared with FastCap [15] when applicable) through its application to the capacitance extraction of various structures including a dielectric-coated perfect electric conductor (PEC) sphere, a PEC cube, a parallel interconnect structure, and a parallel meander line structure. The capability of the VoxCap simulator for solving very large-scale problems on a desktop computer is shown by its application to the capacitance extraction of a very large-scale parallel meander line structure discretized by more than one hundred million panels. Moreover, the memory saving achieved by and computational overhead imposed by the Tucker enhancement are extensively quantified for 3D and 2D-like structures. The numerical results show that the proposed VoxCap outperforms the FastCap for many practical scenarios comprising densely packed interconnects. In particular, the VoxCap requires 15x and 30x less memory as well as 2.5x and 5x less CPU time compared to FastCap for the same level of accuracy in the analyses of parallel interconnect structure and parallel meander line structure, respectively. For the analysis of dielectric-coated cube discretized by 400 voxels along x-, y-, and z-directions, the Tucker enhancement reduces the memory requirement of the circulant tensors more than 10,000x while imposing a negligible computational overhead, one-sixth of the CPU time required for one convolution. For the same problem, the Tucker enhancement allows achieving more than 4655x speed-up for obtaining the Toeplitz tensors. Moreover, the scaling of the memory requirement of the Tucker-compressed tensors with respect to increasing computational domain size is found to be sub-linear, while that of the memory requirement of the original circulant and Toeplitz tensors are linear. It should be noted here that the proposed VoxCap simulator is elaborated for the first time in this paper. The presentation, which sketches the basic principles of the simulator, has been given at an earlier symposium [22] .
II. FORMULATION
In this section, the SIEs solved by VoxCap, their discretization, and resulting LSE are explained first. Next, the implementation details of the FFTs for the MVMs required during the iterative solution of LSE are provided. Then the proposed preconditioner for reducing the number of iterations during the iterative solution of LSE is described. Finally, the proposed Tucker decomposition/compression scheme is expounded. , where x N , y N , and z N denote the number of voxels along x-, y-, and z-directions, respectively. In this setting, the capacitance of the structure is computed by solving SIEs [23] , which read 
A. SIEs and Their Discretization
where ( ) 1 , and evaluating limits for (2) when l k = [24] yields an N N × LSE as (
where ,1 ,2 , 
and those of kl E and diagonal matrix kl 
Here k A ′ and / k n ′ ∂ ∂ represent the area of k S ′ and partial derivative along the normal to k S ′ , respectively. k
, k Φ is the potential applied to the panel on the conductors. For near panel interactions, the integrals in (5) and (6) are evaluated via analytical formulae in Appendix C of [25] and Appendix A, respectively. For far panel interactions, those integrals are evaluated using numerical quadrature and differentiation [24] . To compute the self and mutual capacitances of m conductors, a unit potential is applied to each conductor separately while the potential of the remaining conductors is set to zero, and the LSE in 
B. FFT Acceleration
In the FFT acceleration technique, the multiplications of matrices P and E with the vectors ρ c and ρ d are considered by grouping the panel interactions with respect to their unit normal as , , = are the vectors of the charge coefficients of the panels with unit normal pointing along x-, y-, and zdirections. Here the block matrix , P y x , for example, stores the potentials generated by the charges on the panels with unit normal pointing along x-direction and tested on panels with unit normal pointing along the y-direction. The full block matrices are multiplied with charge coefficient vectors as , ,
where , { , , } x y z α β ∈ . Note that the multiplications of ρ β with the diagonal matrix I in (9) are computationally cheap and performed traditionally. However, the multiplications of ρ β with the full block matrices , P α β and , E α β are computationally expensive and thereby accelerated via FFT technique. In this technique, the multiplications are performed by taking into account the panels of t N voxels instead of N boundary panels on the PEC and dielectric surfaces. To do that, first, 
where * denotes the tensor-tensor multiplication,
filled by the samples from ρ β and zeros [26] . The results of 
During tensor-tensor multiplication in (11), the conjugation is performed on the fly and thereby the memory is not required to store 3) The directions of the panels' unit normal should be carefully taken into account while obtaining the entries of α D from α D . The entries of α D for boundary panels with unit normal pointing along positive x-, y-, and zdirections are directly retrieved from the entries of α D , whereas those for boundary panels with unit normal pointing along negative x-, y-, and zdirections are obtained from the entries of α D after flipping the signs of entries.
C. Tucker Enhancement
The proposed VoxCap simulator uses Tucker decompositions to compress the Toeplitz tensors , once and for all during the installation stage. During the setup stage of the simulator's execution, the compressed Toeplitz tensors are read from the hard disk and used to obtain the circulant tensors. Doing so allows reducing the setup stage time of the simulator from tens of minutes (and even hours) to seconds, as shown in Table I 
where the tensor X with dimensions 1
, S is the core tensor with dimensions 1 2 3 r r r × × , i U , 1, ,3 i = K , represents the factor matrices with dimensions i i D r × , and i r is the Algorithm 1 Procedure to obtain core tensor and factor matrices 1 Obtain three mode-i unfolding matrices of X , denoted by 
The symbol i × , 1, ,3 i = K , stands for i − mode matrix-tensor multiplication, which can be performed for the 1 st dimension in (13) as an example:
where
is the resulting tensor with indices 1
The procedure to obtain the S and i U for given tolerance, tol , is provided in Algorithm 1. Typically, tol is set to 8 10 − in this study to achieve high compressibility without sacrificing from the accuracy, unless stated otherwise. In Algorithm 1, the unfolding matrices of a tensor can be readily obtained by reshaping operations [30] .
D. Block-Diagonal-Diagonal Preconditioner
The proposed VoxCap simulator uses a block-diagonal-diagonal preconditioner to ensure the rapid convergence of the iterative solution of (4). To this end, during each MVM, the block diagonal preconditioner BD R and diagonal preconditioner D R are applied to (4) as 0 0
The 
A. The Dielectric-Coated PEC Sphere
First, the proposed VoxCap simulator and FastCap simulator (with 4 th order multipole expansion) are used to obtain the self-capacitance of a 0.25 m -radius PEC sphere coated by a dielectric shell with relative permittivity r ε and radius of 0.5 m [ Fig. 3(a Fig. 3(a) ]. Apparently, while err decreases with increasing 1 / v ∆ , the accuracy achieved by both VoxCap and FastCap simulators is nearly the same. Their accuracy stagnates at the same level due to staircase approximation to the spherical shape, which clearly appears in the normalized charge distributions plots for the structure discretized with {0.025, 0.01} m v ∆ = [ Fig. 3(b . It is expected that the VoxCap is much more memory efficient compared to FastCap while the FastCap is faster than VoxCap for this validation example with well-separated panels and high / t N N ratio. It is shown below in the examples with densely-packed interconnects and low / t N N ratios that the VoxCap is indeed much faster than FastCap for practical scenarios. Next, r ε is swept from 2 to For all these cases, RRE at each iteration is plotted [ Fig. 3(d) ]. The number of iterations required to reach 8 10 − is 22, 27, 41 and 142 when the proposed preconditioner, the block diagonal preconditioner, the diagonal preconditioner, and no preconditioner are applied, respectively. Needless to say, the proposed preconditioner outperforms all other preconditioners and yields the fastest convergence. Furthermore, it requires 17.04 MB memory, a quarter of 70.26 MB memory requirement of the conventional block-diagonal preconditioner. 
B. The PEC Cube
The proposed VoxCap simulator and FastCap simulator (with 4 th order multipole expansion) are used to obtain the self-capacitance of a PEC cube with an edge length of 1 mm [ Fig. 4(a) ]. The cube is discretized by voxels of size {0.05, 0.025, 0.02, 0.01} mm v ∆ = , which gives rise to {8, 000, 64, 000, 125, 000, 1, 000, 000} t N = and {2, 400, 9, 600, 15, 000, 60, 000} N = , respectively. The self-capacitance computed by the VoxCap and FastCap for each voxel size is shown in [Fig. 4(a) ]. Clearly, the capacitance obtained by VoxCap is more accurate and the result obtained for coarse discretization rapidly converges to that obtained for dense discretization. Fig. 4(b) ]. Finally, the effectiveness of the proposed preconditioner is examined for the structure discretized by 0.01 mm v ∆ = . For this case, the proposed VoxCap simulator iteratively solved (4) without using a preconditioner and with using the proposed preconditioner with only block-diagonal part (and without diagonal part since no dielectric exist in the scenario). The blocks in the preconditioner are formed using 10 vx vy vz
For both cases, RRE at each iteration is plotted [ Fig. 4(c) ]. The number of iterations required to reach to 8 10 − is 26 and 45 when the proposed preconditioner and no preconditioner are applied, respectively. For this example, the proposed preconditioner requires 68.7 MB memory, which is one-tenth of overall memory requirement 692 MB. 
C. Numerical Tests on Tucker Enhancement
In this part, the memory saving achieved by and computational overhead introduced by Tucker decomposition are investigated while compressing and restoring the circulant tensors. In addition, the computational saving achieved by obtaining the Toeplitz tensors from their compressed representations is demonstrated. To this end, the memory saving is quantified via compression ratio (CR), which is the ratio of memory requirement of original tensors to the memory requirement of the compressed tensor. Furthermore, the computational overhead (CO) is quantified by taking the ratio of the time for restoring the tensor to the time for performing one convolution with that tensor.
1) A dielectric coated PEC plate: First, a dielectric coated PEC plate with varying width and length is considered to test the performance of Tucker compression/decompression for a 2D-like structure [ Fig. 5 (a) ]. The structure fully enclosed by the computational domain has the length and width varying from 100 μm to 1500 μm while
For the structure with varying dimensions, Tucker decomposition is used to compress the circulant tensors; the CR achieved by and CO imposed by the Tucker decomposition are plotted in Figs. 5(a) and (b). Clearly, CR increases with increasing tolerance and the structure size (or number of voxels t N ). Tucker enhancement achieves more than 700x reduction (for 4 10 tol − = ) in the memory of circulant tensors for the largest structure. Moreover, CO decreases with increasing computational domain size and reaches to 0.05 for the largest structure size, which shows that the computational penalty associated with the tensor restoration operation is negligible. This negligible penalty is due to the fact the multilinear ranks of the compressed tensors remain nearly constant with increasing computational domain size. Fig. 5(c) demonstrates the change of the maximum multilinear rank of , x x P % (as an example) with increasing t N for different tol values. Clearly, the maximum rank is a nearly constant function of t N and changes between 10 and 30. Fig. 5(d) shows the memory requirement of the original tensors as well as the compressed tensors with increasing structure size. Needless to say, the memory of original tensors scales with ( ) 2) A dielectric coated cube: Next, a dielectric coated PEC cube with varying edge length is considered for testing the performance of Tucker compression/decompression for a 3D structure [ Fig. 6(a) ]. The cube fully enclosed by the computational domain has the edge length changed from 63 μm to 400 μm while
For the structure with varying edge length, the circulant tensors are compressed by Tucker decompositions. The CR achieved by and CO introduced by Tucker compression and decompression are plotted in Figs. 6(a) and (b) , respectively. Again, the CR increases with increasing tolerance and structure size (or number of voxels t N ). Tucker enhancement achieves more than 10000x (four orders of magnitude) reduction (for 4 10 tol − = ) in the memory of circulant tensors for the largest structure. Compared to dielectric coated PEC plate case, this dramatic reduction is expected as the tensor methods yield much better compression for the tensors with many elements along all three dimensions compared to the tensors with many elements along two dimensions and less elements in the remaining dimension, as in dielectric coated PEC plate case. Moreover, CO decreases with increasing structure size and reaches to 0.154 for the largest structure size for different tol values. This again shows that the computational penalty associated with the tensor restoration operation is negligible. Fig. 6(c) shows the change of the maximum multilinear rank of , x x P % with increasing t N for different tol values. Clearly, the maximum rank negligibly increases in the range from 10 to 20. Fig. 6(d) 3) Performance on Toeplitz Tensor: Next, the computational time saving achieved by obtaining Toeplitz tensors from their Tucker-compressed versions is quantified. To this end, the dielectric coated cube in the previous analysis is considered. Its edge length is changed from 100 μm to 400 μm with increment of 100 μm while
For the analysis of cube with different edge lengths, the memory requirement of the original Toeplitz tensors and Tucker-compressed Toeplitz tensors are tabulated in Table I . Furthermore, the CPU time required to generate original Toeplitz tensor and the CPU time required to obtain the Toeplitz tensor from Tucker-compressed Toeplitz tensors are provided. Apparently, the compressed tensors stored on hard disk require a few MBs memory for 8 10 tol
while the original ones require around 1 GB memory for the largest structure. While the CPU time to obtain the Toeplitz tensors is around 1.3 hours for the largest structure, the total CPU time to obtain the Toeplitz tensors from compressed tensors (including the CPU time for reading from harddisk and restoration from the compressed tensors) is 1.04 second for the same structure. By obtaining the Toeplitz tensors from Tucker compressed ones, 4655x speed-up is achieved for the largest structure. 
D. Parallel Interconnects
In this practical example, a ten by ten parallel interconnect array embedded in a dielectric substrate ( 10 r ε = ) with 1 mm spacing from the surfaces of the substrate is considered [ Fig.  7(a) ]. The width, length, and height of each interconnect are 5, 18, and 5 mm, respectively, while the center-to-center distance between interconnects is 6 mm. 
E. Parallel Meander Lines
Next, the parallel meander line structure is considered to check the accuracy and capabilities of the proposed VoxCap simulator [Fig. 8 ]. The structure is formed by the interconnects with the width b w , length b l , height b h , and spacing d . There exist n number of interconnects in each of n number of layers. Fig. 9 (c) also shows the normalized charge distribution on the structure obtained by VoxCap. The results obtained by FastCap with 6 th order of multipole expansion perfectly match with the results obtained by VoxCap. The average relative difference between results obtained by VoxCap and FastCap with 2 nd , 4 th , and 6 th order multipole expansions are 0.064, 0.008, and 0.002, respectively. The memory and CPU time requirements of both simulators are tabulated in Table III . For nearly the same level of accuracy, the VoxCap required 30x less memory and 5x less CPU time compared to the FastCap with 6 th order multipole expansion. Table IV . It is apparent in Table IV that the Tucker decomposition reduces the memory requirement of the circulant tensors from 132 GB to 6.8627 MB (for 4 10 tol − = ); it achieves a CR more than 19,000 while imposing a CO around 0.01. Furthermore, by reading the Tucker compressed Toeplitz tensors and restoring them, the VoxCap reduces the time for obtaining circulant tensors from 3832.63 seconds to 83.1 seconds; it achieves 46x speed-up. When the number of voxels in each small box for the preconditioner is increased from 10 , the memory requirement of the preconditioner is increased from 320 MB to 19.5 GB, but the solution time is reduced nearly by a factor of 1.8 (from 47,620 secs to 26,773 secs) (Table IV) . Fig. 9(d) shows the values in the one column of the capacitance matrix obtained by the VoxCap simulator. Note that the FastCap cannot be executed for this large-scale example due to its high memory cost. Fig.  9(d) also presents the normalized charge distribution on the structure by zooming into the opposite corners of the structure. 
IV. CONCLUSION
In this paper, VoxCap, a Tucker-enhanced and FFT-accelerated SIE simulator for electrostatic analysis and capacitance extraction of voxelized structures, was introduced. The VoxCap solves SIEs after discretizing the charge densities on panels by piecewise constant basis functions, applying Galerkin testing, and obtaining an LSE. The proposed VoxCap simulator uses FFTs to accelerate the MVMs during the iterative solution of LSE. Furthermore, it makes use of a highly effective and memory-efficient block-diagonal-diagonal preconditioner to reduce the number of iterations. It exploits Tucker decompositions to reduce its setup time and memory footprint. The proposed VoxCap simulator can solve problems with hundreds of million unknowns on a desktop computer. For many practical scenarios comprising densely packed interconnects, it is much faster and memory efficient compared to the FastCap. For example, for a parallel bus scenario considered in the numerical example section, the proposed VoxCap is more than 2.5x faster than FastCap while it requires more than 15x less memory compared to FastCap for the same accuracy.
APPENDIX A ANALYTICAL EXPRESSION FOR THE RESULT OF INTEGRAL IN (6)
The analytical expression for the result of the integral in (5) is given in Appendix C of [25] . However, no analytical expression for the result of the integral in (6) was found in the literature. To this end, we derived the analytical expression of the result of the integral in (6) by computing the derivative of the analytical expressions in [25] and provide here. For the parallel panel interactions, the result of the integral in (6) , I , is obtained as ( ) The geometrical quantities in these expressions are given in Fig. A(a) . For the orthogonal interactions, the result of the integral in (6) , I , is obtained as Fig. A(a) ) for the basis function while those on the non-primed coordinates are evaluated on the observer panel (bottom panel in Fig. A(a) ) for testing function. In the voxelized setting, the source and observer panels sit on grid points with indices ( , , ) 
After changing the bounds of integrals and applying the change of variables and constants as described above, the integral in (22) is obtained as ( ) ( ) 
