We study a two-dimensional family of affine surfaces which are counter-examples to the Cancellation Problem. We describe the Makar-Limanov invariant of these surfaces, determine their isomorphism classes and characterize the automorphisms of these surfaces.
Introduction
For integral domains C ⊂ A, the notation A = C [n] will mean that A = C[t 1 , . . . , t n ] for elements t 1 , . . . , t n ∈ A algebraically independent over C.
Let k be a field. A version of the Cancellation Problem asks:
Question 1: If A and B are two finitely generated k-algebras such that A [1] ∼ = k B [1] , does this necessarily imply that A ∼ = k B? For a finitely generated k-algebra B, if there exists a k-algebra A such that A [1] ∼ = k B [1] but A ≇ k B, then we say that B does not satisfy the cancellation property.
The Cancellation Problem is known to have an affirmative solution when dim B = 1 (see [1] ) but in higher dimensions there are known counter-examples to this problem. In [13] , M. Hochster showed that the coordinate ring of the tangent bundle over the real sphere does not satisfy the cancellation property. However, T. Fujita, M. Miyanishi and T. Sugie ( [9] , [14] ) proved the cancellation property of k [2] for any field k of characteristic zero and P. Russell ([15] ) extended their results over perfect fields of arbitrary characteristic. S.M. Bhatwadekar and the first author ( [2] ) established the cancellation property of k [2] over any arbitrary field k. When ch. k > 0 and r ≥ 3, it has been shown that B = k [r] does not satisfy the cancellation property (see [10] , [12] ). When ch. k = 0 and r ≥ 3, it is not known whether the polynomial ring B = k [r] has the cancellation property.
In 1989, W. Danielewski constructed explicit examples ( [4] ) of two-dimensional affine domains over the field of complex numbers C which do not satisfy the cancellation property. For any non-constant polynomial P (Z) with distinct roots, Danielewski considered the coordinate ring of the affine surface S n defined by the equation x n y − P (z) = 0 in A 3 k . Such rings are known as Danielewski surfaces. It is known that for any pair (m, n) with m = n, S m ≇ S n but S m × A 1 k ∼ = S n × A 1 k (cf. [7] , [8, p. 246] ). In this paper, we study a family of two-dimensional affine surfaces S d,e over a field k (of any characteristic), defined by a pair of equations {x d y − P (x, z) = 0, x e t − Q(x, y, z) = 0} in A 4 k , where d, e ∈ N, P (X, Z) is monic in Z and Q(X, Y, Z) is monic in Y with deg Z P (X, Z) ≥ 2, deg Y Q(X, Y, Z) ≥ 2. We call them "double Danielewski surfaces". We first compute the ML-invariant of double Danielewski surfaces (Theorem 3.8). Next, we determine the isomorphism classes of these surfaces explicitly (Theorem 3.10) and describe a characterization of their automorphisms (Theorems 3.12 and 3.13). We also deduce that no double Danielewski surface is isomorphic to any Danielewski surface (Corollary 3.11). Finally, we prove a stable isomorphism property of the coordinate rings of double Danielewski surfaces under certain regularity assumptions (Theorem 3.14) and hence deduce that such rings do not satisfy the cancellation property (Corollary 3.15).
Exponential maps
In this section we recall the basics of exponential maps.
Definition. Let k be a field, A be a k-algebra and let φ : A → A [1] be a k-algebra homomorphism. For an indeterminate U over A, let the notation φ U denote the map φ : A → A[U ]. φ is said to be an exponential map on A if φ satisfies the following two properties:
The subring A φ = {a ∈ A | φ(a) = a} of A is said to be the ring of invariants of φ. An exponential map φ is said to be non-trivial if A φ = A. For an affine domain A over a field k, let EXP(A) denote the set of all exponential maps on A. The MakarLimanov invariant of A is a subring of A defined by
We summarise below some useful properties of an exponential map φ (cf. [3, p. 1291-1292] and [12, Lemma 2.8 
]).
Lemma 2.1. Let A be an affine domain over a field k. Suppose that there exists a non-trivial exponential map φ on A. Then the following statements hold:
(ii) A φ is algebraically closed in A.
(iii) If x ∈ A is such that deg U φ(x) is of minimal positive degree, and c is the leading coefficient of U in φ(x), then c ∈ A φ and A[c
(v) If tr. deg k (A) = 1 andk is the algebraic closure of k in A, then A =k [1] and A φ =k.
(vi) For any multiplicative subset S of A φ \ {0}, φ extends to a non-trivial exponential map S −1 φ on S −1 A by setting (S −1 φ)(a/s) := φ(a)/s for a ∈ A, s ∈ S; and the ring of invariants of S −1 φ is S −1 (A φ ).
We recall below the concept of an admissible proper Z-filtration on an affine domain (cf. [3] ).
Definition. Let A be an affine domain over a field k. A collection of k-linear subspaces {A n } n∈Z of A is said to be a proper Z-filtration if it satisfies the following conditions:
We shall call a proper Z-filtration {A n } n∈Z of A admissible if there exists a finite generating set Γ of A such that, for any n ∈ Z and a ∈ A n , a can be written as a finite sum of monomials in elements of Γ and each of these monomials is an element of A n .
Any proper Z-filtration on A determines the following Z-graded integral domain
and a map
An exponential map φ on a graded ring A is said to be homogeneous if φ : A → A[U ] becomes homogeneous when A[U ] is given a grading induced from A such that U is a homogeneous element. Remark 2.2. Note that if φ is a homogeneous exponential map on a graded ring A, then A φ is a graded subring of A. Definition 2.3. Let A be an affine domain over a field k. A Z-grading of A is a family {A n } n∈Z of subgroups of (A, +) such that: Theorem 2.4. Let A be an affine domain over a field k with an admissible proper Z-filtration and gr(A) the induced Z-graded domain. Let φ be a non-trivial exponential map on A. Then φ induces a non-trivial homogeneous exponential mapφ on gr(A) such that ρ(A φ ) ⊆ gr(A)φ.
Main Theorems
Throughout the section k will denote a field and B will denote the ring
The letters x, y, z and t will denote the images of X, Y, Z and T respectively in B. Set r := deg Z P (X, Z) and s := deg Y Q(X, Y, Z). Note that when r = 1 or s = 1, the ring B is a Danielewski surface. We call B a "double Danielewski surface" if r ≥ 2 and s ≥ 2. For a ring R, the notation R * will denote the group of units of R.
We will compute ML(B) in Section 3.1 and discuss the isomorphism classes of double Daneilewski surfaces and characterize the automorphisms of B in Section 3.2.
ML-invariant of B
For convenience, we state below an elementary result.
Lemma 3.1. Let R be an integral domain and a, b ∈ R \ {0}. If a is not a zero-divisor on R/(b), then b n is not a zero-divisor on R/(a) for any integer n ≥ 1.
Proof. If b n α = aβ for some α, β ∈ R, then as a is not a zero-divisor on R/(b), we have β ∈ bR, and hence since R is an integral domain, we have b n−1 α ∈ aR. Proceeding in a similar manner, we will get that α ∈ aR. Hence b n is not a zero-divisor on R/(a).
We now recall another elementary lemma ([6, Lemma 2.4(2)]). Lemma 3.2. Let R be an integral domain and a, b ∈ R \ {0}. If b is not a zero-divisor on R/(a), then the ring
is an integral domain.
.
Hence, R is an integral domain. We can identify R as a subring of B, by identifying the images of X, Y, Z in R with x, y, z in B.
is not a zero-divisor on R/(x). Hence by Lemma 3.1, x e is not a zerodivisor on R/(Q(x, y, z)). Therefore, by Lemma 3.2, B is an integral domain.
In the next two results we show that there exists an admissible proper Z-filtration on B such that gr(B) is isomorphic to a special case of the ring B which we denote by D and an admissible proper Z-filtration on D such that gr(D) is isomorphic to a further special case of the ring D which we denote by C. Note that in these results P (X, Z) is as in B. Also recall that s denotes deg Y Q(X, Y, Z) and r denotes deg Z P (X, Z).
This filtration on B is admissible with the generating set {x, y, z, t} and the corresponding graded ring gr(B) = n∈Z (B n /B n+1 ) is isomorphic to
Using the relations x d y = P (x, z) and x e t = Q(x, y, z), we see that each element g ∈ B can be written as
where
. Let B denote the graded ring gr(B) = n∈Z (B n /B n+1 ) with respect to the above filtration. For g ∈ B, letg denote the image of g in B. It follows from (2) , that the filtration defined on B is admissible with the generating set Γ = {x, y, z, t}. Hence, B is generated byx,ỹ,z andt. We now show that, B ∼ = D. Note that, x d y, P (0, z) ∈ B 0 . Hence, since x d y − P (0, z) ∈ B −1 , we havex dỹ − P (0,z) = 0 in B. Again note that x e t, y s ∈ B ds and x e t − y s = Q(x, y, z) − y s ∈ B ds−1 . Hence,x et −ỹ s = 0 in B. As B can be identified with a subring of gr(k[x, 
This filtration on D is admissible with the generating set {x,ỹ,z,t} and the corresponding graded ring
Using the relationsx dỹ = P (0,z) andx et =ỹ s , we see that each elementg ∈ D can be written as
. LetD denote the graded ring gr(D) = n∈Z (D n /D n−1 ) with respect to the above filtration. Forg ∈ D, letḡ denote the image ofg inD. It follows from (3) that the filtration defined on D is admissible with the generating set Γ ′ = {x,ỹ,z,t}. Hence,D is generated byx,ȳ,z andt. We now show thatD
we see that the elementsx andz ofD are algebraically independent over k. Since C is an integral domain (cf. Lemma 3.3), we have, gr(D) =D ∼ = C. Lemma 3.6. Let C be the integral domain defined by
, where d, e ≥ 1;
and any one of the following holds:
either r ≥ 2 and s ≥ 2 or r ≥ 2 and s = 1 (4) or r = 1, s ≥ 2 and e ≥ 2.
Letx,ȳ,z andt respectively denote the images of X, Y , Z and T in C. Consider C = i∈Z C i as a graded subring of k[x,x −1 ,z] with
for any non-trivial homogeneous exponential map φ on the graded ring C.
Proof. Let φ be a Z-graded exponential map on C. We note that this grading induces a degree function on C, with degx = 0, degz = 1, degȳ = r and degt = rs. Let
We identify R as a subring of C identifying the images of X, Y and T in R withx,ȳ andt in C. Note that R ֒→ i∈rZ C i . We show that C φ ⊆ R. We first note that any element f ∈ C can be uniquely written as
i.e., i − j ≡ 0 mod r which implies i = j. Suppose, if possible, that C φ R. Then, as C φ is a graded subring of C, f iz i ∈ C φ for some f i ∈ R and i > 0. By Lemma 2.1(i),z ∈ C φ . Using the relationsx dȳ =z r and x et =ȳ s , we see thatx,ȳ,t ∈ C φ , i.e., φ is trivial, which is a contradiction. Hence, C φ ⊆ R.
We now show that
. Any element g ∈ R can be written as
Thus a homogeneous element of C in R is of the form g i (x)ȳ i for some 0 ≤ i < s or g ij (x)t iȳj for some i > 0 and 0 ≤ j < r. As C φ is a graded subring of C, we have either g i (x)ȳ i ∈ C φ for some 0 ≤ i < s or g ij (x)t iȳj for some i > 0 and 0 ≤ j < r. Suppose g ij (x)t iȳj ∈ C φ for some i > 0 and 0 ≤ j < s. Then C φ being factorially closed in C,t ∈ C φ and so φ extends to a non-trivial exponential map of the ring
(cf. Lemma 2.1). But since one of the conditions of (4) is satisfied, the ring A is a non-normal ring of dimension one. Hence φ must be a trivial map (cf. Lemma 2.1(iii)), which is a contradiction. Hence,t / ∈ C φ . Therefore, g i (x)ȳ i ∈ C φ for some 0 ≤ i < s. If i > 0, then C φ being factorially closed in C, we have,ȳ ∈ C φ . Using the relationsx et =ȳ s andx dȳ =z r , we get, x,z,t ∈ C φ , i.e., φ is trivial, which is a contradiction. Hence i = 0 and
Lemma 3.7. There exists a non-trivial exponential map φ on B such that
Proof. Consider the map φ : B → B[U ] defined by, Remark 3.9. Let B be as in (1) and suppose the parameters r, s and e in B do not satisfy the conditions (4) of Lemma 3.6, i.e., either {r = s = 1} or {r = e = 1 and s ≥ 2}. If r = s = 1, then B ∼ = k [2] and hence ML(B) = k. If r = e = 1 and s ≥ 2,
Isomorphism Classes
We now investigate isomorphism classes of a family of surfaces which includes the double Danielewski surfaces. We consider two such surfaces which, for convenience, we denote by B 1 and B 2 (not to be confused with the graded components of B in Section 3.1):
, 
Moreover, if ψ : B 2 → B 1 is an isomorphism, then
Conversely, if conditions (I) and (II) hold, then
Proof. Let ψ : B 1 → B 2 be a k-algebra isomorphism. Replacing B 1 by ψ(B 1 ), we may assume that
and hence
. Using symmetry, we have, γ(x 1 ) ∈ k * , i.e.,
for some γ ∈ k * , δ(
As
we have
Since λ, γ ∈ k * , this contradicts that P 2 (X, Z) is monic in Z. Therefore, µ = 0 and
for some λ ∈ k * . We now show that (6) and (7), we have,
, which contradicts that P 1 (X, Z) is a monic polynomial in Z. Hence, d 1 ≤ d 2 and by symmetry, we have
Thus, we have,
. Since P i (X, Z)'s are monic in Z (for i = 1, 2), using (5) and (7), we see that
Replacing τ ′ by τ , we have,
for some f ∈ k[x 1 , z 1 ]. In particular, using (5) and (7), and putting x 1 = 0 in (9), we have,
Now we have,
We now show that e 1 = e 2 . Suppose, if possible, e 1 > e 2 . Using (7) and above, we have x
Hence, e 1 ≤ e 2 and by symmetry, we have e 1 = e 2 = e say.
Thus, (5) and (10), we see that
for some h ∈ k[x 1 , y 1 , z 1 ]. In particular, using (5), (7), (10) and putting x 1 = 0 in (13), we have,
Hence,
Conversely, suppose conditions (I) and (II) hold. Consider the k-algebra map
Thus φ induces a k-linear mapφ : B 2 → B 1 , which is surjective. Since both B 1 and B 2 are of the same dimension, we haveφ is an isomorphism.
It follows from the above result that no member of the family of double Danielewski surfaces is isomorphic to a member of the family of Danielewski surfaces. 
, where n ≥ 2, deg Z f (X, Z) ≥ 2 and f (0, Z) = 0. Let B be a double Danielewski surface, i.e., B be as in (1) with the parameters r ≥ 2 and s ≥ 2. Then A is not isomorphic to B.
Proof. Let f (X, Z) = f 0 (Z) + Xf 1 (X, Z). Then the ring A ∼ = A ′ , where
Note that the ring A ′ is of the form in (1) Below we deduce a few properties of automorphisms of double Danielewski surfaces.
Theorem 3.12. Let B be as in (1) and let the parameters r, s and e satisfy the conditions (4) of Lemma 3.6. Let R denote the subring k[x, y, z] of B. Let ψ ∈ Aut k (B). Then:
(ii) ψ(x) = λx for some λ ∈ k * .
(v) ψ((x e , Q(x, y, z))R) = (x e , Q(x, y, z))R.
(vi) ψ(t) = at + b, where a ∈ k * and b ∈ R.
Proof. Follows from the proof of Theorem 3.10 (see (6) , (7), (8), (11), (12), (14)).
The next result gives a characterization of any automorphism of B.
Theorem 3.13. Let B be as in (1) and let the parameters r, s and e satisfy the conditions (4) of Lemma 3.6. Let ψ be an endomorphism of B satisfying (i) and (ii) of Theorem 3.12. Then ψ is an automorphism of the ring B.
Proof. As B is a Noetherian ring, it is enough to show that, ψ(B) = B. Since B is generated by x, y, z and t, by (i), it is enough to show that y, t ∈ ψ(B).
Since ψ(x) = λx for some λ ∈ k * and ψ(k[x, z]) = k[x, z], we have ψ(z) = λ 2 z + µ 2 for some λ 2 ∈ k * and µ 2 ∈ k[x]. Since ψ is an endomorphism, we have ψ(x d y) = ψ(P (x, z)). Therefore,
Hence, from (15), we have
. Now ψ(x e t) = ψ(Q(x, y, z)), and hence
Hence, from (16), we have
We now prove a stable isomorphism property of double Danielewski surfaces.
Theorem 3.14. Let
,
and
Suppose that
Then, for e ≥ 2,
Proof. We write B d,e = B for notational convenience. As before, let x, y, z and t respectively denote the images of X, Y , Z and T in B. Let φ : B → B[U ] be an exponential map defined on B by [1] and extend φ to A by defining φ(w) = w − xU. Let f = x d+e−1 w + z. Then f ∈ A φ . Now,
for some θ ∈ A. Therefore,
where g = y + x e−1 (P ′ (0, z)w + xθ) ∈ A. Note that, since x d g = P (x, f ) ∈ A φ and A φ is factorially closed in A (cf. Lemma 2.1), we have g ∈ A φ . Now
for some ρ ∈ A. Therefore,
where h = P ′ (0, z)Q ′ (0, y, z)w + xt + xρ ∈ A. Note that, since Q(x, g, f ) = x e−1 h ∈ A φ and A φ is factorially closed in A, we have h ∈ A φ . From the given condition we have, ( Since Q(0, y, z) ∈ xA and P (0, z) ∈ xA, we have,
for some δ ∈ A.
Let v = w − a(g, f )h x . We first show that v ∈ A. Note that a(g, f ) − a(y, z) ∈ xA.
Let a(g, f ) − a(y, z) = xγ for some γ ∈ A. Now w − ha(g, f ) = w − ha(y, z) − h(a(g, f ) − a(y, z)) = w − ha(y, z) − hxγ = w − a(y, z)(P ′ (0, z)Q ′ (0, y, z)w + xt + xρ) − hxγ = w(1 − a(y, z)P ′ (0, z)Q ′ (0, y, z)) − x(a(y, z)t + a(y, z)ρ + hγ) = wxδ − x(a(y, z)t + a(y, z)ρ + hγ) ∈ xA Thus, v = w − ha(g, f ) x ∈ A. Now, since x, f, g, h ∈ A φ , we have φ(v) = v − U. Then, by Lemma 2.1(iii),
Let E = k[x, f, g, h]. Consider indeterminates X, F , G and H over k so that k[X, F, G, H] = k [4] and let
We first show that E ∼ = E 1 . Clearly there exists a surjective k-algebra homomorphism Φ : k[X, F, G, H] → E such that Φ(X) = x, Φ(F ) = f , Φ(G) = g and Φ(H) = h.
Using (17) and (18), we see that Φ induces a surjective k-algebra mapΦ : E 1 → E. [1/x] . Therefore, to show that E = A φ , it is enough to show that xE = xA φ ∩ E. Since xA φ = xA ∩ A φ by Lemma 2.1(i), it is enough to show that xE = xA ∩ E, i.e., to show that the kernel of the map ι : E → A/xA is xE. Clearly ι(f ) =z, ι(g) =ỹ and ι(h) = P ′ (0,z)Q ′ (0,ỹ,z)w. Now by (19), P ′ (0,z)Q ′ (0,ỹ,z) ∈ (A/xA) * . Hence, ι(E) = k[z,ỹ,w] and A/xA = ι(E)[t] = ι(E) [1] . Thus dim ι(E) = dim(A/xA) − 1 = 1. Now as E/xE ∼ = E 1 /xE 1 = k[F, G, H]/(P (0, F ), Q(0, G, F )) = k[F, G] (P (0, F ), Q(0, G, F )) [1] , we have dim(E/xE) = 1 = dim ι(E). Hence kernel of ι is xE. 
