INTRODUCTION
We consider the following dynamical System : ), u(t),v(t)) 9 where u(t)sU and v(t)sV.
Let O be an open target. Two players, Ursule and Victor control this dynamical System throught their respective controls u and u. Ursule wants the System to reach the target ft, Victor wants the System to avoid 12, namely he wants the state variable x to remain in K := R n \£è. The main topic of this paper is to provide some aîgorithm computing discriminating victory domains used in differential gaines. We define (*) Manuscript received June 17, 1993 , revised October 19, 1993 . Victor's Discriminating victory set as the set of initial condition x 0 e K, such that there exists a strategy choosed by Victor such that, for any measurable control w(. ) choosed by Ursule, the associated trajectory stays forever inK. We know ( [7] , [1] and [16] for time dependent dynamics) that this victory set, for some classes of causal stratégies, is the largest closed subset A of K satisfying the following tangential ( 3 ) condition ( 4 ) :
VxeA, Vw G U, 3v e V, ƒ (x, u 9 
v)e T A (x).
(
We shall call this set the discriminating kernel of K and we dénote it by Disc f (K) . We refer to [7] for the interprétation of Discy(AT) in term of Victor's discriminating victory set. These two sets are equal for KrassovskiSubbotin positional stratégies defined in [13] and for nonanticipative stratégies used in [9] (see also [21] and [8] ). The goal of this paper is not to explain this interprétation but, knowing it, the main aim of this paper is to compute the set of initial conditions such that Victor can win by discriminating victory. We provide in this paper two kinds of algorithms Computing victory sets. The first kind of algorithms is similar to algorithms explained in [10] for viability kernels and in [18] for invariance kernels ( 5 ). This is the case when the dynamics only depend on one control.
The main idea of the algorithm is the following : For a given closed set K and for a point x s K, if the tangential condition is not fulfilled, it is possible to compute some r(x)=>0 such that the bail B(x, r(x)) does not meet Discy(£"). We obtain a set K x by substracting to K all such open balls. This r (x) dépends only ( bound of ƒ in K. By iterating this construction, we can define recursively a decreasing séquence of closed sets K n . We prove that this séquence converges to Disc ƒ (AT). The second kind of algorithm is related to discretization methods (cf. [20] and [19] ) to compute the viability and invariance kernels of a closed set A:. 
We shall write further this tangential condition using proximal normals.
The reader can refer to [3] , for the définitions of viability and invariance kernels. The main idea is the foilowing : we associate with (1) a « discretized équation » of the foilowing form :
where u n eU and v n e V .
Then, we define suitable discrete discriminating kernel Y>ïsc g (K) of a closed set K. It is easy to prove that this victory set for Victor is the largest closed subset of K satisfying the foilowing condition :
Vx e Disc F (K\ Vw e U 9 3v e V such that g (jt, w, v ) e Disc F (K). (4) We use this condition to define a decreasing séquence of closed sets converging to the discrete discriminating kernel of a closed set K. An example of similar algorithm, for a discrete dynamic pursuit game, is provided in [14] , by using different technics.
In the third part of our paper, we prove that discrete discriminating kernels approximate the discriminating kernels of (1), for suitable choice of g.
We want to underline that these methods differ sharply from classical methods used in differential games theory. Classical methods (cf [4] ) consist in constructing a banier (Le., the boundary of the discriminating or the leadership kernel) which is assumed to contain optimal solutions ( 7 ) and after this it is necessary to verify that the set defined is the victory set. In our methods, we do not need to find solutions of (1). The reader can see [14] and [15] for some other methods.
For doing this, we mainly use set-valued analysis and viability theory (cf. [2] and [3] ).
DISCRIMINATING KERNELS FOR DIFFERENTIAL GAMES
This section is devoted to state basic results and assumptions concerning discriminating domains and kernels.
Since our purpose is to establish algorithms, we do not try to have the weakest assumptions, but assumptions such that our two algorithms converge. For more detailed study the reader is refered to [6] .
Assumptions
We study absolutely continuous solutions to the foilowing system
where u(t)sU and v(t)eV for almost every t 2= 0
FOP a ngorous proof of The barrier phenomenon, see ([17J) in the case of the viability kernels, and ( [6] ) in the case of the discriminating and leadership kernels.
vol. 28, n° 4, 1994 where the state-variable x belongs to X := R" and U and V are compact subsets of two finite dimensional metric spaces.
We assume that the function f :M n x U xV ^>U n is f-Lipschitzian. Define f (x, u,v) for ail x e U n and for ail u e U. We assume hère that F (x, u) is convex for ail x and ail u. We assume furthermore that ƒ is bounded, i.e. there exists a constant M > 0 such that :
ie/?" ueU veV
Discriminating kernels
Let ^bea closed subset of R*. DÉFINITION 
where NP K (x) is the set of the proximal normals (
When K is not a discriminating domain we define by Disc f {K) the largest closed discriminating domain contained in K. When K is the complement of an open target 12 this set is actually Victor's discriminating victory set (cf. [7] for a detailed proof). Proof : We know that {cf. the construction of discriminating kerneis in [6] ) where sets V n are defined by According to [10] section 3, the viability of a convex set for a convex setvalued map is convex. Consequently, any V n is convex and so is Disc f (K).
Q.E.D.
AN ALGORITHM IN CONTINUOUS CASE
Our goal is to provide an algorithm finding the set Disc ƒ (K) which is the largest subset of K satisfying the following tangential condition :
This approach is an extension to differential games of results already presented in [10] and in [18] .
Approximation
We want to underline that at each step of the algorithm, we only use the knowledge of K and ƒ because we do not know in advance Disc, (iO.
Let us dénote by K the set of points x of BK which do not satisfy (7), Le., 3v e NP K (x) with sup inf <ƒ(*, u, v\ v) > 0 . 
Construction
We define a decreasing séquence of closed subsets of K.
( 10) where K n dénotes the set of points x of K n where the tangential condition (7) is not fulfilled ( u ) with Disc / (^T) replaced by K n . It is easy to notice that Disc ƒ (AT) <= K n and consequently K^ :
contains Dïsc f (K).
Convergence
We prove the convergence of the algorithm. Define v n := x + ï 7 -x n . Then *>" belongs to NP Kn (x") and * n , A:j^ sup inf (f{x n9 u, v), v n ) .
(") Namely :
Bu G N/'j^ (A) with sup inf <ƒ(*% w, i? ), vol. 28, n° 4, 1994 Since llx -xJI 2= -0 n from the construction of the séquence {K n \ we obtain lim a{x m K n ) = 0. In particular, the limit of the séquence
is non-positive. But this limit is equal to
, which is non-positive. This complètes the proof.
M V
THE DISCRETE TARGET PROBLEM
We now consider the discrete dynamical system : Vn e N 9 x n+l = g (x m u n , v n ) , where u" sU and v n e V . (11) We shall dénote by 3c the séquence (x tt ) w . Let fl be an open target of X. Two players, Ursule and Victor control this discrete dynamical system through their respective controls u and v, Ursule wants the system to reach the target. Victor wants the system to avoid it, namely he wants the system to remain in K = X\f2. We study Victor's discrete discriminating victory set, Le., the set of points x of K such that a strategy t?(. » . ): X x U -> V exists, such that for any séquence (u n ) n , the solution (x n ) n of (12) remains in K. Let us notice that this définition is similar to the one used in [14] .
Set :
We shall say that a closed set S is a discrete discriminating domain for G if S enjoys the following property :
Vx e S, VM e U 9 G (x, u) n S # 0 .
It is easy to deduce the following. Proof : Assume that S is a discrete discriminating domain. For any x of 5 and any u of U 9 the intersection G(x, u ) n S is nonempty. Thus we can choose some v (x, u) of F such that g{x, u, v(x, u) ) belongs to S. For any x 0 of S, for any séquence (u n ) n , the solution of (12) remains in S. So we have defined the desired strategy v (. , . ).
Assume now that, for any x 0 of 5, there is a strategy v ( ., . ) such that, for any séquence (u n ) n of U, the solution (x n ) n^o of (12) starting from x 0 remains in S. Let u belong to U 9 and define the séquence u n = u for any n. Then the solution x n of (12) remains in S. Thus x x = g(x 0 , w 0 , V(X 09 U 0 )) belongs to S and to G(x 0 , u). So G(x 0 , w)nS is non-empty for any x 0 of S and any u of U> and S is a discrete discriminating domain.
Q.E.D. If K is not a discrete discriminating domain, it is possible to define the a largest discriminating domain contained in K and furthermore the largest one. PROPOSITION Proof : Let us consider the decreasing séquence of closed sets K n defined as follows :
, Vn =* 0 .
Since G is upper semi-continuous with compact values, sets K n are closed. Let us define K^ := f~^ K n , the decreasing limit of the K n . We claim that K m satisfies the définition of discrete discriminating kernels. In fact it is clear that if some D c= K is a discrete discriminating domain, it is contained in every K n and consequently in K^.
Let us prove that K m is a discrete discriminating domain, namely that it satisfies condition like (14) .
Let x belong to K^, and u belong to U. We have to show that G(x, u) n K m is nonempty. Since x belongs to K m for all n, there exists y n € K n n G (x, u ). A subsequence again denoted y n converges to some j, because G is semi-continuous with compact values. The point y belongs to K m , since the séquence K n decreases to K^, and belongs to G(x, w), since and G( ., u) is upper semicontinuous with compact values. So , u) n K oe # 0 .
This means precisely that K^ is a discrete discriminating domain for G.
Q.E.D. Now, we shall prove that this discrete discriminating domain can be interpretated in term of Victor's discrete discriminating victory set.
DÉFINITION 4.3 : Let us posit assumptions of Proposition 4.2. Victor's discrete discriminating victory set denoted by i^ff is the set of point x 0 e K for which a strategy v(.,.):
XxU^V exists, such that, for any séquence (u n ) ni the solution (x n ) nss0 of (12) starting from x 0 remains in K, i.e. x n belongs to K for any nz*Q.
THEOREM 4.4 : Let K be a closed set and G (.,.): X x U~> X be a upper semi-continuous set-valued map with compact values. Victor's discrete discriminating victory set is the discrete discriminating kernel of K.

Proof : From Proposition 4.1, we obtain if^v=> Disc G (K).
To prove the opposite inclusion, we shall prove that X\#£ => X\DÏsc G (/n . Fix JC 0 e ^\DÏsc G (^T) and a strategy v(. 9 .):XxU->V.
We shall define a séquence (u n ) n such that the solution of (12) starting from x 0 leaves K in finite time.
Thanks to (15) There is a natural way to approximate the discrete discriminating kernel of a closed set K. We already used this idea to prove Theorem 4.4. We provide these algorithms in a more gênerai framework.
The main motivation of studying the discrete target problem is the approximation the discriminating kernel of any closed set. Theorem 5.2 states that the discrete discriminating domain of a closed set K for the setvalued map x ^> x + rf (x, M, V) + <TT 2 B (where B is the closed unit bail and where the constant a is computed bellow) converge to the discriminating kernel of K for ƒ when r -• 0 + .
Approximation of the discrete discriminating kernel
Let ^ be a closed set and g : IR" x U x^ -+M n a continuous map, U and V being metric, compact. Set as previously Consider U n any séquence of subsets of U, such that :
We define the following decreasing séquence of closed sets :
In a similar way that in the proof of Theorem 4.4, we can prove the following. PROPOSITION 
5.1: Let K and G as previously. The decreasing séquence of closed sets K' n defined by (15) converges to Di$>c G {K) i.e.
Pi K^ = m^a (K). cis)
neM Proof : From définitions of K n (see (15) ) and of K' n , it is obvious that for any n e N, K' n contains K n .
So we have just to prove that K'^ := ^"^ K' n is a discrete discriminating nsN domain for G. Let x belong to K^ and u e U. From (16) , there exists a séquence u nk of U nt which converges to u. From (17) , there exists some y k which belongs to the intersection of G(x, u" k ) and K' Hk . Since G is upper semicontinuous with compact values, a subsequence, again denoted y k converges to some y of G(x, w). Moreover, y belongs to K m because y k belongs to K' nk . So we proved that for any x of K' m , for any u of U, the intersection between G(x, u) and K^ is not empty. In other words, K'^ is a discrete discriminating domain of K for G. Since K' oe contains the discrete discriminating kernel of K for G, from the définition of the discrete discriminating kernel, both sets have to be equal.
Approximation by discrete discriminating kernels
We introducé the new notations (where B is the unit closed bail) :
The discrete dynamieal, System for the set-valued map G T is a discretization of the dynamieal System (1) for ƒ. It is rather natural to ask if the discriminating kernel of a closed set K for ƒ can be approximated by the discrete discriminating kernel of K for G T . The answer is positive ; 
The proof is the resuit of the two following Propositions : First Proposition 5.3 states that any upper limit of discrete discriminating domains for G T is a discriminating domain for ƒ when T -• 0 + . 
So, we have proved that if x 0 belongs to the discriminating kernel of K for ƒ and if x(. ) is a solution for F(., u) starting from JC 0 , then the following séquence
is a solution to the discrete dynamical system associated with G T { . , M) :
f" + ieG r (f",«), V^O. Q.E.D.
APPROXIMATION BY FINITE SETVALUE0 MAPS
With any hRwe associate X h a countable subset of X, which spans X in the sensé that Vx e X , 3x h e X h such that ||x -x h \\ *z a (h)
where a (h) decreases to 0 when h -+ 0 :
Consider a f-Lipschitzian map ƒ: U n x U xV -• IR". For any fixed r>0:
Set moreover :
The set-valued map G' T h is the discretization of the extend set-valued map G r r , If K is a closed subset of R", we set *£= (^ + r5)nX,.
We are now able to state the last Theorem of this paper : Since a (/*) is supposed to be lower than r 2 , Theorem 5.2 yields that the upper limit of Disc G <2 + Tf)«(*) (K + a(h)B) is equal to Disc^^f-h a(/z)Z?).
Let us notice that Disc ƒ (K + a(h)B) contains Disc ƒ (K) because Disc ƒ (K) is
a discriminating domain contained in K + a(h)B. The Stability Theorem (see [3] ) states that any upper limit of viability domains is still a viability domain. When h -• 0 + , the upper limit of Disc f (K-\-a (h)B) is still a viability domain for ƒ(., w, V ) for all u e U, so it is a discriminating domain for ƒ contained in ^T. In particular since this upper limit contains Disc f (K), it is equal to Disc ƒ (K). So we have proved the opposite inclusion.
EXAMPLE
We provide two exarnples of computation of the discriminating kernel. This game derived from the classical homicidal chauffeur game is suggested by Pierre Bernhard ( 13 ). We set W := 5.2. The target is defined by ft = {(x,y), r<1.5} .
For R = 4, we obtain figure 1 and for R = 2, we obtain figure 2.
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