Construction of free energy landscapes at Quantum mechanics (QM) level is computationally demanding. As shown in previous studies, by employing an indirect scheme (i.e. constructing a thermodynamic cycle connecting QM states via an alchemical pathway), simulations are converged with much less computational burden. The indirect scheme makes QM/ molecular mechanics (MM) free energy simulation orders of magnitude faster than the direct QM/MM schemes. However, the indirect QM/MM simulations were mostly equilibrium sampling based and the nonequilibrium methods were merely exploited in one-dimensional alchemical QM/MM end-state correction at two end states. In this work, we represent a multi-dimensional nonequilibrium pulling scheme for indirect QM/MM free energy simulations, where the whole free energy simulation is performed only with nonequilibrium methods. The collective variable (CV) space we explore is a combination of one alchemical CV and one physically meaningful CV.
Introduction
Free energy differences between different states of a system or different systems of interest are of great importance in various scientific fields. [1] [2] [3] [4] The free energy profile or the free energy landscape depicts the variation of the free energy along generalized coordinates. From these curves or surfaces, we can obtain insights about various properties of the system of interest, such as the relative stability of different states and the rate constants of transitions between them. Accurate and precise estimation of free energy landscapes requires converged phase space sampling and accurate description of the system. The sampling efficiency can be enhanced with enhanced sampling techniques, which often give several orders of magnitude speedup compared with brute force simulations. [5] [6] [7] [8] As free energy is a state function, the free energy difference between different states can be calculated with any pathway one constructs, as long as the end states connected by the pathway remain unchanged. If the pathway is non-physical, the method is referred to as the alchemical method. The design of the alchemical pathway aims at making complex transformation feasible. [9] [10] [11] [12] [13] For instance, to investigate the binding/unbinding of protein-ligand complex we need to identify physically meaningful collective variable (CV) describing the important slow motions in this process. In complex systems, this is not an easy task and a lot of trails and errors are required before we reach the correct answer. By contrast, the alchemical pathway directly connects the two end states (i.e. the bound state and the unbound state) and the generalized CV, the alchemical order parameter, is used to describe the variation of Hamiltonian along the alchemical pathway. A series of intermediate states described with artificial Hamiltonians are introduced to enhance the convergence of the simulation. The alchemical method has been successfully applied to a series of cases, such as the relative binding affinity of protein-ligand complex, [14] [15] solvation free energy, 14, 16 and pKa shift calculation. 17 The drawback of the alchemical method is that only the free energy difference can be obtained, and how the reaction happens in the real world remains uncovered. To get a better understanding of the behavior of the system in the real physical world, the free energy landscape along the physically meaningful CVs is required.
According to the simulation protocol and the reweighting estimators used to recover the unbiased data, the free energy simulation frameworks can be divided into equilibrium and nonequilibrium techniques. 18 In the alchemical space, examples of the equilibrium schemes are thermodynamic integration (TI) [9] [10] [11] and free energy perturbation (FEP), while in the physically meaningful CV space there are umbrella sampling 7, [19] [20] [21] and replica exchange methods. [22] [23] [24] [25] [26] [27] In umbrella sampling, biasing potentials are added to enhance the sampling in specific regions in the phase space and the data obtained in the biased ensembles are reweighted to recover the distribution in the original unperturbed ensemble.
In the replica exchange method, the configurations under different Hamiltonians are attempted to exchange periodically to enhance barrier crossing and conformational search. The nonequilibrium scenarios are based on the estimators of Jarzynski's Identity (JI) 28 and Crooks' Equation (CE). 29 The statistical nature of JI makes it less efficient 4 / 41 than CE. [30] [31] [32] [33] Coupling these estimators with enhanced sampling methods gives the steered MD (SMD) method, where the system is pulled from the one state to another and the free energy profile is recovered with nonequilibrium works. 30, [34] [35] [36] [37] In essence, nonequilibrium techniques are generalizations of equilibrium methods. Equilibrium methods such as FEP can be seen as the instantaneous perturbation limit of JI derivatives.
With converged statistics from the simulation, the rest of the problem lies in the accuracy of description of the system (i.e. the Hamiltonian). Quantum mechanics (QM) Hamiltonians are more accurate than molecular mechanics (MM). However, QM methods are often computationally demanding and even prohibitive for large systems such as biomolecules. [38] [39] [40] Thus, the free energy simulation with full QM treatment of the system is too slow and is affordable only for small systems in the gas phase. Multiscale simulation techniques extend the applicability of QM Hamiltonians. QM/MM and fragmentation methods enable the accurate description of large systems. 38, [41] [42] [43] [44] However, these calculations are still too expensive for converged phase space sampling. Following the alchemical idea, the indirect QM/MM scheme is introduced. [45] [46] [47] [48] [49] A thermodynamic cycle is constructed and the whole transformation is decomposed into relatively cheap low-level MM simulation and MM<->QM corrections at end states, as is shown in Fig. 1a . Sometimes the low-level Hamiltonian used is semi-empirical methods such as the empirical valence bond (EVB) method. [50] [51] [52] This indirect scheme can be viewed as a special type of alchemical free energy simulation, where the different states are the same system described with different Hamiltonians. The indirect regime has been employed to recover the free energy profile along physically meaningful CV and the free energy difference between different states of the same system. [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] The speedup of the indirect pathway is generally several orders of magnitude and shows system dependence. [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] The indirect scheme can be very efficient in estimating the free energy barrier in the processes involving the breaking or the formation of chemical bonds such as the enzyme reactions by coupling the direct EVB simulation and the EVB<->QM alchemical corrections. 50 In systems where only non-bonded interactions are varying, e.g. the solvation of drug-like molecules, the polarization effect can be taken into account with the indirect QM/MM scheme with the combination of the direct MM simulation and MM<->QM corrections. 66 In the current published scientific reports, most studies employed equilibrium free energy simulation to perform the MM simulation and MM<->QM corrections. Normally, the traditional umbrella sampling was applied to construct the low-level potential of mean force (PMF) for configurational CV, and traditional FEP or its variants such as Bennett's Acceptance Ratio (BAR) [67] [68] was applied for alchemical CV. Only a few studies relying on nonequilibrium simulation techniques have been reported. 37 For instance, the nonequilibrium simulations were only used for MM<->QM corrections and the reweighting estimator was JI. 37 BAR and CE are the statistically optimal estimators in equilibrium and nonequilibrium reweighting between two thermodynamic states and the difference between them is only the quantity used in self-consistent field iterations. In BAR the energy difference is used, while in CE the
nonequilibrium work is employed.
In this work, we report a general nonequilibrium framework for the indirect calculation of QM/MM free energy landscape. As the QM/MM free energy landscape is constructed, the method can be used to investigate the behavior of the system in the real world, such as the mechanism of reactions and conformational changes. The method is built on our previous BAR/CE-based adaptive sampling in nonequilibrium stratification in the alchemical 16 and configurational spaces. 69 We combine one alchemical CV and one physically meaningful CV to construct the two-dimensional (2D) CV space. 2D nonequilibrium free energy simulation is performed and the direct QM/MM free energy profile is indirectly constructed. The closure of our thermodynamic cycle is almost perfect according to numerical simulations and the statistical noise is small, although in some cases the curve fitting is needed. The computational framework is easy to apply, the resulted indirect PMF is reliable, and the speedup is dramatic. The test cases we select include one periodic dihedral case and one non-periodic distance case. The two test cases are significantly different in size, and the difference between their speedups of the indirect scheme indicates the speedup of indirect QM/MM free energy simulation depends on the size of the system.
Methodology
One dimensional SMD and CE for PMF construction. In the current research, we're dealing with 2-dimensional enhanced sampling along one configurational CV and one alchemical CV.
For configurational CVs, the nonequilibrium approach is often called SMD, where a time-dependent harmonic potential defined by Eq. (1) is imposed on the system in order to restrain and direct it to move along the CV space, (1) , where h is the harmonic potential, 0  denotes the time-dependent CV defining the configurational pathway, q represents the coordinate vector,  refers to the current value of the CV and k is the force constant of the harmonic potential. In the stiff spring limit, the need to add corrections to account for the non-fixed behavior of initial configurations vanishes. [71] [72] [73] In alchemical space, the CV moves in almost the same way. The only difference is that the alchemical CV is fixed to the desired point and varies with the pre-defined schedule. There is no fluctuation in the alchemical CV space.
Often the long transformation is decomposed into small segments to enhance the convergence of the simulation due to reduced dissipation. The distribution of work in each segment becomes narrower with stratification. We consider the whole transformation is divided into K states and there are 1 K  segments. To ensure reliable 6 / 41 reweighting and accelerate convergence, we use the arguably best estimator in two-state free energy perturbation in nonequilibrium cases, CE. The dimensionless free energy difference between two states can be obtained from the asymptotically unbiased and statistically optimal estimator of CE in Eq. (2), 29, [67] [68] 
Var
Var
, where Var denotes the absolute variance and the definition of
. Here j is larger than i . Practically, we often set 1 ji , as only the transformations between neighboring states are performed, considering the computational efficiency. As CE requires the initial configurations for nonequilibrium realization to be extracted from equilibrium ensembles, we need to perform sampling in the equilibrium ensemble and then initiate nonequilibrium transformation. We calculate the autocorrelation time of the CV we bias in each state i , Free energy differences of multiple segments are summed to give the overall free energy difference of the whole nonequilibrium process, namely
    
. Setting the free energy of one state as the reference, we can obtain the PMF or the free energy profile along the CV.
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Adding corrections to one-dimensional free energy profile in order to obtain multi-dimensional free energy surface. When another CV orthogonal to the first CV is added, as illustrated in Fig. 1b , the free energy of state k can be calculated with
. 
, where 1 the computational cost at MM level. The computational cost comparison between MM and QM levels for our test cases including the backbone dihedral in ACE-NME and the end-to-end distance in deca-alanine are given in Table 1 .
Note that for non-periodic CV if the nonequilibrium realization is initiated from intermediate states, the pulling is performed in both directions (  increasing and  decreasing) while those initiated from end states are only pulled in one direction. For periodic CV transformations initiated from each state are performed in both directions. The configurational CVs that we consider include the periodic dihedral and non-periodic distance, and the alchemical CV is non-periodic.
How to define convergence in nonequilibrium simulation. Normally in nonequilibrium pulling, the convergence is checked by the removal of bias with further sampling and slower pulling speeds. 14, [16] [17] The time-evolution and the size of the statistical error or uncertainty (variance or standard error) are also needed to be checked. 14, [16] [17] 30 The phenomenon that identical results are obtained at different pulling speeds and from different sample sizes indicates successful bias elimination. Small enough standard error and the monotonically nonlinear dependence of the variance on the sample size suggest the same thing. In all types of free energy simulation, small enough standard error is required to define convergence. However, how small is small enough is unclear. In the results part of our manuscript, we report a new convergence criterion which relates the size of the statistical error required for convergence with the phase space overlap in nonequilibrium pulling.
Generalization of the phase space overlap in nonequilibrium pulling. Aside from the variance in each state, another quantity for convergence check is the overlap scalar proposed in Bennett's original paper. 68 We copy its original definition here as
, where the subscript ij indicates that the scalar estimates the overlap between state i and state j . The probability with n being the sample size. 30 Therefore, accurate estimates of this scalar require sufficient samples, especially for transformations with small overlaps. For instance, for overlap as small as 0.01, we need at least 50 samples to reach the correct answer, and more samples are required for accurate and precise estimates. Therefore, it is important to check the value of this scalar.
Here we seek for the nonequilibrium generalization of the above equation in estimating the convergence in nonequilibrium pulling. The overlap scalar estimates the reliability of reweighting, even in nonequilibrium simulation. As is obviously shown in Eq. (11), the overlap scalar is not an explicit function of the energy difference An alternative calculation method is from the variance of the free energy estimate or equivalently from the weight of each sample. As has been derived previously by Bennett, 68 the overlap scalar is nonlinearly dependent on the variance of BAR, namely
. Here the equal sample size rule of ij n n n  is applied. With the above equation, we can obtain the value of the overlap in nonequilibrium pulling from the variance of CE. As statistical convergence often requires the standard error to be smaller than some threshold, if we set the threshold as . We note that small standard errors sometimes do not indicate well-converged results. The variance of the free energy is intrinsically more biased than the free energy itself. 30 Therefore, to determine the convergence, the time-evolution of various statistical quantities such as the free energy and its variance are also needed to be considered, as has been pointed out in our previous discussion.
Computational Details
System preparation. Our test structural observables include one periodic CV of the backbone dihedral and one non-periodic CV of the end-to-end distance of deca-alanine. For the dihedral case, instead of the simplest C2H6, we choose the caps in biomolecules, the ACE-NME system, which is more biologically relevant. For the distance case, the end-to-end distance is defined as the distance between the carbon atom of the carboxyl group of N-terminus and that of the C-terminus. The stretching of deca-alanine leads to the deformation of helical structures. The definitions of CVs along with the structures are given in Fig. S1 . The value of alchemical CV can be the MM Hamiltonian described with AMBER 99SB 74 force filed and the semi-empirical QM Hamiltonian of PM3 75 and PM6. 76 
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The dihedral system is solvated into TIP3P water molecules [77] [78] in a rectangular box replicated in the whole space with periodic boundary conditions. The minimum distance between any atoms originally present in solute and the edge of the periodic box is set to be 10 Å and the number of triangulated 3-point water molecules is 511. The stretching of deca-alanine is performed in vacuo. The size of the QM region in each test system is given in Table 1 .
MD simulation. The dihedral windows or segments are equally spaced from 0° to 360 ° with 2° increments and the large force constant of 1000 kcal/mol· rad 2 is used in nonequilibrium pulling and initial configuration sampling in order to define the initial state precisely. This large force constant ensures the precise definition of states in conformational space and the validity of the stiff string approximation. In each intermediate along the physically meaningful CV, we perform 2000 cycles energy-minimization with steepest descent algorithm. The system is gradually heated from 0 K to 300 K in an NVT ensemble over a period of 10 ps, after which 200 ps NPT equilibration is performed.
In the distance case, the distance windows are spaced equally from 13 Å to 23 Å with 0.5 Å increments and the force constant of 500 kcal/mol· Å 2 is used. The procedure of equilibration before the initial configuration sampling is the same with the dihedral case, namely 2000 cycles of minimization, 10 ps heating and 200 ps equilibration.
After equilibration, the initial configuration sampling is performed with the sampling interval of 0.05 ps in the dihedral case and the sampling interval of 0.1 ps in the distance case. The CVs are used as the observable to define statistical inefficiency to subsample independent configurations. 66 According to our autocorrelation analysis, these sampling intervals are similar to the typical autocorrelation time for these systems. The nonequilibrium trajectories are then initiated from these uncorrelated configurations. For convergence check, we tested a series of pulling speeds. In the periodic simulation of the solvated dihedral case, a cutoff of 9 Å for non-bonded interactions in the real space is applied and long-range electrostatics are treated with PME method. 79 Isotropic position scaling along with
Berendsen barostat is employed to regulate the pressure. In the vacuum simulation, no cutoff for non-bonded interactions is used.
In all simulations, the SHAKE 80 algorithm is applied to perform bond length constraints for bonds involving hydrogen atoms in all molecules. 81 The time step used is 1 fs. Langevin dynamics 82 with the collision frequency of 5 Result and discussion 1. Periodic CV and small system --the backbone dihedral of ACE-NME.
Firstly, we check the convergence of all direct calculations of the free energy profiles at MM, PM3 and PM6 levels. As is shown in Fig. 2a, 2c and 2e, the PMFs do not vary with the pulling speed, which indicates the pulling speed of 0.5 ps/segment is slow enough for converged sampling. Therefore, we compare the results obtained from 0.5 ps per segment. The convergence of the PMF on the sample size is checked in Fig. 2b, 2d and 2f, from which we know the convergence of PMF is quite well. There are still some differences between the 20-sample PMF and the 25-sample PMF. Thus, we use the sample size of 25 to determine convergence in direct simulations. We should note that the point of minimal sample size for convergence here is very important in calculating the speedup of the indirect scheme. For this small system of ACE-NME, the absolute convergence can be reached with less than 5 ns sampling. If we overestimate the sample size needed for convergence in the direct QM/MM simulation, the speedup is also overestimated. For instance, in the case that the computational cost under MM Hamiltonian is much smaller than that under QM Hamiltonian, if the sample size required for convergence is 20 but we overestimate it to be 200, the indirect scheme leads to a further about 10 fold speedup, which exaggerates the performance and is erroneous.
The QM/MM correction terms are plotted as a function of CV in Fig. 3 . The sample size dependence tells us that for MM<->PM3 and MM<->PM6 reweighting, 3 samples are already enough for convergence. However, we notice that the statistical noise in the correction terms is quite significant. Here we focus on the convergence determined by bias elimination. Namely, the PMF does not vary with the sample size. In this aspect, the convergence has been reached.
Then, we turn to combine the direct MM calculation with QM/MM corrections, which is given in Fig. 4 . As the statistical noise in the QM/MM correction is quite large and the free energy profile is fluctuating significantly, we employ Savitzky-Golay filter to increase the signal-to-noise ratio and smooth the PMF. As we can see, the indirect scheme gives a similar profile with the direct one. The indirect QM/MM PMF agrees well with direct ones, but there are still some discrepancies. Although the difference between indirect and direct QM/MM results seems large, we note that this is due to the small increment on axis in our plot. The major spacing in Fig. 4b is 2 kcal/mol and the maximum of the absolute difference between indirect PM3 and direct PM3 in Fig. 4b is about 1 kcal/mol, which is much smaller than those reported in references. For instance, in one reference 54 the indirect QM/MM PMF differs from the direct result by 3 kcal/mol. In another reference the free energy of the transition state in an SN2 reaction is underestimated by
6 kcal/mol. 50 Therefore, the accuracy our result is already acceptable. The PM6 curves behave similarly with the PM3 ones and thus are not re-discussed here.
As MM Hamiltonian differs from PM3 and PM6 relatively large, which does not satisfy our pursuit of perfect closure of thermodynamic cycle, to further validate the cycle closure of our indirect scheme and get a near perfect match, we then simulate the indirect PM6 scheme via reweighting from PM3 Hamiltonian. Direct PM3 calculation is performed and we compute PM3<->PM6 corrections and obtain indirect PM6 profile.
The resulted correction terms are checked for convergence in Fig. 5a . Again, we know that 3 samples are enough for PM3<->PM6 corrections. Then we combine them to get the PM6 PMF, as is shown in Fig. 5b and 5c . Now, a near perfect match can be seen. Both the raw indirect PM6 curve and the fitted indirect curve almost completely overlap with the direct PM6 curve. This phenomenon proves the correctness of our method. We note that this PM3<->PM6 calculation is only used for check the cycle closure in our thermodynamic cycle and practically leads to no computational speedup. Another observation in this correction comparison plot is that, with the same sample size, the statistical
errors in MM<->QM corrections are larger than the PM3<->PM6 ones, indicating the higher similarity between PM3 and PM6 Hamiltonians, compared with the similarities between MM and QM Hamiltonians.
To quantify the similarities between different Hamiltonians, we calculate the overlap profile from the SD profile for MM<->PM6 and PM3<->PM6 corrections. In Fig. 7 , there are wells in the overlap profile in MM<->PM6 corrections. We notice that these wells in the overlap profile and the peaks in the SD profile are at the same place. These wells (smaller overlaps) lead to higher errors and poorer convergence behavior. In PM3<->PM6 reweighting, the overlap scalar in each transformation is satisfactorily high and is higher than those in MM<->PM6 reweighting. Therefore, the selection of reference Hamiltonian used for sampling should be emphasized as a technical point in indirect QM/MM simulation. We summarized the SD profiles and overlap profiles in Fig. S2a and b , from which we notice that the direct simulation often has larger overlap and smaller SD and thus converge better, while the overlap for correction terms is relatively smaller and thus has larger statistical errors.
To check if this is triggered by the initial-configuration bias or the non-equilibrated effect in our simulation, we run extensive sampling at MM and PM3 level to check the time-dependence of state-specified SD. As is shown in Fig. 8 , the two peaks in the MM curve are extremely hard to minimize, while the PM3 curve behaves well and all SDs are effectively minimized with further sampling. We notice that the dependence of SD on the sample size is nonlinear, which is expected according to Eq.
(3).
Efficiency comparison between the direct and indirect scheme. The computational costs for the direct and indirect schemes are given in Table 2 and Table S1 . We scale all the simulation times by the ratio of the computational cost of QM Hamiltonian to that of MM Hamiltonian to the equivalent simulation time under MM Hamiltonian, enabling direct comparison between their efficiencies. As can be seen, the indirect scheme does result in some saving of computational cost, compared with the direct QM/MM simulation. However, the small difference between computational cost under MM and QM Hamiltonian leads to small speedup ratio in the dihedral case. This is expected considering the scaling behavior of the computational cost of the QM/MM Hamiltonian on the system size. Also, considering the statistical noise introduced in the MM<->QM correction, we would recommend the direct QM/MM simulation rather than the indirect scheme, if small systems are under consideration.
Non-periodic CV and large system --the end-to-end distance of deca-alanine.
The stretching of deca-alanine has been used as the test system for nonequilibrium enhanced sampling techniques in a number of researches. 5, [84] [85] Therefore, it is the ideal system for us to test the performance of our multi-dimensional nonequilibrium free energy simulation scheme for indirect QM/MM simulation.
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Firstly, we check the convergence behavior of direct calculations of PMF under different Hamiltonians. For this system, we only present direct and indirect PM6 results with MM Hamiltonian as intermediate, as the PM3
Hamiltonian behave similarly with PM6. The pulling speed dependence of the PMF is shown in Fig. 9a and 9c . The pulling speed of 250 Å/ns seems slow enough and the PMF under this speed is almost identical with the slowest speed of 50 Å/ns. Then we compare the PMFs under this speed (250 Å/ns) obtained from different sample sizes, which are given in Fig. 9b and 9d . The initial sample size is 5 and in each iteration further 5 samples are added to the dataset.
From the MM plot of Fig. 9b , we know that the convergence at MM level can be achieved at about 25 samples.
Smaller sample sizes still result in fluctuations in the PMF, although this fluctuation is rather small. The maximum difference between the fully converged PMF and PMFs in the first 5 iterations is about than kBT (0.59 kcal/mol), not to say the root mean square deviation. As has been discussed in the previous example, the underestimate of the convergence sample size at low-level Hamiltonians and the overestimate of the convergence sample size at high-level
Hamiltonians result in an overestimated speedup of the indirect scheme. Therefore, to avoid exaggerating the performance of the indirect scheme, we set the sample size required for convergence at MM level as 25 samples. The convergence at PM6 level seems harder compared with that at MM level. The PMF keeps varying with the sample size and at least 50 samples are required for convergence. The sample size dependence of SD profile is shown in Fig. 9e and 9f. For this system, we notice that there is no peak in the SD profile. Therefore, all states contribute almost equally to the statistical error in reweighting and the better convergence behavior should be obtained.
As the stretching of deca-alanine does not include strong interactions such as ion-ion interactions, the free energy does not vary and fluctuate significantly with the end-to-end distance. Therefore, for sampling efficiency considerations, we use 1 Å increments from 13 Å to 23 Å in MM<->PM6 correction. The sample size dependence of the QM/MM corrections is given in Fig. 10a , from which we know that the MM<->PM6 corrections converge with 5 samples. Statistical noises still exist in this case and the curve fitting procedure is needed to get a smooth PMF. The standard error in each state in MM<->PM6 correction and the corresponding overlap profile are given in Fig. 10b .
Compared with the simple ACE-NME case, for this larger system, slower pulling speeds in the alchemical space are needed for convergence, due to the larger size of QM region (109 atoms > 12 atoms, as is shown in Table 1 ) and thus the larger difference between MM and QM Hamiltonians. We notice that the SD profile seems to be negatively correlated with the overlap profile, which is correct according to Eq. (12) . The overlaps from state 20 Å to 22 Å are quite small and thus their results are of less reliability.
Combining the direct MM calculation with the QM/MM corrections leads to the indirect PMF, which is given in to the small overlaps in the 20-22 Å region and the unreliability discussed above. Considering the slow-varying nature of MM PMF, the PM6 PMF should neither fluctuate significantly. To get a smooth PMF and take the magnitude of statistical error into consideration at the same time, here we perform polynomial fitting with the raw data points. We weight each point by the reciprocal of its statistical uncertainty in order to consider the effect of statistical errors. Here we note that the reciprocal of variance is positively correlated with the overlap, as is defined in Eq. (12) . Therefore, our weighted fitting procedure actually takes the phase space overlap into consideration. As is discussed previously, the reweighting results from state 20 Å to 22 Å are less unreliable and thus are weighted less. The resulted fitted curve agrees well with the direct PM6 result. We can expect that for slower pulling speeds the phase space overlap would increase and the raw data would become better.
Efficiency comparison between the direct and indirect scheme. The computational costs for the direct and indirect schemes in the distance case are given in Table 3 . We again scale all the simulation times by the computational cost ratio of QM to MM in order to obtain the equivalent simulation time under MM Hamiltonian. As can be seen in the table, for large systems described with QM Hamiltonian, the indirect scheme results in higher speedup, compared with the direct QM/MM simulation. The main reason for this speedup is the large difference between computational costs under MM and QM Hamiltonians. Therefore, the conclusion for large systems differs from the small system one. For computationally demanding systems in direct QM/MM simulation, indirect QM/MM method gives significant speedups and should be applied.
When σij = Oij.
Another interesting phenomenon can be seen in Fig. 10b is that the SD profile intersects the overlap profile at 14 Å. As the SD profile is not dimensionless but with the unit of kcal/mol, we recover the dimensionless SD profile of ACE-NME and deca-alanine systems in Fig. S2 . From 
. We do some math and obtain one real root and two complex roots, with e.g. the Cardano's method. As the sample size is a real number, we focus on the real root of
, where n denotes the sample size. The analytical result is plotted in Figure S3 , from which we notice that when the phase space overlap becomes small, more samples are needed to achieve the above condition. Also, when the overlap is small, the sample size seems to vary linearly with the overlap in the log-log plot. This is expected as when the sample size becomes large or the overlap scalar is small, the term Therefore, this condition can be viewed as an extension of the variance or standard error criterion and is a tight version of it. As the threshold for the standard error to determine convergence is often case-dependent and it is difficult to define a general threshold, the current criterion can serve as an empirical criterion for convergence check. The direct simulations all satisfy the condition of 
Lesson learned from nonequilibrium indirect QM/MM simulations.
Now we discuss the limitation of indirect QM/MM simulations and experiences obtained in the current work.
Although the system size influences the speedup of the indirect scheme, the size of the system also correlates with the dissimilarity between MM and QM Hamiltonians, which results in small phase space overlaps and limits the speedup of the indirect scheme. Slower pulling speeds are required for transformations between significantly different
Hamiltonians. This, again, emphasizes the importance of selecting appropriate low-level Hamiltonians to maximize the similarity between the low-level and high-level Hamiltonians and thus maximize the efficiency of the indirect scheme.
The magnitude of the speedup of indirect semi-empirical QM simulations via MM intermediates ranges from 2 to 35. We note that our test QM Hamiltonians only include semi-empirical QM methods, while for higher-level ab initio / DFT calculations, 87-89 the speedup should be even more dramatic. For instance, in references, the indirect ab initio calculation at higher QM levels via the equilibrium limit (i.e. instantaneous perturbation limit) of the current nonequilibrium indirect scheme, namely via single-step free energy perturbation or linear response approximation, is often more than one order of magnitude faster than the direct scheme. [51] [52] Further, an emphasis on the rational determination of the sample size required for convergence in direct QM/MM simulation is reported. Overestimation of the minimal sample size for convergence exaggerates the speedup given by the indirect scheme. The phase space overlap needs to be checked in reweighting. When the phase space overlap between the low-level intermediates and the high-level target Hamiltonian is small, the staging method is required. This leads to a dramatic increase in the computational cost of the indirect scheme. The current nonequilibrium pulling scheme is the generalization of previously proposed equilibrium perturbation methods, and reliable convergence can always be achieved with slow enough pulling.
Conclusion
The construction of free energy landscapes at QM/MM level is computationally demanding. The indirect schemes for QM/MM free energy simulation speed up the calculation. In this work, we reported a multi-dimensional nonequilibrium enhanced sampling scheme for indirect QM/MM free energy simulation. The method is able to recover the free energy profile along the physically meaningful CV at QM level indirectly, by combining the direct MM free energy profile and the alchemical correction term between MM and QM descriptions. Only nonequilibrium transformations are performed in this method. This nonequilibrium scheme of indirect QM/MM free energy simulation method can be seen as the generalization of previously proposed equilibrium perturbation based indirect QM/MM simulation methods. The benchmark cases include one periodic dihedral and one non-periodic distance. The cycle closure is checked numerically and a near perfect match is obtained. Moreover, the statistical noise in the indirectly constructed QM/MM PMF is found to be rather significant. Thus, an additional curve fitting procedure (e.g.
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the Savitzky-Golay filter) is useful to smooth the curve. Besides, the speedup of the indirect scheme is found to be positively correlated with the size of the system or the QM region. For the small systems the speedup is only about a factor of 2, while for large systems it can be as large as 35. Considering the statistical errors involved in the indirect simulations, the direct scheme renders more reliable, accurate and precise estimates of the free energy profile for small systems, while for large systems the indirect scheme is advisable to be employed to accelerate the free energy simulations.
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27 / 41 Fig. 2 . In the dihedral case of ACE-NME, the convergence behavior of free energy profiles on the sample size and pulling speeds at a-b) MM, c-d) PM3 and e-f) PM6 levels. The initial sample size is 20 and in each iteration further 5 samples are added to the dataset. The legend x ps represents the pulling time for each 2° segment. We notice that 0.5 ps per segment is slow enough for absolute convergence and thus the statistics under this pulling speed is used for discussion in the following parts of the paper. There is small differences between the result obtained from the initial sample size and the that in the 2 nd iteration. Therefore, we use the sample size 25 as the sample size for convergence.
28 / 41 Comparison of state-specified SD with the same sample size in MM<->PM3, MM<->PM6 and PM3<->PM6 corrections. These curves show similar behaviors of the SD profile in the direct simulation ones. Therefore, when the direct MM result is combined with the MM<->QM correction, the peak-behavior is further exaggerated and the states near the peaks in the SD profile accumulate statistically significant noises in the indirect simulation. We also notice that the error in PM3<->PM6 correction is smaller than corrections from MM to QM, which is consistent with the higher similarity between PM3 and PM6 than those between MM and QM Hamiltonians. and in each iteration further 5 samples are added to the dataset. We notice that only the peaks of SD at MM level is extremely hard to decrease, while at PM3 level the SDs at all states behave similarly.
34 / 41 Fig. 9 . In the distance case of deca-alanine, the convergence behavior of free energy profiles on the sample size and pulling speeds at a-b) MM, and c-d) PM6 levels. The initial sample size is 5 and in each iteration further 5 samples are added to the dataset. We notice that about 25 samples are needed to get the fully converged PMF at MM level while 50 samples are required for convergence at PM6 level. The PMF comparison under different pulling speeds uses fully converged PMFs. e) 2D plot for direct comparison between the SD profiles at MM and PM6 level. f) The time-evolution of state-specified SD at MM and PM6 levels. We notice that there is no peak in the SD profile.
35 / 41 Fig. 10 . a) Convergence of MM<->PM6 correction PMF on the sample size in the distance deca-alanine case. We notice that the correction term converged with about 5 samples. b) State-specified standard errors in MM<->PM6 corrections and the overlap profile in MM<->PM6 correction. The unit of SD is kcal/mol and the overlap scalar is dimensionless. Here we use the result obtained with 50 samples.
36 / 41 Fig. 11 . Comparison between direct QM/MM PMF and indirect QM/MM PMF in the distance case. The QM level is PM6. Polynomial fitting is employed to smooth the PMF. The reciprocal of the variance of each data point is used to assign weights in the weighted fitting. b) The end-to-end distance defined as the distance between carbon atom of the carboxyl group of N-terminus and that of the C-terminus is used to describe the stretching of deca-alanine.
/ 41
39 / 41 
