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5Abstract
Due to the availability of larger data-sets and the complexity of Bayesian statistical models
in modern applications, the need for fast and approximate inference techniques is becoming
more and more prevalent.
In this thesis, we contribute three approaches to approximate Bayesian inference in
statistics. Firstly, we present a sequential algorithm for fast fitting of Dirichlet process mix-
ture (DPM) models. It provides a means for fast approximate Bayesian inference for mix-
ture data which is useful when the data-sets are so large that many standard computational
methods cannot be applied efficiently. This algorithm can be used in practice, to initially
interrogate the data such that exact data analysis can be applied later on. The numerical
results suggest that our algorithm can prove to be an efficient tool for fast, but approximate
inference for DPMs.
Secondly, we develop a new particle filter for approximating Feynman-Kac models
with indicator potentials. Examples of such models include approximate Bayesian compu-
tation (ABC) posteriors associated with hidden Markov models (HMMs). We also use this
approach to construct a new particle Markov chain Monte Carlo (PMCMC) algorithm for
static parameter estimations associated to HMMs.
Lastly, we construct an ABC approximation scheme of doubly intractable HMMs whose
observation and transition densities are computational intractable. This scheme is facili-
tated by a new collapsed state space representation. We propose state-of-the-art Sequential
Monte Carlo (SMC) algorithms for filtering via this ABC approximation. In addition, we
can use these SMC algorithms within MCMC algorithms for batch static parameter infer-
ence for doubly intractable HMMs.
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Chapter 1
Introduction
Bayesian inference is now broadly established as one of the principal foundations for statis-
tics and is the main framework focused upon in this thesis. In general, there are two well
studied directions for performing probabilistic inference in the analysis of data, namely
the frequentist approach and the Bayesian approach. The classical frequentist takes the
view that probabilities may be seen as relative frequencies of occurrence of random vari-
ables. The Bayesian approach takes a different view by using Bayes’ rule, which can be
informally written as:
posterior ∝ likelihood × prior
That is, one updates one’s prior belief of variables (e.g. parameters in a model) to obtain a
revised quantification of uncertainty. The prior reflects the knowledge about the quantities
of interest before any data has been seen. The posterior distribution then contains all infor-
mation inferred from the observed data about the variables. This provides an elegant and
consistent approach to deal with uncertainty (more details on Bayesian inference are given
in Chapter 2, Section 2.1).
However, for many problems arising in practice, analytical inference from the posterior
is rarely possible, thereby motivating the need for approximate techniques. Throughout
this thesis, we will be concerned with performing inference from the Bayesian perspective
and do not consider fully frequentist procedures. The research presented focuses on using
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Bayesian statistical techniques for approximate inference from Dirichlet process mixture
(DPM) models (Section 1.1) and hidden Markov models (HMMs) (Section 1.2). These
techniques can be useful in the applications of Statistics and Industry. In addition, the con-
tributions and outline of this thesis are presented in Section 1.3 and 1.4.
1.1 Approximate Inference from Dirichlet Process Mixture Model
As a result of the early work of [76] and [80], mixture models were established as a useful
statistical tool for both clustering inference and density estimation. The basic idea behind
mixture models is that if a data-set is made up of several subgroups (clusters), one can
model each subgroup with its own density and the overall data-set can be treated as a
weighted sum of these densities; see e.g. [69]. Computational methods for mixture models
([71, 91, 77, 69]) have found an increasingly large number of applications in many aca-
demic disciplines such as biology ([12]), econometrics ([35, 43]) and machine learning
([5]).
Due to the work done by [24], Bayesian mixture models could be applied when the
number of clusters is assumed known. With regards to the general case where the number
of clusters is unknown, Bayesian analysis via mixture models is possible using the methods
of [72, 84, 93]. In addition, DPM models ([2, 63]) have been considered in non-parametric
Bayesian statistics to analyze data-sets with an unknown number of clusters. This particular
class of models have proven to be very popular in the literature as a tool for both clustering
and density estimation and there are a wide variety of elegant Markov chain Monte Carlo
(MCMC) algorithms (and even more advanced, based upon Sequential Monte Carlo (SMC)
([98])) for fitting such models; see e.g. [31, 65].
However, the problem which limits the use of current methodologies is that as larger
data-sets are becoming available in modern applications there is increasing emphasis on
fitting complex models in a reasonable time frame. As an example, for a single nucleotide
polymorphism (SNP) experiment, modern genotyping microarray produce 300 000 ∼
5 000 000 two dimensional measurements. Each study may consist of hundreds to thou-
sands of such experiments. MCMC based algorithms provide exact inference but can be
very computationally demanding when trying to analyze these extremely large data-sets
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and even more, exact statistical inference from mixtures is notoriously demanding; see
e.g. [46]. This has placed demands on statisticians to develop well-defined realistic tech-
niques to analyze these data.
1.2 Approximate Inference from State Space Models
General state space HMMs provide an extremely flexible framework for modeling time
series; see e.g. [57, 30]. A HMM essentially consists of discrete observations and unob-
servable (hidden) states (more details of HMMs are given in Chapter 2, Section 2.4). The
great descriptive power of these models comes at the expense of intractability: it is impos-
sible to obtain analytic solutions to the filtering and smoothing problems of interest with
the exception of a small number of particularly special cases.
More recently, SMC methods (also known as particle filter) have become a popular tool
for Bayesian computation in complex dynamic systems ([25, 19]). It can be used to analyze
data that are ordered or sequential in time. So one is able to update the current information
(via Bayes theorem) on some unknown quantity (e.g. parameters). The methods have been
used to provide solutions to filtering problems in HMMs ([27]), where for given the past
observations, the posterior distribution of the current state is represented by a cloud of
particles and weights. These approaches have been used, successfully, for a wide class of
applications in engineering, statistics, physics and operations research ([45]). There has
also been many computational advances of SMC algorithms ([28]) and a wide variety of
convergence results have been established in the past fifteen years ([22]).
However, the first problem is that, in some high-impact research areas, the model of
interest is often sufficiently complex that the likelihood function is computationally in-
tractable. SMC will have difficulties in dealing with such models since the method often
requires the likelihood to be available point-wise. To alleviate this problem, an approach
inspired by Approximate Bayesian Computation (ABC) will be considered.
The ABC approximation has been conceived with the aim of inferring posterior distri-
butions where likelihood functions are computationally intractable or too expensive to eval-
uate. It exploits the computational efficiency of modern simulation techniques by replacing
the calculation of the likelihood with a comparison between observed and simulated data,
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which is drawn from the likelihood distribution. This comparison usually requires the sum-
mary statistics of a data-set to be defined to measure the similarity. [48] propose an ABC
approximation scheme of HMMs. This approach utilizes a particle filter for ABC approxi-
mation of HMMs targeting the filtering problems when the distribution of the observables
conditioned on the hidden state is not available point-wise. Theoretical arguments are given
in [48] to prove that the ABC approximation of the filter does not accumulate errors along
the sequence of observables, when the model has good mixing properties.
One weakness of the ABC approximation of a particle filter is that in some challenging
scenarios, it can collapse, i.e. all of the samples have zero weights. From an inference per-
spective, this is clearly an undesirable property and can lead to some poor performances.
Although for some classes of examples, e.g. [20, 23], there are some adaptive techniques
which can reduce the possibility of the algorithm collapsing, these are not always guaran-
teed to work in practice.
A secondary problem arises in practice is if the model of interest is doubly intractable,
i.e. the transition and observation densities are not of closed form, the standard approaches,
such as SMC methods or approximation schemes such as ABC approximations, will have
difficulties to obtain solutions to the filtering problems. This has been noted for diffusion
processes and in the field of biochemistry ([38, 39]). Alternatives to treat the absence of
a closed form transition density are available; see e.g. [33, 73, 79]. However, these ap-
proaches are not always workable in practice.
1.3 Contribution of the Thesis
The objective of this thesis is to investigate both the computational and inferential problems
discussed in Section 1.1 and 1.2.
The first contribution of this thesis is to develop a procedure for fast approximate fitting
of DPM models by reinterpreting the sequential updating and greedy search (SUGS) algo-
rithm ([99]) within a variational Bayes framework. Thus, we call this algorithm variational
SUGS or VSUGS. The advantage of VSUGS is apparent when one fits the approximation
to data whose components are close in some sense. In this scenario, we have consistently
found that VSUGS outperforms SUGS in a variety senses; this is important as, when the
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mixture components are highly separated, such initial browsing or interrogation of the data
is less important. Moreover, our variational approximation provides a lower-bound on the
log-marginal likelihood; we empirically find that this can be used as a technique for model
selection (e.g. selecting the order in which the data arrive) which did not seemingly work
well in [99].
The second contribution of this thesis is to propose an improvement of the particle filter
([48]), termed the alive particle filter, for HMMs. This new filter removes the possibility
that the old filter can collapse in practice. It enables the system to work in some challenging
scenarios, but introduces a random cost per time-step. We also construct a new particle
MCMC ([1]) algorithm by using this new filter to estimate static parameters of HMMs.
The third contribution of this thesis is to develop a new particle filter for HMMs when
the transition densities and likelihoods of such models are intractable. We consider a new
collapsed state space representation ([74]) and propose an ABC approximation of the alive
particle filter under this representation. This new constructed approach is termed as the ‘CR
alive particle filter’, where ‘CR’ denotes the term ‘collapsed representation’. In addition, we
derive new particle MCMC algorithms under this framework to estimate static parameters
of such HMMs.
1.4 Outline of the thesis
The rest of the thesis consists of five additional Chapters.
• Chapter 2 opens by providing a basic summary of Bayesian inference, mixture mod-
els, DPMs and HMMs. We then give a short literature review of ABC approxima-
tions, MCMC and SMC methods. Filtering and parameter estimation techniques for
HMMs are detailed in the following sections. An introduction of variational Bayes
framework, followed by a brief overview of standard techniques for inference and
clustering for DPM models are presented in the end.
• Chapter 3 focuses in details on the discussion of SUGS algorithm and our gener-
alization, the VSUGS algorithm. We provide numerical examples; both simulation
studies and real data analysis associated to flow cytometry data and SNPs data.
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• Chapter 4 is entirely concerned with the alive particle filter for HMMs. Theoretical
results from ([47]) are provided along with some interpretation of their meaning. We
analyze the performance of the alive particle filter and our new particle MCMC al-
gorithm with a real data application.
• Chapter 5 introduces the new collapsed state space representation and derives the CR
alive particle filter that enables one to perform Bayesian inference for HMMs whose
transition densities and likelihoods are computationally intractable. We analyze the
performance of the new filter and the new particle MCMC algorithms under different
scenarios.
• Chapter 6 concludes this thesis with a summary and a discussion of future work.
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Chapter 2
Literature Review
In this Chapter, we review some concepts which are fundamental to this thesis and will
appear multiple times in the upcoming Chapters. The descriptions of the models and ex-
isting algorithms will offer the reader some detail on how they are developed and, in the
case of the algorithm, outline their specific steps. Thus, this review Chapter is somewhat
of a toolbox of models and methods that we will utilize and build upon in the upcoming
Chapters.
This Chapter sets the context of the work in this thesis. We first provide a short re-
view of: Bayesian inference (Section 2.1), mixture models (Section 2.2), DPM models
(Section 2.3), HMMs (Section 2.4) and the associated Bayesian recursions for the filtering
distributions (Section 2.5). We then present a basic summary of ABC approximations (Sec-
tion 2.6), MCMC methods (Section 2.9) and SMC methods (Section 2.10). Filtering and
parameter estimation techniques for HMMs are detailed in Section 2.11–2.13. In Section
2.14 and 2.15, we introduce the variational Bayes framework in general, followed by a brief
overview of standard techniques for inference and clustering for DPM models.
2.1 Bayesian Inference
The following discussion is limited to only deal with continuous state spaces.
Suppose for a random variable Y ∈ Rdy , one establishes a Bayesian statistical model
Chapter 2. Literature Review 27
that assigns probability density to the random variable Y . Under this model, the probability
P
(
Y ∈ Y|θ) = ∫
Y
p(y|θ)dy
with density p(·), is a measure of the belief that Y will take a value in the set Y ⊆ Rdy ,
given unknown parameter θ ∈ Rdθ . In the Bayesian paradigm, θ becomes another ran-
dom variable and the belief that this parameter takes a certain value in Θ ⊆ Rdθ can be
represented by
P
(
θ ∈ Θ) = ∫
Θ
p(θ)dθ
In Bayesian statistics, p(θ) is called the prior probability density for θ, which reflects
any subjective beliefs held before a value of Y , i.e. data y is observed. After observing a
data point, one can update the belief of the value of θ by using Bayes’ rule:
p(θ|y) = p(θ) p(y|θ)
p(y)
(2.1)
where p(θ|y) is called the posterior density and p(y|θ) is referred to as a likelihood. In (2.1),
p(y) is the marginal density of y (or normalizing constant) and can be expressed as p(y) =∫
p(y|θ)p(θ)dθ; see [85] for more details. The importance of p(y) is heavily dependent on
the problem of interest. If one is only simulating values of θ from the posterior, then p(y)
can be ignored as it is not a function of θ. That is, (2.1) can be written as
p(θ|y) ∝ p(θ) p(y|θ)
However, if Bayesian model choice is required, then the quantity p(y) becomes central to
solving the problem. The model with the largest p(y) value is often the preferred model.
In summary, the posterior density is a normalized product of the prior and the likelihood
densities and reflects the update belief in light of data.
The expression (2.1) is useful when one is trying to infer the parameter θ for a particular
model after having observed data y. Many features of θ require integrating over the poste-
rior distribution. More specifically, one may want to know the posterior mean and variance
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of θ, which can be calculated as:
E
[
θ|y] = ∫
θ
θ p(θ|y)dθ
E
[
θ2|y] = ∫
θ
θ2 p(θ|y)dθ
Var
(
θ|y) = E[θ2|y]−E[θ|y]2
where E
[
θ|y] is denoted as the conditional expectation of θ with respect to posterior (pos-
terior mean) and Var
(
θ|y) is denoted as the posterior variance.
Another related application will be the marginal posterior distribution of variables (e.g.
parameters). Consider for example, θ = (θ1, θ2). The marginal density of p(θ1|y) can be
attained through:
p(θ1|y) =
∫
p
(
θ1, θ2|y
)
dθ2
In addition, suppose for a collection of n observations y1:n = (y1, . . . , yn), which are
conditionally independent for given θ. One may want to make predictions about an un-
known observable data based on the data points have already been seen, i.e. one is interested
in the probability distribution of a future observation yn+1. Thus, the predictive density can
be found by
p
(
yn+1|y1:n
)
=
∫
θ
p
(
yn+1|θ
)
p
(
θ|y1:n
)
dθ
As we stated above, the posterior density is useful in a vast number of applications
in statistics. However, the posterior is only analytically tractable in a limited number of
specific scenarios. One such case is when a conjugate prior p(θ) exists for the likelihood
p(y|θ), for example a beta prior with a binomial likelihood. Under this condition, one is
able to find a closed form expression for (2.1) and in fact, the posterior p(θ|y) will be in
the same family of densities as the prior. Unfortunately, the conjugate families only apply
in some applications of interest and one can find many more models where there is no
known analytically tractable expression for (2.1). Thus, one has to rely on some sort of
approximation techniques. These approximation schemes in general fall into two broad
Chapter 2. Literature Review 29
categories, depending on whether they resort to stochastic (e.g. Monte Carlo methods) or
deterministic approximations (e.g. Variational methods) ([8]).
2.2 Mixture Models
Mixture models provide a flexible framework in statistics to model data and are widely
used in cluster analysis and density estimation. More specifically, if data points belong to
one of K clusters, but whose individual class memberships are unknown, a mixture model
can be used to infer clusters of data points ([94, 77, 69]). Moreover, one can also derive an
estimate of the probability density function of data by using mixture models ([31, 88]).
In general, suppose for n observations y1:n, they can be grouped into K clusters. In the
parametric context, p(yi|θj) denotes the probability density function of yi conditioned on
θj , where θj is the corresponding parameter of the jth cluster. Thus the general form of a
finite mixture model with K clusters is
p(yi|θ) =
K∑
j=1
wjp
(
yi|θj
)
(2.2)
where θ = θ1:n and {wj}Kj=1 are non-negative mixing weights, s.t.
∑
j wj = 1.
For example, for the Gaussian case we have θj = (µj, σ2j ) for location µj and variance
σ2j . A two component of normal mixture model is denoted as
w1 p
(
yi|µ1, σ21
)
+
(
1− w1
)
p
(
yi|µ2, σ22
)
where
p
(
yi|µ, σ2
)
= (2pi)(−
1
2
)σ−1 exp
(
− 1
2
(yi − µ)2/σ2
)
In addition, given n conditionally independent observations, y1:n from mixture model
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(2.2), the likelihood function can be expressed as
p
(
y1:n|θ
)
=
n∏
i=1
{ K∑
j=1
wjp
(
yi|θj
)}
Hence, if the prior of θ is denoted as p(θ), one is able to obtain the posterior p(θ|y1:n) as
p
(
θ|y1:n
) ∝ ( n∏
i=1
{ K∑
j=1
wjp
(
yi|θj
)})
p(θ)
Let us now consider how to use a mixture model to partition data into clusters. We first
introduce a collection of independent latent random variables δ1:n = (δ1, . . . , δn), which are
regarded as categorical variables that indicate the labeling of the observations, i.e. δi = j
means that data point i belongs to cluster j. Then our task can be achieved by using the
classification probability, defined as
p
(
δi = j|y1:n
)
=
∫
θ
wjp
(
yi|θj
)∑K
l=1 wlp
(
yi|θl
) p(θ|y1:n)dθ.
For density estimation, we may consider the predictive density, i.e.
p
(
yn+1|y1:n
)
=
∫
θ
K∑
j=1
wjp
(
yn+1|θj
)
p
(
θ|y1:n
)
dθ.
Detailed and comprehensive reviews on mixture models can be found in [69, 70, 97].
2.3 Dirichlet Process Mixture Models
In this section, before we review the DPM models in Section 2.3.5, we give a short in-
troduction to the Dirichlet Process (Section 2.3.1) and its representations, i.e. the Po´lya
urn scheme (Section 2.3.2), Chinese restaurant process (Section 2.3.3) and Stick breaking
process (Section 2.3.4). A more detailed description can be found in [90] and [9].
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2.3.1 Dirichlet Process
Let P ∼ DP (α, P0) denotes a Dirichlet Process if P is a Dirichlet Process distributed
random probability measure ([34]). It has two parameters, i.e. the precision parameter α ∈
R+ and the base distribution P0. This definition has two key points:
1. First, P is a probability measure over a subsets of R, which can be loosely viewed
as a generalized probability distribution.
2. Second, any finite set of partitions ofR, F1∪· · ·∪Fk = R, we require
(
P (F1), . . . ,
P (Fk)
)
to be Dirichlet distributed.
A Dirichlet Process can be represented from various schemes and these schemes are briefly
reviewed in the following subsections.
2.3.2 Po´lya urn scheme
The Po´lya urn scheme ([9]) describes a process that produces a finite sequence of i.i.d.
random variables θ1, θ2, . . . , θn distributing according to P . This process provides a method
to predict the new sample based on the existing samples, i.e.:
θn|θ1:n−1 ∼ αP0
α + n− 1 +
∑n−1
l=1 Iθn(θl)
α + n− 1 ,
where Iθn(·) is used as an indicator function. In general, one can imagine drawing colored
balls from an urn, called P . θi represents the color of the ith ball one draws from the urn.
For each ball draws from the urn, one replace that ball and add another ball with the same
color to the urn. The procedure can be summarized in as:
1. Start with no balls in the urn and draw θ1 ∼ P0.
2. With probability proportional to α, draw θn ∼ P0 and add a ball of that color into the
urn.
3. With probability proportional to n− 1, pick a ball at random from the urn, record θn
to be its color, return the ball into the urn and place a second ball of the same color
into the urn.
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Note that this induces a property on the frequencies of colors inside the urn: as one
draws more and more balls with a certain color, it becomes more and more likely to draw a
ball with that color at the next iterations.
2.3.3 Chinese restaurant process
The above generating process shows that θi drawn from a Po´lya urn scheme have probabil-
ity of being equal to one of the previous draws. Thus, these balls in the Po´lya urn scheme
can be grouped by their colors. Chinese restaurant process (CRP) ([9]) makes this cluster-
ing structure explicit. More specifically, suppose n draws from the urn of θi can take on
K < n distinct values and denote them as θ1, · · · , θK . This defines a partition of 1, · · · , n
into K clusters. Thus one has
p
(
θn+1|θ1:n
)
=
α
α + n
I(θn+1 = K + 1) +
K∑
j=1
nj
α + n
I(θn+1 = j)
where nj is the number of balls with color j. Thus, the color of the next ball will either
be the same as one of the existing colors or a new color unseen among the first n balls.
Therefore, the CRP is a straightforward consequence of the Po´lya urn scheme.
In general, one can imagine a Chinese restaurant with an infinite number of tables each
with infinite seating capacity. When the (n+ 1)th customer arrives at the restaurant, she/he
either sits at one of the K occupied tables with probability proportional to the number of
customers sitting at that table, nj , or with probability proportional to α she/he sits at a new,
presently unoccupied table (table K + 1). The procedure can be summarized as:
1. Assume a Chinese restaurant has an unlimited number of tables.
2. First customer sits at the first table.
3. Customer n+ 1 sits at:
(a) Table j with probability
nj
α + n
,
(b) A new table K + 1 with probability
α
α + n
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4. Customers are analogies of integers and tables of clusters.
The importance of this process is that it turns out that CRP provides a very useful
representation when doing inference with DPM models.
2.3.4 Stick breaking process
Both of the above representations refer to the draws from P , while the stick breaking con-
struction ([90]) shows the property of P , s.t.
P (θ) =
∞∑
j=1
wjIθj(θ), θj ∼ P0
where
∑∞
j=1 wj = 1. The mixture weights {wj}∞j=1 can be constructed as:
ςj ∼ Be(1, α), wj = ςj
j−1∏
l=1
(1− ςl)
where Be(·, ·) denotes a Beta distribution. More specifically, this procedure can be de-
scribed as follows:
1. Start with a unit length stick, break the stick according to the proportion ς1 where
ς1 ∼ Be(1, α), and assign ς1 to w1;
2. The remaining stick is cut according to the proportion ςj where ςj ∼ Be(1, α), and
assign ςj portion of the remaining stick to wj;
From the perspective of infinite mixture models, {wj}j≥1 comprise the infinite vector
of mixing proportions and θ are parameters for the infinite set of mixture components. We
can truncate this construction at K by setting ςK−1 = 1. The resulting distribution, the
truncated Dirichlet process, can be shown to closely approximate a true Dirichlet process
for K chosen large enough relative to the number of data.
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2.3.5 DPM Model
The DPM model can be referred to as an infinite mixture model (i.e. K → ∞ in (2.2))
in that the data exhibit a finite number of components but new data can exhibit previously
unseen components ([75]). The generating process of the DPM model is the same as those
of finite mixture model, except that the number of clusters is not a fixed value. The DPM
model and can be used both for flexible density estimation and for clustering when the num-
ber of clusters is a priori unknown. There are many different derivations and constructions
resulting in the DPM models, and good reviews can be found in [10] and [96].
Consider a DPM model of the form, for i ∈ N:
Yi|θ˜i ∼ P (·|θ˜i) θ˜i ∼ P P ∼ DP (α, P0) (2.3)
where {Yn}n≥1 conditioned upon {θ˜n}n≥1 are statistically independent, θ˜i ∈ Θ ⊆ Rdθ
observation specific parameters, P (·|θ˜i) is a conditional probability which admits a density
p(·|θ˜i) w.r.t. a single dominating σ−finite measure for each θ˜i (which is often Lebesgue,
when Y ≡ Rdy ). P0 is known and for now and we also consider α to be fixed. The model
(2.3) can be described with the graphical representation in Figure 2.1. We remark that,
in connection to subsequent methodology to be presented, [99] consider a way of handling
unknown α (shown in Chapter 3, Page 69) which is used in the real data analysis in Chapter
3 (Page 79).
Figure 2.1: Dirichlet process mixture model
Chapter 2. Literature Review 35
A well known property of the Dirichlet process is that a distribution drawn from it will
put all its mass on a countable set of points. Following the notation of [99] we will write
θ = {θj}∞j=1 for the set of distinct values in the sequence θ˜ = {θ˜j}∞j=1 where points in θ are
labeled according to their order of appearance in θ˜. Next, let δi = j if θ˜i = θj and write
δ = {δj}∞j=1. Using the Po´lya urn characterization of the Dirichlet process (Section 2.3.2),
we can rewrite (2.3) in the form
Yi|δi, θδi ∼ P (·|θδi), p
(
δ, θ
)
= p(δ)p(θ)
where
p(θ) =
∞∏
j=1
p0(θj) (2.4)
and p0(·) is the probability density associated to P0 and p(δ) is as follows, (note that δ1:0 is
the null vector), for i ∈ {2, 3, . . . }
p(δi = j|δ1:i−1) =

n
(i)
j
α + i− 1 j ∈ {1, . . . , ni}
α
α + i− 1 j = ni + 1
(2.5)
where p(δ1 = 1) = 1, n
(i)
j = Card({δm : δm = j, 1 ≤ m ≤ i− 1}), and ni = ni(δ1:i−1) is
the maximum value in δ1:i−1 (i.e. the number of components “seen” in the data up to to time
i− 1). This representation of the model where the unknown measure P is integrated out is
important for many Monte Carlo sampling schemes for fitting Dirichlet process mixtures
[14, 31, 64, 65].
Later in Chapter 3, we will work with a truncated DPM model, which is often con-
venient for computations ([44]). Such truncations are based on the stick breaking repre-
sentation of the Dirichlet process (Section 2.3.4). Suppose we limit the number of distinct
values appearing in the sequence {θ˜j}∞j=1 to an upper truncation limit T > 1. Then gener-
alizing the Po´lya urn representation we can consider the truncated Dirichlet process with
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p(δ, θ) = p(δ)p(θ) where now
p(θ) =
T∏
j=1
p0(θj) (2.6)
and p(δ) is defined recursively by p
(
δ1 = 1
)
= 1 and similarly to (2.5) (see, e.g. [44]) for
i ∈ {2, 3, . . . }
p(δi = j|δ1:i−1) =

n
(i)
j + α/T
α + i− 1 j ∈ {1, . . . , ni}
α
(
1− ni/T
)
α + i− 1 j = ni + 1
(2.7)
We note that truncations have also been used in the context of variational approximations
for Dirichlet process mixtures ([11]) although they consider the truncation point as a vari-
ational parameter without truncating the original model. The algorithm of [11] shows its
speed and applicability to multivariate data for which some standard methods can exhibit
slow convergence. However, this variational algorithm is not a sequential algorithm. In
Chapter 3, we are interested in very fast sequential algorithm related to the SUGS method
of [99].
2.4 Hidden Markov Models
HMMs are widely used in Statistics; see [16] for a recent overview. A HMM is a pair of
discrete time stochastic processes, {Zn}n≥1 and {Yn}n≥1, where Zn ∈ Rdz is an unob-
served process and Yn ∈ Rdy is observed. The hidden process {Zn}n≥1 is a Markov chain
with initial density µ(z1) at time 1 and transition f(zn|zn−1), i.e.
P
(
Z1 ∈ Z
)
=
∫
Z
µ(z1)dz1
P
(
Zn ∈ Z|Zn−1 = zn−1
)
=
∫
Z
f(zn|zn−1)dzn, n ≥ 2 (2.8)
where, Z ⊆ Rdz and dzn an assumed dominating measure. In addition, the observations
{Yn}n≥1 conditioned upon {Zn}n≥1 are statistically independent and have marginal density
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g(yn|zn), i.e.
P
(
Yn ∈ Y|{Zn}n≥1 = {zn}n≥1
)
=
∫
Y
g(yn|zn)dyn, n ≥ 1 (2.9)
with Y ⊆ Rdy and dyn the dominating measure. A HMM is given by (2.8)–(2.9) and is
often referred to in the literature as a state space model. An example shown in Figure 2.2,
which illustrates the dependence structure of HMMs.
Figure 2.2: Structure of hidden Markov models
HMMs have been applied in a wide range of disciplines, e.g. finance [82] and epidemi-
ology [53] and the diversity of the application is indicative of the flexibility of the model.
Inference on hidden process at time n relies on the joint density
p(z1:n|y1:n) =
p
(
z1:n, y1:n
)
p
(
y1:n
)
=
µ(z1)
n∏
k=2
f
(
zk|zk−1
) n∏
k=1
g
(
yk|zk
)
∫
µ(z1)
n∏
k=2
f
(
zk|zk−1
) n∏
k=1
g
(
yk|zk
)
dz1:n
(2.10)
One density of interest which is related to (2.10) is the filtering density.
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2.5 Filtering
In filtering, one infers the state of the hidden process each time a new observation is made
available, and so at time n, the density of interest is
p
(
zn|y1:n
)
=
∫
p
(
z1:n|y1:n
)
dz1:n−1 (2.11)
Computing (2.11) can be difficult, especially when n is large and (2.10) is complex. How-
ever there exists a recursive relationship between p
(
zn|y1:n
)
and p
(
zn−1|y1:n−1
)
, i.e.
p
(
zn|y1:n
) ∝ g(yn|zn) ∫ f(zn|zn−1)p(zn−1|y1:n−1)dzn−1 (2.12)
Thus, the filtering density computed at time n − 1 can be used to evaluate the filtering
density at time n.
In many cases, (2.12) will be analytically intractable, so one has to rely on numeri-
cal approximation methods. Note that in the linear Gaussian case, it is possible to obtain
optimal algorithm for recursive Bayesian state estimation, i.e. the Kalman filter.
2.6 Approximate Bayesian Computation
As discussed in Section 2.1 (Page 26), one is often interested in obtaining the posterior of
a parameter, θ ∈ Rdθ , of a statistical model. Suppose the posterior of interest denoted as
p(θ|y) is given by
p(θ|y) ∝ p(y|θ) p(θ)
where p(θ) indicates the prior of θ; y ∈ Rdy for some observed data. Thus, a Bayesian
statistician, who is interested in obtaining p(θ|y), is reliant on the availability of p(y|θ)
(likelihood function). Unfortunately, for many complex probability models, such likeli-
hoods may be intractable at various levels. A class of Bayesian likelihood-free techniques,
also termed Approximate Bayesian Computation (ABC), has emerged to approximate p(θ|y)
without direct calculation of the likelihoods. In this section, we give a brief review of ABC
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approximation.
The basic idea behind ABC approximations is that using a representative summary
statistic ζ coupled with a distance metric ρ and a small tolerance  should produce a good
approximation to the posterior distribution of interest. More specifically, in a basic ABC ap-
proximation, it proceeds first by sampling an unknown parameter θ from its prior p(θ) and
introduces an auxiliary variable u, which is drawing from the likelihood distribution (This
simulated u is on the same support as the observation y). When the distance ρ
(
ζ(u), ζ(y)
)
is less than  the corresponding parameter sample is accepted as a sample from the biased
approximated posterior p(θ|y). Thus, we have
p
(
θ|y) ∝ ∫ IA,y(u)p(u|θ)p(θ)du (2.13)
where IA,y(·) is used as the indicator function of set A and
A,y = {u : ρ
(
ζ(u), ζ(y)
)
< }
One can show that as  converges to zero, p(θ|y) converges to the desired posterior p(θ|y)
if ζ is sufficient. Note that this technique avoids explicit calculation of the likelihood but
assumes that one is able to sample from the likelihood distribution.
In practice, ABC approximations require a selection of a suitable metric ρ as well as
a choice of , e.g. if  = 0, sample u is accepted only if ζ(u) = ζ(y). The choice of 
therefore reflects a tension between computability and accuracy. When data y is high di-
mensional, the comparison of u with y can be made by using lower-dimensional summary
statistic ([100]). The use of summary statistics adds one more layer of error towards ap-
proximation. Thus, the choice of summary statistics is also an important research issue
with the ABC method [68]. Details of the procedures of two basic ABC algorithms pro-
posed in [95, 7] are presented below. In addition, statistical inference from (2.13) can also
be achieved via Monte Carlo based methods; see e.g. [68, 6, 48]. Detailed and comprehen-
sive reviews can be found in [92, 81].
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Algorithm 2.1 Likelihood free rejection algorithm
Repeat
1. Generate θ′ from the prior distribution p(θ)
2. Generate u from the likelihood p(·|θ′)
Until ρ(ζ(u), ζ(y)) <  ; set θ = θ′
2.7 The Monte Carlo Method
Suppose there exists a random variable Z ∈ Rdz and some real valued function h : Rdz →
R. One may require a solution to the integral
mh = Epi
[
h(z)
]
=
∫
h(z)pi(z)dz (2.14)
with probability density pi(z). Assume pi(z) is only known point wise up to a multiplicative
constant, i.e. one can evaluate p˜i(z) s.t. pi(z) =
p˜i(z)
γ
. This expectation (2.14) will not be
analytically available if it is not possible to calculate the normalizing constant γ. Even if
one does know γ, (2.14) may also be unavailable when dz is large.
One way to approximate the integral is through Monte Carlo methods. The basic idea
of Monte Carlo methods is to obtaining a set of i.i.d. samples from the distribution of
interest and using these samples to perform integration of a function with respect to that
distribution. More specifically, suppose one is able to generate independent samples zi for
i = 1, . . . , N from pi(z). An approximation of mh is given by mˆh where
mˆh =
1
N
N∑
i=1
h(zi)
The Strong Law of Large Numbers (SLLN) states that
as N → ∞, mˆh a.s.→ mh,
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This process is referred to as the basic Monte Carlo method.
In addition, the variance of the unbiased estimator mˆh is given by
Var(mˆh) =
1
N
[ ∫
h2
(
z
)
pi
(
z
)
dz −m2h
]
This expression reflects that the variance of the estimator decreases to a level when N is
large. Furthermore, if Var(h(z)) is finite, the Central Limit Theorem (CLT) states that
√
N
(
mˆh −mh
) ⇒ N (0, σ2)
where σ2 = Var(h(z)).
Finally, an unbiased empirical approximation of pi(z) can be obtained through
pˆi(z) =
1
N
N∑
i=1
δZi(z)
where δz′(z) denotes the Dirac delta mass located at z′. The variance of the approximation
error decreases at a rate of O(1/N) regardless of the dimension of the space.
2.8 Importance Sampling
As discussed in Section 2.7, the ability to estimate integral using a collection of samples is
very important. If it is not easy or is impossible to sample from pi(z), for example in high
dimensions, one may consider the importance sampling (IS) method. The IS method is able
to determine the estimates of pi(z) by relying on the introduction of importance density
q(z) (Note that it is required that pi(z) > 0 ⇒ q(z) > 0). Rather than obtaining {z1:N}
from pi(z), IS approach draws N i.i.d samples from q(z) and each sample is assigned an
importance weight according to the degree of similarity between pi(·) and q(·).
In this case, recall pi(z) =
p˜i(z)
γ
, we introduce the unnormalized weight function
wi
(
zi
)
=
p˜i
(
zi
)
q
(
zi
)
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The motivation behind introducing the weight function as such is that each weight is an
unbiased estimate of the normalizing constant γ, i.e.
Eq
[
w(z)
]
=
∫
w(z)q(z)dz = γ
Averaging the N weights, produces an unbiased estimate of normalizing constant
γˆ =
1
N
N∑
i=1
wi(zi)
whose non-asymptotic variance decreases as N increases. The relative variance of the
estimate γˆ is
Var(γˆ)
γ2
=
1
N
[
Eq
[
w2(z)
]
γ2
− 1
]
=
1
N
[ ∫
pi2(z)
q(z)
dz − 1
]
Thus, in IS method, one can obtain an approximation of mh (2.14) in the form
mˆh =
N∑
i=1
W ih(zi)
where W in is the normalized importance weight s.t.
W i(zi) =
wi(zi)∑N
l=1w
l(zl)
Unlike the Monte Carlo method, this approximation mˆh is biased for finiteN . However,
it is consistent and its asymptotic bias is given by
lim
N→∞
N
(
mˆh −mh
)
= −
∫
pi2(z)
q(z)
(
h(z)−mh
)
dz
When the normalizing constant γ is known analytically, we can calculate an unbiased im-
portance sampling estimate. However, this generally has higher variance and this is not
typically the case in the situations in which we are interested.
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Furthermore, mˆh satisfies a Central Limit Theorem (CLT) with asymptotic variance
1
N
∫
pi2(z)
q(z)
(
h(z)−mh
)2
dz
Then an approximation of pi(z) is estimated as
pˆi(z) =
N∑
i=1
W iδZi(z)
with bias being O(1/N) and the variance O(1/N). The mean-square error given by the
squared bias plus the variance is asymptotically dominated by the variance term. Note that
this biased estimator pˆi(z) will become more precise as N increases.
Although this method is simple with nice convergence properties, the selection of q(·)
will have a huge impact on the accuracy of the estimation. In fact, one of the biggest
problems with using the IS method is that a poor selection of q(·) will lead to a high-
variance estimate that yields the wrong answer ([8]).
2.9 Markov Chain Monte Carlo
Markov chain Monte Carlo (MCMC) method provides an alternative scheme if it is ex-
tremely difficult to obtain large number of i.i.d. samples from the target distribution. It
can be used to easily construct an ergodic Markov chain that has the target distribution
as its stationary distribution. Then a vast number of samples obtained from a sufficiently
long simulation of that Markov chain can be used as samples of the target distribution
and to construct Monte Carlo estimators. The quality of the samples improves as a func-
tion of the number of time steps. Techniques for designing such Markov chains include
the Metropolis-Hastings algorithm (Section 2.9.1) and the Gibbs sampling algorithm (Sec-
tion 2.9.2), which will now be discussed. For a more complete introduction to MCMC,
see [3, 61, 86].
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2.9.1 Metropolis Hastings Algorithm
Similarly as in Section 2.7, one wants to sample from pi(z), and assumes pi(z) is known
point-wise up to a multiplicative constant. The MCMC methodology offers a class of al-
gorithms that can be used to sample from pi(z). Much like the Monte Carlo methods, the
following description is based on the goal of computing an approximation to the expecta-
tion Epi
[
h(z)
]
, for some real-valued function h.
Let us first define a Markov chain z1, z2, . . . , s.t. if the chain iterates long enough,
zn, n ≥ 1 is an approximate sample from pi(z). More specifically, for 1  C  M
(C is finite) and zC+1 is an approximate sample from pi(z), as M approaches infinity, the
approximation
mˆh =
1
M − C
M∑
k=C+1
h(zk)
is an approximate estimator of mh = Epi
[
h(z)
]
when this Markov chain is ergodic. The
Markov chain is ergodic for the target pi(z) if it satisfies three requirements, i.e.
1. the chain must be irreducible, i.e. it can eventually visit any part of its state space
from any state;
2. the chain must be aperiodic, i.e. the chain cannot exhibit cyclical behavior
3. pi is the unique stationary density of the chain, i.e. if the state of the chain is ever dis-
tributed according to pi, then all future states will also always be distributed according
to pi.
In addition, a burn in period, i.e. C is often used before we can sample form the target
pi(·). In Metropolis Hastings (M-H) algorithm, this period will allow the chain to reach its
steady state.
As mentioned mˆh → m as M → ∞. A central limit theorem for Markov chain
additionally states that
√
N(mˆh −m)⇒ N (0, σ2) where
σ2 = Varpi[h(zC)] + 2
∞∑
i=1
Varpi[h(zC+1), h(zC+1)]
Chapter 2. Literature Review 45
This expression tells us that as samples from the Markov chain move closer to being inde-
pendent, the approximation mˆh becomes more precise.
We now introduce the M-H algorithm ([42]), which is one of the most commonly used
forms of MCMC methods. In general, the algorithm works by drawing samples from some
proposal density q(·), which conditioned on the current state of the Markov chain. Then this
proposed new state along with the current state of the Markov chain are used to calculate
an acceptance probability. The acceptance probability is the probability of whether the
Markov chain makes a state transition to the new sampled state, otherwise the Markov
chain remains in the state it was in at the previous iteration. This enables the chain to move
from zk−1 to zk. Note that, in any event, the proposal q(·) must be chosen in such a way
that: q(z) = 0 implies pi(z) = 0 for all z, so that the Markov chain is irreducible.
In practice, one problem with M-H algorithms is in the choice of q(·), which will gen-
erally determine the convergence properties of the algorithm. Many q’s will be tested to
achieve a reasonable acceptance rate; this is because if the acceptance rate is too low, many
results will be wasted. If the acceptance rate is too high, it can mean that the algorithm
is too local. Thus, usually one is to attempt to find a q that achieves the rate in the range
(0.15, 0.5) ([87]). Details of the algorithm are given below.
Algorithm 2.2 M-H algorithm
1. Specify initial value zk
2. Generate z′ from q(·|zk)
3. Calculate the acceptance probability, α = min
(
1,
pi
(
z′
)
q
(
zk|z′
)
pi
(
zk
)
q
(
z′|zk
))
4. Sample a ∼ U [0, 1].
if α ≥ a, set zk+1 = z′, else reject this proposal and zk+1 = zk.
5. k = k + 1 and return to Step 2 until sufficiently many samples have been obtained.
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2.9.2 Gibbs sampling algorithm
The Gibbs sampling algorithm ([36]) is another fundamental approach used for designing
ergodic Markov chains. In fact, it is a special case of the M-H algorithm with the acceptance
probability α = 1. Suppose z can be decomposed as z = {z1, z2, . . . , zp}. The Gibbs
sampling algorithm involves sampling from
pi
(
zi|z−i
)
=
pi(z)∫
pi(z)dzi
i = 1, . . . , p
where z−i =: {z1, . . . , zi−1, zi+1, . . . , zp}.
The Gibbs sampler produces a Markov Chain by updating one component of z during
each iteration. The value of each element at iteration k is sampled from the distribution of
that element conditional upon the values of all the others at k − 1 and those which have
already been updated at iteration k. Thus, in general, this algorithm is applicable when the
conditional distribution of each variable is known and is simple to sample from.
The original Gibbs sampling algorithm updates each component in sequence and the
procedures are given below. One could also implement a Gibbs sampler that randomly
chooses which component of z to update at each iteration, but we do not consider that
algorithm here. An applied introduction to the Gibbs sampler is provided by [86].
Algorithm 2.3 Gibbs sampling algorithm
1. Specify initial values zk−1 which contains p components.
2. For k ≥ 1, i = 1, . . . , p, generate sample zk,i from conditional density
pi
( · |zk,1, zk,2, . . . , zk,i−1, zk−1,i+1, . . . , zk−1,p)
3. Return to Step 2 until sufficiently many samples have been obtained.
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2.10 Sequential Monte Carlo
Sequential Monte Carlo (SMC) methods, also known as particle filter, have been applied
to a wide range of problems in many fields in the past fifteen years; see [25]. With the
increase of computational power, this method provides an efficient scheme for solving
on-line estimation and prediction problems. In this section, we describe the basic SMC
method based on the sequential importance sampling (SIS) algorithm (Section 2.10.1) and
resampling technique (Section 2.10.2).
2.10.1 Sequential Importance Sampling
Suppose at each distinct time point n ≥ 1, one wants to sample from a sequence of target
probability densities {pin(z1:n)}n≥1 of increasing dimensions. Assume pin(z1:n) is known
point-wise up to a multiplicative constant, i.e. pin(z1:n) =
p˜in(z1:n)
γn
. The idea is to use IS to
sample Z1:n with the help of particles obtained at previous time, i.e. {z1:N1:n−1}. This efficient
scheme, which is called sequential importance sampling (SIS), keeps the current set of
weighted samples fixed and produces samples conditional on the existing sample path.
Thus the importance density can be expressed as
qn
(
z1:n
)
= q1(z1)
n∏
k=2
qk
(
zk|z1:k−1
)
.
This means that to obtain particles zi1:n from qn(z1:n) at time n, one generates sample z
i
1
from q1(z1) at time 1, then generates sample zik from qk(zk|zi1:k−1). The associated unnor-
malized importance weights are then given by the following expression
wn
(
z1:n
)
=
p˜in
(
z1:n
)
qn
(
z1:n
) ,
which can be written in the form
wn
(
z1:n
)
= w1
(
z1
) n∏
k=2
αk(z1:k)
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where the incremental importance weight αn(z1:n) is given by
αn(z1:n) =
p˜in(z1:n)
p˜in−1(z1:n−1) qn(zn|z1:n−1) .
We can now use these importance weights to calculate the approximation of pin(z1:n),
which is
pˆin(z1:n) =
N∑
i=1
W inδZi1:n(z1:n)
where
W in =
n∏
k=1
wik(z
i
1:k)
N∑
l=1
[ n∏
k=1
wlk(z
l
1:k)
]
An unbiased estimator of the normalizing constant γ1:n is given by
γˆ1:n =
1
N
N∑
i=1
[ n∏
k=1
wik(z
i
1:k)
]
Details of the description of the SIS algorithm are given below.
Algorithm 2.4 SIS algorithm
1. At time n = 1, for i = 1, . . . , N , generate sample zi1 from q1(·) and calculate the
weights wi1
(
zi1
)
, W i1 ∝ wi1
(
zi1
)
.
2. At time n ≥ 2; for i = 1, . . . , N , generate sample zin|zi1:n−1 from qn
( · |zi1:n−1) and
calculate win
(
zi1:n
)
= win−1
(
zi1:n−1
) · αn(zi1:n), W in ∝ win(zi1:n).
3. Set n = n+ 1 and return to Step 2
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2.10.2 Resampling
In the SIS algorithm, after a number of iterations, a common problem is that only a small
number of particles will have very large weights (ultimately a single particle will have a
weight very close to unity) and rest will have essentially zero weights; see e.g. [61]. That
is, when the variance of the importance weights {win} increases with the time parameter
n ([55, 19]); the set of importance weights may be dominated by a few weights having
large values, with the remaining weights being relatively insignificant. This phenomenon
is known as the particle weight degeneracy problem ([25]).
In order to deal with this problem, a resampling step is used; see e.g. [40]. Resampling
is a method by which a weighted set of samples are replaced with an unweighted set of
samples by replicating those particles with high weights and eliminating those with low
weights. It hence focuses on more promising regions of the parameter space.
A suitable measure of degeneracy is the effective sample size (ESS) ([62]), which is
estimated as:
ESS(W in) =
( N∑
i=1
(W in)
2
)−1
It is recommended that in practice, one may resample only when the ESS is sufficiently
small (below some threshold). The reason for this is when particles with high importance
weights are selected numerous times than those with low weights, it causes a loss of diver-
sity. That is, after many resampling steps through time n, there will be very few unique
paths when one looks back. This drawback is called the path degeneracy; see e.g. [51]
One of the first resampling methodologies is straightforward multinomial sampling
([32]) with replacement of the particles with probability proportional to their weights.
Other resampling techniques include systematic ([54]) and residual ([62]) resampling, which
generally outperform multinomial resampling. Systematic resampling requires a cumula-
tive distribution of the weights related to the particles
∑i
j=1 W
j
n. See [28] for more details
on the implementation of these resampling methods.
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2.10.3 SMC
The SMC method is a combination of SIS and resampling techniques proposed in [40].
More specifically, in an SMC algorithm, one first performs the same sampling and weight-
ing steps as in Algorithm 5, then the samples {z1:N1:n } are resampled to eliminate (with high
probability) those particles with low weights and multiply those with high weights. We
denote by { 1
N
, z¯1:N1:n } the collection of equally weighted resampled particles. The output
obtained can now be used to approximate pin(z1:n) via
pˆin
(
z1:n
)
=
1
N
N∑
i=1
δZi1:n
(
z1:n
)
To summarize, the SMC algorithm proceeds as follows:
Algorithm 2.5 SMC algorithm
1. At time n = 1, for i = 1, . . . , N , generate sample zi1 from q1(·) and calculate wi1
(
zi1
)
,
W i1 ∝ wi1(zi1).
2. If ESS
({W i1})< N¯ , systematic resample N particles and reset the weights to W i1 =
1
N
.
3. At time n ≥ 2; for i = 1, . . . , N , generate sample zin|zi1:n−1 from qn
( · |zi1:n−1) and
calculate win
(
zi1:n
)
= win−1
(
zi1:n−1
) · αn(zi1:n), W in ∝ win(zi1:n)
4. If ESS
({W in})< N¯ , systematic resample N particles and reset the weights to W in =
1
N
.
5. Set n = n+ 1 and return to Step 3
2.11 SMC filtering for HMMs
We now consider the case how SMC can be used to sample from the filtering density
introduced in Section 2.5. In the filtering context, one wants to be able to compute a
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numerical approximation of {p(z1:n|y1:n)}n≥1 sequentially in time. A direct application of
the SIS algorithm to the sequence of target density pin(z1:n) = p(z1:n|y1:n) is because it is
an on-line algorithm, which does not require an entire input available from the start. The
basic SIS algorithm for HMMs filtering problem is comprised of the following three main
steps:
1. Simulating samples (particles) forwards in time according to proposal kernel qn(·).
2. Correcting for the discrepancy between the target and the proposal via importance
sampling.
3. Resampling the particles if ESS is below some threshold.
Note that different choices of proposal q can lead to different developments of the algo-
rithm. For example, a default choice consists of taking the importance density as q1(z1) =
µ(z1) and qn(zn|zn−1) = f(zn|zn−1). In order to minimize the variance of the importance
weights at time n, one try to approximate the optimal qn, s.t. qn(zn|zn−1) = p(zn|zn−1, yn).
More detailed information can be found in [26, 49]
Algorithm 2.6 SMC filtering algorithm for HMMs
1. At time n = 1, for i = 1, . . . , N , generate sample zi1 from q1(·) and compute unnor-
malized weights wi1 =
µ(zi1)g(y1|zi1)
q1(zi1)
. Then normalize the importance weights.
2. If ESS
({W i1}) < N¯ , systematic resampleN particles and reset the weights toW i1 =
1
N
.
3. At time n ≥ 2; for i = 1, . . . , N , generate sample zin|zin−1 from qn(·|zin−1) and
compute unnormalized weights win =
g(yn|zin)f(zin|zin−1)
qn(zin|zin−1)
. Then normalize the im-
portance weights.
4. If ESS
({W in}) < N¯ , systematic resample N particles and reset the weights to
W in =
1
N
.
5. Set n = n+ 1 and return to Step 3
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2.12 HMMs filtering using ABC and SMC
For the Algorithm 2.6 we discussed above, it is necessary to calculate the likelihood density
g(·) to address the filtering problem in HMMs. However, the likelihood density can be
difficult to evaluate for complex models. Thus, SMC and ABC have been combined to deal
with this problem. In this section, we focus on one particular combinations of SMC and
ABC, i.e. the ABC particle filter ([48]).
[48] propose an ABC approximation scheme of an HMM with transition density f
and likelihood g, which is either impossible or undesirable to compute. Assuming one is
still possible to simulate from the likelihood. Consider the joint density in (2.10) and the
approximation of the density is given by
p
(
z1:n, u1:n|y1:n
) ∝ n∏
k=1
IB,yk
(uk)g
(
uk|zk
)
f
(
zk|zk−1
)
where zk is generated from f(·|zk−1); auxiliary data uk is generated from g(·|zk) and
B,yk = {uk : |yk − uk| < }.
We consider zn to be a sample from the hidden process of HMMs only if the draw
un ∈ B,yn . This algorithm avoids the expensive (or impossible) calculation of the weights
by removing the need to evaluate the likelihood. Theoretical results are provided in [48] to
prove that, when the HMM has good mixing property, this filter does not accumulate errors
along the sequence of observations. Details of the algorithm are given below.
Algorithm 2.7 ABC filtering algorithm for HMMs
1. At n = 1; for i = 1, . . . , N , generate sample zi1 from µ(·), ui1 from g(·|zi1). Compute
wi1 = IA y1 (u1).
2. If ESS
({wi1}) < N¯ , systematic resample N particles and reset the weights to W i1 =
1
N
.
3. At n ≥ 2; for i = 1, . . . , N , generate sample zin from q(·|zn−1), uin from g(·|zin).
Compute win = IA yn (un).
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4. If ESS
({win}) < N¯ , systematic resample N particles and reset the weights to W in =
1
N
.
5. Set n = n+ 1 and return to Step 3
2.13 Particle Markov Chain Monte Carlo
Standard MCMC methods can perform badly in situations where the proposal distribution
is not chosen well, and when a target is complex or of high dimension, choosing an ap-
propriate proposal distribution can be difficult. Particle MCMC (PMCMC) methods ([1])
combine SMC and MCMC methods to deal with this problem. In [1], the authors introduce
two alternative schemes which can be more powerful to provide solutions to parameter esti-
mation problems in HMMs: the particle marginal Metropolis-Hastings (PMMH) algorithm
and the particle Gibbs (PG) algorithm. They show that the PMMH and PG sampler are
exact particle approximations to standard marginal M-H algorithm and Gibbs algorithm.
In this section, we will only focus on the static parameter estimation problems in HMMs.
Note that the PMCMC method is by no means limited to HMMs. Any problems where
SMC methods can be applied could potentially benefit from PMCMC methodology.
To begin with, suppose for any parameter θ ∈ Rdθ , we reconsider the definition of
HMMs in Section 2.4. Thus, one has
P
(
Zn ∈ Z|Zn−1 = zn−1
)
=
∫
Z
fθ
(
zn|zn−1
)
dzn,
P
(
Yn ∈ Y|{Zn}n≥1 = {zn}n≥1
)
=
∫
Y
gθ
(
yn|zn
)
dyn,
where for n = 1, fθ(z1|z0) = µθ(z1). The joint distribution of the observations and the
hidden states conditioned on θ is
pθ
(
z1:n, y1:n
)
= µθ(z1)
T∏
k=2
fθ
(
zn|zn−1
) T∏
k=1
gθ
(
yn|zn
)
Eventually one wants to perform Bayesian inference on θ conditioned on the observations,
2.13 Particle Markov Chain Monte Carlo 54
namely we choose a prior p(θ) for θ and we are interested in the posterior density
pi
(
θ, z1:n|y1:n
) ∝ p(θ, z1:n, y1:n) = p(θ)pθ(z1:n, y1:n) (2.15)
If one is interested in sampling from the posterior density pi
(
θ, z1:n|y1:n
)
defined in
(2.15). We can factor this density into
pi
(
θ, z1:n|y1:n
)
= p
(
θ|y1:n
)
pθ
(
z1:n|y1:n
)
where we assume it is possible to generate samples z′1:n from pθ(·|y1:n) exactly.
The PMMH algorithm targets the full joint posterior density pi(θ, z1:n|y1:n), which is a
target density on an extended state-space. It works by jointly updating θ and z1:n simulta-
neously. The algorithm starts by proposing a new parameter θ′ from some proposal density
q
(
θ′|θ), and then an unbiased estimator of marginal likelihood γˆθ′ is calculated and a corre-
sponding z′1:n is generated by performing SMC method using the new parameter θ
′. It then
selects a single trajectory by sampling once from the final set of particles using the final set
of weights. Details of the procedure are given in Algorithm 2.8.
Algorithm 2.8 PMMH algorithm
Input: Initial value of θ, i.e. θ(0); some proposal q; total number of iterationM and j ≤M .
1. For j ≥ 1 sample θ′ ∼ q( · |θ(j − 1)).
2. Run SMC algorithm using proposed θ′; record γˆθ′ , i.e. the unbiased estimator of
marginal likelihood and pˆθ′
(
z1:n|y1:n
)
. Generate samples z′1:n from pˆθ′
( · |y1:n)
3. Calculate the acceptance probability
α = min
(
1,
γˆθ′ p(θ
′)q
(
θ|θ′)
γˆθ p(θ)q
(
θ′|θ)
)
4. Sample a ∼ U [0, 1],
if α ≥ a, set θ(j) = θ′, z1:n(j) = z′1:n, γˆθ = γˆθ′ ,
else θ(j) = θ(j − 1), z1:n(j) = z1:n(j − 1), γˆθ = γˆθ
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5. Set j = j + 1 and return to Step 1. Stop if j = M + 1.
A PMCMC version of the Gibbs sampler is also able to sample from pi(θ, z1:n|y1:n). How-
ever, it does not update θ and z1:n jointly as PMMH algorithm. The PG algorithm repeat-
edly updates one variable given the other, which is intuitively for p
(
θ|z1:n, y1:n
)
. But this is
often impossible for pθ
(
z1:n|y1:n
)
, thus suggest the use of an approximation pˆθ
(
z1:n|y1:n
)
obtained through a conditional version of SMC algorithm. The key feature of this modified
SMC algorithm is that it ensures the survival of a prespecified particle with its ancestral
lineage k (as shown in Figure 2.3, i.e. k21:3 = (3, 4, 2) where the superscript of k indicates
the second particle in Figure 2.3)through the resampling step, whereas the remaining parti-
cles are generated as usual (see more details of conditional SMC in [1]). Details of the PG
algorithm are provided in Algorithm 2.9.
Algorithm 2.9 PG algorithm
Input: Initial value of θ, z1:n and ancestral parth k1:n, i.e. θ(0), z1:n(0), k1:n(0); some pro-
posal q; total number of iteration M and j ≤M .
1. For j ≥ 1 sample θ(j) ∼ pi( · |z1:n(j − 1), y1:n).
2. Run conditional SMC algorithm using proposed θ′ and z1:n(j−1), k1:n(j−1). Record
pˆθ(j)
(
z1:n|y1:n
)
.
3. Sample Z1:n(j) ∼ pˆθ(j)
( · |y1:n) and let k1:n(j) denote the ancestral path.
4. Set j = j + 1 and return to Step 1. Stop if j = M + 1.
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Figure 2.3: Example of ancestral lineages generated by SMC algorithm as shown in [1] for N = 5 and
t = 3. The lighter path is Z21:3 = (Z
3
1 , Z
4
2 , Z
2
3 ) and its ancestral lineage is k
2
1:3 = (3, 4, 2)
2.14 Variational Inference
In this section, variational Bayes (VB) method will be reviewed briefly with particular
focus on the case where the variational distribution has a factorized form.
Suppose we have a parameter ξ ∈ Ξ ⊆ Rdξ and data y, p(ξ) represents the prior den-
sity, p(y|ξ) the likelihood and p(ξ|y) denotes the posterior density w.r.t. Lebesgue measure
(which we use for presentational purposes only). In VB method, we split parameter ξ into
blocks, i.e. ξ = ξ1:k = (ξ1, ..., ξk), ξj ∈ Ξj , with Ξ1×· · ·×Ξk = Ξ and seek to find a good
approximation to p(ξ1:k|y) of the form
q̂(ξ1:k) =
k∏
j=1
q(ξj)
where each q(ξj) is a probability density w.r.t. the appropriate dimensional Lebsgue mea-
sure. This form of presentation we use is termed factorized approximation ([8]). Properties
of such factorized distributions, along with examples of factorized variational approxima-
tion can be found in [66].
Given known probability densities for q(ξj), j 6= i, the optimal choice for q(ξi) for
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minimizing the Kullback-Leibler (KL) divergence ([56])
KL(q̂||p) :=
∫
log
(
q̂(ξ1:k)
p(ξ1:k|y)
)
q̂(ξ1:k)dξ1:k (2.16)
is
q̂(ξi) ∝ exp
{
E−q̂(ξi)
[
log p(Ξ)p(y|Ξ)]} (2.17)
where E−q̂(ξi)[·] denotes expectation w.r.t.
∏
j 6=i q̂(ξj). Hence there is a natural gradient
descent algorithm for minimizing (2.17) based on choosing initial values for the factors
in q(ξ) and the iteratively updating each term according to (2.17). Minimizing (2.17) is
equivalent to maximizing
L(q) :=
∫
log
(
p(ξ1:k)p(y|ξ1:k)
q̂(ξ1:k)
)
q̂(ξ1:k)dξ1:k (2.18)
and (2.18) is a lower bound on the log marginal likelihood log p(y) where p(y) =
∫
p(ξ1:k)·
p(y|ξ1:k)dξ1:k.
Although variational methods offer some advantages over Monte Carlo methods (e.g.
Gibbs sampling algorithm as discussed in Section 2.9.2), there are several potential disad-
vantages as well. First, variational methods are deterministic optimization procedures that
can fall prey to local minima. Local minima can be mitigated with restarts, or removed via
the in-corporation of additional variational parameters, but these strategies may slow the
overall convergence of the procedure. Second, any given fixed variational representation
yields only an approximation to the posterior. They are not guaranteed to find the exact
posterior.
2.15 Collapsed Gibbs Sampling
In this section, we review the collapsed gibbs sampling algorithm for clustering and infer-
ence problems for DPMs.
A collapsed Gibbs sampling algorithm is just a basic Gibbs sampling algorithm that in-
tegrates over one (or more) variable when sampling form some joint posterior distribution.
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Before we introduce the algorithm, we first consider the basic normal mixture model.
Suppose the observations y1, . . . , yn are conditionally independent and normally distributed,
Yi|θi ∼ N (µi, ζ−1i ) (2.19)
with means µi and variance ζ−1i determining the parameters θi = (µi, ζ
−1
i ), for i =
1, . . . , n. Suppose further that θi comes from some prior distribution P (·) on R × R+.
If P (·) is uncertain and modeled as a Dirichlet process, then the observations come from
a Dirichlet mixture of normals. In particular, we suppose that P ∼ DP (α, P0). Then the
conditional prior for (θi|θ−i) is
(θi|θ−i) ∼ α P0(θi)
α + n− 1 +
∑n
j=1,j 6=i Iθj(θi)
α + n− 1
To proceed further, we utilize the normal inverse gamma conjugate prior to the model. We
assume that for each j ∈ {1, . . . , K}, K < n
µj
ind.∼ N (m, νζ−1j ), ζj ind.∼ Ga(a, b)
where Ga(·, ·) denotes a gamma distribution.
Then the conditional posterior for (θi|θ−i, y1:n) is the mixture
pi(θi|θ−i, y1:n) ∝
α φ
(
yi|µi, ζ−1i
)
φ
(
µi|m, νζ−1i
)
Γ(ζi|a, b)
α + n− 1 +∑n
j=1,j 6=i φ
(
yi|µj, ζ−1j
)
Iθj(θi)
α + n− 1
where φ(·|µj, ζ−1j ) denotes the density of normal distribution.
We then introduce the standard algorithm for inference in a Dirichlet process mixture,
which is based on Gibbs sampling algorithm as we stated. This approach was utilized by
[101] and further discussed by [75]. In the paper by [75], he presents three Gibbs samplers
for DPM models, and the technical details of these algorithms are provided in [83].
In the Gibbs Sampling algorithm, we reconsider the categorical variables δi (Section
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2.2) s.t. the Yi are conditionally independent given δi, i.e. for i = 1, . . . , n, j ∈ {1, . . . , K},
Yi|δi, {θj}Kj=1 ind.∼ N (µj, ζ−1j )
where δ = {δi = j : j ∈ {1, . . . , K}} and {θj}1≤j≤K denotes the cluster parameters. We
consider a normal inverse-gamma prior for θj as stated above, i.e. µj
ind.∼ N (m, νζ−1j ) and
ζj
ind.∼ Ga(a, b).
Let the state of Markov chain consist of the cluster indicators {δi}1≤i≤n and the cluster
parameters {θj}1≤j≤K . The posterior distribution of θ of the jth cluster, θj , depends on the
observations belonging to this cluster, yj , i.e.
pi(θj|yj) ∝
∏
δi=j
φ
(
yδi |µδi , ζ−1δi
)
φ
(
µδi |m, νζ−1δi
)
Γ(ζδi |a, b)
where Γ(ζδi |a, b) denotes the density of gamma distribution.
When using the conjugate prior, one can integrate out the cluster parameters {θj}1≤j≤K
and only sample cluster indicator δi. The justification of integrating out parameter θ is due
to the Rao-Blackwell Theorem ([52]). It states that marginalization of some variables from
a joint distribution always reduces the variance of later estimates.
Then the algorithm proceeds by looping repeatedly through each of the data points and
performing Gibbs moves on the cluster indicators for each point. A new δi is sampled from
the following probability distribution:
p(δi = j|δ−i, yi, α˜) ∝

n
(i)
j
α˜ + n− 1 p(yi|yj,−i), j ∈ {1, . . . , K}
α˜
α˜ + n− 1 p(yi), j = K + 1
where p(yi|yj,−i) is the predictive likelihood of yi given yj,−i, i.e. the other data currently
assigned to cluster j and p(yi) =
∫
φ
(
yi|µj, ζ−1j
)
φ
(
µj|m, νζ−1j
)
Γ(ζj|a, b) dµjdζj .
This method is called collapsed Gibbs sampling algorithm and details of the procedures
are given below.
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Algorithm 2.10 Collapsed Gibbs sampling for DPMs
Given α˜(t−1),
{
θ
(t−1)
j = (µj, ζ
−1
j )
}K
j=1
and {δ(t−1)i }ni=1 from the previous iteration, sample
a new set of {θ(t−1)j }Kj=1 and {δ(t)i }ni=1 as follows:
1. Set δ = δ(t−1), α˜ = α˜(t−1)
2. For i = 1 . . . n
(a) Remove yi from the cluster δi, since we are going to sample a new δi for yi.
(b) If yi is the only data in its current cluster, this cluster becomes empty after
Step (2.a). This cluster is then removed, together with its parameter, and K is
decreased by 1.
(c) Re-arrange cluster indices so that 1 . . . K are active (i.e. non-empty).
(d) Draw a new sample for δi from the conditional distribution:
p(δi = j|δ−i, yi) ∝

n
(i)
j
α˜ + n− 1 p(yi|yj,−i), j ∈ {1, . . . , K}
α˜
α˜ + n− 1 p(yi), j = K + 1
(e) If δi = K + 1, we get a new cluster. Index this cluster as K + 1, sample a new
cluster parameter θ′ from pi(θ′|yi) ∝ φ
(
yi|µ′, ζ ′−1
)
φ
(
µ′|m, νζ ′−1)Γ(ζ ′|a, b), as-
sign it to θK+1, and increase K by 1.
(f) Update yj,−i and n
(i)
j to reflect new value of δi.
3. Set δ(t) = δ.
4. For j = 1 . . . K, sample a new value for θj from the posterior distribution based on
the prior P0 and all the data points currently associated with j,
pi(θ|yδi) ∝
∏
δi=j
φ
(
yi|µδi , ζ−1δi
)
φ
(
µδi |m, νζ−1δi
)
Γ(ζδi |a, b)
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Chapter 3
VSUGS
In this Chapter we propose an improvement on the SUGS algorithm ([99]) for fast fitting
of DPM models.
The SUGS algorithm provides a means for very fast approximate Bayesian inference
for mixture data which is particularly of use when data sets are so large that many stan-
dard MCMC algorithms cannot be applied efficiently, or take a prohibitively long time to
converge. SUGS relies upon sequentially allocating data to clusters and proceeding with
an update of the posterior on the subsequent allocations and parameters which assumes
this allocation is correct. Our modification softens this approach, by providing a probabil-
ity distribution over allocations, with a similar computational cost; this approach has an
interpretation as a variational Bayes procedure and hence we term it variational SUGS (or
VSUGS). It is shown in simulated examples that VSUGS can out-perform, in terms of den-
sity estimation and classification, the original SUGS algorithm in many scenarios. We also
present real data analysis for flow cytometry data, and SNPs data via a three-class DPM
model illustrating the apparent improvement over SUGS. This approach can be used to ini-
tially interrogate the data in industry, and to refine models such that one (e.g. analysts and
researches) can apply exact data analysis later on.
This Chapter is structured as follows. In Section 3.1, we give a basic summary of SUGS
algorithm. In Section 3.2, we discuss our generalization VSUGS in detail. In Section 3.3,
we give numerical examples; both simulation studies and real data analysis associated to
flow cytometry data and SNPs data. In Section 3.4, we conclude this chapter.
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3.1 The SUGS algorithm
SUGS is a recursive algorithm that takes at time i−1 an estimate δˆ1:i−1 of δ1:i−1 (δi, cluster
indicator for data yi) and an approximation of the true posterior p(θ|y1:i−1) (i.e. posterior
of the Dirichlet process mixture) and produces an estimate δˆ1:i of δ1:i and an approximation
of p(θ|y1:i), which we will call pii,δˆ1:i(θ|y1:i). Throughout, we consider the DPM with a
trunctation (i.e. consider (2.7) − (2.8)), but this presentation is easily modified to remove
it. (i.e. (2.5) − (2.6)) Recall that the (true) full conditional density of θ given δ1:i, y1:i
induced by the DPM is
p(θ|δ1:i, y1:i) ∝
[ i∏
j=1
p(yj|θδj)
]
p(θ) (3.1)
where p(θ) is as (2.5). We remark that for a given i ≥ 1, the associated marginal of θl,
1 ≤ l ≤ K, is
p(θl|δ1:i, y1:i) ∝
[ i∏
j=1
I{l}(δj)p(yj|θδj)
]
p0(θl)
and so each component θl is (conditionally) independent in (3.1). These notations and con-
ventions are used below.
To start the recursion we set δˆ1 = 1 and
pi1,δˆ1(θ|y1) = p(θ1|y1, δˆ1)
K∏
j=2
p0(θj) = p(θ|y1, δˆ1).
At time i − 1, i ≥ 2 we have an estimate δˆ1:i−1 of δ1:i−1 and also our approximation
pii−1,δˆ1:i−1(θ|y1:i−1). Consider the true posterior distribution p(δi, θ|y1:i) and approximate
this by pˆii,δˆ1:i−1(δi, θ|y1:i), where
pˆii,δˆ1:i−1(δi, θ|y1:i) ∝ p(δi|δˆ1:i−1)pii−1,δˆ1:i−1(θ|y1:i−1)p(yi|θδi)
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and p(δi|δˆ1:i−1) is as (2.6). On integrating out θ,
pˆii,δˆ1:i−1(δi|y1:i) ∝ p(δi|δˆ1:i−1)
∫
pii−1,δˆ1:i−1(θ|y1:i−1)p(yi|θδi)dθ.
The SUGS algorithm sets:
δˆi := argmaxδi∈{1,...,ni(δˆ1:i−1)+1∧K}
[
pˆii,δˆ1:i−1(δi|y1:i)
]
(3.2)
and forms the approximation:
pii,δˆ1:i(θ|y1:i) = p(θ|y1:i, δˆ1:i). (3.3)
In this approximation, as it is based upon the true density (3.1), the components θj are
independent for different j. The approximation for θj for j 6= δˆi is unchanged from time
i−1, and the approximation for θδˆi is updated by assuming that δi = δˆi so that yi represents
an observation from this mixture component. If the mixture components are from the
exponential family and conjugate priors are used, the densities such as p(θj|δˆ1:i, y1:i) can
be calculated in closed form and sufficient statistics are updated recursively, leading to a
very efficient update.
[99] consider a number of further innovations in their algorithm. First, since the fitting
algorithm is sequential and there is a dependence of the fit on the ordering of the data, they
suggest running their algorithm for different random orderings and then choosing the best
according to a pseudo marginal likelihood criterion. Second, for model comparison they
suggest the approximation
p̂(y1:i) =
∫ [ i∏
j=1
p(yj|θδˆj)
]
p(θ)dθ
and show that this crude approximation can be useful for tasks such as comparison of
parametric and nonparametric models.
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3.2 An improvement of the SUGS algorithm
In this section, we suggest a simple improvement of the SUGS algorithm which we call
VSUGS algorithm.
3.2.1 The VSUGS algorithm
As we have seen in (3.3) the SUGS algorithm recursively approximates p(θ|y1:i). Consider-
ing this in a variational framework, suppose we have an approximation, pii−1(δ1:i−1, θ|y1:i−1),
to the true posterior p(δ1:i−1, θ|y1:i−1) of the form
pii−1(δ1:i−1, θ|y1:i−1) =
{ i−1∏
j=1
qi−1(δj)
}{ T∏
j=1
qi−1(θj)
}
.
where T is a truncation point for the number of mixture components.
In the above expression, we omit certain conditionings (as will become apparent be-
low) to reduce the subsequent notational burdens. We will suggest a way to update this
approximation to pii(δ1:i, θ|y1:i) (i.e. approximating p(δ1:i, θ|y1:i)), using variational ideas.
The approximation will be of the form {∏ij=1 qi(δj)}{∏j∈N qi(θj)}. We start the recursion
with
pi1(δ1, θ|y1) = I{1}(δ1)p(θ1|y1, δ1 = 1)
T∏
j=2
p0(θj).
The idea is to make a particular fixed choice at time i for qi(δi) and not to revisit that
choice at future times. That is, the solution to the (partial) variational optimization at
time i − 1 is used to initialize the optimization at time i. The original SUGS algorithm
chooses qi(δi) = I{δˆi}(δi) where δˆi is defined in (3.2) but it is possible to make a better
choice than this without sacrificing the attractive computational properties of the original
SUGS algorithm. In particular, for a fixed time index i, we set for j ∈ {1, ..., i − 1},
qi(δj) = qi−1(δj) (that is the probability mass function for δ1:i−1 does not change in the
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approximation at time i) and choose for the probability on δi
qi(δi = l) ∝ qil
∫
p(yi|θδi)qi−1(θδi)dθδi (3.4)
for l ∈ {1, . . . , i ∧ T}
qil =

(i−1)∑
k=1
qi−1(δk = l) + α/T
α + i− 1 l ∈ {1, . . . , (i− 1) ∧ T}.
α(1− [(i− 1) ∧ T ]/T )
α + i− 1 l = (i− 1) ∧ T + 1.
To provide some intuition for this selection of qi(δi = l), we remark that, with regards
to the true posterior
p(δi|y1:i) ∝ p(δi|y1:i−1)p(yi|δi, y1:i−1)
= p(δi|y1:i−1)
∫
p(yi|θδi)p(θδi |y1:i−1)dθδi (3.5)
Noting (3.4), the idea is that qij approximates p(δi|y1:i−1) and the term
∫
p(yi|θδi)qi−1(θδi)dθδi
approximates
∫
p(yi|θδi)p(θδi|y1:i−1)dθδi . To motivate these points, note
p(δi|y1:i−1) = E[p(δi|y1:i−1, δ1:i−1)|y1:i−1] = E[p(δi|δ1:i−1)|y1:i−1]
where the expectation is w.r.t. p(δ1:i−1|y1:i−1). This suggests that, in terms of the approxi-
mation, one can approximate p(δi|y1:i−1) by taking the expectation in the above expression
with respect to the variational posterior qi−1(δ1:i−1). Although this approximation is still
not easy to work with, in (2.8) one can replace nil (it is n
i
j in (2.8)) with
i−1∑
k=1
I{l}(δk)
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then taking expectations w.r.t. qi−1(δ1:i−1) gives qil in (3.4). The term∫
q̂i−1(θδi)p(yi|δi, θδi)dθδi
in (3.4) simply approximates the integral in (3.5) by replacing p(θδi |y1:i−1) with the varia-
tional approximation qi−1(θδi). As noted earlier, the original SUGS algorithm can be placed
in our framework by using qi(δi) = I{δˆi}(δi), a “hard” rather than “soft” allocation to clus-
ters which tends to result in greater under-estimation of uncertainty than in our approach.
Next, via (2.18), we use the following update to obtain qi(θj)
qi(θj) ∝ qi−1(θj) exp
(
E−qi(θj)
(
Ti∑
k=1
I{k}(δi) log
(
p(yi|Θk)
)))
∝ qi−1(θj)p(yi|θj)qi(δi=j) (3.6)
where E−qi(θj) denotes expectation w.r.t. {
∏i
h=1 qi(δh)}{
∏
h6=j qi(θh)} and Ti = i∧T . Note
that if i < T one does not need to update the approximations associated to θi+1:T . Again,
with the choice qi(δi) = I{δˆi}(δi), exponential family mixture components and conjugate
priors, this reduces to the SUGS update. If the mixture components are normal then the gen-
eralized update above can be done in closed form – we will give details of this below. Note
the attractive form of the above update. The likelihood contribution from the ith obser-
vation is split among different mixture components j according to the weight qi(δi = j)
rather than assuming the most likely allocation as in the original SUGS algorithm. We can
also use the variational lower bound (2.19) to approximate the marginal likelihood more
accurately than with log(p(y1:i|δ1:i)) in the SUGS algorithm. Details of this are given in the
next section for the case of normal mixture components.
To summarize the VSUGS procedure:
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1. Initialization: Set
pi1(δ1, θ|y1) =I{1}(δ1)p(θ1|y1, δ1 = 1)
T∏
j=2
p0(θj)
=q1(δ1)
T∏
j=1
q1(θj).
Set i = 2 and go to 2.
2. Iteration:
(a) For j ∈ {1, . . . , i− 1} set qi(δj) = qi−1(δj). Compute qi(δi) via (3.4).
(b) For j ∈ {1, . . . , T} compute qi(θi) using (3.6).
Set i = i+ 1; if i > n stop, otherwise return to the start of 2..
The procedure provides a sequence of approximations of the true posteriors {p(δ1:i,
θ|y1:i)}1≤i≤n via {pii(δ1:i, θ|y1:i)}1≤i≤n.
3.2.2 VSUGS for DP mixtures of normals
[99] consider the case of DPM of normals in detail. In this case, one has Yi|δ, θ ind.∼ N (µδi ,
νζ−1δi ). They consider a normal gamma prior for θj , p0(θj) = p0(µj|ρ, νζ−1j )p0(ζj|a, b)
where p0(µj|ρ, νζ−1j ) is a normal density with associated distribution with mean ρ and
variance νζ−1j and ρ and ν are known hyperparameters, and p0(ζj|a, b) is a gamma density
with known parameters a and b.
Our VSUGS algorithm results in qi(θj) being normal gamma also, qi(θj) = qi(µj|ρ(i)j ,
ν
(i)
j ζ
−1
j )qi(ζj|a(i)j , b(i)j ) where qi(µj|ρ(i)j , ν(i)j ζ−1j ) is the normal density with mean ρ(i)j and
variance ν(i)j ζ
−1
j , and qi(ζj|a(i)j , b(i)j ) is a gamma density with parameters a(i)j and b(i)j . The
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parameters ρ(i)j , ν
(i)
j , a
(i)
j and b
(i)
j are updated recursively by (c.f. p. 204 of [99])
ν
(i)
j =
{
(ν
(i−1)
j )
−1 + q̂i(δi = j)
}−1
ρ
(i)
j = ν
(i)
j
{{
ν
(i−1)
j
}−1
ρ
(i−1)
j + q̂i(δi = j)yi
}
a
(i)
j = a
(i−1)
j +
q̂i(δi = j)
2
b
(i)
j = b
(i−1)
j +
1
2
q̂i(δi = j)y2i + ρ
(i)
j
2
ν
(i)
j
− ρ
(i−1)
j
2
ν
(i−1)
j

As in Wang & Dunson (2011), we can employ the method of using a discretized prior
for α in order to develop closed-form posterior updating for this parameter. In Wang &
Dunson (2011), a prior density for α was chosen such that the density is given by g(α) =∑K
k=1wkδα∗k(α) where the α
∗
k’s correspond to a prespecified grid of K possible values and
wk = Pr(α = α
∗
k). Letting φ
(i−1)
k = Pr(α = α
∗
k|y1:i−1):
Pr(δi = j|y1:i, δ1:i−1) =
∑K
k=1 φ
(i−1)
k piijkLij(yi)∑K
k=1 φ
(i−1)
k
∑ni−1+1
l=1 piilkLil(yi)
, j = {1, · · · , ni−1 + 1}
where piijk = Pr(δi = j|α = α∗k, y1:i−1, δi−1), Lij(yi) =
∫
p(yi|θj)p(θj|y1:i−1, δ1:i−1) and
ni−1 = max(δ1:i−1). Then we obtain
φ
(i)
k = Pr(α = α
∗
k|y1:i) =
φ
(i−1)
k piiδik∑K
s=1 φ
(i−1)
s piiδis
In our algorithm VSUGS, we use similar idea which leads to a modification of the
allocation probabilities, i.e.
qi(δi = j) =
∑K
k=1 φ
(i−1)
k qi(δi = j)∑K
k=1 φ
(i−1)
k
∑T
l=1 qi(δi = l)
, j ∈ {1, . . . , T}
obtained by marginalising over the conditional posterior for α given the data up to i − 1.
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The update of α takes the form:
φ
(i)
k =
∑T
j=1 φ
(i−1)
k qi(δi = j)∑K
s=1
∑T
j=1 φ
(i−1)
s qi(δi = j)
, k ∈ {1, . . . , K}
which involves marginalising over the allocation variable δi.
To calculate the terms qi(δi = j) in the VSUGS algorithm, we also need to evaluate the
integral ∫
qi−1(θj)p(yi|θj)dθj.
In the normal case with the priors we have chosen this integral evaluates to a t density,
t
2a
(i−1)
j
(yi; ρ
(i−1)
j , b
(i−1)
j / a
(i−1)
j (ν
(i−1)
j + 1)) where td(y; ρ, s
2) denotes a t density for y with
d degrees of freedom, location parameter ρ and scale parameter s.
An approximate variational lower bound on log p(y1:i) can also be computed recur-
sively. We can think of the posterior at stage i − 1 as the prior to be updated by the
likelihood contribution for the ith observation:
p(δi, θ|y1:i) ∝ p(δi, θ|y1:i−1)p(yi|θδi).
Approximating p(δi|y1:i−1) by qij as we did previously and approximating p(θ|y1:i−1) by∏Ti
j=1 qi−1(θj) and calculating the lower bound (2.19) using these priors for the likelihood
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contribution p(yi|θδi) gives
L(q) =
T∑
j=1
{
(a
(i)
j − a(i−1)j )ψ(a(i)j )− log
(
Γ(a
(i)
j )
)
+ log
(
Γ(a
(i−1)
j )
)
+ a
(i−1)
j
(
log(b
(i)
j )− log(b(i−1)j )
)
+ a
(i)
j
(b
(i−1)
j − b(i)j )
b
(i)
j
+
(ρ
(i)
j − ρ(i−1)j )2
2ν
(i−1)
j
a
(i)
j
b
(i)
j
+
1
2
( ν(i)j
ν
(i−1)
j
− 1− log( ν
(i)
j
ν
(i−1)
j
)
)}
+
T∑
j=1
q̂i(δi = j)
{1
2
ψ(a
(i)
j )−
1
2
log(b
(i)
j )−
1
2
log(2pi)− 1
2
{
ν
(i)
j + (yj − ρ(i)j )2
b
(i)
j
a
(i)
j
}}
−
Ti∑
j=1
q̂i(δi = j) log
(
q̂i(δi = j)
)
+
Ti∑
j=1
q̂i(δi = j) log
(
qij
)
where ψ(·) denotes the digamma function.
3.3 Numerical examples
In this section, we will perform our approach to simulated data examples and real data
applications. We compare our results with the collapsed Gibbs sampling algorithm and
SUGS algorithm.
3.3.1 Simulated Data for DP mixture of normals
In the following examples, we consider data generated from two types of component mix-
tures: (1) mixture of normals which are separated and (2) mixture of normals which are
close. Our objective is to consider the relative quality in density estimation and model se-
lection of VSUGS to SUGS (for DPM of normals) as well as the robustness of our results to
variations in T (the truncation of mixture components). The relative performance of SUGS
to other methodologies has already been considered in [99]. Note that the results in this
study are consistent with many others that we have conducted.
3.3 Numerical examples 72
Models: In the following examples, we consider data generated from:
Yi
i.i.d.∼ 3
5
N (3, 0.5) + 2
5
N (9, 1) (3.7)
Yi
i.i.d.∼ 3
5
N (3, 0.5) + 2
5
N (4, 1) (3.8)
Yi
i.i.d.∼ 2
5
N (3, 0.25) + 3
10
N (3.2, 0.5) + 3
10
N (3.4, 2) (3.9)
Set up: We run VSUGS for 50 different orderings of the data, with size N ∈ {100, . . . ,
1000} and T ∈ {10, 50, 100} and choose the ordering with the maximal variational lower-
bound in Section 3.2.2. We select the best ordering for SUGS as in [99]. To assess the
performance in density estimation, we compute the value of
e =
∑N
j=1(pˆ(yj)− p(yj))2
Var(pˆ(yj))
(3.10)
where pˆ(yj), p(yj), are the estimated (predictive) and true density for the data respectively,
evaluated at data point yj . This is done for both SUGS and VSUGS, and we report the
value of SUGS divided by that of VSUGS.
Furthermore, we replace the true density in (3.10) with the estimated density through
the collapsed Gibbs sampling method (see Section 2.15.1). This MCMC implementation of
DPM models is considered to be the benchmark of the estimated (predictive) density. The
measure in (3.10) is for SUGS, VSUGS and a modified version of SUGS, r-SUGS. In
original SUGS, new incoming data will be allocated to the cluster with highest conditional
posterior density; however in the r-SUGS approach, that data is allocated randomly by its
weight.
Results: For model (3.7), i.e. mixture of normals which are separated, we can see the
performance of the VSUGS algorithm in Table 3.1 under choosing a particular ordering of
the data (by the variational lower bound). In all cases that are considered, we have found
that SUGS consistently out-performs VSUGS with respect to both N and T . This is further
confirmed in Figure 3.1 which considers the results across 50 random orderings.
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T\ N 100 200 300 400 500 600 700 800 900 1000
10 0.605 0.717 0.333 0.158 0.222 0.201 0.267 0.333 0.400 0.333
50 0.469 0.579 0.245 0.159 0.200 0.186 0.364 0.300 0.367 0.250
150 0.418 0.647 0.306 0.176 0.191 0.231 0.336 0.301 0.368 0.339
LB -129 -313 -455 -580 -740 -876 -1158 -1262 -1542 -1460
Table 3.1: (Model (3.7)) Relative error of the density estimate of SUGS to VSUGS and Lower bound of
the log value of the marginal likelihood.
Figure 3.1: (Model (3.7)) Box-plots of the relative error of SUGS to VSUGS. The box-plots represent the
variability across different orderings of the data.
However, for models (3.8) and (3.9), i.e. mixture of normals which are close, a sub-
stantial improvement (against SUGS) is found, with a reasonable robustness with respect
to both N and T (See Table 3.2 and 3.3). In general, with respect to the measure (3.10), we
found that the ordering of the data chosen did not provide the best results. Thus, to further
ascertain the quality of our VSUGS approximation, we present the results for 50 different
ordering in Figure 3.2 and 3.3. These results help to confirm the apparent improvement that
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is brought about by using VSUGS. In addition, in Appendix A (see Table 6.1–6.3), we have
listed the tables of absolute errors for SUGS, r-SUGS and VSUGS against the collapsed
Gibbs sampler. We can observe the performances of these approaches for models (3.7)–
(3.9). Our results are further supported in Figure 6.1–6.3 (see Appendix A), which show
the number of data allocated to clusters given by all the approaches considered.
T\ N 100 200 300 400 500 600 700 800 900 1000
10 2.244 1.903 1.821 2.194 1.846 2.118 2.267 2.243 2.210 2.313
50 2.349 1.724 2.190 2.156 2.126 2.053 2.264 2.170 2.283 2.350
150 2.418 1.847 2.060 2.076 2.191 2.031 2.336 2.271 2.287 2.339
LB -113 -264 -465 -598 -700 -822 -915 -1069 -1152 -1206
Table 3.2: (Model (3.8)) Relative error of density estimate of SUGS to VSUGS and Lower bound of the
log value of the marginal likelihood.
T\ N 100 200 300 400 500 600 700 800 900 1000
10 1.914 2.317 2.881 2.816 2.849 2.823 2.787 2.819 2.751 2.725
50 2.201 2.155 2.777 2.737 2.851 2.750 2.759 2.764 2.774 2.820
150 2.143 2.273 2.732 2.702 2.748 2.807 2.702 2.801 2.733 2.704
LB -156 -279 -458 -537 -655 -708 -846 -901 -870 -1196
Table 3.3: (Model (3.9)) Relative error of density estimate of SUGS to VSUGS and the Lower bound of
the log value of the marginal likelihood.
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Figure 3.2: (Model (3.8)) Box-plots of the relative error of SUGS to VSUGS.
Figure 3.3: (Model (3.9)) Box-plots of the relative error of SUGS to VSUGS.
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Model: In all of the above implementations, we assign a fixed value to α, i.e. α = 1
(Note that α is the precision parameter of a Dirichlet Process, Chapter 2, Section 2.3.1).
To further ascertain our findings of the performance of VSUGS density approximations,
we compare the relative errors of SUGS to VSUGS under different values of α, i.e. α ∈
{0.1, 0.5, 1, 5, 10 . . . 45, 50}. We apply the two approaches to the sampled data sets with
N = 500, s.t.
Yi
i.i.d.∼ 2
5
N (−dµ, 0.25) + 3
10
N (0, 0.5) + 3
10
N (dµ, 2)
where 0 ≤ dµ ≤ 5. We generate 100 data sets for each setting and all results are averaged
over that for each data set throughout T = 100 for VSUGS.
Results: The results can be seen in Figure 3.4 and 3.5 and Table 3.4 and 3.5. In all
of the cases we have considered, i.e. different combinations of α and modes of mixture
of normals, we have found that when α is large, VSUGS consistently out-performs the
SUGS (Figures 3.4). This is due to the tendency of SUGS to add too many components
(relative to the true posterior) which leads to the poor approximation. In addition, Figure
3.5 shows that the computation time for SUGS increases as the value of α rises, while the
computation time for VSUGS barely changes with the increase of α. Whilst in practice,
one might estimate α, this value is not known and hence SUGS could both be significantly
less accurate and computationally more expensive in many situations.
dµ N 100 200 300 400 500 600 700 800 900 1000
0.2 T = 10 2.44 2.17 2.41 2.28 2.17 2.43 2.63 2.31 2.21 2.36
T = 50 2.58 2.28 2.49 2.36 2.23 2.39 2.58 2.27 2.39 2.31
T = 100 2.59 2.23 2.47 2.39 2.30 2.46 2.57 2.43 2.41 2.42
0.5 T = 10 1.57 1.67 1.63 1.74 1.65 1.77 1.73 1.80 1.75 1.78
T = 50 1.45 1.69 1.67 1.73 1.70 1.75 1.77 1.82 1.81 1.83
T = 100 1.60 1.72 1.68 1.78 1.69 1.76 1.81 1.84 1.79 1.85
1 T = 10 0.77 0.87 0.71 0.85 0.88 0.89 0.86 0.81 0.84 0.84
T = 50 0.73 0.88 0.74 0.82 0.87 0.87 0.84 0.83 0.85 0.85
T = 100 0.79 0.89 0.75 0.87 0.89 0.90 0.89 0.87 0.82 0.82
2 T = 10 0.68 0.75 0.77 0.86 0.86 0.85 0.82 0.86 0.88 0.87
T = 50 0.67 0.73 0.78 0.85 0.88 0.83 0.83 0.84 0.89 0.89
T = 100 0.69 0.76 0.79 0.85 0.85 0.86 0.83 0.85 0.90 0.88
Table 3.4: Relative error of density estimates of SUGS and VSUGS to collapsed Gibbs Sampling.
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Figure 3.4: Log value of the relative errors of SUGS to VSUGS as a function of (dµ, α).
α 0.1 1 10 50
SUGS 3.84 5.88 369.95 458.34
VUSGS T = 10 12.08 12.14 12.32 12.30
T = 50 48.14 48.18 48.08 48.12
T = 100 94.28 93.64 94.19 94.21
Table 3.5: Computational cost (seconds) of one data set with N = 500 for SUGS and VSUGS.
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Figure 3.5: Computation time: (a) the collapsed Gibbs sampling method, (b) SUGS and (c) VSUGS.
3.3.2 Flow Cytometry Data
We now analyze the flow cytometry data, which has been studied thoroughly by [67]. Flow
cytometers detect fluorescent reporter markers that typically correspond to specific cell
surface or intracellular proteins on individual cells and can assay millions of such cells in
a fluid stream in minutes. These data points are associated with one (or more) components
of a Gaussian mixture model and are from human peripheral blood cells, with six marker
measurements each: Forward Scatter (measure of cell size), Side Scatter (Measure of cell
granularity), CD4 (marker for helper T cells), IFNg+IL-2 (effector crytokines), CD8 (a
marker for cytotoxic T cells), CD3 (marker for all T cells); that is, the observations are six
dimensional (the prior are modified to Normal-inverse Wishart, which leads to a similar
derivation of the VSUGS algorithm as in Section 3.2, in this multivariate scenario). Our
objective is to compare the performance of VSUGS to SUGS and collapsed Gibbs sampling
for clustering and density estimation in this multivariate, large data setting.
Model: For the multivariate flow cytometry data, θi = (µi,Λi) where µi is the mean
for the ith component and Λi is the precision matrix and we have Yi|δ, θ ind.∼ N (µδi ,Λ−1δi ).
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We consider a Normal-Wishart prior for θj , p0(θj) = p0(µj|ρ, (νΛj)−1)p0(Λj|τ,Φ) where
p0(µj|ρ, (νΛj)−1) is a Normal density with associated distribution with mean ρ and covari-
ance (νΛj)−1 and ρ and ν are known hyperparameters, and p0(Λj|τ,Φ) is a Wishart density
with known hyperparameters τ and Φ.
Our VSUGS algorithm results in qi(θj) being Normal-Wishart also, qi(θj) = qi(µj|ρ(i)j ,
(ν
(i)
j Λj)
−1)qi(Λj|τ (i)j ,Φ(i)j ) where qi(µj|ρ(i)j , (ν(i)j Λj)−1) is the Normal density with mean
ρ
(i)
j and covariance ν
(i)
j Λ
−1
j , and qi(Λj|τ (i)j ,Φ(i)j ) is a Wishart density with parameters τ (i)j
and Φ(i)j . The parameters ρ
(i)
j , ν
(i)
j , τ
(i)
j and Φ
(i)
j are updated recursively by:
ν
(i)
j = ν
(i−1)
j + qi(δi = j),
ρ
(i)
j =
{
ν
(i)
j
}−1 [
ν
(i−1)
j ρ
(i−1)
j + qi(δi = j)yi
]
,
τ
(i)
j = τ
(i−1)
j + qi(δi = j),{
Φ
(i)
j
}−1
=
{
Φ
(i−1)
j
}−1
+
τ
(i−1)
j
τ
(i)
j
qi(δi = j)(yi − ρ(i)j )(yi − ρ(i)j )′.
To calculate the terms qi(δi = j) in the VSUGS algorithm, we also need to evaluate the
integral ∫
qi−1(θj)p(yi|θj)dθj,
which, with the priors we have chosen, evaluates to a t density,
t
τ
(i−1)
j −d+1
(
yi; ρ
(i−1)
j ,
ν
(i−1)
j + 1
(τ
(i−1)
j − d+ 1)ν(i−1)j
Φ
(i−1)
j
)
The updates and predictive probabilities also apply to SUGS except data points are not
probabilistically assigned to clusters.
Set up: The size of the whole data is 50, 000 with six dimensions, and [67] states the
components of these data are centered closely. In the following simulations, we allow α
to vary for three approaches. When considering α as unknown we use the approach to
handling uncertainty in α described in [99] for all algorithms. The collapsed Gibbs sam-
pler was run for a 300 iteration burn-in followed by 1000 iterations. This low number is
adopted due to the size and complexity of the data; these type of data scenarios are exactly
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those which motivate the development of SUGS and VSUGS algorithm. For the VSUGS
approximation, the truncation value T is set to be 50 (we did not find significant differences
in our results when T increase or decreased by around 10). We choose the permutation of
the order of the data for VSUGS and SUGS as in the previous simulations.
Results: We first compare the computation time for three approximations with N =
1000 data points randomly chosen from the whole data set. This process is repeated 100
times and we took the average value of the time cost. The computational cost of running
collapsed Gibbs sampling algorithm is approximately 509 seconds. For SUGS and VSUGS,
the cost are approximately 8 and 14 seconds, respectively.
Next, we choose another data sample of 49, 000 data points. We are interested in the
performances of all approaches in clustering and density estimation (predictive). The pre-
dictive density is calculated on the remaining 1000 data points and our analyses were re-
peated 30 times. Results are averaged and presented in Figures 3.6 and 3.7.
In Figure 3.6, we can see the number of clusters given by collapsed Gibbs sampling
method (blue), SUGS (green) and VSUGS (red). Each bar represents the number of data
points in a cluster given by the corresponding approach. As can be observed in Figure 3.6,
the collapsed Gibbs sampling method consistently gives a partition of roughly 29 clusters.
VSUGS steadily produces around 31 clusters with approximately an equivalent number of
data points compared with the collapsed Gibbs sampling method. SUGS gives a smaller
number of clusters, i.e. only around 10.
The estimates of the predictive density obtained through the three approaches can be
seen in Figure 3.7. In regard to the benchmark algorithm, which is collapsed Gibbs sam-
pling, the performance of VSUGS is better than SUGS. This agrees with the plot shown in
Figure 3.6. In Figure 3.6, SUGS provides less clusters with much more data components in
the clusters. Thus, the density estimation via SUGS fails to show the right data distribution
since SUGS allocated some of the data points to the wrong clusters. As we can see in Fig-
ure 3.6 and 3.7, clusters with low probabilities are easily eliminated by SUGS, while they
can be distinguished by our VSUGS approach.
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Figure 3.6: Data assignment by (a) the collapsed Gibbs sampling, (b) SUGS and (c) VSUGS ( T=50 ).
 
Figure 3.7: Estimate of predictive density through (a) the collapsed Gibbs sampling, (b) SUGS and (c)
VSUGS ( T=50 ).
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We then sum the log values of the predictive density through the three approaches,
named SumLogPb. The collapsed Gibbs sampling gives the greatest value: −8.2176×103.
SUGS and VSUGS give the values of −8.8935 × 103 and −8.4312 × 103, respectively.
This measure can be used to select the best fitting model, i.e. the greatest value fits the
data best. VSUGS has a higher value than that of SUGS, which illustrates that the VSUGS
approximation is superior to SUGS.
To further illustrate the quality of the VSUGS approximation and for ease of exposition,
we adapted three approaches by targeting density estimation towards the components of the
last four dimensions of the data set, i.e. CD4, IFNg, CD8 and CD3. For each pair of the
markers, e.g. CD4 and IFNg, the complete data set (two dimensions) is analysed by three
approaches, providing us with estimates of µ for the mean and Λ for the covariance of
each component. Using the weights ω of each cluster, we generate 10, 000 samples with
corresponding (µ, Λ) and calculate the predictive density of the sample. We present the
contour plot of the distribution of these random samples for three approximations in each
column of Figure 3.8.
Points in blue in each row of Figure 3.8 are the complete data points of two example
pairs of markers, and the black lines are the contour plot of the estimated distribution for the
total number of generated samples. Based on the complete data points and the contour plot
in Figure 3.8, we observe that collapsed Gibbs sampling and VSUGS show a clear com-
ponent structure of the data. Considering SUGS and VSUGS, our VSUGS approximation
has led to finer resolution on the close mixture structure of the data. It reveals components
in the low probability region which can be missed by SUGS. These plots further support
Figure 3.6 and 3.7 and help to confirm the apparent improvement that is brought about
by using VSUGS. Our results of the predictive density though VSUGS in Figure 3.7 also
illustrate the biologists’ expectation that cell subtypes often have a non-Gaussian structure
([17]). VSUGS seems to provide an efficient way of detecting and drawing inferences about
rare populations in the presence of very large data sets.
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Figure 3.8: Scatter plots of the data for the last three markers: IFNg to CD3 and CD8 to CD3. The
complete data set is shown in blue. Contour plots of estimated distribution through collapsed Gibbs sampling
(1st column), SUGS (2nd column) and VSUGS (3rd column).
3.3.3 Hierarchical Bayesian mixture model
Hierarchical mixture models have been used in important fields, such as genomics and e-
commerce, to analyze data-sets, which have a tree-like structure, i.e. the leaves of this tree
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are the data points and the internal nodes represent clusters of various size. This model
structure can provide a useful summary of information of the data points and leave the
cluster locations and shapes constant across data-set. Detailed and comprehensive reviews
can be found in [41].
We now extend our simulation study of SUGS and VSUGS to a Hierarchical Bayesian
mixture model. We use a hierarchical Bayesian mixture model consisting of three top-level
classes (corresponding to the three genotypes AA, AB and BB). Each class occurs with
probability w1 = w2 = w3 = 1/3 and is centered at locations (m1,m2,m3) in the feature
space respectively. Conditional on the genotype data, yi (e.g. SPNs data), is distributed
according to a DP mixture of Bivariate Normals:
yi|δ, η, θ ind.∼ N
(
mηi + µ
(ηi)
δi
,
(
Λ
(ηi)
δi
)−1)
,
ηi ∼ Multinomial(w1, w2, w3),
θ
(δi)
i ∼ Pg, g = 1, 2, 3,
Pg ∼ DP (αP0), g = 1, 2, 3,
where yi is a two-element vector corresponding to the ith data point and (δi, ηi) denotes
the mixture component (δi) of the genotype (ηi) for the ithe data point. The base measure
P0 is a conjugate bivariate Normal-Wishart distribution. We implemented the model using
both the SUGS and VSUGS approaches to fit the DPMs. Using the Chinese Restaurant
Process (CRP) analogy for the Dirichlet Process, this model is a simple modification of the
standard CRP where customers (data) first choose one of three restaurants (genotypes) and
then sit on a table in that restaurant according to the typical CRP where customers sit at a
table with probability in proportion to the number of customers already at the table and sit
at a new table with constant probability α. Details of the procedure of SUGS and VSUGS
are shown below.
Considering the SUGS algorithm, for the SNP genotyping application we use an ap-
proximation pii(δi, ηi, θ|y1:i) to the true posterior p(δi, ηi, θ|y1:i) of the form
pii(δi, ηi, θ|y1:i) = p(δi, ηi|δ1:i−1, η1:i−1)p(yi|θηiδi )
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where ηi ∈ {1, 2, 3} denotes the genotype of the ith data point and δi indexes the mixture
component belonging to that genotype. Then the joint conditional probability of (δi, ηi) is
given by
p(δi = j, ηi = g|δ1:i−1, η1:i−1) =

wg
ngj
α + ng − 1 j ∈ {1, . . . , K
g}
wg
α
α + ng − 1 j = K
g + 1
where wg is the probability of the gth genotype class.
For the gth genotype class, this leads to the following parameter updates
τ
(i)
j = τ
(i−1)
j + I(δi = j, ηi = g),
ν
(i)
j = ν
(i−1)
j + I(δi = j, ηi = g),
ρ
(i)
j =
{
ν
(i)
j
}−1 {
ν
(i−1)
j ρ
(i−1)
j + I(δi = j, ηi = g)yi
}
,{
Φ
(i)
j
}−1
=
{
Φ
(i−1)
j
}−1
+
κ
(i−1)
j
κ
(i)
j
I(δi = j, ηi = g)
(
yi −m(i−1)g
) (
yi −m(i−1)g
)′
,
where for notational convenience we suppress the superscripts (g) indicating that these pa-
rameter belong to the components of the gth genotype class.
Now, let us consider the VSUGS algorithm. We use an approximation pii−1(δ1:i−1,
η1:i−1, θ|y1:i−1) to the true posterior p(δ1:i−1, η1:i−1, θ|y1:i−1) of the form
pii−1(δ1:i−1, η1:i−1, θ|y1:i−1) =
{ i−1∏
j=1
qi−1(δj, ηj)
}{ 3∏
g=1
T∏
j=1
qi−1
(
θ
(g)
j
)}
The joint probability of (δi, ηi) is given by
qi(δi = j, ηi = g) ∝ wgqijg
∫
p
(
yi|θ(ηi)δi
)
qi−1
(
θ
(ηi)
δi
)
dθ
(ηi)
δi
. (3.11)
For j ∈ {1, . . . , i ∧ T},
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qilg =

i−1∑
k=1
qi−1(δk = j, ηk = g) + α/T
α +
T∑
l=1
i−1∑
k=1
qi−1(δk = l, ηk = g)− 1
, j ∈ {1, . . . , (i− 1) ∧ T}
α
(
1− 1
T
[(i− 1) ∧ T ]
)
α +
T∑
l=1
i−1∑
k=1
qi−1(δk = l, ηk = g)− 1
, j = (i− 1) ∧ T + 1
For the gth genotype class, this leads to the following variational updates:
τ
(i)
j = τ
(i−1)
j + qˆi(δi = j, ηi = g),
ν
(i)
j = ν
(i−1)
j + qˆi(δi = j, ηi = g),
ρ
(i)
j =
{
ν
(i)
j
}−1 {
ν
(i−1)
j ρ
(i−1)
j + qˆi(δi = j, ηi = g)yi
}
,
{
Φ(i)
}−1
=
{
Φ(i−1)
}−1
+
κ
(i−1)
j
κ
(i)
j
qˆi(δi = j, ηi = g)
(
yi −m(i−1)j
)(
yi −m(i−1)j
)′
,
Simulated Data
In the following example, we consider data generated from model with three genotypes. Our
objective is to consider the accuracy of classifying the data into correct genotype (first level
cluster) by SUGS and VSUGS. In addtion, the corresponding predictive density obtained
through SUGS and VSUGS are presented by using Principal Component Analysis, i.e.
PCA ([50])
Model: In this example, we consider the data set of size N = 5000. There are g = 3
genotypes (first level) with genotype frequency wg =
[
4
10
, 3
10
, 3
10
]
. On the second level, we
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generate the data set with a mixture of K = 2 normal components. Thus, we have
Yi
i.i.d.∼ 4
10
(
0.3 N (µ11,Λ11) + 0.7 N (µ12,Λ12)
)
+
3
10
(
0.6 N (µ21,Λ21) + 0.4 N (µ22,Λ22)
)
+
3
10
(
0.5 N (µ31,Λ31) + 0.5 N (µ32,Λ32)
)
where for each genotype, we list the means, variances and weights in the following table.
Genotype Mean, µgj Variance, Λ
g
j Weights, p
g
j
g = 1
(−5, 4); (−5, 6)
 1 0.5
0.5 1
;
 1 0.5
0.5 1
 (0.3; 0.7)
g = 2
(
0, 1
)
;
(
0, − 1)
1 0
0 1
;
1 0
0 1
 (0.6; 0.4)
g = 3
(−5, 4); (−5, 6)
 1 0.8
0.8 1
;
 1 0.8
0.8 1
 (0.5; 0.5)
Results: Our results are presented in Figures 3.9 and 3.10. The computational cost of
running SUGS for this data-set is approximately 9 seconds and 20 seconds for VSUGS.
In Figure 3.9, we see the genotyping performance of SUGS and VSUGS, which are very
close to the first plot in Figure 3.9. In terms of the accuracy of genotyping, we calculate the
mis-classification rate of SUGS and VSUGS. These two approximations give the value of
0.1% and 0.3% respectively for 5, 000 data. The corresponding predictive density obtained
through SUGS and VSUGS are presented in Figure 3.10. As can be seen in Figure 3.10, the
predictive densities calculated through SUGS and VSUGS closely agree to the true density.
Thus far, we have focused on the accuracy of genotyping performance, i.e. the first level
clustering. For the second level cluster (sub-cluster), the number of normal components
under each genotype, the SUGS algorithm does not perform well. In our example, it outputs
more second level clusters, e.g. 8 clusters under the first genotype. This is more than the two
components which we used to generate the data under the first genotype. In our VSUGS
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approach, we could set T = 2, which exactly equaled to the number of componentsK = 2.
This will benefit us in analyzing the second level clusters.
 
Figure 3.9: Plot of dataset showing three clusters
 
Figure 3.10: Estimate of predictive density by SUGS (left) and VSUGS (right).
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SNPs Data
In this part, we apply our approach to the single nucleotide polymorphism (SNP) data
points which have been studied in [37]. A SNP is a single base pair mutation at a specific
locus, usually consisting of two alleles. We compared the genotype calling methods, SUGS
and VSUGS respectively, with genotyped SNPs from GenoSNP-VB algorithms ([37]). Our
objective is to compare the genotyping performance of SUGS and VSUGS approximations.
We tested the performance of SUGS and VSUGS by comparing SNP samples geno-
typed on HumanHap genotyping array with genotypes obtained from GenoSNP-VB. In
total, 660 918 genotypes for one sample were available for comparison. The X chromo-
some was removed from the analysis to avoid any gender bias. Since males contain only
one copy of chromosome X, they will always be homozygotes for the SNPs on this chro-
mosome. The null genotypes were also removed.
We first compare the computation time for SUGS and VSUGS on the whole data set.
The computational cost of running SUGS and VSUGS codes are approximately 6 012 and
7 067 seconds, respectively. Figure 3.11 shows the excellent genotyping performance of
SUGS and VSUGS. After separating the SNP data into different beadpools, the intensity
data is sufficiently well separated in feature space and the three genotype clusters are easily
discernible. Each genotype is colored, and a black ‘+’ in the plots indicates the SNPs have
different genotype compared with the genotype results obtained from the GenoSNP-VB
algorithm.
GenoSNP-VB yielded high-quality genotype agreement with more than 99% accu-
racy. Considering GenoSNP-VB as the benchmark algorithm (assume 100% accuracy),
both SUGS and VSUGS yielded similar high-quality genotyping performance (Table 3.6).
Figure 3.12 shows the concordance of genotype of SNPs for both approaches against the
genotype probabilities assigned by GenoSNP-VB. As can be seen, there is a clear upward
trend for the agreement of genotype for both approaches when the probability (threshold)
increases. VSUGS shows better performance than SUGS, suggesting that the use of varia-
tional Bayes provides more robust inference than SUGS’s MAP analysis. This is important
for downstream analyses such as error rate characterization.
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Figure 3.11: Log allel-specific intensity plot of 100 000 SNPs for one HapMap sample. Each data point
has been color labelled using HapMap genotypes (AA - Blue, AB - Green, BB - Blue). Black ‘+’ indicates
the genotyping error compared with GenoSNP-VB.
Method Agreement genotype Mis-classified genotype Concordance(%)
SUGS 659 570 1348 99.79%
VSUGS 657 636 3282 99.50%
Table 3.6: Comparison of genotype agreement and accuracy on 660 918 samples corresponding to bench-
mark algorithm GenoSNP-VB. The null genotypes were excluded from the analysis.
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Figure 3.12: Concordance rate of genotype rises as the probability threshold increases.
In order to assess the consistency of genotype agreement, we analysed a sample that
was genotyped three times by SUGS and VSUGS and studied the agreement of the geno-
type between the three replicates corresponding to GenoSNP-VB (Table 3.7). We define a
‘consensus agreement’ as a SNP is allocated to same genotype in all three times and ‘2×
agreement’ as SNPs are allocated to the same genotype in two times. Any SNPs which
are allocated to different genotypes in all three samples are listed in the column ‘No agree-
ment’. Both approaches produce high agreement in this sample.
Method Consensus agreement Concordance (2×) No agreement
SUGS 657 167 3751 0
VSUGS 656 345 4573 0
Table 3.7: Comparison of the consistency of genotype agreement on a sample that genotyped three time by
GenoSNP-VB. There are 660 918 SNPs.
In order to analyze the quality of the mis-classified SNPs, we studied these errors ob-
tained from both approaches for one sample. Figure 3.13 shows the distribution of mis-
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classified SNPs (from Figure 3.11) on the ratio of the posterior distribution. As can be seen
from Figure 3.13, SNPs mis-classified by VSUGS are distributed on a lower ratio region
than those mis-classified by SUGS. These two plots in Figure 3.13 indicate that first, in
the overlapping region of two replicates, when we choose a SNP data, allocated by SUGS
algorithm, it has higher probability (above 70%) of staying in the wrong cluster. However,
through our VSUGS approach, the probability is only around 45%, which is much lower
than that of SUGS. Second, in the middle of each replicates (as seen in Figure 3.11 left),
SUGS provides some wrong assignments of SNP data. This may be attributed to the wrong
initial classification of the algorithm.
 
Figure 3.13: Plots of distribution of mis-classified SNPs (refer to Figure 3.11) against the ratio of posterior
distributions.
3.4 Summary
In this chapter we have considered VSUGS as a generalization of the SUGS algorithm for
fast inference from DPM models. We saw that when the components of the mixture ap-
pear to be close in some sense, that VSUGS seems consistently outperform SUGS with
regards to density estimation and data allocation. This improvement is also found by using
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our variational lower-bound for model selection. Then we extended our algorithm to hier-
archical Bayesian mixture models and the numerical results illustrate that VSUGS can be
an efficient tool for fast, but approximate, inference for large scale data-sets. More complex
statistical models have been studied and details of our results can be found in Appendix B.
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Chapter 4
Alive Particle Filter
In this Chapter, we first develop a new particle filter for approximating Feynman-Kac mod-
els with indicator potentials. Examples of such models include approximate Bayesian com-
putation (ABC) posteriors associated with HMMs or rare-event problems. Such models
require the use of advanced particle filter or MCMC algorithms e.g. [48], to perform es-
timation. Additionally, we show how this new particle filter can be used within MCMC,
using PMCMC [1].
One of the drawbacks of existing particle filters (Section 2.10, Chapter 2), is that they
may collapse, in that the algorithm may terminate early, due to the indicator potentials.
In this Chapter, using a special case of the locally adaptive particle filter [58], which is
closely related to [59], we use an algorithm which can deal with this latter problem, whilst
introducing a random cost per-time step. This algorithm is investigated from a theoreti-
cal perspective and several results are given which help to validate the algorithms and to
provide guidelines for their implementation. Numerical examples are presented for ABC
approximations of HMMs.
The structure of this Chapter is as follows. In Section 4.1, we give a brief introduction
to the notations that are used in this Chapter. In Section 4.2, we provide ABC approxima-
tions of HMMs for the construction of the particle filter, as well as the new particle filter
(alive particle filter) itself. Theoretical results from [47] are provided along with some in-
terpretation of their meaning. In Section 4.3, we develop a basic PMCMC algorithm for
static parameter estimation associated to ABC approximations of HMMs. In Section 4.4,
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numerical examples are given with a real data analysis. In Section 4.5, we conclude this
Chapter.
4.1 Introduction
We begin by defining some notations that are specific to this Chapter. Let {(En,En)}n≥1 be
a sequence of measurable spaces, {Gn(x) = IBn(x)}n≥1, (x,Bn) ∈ En × En, Bn ⊂ En, be
a sequence of indicator potentials and {Mn : En−1× En → [0, 1]}n≥1, with x0 ∈ E0 a fixed
point, be a sequence of Markov kernels. Then for the collection of bounded and measurable
functions ϕ ∈ Bb(En) the n−time Feynman-Kac marginal is:
ηn(ϕ) :=
γn(ϕ)
γn(1)
, n ≥ 1
assuming that γn(ϕ) = Ex
[∏n−1
p=1 Gp(Xp)
]
is well-defined, where Ex[·] is the expectation
w.r.t. the law of an inhomogeneous Markov chain with transition kernels {Mn}n≥1. As
noted above, such models appear routinely in the statistics and applied probability literature
including:
• ABC approximations (as in, e.g., [23])
• ABC approximations of HMMs [21, 48]
• Rare-Events problems (as in, e.g., [20])
In order to perform estimation for such models, one often has to resort to numerical meth-
ods such as particle filters or MCMC.
The basic particle filter, at time n and given a collection of samples N ≥ 1 with non-
zero potential on ENn−1, will generate samples on En using the Markov kernels {Mn}n≥1 and
then sample with replacement amongst {xin}1≤i≤N according to the normalized weights
Gn(x
i
n)/
∑N
j=1Gn(x
j
n). The key issue with this basic particle filter is that, at any given
time, there is no guarantee that any sample xin lies in Bn, and in some challenging scenar-
ios, the algorithm can collapse, that is, that all of the samples have zero potentials. From an
inference perspective, this is clearly an undesirable property and can lead to some poor per-
formances; for example, many particle filters display time-uniform convergence properties,
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which has yet to be shown for this class of particle filters. For some classes of examples,
e.g. [23, 20], there are some adaptive techniques which can reduce the possibility of the
algorithm collapsing, but these are not always guaranteed to work in practice. In this chap-
ter we develop a particle filter. This algorithm uses the same sampling mechanism, but the
samples are generated until there is a prespecified number that are alive. This removes the
possibility that the algorithm can collapse, but introduces a random cost per time-step. The
algorithm turns out to be an important special case of the work in [58] and is closely related
to [59].
4.2 Alive Particle Filter
In this section, we begin with a motivating example, ABC approximations of HMMs. Sup-
pose, we are given a HMM with observations {Yn}n≥1, Yn ∈ Y ⊆ Rdy , hidden states
{Zn}n≥0, Zn ∈ Z ⊆ Rdz , Z0 given:
P(Yn ∈ Y |{Zn}n≥0) =
∫
Y
gθ(yn|zn)dyn n ≥ 1
and
P(Zn ∈ Z|{Zn}n≥0) =
∫
Z
fθ(zn|zn−1)dzn n ≥ 1
with θ ∈ Θ a static parameter.
We assume gθ(y|zn) is unknown (even up to the unbiased estimate), but one can sample
from the associated distribution. In this scenario, one cannot apply a standard particle filter
(or many other numerical approximation schemes). In Chapter 2 (Section 2.12), [21, 48]
introduce the following ABC approximation of the joint density, for  > 0:
pθ(z1:n|y1:n) =
n∏
k=1
gθ(yk|zk)fθ(zk|zk−1)∫
Xn
n∏
k=1
gθ(yk|zk)fθ(zk|zk−1)dz1:n
(4.1)
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where
gθ(yk|zk) =
∫
B(yk)
gθ(u|zk)du∫
B(yn)
du
and B(yk) is the open ball centered at yk with radius . We let θ be fixed and omit it from
our notations; it is reintroduced later on.
Let En = E = Z× Y and define Gn : E→ {0, 1}, x = (z, u), s.t.
Gn(x) = IZ×B(yn)(x)
Now introduce Markov kernels {Mn}n≥1, Mn : E× B(Z× Y)→ [0, 1] (B(·) are the Borel
sets), with
Mn(x, dx
′) = f(z′|z)g(u′|z′)du′dz′
Then the ABC predictor is for n ≥ 1:
ηn(ϕ) :=
γn(ϕ)
γn(1)
, (4.2)
where ϕ ∈ Bb(E) and
γn(ϕ) = Ex0
[
n−1∏
p=1
Gp(Xp)ϕ(Xn)
]
(4.3)
=
∫
En
[ n−1∏
p=1
Gp(xp)Mp(xp−1, dxp)
]
Mn(xn−1, dxn)ϕ(xn). (4.4)
In light of (4.2), we henceforth refer to γn(1) as the normalizing constant. This quan-
tity is of fundamental importance in a wide variety of statistical applications, notably in
static parameter estimation, as it is equivalent to the marginal likelihood of the observed
data y1, . . . , yn−1 in contexts such as the ABC approximation presented above, as can be
determined from (4.4).
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4.2.1 Old Particle Filter
Now define, for n ≥ 2:
Φn(ηn−1)(ϕ) =
ηn−1(Gn−1Mn(ϕ))
ηn−1(Gn−1)
.
The standard ABC filter works by sampling x11, . . . , x
N
1 i.i.d from M1(x0, ·) and setting
ηNn (ϕ) =
1
N
N∑
i=1
ϕ(xin) n ≥ 1
at times n ≥ 2 sampling x1n, . . . , xNn from Φn(ηNn−1)(·), assuming that the system has not
died out. A brief description of the procedure is given below.
Algorithm 4.1 Old Particle Filter
1. At time 1. For i = 1, 2, . . . , N
• Sample xi1 from M1(x0, ·), such that
∑N
i=1 G1(x
i
1) 6= 0:
2. At time 1 < p ≤ n. For i = 1, 2, . . . , N
(a) Sample aip−1 uniformly from {k ∈ {1, . . . , N} : Gp−1(xkp−1) = 1}.
(b) Sample xip from Mp(x
aip−1
p−1 , ·).
4.2.2 Alive Particle Filter
We now discuss an idea which will prevent the standard ABC filter from dying out; see
also [58, 60]. Throughout we assume that Mn(x,Bn) is not known for each x, n; if this is
known, then one can develop alternative algorithms.
At time 1, we sample x11, . . . , x
T1
1 i.i.d from M1(x0, ·), where
T1 = inf{n ≥ N :
n∑
i=1
G1(x
i
1) ≥ N}.
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Then, define
ηT11 (ϕ) =
1
T1 − 1
T1−1∑
i=1
ϕ(xi1).
Now, at time 2 sample x12, . . . , x
T2
2 , conditionally i.i.d from Φ2(η
T1
1 )(·), where
T2 = inf{n ≥ N :
n∑
i=1
G2(x
i
2) ≥ N}.
This is continued until needed (i.e. with an obvious definition of T3, T4 etc). The idea here
is that, at every time step, we retain N − 1 particles with non-zero weight, so that the
algorithm never dies out, but with the additional issue that the computational cost per time-
step is a random variable. The procedure is described below. We note that the approach
in [59] retains N alive particles, i.e. it differs only in step 2(a) by sampling instead ajp−1
uniformly on {k ∈ {1, . . . , Tp−1} : Gp−1(xkp−1) = 1}. This seemingly innocuous difference
is, however, crucial to the unbiasedness results we develop in the sequel. Details of the
algorithm are presented below.
Algorithm 4.2 Alive Particle Filter
1. At time 1. For j = 1, 2, . . . until j =: T1 is reached such that G1(x
j
1) = 1 and∑j
i=1 G1(x
i
1) = N :
• Sample xj1 from M1(x0, ·).
2. At time 1 < p ≤ n. For j = 1, 2, . . . until j =: Tp is reached such that Gp(xjp) = 1
and
∑j
i=1 Gp(x
i
p) = N :
(a) Sample ajp−1 from {k ∈ {1, . . . , Tp−1 − 1} : Gp−1(xkp−1) = 1} with probability
Gp−1(xip−1)∑j−1
i=1 Gp−1(x
i
p−1)
.
(b) Sample xjp from Mp(x
ajp−1
p−1 , ·).
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4.2.3 Some Remarks
We remark that one can show [22] that for n ≥ 2, the normalizing constant is given by
γn(1) =
n−1∏
p=1
ηp(Gp).
Thus, a natural estimate of the normalizing constant is
γTnn (1) =
n−1∏
p=1
ηTpp (Gp) =
n−1∏
p=1
N − 1
Tp − 1 .
We note that the estimates of ηn and γn are different from those considered in [60]. We will
show in Section 4.2.4 that this estimate of the normalizing constant is unbiased which is
crucial for using this idea inside MCMC algorithms. In this direction, one uses the particle
filter to help propose values and there is an accept/reject step; we discuss this approach in
Section 4.3. Again, it is clearly undesirable in an MCMC proposal, if the particle filter will
collapse and so, our approach will prove to be very useful in this context.
Other than the fact that this filter will not die out, in the context of our motivating
example, there is also a natural use of this idea. This is because, one can envisage the
arrival of an out-lier or unusual data; in such scenarios, the alive particle filter will assign
(most likely) more computational effort for dealing with this issue, which is not something
that the standard filter is designed to do.
4.2.4 Theoretical Results
Before our approximation is considered in practice, we present some theoretical results
from [47] for the particle filter in Section 4.2.2. This Section could be skipped by the
reader and we do provide numerical simulations to verify the behavior that is predicted by
the forthcoming theoretical results. Details and proofs of the coming results could be found
in [47].
1. [47] proves the long time behavior of the predictor, i.e. it has an upper bounded.
Thus, one is able to know how the new algorithm approximates the true posterior. In
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this context, the upper bound on the predictor shows that as the number of particles
goes to infinity, the estimate of the predictor is going to get closer and closer to the
true value of the predictor. If one is using the estimate of the predictor in a real world
scenario, they are going to want to know how close their estimate is to the true value.
Being able to quantify the bias is important, because if one cannot quantify the bias,
one has no idea how inaccurate the result might be.
2. In [47], they also consider the asymptotic properties of a suitably normalized and
centered estimate of the predictor; a central limit theorem (CLT). This CLT shows
that the estimate of the predictor follows some Gaussian distribution in the limit as
the number of particles goes to infinity. If one uses more and more particles, the
asymptotic variance of this Gaussian distribution will decrease. Note that such a
result is not a direct corollary of existing CLTs for particle filters in the literature
(e.g. [22]).
3. [47] shows that the estimate of normalizing constant is unbiased. The unbiasedness
of the normalizing constant is important for our work because we will show how to
used it to construct a new PMMH algorithm in the next section.
4.3 Particle MCMC
We now construct an MCMC method for performing static parameter inference in the con-
text of ABC approximations of HMMs.
Recall the HMM and our objective is to sample from the posterior density:
p(θ|y1:n) =
∫
Xn
∏n
k=1 g

θ(yk|zk)fθ(zk|zk−1) dz1:np(θ)∫
Xn×Θ
∏n
k=1 g

θ(yk|zk)fθ(zk|zk−1) dz1:np(θ)dθ
(4.5)
where gθ, fθ is as (4.1) and p(θ) is a prior probability density on Θ.Throughout the Section,
we set N ≥ 2,  > 0, but in general omit dependencies on these quantities. In practice, one
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often seeks to sample from an associated probability on the extended state-space En ×Θ
p˜(θ, z1:n, u1:n|y1:n) ∝
n∏
k=1
IB(yk)(uk)gθ(uk|zk)fθ(zk|zk−1)p(θ).
It is then easily verified that for any fixed θ ∈ Θ
p(θ|y1:n) =
∫
En
p˜(θ, z1:n, u1:n|y1:n) dz1:ndu1:n.
A way to sample from p˜(θ, z1:n, u1:n|y1:n) is via the M-H method, with proposing to move
from (θ, z1:n, u1:n) to (θ′, z′1:n, u
′
1:n) via the probability density:
q(θ′|θ)
n∏
k=1
gθ′(u
′
k|z′k)fθ′(z′k|z′k−1)
Such a proposal removes the need to evaluate gθ which is not available in this context. As
is known, e.g. [1], such procedures typically do not work very well and lead to slow mixing
on the parameter space Θ. This proposal can be greatly improved by running the PMMH
algorithm as in [1]; that is a Metropolis-Hastings move that will first move θ, via q(θ′|θ)
and then run the algorithm in Section 4.2.1 picking a whole path, l, xl1:n ∈ En the sample
used with a probability proportional to Gn(xin). In addition, as we stated, the estimate of
the normalizing constant in alive particle filter (investigated previously) is unbiased. It is
therefore a reasonable conjecture that one can construct a new PMMH algorithm, with the
alive particle filter and that this might perform better (in some sense) than the standard
PMMH just described.
4.3.1 New PMMH Kernel
We will define an appropriate target probability to produce samples from (4.5), but we first
give the algorithm:
1. Sample θ(0) from any absolutely continuous distribution. Then run the particle filter
(with parameter value θ(0)) in Section 4.2.2 up-to time n, storing γNn+1(1) (now de-
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noted γNn+1,θ(0)(1)). Pick a trajectory x
i
1:n(0), i ∈ {1, . . . , Tn(0)−1}, with probability
Gn(x
i
n(0))∑Tn(0)−1
i=1 Gn(x
i
n(0))
.
Set i = 1.
2. Propose θ′|θ(j−1) from a proposal with positive density on Θ (write it q(θ′|θ)).Then
run the particle filter (with parameter value θ′) in Section 4.2.2 up-to time n, storing
γNn+1,θ′(1). Pick a trajectory (x
i
1:n)
′ with probability
Gn((x
i
n)
′)∑Tn(j)−1
i=1 Gn((x
i
n)
′)
.
Set θ(j) = θ′, γNn+1,θ(j)(1) = γ
N
n+1,θ′(1) with probability:
1 ∧ γ
N
n+1,θ′(1)
γNn+1,θ(j−1)(1)
p(θ′)q(θ(j − 1)|θ′)
p(θ(j − 1))q(θ′|θ(j − 1)) .
Otherwise set θ(j) = θ(j − 1), γNn+1,θ(j)(1) = γNn+1,θ(j−1)(1), j = j + 1 and return to
the start of 2.
The pseudo code of the new PMMH algorithm is described below.
Algorithm 4.3 PMMH algorithm
Initial value of θ, i.e. θ(0); some proposal q; total number of iteration M and j ≤M .
1. For j ≥ 1
(a) Sample θp ∼ q
( · |θ(j − 1)), then run alive particle filter with θp and record
normalizing constant γθp(1), generate zˆ1:n from p(·|y1:n)
(b) Calculate α(j), where
α(j) = min
[
1,
(
γθp(1) p(θp)p
(
θ(j − 1)|θp
)
γθ(j−1)(1) p
(
θ(j − 1))p(θp|θ(j − 1))
)]
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(c) Sample a(j) ∼ U [0, 1]
(d) If α(j) > a(j), update: θ(j) = θp, γθ(j)(1) = γθp(1) and z1:n(j) = zˆ1:n
Else θ(j) = θ(j − 1), γθ(j)(1) = γθ(j−1)(1) and z1:n(j) = z1:n(j − 1)
2. j = j + 1 and return to Step 2. Stop when j > M .
For readers interested in the numerical implementation, they can skip to the next Sec-
tion, noting that the θ samples will come from the posterior (4.5); this is now justified in
the rest of the section.
We construct the following auxiliary target probability on the state-space:
E¯ = Θ×
( ∞⋃
T1=N
(
ET1 × {1, . . . , T1} ×
( ∞⋃
T2=N
(
ET2 × {1, . . . , T1 − 1}T2 × {T2} × · · ·
×
∞⋃
Tn=N
(
ETn × {1, . . . , Tn−1 − 1}Tn × {Tn} × {1, . . . , Tn − 1}
)
· · ·
)))
.
Whilst the state-space looks complicated it corresponds to the static parameter and all the
variables (the states and the resampled indices) sampled by the alive particle filter up-to
time-step n and then just the picking of one of the final paths.
For n ≥ 2, set xi1:n = (x
ain−1
1:n−1, x
i
n) and
Φn
(
d(x1n, . . . , x
Tn
n ), a
1
n−1, . . . , a
Tn
n−1, Tn|x1:Tn−1n−1 , Tn−1
)
:=
1∑∞
Tn=N
∑
a1:Tnn−1 ∈{1,...,Tn−1−1}(
(
Tn−1
N−1
)
)
×
ISn(x
1
1:n, . . . , x
Tn
1:n, Tn)(
(
Tn−1
N−1
)
)
∏Tn
i=1
Gn−1(x
ain−1
n−1 )∑Tn−1−1
i=1 Gn−1(x
i
n−1)
Mn(x
ain−1
n−1 , dx
i
n)∫
ETn
ISn(x
1
1:n, . . . , x
Tn
1:n, Tn)
[∏Tn
i=1
Gn−1(x
ain−1
n−1 )∑Tn−1−1
i=1 Gn−1(x
i
n−1)
Mn(x
ain−1
n−1 , dxin)
]
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where for n ≥ 1
Sn = {(u1n, . . . , uTnn , Tn) ∈ Yn × {N,N + 1, . . . , } :( Tn−1∑
i=1
IB(yn)(u
i
n) = N − 1
) ∩ (uTnn ∈ B(yn))}
In addition, when n = 1, we set
Φ1
(
d(x11, . . . , x
T1
1 )T1
)
:=
IS1(x
1
1, . . . , x
T1
1 , T1)
(
T1−1
N−1
)∏T1
i=1M1(x0, dx
i
1)∑∞
T1=N
(
T1−1
N−1
) ∫
ET1
ISn(x
1
1, . . . , x
T1
1 , T1)
[∏T1
i=1 M1(x0, dx
i
1)
]
Then the PMMH algorithm just defined samples from the target
p¯(θ, d(x1, . . . ,xn), a1:n−1, l, T1:n|y1:n) ∝ Gn(xln)Ψ1
(
d(x11, . . . , x
T1
1 ), T1
)
p(θ)
× γNn+1,θ(1)
n∏
k=2
Ψk
(
d(x1k, . . . ,
xTkk ), a
1
k−1, . . . , a
Tk
k−1, Tk|x1:Tk−1k−1 , Tk−1
)
where ak = (a1k, . . . , a
Tk
k ), xk = (x
1
k, . . . , x
Tk
k ) and l ∈ {1, . . . , Tn − 1}. Then one can
easily verify that for any fixed θ ∈ Θ
p(θ|y1:n) =
∫
E¯\Θ
p¯(θ, d(x1, . . . ,xn), a1:n−1, k, t1:n|y1:n).
where E¯ \ Θ is the state space without space Θ. Note also that the samples (θ, xl1:n) from
p¯ are marginally distributed according to p˜(θ, z1:n, u1:n|y1:n). The associated ergodicity of
the new PMMH algorithm follows the construction in [1] and we omit details for brevity.
4.4 Numerical Examples
In this Section, we present the simulation results for all approaches derived in Section
4.2.2 and 4.3 and compare to those obtained through all methods related to particle filter
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in [48]. This whole section is constructed as two parts: 1) In Section 4.4.1, we considered
two examples, one linear and one nonlinear Gaussian state space model, to estimate the
hidden states zn. We analyze the performances of our new filter. 2) In Section 4.4.2 we
implemented the new PMMH algorithm to estimate unknown parameter θ. Details of our
results are given below.
4.4.1 Filtering
Linear example
Model: To investigate the alive particle filter, we consider the following linear Gaussian
state space model (with all quantities one-dimensional), which shows a clear trend of hid-
den states:
Zn = Zn−1 + Vn,
Yn = 2Zn +Wn, n ≥ 1
where Vn ∼ N (0, σ2v), and independently Wn ∼ N (0, σ2w). Our objective is to fit an ABC
approximation of this HMM; this is simply to investigate the algorithm constructed in this
chapter.
Set up: Data are simulated from the model for 5, 000 time steps with σ2v ∈ {0.1, 1, 5},
σ2w ∈ {0.1, 1, 5}. For n ∈ {1, . . . , 5000}, if pn ≤ 1500 , where pn
i.i.d∼ U [0, 1] (the uniform
distribution on [0, 1]), we have Yn = c, where c ∈ {80, 90, . . . 140, 150}. Recall B(y) =
{u : |u − y| < } and we consider  ∈ {5, 10, 15}. We compare the alive particle filter to
the approach in [48].
The proposal dynamics are as described in Section 4.2.2. For the approach in [48],N =
2000 and we resample every time. For the alive particle filter, we used N = 1500 particles;
this is to keep the computation time approximately equal. We also estimate the normalizing
constant via the alive filter at each time step and compare it with exact values obtained
via the Kalman filter. To assess the performance in normalizing constant estimation, the
relative variance is estimated via independent runs of the procedure.
Our results are constructed as two parts. In Part I, we compare the performance of
Chapter 4. Alive Particle Filter 107
two particle filters under different scenarios. In Part II, we focus on examples where the
approach in [48] collapses. All results were averaged over 50 runs.
Results: Part I) In this part, the computational cost of running the alive particle filter
code is approximately 115 seconds and approximately 103 seconds for approach in [48]
(which we just term the standard particle filter). Our results are shown in Figures 4.1–4.7.
Figure 4.1 displays the simulated hidden trajectory (red ‘–’ line) given by the alive
particle filter and the standard filter proposed by [48]. The black ‘–’ line indicates the Zn
obtained through SMC method. Figure 4.2 displays the log relative error for the alive
particle filter to the standard particle filter. We present the time evolution of the L1 log
relative error in between the ‘exact’ and estimated first moment. From our results, the
mean log relative error for each panel is {0.06, 0.04, 0.07}. Figure 4.3 plots the absolute
L1 error of alive particle filter error across time. These results indicate, in the scenarios
under study, that both filters are performing about the same time with regards to estimating
the filter. This is unsurprising as both methods use essentially the same information, and
the outlying values do not lead to a collapse of the standard particle filter. In addition, the
behavior in Figure 4.3 appears to hold in a situation where the state-space is non-compact.
In Figure 4.4, we show the time evolution of log value of normalizing constant for three
approaches, i.e. Kalman filter (black ‘–’ line), alive particle filter (red ‘-·-’ line) and SMC
method (blue ‘··’ line). Figure 4.5 displays the (log) relative variance of the estimate of the
normalizing constant via the alive particle filter, when using the Kalman filter as the ground
truth. In Figure 4.4, there is unsurprisingly a bias in estimation of the normalizing constant,
as the ABC approximation is not exact. In Figure 4.5, the linear relationship of relative
variance against time proven in [47] is demonstrated (although under a log transformation).
In Figure 4.6 and 4.7, we show the number of particles used at each time step (that
is to achieve N alive particles) of the alive particle filter (Figure 4.6) and the number of
alive particles for the standard particle filter (Figure 4.7). Both Figures illustrate the ef-
fect of outlying data, where the alive particle filter has to work ‘harder’ (i.e. assigns more
computational effort), whereas the standard particle filter just loses particles.
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(a) (b)
Figure 4.1: Estimated Zn across time for the linear state space model, where red (’–’) indicates (a) the alive
particle filter (b) standard filter and black ’··’ indicates the SMC method.
   
Figure 4.2: Estimation error of the first moment for the linear state space model. Each panel displays
(Natural Log) the ratio of L1 error of the alive particle filter to the standard particle filter.
Figure 4.3: Estimation error of the first moment for the linear state space model using the alive particle
filter (red ‘?’ indicates the x-axis position of outlier)
Chapter 4. Alive Particle Filter 109
Figure 4.4: Estimated normalizing constant for the linear state space model: Kalman filter (black ’–’), alive
particle filter (red ’-·-’) and standard filter (blue ’··’). Each panel displays the estimated normalizing constant
across time.
Figure 4.5: (Log) Relative variance of normalizing constant of alive particle filter to Kalman filter for the
linear state space model. Each panel displays the relative variance across time.
Figure 4.6: Number of particles used for alive particle filter for the linear state space model. Each panel
displays the number of particles across time.
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Figure 4.7: Number of alive particles used for the standard particle filter for the linear state space model.
Each panel displays the number of particles across time.
Part II) In this part, we keep the initial conditions the same as in the previous section
but change the value of . Instead of using  ∈ {5, 10, 15}, we set smaller values to ,
i.e.  ∈ {3, 6, 12} (recall the smaller , the closer the ABC approximation is to the true
HMM [48, Theorem 1]). This change makes the standard particle filter collapse whereas
the alive filter does not have this problem. All results were averaged over 50 runs and our
results are shown in Figures 4.8–4.10.
In Figure 4.8, we present the true simulated hidden trajectory along with a plot of
the estimated zn given by the two particle filters across time when (σv, σw) = (
√
5,
√
5).
As shown in Figure 4.8, the alive particle filter can provide better estimation versus the
standard particle filter. Figure 4.9 display the log relative error of the alive particle filter
to standard particle filter and Figure 4.10 presents the absolute error of standard particle
filter, which supports the previous point made, with regards to estimation of the hidden
state. Based upon the results displayed, the alive particle filter can provide good estimation
results under the same conditions when the standard particle filter collapses.
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(a) (b)
Figure 4.8: Estimated Zn across time for the linear state space model, where red (’–’) indicates (a) the alive
particle filter (b) standard filter and black ’··’ indicates the SMC method.
Figure 4.9: Estimation error of the first moment for the linear state space model. Each panel displays
(Natural Log) the ratio of L1 error of alive particle filter to the standard particle filter.
Figure 4.10: Estimation error of the first moment for the linear state space model using the standard particle
filter
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Non-linear example
Model: We then consider the following non-linear Gaussian state space model (with all
quantities one-dimensional), which has been studied in many articles:
Zn = 0.5Zn−1 + 25
Zn−1
1 + Z2n−1
+ 8 cos(1.2n) + Vn
Yn = 0.05Z
2
n +Wn n ≥ 1
where Vn ∼ N (0, σ2v), Wn ∼ N (0, σ2w).
Set up: Data are simulated from the model for 1, 000 time steps with σ2v ∈ {0.1, 1, 5},
σ2w ∈ {0.1, 1, 5}. Let  ∈ {5, 10, 20} forB(y). We compare the results obtained from alive
particle filter to those from the standard particle filter. Similarly, the proposal dynamics are
as described in Section 4.2.2. For the standard particle filter, we used N = 2000 and we
resample every time and for the alive particle filter, we used N = 1500. In our results, we
compare the performance of two particle filters under different scenarios.
Results: The computational cost of running the alive particle filter code is approxi-
mately 24 seconds and approximately 22 seconds for the standard particle filter. Our results
are shown in Figures 4.11–4.15.
Figure 4.11 displays the simulated hidden trajectory (red ‘–’ line) given by the alive
particle filter and the standard filter proposed by [48]. The black ‘–’ line indicates the Zn
obtained through SMC method. Figure 4.12 displays the log relative error for the alive
particle filter to the standard particle filter. We present the time evolution of the L1 log
relative error between the ‘True’ and estimated first moment. From our results, the mean
log relative error for each panel is {0.03, 0.02, 0.04}. Figure 4.13 plots the absoluteL1 error
of the new ABC error across time. In Figure 4.14 and 4.15, we show the time evolution of
number of particles attempted for the alive particle filter to the standard particle filter.
Both approaches provide quite reassuring results. Neither of the methods seem to de-
teriorate, w.r.t. the time parameter. The new particle filter admits a similar L1 error across
time (as the mean, across time, of the log relative error is approximately zeros) to the stan-
dard particle filter as in linear Gaussian example. Based upon the simulations here, the
alive particle filter results in a similar performance with the standard particle filter.
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(a) (b)
Figure 4.11: Estimated Zn across time for the linear state space model, where red (’–’) indicates (a) the
alive particle filter (b) standard filter and black ’··’ indicates the SMC method.
Figure 4.12: Estimation error of the first moment for the non-linear state space model. Each panel displays
(Natural Log) the ratio of L1 error of alive particle filter to the standard particle filter.
Figure 4.13: Estimation error of the first moment for the non-linear state space model. Each panel displays
the L1 error of alive particle filter.
4.4 Numerical Examples 114
Figure 4.14: Number of particles used for alive particle filter for the non-linear state space model. Each
panel displays the number of particles across time.
Figure 4.15: Number of particles used for standard particle filter for the nonlinear state space model. Each
panel displays the number of particles across time.
4.4.2 Parameter estimation
In this Section, we present the parameter estimation results obtained through our new
PMMH algorithm (derived in Section 4.3) and compare its performance with the stan-
dard PMMH algorithm (related to the standard particle filter) for the linear and nonlinear
examples considered in Section 4.4.1. We analyze these results to discover the estimation
ability of the new parameter estimation algorithm. A real data application is then studied
for the new algorithm.
Linear example
Model: To investigate the new approach developed above, we revisit the linear Gaussian
state space model in Section 4.4.1.
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Set up: We are interested in the parameter estimation ability of our new approach and
compare it to the standard PMMH algorithm. Data are simulated from the model for 500
time steps with Vt ∼ N (0, σ2) and independently Wt ∼ N (0, 1). The true value of the
unknown parameter σ2 to generate the data is 1, i.e. σ2true = 1.
For both approaches, we use the inverse Gamma as the prior distribution for the un-
known parameter σ2, i.e. σ2 ∼ IG(2, 1/100) where IG(a, b) is an inverse Gamma dis-
tribution with mode (b/(a + 1)). Let  = 8 for B(y). We used N = 2000 particles
and resample very time step for standard particle filter. For the alive particle filter, we set
N = 1000 and move to the next time step when the number of alive particles achieve
N . Both approaches were run for 20, 000 iterations. Details of our results are given below.
Results: The parameter estimation analysis through the standard and new approaches
were completed with a similar computational cost. Results are displayed in Figure 4.16
and 4.19.
In Figure 4.16, we present the evolution of σ2 per iteration for both approaches. Each
panel displays the output of estimated parameter σ2. To access to the performances of
parameter estimation for the new PMMH, we show and compare the distribution of all
estimated parameter values in Figure 4.17 where the dash line indicates the value of σ2true.
As can bee seen in Figure 4.17, both the new algorithm and standard one provide quite
reassuming results. This can be attributed to the reason that the ABC and alive ABC used
almost the same information. The mode of the estimated σ2 are very close to the ‘exact’
value.
We are also interested in the number of attempted (alive) particles in both approach.
In Figure 4.18, we show the number of alive particles in one iteration of the standard
PMMH and the number of attempted particles for the new approach. In addition, Figure
4.19 illustrates the computational cost of one iteration of the standard PMMH and the new
approach. Another interesting aspects of the results here is the acceptance ratio, i.e. α, as
stated in Section 4.3 (Page 101). We calculated the mean of α across all iterations, which
are approximately 0.36 and 0.39 for the standard and new approaches respectively.
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(a) (b)
Figure 4.16: Trace plot of estimated parameter {σ2} through (a) the new and (b) the standard approaches
across all iterations.
(a) (b)
Figure 4.17: Distribution of estimated parameter {σ2} through (a) the new and (b) the standard approaches
across all iterations.
(a) (b)
Figure 4.18: Example plot of (a) number of alive particles for the standard PMMH and (b) number of
particles used for the new approach for one iteration.
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(a) (b)
Figure 4.19: Example plot of computational cost for (a) the standard PMMH and (b) the new approach for
one iteration.
Non-linear example
Model: We now return to the non-linear Gaussian state space model as in Section 4.4.1.
Set up: Similarly we are interested in the estimation ability of our new PMMH al-
gorithm for this nonlinear model. Data are simulated from the model for 500 time steps
with Vt ∼ N (0, σ2v) and independently Wt ∼ N (0, σ2w). The true value for the unknown
parameters to generate the data are σ2v = 1, σ
2
w = 1.
For both approaches, we use the inverse Gamma as the prior distribution for the un-
known parameters {σ2v , σ2w}, i.e. σ2v ∼ IG(2, 1/100) and σ2w ∼ IG(2, 1/50). Let  = 15 for
B(y). We used N = 2000 and resample very time step for the standard particle filter. For
the alive particle filter, we used N = 1000 particles. Both approaches were run for 20, 000
iterations.
Results: The analysis through the standard and new approaches were completed with a
similar computational cost. Results are displayed in Figure 4.20 and 4.23.
In Figure 4.20, we present the evolution of {σ2v , σ2w} per iteration in each row for both
approaches. Each panel displays the outputs of one estimated parameter for 20, 000 runs.
To access to the performance of parameter estimation of our new PMMH approaches, we
show and compare the distributions of all estimated parameter values in Figure 4.21 where
the dash line indicates the ‘exact’ value of each unknown parameter. As illustrated in two
figures, both approaches provide quite good approximations.
In Figure 4.22, we show the number of alive particles in one iteration of the standard
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PMMH and the number of attempted particles for the new approach. In addition, Figure
4.23 illustrates the computational cost of one iteration of the standard PMMH and the new
approach. We also calculated the mean of α across all iterations, which are approximately
0.33 and 0.36 for the standard and new approaches respectively.
Figure 4.20: Trace plot of estimated parameter through the new (1st row) and the standard (2nd row)
approaches across all iterations.
Figure 4.21: Distribution of estimated parameter through the new ((1st row)) and the standard (2nd row)
approach.
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(a) (b)
Figure 4.22: Example plot of (a) number of alive particles for the standard PMMH and (b) number of
particles used for the new approach for one iteration.
(a) (b)
Figure 4.23: Example plot of computational cost for (a) the standard PMMH and (b) the new approach for
one iteration.
Real data implementation
Model: We consider the following state-space model, for n ≥ 1
Yn = εn β exp(Zn)
Zn = φ Zn−1 + σVn
where εn ∼ Stable(0, ξ1, ξ2, ξ3) (a stable distribution with location parameter 0, scale pa-
rameter ξ1, skewness parameter ξ2 and stability parameter ξ3) and Vn ∼ N (0, c). We set
θ = (β, c, φ), with priors c ∼ IG(2, 1/100), φ ∼ IG(2, 1/50) and β ∼ N (0, 10).
We consider the daily (adjust closing) index of the S & P 500 index between 03/01/2011
− 14/02/2013 (533 data points). Our data are the log-returns, that is, if In is the index
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value at time t, Yn = log(In/In−1). The data are displayed in Figure 4.24. The stable
distribution may help us to more realistically capture heavy tails prevalent in financial data,
than perhaps a standard Gaussian. In most scenarios, the probability density function of
a stable distribution is intractable, which suggests that an ABC approximation might be a
sensitive way to approximate the true model.
 
 
Figure 4.24: S & P 500 (a) index data and (b) (Log) Daily return
Set up: We consider two scenarios to compare the standard PMMH algorithm and the
new one. In the first situation we set ξ3 = 1.75 and in the second, ξ3 = 1.2 (ξ1 = ξ2 = 1).
In the first case, we make  a suitable value as the data are not expected to jump off the same
scale as the initial data. In the second,  is significantly reduced. Both algorithms were run
with a total 20, 000 iterations. We consider N ∈ {1000, 100, 10} for the standard particle
filter and for the alive particle filter this value is lower to allow the same computational
time.
Results: Our results are presented in Figures 4.25–4.33. In Figures 4.25–4.26 we can
see the output in the case that ξ3 = 1.75. For all cases, it appears that both algorithms
perform very well. The mean value across all iterations of different number of particles for
all estimated parameters are shown in Table 4.1 and 4.2 (The mean value of each parameter,
for example c, is obtained by first making a distribution plot of each estimated value of c
and then let the most weighted estimated value to be the mean of c). In Figure 4.27, we
show an example of the scatter plot (black ‘·’) and the distribution for each pair of the
parameters for the new approach. The acceptance rates were around 0.25 for each case
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(can be seen in Table 4.3). In Figure 4.28, we show an example plot of the number of alive
particles in one iteration of the standard PMMH and the number of attempted particles
for the new approach. In addition, Figure 4.29 illustrates the computational cost of one
iteration of the standard PMMH and the new approach. For this scenario one would prefer
the standard PMMH as the algorithmic performance is very good, with a removal of a
random computational cost per iteration.
N 1000 100 10
c 11.87 14.57 14.08
φ 8.17 8.94 7.05
β 2.19 0.97 0.58
Table 4.1: Mean value, Standard approach
N 1000 100 10
c 11.43 14.01 14.77
φ 7.01 7.82 7.31
β 3.26 1.83 0.82
Table 4.2: Mean value, New approach
N 1000 100 10
PMMH 0.25 0.26 0.24
New PMMH 0.26 0.28 0.27
Table 4.3: Mean of acceptance ratio, α
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Figure 4.25: Trace plot of each parameter across iterations for the standard approach. Each row displays
the samples with different N with ξ3 = 1.75.
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Figure 4.26: Trace plot of each parameter across iterations for the new approach. Each row displays the
samples with different N with ξ3 = 1.75.
   
   
Figure 4.27: An example of scatter plot and density distribution of the new approach for each pair of
estimated parameters for N = 1000, ξ3 = 1.75.
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(a) (b)
Figure 4.28: Example plot of (a) number of alive particles for the standard PMMH and (b) number of
particles used for the new approach for one iteration.
(a) (b)
Figure 4.29: Example plot of computational cost for (a) the standard PMMH and (b) the new approach for
one iteration.
In Figures 4.30–4.31 the output when ξ = 1.2 is displayed. In Figure 4.30 we can see
that the standard PMMH algorithm performs very badly barely moving across the param-
eter space, whereas the new PMMH algorithm has very reasonable performance (Figure
4.31). In Figure 4.32, we show the number of alive particles in one iteration of the standard
PMMH and the number of attempted particles for the new approach. In addition, Figure
4.33 illustrates the computational cost of one iteration of the standard PMMH and the new
approach. In this case,  is very small, and the standard SMC collapses very often, which
leads to the undesirable perfomance displayed. We note that considerable effort was ex-
pended in trying to get the standard PMMH algorithm to work in this case, but we did not
manage to do so (so we do not claim that the algorithm cannot be made to work). Note
also that whilst these are just one run of the algorithms, we have seen this behaviour in
many other cases and it is typical in these examples. The results here suggest that the new
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PMMH kernel might be preferred in difficult sampling scenarios, but in simple cases it does
not seem to be required.
Figure 4.30: Trace plot of each parameter across iterations for the standard approach. Each row displays
the samples with different N with ξ3 = 1.2.
4.4 Numerical Examples 126
Figure 4.31: Trace plot of each parameter across iterations for the new approach. Each row displays the
samples with different N with ξ3 = 1.2.
(a) (b)
Figure 4.32: Example plot of (a) number of alive particles for the standard PMMH and (b) number of
particles used for the new approach for one iteration.
Chapter 4. Alive Particle Filter 127
(a) (b)
Figure 4.33: Example plot of computational cost for (a) the standard PMMH and (b) the new approach for
one iteration.
4.5 Summary
In this Chapter, we have first investigated the alive particle filter. This new filter avoids the
situation that the old one may collapse in some challenging scenarios. But this filter intro-
duces a random computational cost per-time step. In addition, we developed new PMMH
algorithm using this alive particle filter. Numerical examples have been analyzed for all our
approaches.
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Chapter 5
Inference for doubly intractable HMMs
A problem that arises in the context of HMMs is that, the model of interest is doubly in-
tractable, i.e. the transition and observation densities are not of closed form. In this sce-
nario, some standard approaches, such as the SMC method or approximation schemes
such as ABC approximation, will have difficulties to obtain solutions to the filtering prob-
lems. Alternatives to address this issue are available; see e.g. [33, 73, 79]. However, those
approaches are not always workable in practice.
In this Chapter, we construct an ABC approximation scheme of an HMM whose obser-
vation and transition densities are computational intractable. This scheme is facilitated by
a new collapsed state space representation proposed by [74]. Then we are able to develop
state-of-the-art SMC algorithms for filtering via this ABC approximation. In addition, we
can use these SMC algorithms within MCMC algorithms for batch static parameter infer-
ence for doubly intractable HMMs.
The structure of this Chapter is as follows. In Section 5.1, we give a brief introduction
to the new collapsed state space representation. In Section 5.2, we provide an ABC ap-
proximation of doubly intractable HMMs which allows one to use the alive particle filter
(Chapter 4) under this new framework. In Section 5.3, we develop a PMMH and a PG algo-
rithm for static parameter estimation under the collapsed representation. Numerical results
for all approaches are presented in Section 5.4. In Section 5.5, we conclude this Chapter.
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5.1 Collapsed state space model
In this Section, we will introduce the new collapsed state space representation of HMMs
utilized in this Chapter.
Let us consider the following HMM:
Zn = φθ(Zn−1, Vn, )
Yn = ξθ(Zn,Wn)
where Zn ∈ Z ⊆ Rdz , Yn ∈ Y ⊆ Rdy , with Vn ∈ Rdz , {Vn}n≥1 i.i.d, Wn ∈ Rdy , {Wn}n≥1
i.i.d and independent of {Vn}n≥1, θ ∈ Θ ⊆ Rdθ and φ : Rdz × Rdz × Rdθ → Rdz ,
ξ : Rdz ×Rdy ×Rdθ → Rdz . Suppose throughout that:
• One can evaluate the densities of Wn and Vn.
• One can evaluate ξθ (resp. φθ) point-wise, for each n ≥ 1 and Zn,Wn, θ (resp. Zn−1,
Vn, θ).
• One cannot evaluate the conditional density of Yn|zn or Zn|zn−1. Denote the densities
gθ and fθ respectively
Let us first consider the standard state space model. In a standard framework, assume for
n time points, a sequence of observations y1, . . . , yn of random variables Y1, . . . , Yn ∈ Rdy
is given, indicative of latent states Z1, . . . , Zn ∈ Rdz and initial condition Z0 ∈ Rdz . We
have the joint density of y1:n and z1:n as:
pθ(y1:n, z1:n) =
n∏
k=1
gθ(yk|zk)fθ(zk|zk−1) (5.1)
This framework is depicted in Figure 5.1(a) (Page 131), along with the independent noise
V1, ..., Vn that drives the transition, i.e. at time k, {Zk−1, Vk} → Zk, then maps Zk to Yk.
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5.1.1 Intractable transition density
In this Section, we will introduce the collapsed state space representation, which is useful
in dealing with an intractable transition density model.
In reality, the transition density may not have a closed form, or if it does, it may be ex-
pensive to compute. In such cases, it may be worth re-expressing the state space model. [74]
proposed a ‘so called’ collapsed state space model. In the context of the model, it is expe-
dient to collapse the latent state to these noise terms only, as shown in Figure 5.1(b), where
the Z1:n are eliminated in the mapping from {Z0, V1:n} to Y1:n. This permits the design of
samplers over the random variables {Z0, V1:n}, rather than Z0:n. Thus, under this represen-
tation, we will have the new hierarchical model as:
pθ(y1:n, v1:n) =
n∏
k=1
gθ(yk|φ(k)θ (z0, v1:k))p(vk) (5.2)
where φ(k)(z0, v1:k) = φ(φ(k−1)(z0, v1:k−1), vk), k ≥ 2 and φ(1)(z0, v1) = φ(z0, v1).
The purpose of the above representation (5.2) is preferable because it can be a generally
good approach to dealing with absence of a closed form transition density. One can only
sample noises terms Vn and removes the need to evaluate fθ in (5.1). More specifically, in
an SMC approximation of the filter one can use proposals on the hidden state other than
the transition dynamics of the hidden Markov chain. This would yield an unnormalized
incremental weight at time n as being
gθ(yn|φ(n)θ (z0, v1:n))p(vn)
qθ(vn|z1:n−1, y1:n)
where qθ(vn|z1:n−1, y1:n) is a proposal on the vn. Note that one need not store the entire
path of the v1:n only the current zn, i.e., storage costs do not explode with the time param-
eter. Now the problem in the context of gθ is if one can not evaluate gθ, then this SMC
algorithm can not be applied. In the next Section, we will introduce our new approach to
address this issue.
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(a) (b)
Figure 5.1: Graphical models of (a) conventional state space and (b) collapsed state space
5.2 Particle filter for the collapsed state space model
In this Section, we first introduce the ABC approximation of double intractable HMMs
under the collapsed state space representation. In Section 5.2.2 and 5.2.3, we construct two
computational methods to perform filtering for this ABC approximation.
5.2.1 ABC approximation
The ABC approximation allows one to approximate the posterior p(z1:n|y1:n) without direct
calculation of the likelihoods in an HMM. For a standard ABC approximation scheme of
an HMM, the approximation of p(z1:n|y1:n) is given by
p
(
z1:n, u1:n|y1:n
) ∝ n∏
k=1
IB(yk)(uk)g
(
uk|zk
)
f
(
zk|zk−1
)
where B(yk) is an open ball of radius  around yk; uk is one pseudo observation (Here we
let θ be fixed and omit it from our notations; it is reintroduced later on). We now consider
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the new collapsed representation of HMMs and we can obtain the joint density of w1:n and
v1:n given y1:n under this new framework as:
p(w1:n, v1:n|y1:n) ∝
n∏
k=1
IB(yk)(ξ(φ
(k)(z0, v1:k), wk)) p(wk) p(vk) (5.3)
where ξ(φ(k)(z0, v1:k), wk) denotes the expression to generate the pseudo observation uk at
time k and p(wk), p(vk) are the probabilities of Vk and Wk respectively.
5.2.2 CR particle filter
The purpose of the representation in (5.3) is that, we can use proposals on the hidden states
and observations when the transition dynamics and likelihoods are not available. Thus, we
can derive an ABC approximation of the doubly intractable HMMs allowing one to use the
standard particle filter ([48]) under the collapsed representation. We term this filter as the
‘CR particle filter’. The CR particle filter described below, is assumed to run for n = t time
steps with N particles, is comprised of three steps.
Algorithm 5.1 CR particle filter
1. Set n = 1; for i = 1, ..., N ,
Sample v(i)1 from qv(·), z(i)1 from φ(z0, v(i)1 ); generate w(i)1 from qw(·), u(i)1 from
ξ(z
(i)
1 , w
(i)
1 ). Compute weightW
(i)
1 ∝ IB(y1)(u(i)1 ) p(v1)p(w1)qv(v1)qw(w1) , where
∑N
i=1 W
(i)
1 = 1.
Then, apply the systematic resampling strategy.
2. At time n ≥ 2; for i = 1, ..., N
Sample v(i)n from qv(vn−1), z
(i)
n from φ(n)(z0, v1:n); generate w
(i)
n from qw(wn−1), u
(i)
n
from ξ(z(i)n , w
(i)
n ). Compute weight W
(i)
n ∝ IB(yn)(u(i)n ) p(vn)p(wn)qv(vn−1)qw(wn−1) , normalize
the weights. Then, apply the systematic resampling strategy.
3. Set n = n+ 1 and if n = t+ 1, stop.
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5.2.3 CR alive particle filter
In Chapter 4 (Section 4.2), we derived a new particle filter, i.e. the alive particle filter. This
new filter deals with the issue that existing particle filters may collapse in some challeng-
ing scenarios. We investigated this alive particle filter for different models and the results
showed that this extension performs well in both filtering problems and static parameter
estimations via PMCMC algorithm.
In this Section, we propose an ABC approximation of doubly intractable HMMs which
allows one to use this alive particle filter under the collapsed state space structure. We term
it as the ‘CR alive particle filter’. This new alive filter works similarly to the CR particle
filter except that it keeps sampling {vin, win}1≤i≤Tn until N alive particles are achieved,
where Tn is the total number of particles attempted:
Tn = inf{k ≥ N :
k∑
i=1
IB(yn)(u
i
n) ≥ N}
The basic idea we adopted in this approach is that at every time step, we attempt to achieve
N particles with non-zeros weights, so that the new system never dies out. But similarly,
this technique also comes with some additional computational cost. In the next section, we
also show how this approach can be used within an MCMC algorithm, i.e. the PMCMC
(see Section 5.3). The procedure of the CR alive particle filter is described as follows.
Algorithm 5.2 CR alive particle filter
1. Set n = 1; for i = 1, 2, . . .
• Sample v(i)1 from qv(·), z(i)1 from φ(z0, v(i)1 ); generate w(i)1 from qw(·), u(i)1 from
ξ(z
(i)
0 , w
(i)
1 ).
• Until T1, such that
∑T1
i=1 IB(y1)
(
ξθ(φθ(z0, v
i
1), w
i
1)
)
= N .
Compute weight W (i)1 ∝ IB(y1)(u(i)1 ) p(v1)p(w1)qv(v1)qw(w1) , where
∑N
i=1W
(i)
1 = 1. Then
apply the systematic resampling strategy.
2. At time n ≥ 2; for i = 1, 2, . . .
5.3 Particle MCMC 134
• Sample v(i)n from qv(vn−1), z(i)n from φn(z0, v1:n); generate w(i)n from qw(wn−1),
u
(i)
n from ξ(z
(i)
n , w
(i)
n ).
• Until Tn, such that
∑Tn
i=1 IB(yn){ξθ(φ(n)θ (z0, vi1:n), win)} = N .
Compute weight W (i)n ∝ IB(yn)(u(i)n ) p(vn)p(wn)qv(vn−1)qw(wn−1) , normalize the weights.
Then apply the systematic resampling strategy.
3. Set n = n+ 1 and if n = t+ 1, stop.
5.3 Particle MCMC
In this Section, we develop new PMCMC algorithms under our new framework, including
a PMMH sampler (Section 5.3.1) and a PG sampler (Section 5.3.2), for static parameter
estimation associated to ABC approximations of HMMs.
5.3.1 PMMH Algorithm
In Chapter 4 (Section 4.3), we derived a basic PMMH algorithm using the alive particle
filter. Here, we consider the same idea and develop a new PMMH algorithm using the CR
alive particle filter developed in Section 5.2.3.
Set E = Rdz × Rdy and define xn = (vn, wn) ∈ E. We construct the auxiliary target
probability on the state space E¯ introduced in Chapter 4 (Section 4.3.1, Page 104). Whilst
the state space is complicated, it corresponds to the static parameter and all the variables
(the states and the resampled indices) sampled by the CR alive particle filter up to time step
n and then just picking one of the final paths.
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For n ≥ 2, set xi1:n = (x
ain−1
1:n−1, x
i
n) and
Φn,θ
(
x1n, . . . , x
Tn
n , a
1
n−1, . . . , a
Tn
n−1, Tn|x1:Tn−11:n−1 , Tn−1
)
:=
1∑∞
Tn=N
∑
a1:Tnn−1 ∈{1,...,Tn−1−1}
(
Tn−1
N−1
)
×
ISn(x
1
1:n, . . . , x
Tn
1:n, Tn)
(
Tn−1
N−1
)∏Tn
i=1
Gn−1(x
ain−1
1:n−1)∑Tn−1−1
i=1 Gn−1(x
i
1:n−1)
p(vin)p(w
i
n)∫
ETn
ISn(x
1
1:n, . . . , x
Tn
1:n, Tn)
[∏Tn
i=1
Gn−1(x
ain−1
1:n−1)∑Tn−1−1
i=1 Gn−1(x
i
1:n−1)
p(vin)p(w
i
n)
]
dx1:Nn
where for n ≥ 1
Sn = {x11:n, . . . , xTn1:n ∈ En × {N,N + 1, . . . , } :( Tn−1∑
i=1
IB(yn){ξθ(φ(n)θ (z0, vi1:n), win)} = N − 1
) ∩ (ξθ(φ(n)θ (z0, vTn1:n), wTnn ) ∈ B(yn))}
and
Gn(x
i
1:n) = IB(yn){ξθ(φ(n)θ (z0, vi1:n), win)}
where ξθ(φ
(n)
θ (z0, v
i
1:n), w
i
n) is shown on Page 132.
In addition, when n = 1, we set
Φ1,θ
(
x11, . . . , x
T1
1 ,T1
)
:=
IS1(x
1
1, . . . , x
T1
1 , T1)
(
T1−1
N−1
)∏T1
i=1 p(v
i
1)p(w
i
1)∑∞
T1=N
(
T1−1
N−1
) ∫
ET1
ISn(x
1
1, . . . , x
T1
1 , T1)
[∏T1
i=1 p(v
i
1)p(w
i
1)
]
dx1:N1
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Then the PMMH algorithm samples from the target
p¯(θ,x1, . . . ,xn, a1:n−1, l, T1:n|y1:n)
∝ Gn(x
l
1:n)
N − 1 γ
N
n+1,θ(1)Φ1,θ
(
x11, . . . , x
T1
1 , T1
)
p(θ)
×
n∏
k=2
Φk,θ
(
x1k, . . . , x
Tk
k , a
1
k−1, . . . , a
Tk
k−1, Tk|x1:Tk−11:k−1 , Tk−1
)
where ak = {a1k, . . . , aTk+1k }, xk = {x1k, . . . , xTkk }, l ∈ {1, . . . , Tn − 1}, γNn+1,θ stands for
the marginal likelihood and p(θ), the prior of the parameter. The associated ergodicity of
the new PMMH algorithm follows the construction in [1] and we omit details for brevity.
The procedure of the algorithm using CR alive particle filter is described below
Algorithm 5.3 PMMH algorithm
Initial value of θ, i.e. θ(0); some proposal q; total number of iteration M and j ≤M .
1. For j ≥ 1
(a) Sample θp ∼ q
( · |θ(j − 1)), then run CR alive particle filter with θp and record
γθp(1), generate vˆ1:n from p(·|y1:n)
(b) Calculate α(j), where
α(j) = min
[
1, (
γθp(1) p(θp)p(θ(j − 1)|θp)
γθ(j−1)(1) p(θ(j − 1))p(θp|θ(j − 1)))
]
(c) Sample a(j) ∼ U [0, 1]
(d) If α(j) > a(j), update: θ(j) = θp, γθ(j)(1) = γθp(1) and v1:n(j) = vˆ1:n
Else θ(j) = θ(j − 1), γθ(j)(1) = γθ(j−1)(1) and v1:n(j) = v1:n(j − 1)
2. j = j + 1 and return to Step 2. Stop when j > M .
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5.3.2 PG Algorithm
In this Section, we derive a new PG algorithm using the particle filter developed in Section
5.2.3. In a basic PG sampler introduced in Chapter 2 (Section 2.13), one needs to apply
the conditional filter, which is essentially as in [1]. In our new algorithm, we consider
the same idea as in [1] and combine it with the filter derived in Section 5.2.3. Recall
xn = (vn, wn) and suppose we start with some θ, x1:n such that
∏n
k=1 Gk,θ(x1:k) > 0. We
denote these initial samples θ(0), x1:n(0)l(0) and the procedure of the algorithm is described
as follows. In addition, it is not necessary to include the backward sampling step in practice;
however it is known that this step can help in theory [18] although it increases the cost of
storage and computational time.
Algorithm 5.4 Particle Gibbs
Initial value of θ, i.e. θ(0); total number of iteration M and j ≤M .
1. For j = 1,
Run forward - backward conditional CR alive particle filter with θ(j− 1). We obtain
x1:n(1) and a1:n(1). We pick a trajectory and path x
l(1)
1:n (1), a
l(1)
1:n (1) with probability
Gn(x
l(1)
n (1))∑Tn(1)−1
i=1 Gn(x
i
n(1))
.
2. For j ≥ 2,
(a) Sample θ(j) from the posterior distribution, i.e. θ(j) ∼ p(·|xl(j−1)1:n (j−1), y1:n).
(b) Run forward - backward conditional CR alive particle filter with θ(j). Pick a
trajectory and path xl(j)1:n (j), a
l(j)
1:n (j) with probability
Gn(x
l(j)
n (j))∑Tn(j)−1
i=1 Gn(x
i
n(j))
.
3. j = j + 1 and return to Step 2. Stop when j > M .
5.4 Numerical Examples
In this Section, we first present the simulation results for the approaches derived in Section
5.2 and compare to those obtained from the standard particle filter [48]. Then in Section
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5.3, we compare the static parameter estimation results obtained from our new PMMH
sampler and PG sampler. The whole Section is constructed as two parts: 1) In Section 5.4.1,
we consider two examples, one linear and one nonlinear Gaussian state space model, to
estimate the latent state through our new approaches and compare with the results obtained
from the standard particle filter (for the standard particle filter, we assume we know the
transition dynamics of the hidden Markov chain.). 2) In Section 5.4.2, we implement the
new PMMH and PG algorithm for the same models with unknown parameters. We compare
the results obtained from both approaches and we are interested in the parameter estimation
ability of each algorithm. Details of our results are shown below.
5.4.1 Filtering
Linear example
Model: To investigate the performances of the CR particle filter and the CR alive particle
filter, we consider the following linear Gaussian state space model (with all quantities one-
dimensional):
Zn = Zn−1 + Vn
Yn = 2Zn + Wn n ≥ 1
Our objective is to fit an ABC approximation to this linear model under the collapsed
representation. Note that for our new filter, we assume we cannot evaluate the conditional
density of Yn|zn, or Zn|zn−1.
Set up: Data are simulated from the model for 5000 time steps with Vn ∼ N (0, σ2v)
and independently Wn ∼ N (0, σ2w) where σ2v ∈ {0.1, 1, 5} and σ2w ∈ {0.1, 1, 5}. For
n ∈ {1000, 2000, 3000, 4000}, we set Yn = c where c ∈ {90, 110, 130, 150}.
Let B(y) = {u : |u − y| < } and we consider  ∈ {5, 10, 15}. We compare our
results obtained through the new approaches to those obtained from the standard particle
filter ([48]). For the standard particle filter and the CR particle filter, we used N = 1000
particles and resampled at every time step. For the CR alive particle filter, we usedN = 600
particles; this is to keep the computation time approximately equal.
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We compare the results, provided by the CR particle filter and CR alive particle filter,
to the standard particle filter. We are interested in the performances of our new approaches
when Vn and Wn are under different proposal dynamics, i.e.
1. Normal proposal, i.e. Vn ∼ N (0, σ2v), σ2v ∈ {0.1, 1, 5} and Wn ∼ N (0, σ2w), σ2w ∈
{0.1, 1, 5};
2. Student t proposal, i.e. Vn ∼ t(νv), νv ∈ {1, 2, 3} and Wn ∼ t(νw), νw ∈ {1, 2, 3}.
Results: Normal proposal) The computational cost of running the CR alive particle
filter code is approximately 130 seconds for 50 runs and approximately 117 seconds for the
CR particle filter. Our results are shown in Figures 5.2–5.5.
In Figure 5.2, we show an example plot of estimated zn through the CR alive parti-
cle filter and the CR particle filter. Figure 5.3 displays the log relative error for the CR
alive particle filter and the CR particle filter to the standard particle filter. We present the
time evolution of the L1 log relative error (ratio of the CR alive particle filter error to the
standard particle filter error and ratio of the CR particle filter error to the standard parti-
cle filter error) between the true and estimated first moment. From our results, for each
panel the mean log relative error of the CR alive particle filter is {0.116, 0.122, 0.132} and
{0.115, 0.122, 0.132} for the CR particle filter. Figure 5.4 plots the absolute L1 error of
both approaches errors across time. These results indicate, in the scenarios under study,
that both new approaches have similar performances. This is because these two approaches
used essentially the same information. In addition, our new approaches admit a slightly
larger error across time compared with standard particle filter (as the mean, across time, of
the log relative error is larger than zero). This is unsurprising as for standard particle filter,
we assume we know the transition dynamics. The behavior in Figure 5.4 shows that for
fixed (σ2v , σ
2
w), the errors of our new approaches do not increase over time.
In Figure 5.5, we show the number of particles used at each time step (i.e. to achieve N
alive particles) for the CR alive particle filter and the number of alive particles for the CR
particle filter. It illustrates the effect of outlying data, where the CR alive particle filter has
to work ’harder’ (i.e. assigns more computational effort), whereas the CR particle filter just
loses particles.
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(a) (b)
Figure 5.2: Trajectory plot of estimated zn through CR particle filter (a) and CR alive particle filter (b).
Value of zn obtained through SMC method is indicated by black ‘–’.
Figure 5.3: Each panel displays (Natural Log) the ratio of L1 error of the CR alive particle filter (1st row)
and the CR particle filter (2nd row) to the standard particle filter.
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Figure 5.4: Each panel displays the CR alive particle filter (1st row) and the CR particle filter (2nd) estima-
tion error of the first moment (‘?’ indicate the position of outliers).
Figure 5.5: Each panel displays the number of particles used for the CR alive particle filter (1st row) and
the CR particle filter (2nd row).
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Student t proposal) The computational cost of running the CR alive particle filter
code is approximately 131 seconds and approximately 119 seconds for the CR particle
filter. Similarly, we display the log relative error for two new particle filters to the standard
particle filter. We present the time evolution of the L1 log relative error and the absolute
error between the true and estimated first moment. For each panel the mean log relative
error of the CR alive particle filter is {0.140, 0.152, 0.171} and {0.139, 0.153, 0.172} for
the CR particle filter. Our results are presented in Figures 5.6–5.8.
Based on these simulation results, the approximation of our new approaches utiliz-
ing the Student t distribution results in a larger error than that using the Normal distribu-
tion. This is as expected since our data were generated using the Normal distribution. Other
proposal distributions for Vn,Wn are also worth attempting.
Figure 5.6: Each panel displays (Natural Log) the ratio of L1 error of the CR alive particle filter (1st row)
and the CR particle filter (2nd row) to the standard particle filter.
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Figure 5.7: Each panel displays the CR alive particle filter (1st row) and the CR particle filter (2nd) estima-
tion error of the first moment (‘?’ indicate the position of outliers).
Figure 5.8: Each panel displays the number of particles used for the CR alive particle filter (1st row) and
the CR particle filter (2nd row).
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Non-linear example
Model: We now consider the following non-linear Gaussian state space model (with all
quantities one-dimensional):
Zn = 0.5Zn−1 + 25
Zn−1
1 + Z2n−1
+ 8 cos (1.2n) + Vn
Yn = 0.05Z
2
n +Wn n ≥ 1
Set up: Data are simulated from the model for 1000 time steps with Vn ∼ N (0, σ2v)
and independently Wn ∼ N (0, σ2w) where σ2v ∈ {0.1, 1, 5} and σ2w ∈ {0.1, 1, 5}. Let
 ∈ {5, 10, 15} for B(y). Similarly, we compare our results obtained through the new
approaches to those obtained through the standard particle filter. For the standard parti-
cle filter and the CR particle filter, we used N = 1000 particles and resampled at every
time step. For the CR alive particle filter, we used N = 600 particles; this is to keep the
computation time approximately equal.
Our results are also constructed as two parts. We compare the results provided by the
CR particle filter, the CR alive particle filter to the standard particle filter when the pro-
posal dynamics of Vn and Wn for our new approaches follow the Normal and the Student t
distribution. That is,
1. Vn ∼ N (0, σ2v), σ2v ∈ {0.1, 1, 5} and Wn ∼ N (0, σ2w), σ2w ∈ {0.1, 1, 5};
2. Vn ∼ t(νv), νv ∈ {1, 2, 3} and Wn ∼ t(νw), νw ∈ {1, 2, 3}.
Results: Normal proposal) The computational cost of running the CR alive particle
filter code is approximately 22 seconds for 50 runs and approximately 18 seconds for the
CR particle filter. As presented in the linear example, in this Section, we first show an
example plot of estimated zn obtained from the CR alive particle filter and CR particle
filter in Figure 5.9. Then, we compare the log relative error for the two new particle filters
to the standard particle filter; the time evolution of the L1 log relative error and the absolute
L1 error. Note that for each panel, the mean log relative error of the CR alive particle filter is
{1.043, 1.167, 1.238} and {1.042, 1.181, 1.245} for the CR particle filter. In this non-linear
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case, we obtained the same conclusions as in previous example. All plots are presented in
Figures 5.9–5.12.
(a) (b)
Figure 5.9: Trajectory plot of estimated zn through the CR particle filter (a) and the CR alive particle filter
(b). Value of zn obtained through SMC method is indicated by black ‘–’.
Figure 5.10: Each panel displays (Natural Log) the ratio of L1 error of the CR alive particle filter (1st row)
and the CR particle filter (2nd row) to the standard particle filter.
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Figure 5.11: Each panel displays the CR alive particle filter (1st row) and the CR particle filter (2nd row)
estimation error of the first moment.
Figure 5.12: Each panel displays the particles used for the CR alive particle filter (1st row) and the CR
particle filter (2nd row).
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Student t proposal) The computation time of running two new filters code admit a
similar cost as that in the Normal proposal. Similarly, we display the log relative error for
two new particle filters to the standard particle filter. We present the time evolution of the
L1 log relative error and the absolute error between the true and estimated first moment. For
each panel the mean log relative error of the CR alive particle filter is {1.173, 1.296, 1.420}
and {1.169, 1.293, 1.415} for the CR particle filter. All of our results are shown in Figures
5.13–5.15.
Based on these simulation results, the approximation of our new approaches utiliz-
ing the Student t distribution results in a larger error than that using the Normal distribu-
tion. Thus, we can obtained the same conclusion as that in the linear model.
Figure 5.13: Each panel displays (Natural Log) the ratio of L1 error of the CR alive particle filter (1st row)
and the CR particle filter (2nd row) to the standard particle filter.
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Figure 5.14: Each panel displays the CR alive particle filter (1st row) and the CR particle filter (2nd row)
estimation error of the first moment.
Figure 5.15: Each panel displays the number of particles used for the CR alive particle filter (1st row) and
the CR particle filter (2nd row).
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5.4.2 Parameter estimation
In this Section, we present the static parameter estimation results obtained through our new
PMMH algorithm (Section 5.3.1) and the new PG algorithm (Section 5.3.2) for the linear
and nonlinear examples considered in Section 5.4.1. We compare these results to discover
the estimation ability of the new algorithms. An example with intractable likelihood and
transition dynamics is then analyzed for both algorithms.
Linear example
Model: To investigate the new PMMH and PG algorithms, we revisit the linear Gaussian
state space model considered in Section 5.4.1.
Set up: We are interested in the parameter estimation ability of the two new algo-
rithms. Data are simulated from the model for 500 time steps with Vn ∼ N (0, σ2) and
independently Wt ∼ N (0, σ2w). The value of σ2w in this example is fixed and we want to
compare the results obtained from two new samplers (i.e. the new PMMH and PG sam-
plers) under different values of σ2w, i.e. σ
2
w ∈ {0.1, 0.01}. The true value of the unknown
parameter σ2 which we used to generate the data equals to 1, i.e. σ2true = 1.
For both the PMMH and PG sampler, we use the inverse Gamma as the prior distribu-
tion for the unknown parameter σ2, i.e. σ2 ∼ IG(2, 1/100) where IG(a, b) is an inverse
Gamma distribution with mode (b/(a + 1)). Let  = 10 for B(y) in both algorithms. We
used N = 500 alive particles for the CR alive particle filter and the conditional CR alive
particle filter. Both algorithms were run for 20, 000 iterations.
Results: The parameter estimation analysis through both algorithms were completed
within a similar computational cost. Our results are displayed in Figure 5.16–5.23.
In Figure 5.16 and 5.20, we present the evolution of σ2 per iteration of each algorithm
for different value of σ2w. Each panel displays the outputs of the estimated parameter σ
2
for 20, 000 runs. To access to the performances of parameter estimation of our new algo-
rithms, we show the distribution of all estimated values in Figure 5.17 and 5.21, where
the dash line indicates the value of σ2true. The mean value of the acceptance ratio for the
new PMMH algorithm across all iterations is approximately around 0.33. As we can see,
both of our new algorithms provide similar estimation results. We found that the mode of
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the distribution plot of each figure does not equal to the true value of the parameter. This
is due to the ABC approximation bias related to our algorithms. However, this estimated
error is not very large. These results show that the two new algorithms yielded similar es-
timates for this linear model. In addition, in Figure 5.18 and 5.22, we show the number of
attempted particles for both approaches for one iteration. Figure 5.19 and 5.23 illustrates
the computational cost of one iteration of both approaches.
(a) (b)
Figure 5.16: Trace plot of estimated parameter σ2 through the new PMMH (a) and PG (b) algorithm across
all iterations for σ2w = 0.1.
(a) (b)
Figure 5.17: Distribution of estimated parameter σ2 through the new PMMH (a) and PG (b) algorithm
across all iterations for σ2w = 0.1.
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(a) (b)
Figure 5.18: Example plot of the number of particles used in the new PMMH (a) and the new PG (b) for
one iteration.
(a) (b)
Figure 5.19: Example plot of the computational cost of the new PMMH (a) and the new PG (b) for one
iteration.
(a) (b)
Figure 5.20: Trace plot of estimated parameter σ2 through the new PMMH (a) and PG (b) algorithm across
all iterations for σ2w = 0.01.
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(a) (b)
Figure 5.21: Distribution of estimated parameter σ2 through the new PMMH (a) and PG (b) algorithm
across all iterations for σ2w = 0.01.
(a) (b)
Figure 5.22: Example plot of the number of particles used in the new PMMH (a) and the new PG (b) for
one iteration.
(a) (b)
Figure 5.23: Example plot of the computational cost of the new PMMH (a) and the new PG (b) for one
iteration.
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Non-linear example
Model: We now return to the non-linear Gaussian state space model in Section 5.4.1.
Set up: Similarly we compare the parameter estimation results of the new PMMH to
the new PG algorithm. Data are simulated from the model for 500 time steps (Note that,
in this case, we consider n ∈ {0.5, 1, 1.5, . . . , 250) with Vn ∼ N (0, σ2v) and independently
Wn ∼ N (0, σ2v). We are interested in the estimation ability of two algorithms for different
value of σ2v and σ
2
w. Thus, the true value for the unknown parameters which we used to
generate the data are 1) σ2v = 0.1, σ
2
w = 1 and 2) σ
2
v = 0.5, σ
2
w = 0.5.
For the new PMMH and PG sampler, we use the inverse Gamma as the prior distribution
for the unknown parameters {σ2v , σ2w}, i.e. σ2v ∼ IG(2, 1/100) and σ2w ∼ IG(2, 1/50). Let
 = 15 for B(y) in both algorithms. We used N = 500 alive particles for the CR alive
particle filter and the conditional CR alive particle filter. The two new algorithms were
both run for 20, 000 iterations.
Results: The parameter estimation analysis through both algorithms were completed
within a similar computational cost. Similarly as in the linear example, we present the trace
plot and distribution plot of different pair of {σ2v , σ2w} for both approaches. We also give
example plots of the number of particles attempted and computational cost for both ap-
proaches. Note that the mean value of the acceptance ratio for the new PMMH algorithm
across all iterations is approximately around 0.36. From our results, we get similar conclu-
sions as in the linear example. Both approaches yielded similar outputs in this nonlinear
example. All of our results are displayed in Figure 5.24–5.31.
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Figure 5.24: Trace plot of the estimated parameter {σ2v , σ2w} through the new PMMH (1st row) and PG
(2nd row) algorithms across all iterations for {σ2vtrue , σ2wtrue} = {0.1, 1}
Figure 5.25: Distribution of the estimated parameter {σ2v , σ2w} through the new PMMH (1st row) and PG
(2nd row) algorithm for {σ2vtrue , σ2wtrue} = {0.1, 1}.
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(a) (b)
Figure 5.26: Example plot of the number of particles used in the new PMMH (a) and the new PG (b) for
one iteration.
(a) (b)
Figure 5.27: Example plot of the computational cost of the new PMMH (a) and the new PG (b) for one
iteration.
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Figure 5.28: Trace plot of the estimated parameter {σ2v , σ2w} through the new PMMH (1st row) and PG
(2nd row) algorithms across all iterations for {σ2vtrue , σ2wtrue} = {0.5, 0.5}.
Figure 5.29: Distribution of the estimated parameter {σ2v , σ2w} through the new PMMH (1st row) and PG
(2nd row) algorithm for {σ2vtrue , σ2wtrue} = {0.5, 0.5}.
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(a) (b)
Figure 5.30: Example plot of the number of particles used in the new PMMH (a) and the new PG (b) for
one iteration.
(a) (b)
Figure 5.31: Example plot of the computational cost of the new PMMH (a) and the new PG (b) for one
iteration.
Intractable likelihood and transition dynamics
In this example, we consider the case where the transition dynamics and likelihood func-
tion are intractable. We recall the linear and nonlinear models used in Section 5.4.1 (Page
137). In this example, the noise terms Vn andWn follow a stable distribution, i.e. Stable(0,
ξ1, ξ2, ξ3) with location 0, scale parameter ξ1, skewness parameter ξ2 and stability parame-
ter ξ3. Our target is to estimate the scale parameter ξ1 and compare the estimations provided
by the new PMMH and PG algorithm.
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Linear example
Model: Recall the linear Gaussian state space model:
Zn = Zn−1 + Vn
Yn = 2Zn +Wn, n ≥ 1
where Vn ∼ Stable(0, ξ1, ξ2, ξ3), Wn ∼ Stable(0, 1, ξ2, ξ3).
Set up: We are interested in the parameter estimation ability of the new PMMH and
PG algorithm under this model. Data are simulated from the model with 500 time steps and
ξ2 = 1, ξ3 = 1.8. The true value of the unknown parameter ξ1 which we used to generate
the data is 1, i.e. ξ1true = 1.
For the new PMMH sample and PG sampler, we use inverse Gamma as the prior dis-
tribution for the unknown parameter ξ1, i.e. ξ1 ∼ IG(2, 1/10). Let  = 10 for B(y) in
both algorithms. We used N = 500 alive particles for the CR alive particle filter and the
conditional CR alive particle filter. Both new algorithms were run for 20, 000 iterations.
Results: The analysis through both algorithms were completed within a similar com-
putational cost. The results are displayed in Figure 5.32 and 5.35.
In Figure 5.32, we present the evolution of ξ1 per iteration for each algorithms. Each
panel displays the outputs of estimated parameter ξ1 for 20, 000 runs. We also show the dis-
tribution of all estimated values in Figure 5.33, where the dash line indicates the value of
ξ1true . The mean value of the acceptance ratio for the new PMMH algorithm across all iter-
ations is approximately 0.34. As we can see, both algorithms provide similar outputs. This
is illustrated in Figure 5.33. In addition, in Figure 5.34, we show the number of attempted
particles for both approaches. Figure 5.35 illustrates the computational cost of one iteration
for both approaches.
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(a) (b)
Figure 5.32: Trace plot of the estimated parameter ξ1 through the new PMMH (a) and PG (b) algorithm
across all iterations.
(a) (b)
Figure 5.33: Distribution of the estimated parameter ξ1 through the new PMMH (a) and PG (b) algorithm
across all iterations.
(a) (b)
Figure 5.34: Example plot of the number of particles used in the new PMMH (a) and the new PG (b) for
one iteration.
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(a) (b)
Figure 5.35: Example plot of the computational cost of the new PMMH (a) and the new PG (b) for one
iteration.
Model: For the non-linear Gaussian state space model:
Zn = 0.5Zn−1 + 25
Zn−1
1 + Z2n−1
+ 8 cos (1.2n) + Vn,
Yn = 0.05Z
2
n +Wn, n ≥ 1
where Vn ∼ Stable(0, ξ1v , ξ2, ξ3), Wn ∼ Stable(0, ξ1w , ξ2, ξ3).
Set up: Similarly we compare the parameter estimation results of the new PMMH to
PG algorithm. Data are simulated from the model for 500 time steps (Note that, in this
case, we consider n ∈ {0.5, 1, 1.5, . . . , 250}) and ξ2 = 1, ξ3 = 1.8. The true value for the
unknown parameters which we used to generate the data are ξ1v = 1, ξ1w = 1.
For the new PMMH sample and PG sampler, we use the inverse Gamma as the prior
distribution for the unknown parameters {ξ1v , ξ1w}, i.e. ξ1v ∼ IG(2, 1/100) and ξ1w ∼
IG(2, 1/50). Let  = 13 for B(y) in both algorithms. We used N = 500 alive particles for
the CR alive particle filter and the conditional CR alive particle filter. Both new algorithms
were run for 20, 000 iterations.
Results: The parameter estimation analysis through both algorithms were completed
within a similar computational cost. Similarly as the previous example, we present the trace
plot and distribution plot of {ξ1v , ξ1w} for both approaches. We also give example plots
of the number of particles attempted and the computational cost for both approaches. The
mean value of the acceptance ratio for the new PMMH algorithm across all iterations is
approximately around 0.35. From our results, we get similar conclusions as in the previous
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linear example. Both approaches yielded similar estimates in this nonlinear example. All
of our results are displayed in Figure 5.36 and 5.39.
Figure 5.36: Trace plot of the estimated parameter {ξ1v , ξ1w} through the new PMMH (1st row) and PG
(2nd row) algorithm across all iterations.
Figure 5.37: Distribution of estimated parameter {ξ1v , ξ1w} through the new PMMH (1st row) and PG (2nd
row) algorithm.
5.5 Summary 162
(a) (b)
Figure 5.38: Example plot of the number of particles used in the new PMMH (a) and the new PG (b) for
one iteration.
(a) (b)
Figure 5.39: Example plot of the computational cost of the new PMMH (a) and the new PG (b) for one
iteration.
5.5 Summary
In this Chapter, we consider an idea in the design of state space models, i.e. the collapsed
state space representation of HMMs. We construct an ABC approximation scheme of dou-
bly intractable HMMs under this representation. Then we develop SMC algorithms for
filtering via this ABC approximation. We use these SMC algorithms within MCMC al-
gorithms for static parameter estimation for doubly intractable HMMs and derived new
PMMH and PG samplers. The numerical results showed that although our extensions in-
clude bias, they provide a useful way to handle those problems in practice. Note that, if a
closed form of the transition density is available, collapsed state space structure (i.e. col-
lapsing to noise terms) may not be of beneficial.
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Chapter 6
Conclusion
The central topic of this thesis is the exploration of some approximation Bayesian statistical
techniques. Our goal is to propose new efficient Bayesian methods and to provide a detailed
description of the theoretical foundations of them in a unified manner. The emphasis of the
thesis is on dealing with large data-sets and intractable statistical models. The thesis has
included contributions to areas of approximate inference in Bayesian statistics together
with some applications of these methods for illustrative purposes. In this Chapter, the main
conclusions of the preceding Chapters are briefly summarized. Also a few suggestions for
future research directions are provided.
6.1 Summary
In Chapter 3, we proposed an improvement on the SUGS algorithm for fast fitting of DPM
models, i.e. the VSUGS algorithm. The SUGS algorithm relies upon sequentially allocating
data to clusters and proceeding with an update of the posterior on the subsequent allocations
and parameters which assumes this allocation is correct. The VSUGS algorithm softens this
approach, by providing a probability distribution over these allocations. Numerical results
show that VSUGS provides a means for very fast approximate Bayesian inference for mix-
ture data. In Chapter 4, we develop an alive particle filter for HMMs. One of the drawbacks
of existing particle filters, is that they may collapse, in that the algorithm may terminate
early, due to the zeros weight of particles. This new particle filter avoids this issue whilst
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introducing a random cost per-time step. In addition, we show how this algorithm can be
used within MCMC algorithm, i.e. the PMCMC algorithm. In Chapter 5, we construct an
ABC approximation for doubly intractable HMMs under a collapsed state space represen-
tation. We then derived a new alive particle filter, i.e. the CR alive particle filter under
this framework. This particle filter can be useful in dealing with models whose transition
dynamics and likelihoods are intractable or expensive to compute. We also derived new
PMMH and PG samplers under this structure for static parameter estimation.
6.2 Future Work
For the main materials in this thesis, there are several directions that can be followed for
future research. Such extensions are now briefly discussed.
In Chapter 3, although we employ the method in [99] to deal with unknown value of
precision parameter α, more advanced techniques can be considered. We noticed that in
DPMs, when the size of the data-set is extremely large, the probability of introducing new
cluster will be very low (approach to 0). Strategies of updating α shall be carefully de-
signed and developed. We would also like to extend our current algorithm to sequentially
partition large scale data with GPU computation. It would be interesting to further explore
VSUGS and SUGS algorithms for more complex models. In particular, we are interested
in developing the ideas for infinite HMMs ([5]). The infinite HMMs, known as the hierar-
chical Dirichlet Process HMM, is a nonparametric Bayesian extension of the HMM with
an infinite number of hidden states. Exact Bayesian inference for the infinite HMM can
be difficult. Currently, the only inference algorithm available is through Gibbs sampling
algorithms, where individual hidden state variables are resampled conditioned on all other
variables. However, the convergence of Gibbs sampling is another issue to handle in prac-
tice due to the strong dependencies between consecutive time steps exhibited by time series
data ([89]). We would like to develop a new approach (based on SUGS or VSUGS) to de-
termining the number of states of an infinite HMM and to exploring the possibility of using
our approach as an alternative for efficient inference in an infinite HMM. We want to com-
pare our new approach with retrospective and collapsed Gibbs sampling methods. These
initial experiments may suggests that VSUGS can be a very efficient tool for fast, but ap-
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proximate, inference from a wide class of statistical models.
In Chapter 4, although we have presented and analyzed the most standard particle fil-
ter, it will be interesting to further investigate more intricate filters commensurate with the
current state of the art. Our theoretical results appear to hold under much weaker condi-
tions than adopted and we could also extend the results in this direction. We would like
to extend my work to a procedure based upon the generalized two-filter decomposition
([13]). Basically, the idea is to run two independent particle filters, one forwards and one
backwards (which approximates a collection of appropriate defined target distribution) and
for them to ‘meet’ at some point. We would like to explore a new alive filter procedure
based on this two-filters decomposition. In Chapter 4, we have also presented the most ba-
sic PMCMC algorithm and we can also use the SMC theory to interact with that of MCMC
theory to investigate the performance of our PMCMC procedures. In the context of ABC
approximation, selecting summary statistics for ABC approximation has been draw atten-
tion. Although [29] has made progress recently, an optimal method is still of our interest.
In Chapter 5, it would be of interesting to investigate the improvements of ‘optimal’
choice of noise term proposal distributions in collapsed state space structure. We should
caution that a strong non-linear mapping between noise terms and observations potentially
producing complex posterior distribution over those noise terms, which maybe difficult
to approximate. Potential techniques that can address this problem will be an interesting
area. Furthermore, there is always a need for ABC based approximation to have an appro-
priate tolerance level in simulation (see e.g. [4]). More advanced ABC based strategies
such as Adaptive ABC ([6],[23]) would lead to improvements of results. This could be a
working direction for our next step. One can also focus on parameter estimation via other
approaches, e.g. online Expectation Maximization ([15]) or using gradient methods (based
on simultaneous perturbation stochastic approximation (SPSA)). We would like to apply
these procedures to high state dimension models which have wide applications in data as-
similation.
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Appendix
A More Results for Section 3.3.1, Chapter 3
T\ N 100 200 300 400 500 600 700 800 900 1000
SUGS 0.121 0.162 0.133 0.136 0.129 0.132 0.118 0.124 0.122 0.121
r-SUGS 0.181 0.173 0.143 0.161 0.146 0.132 0.152 0.143 0.135 0.131
VSUGS
10 0.262 0.293 0.275 0.243 0.263 0.236 0.269 0.231 0.242 0.235
50 0.281 0.264 0.294 0.256 0.252 0.243 0.246 0.255 0.242 0.231
150 0.253 0.262 0.282 0.254 0.265 0.225 0.233 0.229 0.234 0.241
Table 6.1: (Model (3.7)) Absolute error of density estimate of SUGS, r-SUGS and VSUGS to the collapsed
Gibbs sampling method.
T\ N 100 200 300 400 500 600 700 800 900 1000
SUGS 0.561 0.583 0.593 0.536 0.551 0.524 0.517 0.507 0.518 0.513
r-SUGS 0.579 0.572 0.606 0.596 0.549 0.553 0.541 0.556 0.539 0.531
VSUGS
10 0.252 0.325 0.347 0.263 0.301 0.242 0.247 0.231 0.235 0.221
50 0.248 0.395 0.329 0.262 0.275 0.258 0.246 0.251 0.227 0.217
150 0.263 0.329 0.306 0.277 0.272 0.256 0.235 0.238 0.2283 0.219
Table 6.2: (Model (3.8)) Absolute error of density estimate of SUGS, r-SUGS and VSUGS to the collapsed
Gibbs sampling method.
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T\ N 100 200 300 400 500 600 700 800 900 1000
SUGS 0.303 0.374 0.493 0.512 0.491 0.452 0.527 0.498 0.522 0.496
r-SUGS 0.325 0.381 0.522 0.513 0.551 0.492 0.556 0.467 0.533 0.518
VSUGS
10 0.158 0.161 0.171 0.181 0.172 0.161 0.189 0.176 0.189 0.182
50 0.137 0.173 0.178 0.187 0.171 0.164 0.191 0.180 0.188 0.176
150 0.141 0.164 0.181 0.189 0.178 0.162 0.195 0.177 0.191 0.183
Table 6.3: (Model (3.7)) Absolute error of density estimate of SUGS, r-SUGS and VSUGS to the collapsed
Gibbs sampling method.
 
Figure 6.1: (Model (3.7)) Data assignment through (a) the collapsed Gibbs sampling method, (b) SUGS,
(c) r-SUGS and (d) VSUGS, for N = 500 and T = 50.
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Figure 6.2: (Model (3.8)) Data assignment through (a) the collapsed Gibbs sampling method, (b) SUGS,
(c) r-SUGS and (d) VSUGS, for N = 500 and T = 50.
 
Figure 6.3: (Model (3.9)) Data assignment through (a) the collapsed Gibbs sampling method, (b) SUGS,
(c) r-SUGS and (d) VSUGS for N = 500 and T = 50.
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B HMM Genotype, Chapter 3
We further extend to the case when each genotype is not independent with others. Our
goal is to consistently evaluate our approaches for different types of data and highlight the
advantages. In the following simulated data example, we consider and modify example in
Section 3.3.3 to generate our new data.
For HMM genotypes data, the genotype frequency wg is related to a transition matrix
of a hidden markov model. Assume the transition matrix A is a g × g matrix ( there
are g states and the sum of each row is 1). At time n, if the hidden state stays at state gˆ,
i.e. St = gˆ, then at time n + 1 the elements of the genotype frequency are equal to those
in the gˆ row of transition matrix A, i.e. wg = A(gˆ, :). Thus, when we apply the SUGS and
VSUGS approaches, the steps are very similar to that in Section 3.3.3. The only difference
we need to be aware of is that the value of wg is related to the probability in the transition
matrix.
We consider the example which has been studied in Section 3.3.3. The transition matrix
A is given by
A =

0.95 0.02 0.03
0.02 0.95 0.03
0.02 0.03 0.95

Our results are displayed in Figure 6.4. In Figure 6.4, we show the genotyping perfor-
mance given by SUGS and VSUGS algorithms. We notice that the clustering results given
by both approaches are very similar to the first plot in Figure 6.4. In terms of the accuracy
of genotypeing, we calculate the mis-classification rate of SUGS and VSUGS. These two
approximations give the value of around 0.1% for 5, 000 data points.
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Figure 6.4: Plot of the 1st dimension of data points against time, where the 1st plot: data with three
genotypes; the 2nd plot: data analyzed by SUGS and the 3rd plot: data analyzed by VSUSG
