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Necessary and sufficient conditions for transforming into the Wiener process 
a one-dimensional diffusion process descibed by a Kolmogorov or by a Langevin 
equation are provided, and the transformation is determined. The relationship 
of these conditions with the criterion due to Cherkasov is exploited. A felr 
examples are discussed. 
I. INTRODUCTION 
In a paper that is apparently little known in the western world, Cherkasov 
[l] has proved an interesting theorem characterizing the class of one-dimen- 
sional diffusion processes, whose transition probability density function (pdf) 
satisfies a Kolmogorov equation, that can be derived from the Wiener 
process. Probably the most important feature of Cherkasov’s work is that 
no assumption of time homogeneity is made. Only some mild assumptions 
of regularity on the drift and on the infinitesimal variance of the process 
are required. Under such assumptions Cherkasov provides a criterion that 
allows one to establish, at least in principle, whether any given diffusion 
process can be transformed into the Wiener process. Whenever this is 
possible, he also provides a transformation that does it. Because this is a 
one-one transformation, if the transition pdf of the Wiener process in the 
transformed interval is known, one can also determine the transition pdf of 
the considered process. 
The purpose of this paper is to provide two alternative necessary and 
sufficient conditions that must be fulfilled to secure the existence of a trans- 
formation leading to the Wiener process. Such conditions, as well as the 
transformation that we shall derive, though essentially equivalent to 
Cherkasov’s theorem are much more convenient from the application point 
of view. Moreover, as we shall prove in Section 2, using our conditions one 
can provide a very simple and intuitive proof of Cherkasov’s theorem itself. 
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In Section 3 we shall sketch how the above conditions are expressed when 
the diffusion process is defined by means of a Langevin equation, as it often 
occurs in a variety of physical and biological models. Some simple examples 
will be discussed in Section 4. 
2. SOME USEFUL THEOREMS 
Let YJT) be a one-dimensional diffusion process defined on a finite or 
infinite interval I, and let 
f(r, T I x, 4 = (WY) WYk) < Y I Y&) = 4 (2.1) 
be its transition pdf. As done by Cherkasov, here we assume that the func- 
tion (2.1) exists and satisfies a Kolmogorov equation 
g + b(t, x) g + a(t, x) g = 0. 
: (24 
Its coefficients (a half of the infinitesimal variance and the drift, respectively) 
are defined as: 
1 - 
a(t, x) = L lim - 
2 AmoAt J u’y(y - x)‘f(y, t + At I x, t) 
(2.3a) 
I 
dy(y - bv)f(y, t + At [ x, t). 
In the following we shall tacitly assume that a(t, X) and b(t, x) are suffi- 
ciently regular functions to legitimate the steps necessary to prove our 
statements. This is certainly the case if drift and infinitesimal variance 
admit of continuous second derivatives with respect to X. 
As is well known, if one succeeds in determining the transition pdf, a 
complete description of Y,(T) becomes possible. Of course, the function (2.1) 
must satisfy the relations (Dynkin, [3]): 
s +f(Y,T1 x,t) = 1, 
r;n T 1 X, t) = J; +f(S, 0 1 X, t) f(J’, 7 1 s, 0). 
(2.4a) 
(2.4b) 
In the case of stationary (one-dimensional) diffusion processes, one can 
usually determine the function (2.1) by solving Eq. (2.2) with appropriate 
initial and boundary conditions, the latter being suggested by the nature 
of the boundaries of the diffusion interval I (Feller [5, 61). For nonstationary 
processes, in which case functions (2.3a) and (2.3b) are time dependent, 
DIFFUSION PROCESSES TO LVIENER PROCESS 187 
this procedure is in general no longer possible because the problem of 
boundaries classification has not yet been solved. iXIoreover, the very search 
for nontrivial solutions of Eq. (2.2) is not easy to carry out. On these grounds, 
the usefulness of determining ‘conditions on the functions (2.3a) and (2.3b) 
such as to establish when and only when the transition pdf of I’,(T) can be 
expressed in terms of the transition pdf of a known process Ids, is evident. 
In this paper we shall identify E’$(T’) with a Wiener process. Elsewhere 
(Capocelli and Ricciardi, in preparation) I’:(T’) will be identified with 
another process (Feller [4]) whose transition pdf is known. 
Following Cherkasov’s notation, let us denote b! 
“Y’ = yqt, s), t’ =~ v(tjs (2.5) 
a transformation able to change Eq. (2.2) into another equation of the 
Kolmogorov type, and by I’:,(T’) the W” lener process with zero drift and 
variance equal to 2 defined in the interval I’ obtained from 1 by applying 
(2.5). Then, setting 
f(y7 T I .‘L’, f) = 2$2lf.(y, T’ s’, t’), 
we want to establish when and only when (2.5)‘s impl! 
When this is the case, we also want to determine the most general trans- 
formation of the type (2.5) that does it. Because it will turn out that (2.5) 
is one-one, fromf’(y’, T’ / x’, t’) we can arise tof(y, 7 ) x, t) in virtue of (2.6). 
Thus, the transition pdf of I’,(T) becomes available without having to solve 
Eq. (2.2). 
Remark 1 (Cherkasov). I f  a transformation of the type (2.5) changes 
Eq. (2.2) into Eq. (2.7) it is 
where w(t) is a function of the time variable alone and z E I, being arbitrar! 
otherwise. 
Proof. Applying transformation (2.5) to Eq. (2.2) yields another equation 
of the Kolmogorov type whose coefficients (in terms of the old variables) are: 
(2.9a) 
(2.9b) 
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(If #(t, X) = Q’(X) and p)(t) = t, relations (2.9) yield a(x)/2 = a(~)/2@‘~(x) 
and 6(x) = a’(~) b(x) + @D”(x) a(x), in agreement with a remark by 
Feller [7].) 
By imposing ~(t, X) = 1 and by integrating on X, relation (2.8) follows. 
We can now prove the following theorem. 
THEOREM 1. Let cl(t) and c&t) be arbitrary functions of the time nariable 
alone. Then, if and only if it is 
b(t, x) = 2 
a,‘(t, x) + [a(t, x)]ljz j 
2 p(t) + f’d. 
c2(t> &r> + at’(tly> 1 
-2 [a@, Y)l”” \ 
(2.10) 
there exists a transformation of the type (2.5) that changes Eq. (2.2) into (2.7). 
This transformation is given by: 
#(t, x) = (kJ1j2 exp 
(k#* t 
- - I, %(d exp [ - t li dec2(@] + k, , 
(2.11a) 
2 
v(t) = kl 1: d7 exp [ - ( dec,(e)] + 4 , (2.1 lb) 
where z E I, ti E [0, co), and the ki’s are arbitrary constants with only the 
restriction that k1 > 0. 
(It can be easily proved that, if existing, it is uniquely the pair of functions 
cl(t) and c2(t) satisfying (2.10). Furthermore, for a time homogeneous process 
ci and c2 are constants.) 
Proof. (a) Necessity. We equate to zero the expression (2.9b) of the 
transformed coefficient &(t, X) making use of (2.8). Thus, we find: 
b(t, x) _ ar’C$ 4 I [&~;W* [ 2w’(t) 
ww’2 
$‘(t) 2 -~ 
v’(t) s 
d. at’(4 Y) 
z [a@, r)l”” + Jzzdy [a(t, y)]“/” * 1
This relation identifies with (2.10) after setting: 
(2.12) 
(2.13a) 
(2.13b) 
2w’(t) 
pw = -c&h 
Y”(t) __ = -c2(t). 
v’(t) 
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(b) Sz@ciency. Assume that (2.10) holds. Setting again &t, X) = 0 
and making use of (2.8) and (2.10) we obtain: 
2w’(t) p)“(t) z dy -__- 
[cp’(r)]“’ gj’(t) s z [a@, y)]‘;? 
f cl(t) + c,(t) I”’ F(&,T = 0. (2.14) 
-.: ). 
This identity implies Eqs. (2.13), where now cl(t) and +(t) are known func- 
tions. By solving Eqs. (2.13), t i is then straightforward to prove relations 
(2.1 I) in virtue of (2.8). That the transformation expressed by (2.11) actuall! 
changes Eq. (2.2) into (2.7), when use of (2.6) is made, can be readily verified. 
Indeed, recalling (2.9) and using expressions (2. I I) one obtains: 
(2. I5a) 
b(t, X) := k exp [i’ d&,(B)] I- [-$$]‘l’ exp [ -- +- J;+ fhC2(T)] ( 
II , ” 
,I I as’(t, 4 -~ [a(t, .r)]‘i? 
I 2 2 
CP(f) & y) + at’(f7.Y) _ 
[a(t, r)]3, 9 b(t, x)][ :- 0, (2.lSh) 
where use of (2.10) has been made. This completes the proof of Theorem I. 
Theorem 1 provides a characterization of the diffusion processes, described 
by a Kolmogorov equation, that can be derived from the \Viener process. 
This characterization rests on the simple relation (2.10) between the drift 
and the infinitesimal variance of the process. If  this relation holds, which 
usually can be established by inspection, the transformation (2.11) changes 
Eq. (2.2) into Eq. (2.7) in virtue of (2.6). F rom the knowledge of the transition 
pdf of the Wiener process II:, in the transformed interval I’ one can then 
arise to the transition pdf of E=(T) thanks to the following remark. 
Remark 2. For each t the transformation s’ = $(t, X) given by (2.1 la) 
is one-one. 
Proof. From (2.1 la) we obtain: 
;-9 [ 1 P’(t) ‘,r2 , 0. -= --- %.r a(r,.r) ’ (2.16) 
Therefore, the transition pdf of E:.(s) is given by (2.6), and conditions (2.4) 
are automatically fulfilled. 
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Theorem 1 is essentially equivalent to Cherkasov’s theorem. Still, it is 
more straightforward and much more convenient to use in the applications 
(cf. Section 4). This equivalence is exploited in Theorems 2 and 3. These 
theorems also provide an alternative criterion for establishing whether 
E’,(T) can be derived from the Wiener process Y:(T’). 
We now recall Cherkasov’s notations: 
cf(t, x)= [a(t, x)]“‘; (2.17a) 
y(t, x) = 26(t, x) - a,‘(t, x) - +, x) 6 dY ,;;,‘;)$ ; (2.17b) 
The following theorem then holds: 
THEOREM 2. The following statements are equivalent: 
(i) a(t, x) and b(t, x) satisfy Eq. (2.1O)l, 
(ii) A = 0, 
(iii) a(t, x) and b(t, x) sati& the equation 
4~7~6~~ - 2au,‘6,’ + 2[(a,‘)’ - au:,] 6 - (a,‘)3 
+ 2uu,‘u;, - 2u,“,fia2 - 2&a’ - 2a,‘u,’ = 0. 
(2.18) 
(2.19) 
Proof. We start proving that (i) implies (ii). This is immediately realized 
if one rewrites relation (2.11) as: 
cl(t) c& x) + cz(t) B(t, -$ - y(4 4 = 0. (2.20) 
This means that OL, p, and y  are linearly dependent functions. Therefore, 
Eq. (2.18) holds. We now assume that (ii) holds. If  one calculates all the 
derivatives appearing in A, expand the determinant A and equate it to zero, 
Eq. (2.19) follows (cf. Appendix). Finally, we prove that (iii) implies (i). To 
this purpose, we interpret (2.19) as a differential equation in the unknown 
function 6(t, x). This equation can be rewritten (cf. Appendix) as: 
a+----- u,‘(t, w) a~ 
2u(t, x) ax 
ab(t, x) a’(t, x) - u,‘(t, x) a,‘(t, x) = o 
[a(& x)15’2 , 
(2.21) 
1 Here we make the somewhat restrictive assumption that z = 0 only to be con- 
sistent with Cherkasov’s notation. 
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having set 
r](t, x) = 
26(t, x) - a,‘(t, s) 
[a(t, “)]1!2 
(2.22) 
The general solution of (2.21) th en yields Eq. (2.10) (cf. Appendix). This 
completes the proof of Theorem 2. 
To fully exploit the equivalence between Theorem 1 and Cherkasov’s 
theorem, we now only have to express the functions cl(t) and cJt) that 
appear in (2.10) in terms of Cherkasov’s notation. To this purpose, following 
Cherkasov, we set: 
It is then easy to prove the following theorem. 
THEOREM 3. Thefunctions cl(t) and cp(t) appearing in (2.10) are given bill: 
qt, x) q(t) = - -; 
W(t, x) 
ci(t, N) 
c*(t) = - . 
qt, x) 
Proof. We consider the system of equations, in the unknown cl(t) and 
cq(t), obtained by expressing Eq. (2.10) in terms of Cherkasov’s notation 
and then by differentiating it with respect to X: 
cl(t) & 4 + c*(t) B(4 4 - y(t, 4 = 0, (2.25a) 
cl(t) LYz’(t, x) + c&) Bx’(t, “Y) - yr’(t, x) == 0. (2.25b) 
Since a(t, X) and /3(t, x) are linearly independent, c,(t) and ca(t) are uniquely 
specified by the system (2.25). By solving this system we then find that 
(2.24) holds. 
Using (2.24) the transformation (2.11) can be rewritten as: 
(2.26b) 
If  we set in (2.27) K, = 1, a = K, = K, = 0, t, = t, = t, , and recall the 
definition (2.17a) of /3(t, s), the transformation (2.26) identifies with 
Cherkasov’s transformation. 
We can now summarize the above results by stating the following theorem. 
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THEOREM 4. A necessary and suficient condition for the existence of a 
transformation of type (2.5) that takes Eq. (2.2) one-one into Eq. (2.7) is the 
identity (2.10), or equivale&y, (2.18) or (2.19). If either identity holds, the 
transformation is given by (2.1 l), or equivalently, by (2.26). 
3. APPLICATION TO LANCEVIN EQUATIONS 
Thus far, we have considered the problem of transforming a nonstationary 
Kolmogorov equation into Eq. (2.7) that characterizes a Wiener process. 
However, in many instances of physical and biological interest, the 
Kolmogorov equation (2.2) is derived from a first-order stochastic differential 
equation of the type: 
dy/dT = f (7, Y) + gk, Y) 44, (3.1) 
where f (7, y) and g(T, y) are known functions, and A(T) is a stationary delta 
correlated Gaussian process with zero mean (white noise). Equation (3.1) is 
also knownas a Langevin equation. Without any loss of generality2, henceforth, 
we shall assume that the noise intensity coefficient is equal to 2. Moreover, 
we shall assume that f (7, y) and g(~, y) satisfy all the regularity conditions 
(cf. for instance, Jazwinski, [S]) ensuring that Eq. (3.1) defines a diffusion 
process Y,(T). As is well known, the infinitesimal moments of Y,(T) can be 
constructed in essentially two different ways in terms of the functions f and g 
appearing in (3.1). This apparent ambiguity is due to the circumstance that 
there exist two useful and distinct ways for integrating Eq. (3.1). This 
situation has generated the so-called Ito-Stratonovich controversy, about 
which a lot has been written. We do not wish to add anything to this contro- 
versy here. We only want to point out how the results of the previous section 
can be expressed in terms of the functions f and g appearing in the Langevin 
equation. This will be done in both Ito’s and Stratonovich’s frameworks. 
To this purpose, we only need to recall that in all cases, (3.1) generates a 
Kolmogorov equation (2.2) with 
a(t, x) = g”(t, x). (3.2) 
Concerning the drift of the process, one has (Jazwinski, [S]): 
h’(t, x) = f(t, x), (3.3a) 
w, 4 = f (t, -4 + g(t, 4 g,‘(t, 4, (3.3b) 
where the superscripts I and S stand for Ito and Stratonovich, respectively. 
z If the noise intensity coefficient is u3 all results remain valid with the proviso 
that g be consistently changed into 2-‘kg. 
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Accordingly, in both Ito’s and Stratonovich’s frameworks, Eq. (2.7) can 
be looked upon as generated by the following Langevin equation: 
dy’/d7’ = A(/). (3.4) 
Therefore, the relevant problem in this section is to express the necessary 
and sufficient conditions on the functions f and g for the existence of a 
transformation of the type (2.5) that changes Eq. (2.2) into (2.7). Loosely 
speaking, we can look at this transformation as changing (3.1) into (3.4). 
This task is straightforward, thanks to the theorems proved earlier, if only 
one makes use of the relations (3.2) and (3.3). 
Let us first refer to Ito’s framework. From Theorem 1 and from (3.2) 
and (3.3a) it follows: 
COROLLARY 1. Let 4(t) and d,(t) be arbitrary functions of the time variable 
alone. Then, if and only if the following identity holds: 
UT! 4 - = g,r(7, y) + d,(7) + d*(T) J’!’ $$ - & J: & S 
A77 3’) 
(3.4) 
there exists a transformation of the type (2.5) changing T-,,.(T) into Ye,. 
This transformation is given by: 
~(7, Y) _ (kl)liz exp [ - Jo: dt d,(t)] Jo d” iAT, 
- (kl)li2 k: dt d,(t) exp [ - j:l db, n,(O)] + k, , (3.5) 
V,(T) = k, [: dt exp [ -2 1: d6’ d,(B)] 4 k, . 
A similar result holds if one refers to Stratonovich’s approach: 
COROLLARY 2. Let d,(t) and d,(t) be arbitrary functions of the time variable 
alone. Then, if and only if the following identit>l holds: 
there exists a transformation of the type (2.5) changing ET,(~) into I-:,(7’). 
This transformation is given by (3.5). 
It is also straightforward to express the other results, worked in Section 2, 
in terms of the functions f  and g. For brevity, this will not be done. 
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4. A FEW EXAMPLES 
The purpose of this section is to provide a few simple examples of diffusion 
processes that are easily recognized as derivable from the Wiener process in 
virtue of the criteria discussed in the foregoing. Of course, in this context, 
the examples have been chosen only with the purpose of showing how these 
criteria can be used. No attention has been paid to select diffusion processes 
exhibiting particularly interesting features. 
EXAMPLE 1. Let us consider the same example discussed by Cherkasov: 
a(t, x) = 2t b(t, A-) = 2t 
2X 
(cos .2’ + 2t+ (cos s + 2t)3 - cos x + 2t. (4.1) 
We make use of Theorem 1 and search a pair of functions, cl(t) and cz(t), such 
that (2.10) holds. To this purpose, we substitute the functions (4.1) into 
(2.10), thus obtaining: 
2x - 
cos x + 2t = 
(+y” (cos x + 2t)-1 [cl(t) + & jz dy(cosy + 2t) 
.z 
1 
+--- s 
2312~ 
z dy(cos y + 2t) - F] . 
21’Z(t)3/2 3 
Therefore, we see that we must take: 
cl(t) = 0; cg(t) = -1/t. (4.3) 
The process described by (4.1) thus can be derived from the Wiener process. 
The transformation is: 
#(t, X) = (--$-,“’ [sin X + 2t(x - x) - sin Z] + k, , 
v)(t) = 2 (t2 - t,Z) + k,. 
(4.4) 
0 
Note that use of Cherkasov’s criterion involves rather cumbersome calcula- 
tions, whereas Theorem 1 has provided us with the answer in a very simple 
and direct way. 
EXAMPLE 2. Let us now assume that 
a(t, x) = exp(2x* + t2), 
b(t, x) = 2x exp(2s2 + t2) + exp(x2 + t2/2). 
(45) 
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Using again Theorem 1, we search for cl(t) and es(t) such that: 
Thereforewe have: 
cl(t) = 2; en(t) = -2t. 
The transformation is immediately obtained from (2. I I): 
$(t, .v) = (k,)‘,” esp (- z) [Erf(x) - Erfi(t) + Erii(f.,) - Erf(z)] 
p)(t) -= k, exp(--t,“) [Erfi(t) - Erfi(f,)] + k, 
EsAn1pL.E 3. lve consider now the stationary process: 
cz(t, x) =: c7(.Y) = 6.1, 
+ k* 3 7 
(4.8) 
(4.9) 
where S > 0 and E are arbitrary constants. This is a particular case of the 
process discussed by Feller [4]. It is a trivial matter to verify that the functions 
(4.9) satisfy Eq. (2.19). Therefore, due to Theorem 4, this process can be 
derived from the Wiener process. From (2.26) we easily obtain the trans- 
formation: 
(4.6) 
(4.7) 
$(t, X) = 2 ($-)“’ exp [ - $ (t - t,)] (xl.‘1 - 9”) + k, , 
v)(t) = $ (exp[-c(ti - to)] - exp[-•E(t - t,,)]t + k, . 
(4. IO) 
In this case, use of (2.6) can be made to determine the process’ transition 
pdf in terms of the transition pdf of the Wiener process in the transformed 
interval. 
EXAMPLE 4. Consider the Ornstein-Uhlenbeck process: 
a(t, x) FE a(x) = CT*, 
b(t, x) = b(x) = p - ss, s > 0. 
(4.11) 
It is again trivial to verify that (2.19) is satisfied. Therefore, (as is well known) 
this process can be derived from the Wiener process. The transformation 
1s: 
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For k, = 1, t, = t, = tz = z = K, = ka = 0, this transformation yields 
the well-known Doob’s transformation (Doob [2]). 
EXAMPLE 5. In this example we shall consider a rather general situation, 
namely, a Langevin equation with separable coefficients. For brevity, we 
shall only refer to Stratonovich’s framework. However, it is easy to work 
out the same example in Ito’s framework. Let the Langevin equation be: 
dy/dT = h(y)[f(d + g(T) WI- (4.13) 
Condition (3.6) thus reads: 
Y du id*(T) a 1 i =# = dl(7) + s,h(u) ij(Fy -- a7 j(F)!’ [ 1 
Therefore, we find: 
d,(r) = $+; 
7 
d,(T) = - $ ln[g(T)]. 
(4.14) 
We thus conclude (Corollary 2) that the process described by (4.13) can be 
derived from the Wiener process. From (3.5) we then obtain the trans- 
formation: 
+(~,y)=Kj’+-j’dOf(ti)+k,, 
0 z 0 t2 
P)(T) = 
k 
1 
J 
-’ dOg(B) + k, . 
g2(to) t1 
(4.16) 
EXAMPLE 6. Let us now consider a stationary process described by the 
equation: 
4ldT = f (Y) + g(y) 44. (4.17) 
Again utilizing Stratonovich’s approach, from Corollary 2 we conclude 
that the necessary and sufficient condition for the existence of a transforma- 
tion that leads the process (4.17) to the Wiener process is that the following 
identity holds: 
f(-v) -LL=E-S 
I 
y  du 
g(y) z go’ 
(4.18) 
with E and 6 constants. If  (4.18) holds, the transformation is: 
#(T, y) = (kl)“2 eS(T-to) 1’ d& + + (k,)l’z [es(fz-fo) _ ,=-o)] + k, , 
‘B 
v(T) = & [e-o) _ e2~(~,-f,)] + k, - (4.19) 
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By comparing (4.19) with the transformation (4.12) changing the Ornstein- 
Uhlenbeck process into the Wiener process, it is easily seen that: I f  and 
only if (4.18) holds, the process described by (4.17) can be transformed into the 
Orstein-Uhlenbeck process. If  (4.18) holds, the transformation is: 
Xote that the transformation (4.20) does not involve the time variable. 
Recently this transformation has been rediscovered and utilised by Tuck- 
well [9] to determine the transition pdf for a variety of population growth 
diffusion models all characterized by a Langevin equation of the type 
(4.17), in which the functions f and g satisfy the identity (4.18). In the 
present context, this is a straightforward consequence of the foregoing 
results. 
APPENDIS 
Let us prove that (2.18) implies (2.19). To this purpose, we expand L3 
and write: 
GBYT - Px’y) + p:.4%‘y - ay.,.‘) -1 y”Tl,~ = 0, (X.1) 
where we have used the identity: 
We now set: 
(.%2) 
(-4.3) 
so that: 
p = al; y  = 2b - a,.’ - a J; pr’ :I= cr,.‘I f  1; 
p;, = a!;,r + 5; 
I 
yr’ = 2b,’ - a:,,. - +‘J - ?!-* 
iy? ’ (A-4) 
I I  
y,;.,. = 2b,, - 
a,‘a .’ 
aTz, - a;, J - CT~’ s - Tr,c -1 2 . 
a- ,x4 
Substituting (A.4) into (A.l) after a simple algebra we obtain: 
(2b,I,,. - n:T,,) M - (2b - a,‘) CX:, $- $$ (26 - a,,.‘) - n,.‘(2b,.’ - a;,.) 
I 
_ art a,‘at’ 
,Y a3 . 
(A.5) 
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The derivatives of 01 are given by: 
, N 
a- 2’ = & 9 fl - 
a, (aij2 Ly,, - - - ~ . 
2a1j2 4a(a)1/2 64.6) 
Substituting (A.6) into (A.5) and setting therein 01 = a1i2 finally yields 
Eq. (2.19). 
To solve Eq. (2.19) we refer to its equivalent form (A.5) and set therein: 
2b(t, x) - a,‘(t, x) = p(t, x), (A.7a) 
n 
a,t ax/at’ ---= 
a ff3 44 4. 
(A.7b) 
We thus obtain: 
ap:, - a:.$ + Mp - m,‘p,’ = s(t, x). 
a 64.8) 
We now note that: 
a2 p alp;, - OI:rP --= 
( ) ax* Ly 012 -2$:(c). 
Therefore, we can write: 
u I 2 a’ 
%!x - ffrsP = a am* Q: - ‘2 +2c&-(5). ( 1 
Making use of (A.lO), Eq. (A.8) becomes: 
where we have set: 
Note that Eq. (A.1 1) coincides with Eq. (2.21) of the text. 
Equation (A. 11) can be very easily solved, as it can be rewritten as: 
a a?) ’ 
x ( az-5 =o. a 1 
(A.9) 
(A. 10) 
(A.ll) 
(A.12) 
(A.13) 
We thus obtain: 
?(h 4 = cl(t) + c*(t) JzZ ra(t;)1’,2 + J-z hJ &iF ’ (A.14) 
where cl(t) and c*(t) are arbitrary functions. Recalling (A.12) and (A.7a) 
we finally obtain Eq. (2.10) of the text. 
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