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
Abstract— This paper proposes a novel framework to 
characterise the morphological pattern of Barely Visible Impact 
Damage using machine learning. Initially, a sequence of image 
processing methods is introduced to extract the damage contour, 
which is then described by a Fourier descriptor-based filter. The 
uncertainty associated with the damage contour under the same 
impact energy level is then investigated. A variety of geometric 
features of the contour are extracted to develop an AI model, 
which effectively groups the tested 100 samples impacted by 5 
different impact energy levels with an accuracy of 96%. 
Predictive polynomial models are finally established to link the 
impact energy to the three selected features. It is found that the 
major axis length of the damage has the best prediction 
performance, with an R2 value up to 0.97. Additionally, impact 
damage caused by low energy exhibits higher uncertainty than 
that of high energy, indicating lower predictability. 
Index Terms— NDT, Image processing, Feature extraction, 
Artificial intelligence, CFRP 
I. INTRODUCTION
ue to its excellent material properties such as low density, 
high strength, corrosion resistance, and high-freedom 
design characteristics, composite materials play an 
increasingly essential role in the field of automotive [1] and 
aviation industries [2]. There is strong evidence that the usage 
Manuscript received September 18, 2021; revised October 23, 2021; 
accepted December 4, 2021. Date of publication: xxxxxx xx, xxxx; This work 
was supported in part by the Lloyd’s Register Foundation under Grant 
GA\100113, and in part by the U.K. EPSRC Platform Grant: Through-life 
performance: From Science to Instrumentation under Grant EP/P027121/1. 
For access to the data underlying this paper, please see the Cranfield 
University repository, CORD, at DOI: 10.17862/cranfield.rd.17135021. (J. 
Zhou and W. Du are co-first authors). (Corresponding author: Yifan Zhao).
J. Zhou is with the School of Aerospace, Transport and Manufacturing, 
Cranfield University, MK43 0AL, Bedfordshire, U.K, and Chengdu Aircraft 
Industrial (Group) Co., Ltd., AVIC, Chengdu, Sichuan, China (e-mail: 
jia.zhou@cranfield.ac.uk) 
W. Du is with the Gansu Province Special Equipment Inspection and 
Testing Institute, Lanzhou, China, and the School of Aerospace, Transport and 
Manufacturing, Cranfield University, MK43 0AL, Bedfordshire, U.K (e-mail: 
w.du@cranfield.ac.uk) 
L. Yang, K. Deng, S. Addepalli and Y. Zhao are with the School of 
Aerospace, Transport and Manufacturing, Cranfield University, MK43 0AL, 
Bedfordshire, U.K, (e-mail: lichao.yang@cranfield.ac.uk; 
k.deng@cranfield.ac.uk; p.n.addepalli@cranfield.ac.uk; 
yifan.zhao@cranfield.ac.uk) 
of lighter composites (almost 40% weight reduction [3]) leads 
to an increase in the fuel efficiency of an aircraft when used in 
combination with other materials [4]. When the composite 
material structure receives external impact force such as bird 
strikes during operation, tool drop during maintenance, or 
collision during transportation, etc., the composite structure is 
exposed to a series of stress waves that penetrate the material 
causing structural damage to the part. Typical damage 
includes fibre breakage, delamination, matrix cracking, and 
fibre pull-out. For instance, delamination could be fatal 
especially when subjected to operational stresses, thus 
seriously affecting their mechanical performance. Besides, the 
back-face splitting can reduce the residual strength by as much 
as 60% [5]. One of the critical delamination type damage is 
the Barely Visible Impact Damage (BVID) [6]. These BVIDs 
are not easily detectable and cannot be fully characterised 
visually, thus posing a huge impact on the part’s structural 
integrity leading to catastrophic failure in-service.  
As one of the widely used non-destructive testing (NDT) 
techniques, thermography is rapidly developing as a promising 
detection technology for composite products during the 
operation and service phase of the long-life asset [7]. It can 
detect various defects such as delamination, fibre pull-out, 
microcracks, crush and debonding that could be caused by 
impact damage. Using thermography to detect and analyse 
BVID has attracted a significant number of studies. A 
thermographic evaluation procedure was developed for the 
characterisation of impact damage during and after the impact 
load by determining the size of the heated area [8]. Derusova 
et al. [9] comparatively used active infrared thermography and 
laser vibrometry to evaluate BVID in Kevlar/carbon 
composites. A CFRP impact damage inspection method was 
proposed by Zhang et al. [10] based on manifold learning 
using ultrasonic induced thermography for BVID detection. In 
these studies, the geometry and the size of damaged areas are 
usually used to characterise and identify the degree of impact 
damage in CFRP [11]. It also should be noted that this 
detection method is still a relatively cumbersome and time-
consuming manual process, which is greatly affected by 
factors such as the relatively low Signal-to-Noise-Ratio (SNR) 
and the experience of the inspectors. Besides, composite 
materials often exhibit anisotropic and non-uniform 
characteristics, especially when applied to complex geometric 
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structures of aircraft, which leads to a higher uncertainty of 
damage patterns. This further limits the rapid and robust 
application of this inspection on composites.  
A few studies have been reported in Artificial Intelligence-
based damage detection and characterisation of composites 
using active thermography. Duan et al. [12] used the Neural 
Network (NN) to analyse infrared images and sort defects 
including oil, air, and water. In this study, raw data and 
thermographic signal reconstruction coefficients were applied 
to train and test the two multilayer feedforward neural 
networks. Besides, this paper verified the applicability of the 
NN model to actual experimental data. An intelligent post-
processor was developed by Saeed et al. [13] by using a 
convolutional neural network (CNN) encoding to 
automatically detect surface defects artificially generated in 
CFRP samples from a given heat map. A deep feedforward 
neural network (DFF-NN) algorithm was then used to estimate 
the depth of the defect of CFRP samples with flat-bottom 
holes. Iskandarani et al. [14] used the energy flow analysis 
method in MATLAB environment to propose an intelligent 
prediction method for the damage level of composite 
materials, which has been proved to be effective. Artificial 
neural networks (ANN) was used by Benitez et al. [15] to 
reduce the effects of uneven heating and flatness on 
inspection. They use the thermal contrast curve to detect and 
evaluate the depth of defects. Dudzik et al. [16] proposed a 
neural network algorithm using active thermal imaging to 
estimate the depth of defects, where the influence of the 
emissivity of the sample surface on the estimation accuracy of 
the defect depth was also explored. Usamentiaga et al. [17] 
introduced a method for automatically detecting the effects of 
active thermal imaging on CFRP damage. Without manual 
intervention, defects caused by impact damage can be detected 
in the infrared image. Iskandarani et al. [18] proposed a 
method for characterising and predicting the impact damage of 
edge structures. However, the literature review suggests that 
most of the existing AI-based methods in this area are for 
depth estimation [19] of flat-bottom hole samples or defects 
classification of artificial defects. Others aimed at developing 
methods to enhance the captured thermal images [10]. Very 
limited researches focus on characterising BVID, particularly 
on the relationship between the level of impact and the 
damage contour produced, which is necessary to understand 
the behaviour of the laminate thus providing an estimation of 
the remaining useful life (RUL) of the composite 
part/structure.  
This paper reports a novel data analysis framework to 
understand BVID in CFRP caused by various impact energy 
levels associated with its uncertainty on the impact event 
itself. A total of 100 samples were produced based on 5 
impact energy levels (4, 6, 8, 10 & 12J) and inspected using 
pulsed thermography. A pattern recognition method is 
proposed to understand the uncertainty of the damage contours 
which are then represented by multiple morphological and 
moment features. A machine learning-based classifier is then 
employed to evaluate the classification performance of the 
energy level based on the extracted features. Predictive models 
are finally established based on the three selected features 
from the classification results. Such a model potentially can be 
used to estimate the impact energy level with the given 
damage profile or predict the damage profile with the given 
impact energy level. This work heavily contributes to the 
research community in the area of AI-enhanced reliability 
assessment of composites. 
II. METHODS 
    The proposed and implemented methodology of this study 
is as illustrated in Fig. 1. It starts from data collection which 
contains the preparation of samples and the pulsed 
thermography inspection. Then, a set of data and image 
analysis algorithms are applied to characterise the boundary of 
the impact damage. A variety of features of the damage 
boundary are then extracted to quantitatively investigate their 
relationship with the impact energy level. The performance of 
these features for damage classification is evaluated using a 
machine learning-based classifier, k-nearest neighbours 
(KNN). In the last step, polynomial predictive models are used 
to establish the relationship between the selected features and 
the impact energy, which could be used for the prediction of 
geometric features produced by the untrained impact energy. 
Each step is introduced below in more detail. 
Fig. 1.  The proposed methodology of this study 
(a) 
(b) 
Fig. 2. (a) Experimental configuration of the Pulsed thermographic 
inspection under the reflection mode, where point 1 denotes a sound area on 
the sample surface and point 2 denotes a position with defects underneath; 
(b) A photo of the experimental setup. 
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TII.2021.3134184, IEEE
Transactions on Industrial Informatics
TII-21-4041 3
A. Samples and Data Collection 
The material specifications of the samples before the impact 
experiments are as shown in Appendix (Table I). After being 
hand-laid and cured, four 750 x 750 x 3 mm plates were 
manufactured, marked as P1, P2, P3, P4 respectively. Then 
they were cut into multiple samples with a size of 150 x 100 x 
3 mm. The impact experiments with predetermined energy 
levels were performed on each sample. The impact energy is 
generated by a hemispherical indenter weighing 2.281 kg, 
which performs free drop under acceleration of gravity. By 
accurately setting the drop height of the weight, the impact 
energy of 4J, 6J, 8J, 10J and 12J was obtained, respectively. 
Each plate contributed 5 specimens for each impact energy 
level. 
    As illustrated in Fig. 2, during the pulsed thermographic 
inspection working under the reflection mode, a short and high 
energy light pulse from a flash lamp is projected onto the 
sample surface. Heat conduction then takes place from the 
heated surface to the interior of the sample, leading to a 
continuous decay in the surface temperature. An infrared (IR) 
radiometer controlled by a computer captures the time-
dependent response of the sample surface temperature (decay 
profile). In areas of the sample surface above a defect (see 
point 2 in Fig. 2(a)) the transient flow of heat from the surface 
into the sample bulk is wholly or partially separated, thus 
causing a temperature deviation from the sound areas, where 
the sample continues to cool until it reaches the sample back 
wall (see point 1 in Fig. 2). Most of the defect detection 
methods are based on the analysis of these temperature decay 
curves.  
    In this research, the Thermoscope II pulsed-active 
thermography system is used. It comprises two capacitor 
banks powered Xenon flash lamps mounted in an internally 
reflective hood and a desktop PC to capture and store data. A 
FLIR SC7000 series IR radiometer operating under 3-5.1 μm 
and a spatial resolution of 640 x 512 pixels was used to 
perform the inspection. The samples were placed with their 
surface perpendicular to the IR camera’s line of sight at 250 
mm from the lens. The applied energy was approximately 2 kJ 
over an inspection area of 250 x 200 mm. The pixel pitch is 
0.32 mm. Considering the thickness of the samples and the 
low thermal diffusivity of CFRP, a sampling rate of 50 Hz was 
used, and a total of 1000 frames, equivalent to a 20 s data 
length, were captured.  
B. Damage Characterisation 
    The proposed process to characterise the impact damage of 
composites can be divided into two parts: damage contour 
extraction and uncertainty characterisation. Focusing on an 
individual sample, the first part extracts the contour of impact 
damage. The second part aims to investigate (a) the contour 
variation of different samples under the same impact energy 
and same plate, (b) contour comparison of the samples under 
different impact energies and same plate, and (c) the contour 
variation of samples coming from multiple plates 
manufactured using the same process under the same impact 
energy.  
1) Damage Contour Extraction 
    The whole process of damage contour extraction can be 
illustrated in Fig. 3. This paper proposes to use the Adaptive 
Peak Temperature Contrast (APTC) method to detect defects 
[20]. For each pixel on the image plane, the peak of 
temperature contrast by time is computed and a map of these 
peak values is constructed to represent the detected damage. 
Thus, damage with different sizes or depths can be visualised 
achieving maximal contrast in a single image. To reduce the 
noise, the Thermographic Signal Reconstruction (TSR) 
algorithm [21] is employed to fit the raw data using a 6th order 
polynomial before the application of APTC. An example 
outcome of TSR is shown in Fig. 3(1). The estimation of 
APTC can be written as 
    ( ,  ) = max
 
(  ( ,  ,  ) −     ( )) (1)
where     denotes the TSR fitting of the raw temperature, which 
can be expressed as 





where   is the model order,   is the time and    the fitted 
coefficient of the data collected from the position ( ,  ).
    ( ) denotes the averaged TSR fitting for the sound area. 
The selection of the model order is discussed by Zhao et al. 
[22]. In all examples of this paper, the model order was chosen 
as 7 as it achieved the highest contrast. The first derivative of 
APTC (    1 ) is then calculated and used to further 
enhance damage and is written as 
    1 ( ,  ) = max
 
 






It should be noted that the first derivative is computed using 
the fitted coefficients    to achieve better time resolution than 
using the raw data. An example outcome of APTC is shown in 
Fig. 3(2). 
    After the damage enhancement, a confidence map approach 
[20] is employed to transfer the intensity of damage images 
into the confidence level of inspection to better represent 
damage. This process allows improved visualisation of 
Fig. 3.  The proposed process to extract impact damage contour 
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complex damage with different depths in a single image even 
when     1  is significantly different. The mean and 
standard deviation of     1 , denoted by     ( ) and     ( )
respectively, are estimated by randomly sampling the pixels 
from the defined sound areas with the number of sampled 
pixels ( ). For each considered pixel of each trial, the  ∗ value 
can be estimated by 
 ∗( ,  ,  ) =
     1 ( ,  ,  ) −     ( ) 
    ( )
(4)
To reduce the uncertainty caused by random sampling, the 
process of sampling and calculation of  ∗ is repeated for Q 
times and the  ∗ values for each trial are fused using the ‘OR’ 
operator, written as 
 ∗( ,  ,  ) =  





The confidence map is then produced by mapping the  ∗ value 
into a confidence level, shown in Table II in Appendix. An 
example of a confidence map is shown in Fig. 3(3).  A 
threshold of 95% confidence level is then used to convert the 
damage into a binary form (see Fig. 3(4)). The contour can be 
easily extracted based on this binary image (see Fig. 3(5)). 
However, it can be observed that noise can appear around the 
true damage due to interference from surface damage or an 
inappropriate threshold. To remove the spatial noise, an image 
segmentation method, called the connected component 
analysis (CCA), is utilised to select the damage contour with 
the largest area, the result of which is demonstrated in Fig. 
3(6).  
    Furthermore, sharp corners can be observed in the extracted 
contour, as shown in Fig. 3(6). It is proven in the later steps 
that such noise will significantly affect the accuracy of the AI   
classification. In this paper, we propose to use Fourier 
descriptors based filter [23] to smooth the boundary. The 
contour boundary can be represented by a coordinate sequence 
with K elements. Each coordinate pair (  and  ) can be treated 
as a complex number, shown as: 
 ( ) =  ( ) +   ( ) (6)
where the x-axis is treated as the real component and the y-
axis as the imaginary component and   = 1,2, … ,  . Then Fast 
Fourier Transform (FFT) is performed on  ( ) so that the 
Fourier descriptors of the contour, called  ( ), can be 
represented as: 




The first   (  <  ) Fourier descriptors, representing the low-
frequency component or smooth boundary, are then preserved 
and the remaining   −   descriptors are neglected. The 









We use the ratio of K and P to control the smoothness, written 
as 
  =  /  (9)
Different values of   have been tested in this study and it has 
been found that the highest classification accuracy is achieved 
when   is chosen as 30. An example outcome of FFT filtering 
is shown in Fig. 3(7). 
2) Contour Uncertainty Characterisation 
After obtaining the contour for a single sample, the contours 
of all samples of the same energy level in the same plate are 
superimposed, using the centroid of each contour as a 
reference. It should be noted that different plates may have 
slight structural differences due to the variation associated 
with the manufacturing processing itself. Different 
orientations of damage patterns have been observed for 
different plates. An example output of this step can be found 
in Fig. 4(1). Then, the outermost boundary of the contour 
overlay, and the innermost boundary are extracted and the gap 
between is filled by assigning values to pixels of 0. Such a 
band, as shown in Fig. 4(2), illustrates the potential damage 
boundary for a certain impact energy level. To calculate the 
average contour for a specific impact energy level, the 
skeleton of the band is extracted using the function 
Fig. 4.  The proposed process to characterise the contour uncertainty 
Fig. 5.  The illustration of geometric features 
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“bwmorph” in Matlab. An example output of this step can be 
found in Fig. 4(3), where some branches can be observed. To 
remove those branches, the Closed operation is implemented. 
Then, the filter using Fourier descriptors, described in the 
above section, is applied here again to smooth the boundary, 
the result of which is demonstrated in Fig. 4(4). The mean 
curve of each impact energy level can then be overlayed to 
reveal how the impact energy leads to different damage 
profiles, as shown in Fig. 4(5). The contour band, shown in 
Fig. 4(2), can also be overlayed to evaluate the uncertainty of 
damage pattern against different impact energy levels, as 
shown in Fig. 4(6).   
C. Feature Extraction 
To apply machine learning classifiers to quantitatively 
analyse the difference and similarity of impact damage 
patterns associated with impact energy, this feature extraction 
step aims to represent the damage patterns using a variety of 
singular values. This study considers two groups of features 
including geometric features and Cosine similarity.  
A total of 6 geometric features, shown in Appendix (Table 
III) and illustrated in Fig. 5, are produced. Area, Perimeter and 
Major Axis Length are the parameters that are used to describe 
the size of an object. Orientation describes the angle between 
the Major Axis Length and the x-axis in the image plane. 
Eccentricity and Circularity describe the shape of the objects. 
In mathematics, the eccentricity of a conic section is a non-
negative real number that uniquely characterises its shape. The 
eccentricity of a circle is zero, while the eccentricity of an 
ellipse which is not a circle is greater than zero but less than 1. 
Circularity, also referred to as roundness, is the measure of 
how closely the shape of an object approaches that of a 
mathematically perfect circle.  
    Cosine similarity is a measure of the similarity between 
two non-zero vectors of an inner product space. It is a 
judgment of orientation and not magnitude: two vectors with 
the same orientation have a cosine similarity of 1, two vectors 
oriented at 90° relative to each other have a similarity of 0, 
and two vectors opposed have a similarity of -1, independent 
of their magnitude. Given two vectors of attributes (contour 











where     and     are components of vectors A and B 
respectively. Initially, the image is divided into 8 by 8 blocks. 
The averaged grey value of each block is calculated and used 
to construct the one-dimensional vectors A or B by connecting 
all 64 (n) values. 
    Although some other geometric features, such as centroid 
and Euler number, and scale invariants, such as Hu Moments, 
have been extracted and analysed (shown in Appendix), this 
study considers that these six features have the right balance to 
evaluate the damage shape similarity among different groups 
and the trend of dimension change following the increase of 
impact energy level. 
D. AI Training and Model Validation 
    The K-Nearest Neighbours (KNN) algorithm was applied to 
perform the classification of the selected features. During the 
initial development of classification solutions, different 
machine learning algorithms were analysed, such as Support 
Vector Machine (SVM), decision tree and KNN. KNN tended 
to present performance superiority in this study when 
compared with other methods and was selected as the main 
classifier in this paper. The function “Fine KNN” in Matlab, 
where K is set to 1, was used as it showed the best 
classification accuracy. As the most popular way to measure 
the distance in KNN, Euclidean distance was applied because 
of its superior interpretability and performance. A large K 
value can reduce the impact of noise on classification based on 
KNN, making the boundaries between classes less obvious. In 
this experiment, we observed that the Euclidean distance 
among these groups is relatively small, therefore a large K 
value cannot distinguish them well and K=1 is chosen. 
    The dataset was divided into 10 subsets and then cross-
validation was undertaken. For each iteration of the 10-fold 
cross-validation, different subsets are used for training and 
testing. In the first iteration, the first subset is used for testing 
and the remaining subsets are used for training. The second 
iteration uses the second subset for testing and so on. To 
obtain the final result, an average of 10 classification 
accuracies are computed. Each accuracy comes from a single 
iteration of k-fold cross-validation. The 10-fold cross-
(a) Plate 1                                 (b) Plate 2 
(c) Plate 3                               (d) Plate 4 
Fig. 6.  The mean contour overlay 
Fig. 7.  The contour band overlay for different plates 
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validation is performed 5 times by reshuffling data to gather 5 
results statistically for each classification task. To further 
evaluate the machine learning performance, this paper uses 
accuracy (Accu), defined as 
     =
   +   
   +    +    +   
× 100% (11)
where TP = True Positive, FN = False Negative, TN = True 
Negative, FP = False Positive. 
III. RESULTS
A. Impact Damage Contour 
Fig. S1 in Appendix shows the contour overlay of the 
samples impacted by the five energy levels within the same 
plate. The impact damage exhibits a butterfly shape around the 
dent. The size of damage increases following the increment of 
energy level, which is consistent for all the plates. Overall, the 
damage pattern is consistent in terms of shape and orientation 
for the samples with the same energy level and plate, although 
small variation can be observed, particularly the area around 
the dent for low energy levels (e.g., 4J impact samples). The 
length from the west-north tip to the east-south tip is quite 
consistent for the same energy level. For the same energy 
level, the damage across different plates has different 
orientations, while the orientation for the same plate but with 
different energy levels is almost the same. This observation 
suggests a potential variation of the fibre layout of the 
samples, which affects the growth of delamination. In terms of 
the percentage of variation, the uncertainty of the damage 
profile for the low energy level seems to be larger than that of 
the high impact energy level. In other words, the damage is 
more predictable for high impact energy than low impact 
energy. 
To better illustrate the change of the impact damage caused 
by different energy levels, Fig. 6 shows the mean contour 
overlay for the four plates. It can be observed that with the 
increasing impact energy, the tips at the west-north and east-
south directions grow faster than in other directions. Plates 1 
and 3 have a similar pattern while Plates 2 and 4 are similar. 
There is almost no overlap or crossover in the mean contour 
between different energy levels except 8J and 10J in Plate 1, 
which suggests a potential high classification accuracy based 
on the damage contour. To further investigate the variation of 
different samples and different energy levels, Fig. 7 illustrates 
the contour bands, where different colours indicate different 
energy levels. Overall, the patterns of the five energy levels 
are distinguishable, although there is some overlapping 
between adjacent energy levels, particularly for 10J and 12J.   
B. Features 
Fig. 8 plots the boxplots for six geometric features against 
the impact energy level. It is clear that Area, Perimeter and 
Major Axis Length increase following the increment of energy 
level, except 8J and 10J of Plate 1 which could be due to the 
close range of the impact event itself combined with the 
manufacturing process parameter variations coming from the 
manual lay-up stage. The relationship is almost positive linear 
for Area, which has been reported in previous research 
Fig. 8.  The boxplots of the extracted geometric features 
Fig. 9.  The boxplots of the extracted Cosine similarity for all plates 
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[20][24]. Perimeter vs energy and Major Axis Length vs 
energy are with a positive square root relationship. For Plates 
2 and 4, the standard variations of Major Axis Length are 
significantly smaller than those of Plates 1 and 3, which 
suggests a better classification of different energy levels. The 
standard variations for Perimeter and Area are relatively 
larger and consistent across the four plates. For the features of 
shape including Circularity and Eccentricity, the values are 
similar for different energy levels. The values for different 
plates have no significant difference. This observation 
suggests that the shape of impact damage is predictable and 
almost independent of the energy level. For the Orientation, 
the values of Plates 1 and 3 are similar while the values of 
Plates 2 and 4 are similar. However, there is about a 30° 
difference between Plates 1 and 2. All these observations are 
consistent with those from Figs. 6-7. 
Fig. 9 shows the pairwise Cosine similarity of the energy 
level for all samples. Overall, the values are high and similar, 
which suggests that there is a high degree of predictability of 
the damage pattern. For the comparison of the contours from 
the same energy level, the similarities from the highest to the 
lowest are 12J vs 12J,10J vs 10J, 8J vs 8J, 6J vs 6J, 4J vs 4J. 
That is, the higher the energy level, the higher the similarity of 
the contour formed. It suggests a higher uncertainty of damage 
pattern caused by the low energy level. In other words, the 
damage pattern caused by the high energy level is more 
predictable. For the comparison of the contours between 
different energy levels, 4J vs 6J, 6J vs 8J, and 4J vs 8J have 
the lowest similarity, which again demonstrates the relatively 
higher uncertainty or lower predictability of damage profile 
for low impact energy levels. This observation is 
understandable because the damage profile is influenced by 
multiple factors, such as energy, experiment uncertainty and 
material layout. The weight of each influence factor will 
change with the increase of the energy level, and the high-
level energy may have a greater weight on the damage profile, 
which leads to a lower uncertainty level.   
C. Classification 
This section reports the quantitative performance of the 
classification of the extracted geometric features. Fig. 10 
shows the confusion matrix of the cross-validation using all 
geometric features. A value higher than 94% accuracy is 
achieved for all the five energy levels with the 8J, 10J and 12J 
showing a 100% accuracy, thus confirming the previous 
observation that the damage pattern caused by the high energy 
levels is more predictable. Additionally, to demonstrate the 
necessity of the FFT filter to smooth the contour, Fig. S2 in 
Appendix shows the confusion matrix without this filter. The 
classification accuracy for 8J now drops to 83%. The 
performance of higher impact energy levels is affected 
significantly.  
Fig. 11 plots the classification performance using an 
individual feature, where it can be observed that the Major 
Axis Length tops the performance with an accuracy of 89%, 
followed by the Perimeter at 78% and the Area at 72%. It is 
expected that the three shape-related features have a low 
accuracy level (< 41%) because of the similarity of damage 
patterns for different impact damage levels. Finally, the three 
features with high accuracy are chosen to produce the final 
model, the result of which is shown in Fig. 12. The five groups 
can be distinguished with an average accuracy of 96.36%. It 
should be noted that the deep learning method has been 
applied on the labelled contour images for comparison, but its 
accuracy is significantly lower, which could be caused by the 
limited sample number. 
D. Predictive Modelling 
One limitation of the established machine learning model is 
that it is not predictive because it cannot recognise the damage 
caused by un-trained energy levels. A linear or non-linear 
polynomial model can be used to model the relationship 
between the energy level and the selected geometric features. 
The model can be written as 





where   is the geometric feature, E is the impact energy and  
Fig. 12.  The confusion matrix using 3 selected features (Area, Perimeter and 
Major Axis Length) 
Fig. 10.  The confusion matrix using all geometric features. 
Fig. 11.  The classification accuracy using individual geometric feature 
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is the model order. Considering the observation in Fig. 8, N is 
chosen as 1 for Area and 2 for Perimeter and Major Axis 
Length. The fitting models for three selected geometric 
features are shown in Fig. 13 and Table IV in Appendix. The 
model performance is evaluated by R2. For all four plates, the 
model performance based on Area shows no significant 
difference, and the average value of R2 is 0.79. Again, the 
Major Axis Length achieves the highest model prediction 
accuracy with an R2 value of 0.86. Particularly for Plates 2 
and 4, the R2 values are higher than 0.95. The 95% confidence 
bands of Plates 2 and 4 are narrower than those of Plates 1 and 
3. The Perimeter achieves an intermediate performance with 
an R2 value of 0.84. The models shown in Table V can be 
used to estimate the geometric features for untrained impact 
energy. 
E. Discussion 
The proposed framework allows us to understand impact 
damage using feature engineering and shallow machine 
learning approaches. Compared with existing deep learning-
based approaches used in this topic, the proposed method 
tends to be transparent and aims to reveal which geometric 
features are dependent or independent on the impact energy 
level. Such a method allows us to develop a model to predict 
damage profile caused by an impact energy level that has not 
been tested. It should be noted that this analytics framework 
tends to be general for different NDTs. Steps (1) and (2) in 
Fig. 3 are specific for pulsed thermography and can be 
replaced by other damage detection methods. Steps (3) to (7) 
in Fig. 3 and Fig. 4 tends to be general for large damage (not 
appropriate for cracks). They are all image-processing based 
so it is applicable for data from other NDTs, as long as the 
data can be visualised as images.  
One potential technical limitation is that, in Fig. 3(4), to 
convert the damage profile into a binary form, a confidence 
threshold must be chosen manually or automatically. It could 
be subjective and the variation of this could lead to different 
damage profiles, particularly for damage areas with a low 
confidence level. Moreover, how many geometric features 
should be included to produce the highest classification 
accuracy or best predictive model still requires further 
exploration. Some feature reduction methods, such as 
Fig. 13.  Predictive modelling for three selected geometric features 
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Principal Component Analysis, could be tested to select the 
concise features since some information is probably 
overlapped among the extracted features. Another limitation 
of this study is that the number of samples and the variation of 
impact damage could be increased by introducing more impact 
energy levels, particularly the low energy level, and different 
impact mechanisms, to push the applicable boundary of the 
parametric modelling. It could also enable the application of 
deep learning methods. Further work can also focus on the 
prediction of impact damage patterns when the energy level is 
not known previously. In other words, based on the detected 
damage and the morphological characterisation, we could 
potentially estimate the impact energy, thereby reducing the 
severity of the damage that is created. We believe this will 
significantly improve the in-service maintenance of these 
advanced composites. Additionally, we also aim to investigate 
the influencing factors on impact damage patterns. 
IV. CONCLUSION
This paper reported a novel data analysis framework for 
investigating composite BVID associated with the impact 
energy using pulsed thermography. The framework is featured 
with a new contour extraction and description process, contour 
uncertainty evaluation, a variety of carefully selected features, 
and a machine leaning-based classifier. The following 
conclusions are drawn based on the results through testing 100 
samples evenly distributed across the five impact energy 
levels. 
1) Very similar geometric patterns of impact damage, in the 
form of butterfly shape, have been observed for all the 
samples. They exhibit similar Circularity and 
Eccentricity. The area of damage linearly increased 
following the increase in impact energy level.  
2) There is more uncertainty of the damage contour caused 
by low energy level, particularly on the area around the 
impact dent, while the contour for high energy level is 
more predictable. This is due to the fundamental 
proportionality that a higher impact energy level leads to 
larger damage. 
3) Major Axis Length is the best feature to distinguish these 
five groups of samples with an accuracy of 89%. Area
and Perimeter are the next two good features. 
4) The three selected geometric features can effectively 
classify the impact damage pattern using a machine 
learning classifier with an overall accuracy > 90%. 
5) Using a Fourier descriptor-based filter can not only 
smooth the impact damage contour but also improve the 
classification accuracy. 
6) The orientation of the damage profile is affected by the 
fibre layout. In other words, the uncertainty of damage 
pattern is larger for samples even when they come from 
the same manufacturing process due to the variations 
coming from the heterogeneity and anisotropy of the 
material itself. 
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