



     擬ベイズ法への応用
変化点問題を例として



























                        1合があるが，それを使った場合も擬ベイズ法と呼ぶ．τ〃C（M）一1og（π（〃））を「エネルギー」
としたメトロポリス的モンテカルロ法は擬ベイズ法における事後分布を生成することにたる．
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                  一  Σ〃一1〕。’。〃〃 （2．2）                       θ5＝







                一   9一ト10＋13一一6    38 （23）                  θ1＝            ＝
                   21一←36＋44一←30   131’
5章から13章までについては，
                一   24一←11一←… 一ト4    76 （24）                   θ2＝             ＝



























     …（一÷〃・（M））π（〃）









 （2．8）                     πα（M）＝αゐ（1一α）（m－1）一み
が〃の事前確率になる．
 これは，さきに導入した｛lS。｝を利用すると，
                     exP（一んΣ多；士Sf） （2．9）                   π乃（M）＝





















 （2．13）            π（M）～πexp（Sf1og m＋（1－S‘）1og（1－m））
                 土
とたる．ただし，mは｛∫。｝の関数で，
                       1 （214）                            m＝      ）］、Sオ















230 統計数理 第39巻 第2号 1991
 上の式で求めた尻を（2．9）に代入すると，推定された事前分布は，形式的に，
 （2．18）            π（M）＝■exP（Sf1o9〃十（1－Sf）1o9（1一〃））
                 f
と書ける．ただし，〃は定数で，
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     （a）                      （b）
図1．AICを使う必然性 実線は〈Σ、5、〉，。、点線は（、）では（m‘1）exP（一ん）
                         1＋exp（一ん）’
   （b）では（m■1）exP（1（ん斗1））を表わす
       1＋exp（一（ん十1））
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表2．
彦  m。 北  ツノm。
1   60
2   60
3   90
4   90
5   80
6   80
7   40
8   40
9   60
10   60
11   80
12   80






















                         eXP（一ゐ） あとで示す方法で計算したくΣ。S。〉。。。と（ザ1）1＋exp（＿ん）のクラフを図1（a）に，
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たい．
 1．試行の対象とたるS・・を選ぶ．
    これは一定の法則で選んでもよいし，乱数を用いて選んでもよいが，初期条件を変え
   て緩和のチェックをする場合などを考えると，ランダムに選んだ方がより良いだろう．
 2．‘左側’の計算．
  （a）0＜戸く広0で，かつ，1S〆＝1であるようだ最大の戸を捜す．もし見つからたいときは，
    〆＝0とする．
  （b）m工＝Σf・く鮒m。， 此＝Σ’・。f。〃‘
 3．‘右側’の計算．
  （a）広。＜〆＜nで，かつ，5戸＝1であるようだ最小の戸を捜す．もし見つからないときは，
    〆＝mとする．
  （b）mR＝Σ～≦〆m‘， ル＝Σ’k’≦〆ル
 4．これらを用いて条件付き確率を計算する．一般には，0’1og0の処理に注意を要する．
  （。）一五五＝ツエ1．9y五十（m正一ツ五）1．9m工■地
           m工            m工
  （b）一亙。＝y，1．9伽十（m児一y、）1．9mR一価
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表3．





































































































10    0．50
8    0．50
7    0．50
9    0．50
10    0．50
9    0．50
9    0．50
6    0．50
8    0．50
10    0．50
8    0．50
9    0．50
7    0．50
6    0．50
9    0．50
9    0．50
9    0．50
9    0．50
8    0．50
5    0．50
10    0．50
8    0．50
12    0．50
7    0．50
10    0．50
6    0．50
7    0．50
7    0．50
7    0．50
5    0．50
13    0．80
13    0．80
9    0．80
9    0．80
7    0．40
8    0．40
5    0．40
5    0．40
7    0．40
7    0．40
7    0．40
4    0．40
8    0．40
6    0．40
10    0．40
7    0．40
3    0．40
5    0．40
3    0．40
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8    0．60
9    0．60
12    0．60
10    0．60
ユ0    0．60
9    0．60
8    0．60
12    0．60
12    0．60
9    0．60
9    0．60
10・   0．60
12    0．60
12    0．60
9    0．60
6    0．60
8    0．60
6    0．60
7    0．60
6    0．60
9    0．60
10    0．60
12    0．60
7    0．60
8    0．60
7    0．60
13    0．60
7    0．60
12    0．60
10    0．60
9    0．60
9    0．60
9    0．60
9    0．60
8    0．60
8    0．60
10    0．60
8    0．60
7    0．60
8    0．60
9    0．60
10    0．60
9    0．60
9    0．60
8    0．60
13    0．60
7    0．60
7    0．60
6    0．60
12    0．60
個数
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           事後確率
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               ゐ                 点の位置1      （a）                     （㌧b）
Lindisfame scribes dataに関する事前分布（1）による結果．（a）はんの推定に関する結果．






 Lindisfame scribes dataに関する事前分布（1）による結果は図3（a）一（b）に示されている．























            丁■■TT1■I一」一■■1「             24681012                         点の位置’
図4．Lindisfame scribes dataに関する事前分布（2）による結果．各点が変化点である周辺事後
   確率．実線は変化点なしの初期条件からはじめて2000MCSとばしたあとの8000MCSの平
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                                  点の位置左      （a）                      （b）
 表3の摸擬データに関する事前分布（1）による結果．（a）はんの推定に関する結果．実線は













                     力（7，∫）一力（7）力（8） （4．1）        C（7，8）＝                      力（プ）（1一力（7））
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図11．Q（γ，∫）の例．プの値と実験条件は図10に同じ．縦線は5000MCSとばして80000MCSの
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Metropo1is－type Monte Car1o A1gorithm and Quasi－Bayesian Estimation Procedure：
                  An Application to a Change－point Prob1em
                                Yukito Iba
                      （The Institute of Statistica1Mathematics）
   The Metropo1is－type Monte Car1o algorit㎞is app1ied to the change－point prob1em
for time series data，emp1oying the quasi－Bayesian approach due to Akaike，where the
posterior probabi1ity of a mode1is estimated to be proportiona－to exp（一〃C／2）＊（〃乞。プ
げ肋e moaeZ）．The posterior distribution over the space of the mode1s is sampled by the
Metropo1is－type a1gorithm．The results of the n㎜erica1experiments for the Lindisfarne
scribes data and an artificia1data of1arger size are reported and discussed．
Key words：Metropo1is－type a1gorithm，Gibbs samp1er，quasi－Bayesian apProach，AIC，ABIC，
change－point problem，Lindisfame scribes、
