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Kurzreferat
Ausgehend von einer modularen Plattform zur Erfassung und Verarbeitung
von Sensordaten bereichert die vorliegende Dissertationsschri den System-
entwurf eingebetteter Systeme um neue Facetten. Ihr besonderer Fokus liegt
dabei auf rekonûgurierbaren Architekturen und Linux-basierten Systemen.
Ein wesentlicher Beitrag ist die Darstellung und Diskussion von Konzepten
und Architekturen vorgenannter Systeme durch ihre Betrachtung auf einer
hohen Abstraktionsebene.Dazu schaù die Arbeit ein umfassendes Verständ-
nis für Kommunikation und Konûguration in heterogenen rekonûgurierba-
ren Systemen und überträgt die Erkenntnisse auf das Linux-Betriebssystem.
Es erfolgt außerdem eine systematische Darstellung der etablierten Zusam-
menhänge und Abläufe beim Soware-, Paket- und Versionsmanagement im
Linux-Umfeld. Zur Verbesserung des Entwurfsusses werden Konzepte und
ein geeignetes Werkzeug zur High-Level Speziûkation von Linux-Systemen
dargestellt. Die in der Arbeit gewonnenen wissenschalichen Erkenntnisse
werden hinsichtlich praktischer Relevanz evaluiert und durch prototypische
Implementierungen veriûziert.
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Application dt.Anwendung; Schlagwort für eine kleine Anwen-
dung, welches vorrangig im Bereich mobiler, einge-
betteter Systeme Verwendung ûndet.
Application Pro-
gramming Interface
dt. Programmierschnittstelle; Das Application Pro-
gramming Interface (API) ist eine deûnierte Schnitt-
stelle einer Soware, über die anderen Programmen
der Zugriò auf die zur Verfügung gestellte Funktio-
nalität ermöglicht wird.
ARM ARM (Acorn Risc Machine) bezeichnet eine 1983




dt. graûsche Benutzerschnittstelle; Als Graphical
User Interface (GUI) bezeichnet man eine Bedieno-
beräche, die dem Benutzer die Interaktion mit ei-




Das Institute of Electrical and Electronics Engineers
(IEEE) ist ein Weltweiter Berufsverband von In-
genieuren der Elektro- und Informationstechnik,
der Gremien für die Standardisierung bildet, diver-
se Fachtagungen veranstaltet und Fachzeitschrien
herausgibt.
Integrated Circuit dt. integrierter Schaltkreis; Als Integrated Circuit






dt.Block geistigen Eigentums; Intellectual Property
Core (IP-Core) bezeichnet einen Teil einer digitalen
Schaltung, der als solcher Eigentum des Erstellers
ist, aber von anderen genutzt werden kann.
Interprozesskommu-
nikation
Interprozesskommunikation (IPC) – engl. inter-
process communication; Im hier verwendeten




Der Begriò Joint Test Action Group (JTAG) bezeich-
net die Gruppe von Verfahren zum Testen und De-
buggen von elektronischen Schaltungen nach dem
IEEE-Standard 1149.1.
PR-Modul Die dynamischen Teile eines Field Programmable
Gate Array-Designs.
PR-Region Die Bereiche eines Field Programmable Gate Array,
in dem Module bei der dynamisch-partiellen Re-
konûguration platziert werden.
PS/2-Schnittstelle Die PS/2-Schnittstelle ist eine serielle Schnittstel-
le, die im PersonalComputer-Bereich hauptsächlich





Soware Programmable Reconûguration (SPR) be-
zeichnet die vom Design vorgesehene Möglichkeit,
Abläufe in digitaler Logik durch interne oder exter-
ne Sowarekommandos zu modiûzieren.
SQL SQL ist eine Datenbanksprach, mit des sich Da-




VGA ist ein Standard für Darstellungsmodi (Auö-




Test- und Evaluationsplattform aus demXilinxUni-
versitätsprogramm mit Virtex-II Pro FPGA.
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1 Einleitung
Eingebettete Systeme entstehen in vielen Fällen mit Bezug zu einer bestimm-
ten Anwendung. Bedingt durch ihre Flexibilität und Leistungsfähigkeit, aber
auch durch den mit ihrem Entwurf verbundenen Aufwand, werden sie an-
schließend mit geringen Modiûkationen o in weiteren Situationen verwen-
det.Daher stellt sich fortlaufend die Frage, ob eine Konvergenz verschiedener
Plattformen hin zu einem „generalisierten“ System möglich ist und was dies
aus Sicht des Systementwurfs fürAuswirkungen hat.Die Auseinandersetzung
mit dieser Fragestellung bildet den Grundgedanken für die vorliegende Dis-
sertation.
1.1 Bedeutung und Entwicklung eingebetteter
Systeme
DerBegriò „Embedded System“ (dt. eingebettetes System)mit seiner unschar-
fenDeûnition (sieheAbschnitt 2.3)ûndetweitläuûgAnwendung.Anfangs ver-
standman unter diesem Begriò Systeme, die in einen meist technischen Kon-
text eingebunden sind und vom Nutzer nicht direkt wahrgenommen werden.
Diese Plattformen waren meist hoch spezialisierte Geräte einer bestimmten
Domäneund geprägtdurch spezielleHardware sowie angepasste Soware.Die
technischen Möglichkeiten und die wachsende Durchdringung vorhandener
sowie die Erschließung neuer Einsatzbereiche verändern dieWahrnehmung
der Nutzer für diese Systeme und damit auch das Verständnis für den Begriò
des eingebetteten Systems. Neben den domänenspeziûschen und kontextbe-
zogenen Systemen, seien es komplexe Steuerungssysteme in der Industrie, si-
cherheitskritische Komponenten im Fahrzeug oder einfache in Haushaltsge-
räten, zählen heute auch „Embedded PCs“ mit graûscher Nutzerschnittstelle,
PDAs, Smartphones und Tablet-PCs zur Klasse der eingebetteten Systeme –
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undwerden vomNutzernichtmehr direkt als „Rechner“wahrgenommen.Die
zunehmendeVerbreitung informationsverarbeitender Systeme bei gleichzeiti-
gerVerringerung der Sensitivität für diese Systemewird unter den Schlagwor-
ten ubiquitous computing (engl. allgegenwärtiges Rechnen), pervasive compu-
ting [Bur+01; Han+03] oder auch ambient intelligence zusammengefasst und
wissenschalich untersucht.
Je weiter man den Kreis der eingebetteten Systeme fasst, umso stärker lässt
sich erkennen, wie dieser Markt von seiner eigenen Diversität proûtiert. Der
schnelllebige (End-)Verbrauchermarkt (consumermarket) verzeiht Unzuläng-
lichkeiten1, verlangt aber in zunehmendemMaßenachEnergieeõzienz, hoher
Rechenleistung und steht unter enormemPreisdruck. Hier ießen vieleNeue-
rungen aus dem klassischen PC- und HPC-Bereich ein, erfahren eine Anpas-
sung an die Speziûka eingebetteter Systeme und werden diesbezüglich weiter-
entwickelt. Im weiteren Verlauf ießen Technologien, die sich auf dieseWeise
bewähren konnten, auch dort ein, wo Robustheit und Sicherheit eingebetteter
Systeme stärker im Vordergrund stehen.
Der Markt der eingebetteten Systeme weist momentan in vielen Bereichen
eine sehr hohe Dynamik auf. So erscheinen Produkte aus dem Endverbrau-
chermarkt, wieMobiltelefone oder Fernseher,mittlerweile im Abstand weni-
ger Monate. Gleichzeitig ist der Preisdruck in diesen Domänen extrem hoch.
Hersteller begegnendiesenHerausforderungenunter anderemdurchModula-
risierung undMehrfachnutzung („Re-Use“),was dieVerwendung einmal ent-
worfener und veriûzierter Komponenten in mehreren Produktgenerationen
erlaubt.DieGranularität der Module, unabhängig davon, ob es sich umHard-
ware (HW) oder Soware (SW) handelt, ist dabei sehr unterschiedlich und
reicht von Teilen einer Schaltung oder eines Programms über Module eines
komplexeren Systems bis hin zu kompletten Systemen. Im letztgenannten Fall
unterscheiden sich die Produkte zweier Hersteller nur durch die Marke und
ein ggf. damit verbundenes speziûsches Aussehen, den Preis, den Service und
die Soware.
Der Soware kommt in Hinblick auf kurze Produktzyklen und die damit ver-
bundenen verkürztenVeriûkationszyklen eineweiterewesentliche Bedeutung
zu. Einmal an den Kunden gelieferte Hardware kann im Fehlerfall – wenn
1Diese können von Schwächen in der Bedienbarkeit bis hin zu gelegentlichen Fehlern reichen.
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überhaupt – nur durch erhöhten Aufwand nachgebessert werden. Die Ver-
änderung der Soware hingegen, sei es zur Beseitigung von Fehlern oder zur
Erweiterung der Funktionalität, ist verhältnismäßig einfach. Dieser als Upda-
te oder Firmware-Update2 bezeichneteVorgang ist nicht neu.Durch die starke
Verbreitung von netzwerkfähigen Geräten und Breitbandanschlüssen hat er
aber eine neue Qualität erreicht. Besonders im Endverbrauchermarkt dienen
dieVerfügbarkeit und die Frequenz von So- und Firmware-Updates sogar als
positives Produktmerkmal.
Gerade der Endverbrauchermarkt für Elektronikprodukte adressiert ein riesi-
ges Kundenspektrum. Die an kurze Produktzyklen und regelmäßige, einfach
zu handhabende „Updates“ gewöhntenKonsumenten übertragen diese Erwar-
tungen auch auf andere Domänen, in denen bisher andereGesetzmäßigkeiten
galten. So fällt es beispielsweise Automobilherstellern, deren Produktzyklen
mehrere Jahre betragen, schwer, den geänderten Kundenbedürfnissen Rech-
nung zu tragen, besonders unter Berücksichtigung der notwendigen Quali-
tätsaspekte. Doch auch die Hersteller von Werkzeugmaschinen und anderen
Großgeräten mit traditionell langenWartungs- undVerfügbarkeitszyklen ste-




Schier unzählige Bücher und Schrienmotivieren die Idee rekonûgurierbarer
Hardware seit ihrer Entstehung in den 1960er Jahren mit den verschiedensten
Argumenten [BAK96; LSC96; RM98; VM05; BCV06; Bob07; PTW10]. Fest
steht, dass dieMöglichkeit, dieHardware eines Systems ebenso leicht und ele-
gant verändern zu könnenwie seine Soware, ein faszinierenderGedankewar
und ist. DieseMöglichkeit bietet Herstellern einen weiteren Freiheitsgrad bei
der Produktentwicklung und -vermarktung, da nun auch technisch gleiche
Systeme Unterschiede in Hard- und Soware bieten.
2Nachbesserung oderErweiterung derAnwendungssoware bzw. Firmware, vgl.Abschnitt 2.6.2
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Dennoch konnten sich rekonûgurierbare Systeme bisher kaum im Markt eta-
blieren. Dabei ûnden sich Einsatzmöglichkeiten, wie nachfolgend skizziert,
auch in sehr prominenten Beispielen.
Ein greifbares und leicht verständliches – wenn auch hypothetisches – An-
wendungsbeispiel für den Einsatz rekonûgurierbarer Hardware sind aktuelle
Smartphones und ihre Betriebssysteme [Kri12]. Seit dem Durchbruch dieser
Geräteklasse im Jahr 20073 wird die Leistungsfähigkeit der Systeme durch die
Verwendung von immer mehr und immer komplexerer Hardware gesteigert.
Inzwischen werden in High-End Geräten zwei bis vier Prozessorkerne, drei
oder vier Graûkprozessoren und mehrere Co-Prozessoren für die Beschleu-
nigung spezieller Aufgaben eingesetzt. Das führt selbstverständlich zu stei-
gendemPlatzbedarf, erhöhtem Energiebedarf, steigenderAbwärme und nicht
zuletzt höherenKosten.Doch aufgrund derNutzungsphilosophie, der kleinen
Displays und der im Vergleich zu Desktop-PCs noch immer leistungsschwa-
chen Hardware wird üblicherweise nur eine Anwendung aktiv genutzt, z.B.
der Musikspieler, der Videospieler oder die volle Graûkleistung beim Spie-
len. Ein Hinweis darauf, dass den Herstellern dieser Umstand bekannt ist, ist
die zögerliche Umsetzung des Multitasking – also des Nutzens mehrere An-
wendungen parallel – auf Anwendungsebene4. Auch die verfügbare Soware
nutzt in vielen Fällen die parallel verfügbareHardware nicht oder nur schlecht
aus. Selbst Apples aktuelles Desktop-Betriebssystem bietet einen Bedienmo-
dus, bei dem eine Anwendung die komplette Bildschirmäche füllt, um den
Nutzer nicht abzulenken. Wenn also bestimmte Hardwareeinheiten nur ge-
legentlich und nicht zwingend gleichzeitig benötigt werden, drängt sich die
Nutzung rekonûgurierbarer Hardware geradezu auf. Ein geeigneter, rekonû-
gurierbarer Co-Prozessor im System kann dann die Aufgaben mehrerer dedi-
zierter Beschleuniger übernehmen. Dies spart Chipäche, Energie und damit
auch Kosten.
Augenscheinlich gibt es also auch in Märkten mit hohemAbsatzvolumenAn-
wendungsfälle für rekonûgurierbare Hardwaresysteme und auch die für sol-
che Systeme notwendige Infrastruktur existiert. Es gibt Hersteller geeigne-
ter rekonûgurierbarer Schaltkreise (engl. ICs) und es gibt kommerzielle An-
3Die Vorstellung des ersten „iPhones“ durch Apple gilt als Durchbruch für Smartphones und
Tablet-PCs.
4iOS bietet Multitasking erst seit Version 4, Windows Mobile kam ohne Multitasking auf den
Markt.
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bieter für die benötigten Hardwaremodule. Doch außer speziellen Lösungen
im industriellen Bereich und vereinzelten Nutzungsbeispielen im Endkun-
denmarkt5 [Alt06; Hip11] gibt es bisher keine nennenswerten Umsetzungen.
Gründe dafür liegen nach den Erfahrungen des Autors u. a. in mangelndem
Bewusstsein für die vorhandenen Lösungen speziell beim Management, in
fehlender Erfahrung bei den Anwendungsingenieuren, in der bisher fehlen-
den Standardisierung von Funktionen und Schnittstellen und im veränderten
Entwurfsuss.
1.3 Das Betriebssystem Linux
SeinenUrsprung hat das BetriebssystemLinux in denArbeiten des ûnnischen
StudentenLinus Torvalds, die er im Jahr 1991 erstmals veröòentlichten [TD01].
Er publizierte die Quellen des Kernels unter der GNU General Public Licen-
se (GNU GPL) als Open Source und ermöglichte es so anderen, an seiner Ar-
beit zu partizipieren. Gleichzeitig erreichte er durch die Regeln der GNU GPL
den Rückuss der Entwicklungsleistungen in sein Projekt. Eine wachsende
Entwicklergemeinde unterstützte Torvalds bei der weiteren Entwicklung des
Linux-Kernels. Doch erst die Kooperation mit anderen freien Projekten, wie
die GNU’s not Unix (GNU) Tools der Free Soware Foundation (FSF), ermög-
lichten das komplexeUnix-System, zu demLinux inzwischen geworden ist.
Heute ist der Linux-Kernel aufmehr als zweiDutzend Prozessorarchitekturen
portiert. Linux-Systeme ûnden sich auf Servern mit höchster Verfügbarkeit,
Supercomputern, Clustern, Desktop-PCs,mobilenGeräten und verschiedens-
ten eingebetteten Systemen. Zu dieser Entwicklung haben verschiedene Fak-
toren beigetragen.Der freie Zugang zu den Quellen der Kernels und zu vielen
der mit einem typischen Linux-System verbundenen Programme, sowie die
Möglichkeit, diesenach eigenemBedarf zumodiûzieren6, zählen ebenso dazu,
wie die Skalierbarkeit und Portierbarkeit des Linux-Kernels. Außerdem bietet
5Die bekannte AVM FritzBox! (z.B. Fon 7170, auch als SpeedportW 701V von der Telekom ver-
marktet) nutzt je nach Ausführung ein Xilinx Spartan-3/3E FPGA.
6Die Verfügbarkeit der Quelltexte und die Erlaubnis, diese zu Benutzen, zu Ändern und die
Änderungen auch frei verfügbar zu machen, sind die Grundlagen von Free and Open Source-
Soware.[Sta86; Fre01]
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Linux einem Hersteller dieMöglichkeit, seine Soware unabhängig von kom-
merziellen Anbietern und deren Produkt- undMarkenpolitik zu halten.
Diese „weichen Faktoren“ sind einTeil der Erfolgsgeschichte des Unix-Deriva-
tes und werden durch technisch begründete Fakten ergänzt. Die momentane
Entwicklung lässt den Schluss zu, dass die positiven Punkte des Betriebssys-
tems und der mit ihm eng verbundenen Soware die naturgemäß existieren-
den Nachteile und Probleme auf technischer, organisatorischer und rechtli-
cher Seite ausgleichen oder gar überügeln.
Inzwischen hat der Trend zu frei zugänglichen und verwendbaren Informa-
tionen auch andere Teilbereiche erfasst und beginnt diese zu revolutionieren.
Ein weit bekanntes Beispiel ist die Online-Enzyklopädie „Wikipedia“ [Wik],
auf der tausende von Menschen ihr Wissen zusammentragen und unter frei-
en Lizenzen wie der Creative Commons Attribution-ShareAlike 3.0 Unported
License [Cre] zur Verfügung stellen. Auch im Bereich des Hardwareentwurfs
hat dasModell frei verfügbarer Entwürfe inzwischen Fuß gefasst.DerWunsch
nach zugänglicher und anpassbarer Hardware (engl. Open Hardware) erreicht
auch Hersteller eingebetteter Systeme, deren Kunden häuûger den Wunsch
nach anpassbarer Hard- und Soware äußern7.
Wie bereits angedeutet, existieren auch in der Open SourceWelt verschiedene
Probleme, von denen vier hier explizit aufgegriòen werden.
Komplexita¨t Der frei verfügbareQuellcode ermöglicht es jedem Interessier-
ten, ihn zu verändern und zu erweitern.Dies führt inmanchen Fällen zu
sehr komplexer Soware mit einer großen Anzahl an Funktionsmerk-
malen.DieNutzung einer solchen Soware erfordert ein hohes Maß an
Einarbeitung und zugleich steigt die Wahrscheinlichkeit für Fehler in
der Soware.
Vielfalt Ebenso schnell ist durch unterschiedliche Interessen aus einem Pro-
jekt ein neues ausgegliedert,was üblicherweise als Fork bezeichnetwird.
Dadurch existieren gelegentlich mehrere Projekte, die nahezu gleiche
Ziele verfolgen. Die an die Projekte gebundenen Entwickler könnten,
würden sie gemeinsam an einem Projekt arbeiten, womöglich qualita-
tiv bessere Soware erzeugen.Außerdemist fürdenAnwenderdieWahl
7Quelle: Persönliche Gespräche des Autors auf Konferenzen undmit Partnern in der Industrie.
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des für ihn passenden Projekts schwerer, wenn mehrere nahezu gleiche
Lösungen existieren.
Aktualisierung Freie Projekte unterliegen je nach Organisation und Team-
größe den unterschiedlichsten Entwicklungs- und Aktualisierungszy-
klen. Das Verfolgen und Bewerten von Aktualisierungen stellt die An-
wender vor ernstzunehmendeHerausforderungen [Kno13], da fehlende
Prozesse und Standards nicht immer eine Unterscheidung von funkti-
onserweiternden und fehlerbereinigenden Updates erlauben.
Lizenz Auch freie Soware steht unter rechtlichem Schutz durch Lizenzen
wie die GNU GPL. Dies bringt für den Nutzer auch Pichten mit sich,
wie die Nennung verwendeter Projekte oder die Freigabe des eigenen
Quellcodes.
Dies sind nur vier Punkte, die vor dem Einsatz freier Soware bedachtwerden
solltenund somit indirektemZusammenhangmitdem Systementwurf stehen.
Einige der Probleme freier Soware spiegeln sich auch in anderen Bereichen
mit freien Lizenzenwieder. Bisher existieren aber keine allgemeingültigen Lö-
sungsstrategien für diese Probleme.
1.4 Zielsetzung
DieArbeit vermittelt ein vertieesVerständnis für die Systemkonzepte von he-
terogenen rekonûgurierbaren Systemen (hrS) und eingebetteten Systemen mit
Linux-Betriebssystem. Grundlage dafür sind die vom Autor gewonnenen Er-
kenntnisse über den Entwurf und die Architektur eingebetteter heterogener
rekonûgurierbarer Systeme mit Linux-Betriebssystem, deren Umsetzung nur
durch das vertiee Verständnis beider hemenkomplexe möglich ist. Daraus
resultiert ein Beitrag zurVerbesserung des Entwurfsusses vorgenannter Sys-
teme durch ihre Betrachtung auf einer hohen Abstraktionsebene, wohl wis-
send, dass für die einzelnenDomänen etablierteVorgehensweisen bei derUm-
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Abbildung 1.1: Teilgebiete beim Entwurf eingebetteter heterogener rekonfigur-
ierbarer Systeme mit Linux-Betriebssystem
Abbildung 1.18 rekonûgurierbaren Systems und damit auch in den folgenden
Kapiteln eine Rolle spielen.
Soware ist in vielenBereichen ein Innovationstreiber und dient immer häuû-
ger alswesentliches Unterscheidungsmerkmal zwischen Konkurrenten. Linux
erlaubt durch seine Philosophie, sein Konzept und seine Flexibilität genau die-
se Diòerenzierung. Beim Systementwurf stehen Fragen nach den notwendi-
gen Hardwareressourcen wie beispielsweise Unterstützung bestimmter Hard-
ware, CPU-Architektur und -voraussetzungen, minimale Anforderungen an
RAM und Flash-Speicher oder die Nutzbarkeit verschiedener Protokolle und
Schnittstellen imVordergrund.Außerdem spielen die Speziûkation, Soware-
entwicklung und das Lifecycle Management von System- und Anwendungs-
soware eine Rolle.
Bei der Hardware liegt der Fokus auf dem Einsatz eingebetteter Systeme und
reprogrammierbarer Schaltkreise, sowohl zur Erfassung und Auswertung von
Sensordaten, als auch zur Nutzung als Beschleuniger. Von Interesse sind im
Besonderen Konzepte undMethoden für die Konûguration und die Rekonû-
guration derHardware, die Systemarchitektur und das Update der Systeme im
laufenden Betrieb in Verbindung mit Linux.
8Das Original der Abbildung des Linux-Pinguins „Tux“ stammt von Larry Ewing <le-
wing@isc.tamu.edu> und wurdemit dem freien Bildbearbeitungsprogramm „he GIMP“ er-
stellt.
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Die Kommunikation zwischen den Komponenten eines Systems wird in Zu-
sammenhang mit der Architektur von heterogenen rekonûgurierbaren Syste-
men betrachtet.DieKommunikation nach außen rückt die vorliegende Arbeit
hingegen nicht in den Vordergrund. Dennoch spielt sie bei der Bearbeitung
der Problemstellungen stets eine Rolle. Ein Aspekt bei allen Untersuchungen
war die Möglichkeit, die Systeme aus der Ferne zu überwachen, zu konûgu-
rieren und die System- und Anwendungssoware zu aktualisieren und zu er-
weitern.
1.5 Verwandte Arbeiten
Die verschiedenen Ausprägungen der run-time Reconûguration (RTR) spielen
in einer großenAnzahlwissenschalicherAbhandlungen eine Rolle.Aktuelle
Arbeiten auf dem Gebiet der heterogenen rekonûgurierbaren Systeme kon-
zentrieren sich auf Architekturen, bei denen ein Prozessorkern inVerbindung
mit rekonûgurierbarer Logik auf einem Schaltkreis integriert ist (sog. rekon-
ûgurierbare System-on-Chip (rSoC)). Allgemeine Systemarchitekturen ûnden
hingegen nur wenig Beachtung. Im Wesentlichen sind hier die Arbeiten von
Compton/Hauck, Todman undKoch [CH02; Tod+05;Koc04] zu nennen (vgl.
Kapitel 3). Eine gezielte Betrachtung der Systemarchitekturen aus Sicht der Re-
konûguration erfolgt jedoch nicht.
Das Interesse an Linux als Betriebssystem für eingebettete Systeme ist unge-
brochen, auchwenn es hier nur eine begrenzteMenge an Primärliteratur gibt.
Die Standardwerke zu diesem hema [CRK05; Hal06; Yag+08; SGD09] kon-
zentrieren sichweitgehend auf die Beschreibung der Umsetzung an konkreten
Beispielen. Eine Verallgemeinerung von Entwurfsabläufen erfolgt kaum oder
gar nicht. Ebenso gibt es keine demAutor bekanntenArbeiten zu allgemeinen
Abläufen bei Implementierung und Pege von Linux-Systemen für eingebet-
tete Systeme.
Bei der Betrachtung von Betriebssystemen für heterogene rekonûgurierbare
Systeme spielen meist rSoCs und Real-Time Operating Systems (RTOSs) ei-
ne Rolle. Im Fokus stehen die hemen HW/SW-Codesign und Platzierung
rekonûgurierbarer Module. Andere Architekturen sowie Konûgurationsstra-
tegien für Systeme ohne dynamisch-partielle Rekonûguration (dpR) werden
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kaum betrachtet. Ein beachtenswertes System ist im Rahmen des Egret-
Projektes entstanden [BW03] und bietet eine rSoC-Plattformmit angepasstem
Linux-Betriebssystem.Mit BORPH, dem BerkeleyOperating System for RePro-
grammable Hardware [So07] existiert ein Ansatz, bei dem ein Linux-System
um Funktionen für rekonûgurierbare Hardware ergänzt wurde. Einen ähnli-
chen Ansatz bietet das ACCelerator File System (ACCFS) [Str05; Str+09]. Die
Umsetzung von BORPH grei tief in das Linux-System ein. ACCFS mindert
diesen Umstand, erfordert jedoch weiterhin deutliche Anpassungen im Linux
und bei der Soware, die auf die konûgurierbaren Ressourcen zugrei. Beide
Ansätze basieren weiterhin auf zusätzlichen Hardwareressourcen für die Un-
terstützung der dynamischen (Re-) Konûguration.
1.6 Struktur dieser Arbeit
Die Arbeit gliedert sich in 8 Kapitel, deren Inhalt nachfolgend kurz zusam-
mengefasst wird.
Kapitel 2 ab Seite 35 deûniert wesentliche Begriòe und führt in die allgemei-
neheorie des Systementwurfes ein.Weiterhinwerden dieGrundlagen für das
Verständnis eingebetteter und rekonûgurierbarer Systeme dargelegt, sowie all-
gemeine Aussagen zu Betriebssystemen getroòen. Ergänzend erfolgt die Dar-
stellung der domänenspeziûschen Entwurfsabläufe, sowie deren Zusammen-
fassung in einem angepassten Entwurfsuss für heterogene rekonûgurierbare
Systeme.
Kapitel 3 ab Seite 71 führt in das Gebiet der heterogenen rekonûgurierbaren
Systeme ein. Der Begriòserklärung folgt die Darstellung grundsätzlicher Sys-
temarchitekturen.Anschließendwerden diese Architekturen in Ergänzung zu
bestehenden Ansätzen vertie diskutiert und ein auf dieser Diskussion auf-
bauenderBezug zu eingebetteten Systemenund zumEntwurfsusshergestellt.
Abschließend erfolgt dieVerbindung der neu gewonnen Erkenntnissemit den
allgemeinen Abläufen in Betriebssystemen.
Kapitel 4 ab Seite 95 stellt in kompakter Form das Betriebssystem Linux dar
und diskutiert dessen Einsatz in eingebetteten Systemen und heterogenen re-
konûgurierbaren Systemen. Einigen allgemeinen Grundlagen zu Aufbau und
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Ressourcenbedarf des Betriebssystems folgt eine Systematisierung gebräuch-
licher Abläufe beim Systemmanagement. Anschließend erfolgt eine ebenfalls
systematisierte Darstellung der Entwurfsabläufe beim Einsatz des Betriebssys-
tems in eingebetteten Systemen, unter Beachtung der damit verbundenenÄn-
derungen im Vergleich zu den eingangs dargelegten Grundlagen. Abschlie-
ßend wird die Verbindung von Linux und heterogenen rekonûgurierbaren
Systemen beschrieben.
In Kapitel 5 ab Seite 135 erfolgt dieVorstellung eines neuartigen Speziûkations-
ansatzes für Linux-Systeme. Damit verbunden werden diehemen Speziûka-
tion, Test und Veriûkation von Linux-Systemen betrachtet.
Kapitel 6 ab Seite 145 überführt die allgemeinen Ansätze der Kapitel 3, 4 und 5
in einen konkreten praktischen Kontext. Dabei werden eingangs die verwen-
detenWerkzeuge undMethoden erläutert.Anschließend folgt die Darstellung
konkreter Umsetzungen.
Kapitel 7 ab Seite 199 beleuchtet weitere Konzepte einer generalisierten Platt-
form zur Erfassung von Sensordaten. Im Speziellen werden eine Umsetzung
einer datenbankbasierten Sensordatenerfassung und das Konzept eines Sen-
sornetzwerks vorgestellt.




DiesesKapitel deûniertnotwendigeGrundbegriòe und führt in denEntwurfs-
ablauf für diewesentlichen Teilgebiete der eingebetteten heterogenen rekonû-
gurierbaren Systeme ein. Es erläutert Hardwaregrundlagen und Systemarchi-
tekturen eingebetteter Systeme und heterogener rekonûgurierbarer Systeme.
Weiterhin werdenVerfahren der Rekonûguration von Hardwaresystemen zur
Laufzeit und Grundlagen zu Betriebssystemen vorgestellt.
2.1 Begriffsdefinitionen
Aufgrund derDynamik bei derwissenschalichen Untersuchung und techni-
schenWeiterentwicklung eingebetteter Systeme und ihrer weiten Verbreitung
in verschiedenen Anwendungsfeldern herrscht ein hoher Grad der Diversi-
ûzierung von Begriòen. Daher werden an dieser Stelle, in Anlehnung an die
Dissertationsschri von Erik Markert [Mar09], die für diese Arbeit gültigen
Deûnitionen grundsätzlicher Begriòe dargestellt.
• Der Begriò System, abgeleitet vom griechischen systema („das Gebilde,
Zusammengestellte, Verbundene“) bezeichnet ein Gebilde, dessen we-
sentliche Teile so aufeinander bezogen sind und in einer Weise wech-
selwirken, dass sie als aufgaben-, sinn- oder zweckgebundene Einheit
(d. h. als Ganzes) angesehen werden und sich in dieser Hinsicht gegen-
über der Umwelt abgrenzen. Nach Ropohl [Rop78] sind technische Sys-
teme gekennzeichnet durch die drei Ein- undAusgabegrößen – Energie,




• Die DIN-Norm 44300 [Deu85] deûniert Hardware als „Gesamtheit
oder Teil der apparativen Ausstattung von Rechensystemen“. Damit
umfasst sie diemateriellen Systemkomponenten.
• Soware, ebenfalls nach DIN 44300 [Deu85], bezeichnet die „Gesamt-
heit oder Teil der Programme für Rechnersysteme“, und somit die im-
materiellen Anteile eines Systems.
• Simulation ist die Nachbildung des Ist-Verhaltens von Systemen,
Komponenten oder (Teil-) Schaltungen mit sowaretechnischen Mit-
teln [HM04].
• Emulation ist die Nachbildung des Ist-Verhaltens von Systeme, Kom-
ponenten oder (Teil-) Schaltungen mit hardwaretechnischer Unterstüt-
zung [HM04].
• Veriûkation ist der Vergleich des geforderten Soll-Verhaltens
mit dem im Ergebnis der Entwurfsaktivitäten entstandenen Ist-
Verhalten [HM04].
• Bei einer Abstraktion werden reale Zusammenhänge vereinfacht dar-
gestellt. Damit einher geht meist ein Verlust an Genauigkeit, wobei die
Komplexität im Allgemeinen sinkt. Im Systementwurf unterscheidet
man mehrere Abstraktionsebenen.
• Eine Synthese im Sinne des Systementwurfs bezeichnet die Transfor-
mation einer System- oder Komponentenbeschreibung von einer höhe-
ren Entwurfsebene in eine niedrigere.
Entwurfsverfahren Es existieren drei wesentliche Entwurfsverfahren, die
in allen Entwurfsabläufen eine zentrale Rolle spielen [SN92; Mar09]. Beim
Top-Down-Entwurf werden die Entwurfsebenen „von oben“, also beginnend
mit der Sicht auf das Gesamtsystem durchlaufen. Durch Verfeinerung, wie
beispielsweise die Zerlegung in Komponenten, werden nun die Ebenen mit
höherem Detail-, aber geringerem Abstraktionsgrad erreicht. Beim Bottom-
Up-Entwurf hingegen beginnt der Entwurf auf der Ebene mit dem höchsten
Detailgrad undman bewegt sich – im Sinne der Abstraktion – durch Kompo-
sition auf höhere Entwurfsebenen. Beide Entwurfsverfahren haben aufgrund
ihrer Vor- und Nachteile auch heute noch ihre Daseinsberechtigung und eine
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Verknüpfung der Ansätze liegt nahe. Dieses Vorgehen wird – je nach speziel-
ler Ausprägung – in der Literatur als Meet-in-the-Middle oder Jo-Jo-Verfahren
bezeichnet.
2.2 Systementwurf und Entwurfsablauf
Zur Beschreibung des Entwurfsablaufes bzw. der Entwicklung eines Systems
existieren verschiedene Modelle, die die Schritte von der Idee zum fertigen
Produkt beschreiben.DieModelleunterscheiden sich inAbhängigkeitderDo-
mäne für die sie entwickelt wurden, bieten jedoch auch immer Parallelen. Al-
len Modellen ist gemein, dass sie den Prozess mit Hilfe von Ebenen beschrei-
ben,wobei derAbstraktionsgrad von der höheren zur darunterliegenden Ebe-
ne sinkt.Die Ergebnisse einer Ebene bilden jeweils denAusgangspunkt für die
Arbeiten in der nächsten Ebene. Nachfolgend werden drei grundlegendeMo-
delle des Systementwurfs erläutert.
In [HT10] wird für die Entwicklung eines eingebetteten Systems das in Ab-
bildung 2.1 auf der nächsten Seite dargestellte, vereinfachteWasserfall-Modell
gezeigt. Über die Anforderungsanalyse kommt man von der Idee zur Speziû-
kation, die die Grundlage für den Entwurfsprozess bildet. Beim anschließen-
den Entwurf1 erfolgt die Umsetzung der Speziûkation in eine Implementie-
rung. Ausgehend von der Implementierung beinhaltet der letzte Schritt die
Herstellung des Produktes.
In Deutschland hat sich das V-Modell [IAB06] als Spezialisierung des Was-
serfallmodells für die Beschreibung des allgemeinen Entwurfsablaufs etabliert
(vgl. [HT10]). Die Koordinierungs- und Beratungsstelle für Informationstech-
nik in der Bundesverwaltung (KBSt) empûehlt es bei zivilen undmilitärischen
Vorhaben desBundes und auch bei öòentlichenAurägen seitens derBundes-
behörden wird es vorausgesetzt. Durch seine Bedeutung und breite Verwen-
dung entstanden verschiedene abgeleitete Diagramme. Abbildung 2.2 auf der
nächsten Seite zeigt das V-Modell wie es beispielsweise bei Heinkel [Hei09]
Verwendungûndet und das auch alsBasis für die folgende Beschreibung dient.
Die Betrachtung erfolgt von links oben entlang des „V“ nach rechts oben.
































Abbildung 2.2: Angepasstes V-Modell (Quelle: [Hei09])
Diese Form desV-Modells geht davon aus, dass dieAnforderungen an das Sys-
tem bereits formuliert sind, z.B. in Form eines Lastenhees. Daraus erfolgt
durch eine Anforderungsanalyse die Erarbeitung eines Systemkonzepts und
der funktionellen Systemanforderungen. Im nächsten Schritt folgt die Parti-
tionierung in Hard- und Soware sowie die Auswahl der Zielarchitektur. Da-
beiwerden bereits vorhandene und daher getestete Funktionsblöcke im Sinne
des „Re-Use“ (dt. Wiederverwenden) berücksichtigt, um so die Entwurfszeit
zu verringern und potentiell fehlerträchtige Neuentwürfe zu vermeiden. Nun
erfolgt die Deûnition von Subsystemen und damit eine Verfeinerung der ein-
gangs formuliertenAnforderungen, bevor es zur eigentlichenRealisierung der
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Komponenten kommt. Der rechte Ast umfasst die Phasen der Systemintegra-
tion. Die einzelnen Komponenten werden zu Subsystemen integriert und ge-
testet.Anschließendwird das Gesamtsystem aufgebaut und ebenfalls getestet.
Zuletzt erfolgen Feld- und Leistungstests. Fehler sollten so früh wie möglich
entdeckt werden, da dadurch die Kosten zur Beseitigung geringer ausfallen.
Die beiden Äste des „V“ sind durch die notwendige Veriûkation miteinander
verbunden, die sicher stellt, dass das endgültige System den zu Beginn formu-
lierten Anforderungen gerecht wird.
Das Buch von Marwedel [Mar08] orientiert sich am vereinfachten Informati-
onsuss eingebetteter Systeme, der in Abbildung 2.3 dargestellt ist.
esMarwedelInfoFluss
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Abbildung 2.3: Vereinfachter Informationsfluss beim Entwurf eingebetteter Sys-
teme (Quelle: [Mar08])
Zentraler Punkt ist der Fluss der Informationen über das Entwurfsobjekt, al-
so dieWeitergabe von Phasenergebnissen zwischen den Abstraktionsebenen.
Dabei wird explizit berücksichtigt, dass der Entwurf eingebetteter Systeme
meist Hardware und Soware umfasst. Der gesamte Prozess beginnt mit ei-
ner Idee, die dann in die Speziûkation überführt werden muss, was den ei-
gentlichen Beginn des Entwurfs markiert. Bei der Speziûkation sollten vor-
handene Hard- und Sowarekomponenten berücksichtigt werden. Die Ent-
wurfsaktivitäten, die die zentrale Rolle im Informationsuss spielen, umfas-
sen dann u. a. das Abbilden von Operationen auf parallele Tasks,High-Level-
Transformationen, Entwurfsraumbetrachtungen, das Abbilden von Aufgaben
auf Hard- oder Soware2 sowie die Übersetzung der Soware und die Ab-
laufplanung. Der zusätzliche Hardware-Entwurf deutet an, dass eventuell der
2HW/SW-Partitionierung
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Einsatz spezialisierter Hardware für bestimmte Aufgaben notwendig ist. Für
die Realisierung erfolgt abschließend die Zusammenführung von Hard- und
Soware.Der gesamte Entwurfsablauf erfordert immerwiederdieValidierung
und Evaluierung der Entwurfsergebnisse hinsichtlich der Festlegungen in der
Speziûkation. esDesignmethode
































Abbildung 2.4: Hierarchischer Designflow nach [Wol10]
Eine Vielzahl weiterer Entwurfsmethoden ûndet sich in der Artikelserie von
WayneWolf [Wol10]. Er stellt klar, dass jeder Designschritt eines abstrakten
Entwurfsmodells wiederum einen eigenen Entwurfsuss beinhaltet, was in
Abbildung 2.4 dargestellt ist.Dieser Punktwird an den entsprechenden Stellen
dieser Arbeit wieder aufgegriòen.
DasV-Modell von Heinkel und der von Marwedel genutzte Informationsuss
beimEntwurf eingebetteter Systeme beschreiben das gleiche, schrittweiseVor-
gehen von der Idee über Speziûkation, Partitionierung und Implementierung
hin zu Integration und Realisierung. In beiden Abläufen spielen Test und Ve-
riûkation eine wesentliche Rolle. Das V-Modell behält dabei einen höheren
Abstraktionsgrad, während sich das Modell von Marwedel deutlicher an ein-
gebetteten Systemen orientiert. Allen Modellen ist gemein, dass sie einen ein-
fachen Weg von der Idee zum Produkt suggerieren, der in der Praxis nur sel-
ten existiert. Omals ist es notwendig, Entwurfsaktivitäten zu wiederholen,
da Test oder Veriûkation Fehler oder Diskrepanzen zur Speziûkation aufge-
deckt haben. Hier zeigt sich, welches Gewicht die Anforderungsanalyse hat,
die nur im Modell von [HT10] explizit benannt wird. Lediglich die korrekte
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Überführung der o informell formulierten Anforderungen in eine geschlos-
sene Speziûkation erlaubt einen bedarfsgerechten Entwurf und damit ein den
Anforderungen entsprechendes Produkt. Für die Darstellung der Speziûkati-
on eigenen sich in besonderemMaße formale Sprachen, die eine automatisier-
te Überprüfung auf Vollständigkeit undWiderspruchsfreiheit erlauben. Eine
ausführliche Erläuterung zu Speziûkationssprachen für eingebettete Systeme
ûndet sich in [Mar08, Seite 13 ò.].
2.3 Eingebettete Systeme
In seinemBuchdeûniertMarwedel [Mar08] eingebettete Systeme in einer sehr
ausführlichen und anschaulichen Art, die in ihren wesentlichen Zügen hier
noch einmal wiedergegeben wird.
Eingebettete Systeme sind informationsverarbeitende Systeme, die
in ein größeresProdukt integriert sind, und die normalerweise nicht
direkt vom Benutzer wahrgenommen werden.
Basierend auf dieser grundsätzlichenDeûnition erläutert Marwedelweiterhin
wesentliche Eigenschaen eingebetteter Systeme. Diese
• interagieren mit der Umwelt über Sensoren und Aktoren,
• müssen verlässlich sein,
• müssen eõzient sein,
• sind in den meisten Fällen applikationsspeziûsch,
• besitzen o eine spezialisierte Nutzerschnittstelle,
• werden in Echtzeit-Anwendungen genutzt,
• sind Systeme aus analogen und digitalen Komponenten (sog. hybride
Systeme) und
• sind reaktive3 Systeme.
3Ein reaktives System ist ein System, das in kontinuierlicher Interaktion mit seiner Umgebung
steht undmit einerGeschwindigkeit arbeitet, die von seiner Umwelt vorgegebenwird [Ber95].
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Marwedels abschließende Deûnition eingebetteter Systeme, die sich mit der
Auòassung des Autors deckt, ist die Folgende:
Natürlich hat nicht jedes eingebettete System alle oben genannten
Eigenschaen.Wir können „eingebettete Systeme“ alsowie folgt de-
ûnieren: Informationsverarbeitende Systeme,welche diemeisten
der oben aufgezählten Eigenschaen erfüllen, heißen eingebet-
tete Systeme. Diese Deûnition beinhaltet eine gewisse Unschärfe.
Allerdings erscheint es weder notwendig noch möglich, diese Un-
schärfe zu vermeiden.
Im Buch von Schröder, Gockel und Dillmann [SGD09] wird im Gegensatz
zu Marwedel nicht mehr nur der klassische Deûnitionsansatz des „unsicht-
baren Rechners“ genutzt, sondern auch auf die Besonderheiten im Vergleich
zur klassischenPersonalComputer (PC)-Technik hingewiesen.Ausgehend von
der nachfolgendwiedergegebenenGrunddeûnitionwerden bestimmte Eigen-
schaen wie der Formfaktor, die Lokalität, die dedizierte Anpassung an ei-
ne Aufgabe, die optionale Echtzeitfähigkeit sowieRobustheit,Wartungsarmut
und Langlebigkeit angeführt.DieGrunddeûnition nach Schröder,Gockel und
Dillmann ist:
DerBegriòdes eingebetteten Systems bezeichnet einenRechner (Mi-
krocontroller,Prozessor, DSP, SPS),welcher dezentral in einem tech-
nischen Gerät, in einer technischen Anlage, allgemein in einem
technischen Kontext eingebunden (eingebettet) ist. Dieser Rechner
hat die Aufgabe, das einbettende System zu steuern, zu regeln, zu
überwachen oder auch Benutzerinteraktion zu ermöglichen und ist
speziell für die vorliegende Aufgabe angepasst.
Dieser Ansatz ist unter Berücksichtigung der in Abschnitt 1.1 geschilderten
Entwicklung durchaus gerechtfertigt.Vornehmlich (aber nicht ausschließlich)
Geräte im Endkundenmarkt – wie Tablet-PCs oder PersonalDigital Assistants
(PDAs) – werden durchaus als Computer wahrgenommen, erfüllen aber al-
le wesentlichen Kriterien eingebetteter Systeme und sind daher auch als sol-
che zu betrachten. Schröder, Gockel und Dillmann gehen daher auch auf die
Punkte Formfaktor, Mechanik, Kühlung, Robustheit, genutzte Speicherme-
dien, gebotene Schnittstellen, Stromversorgung, Chipsätze, Watchdogs und
Echtzeitfähigkeit ein.
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In der vorliegenden Arbeit werden solche Rechensysteme als eingebettete Sys-
teme verstanden,
• die über mindestens einen Prozessor verfügen,
• die durch
– ihren mechanischen Aufbau,
– ihre elektrischen und elektronischen Komponenten,
– ihre Nutzerschnittstelle,
– ihre Soware und
– die ihnen zur Verfügung stehenden Ressourcen
an eine spezielle Aufgabenstellung angepasst sind und
• deren grundsätzlicher Sowareumfang nicht notwendigerweise vom
Nutzer veränderbar ist.
Diese absichtlich sehrweit gefasste Deûnition soll dem allgemeinenVerständ-
nis eingebetteter Systeme in Wirtscha, Wissenscha und Endverbraucher-
markt gerecht werden und erlaubt eine saubere Abgrenzung zu Computern
wie Desktop-PCs, Servern oder Mainframes. Sie berücksichtigt die eingangs
dargelegten Auòassungen von Marwedel und Schröder ebenso wie die per-
sönlichen Erfahrungen des Autors. Zusätzlich deckt sich die Deûnition auch
mit der Auòassung weiterer wesentlicher Literaturquellen, wie beispielswei-
se [Hal06], [Cat05] und [Yag+08].
2.3.1 Grundsa¨tzliche Systemarchitektur eingebetteter
Systeme
Computersysteme verbindet eine allgemeine, weithin bekannte Systemarchi-
tektur, wie sie beispielha in Abbildung 2.5 auf der nächsten Seite4 dargestellt
ist.Die üblicherweise verwendetenKomponenten und die damit verbundenen
Begriòe werden im Folgenden eingeführt und kurz erläutert. Für eine detail-
lierte Einführung in den Entwurf eingebetteter Systeme sei demLeser [Cat05]
empfohlen.


















Abbildung 2.5: Generisches Computersystem in Anlehnung an [Cat05]
Prozessor Als Prozessor wird in der vorliegenden Arbeit eine elektrische
Schaltung verstanden, die einen Algorithmus abarbeitet und gemäß der ihr
übergebenen Befehle andere elektrische Schaltungen oder Maschinen steuert.
AlsCentral ProcessingUnit (CPU)wirdderHaupt- oderZentralprozessor eines
Computersystems bezeichnet, wie man ihn beispielsweise in typischen PC-
Systemen ûndet. Er ist für die Abarbeitung allgemeiner Aufgaben geeignet.
Ein Co-Prozessor hingegen ist für die Abarbeitung einer bestimmten Aufgabe
oder Aufgabenkategorie spezialisiert. Der Prozessor delegiert üblicherweise
bestimmte Aufgaben an verfügbare Co-Prozessoren.
Welche Prozessorarchitektur in einem eingebetteten System zum Einsatz
kommt, hängt von Faktorenwie Preis, Leistungsaufnahme und Anwendungs-
fall ab. Die derzeit besonders beliebte ARM-Architektur kommt u. a. wegen
ihrer geringen Leistungsaufnahme in mobilen Endgeräten zum Einsatz. Pro-
zessorenmit MIPS-Architektur ûndenwegen ihrer Leistungsfähigkeit im TV-
undVideobereichAnwendung. PowerPC und SH4werden o für den Einsatz
unter rauen Umgebungsbedingungen gewählt. In [Yag+08, ab Seite 56] stellt
Yaghmour einige verbreitete Prozessorarchitekturen vor.
Speicher Den Prozessoren eines Systems steht üblicherweise üchtiger
Speicher (Random Access Memory (RAM)) zur Verfügung, wobei Art und
Menge je nach Geräteklasse und Einsatzzweck schwanken. Auch Art und
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Menge des nichtüchtigen Speichers ergeben sich durch den Einsatzzweck
des Systems. Heute dominiert im Bereich der eingebetteten Systeme der Ein-
satz von Flash-Speichermedien, die entweder fest im System verlötet oder als
Wechselmedien z.B. in Form von CompactFlash- oder SD-Karten ausgeführt
sind. Nachteile wie die geringere Datentransferrate, die begrenzte Anzahl von
Schreibzyklen und den höheren Preis imVergleich zu modernenMagnetspei-
chern gleichen sie durch ihre geringe Bauform, ihren meist geringeren Ener-
giebedarf und die Robustheit gegen Erschütterungen aus. Für große Daten-
mengen oder bei häuûgen Schreibvorgängen werden hingegen Magnetspei-
cher (z.B. Festplatten) bevorzugt. In [Hal06, ab Seite 19] gibtChristopherHal-
linan einen sehr ausführlichen Überblick über Speichertechnologien.
I/O und Kommunikation Im Allgemeinen kommunizieren die Kompo-
nenten eines Prozessorsystems über Busse. Je nachAnforderung undKomple-
xität des Prozessorsystems und der Kommunikationsarchitektur kommt nicht
nur ein Bus, sondern ein hierarchisches oder segmentiertes Bussystem, z.B.
aus Systembus und Peripheriebus, zum Einsatz. Bei modernen CPUs steht o
einer der System- oder Peripheriebusse explizit zur schnellenKommunikation
mit weiteren Prozessoren und dem Chipsatz zurVerfügung.Auch bei System-
on-Chips (SoCs) wird gelegentlich ein System- oder Peripheriebus zur Erwei-
terung bereitgestellt.
Ein Prozessorsystem bietet in der Regel drei Möglichkeiten, mit externen
Komponenten zu kommunizieren. Eine ausHardwaresicht einfache, aber sehr
exible Schnittstelle sind General Purpose Input Output (GPIO)-Pins. Diese
Pins können per Soware angesteuert und somit nahezu jedes beliebige Si-
gnalspiel erzeugt werden. Limitierende Faktoren bei den GPIOs sind deren
Anzahl sowie die maximale Geschwindigkeit, mit der die Pins gelesen bzw.
geschriebenwerden können.WeitererNachteil ist die fehleranfällige und zeit-
raubende Implementierung des Kommunikationsprotokolls in Soware. Al-
lerdings lässt sich der erzeugte Quellcode bei hinreichender Modularisierung
und Strukturierung im Sinne des „Re-Use“ sehr gut in anderen Umgebungen
wiederverwenden.
Zur Kommunikation mit externen Komponenten bieten Mikrocontroller (µC)
und SoCs in aller Regel eine Vielzahl an integrierten Input and Output
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(I/O)-Schnittstellen. Neben standardisierten Bus-Schnittstellenwie z.B. Inter-
Integrated Circuit (I2C), Serial Peripheral Interface (SPI), Peripheral Compo-
nent Interconnect (PCI)/Peripheral Component Interconnect Express (PCIe),
Controller Area Network (CAN) u. v. m., ûnden sich auch programmierbare
Schnittstellencontroller, die zur Umsetzung mehrerer, ähnlicher Protokolle
genutzt werden können. Außerdem verfügen CPUs und Controller je nach
Ausführung über spezielle Schnittstellen zur eõzienten Kopplung mit Co-
ProzessorenoderweiterenProzessoren in einemMulti-CPU-System sowie zur
Anbindung von externen Speichern.
IndiesemZusammenhang sei nochmals auf [Yag+08] verwiesen,woderAutor
ab Seite 64 eine Vielzahl von Bussen und I/O-Schnittstellen kurz erläutert.
Mikrocontroller und System on Chip Der Begriò Mikrocontroller be-
zeichnet in dieser Arbeit einen Prozessor, der zusammen mit einigen I/O-
Schnittstellen sowie ROM- und RAM-Speicher auf einem Chip integriert ist.
Mit steigender Integrationsdichte wurde es möglich, mehr und komplexere
Funktionseinheiten zusammenmit demProzessor auf einemChip zu integrie-
ren und so ein komplettes Grundsystem zu implementieren. Für diese Syste-
me hat sich in der Fachliteratur der Begriò System-on-Chip durchgesetzt. Bis
in jüngster Vergangenheit verzichtete man auf die Integration von RAM und
Read Only Memory (ROM), um die Flexibilität bei der Systemintegration zu
erhöhen. Somit waren zur Verwendung eines SoC neben RAM und ROM üb-
licherweise noch Taktquelle5, Spannungsversorgung und Pegelanpassung zu
implementieren. Inzwischenwerden jedoch auch System on Package (SoP) an-
geboten, bei denen SoC und Speicher in einem Gehäuse integriert sind. Ab-
bildung 2.6 auf der nächsten Seite illustriert die drei Grundsysteme CPU, µC
und SoC.
In der vorliegendenArbeitwird derBegriò Prozessorsystem alsOberbegriò für
die soeben vorgestellten Systeme (CPU basiert, µC oder SoC) verwendet. Eine
explizite Unterscheidung erfolgt nur dort, wo es aus Entwurfs- oder System-
sicht notwendig ist.
Ergänzend erfolgt an dieser Stelle noch die Einführung desBegriòs System-on-
Module (SoM). Ein SoM ist eine Leiterplatte mit einer deûnierten Bauform6,
5O werden aus Gründen der Genauigkeit externe Taktquellen den Internen vorgezogen.
6Für übliche Bauformen siehe [SGD09, Seite 22].

























Abbildung 2.6: Darstellung der Prozessorsysteme, die in einem eingebetteten Sys-
tem Anwendung finden
die ähnlich einem SoC alle Grundkomponenten eines Computersystems in-
tegriert. Im Vergleich zum SoC bietet ein SoM jedoch mehr Flexibilität, da es
eine potentiell größere Fläche umfasst und auchKomponenten vereinen kann,
die nicht in einem IC zusammengefasstwerden können.Meist hat ein Herstel-
ler mehrere SoM mit gleichen Schnittstellen aber verschiedenen Funktionen
im Sortiment, die in vielen Fällen durch gleiche oder ähnliche Schnittstellen-
belegungen gekennzeichnet sind. Daher ist eine Systemanpassung an wech-
selnde Speziûkationen durch einfachen Modultausch möglich.
Heterogene rekonûgurierbare Systeme sind unabhängig von der Prozessorar-
chitektur. Allerdings kann dieWahl des Prozessorsystems aufgrund seiner ei-
genen Speziûka auch die Systemarchitektur des heterogenen rekonûgurierba-
ren Systems beeinussen, was Kapitel 3 ab Seite 71 weiter diskutiert. In der
vorliegenden Arbeit wird der Begriò Hostprozessor als Bezeichnung für das
Prozessorelement in einem heterogenen rekonûgurierbaren System verwen-
det.
2.3.2 Hardwareentwurf, -test und -verifikation
DerEntwurf eingebetteter Systeme beinhaltetAufgaben aus denBereichen des
Hardware- und des Sowareentwurfs und erfordert daher insgesamt ein me-
thodisch gestütztes Vorgehen. Der Hardwareentwurf von eingebetteten Sys-
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temen umfasst eher selten das Design von digitalen Schaltkreisen, wie es in
Anhang B auf Seite 227 beschrieben wird.
Vielmehr geht es um denEntwurf von Leiterplatten und die damit verbundene
Auswahl geeigneter Prozessoren, Speicher und Peripherieschaltkreise [Kha05;
Cat05]. Unterstützt wird dieser Prozess beispielsweise durch:
• festgelegte Designabläufe (siehe [Wol10]),
• die Erfahrung des Designteams,
• Electronic Design Automation (EDA) Werkzeuge mit integrierter Plau-
sibilitätsprüfung [Amm87],
• Simulationswerkzeuge für die Schaltungs- oder hermosimulation, für
die Signalintegrität und für elektromagnetische Interferenzen sowie










Bei Fehler zurück zu 
Komponentenauswahl 
oder Leiterplattenentwurf
Abbildung 2.7: Vereinfachte Darstellung des Hardware-Entwurfsablaufes
Abbildung 2.7 stellt einen vereinfachtenEntwurfsablauf dar und orientiert sich
dabei am bereits vorgestelltenV-Modell.Die Abbildung zeigt, anwelchen Stel-
lenderLeiterplattenentwurf von „Re-Use“, alsoderVerwendung bereits veriû-
zierterModule proûtiert.Außerdem soll sie verdeutlichen, dass der Entwurfs-
und Veriûkationsprozess derzeit noch stark vom Expertenwissen der Entwer-
fer dominiert wird, da automatisierte Testverfahren aus verschiedenen, hier
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nicht näher erläuterten Gründen an ihre Grenzen stoßen oder nicht genutzt
werden. Die EDA-Werkzeuge unterstützen im Entwurfsprozess durch Plau-
sibilitätsprüfungen (engl. Design-Rule-Check) sowie durch die automatisier-
te Platzierung von Bauelementen und Leiterbahnen. Der Stromlaufplan kann
durch Simulation (z.B. SPICE [Mül90]) geprü werden. Bei der Bauteilplat-
zierung und dem Leiterbildentwurf helfen Werkzeuge zur Plausibilitätsprü-
fung, zur Signalanalyse, für elektromagnetische Eòekte und diehermoanaly-
se.Allerdings fehlen häuûg Modelle der verwendeten Komponenten und eine
HW/SW Co-Simulation, die eine dynamische Analyse der Eòekte ermögli-
chen würde, ist nur unter großen Einschränkungen möglich. Test und Veriû-
kation erfolgenmeist an Prototypen oder einerKleinserie.Dabei kommen be-
währte Testverfahren wie die JTAG-Schnittstelle nach IEEE 1149 ebenso zum
Einsatz wie der manuelle Test nach einem Testplan. Im Idealfall wurde der
Testplan aus der (formalen) Speziûkation des Boards erzeugt und die Tests
werden von einer Person durchgeführt, die nicht an Speziûkation und Layout
beteiligt war.
2.4 Field Programmable Gate Arrays
FieldProgrammableGate Arrays (FPGAs) bilden eineKlasse der programmier-
baren Logikschaltkreise (engl. Programmable Logic Device (PLD), vgl. An-
hang A auf Seite 223). Wesentliches Merkmal der FPGAs ist ihr Aufbau aus
konûgurierbaren Logikblöcken und ebenfalls konûgurierbaren Verbindun-
gen zwischen diesen, die eine Programmierung der logischen Funktionen er-
lauben. Die Konûgurationsdaten entstehen während des Entwurfsprozesses
durch Synthese einer Funktionsbeschreibung (vgl. Anhang B auf Seite 227)
undwerden in Form eines sogenannten Bitstroms an das FPGA übertragen. In
das FPGA gelangt die Konûguration über speziell dafür vorgesehene Schnitt-
stellen. Am Markt dominieren Modelle, die zur Speicherung der Konûgurati-
on auf üchtigen StaticRandomAccessMemory (SRAM) setzen,was zusätzlich
zum FPGA einen externen Speicher für die Konûgurationsdaten erforderlich
macht.
Durch ihreMächtigkeit haben FPGAs eine hoheMarktdurchdringung erlangt.
Aktuelle Generationen der verschiedenen Hersteller vereinen feingranulare
Logikblöcke mit dedizierten Funktionseinheiten (Hardmakros) für häuûge
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Anwendungsfälle. NeuereModellreihen unterstützen verschiedeneMethoden
derdynamischenundpartiellenRekonûguration.Weit entwickelteund gut ge-
pegte Toolows unterstützen ihreNutzer bei der Erstellung von Anwendun-
gen. Selbst Soware für den Entwurf von Leiterplatten bietet nun Unterstüt-
zung für Designs mit FPGAs verschiedener Hersteller (z.B. [Alt08b]). Trotz-
dem erfordert die Flexibilität dieser ICs vonDesignern und Anwendungsent-
wicklern ein hohes Maß an Verständnis für Technologie und Architektur und
ein methodisches Vorgehen beim Entwurf (vgl. Anhang B auf Seite 227).
Der inAbbildung 2.8 dargestellte, allgemeine Entwurfsuss für rekonûgurier-
bare Systeme entspricht grundsätzlich wieder dem V-Modell. In Erweiterung
zum allgemeinen Entwurfsablauf (vgl. Anhang B auf Seite 227) ist hier der
gesamte Lebenszyklus abgebildet, da dieKonûguration reversibler PLDs prin-
zipiell auch nach der Auslieferung eines Produktes an den Kunden geändert
werden kann.Dieser Umstand ist im Bereich des HW-Entwurfs kaum beach-
tet, während er im SW-Entwurf von jeher integriert ist.
gdlFpgaEntwurf




Abbildung 2.8: Entwurfsfluss fu¨r rekonfigurierbare Systeme
2.4.1 Schnittstellen und Konfigurationsmodi
In Hinblick auf rekonûgurierbare Hardwaresysteme sind besonders die Me-
chanismen zur Konûguration von FPGAs von Bedeutung. SRAM-basierte
Modellemüssen im Systemprogrammierbar bleiben (In SystemProgrammable
(ISP)), da sie ihre Konûguration bei Unterbrechung der Stromzufuhr verlie-
ren.Dieser Umstand ist bereits beim Entwurf des Systems zu berücksichtigen,
denn beimBoard-Layout sind entsprechendeRessourcen für einen geeigneten
Konûgurationsspeicher, notwendige Verbindungsleitungen und die benötigte
Pinbelegung einzuplanen.
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Einige Schnittstellen und Konûgurationsmodi werden von nahezu allen
FPGAs unterstützt, andere sind herstellerspeziûsch. Dieser Abschnitt führt
Schnittstellen und Datenformate für die Konûguration ein, auf die im wei-
teren Verlauf zurückgegriòen wird. Dabei werden im Besonderen Produkte
der Marktführer Xilinx und Altera [Xil09a; Alt09a] berücksichtigt. Für eine
ausführliche Darstellung zu den Konûgurationsschnittstellen und Konûgura-
tionsmodiwird auf die Literatur derHersteller verwiesen, u. a. [Alt09b;Alt12b;
Xil08e; Xil08g; Xil11c; Xil13; Tap07].
FPGAs unterstützen in den meisten Fällen mehrere Konûgurationsmodi, die
sich nach zweiMerkmalen gruppieren lassen.Unterscheidetman nach derArt
derDatenübertragung, so lassen sich serielle und parallele Konûgurationsmo-
di unterscheiden. Wird der Initiator eines Konûgurationsvorgangs zur Klas-
siûkation verwendet, unterscheidet man, ob das FPGA als Master oder Slave
bei der Datenübertragung agiert7. Als Master erzeugt das FPGA notwendige
Steuersignale,wie z.B.Takt- oder Resetsignal. In vielen, aber nicht allen Fällen
ist die Kombination von Master/Slave und Datenübertragungsart frei.
Die Wahl des Konûgurationsmodus erfolgt meist während des Systement-
wurfs und wird hauptsächlich durch vier voneinander abhängigen Faktoren
bestimmt. Dies sind:
• die Architektur,
• die gewünschte Konûgurationsgeschwindigkeit,
• der auf der Leiterplatte vorhandenen Platz und
• die Anzahl und geplante Nutzung der zur Konûguration verfügbaren
Pins.
Die für eine vollständige Konûguration benötigte Zeit TK ergibt sich aus der
Bitstromgröße (SBS), der maximalen Konûgurationsfrequenz ( fK) und der
Breite des Konûgurationsbusses (BK).
TK[s] = SBS[bit]fK[Hz] ∗ BK[bit]
7Altera nennt dieModi aktiv und passiv.
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Diemaximale Bitstromgröße ist dabei durch das gewählte FPGA vorgegeben,
allerdings variiert sie je nach Design und anderen hier nicht näher betrach-
teten Einstellungen. Der verwendete Konûgurationsbus hängt vom geplanten
Konûgurationsspeicher, dem verfügbaren Platz auf der Leiterplatte und den
am FPGA verfügbaren bzw. im Layout erreichbaren Pins ab. Gleichzeitig be-
stimmtderKonûgurationsbus auchmaßgeblichdiemaximaleKonûgurations-
frequenz (siehe Tabelle 2.1). Tabelle 2.2 auf der nächsten Seite gibt einen Über-
blick über diemaximale Bitstromgröße einiger ausgewählter FPGAs. Sie zeigt,
dass auch Bitströme für kleine FPGAs leicht eine Größe von mehreren Mebi-
byte8 erreichen.
Tabelle 2.1: Geschwindigkeit der Konfigurationsschnittstellen fu¨r Xilinx FPGAs
Schnittstelle Busbreite max. Geschwindigkeit
Serial 1 bit 100MHz
JTAG 1 bit 66 MHz
Parallel (extern) 8. . .32 bit 100MHz
ICAP (intern) 8. . .32 bit 100MHz
Durch die starke Segmentierung des FPGA-Marktes existiert eine große An-
zahl von Konûgurationsschnittstellen. Deren Ausprägung und Benennung
schwankt nicht nur zwischen den Herstellern, sondern auch zwischen den
verschiedenen ICs eines Herstellers. Neben proprietären Schnittstellen bie-
ten neuere FPGAs mehr undmehr standardisierte Schnittstellen, z.B. zurAn-
steuerung von Flash-Speichern oder zur Nutzung von Bussystemen.
Eine häuûg verwendete Schnittstelle ist der JTAG bzw. Boundary-Scan-Port
[BO91; 02], den vermutlich alle FPGAs unterstützen. Mit Hilfe dieser Schnitt-
stelle können einzelne ICs ebenso konûguriert werden, wie Ketten aus meh-
reren Schaltkreisen. Außerdem lässt sich der Port für Tests und Fehler-
suche verwenden. So lassen sich beispielsweise Virtex-4/5 FPGAs von Xi-
linx per JTAG initial konûgurieren und auch rekonûgurieren. Weiterhin ist
8Der IEC-Norm 60027-2 folgend werden Binärpreûxe verwendet.
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Tabelle 2.2: Abscha¨tzung der Bitstromgro¨ße fu¨r verschiedene FPGA-Varianten
in Mebibyte
Hersteller, Serie Typ Bitstromgröße (Mebibyte)
Xilinx Virtex
Virtex 4 0.57. . .6.12
Virtex 5 0.59. . .9.86
Virtex 6 2.32. . .22.02
Xilinx Spartan
Spartan 3 0.05. . .1.58
Spartan 6 2.57. . .4.02
Xilinx Series-7
Artix-7 3.65. . .9.28
Kintex-7 2.87. . .17.87
Virtex-7 13.26. . .53.33
Altera Stratix V E, GX, GS, GT 11.10. . .46.18
Altera Stratix IV E, GX, GS, GT 5.71. . .28.81
Altera Arria V GX, GT, SX, ST 8.23. . .22.09
Altera Cyclone V GX 2.46. . .23.67
auch das Auslesen des im FPGA beûndlichen Bitstroms und das Verwen-
den des Ports für Fehlersuche und Tests möglich. Die Xilinx-FPGAs unter-
stützen die IEEE Standards 1149.1 und 1532. Ausführliche Hinweise zur Nut-
zung der JTAG/Boundary-Scan Funktionalität ûnden sich z.B. in [Xil08e]
und [Xil08g]. Ein Anwendungsbeispiel beschreibt Abschnitt 6.3.4 auf Sei-
te 161.
Als nichtüchtiger Speicher kommen in Verbindung mit SRAM-basierten
FPGAs schon seit langem Electrical Eraseable Programmeable Read Only Me-
morys (EEPROMs) zum Einsatz. Xilinx und Altera bieten speziell auf ihre
FPGAs abgestimmte ICs an, die eine geeignete Schnittstelle zur schnellen
Übertragung des Bitstroms sowieweitere Besonderheiten bieten.Xilinx nennt
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diese ICs Platform Flash PROM (PROM) [Xil08c], Altera Enhanced Conûgu-
ration Devices (EPC) oder Altera® Serial Conûguration Devices [Alt09b]. Die
grundsätzlichen Funktionen, die sich mit Hilfe der Programmeable Read On-
lyMemorys (PROMs) realisieren lassen, ähneln sich bei beiden Herstellern. Je
nachPROM-undFPGA-Größe könnenmehrereKonûgurationen (Bitströme)
hinterlegtwerden, die entweder ein FPGA nach Bedarfmit verschiedenenDe-
signs konûgurieren oder zur simultanen Konûguration mehrerer ICs dienen.
Zum Befüllen der PROMs greifen beide Hersteller wiederum auf den JTAG-
Port zurück und bieten geeignete Programmiergeräte zumAnschluss an einen
PC. Die Nutzung eines PROMs beschreibt Abschnitt 6.4.4 auf Seite 177.
Als letzte Möglichkeit zur externen Konûguration von FPGAs sollen hier
Schnittstellen zur Nutzung von Flash-Speichern genannt werden. Xilinx-
FPGAs unterstützen sowohl Flash-Speicher mit SPI- als auch solche mit par-
alleler Schnittstelle,wobei hierfür das Byte Peripheral Interface (BPI) zum Ein-
satz kommt. Altera nennt den Modus Active Parallel Conûguration. Vor der
NutzungmussmitHilfe derDatenblätter und Internetseiten derHersteller ge-
prü werden, welche Flash-ICs unterstützt werden.
Einige FPGAs können auch von „innen heraus“ konûguriert werden, was
nachfolgend in Abschnitt 2.5.2 eingehend erläutert wird. Dafür ist zusätzli-
cheHardware im FPGA erforderlich. Bei Xilinx heißt der verwendete, fest im
FPGA verankerte Block Internal Conûguration Access Port (ICAP). Bei Alte-
ra wird der Controller als PR Control Block (CB) bezeichnet. Die Controller
können vom FPGA-Design aus angesprochen werden und veranlassen und
überwachen die entsprechenden Konûgurationsvorgänge im FPGA.
2.4.2 Datenformate
Wie bereits erläutert, liegtnach erfolgreicher Synthese einBitstrom vor, der die
Konûgurationsinformationen für die SRAM-Zellen und Befehle für die Steu-
erlogik des ICs enthält. Dieses FPGA- und herstellerspeziûsche Format wird
als „RAW-Format“ bezeichnet. Weitere Datenformate erleichtern die Arbeit
mit den Konûgurationsinformationen. Zwei Formatewerden nachfolgend ex-
emplarisch vorgestellt.
Mit dem Serial Vector Format (SVF) existiert ein herstellerübergreifendesDa-
teiformat zur Speicherung von JTAG-Operationsabläufen. Es eignet sich zur
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Programmierung und Veriûkation von JTAG fähigen ICs. Das von Texas In-
struments undTeradyne entwickelte SVFwurde durchXilinx zumXilinx Seri-
al Vector Format (XSVF) [BC09]weiterentwickelt, einem kompakten, binären
Dateiformat zur Speicherung von Xilinx-bezogenen Abläufen für die JTAG-
Konûguration ihrer Schaltkreise.Mit der StandardTest and Programming Lan-
guage (STAPL) hat Altera ein dem SVF ähnliches Dateiformat entwickelt, das
seit 1999 durch die JEDEC Solid State Technology Association standardisiert
ist [Alt09b]. Auch STAPL bietet ein komprimiertes Bytecode-Format ähnlich
dem XSVF. Die oòenen Formate XSVF und STAPL erlauben eine einfache
Interaktion mit FPGAs, um diese beispielsweise durch externe Controller zu
konûgurieren. Ein Anwendungsbeispiel ûndet sich in Abschnitt 6.3.4 auf Sei-
te 161.
2.4.3 Weitere Funktionen und Merkmale
DieHersteller konûgurierbarer Schaltkreise arbeiten ständig an Verbesserun-
gen und Erweiterungen.Einige Funktionen, die dieKonûguration und dieDa-
tenströme betreòen, sind im Folgenden kurz erwähnt.
Fallback-Konfiguration und MultiBoot Einige FPGA-Serien vonXilinx
und Altera bieten Funktionen, um je nach Zustand verschiedene Konûgura-
tionen zu laden. Somit können beispielsweisemehrere anwendungsspeziûsche
Konûgurationen in ein FPGA geladen werden (MultiBoot/pagemode feature).
Eine Fallback-Konûguration (Rückfallkonûguration) hingegen stellt die Funk-
tion des Systems auch im Fehlerfall sicher. Hierzu wird zusätzlich zur anwen-
dungsspeziûschen eine (mit Sicherheit funktionsfähige) Konûguration hinter-
legt. Schlägt der anwendungsspeziûsche Konûgurationsvorgang z.B. nach ei-
nem Update fehl, lädt das FPGA die Fallback-Konûguration, um das System
zumindest in einen Minimalbetrieb zu versetzen.
Kompression, Sicherung der Bitstro¨me Um Speicherplatz für die Bit-
ströme zu sparen, können diese komprimiert werden. Während der Konû-
guration dekomprimiert das FPGA den Datenstrom [Khu01]. Viele FPGAs
und PROMs unterstützen die Verschlüsselung der Bitströme. Somit kann das
in einem Design enthaltene geistige Eigentum (Intellectual Property (IP)) vor
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Fremdzugriòen geschützt werden. Nicht zuletzt enthalten die Bitströme ei-
ne Prüfsumme, um Übertragungs- bzw. Entschlüsselungsfehler aufzudecken.
Das Berechnen der Prüfsummen ist hinreichend bekannt [Mor05; Xil08d;
Alt08a], sodass die Prüfsumme auch anderweitig genutzt werden kann.
2.5 Run-time Reconfiguration
Der englische Begriò run-time Reconûguration (RTR) (Laufzeit-
Rekonûguration bzw. Rekonûguration zur Laufzeit) bezeichnet die Mög-
lichkeit, die Funktionalität eines Systems zur Laufzeit zu verändern, ohne
dabei ein bestimmtes Konzept zu adressieren. Die Verwendung des Begriòs
run-time Reconûguration hat sich daher sowohl für Lösungen etabliert,
die eine Veränderung von Soware adressieren, als auch für solche, die auf
der Veränderung von Hardwareeinheiten basieren. Im Folgenden stehen
Systemkonzepte im Vordergrund, die rekonûgurierbare Hardwareeinheiten
umfassen.
2.5.1 Formen der Run-time Reconfiguration
In diesem Abschnitt werden die grundsätzlichen Konzepte der RTR aus Sys-
temsicht vorgestellt.Abschnitt 2.5.2 erläutert anschließend die einzelnen Kon-
zeptemit direktem Bezug zu FPGAs.
Um die grundlegenden Ansätze der RTR zu beschreiben, ist erst die Klärung
des Begriòs Laufzeit notwendig. Im Rahmen der Arbeit wird der Begriò wie
folgt verstanden:
Laufzeit Der Begriò beschreibt im weitesten Sinne die Zeitspanne, die seit
der Aktivierung bzw. Inbetriebnahme eines Systems vergangen ist. In
technischen Zusammenhängen kann dies die Zeit seit dem letzten Still-
stand oder dieZeit seit der ersten Inbetriebnahme ebenso umfassen,wie
die Zeitspanne, die ein Signal vom Eintritt in ein System bis zum Aus-
tritt benötigt. In der Informatik beschreibt der Begriò hingegen meist
die Zeitdauer zurAusführung eines Programms. Für die Ausprägungen
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der RTR bleibt diese begriøiche Unschärfe bestehen, da je nach Sicht-
weise auch hier die Veränderung der Systemfunktion
• seit der ersten Inbetriebnahme,
• allgemein während der Benutzung oder
• während der Laufzeit eines Programms/einer Aufgabe
zugrunde gelegt wird.
Basierend auf dem Laufzeitbegriò ergeben sich die folgenden Konzepte für
die RTR aus Systemsicht, die anschließend durch einige Beispiele illustriert
werden.
Statische Konfiguration Ist eineVeränderung derKonûguration zur Lauf-
zeit eines Systems nicht als Bestandteil der Systemfunktion vorgesehen,
wird das System als statisch bezeichnet.
Dynamische (Re-) Konfiguration Im Gegensatz zur statischen Konûgu-
ration ist hier die nachträgliche Veränderung der Systemfunktion als
grundsätzliches Konzept vorgesehen. Die einfachste Form der dynami-
schen Rekonûguration (dR) ist die vollständige Rekonûguration [DH03].
Dabei steht das System für den Zeitraum der Rekonûguration und ei-
ner gegebenenfalls notwendigen Initialisierung (z.B. Booten eines Be-
triebssystems) nicht zur Verfügung. Bei der partiellen Rekonûguration
(pR) werden nur Teile der Hard- oder Soware des Systems neu kon-
ûguriert, was u.U. den Konûgurationsaufwand vermindert. Bleibt ein
Systemwährend der Rekonûguration verfügbar, auchwenn seine Funk-
tionen ggf. eingeschränkt sind, spricht man von dynamisch-partieller
Rekonûguration.
Die vollständige Rekonûguration ist einweit verbreitetes Konzept und fordert
o eine aktive Mitwirkung des Nutzers oder einen manuellen Eingriò in das
System. Beispiele hierfür sind die Rekonûguration eines FPGAs mit Hilfe ei-
nes PCs und eines externen Programmiergerätes, die Aktualisierung des Be-
triebssystemkerns eines PCs oder das Aufspielen einer neuen Firmware auf
ein eingebettetes System,wie einen Fernseher oder einTelefon. In denmeisten
Fällen kann die Rekonûguration jedoch „im Feld“ – also direkt am Nutzungs-
ort des Systems – erfolgen. Dynamische Rekonûguration ûndet ebenfalls im
Bereich der Firm- bzw. Soware-Updates Anwendung. Anstatt den gesamten
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Flash-Speicher eines eingebetteten Systems zu überschreiben, werden nur ge-
änderte Teile ersetzt. So kann Zeit während der Rekonûguration und derVer-
teilung von Updates (z.B. per Netzwerk) gespart werden. Im Fall dynamisch-
partieller Rekonûguration kann die Systemfunktion durch einzelne Elemente
aufrecht erhaltenwerden,während andere durch denAktualisierungsvorgang
nicht verfügbar sind. Auf Systemebene ûndet man dieses Konzept beispiels-
weise bei der Aktualisierung von Anwendungssoware, Gerätetreibern oder
von Firmware einzelner Systemkomponenten.
2.5.2 Run-time Reconfiguration mit FPGAs
Wie im vorhergehenden Abschnitt bereits angedeutet, ist die RTR nicht auf
Soware beschränkt. PLDs ermöglichen auch die Veränderung von Hardwa-
refunktionen zur Laufzeit, wobei sich die soeben eingeführten Konzepte dy-
namischeRekonûguration,partielleRekonûgurationunddynamisch-partielle
Rekonûgurationwiederûnden. InAnhangA auf Seite 223wird inVerbindung
mit der Klassiûkation von PLDs auf verschiedene Konûgurationsarchitektu-
ren dieser ICs hingewiesen.
Bei Single Context FPGAs [CH99] wird der Schaltkreis bei jedem Konûgu-
rationsvorgang angehalten und der gesamte Konûgurationsspeicher neu ge-
schrieben. Alle internen Zustände gehen verloren. Diese Art der Rekonûgu-
ration wird in der Literatur auch als vollständige Rekonûguration bezeich-
net. Partiell rekonûgurierbare Schaltkreise erlauben die Modiûkation nur ei-
nes Teils des Konûgurationsspeichers.Dabei variiert die Granularität des ver-
änderbaren Bereichs. So ist es bei manchen FPGAs möglich, einzelne Kon-
ûgurationsbits zu manipulieren, während andere nur die Modiûkation von
Speicherblöcken verschiedener Größe zulassen. Der IC steht hier während
der Rekonûguration ebenfalls nicht zurVerfügung.DerVorteil partiell rekon-
ûgurierbarer Schaltkreise ist die verringerte Größe des partiellen Bitstroms
und die damit einhergehende potentielle Verringerung der Rekonûgurations-
zeit [Dye12]. Einen zusätzlichen Vorteil bieten FPGAs, die eine partielle Re-
konûguration im laufenden Betrieb ermöglichen. In diesem Fall werden nur
die zu rekonûgurierendenTeile des Schaltkreises angehalten,während alle an-
deren Teile funktionsfähig bleiben. Für diese Art der Rekonûguration wer-
den in der Literatur verschiedene Begriòe gleichwertig verwendet. Häuûg ûn-
det man die englischen Bezeichnungen run-time partial reconûguration, dy-
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namic reconûguration, dynamic partial bzw. partial dynamic reconûguration.
Im deutschen Sprachraum wird meist der Begriò dynamisch-partielle Rekon-
ûguration (dpR) genutzt. Eine sehr gute Zusammenfassung der vier Konûgu-
rationsklassen9 nach Lysaght [LD94] undWannemacher [Wan98] ûndet sich
auch in [Mei10]. In [KR08]wird eineweitere Form der Rekonûguration FPGA
basierter Systeme eingeführt, die sogenannte SPR.Dabei werden alle benötig-
ten Funktionen bereits zurDesignzeit implementiert. Soware ermöglicht das
dynamische Zu- bzw. Abschalten von Funktionsblöcken. In Verbindung mit
Clock-Gating bzw. Power-Gating kann auch dies zur Energieeinsparung füh-
ren.
Donthi nimmt in [DH03] eineweitereUnterscheidung vor, die inVerbindung
mit Multi-Context FPGAs steht. Bezieht das FPGA bei der Rekonûguration
seine Daten über eine externe Schnittstelle, so spricht man von oò-chip Re-
konûguration. Erfolgt die Rekonûguration jedoch durch die Benutzung von
auf dem IC vorhandenen Speicher (on-chip Speicher), bezeichnet man diesen
Vorgang als context Rekonûguration.
In Abhängigkeit davon, wer die Rekonûguration eines FPGAs steu-
ert, unterscheidet man nach extern gesteuerter Rekonûguration (exo-
reconûguration/Exorekonûguration) und interner Rekonûguration (endo-
reconûguration/Selbstrekonûguration) (vgl. [WB04]).BeiderExorekonûgura-
tion wird der Rekonûgurationsprozess durch eine externe Instanz, z.B. einen
Prozessor eingeleitet. Bei der Selbstrekonûguration hingegen leitet das FPGA-
System die Rekonûguration von sich aus ein.
Somit lassen sich zusammenfassend drei Fragen zum Rekonûgurationsvor-
gang formulieren, die in Tabelle 2.3 auf der nächsten Seite dargestellt sind und
eine eindeutige Klassiûkation des Systems erlauben.
Schnittstellen fu¨r die (Re-) Konfiguration
Nicht alle der inAbschnitt 2.4.1 vorgestellten Schnittstellen sind für jede Form
der Rekonûguration nutzbar. Dieser Umstand muss bereits bei der Systems-
peziûkation berücksichtigt werden. Ist die Art der geplanten Rekonûguration
9Die vierKlassen sind konûgurierbar, rekonûgurierbar, partiell rekonûgurierbar und dynamisch
rekonûgurierbar.
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Tabelle 2.3: Zusammenfassende Darstellung der RTR mit FPGAs




Woher werden die on-chip Rekonûguration
Konûgurationsdaten bezogen? oò-chip Rekonûguration
Wer steuert die Konûguration?
Exorekonûguration
Selbstrekonûguration
bekannt, begrenzt dies u.U. den Entwurfsraum des Systems, da nicht mehr
alle Schnittstellen in Betracht kommen. Somit ist die frühzeitige Festlegung
auf eineMethode ein Vorteil für den Entwurfsvorgang. Sie führt jedoch auch
zum Ausschluss anderer Ansätze. Tabelle 2.4 auf der nächsten Seite gibt einen
Überblick über die geeigneten Schnittstellen bei FPGAs vonXilinx undAltera.
Bei der Endo-Rekonûguration gibt es zwei Ansätze. Eine Variante ist dieNut-
zung der internen Konûgurationsschnittstellen (ICAP bzw. CB), um eine par-
tielle Rekonûguration anzustoßen. Die zweite Variante heißt bei Altera page
mode feature und beiXilinxMultiBoot und ist in verschiedenen Serien verfüg-
bar. Bei diesenVariantenwerdenmehrereKonûgurationen in einemKonûgu-
rationsspeicher hinterlegt. Das FPGA wird initial mit einer „sicheren“ Konû-
guration geladen und kann anschließend eine der anderen Konûgurationen
aus dem Speicher selektieren und eine dynamische Rekonûguration ansto-
ßen.
Entwurfsmethoden fu¨r partielle und dynamisch-partielle
Rekonfiguration
Alle derzeit am Markt erhältlichen FPGAs lassen sich für Systeme mit stati-
scher oder dynamischer Rekonûguration einsetzen. Immer mehr Hersteller
bieten ICs, die auch partielle Rekonûguration oder dynamisch-partielle Re-
konûguration unterstützen, unter anderem Xilinx, Altera, Atmel und Lattice
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Tabelle 2.4: Schnittstellen fu¨r die (Re-) Konfiguration
vollständige Rekonûguration Alle Schnittstellen
pR (Xilinx) JTAG, SelectMAP, ICAP
pR (Altera)
Passiv-Parallele Schnittstellemit
16 Bit Datenbus oder CB
dR (Xilinx) JTAG, SelectMAP, ICAP
dR (Altera) Dynamic Reconûguration Controller
dpR (Xilinx) JTAG, SelectMAP, ICAP




sowie die Schnittstellen für externe
Speicher
[Mes+03;McD08].Der Funktionsumfang und die daraus erwachsendenMög-
lichkeiten für pRund dpRunterscheiden sich zwischen denHerstellern jedoch
stark. Im wissenschalichen Umfeld gibt es nach Auòassung des Autors eine
unverkennbare Tendenz zur Nutzung von Xilinx FPGAs.
Zusammen mit der wachsenden Zahl an FPGAs verbessern sich auch die
notwendigen Tools und Toolows, die für die pR/dpR notwendig sind (vgl.
[PTW10; LP10; San+11; Dye12]). Deren Bedeutung wird klar, wenn man sich
den grundsätzlichenAblauf für die Erstellung eines Projekts mit partieller Re-
konûguration ansieht, wie es in Abbildung 2.9a auf der nächsten Seite darge-
stellt ist. Die Betrachtung orientiert sich am derzeitigen Designow von Xi-
linx. Die Entwicklung, die dieWerkzeuge von Xilinx genommen haben, lässt
sich mit Hilfe von [Xil08a; Eto07; Xil12d; Xil12c; Xil12b] nachvollziehen, was
in den Diplomarbeiten von Orgis [Org05] und Pankalla [Pan10] noch einmal
kompakt zusammengefasst wird.
Ausgehend von der Gesamtspeziûkation für das rekonûgurierbare Design er-
folgt im ersten Schritt die Speziûkation der statischen und dynamischen Teile
































(b) Einfaches, modulbasiertes pR-Design
Abbildung 2.9: pR-Entwurfsablauf und pR-Design
während der Laufzeit des FPGAs nicht verändert werden. Die dynamischen
Bereiche (PR-Regionen) sind Platzhalter für die Komponenten, die zur Lauf-
zeit rekonûguriert werden können. Anschließend erfolgt der Entwurf des sta-
tischen Teils sowie der dynamischen Teile (PR-Module), was mehrere Synthe-
sevorgänge beinhaltet.DasVorgehen ähnelt dem Entwurfmehrerer statischer
Designs mit gemeinsamen Teilen (im Sinne von Re-Use). Dabei müssen ver-
schiedene Randbedingungen (engl. Constraints) beachtet werden, die der sta-
tische bzw. der dynamischeTeil erfüllenmüssen.Die so erstellten (positionier-
ten) PR-Module eignen sich jedochnur genau fürdenPlatzhalter (PR-Region),
für den sie synthetisiertwurden (sieheAbbildung 2.9b),was die Flexibilität der
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Methodik noch immer begrenzt. Ist die PR-Region für einModul belegt, kann
es nicht einfach in eine andere, freie Region geladen werden, auch wenn diese
grundsätzlich geeignet wäre10. Beim derzeitigen (Xilinx-) Flow müssen Mo-
dule, die parallel in verschiedenen PR-Regionen Verwendung ûnden, für jede
Region einmal erzeugt werden. Verschiedene Forschungsarbeiten beschäi-
gen sich daher mit Ansätzen, positionsunabhängige PR-Modul zu erzeugen.
Kettelhoit [Ket09] bezeichnet diesesVorgehen alsModulrelozierung, häuûger
ûndet man den englischen Begriò Relocation [WB04; Mei10].
2.6 Betriebssysteme
Nahezu jedesWerkmitBezug zu eingebetteten Systemen beinhaltet einemehr
oder weniger ausführliche Darstellung zu Betriebssystemen für speziell die-
se Geräteklasse und deren Besonderheiten. Dem geneigten Leser werden an
dieser Stelle dieWerke von Marwedel, Färber, Schröder et. al. sowieWietzke
[Mar08; Fär09; SGD09; Wie12] empfohlen, die auch für diesen Abschnitt als
Grundlage dienten.
Im Hinblick auf heterogene rekonûgurierbare Systeme ist das Betriebssystem
nebenProzessor und programmierbarer Logikeinheit eineweiterewesentliche
Komponente. Nach [Tan09] ist der Begriò wie folgt deûniert:
Ein Betriebssystem ist eine Sammlung von Computerprogrammen,
die die Systemressourcen einesComputerswie Arbeitsspeicher, Fest-
platten, Ein- und Ausgabegeräte verwaltet und diese Anwendungs-
programmen zur Verfügung stellt. Das Betriebssystem bildet da-
durch die Schnittstelle zwischen den Hardwarekomponenten und
der Anwendungssoware des Benutzers.
Im allgemeinen Verständnis nimmt der Begriò jedoch inzwischen eine um-
fassendere Bedeutung ein.Achilles [Ach05] nutzt daher eine andereHerange-
hensweise an die Erklärung desBegriòs. SeinemAnsatz liegt ein Schichtensys-
tem zugrunde, dass den Betriebssystemkern, Systemmodule, Dienstprogram-
me und Anwendungen unterscheidet.Der Betriebssystemkern implementiert
10Voraussetzung sind hinreichende Größe und Anzahl Ein- und Ausgangssignale.
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zentrale Aufgaben, die nichtweiter unterteiltwerden können.Die Systemmo-
dule, die eng mit dem Kernel verbunden sind, ermöglichen derAnwendungs-
soware den Zugriò auf weitere Systemressourcen, wie Speicher oder Netz-
werk. Somit entsprechen diese beiden Schichten der Deûnition nach Tanen-
baum. Gleichzeitig abstrahieren Betriebssystemkern und Systemmodule spe-
ziûsche Eigenschaen der Hardware. Die Klasse der Dienstprogramme um-
fasst die Soware, die eng mit Betriebssystemkern und Systemmodulen ver-
zahnt ist und deren Besonderheiten weiter abstrahiert, aber direkt vom An-
wender genutzt werden kann.
Für den von Achilles als Dienstprogramme bezeichnete Teil der betriebs-
systemnahen Soware werden im folgenden die Begriòe Bibliotheksschicht
bzw. Bibliotheken genutzt, da es sich häuûg um nur wenige ausführbare Pro-
gramme, jedoch eine größereMenge an Systembibliotheken handelt. Anwen-
dungsprogramme nutzen das durch diese Bibliotheken bereitgestellte API
(Anwendungs-Programmier-Schnittstelle) für einen einfacheren Zugriò auf
komplexe Funktionen des Betriebssystems. Dadurch können Anwendungs-
programme in höherem Maße unabhängig vom Betriebssystem gestaltet wer-
den, was die Nutzung auf verschiedenen Betriebssystemen vereinfacht.
2.6.1 Betriebssysteme im Kontext eingebetteter
Systeme
Einfache eingebettete Systeme kommen auch ohne Betriebssystem aus. Hier
werden die zu bearbeitenden Aufgaben mit Hilfe einer zentralen Schleife
(engl. Main-Loop) abgearbeitet, was zu einem streng sequentiellen Ablauf
führt. Durch Interrupts (dt. Unterbrechungen) kann ein gewisser Grad der
Quasi-Parallelität erreicht werden. Erst mit steigenden Ansprüchen an die
Ressourcen- und Taskverwaltung, das Antwortverhalten, die Hardwareun-
terstützung, die Nutzerschnittstelle und die verfügbaren Anwendungen wird
ein komplexes Betriebssystem notwendig. Schröder et. al. [SGD09, Seite 27]
schreiben dazu:
. . .O kommtweiterhin noch eine Benutzerschnittstelle hinzu. Spä-
testens jetzt ist der Einsatz eines Betriebssystems sinnvoll; es orga-
nisiert und priorisiert den quasi-parallelen Ablauf der einzelnen
Tasks in Zeitscheiben, es bietet eine Kapselung für Schnittstellen,
2.6 Betriebssysteme 65
verwaltet den Arbeitsspeicher und regelt den Zugriò auf Festspei-
chermedien über ein Dateisystem.
Abbildung 2.10 stellt den Unterschied zwischen beiden Ansätzen dar. Aus
der Abbildung wird auch ersichtlich, dass ein (vollständiges) Betriebssystem,
bedingt durch seinen Funktionsumfang, ungleich höhere Anforderungen an
Prozessor und Speicherausbau eines Systems stellt.Eine imUmfeld eingebette-
ter Systeme o genutzte Alternative sindRTOSs.Diese Systeme unterliegen ei-
nem gewissenDeterminismus11 und erlauben daher die Bearbeitung vonAuf-
gaben innerhalb vorgegebener zeitlicher Schranken.Dieser Umstand triù auf
eine Vielzahl eingebetteter Systeme zu, die auf bestimmte Ereignisse in einer
festgelegten Zeitspanne reagieren müssen. Traditionell sind RTOS trotz ver-
gleichbarerGrundarchitektur kompakter als vollständige Betriebssysteme und
daher auch für eingebettete Systememit eingeschränkten Ressourcen einsetz-





















Abbildung 2.10: Schichtenmodelle zum Vergleich der Ansa¨tze bei verschiedenen
Betriebssystemen
2.6.2 Firmware
Im bisherigen Text wurde bereits mehrfach der Begriò Firmware verwendet,
ohne dessen Bedeutung zu erläutern. Der IEEE-Standard 1275-1994 [94] de-
ûniert Firmware als die ROM-basierte Soware, die einen Computer in der
11Sogenannte harte und weiche Echtzeitbedingungen, siehe z.B. [Mar08, Kapitel 4 ab Seite 135].
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Zeit zwischen dem Einschalten und dem Start des primären Betriebssystems
kontrolliert.
Imweiteren Sinne, und besonders inVerbindungmit eingebetteten Systemen,
wird die gesamte, im nichtüchtigen Speicher abgelegte Soware als Firmware
bezeichnet. In diesem Fall kann es sich also um ein vollständiges Betriebssys-
tem, ein RTOS oder „Main-Loop“-Soware handeln. Der Begriò ûndet auch
Anwendung, wenn der vom Endnutzer nicht veränderbare Teil der System-
soware adressiert wird – beispielsweise im Kontext von Mobiltelefonen oder
Tablet-PCs. Hier kann der Nutzer zusätzliche Soware12 im Flash-Speicher
hinterlegen, während die restlichen Sowareteile nicht zugänglich sind.
In dieser Arbeit wir der Begriò Firmware bewusst an Stellen genutzt, wo er in
seiner unscharfen Bedeutung auch im allgemeinen Sprachgebrauch Anwen-
dung ûndet undmit seiner Benutzung kein Bedeutungsverlust einhergeht.
2.6.3 Anforderungen an den Softwareentwurf
Soware hat inzwischen einen wesentlichen Anteil am Gesamtsystem und
dient nicht selten als zusätzliches Funktionsmerkmal. Daher nimmt die So-
waretechnik (engl. soware engineering) – also das ingenieurmäßige, sorg-
fältig geplante, gesteuerte Vorgehen beim Sowareentwurf – einen zentralen
Platz beim Entwurf eingebetteter Systeme ein.Der Entwurfsprozess von So-
waresystemen lässt sich bei hinreichenderAbstraktionwieder im Rahmen des
V-Modells abbilden (Abbildung 2.11 auf der nächsten Seite). Die Methoden
und Werkzeuge für den Sowareentwurf werden in der Fachliteratur unter
dem Begriò Computer-Aided Soware Engineering (CASE) [SN92; Bal00] zu-
sammengefasst.
Wie bei digitalenHardwaresystemen sind Test undVeriûkation von Soware-
systemen in der Regel nicht vollständig und der Nachweis von Fehlerfreiheit
nicht durchführbar [HT10]. Daher sind die korrekte Erfassung und Model-
lierung der Anforderungen von besonderer Bedeutung. Im Sowareentwurf
dominieren objektorientierte Ansätze. In der SpeziûkationsphasewerdenMe-
thoden der objektorientierten Programmierung wie Objekte, Attribute, Ope-
rationen, Assoziation undAggregation für die objektorientierte Analyse (OOA)
12Meist als App (vom engl.Application) bezeichnet.
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Abbildung 2.11: Entwurfsfluss bei der Softwareentwicklung
genutzt. Mit Hilfe des objektorientierten Designs (OOD), dt. objektorientierter
Entwurf, lässt sich ein OOA-Modell unter technischen Gesichtspunkten ver-
feinern, sodass im Anschluss eine Implementierung möglich ist. Beide Kon-
zepte ûnden bei der Anforderungsanalyse, der Speziûkation und der Partitio-
nierung Anwendung. Weiterhin wird im Sowareentwurf explizit zwischen
der Datenhaltung, der (Benutzer-) Schnittstelle und der Verteilung von An-
wendungen auf verschiedene Systeme unterschieden. Auch bei Soware ist
dieWiederverwendung vorhandener Funktionalität („Re-Use“) ein bewährtes
Konzept mit verschiedenen Ausprägungen von kleineren Quellcodesequen-
zen bishin zu komplexenKlassenbibliotheken.Nachder Implementierungder
einzelnen Komponenten erfolgt deren Test, wobei das Finden und Beseitigen
von Fehlern als Debuggen oder Debugging bezeichnet wird. Der formale Test
von Soware ist zwar möglich [HT10], beschränkt sich jedoch auf sehr kleine
Codesequenzen.VerbreiteteMethoden sind die statische Codeanalyse, bei der
Werkzeuge den Quellcode analysieren und nach Fehlern durchsuchen, und
sogenannte Unittests, bei denen Sowaremodulemit klar deûnierten Schnitt-
stellen überprü werden. Dazu erfolgt die Stimulation des Moduls und an-
schließend derVergleich der Ergebnissemit dem erwartetenVerhalten. Einen
Überblick über geeignete Werkzeuge gibt beispielsweise Luithardt [LGS13].
Zusammen mit dem Test kann auch die Veriûkation der Komponenten er-
folgen. Anschließend folgen Integration und Systemtest.
Im Gegensatz zu Leiterplatten und nicht programmierbaren digitalen Schalt-
kreisen ist die Veränderung von Soware auch nach der Auslieferung noch




Die Aktualisierung umfasst die Erweiterung der Funktionalität.Das geschieht
entweder zur Anpassung oder Erweiterung der Systemfunktionen (adaptive
maintenance) oder zuVerbesserung von Stabilität,Geschwindigkeit undWart-
barkeit (perfectivemaintenance). Bei der Reparatur hingegenwerden Fehler in
der Implementierung beseitigt (correctivemaintenance).
2.7 Zusammenfassung und Diskussion
DasKapitel führt in die für denAufbau eingebetteter rekonûgurierbarer Syste-
me relevanten Forschungsfelder – eingebettete Systeme, Betriebssysteme, Pro-
grammable Logic Devices,mit Schwerpunkt FPGAs und run-timeReconûgu-
ration – ein. Problematisch bei der zusammenfassenden Betrachtung ist die
indiòerente Begriòswelt innerhalb wie auch zwischen den einzelnen Domä-
nen, die von unscharfen Begriòsdeûnitionen und Mehrdeutigkeiten geprägt
ist. In den überlappenden Bereichen der einzelnen Gebiete führt dies auch in
Fachartikeln zu bisweilen schwer verständlichen oder gar inkorrekten Inter-
pretationen bestimmter Sachverhalte. Daher erfolgt im gesamten Kapitel die
Deûnition von Begriòen, wie sie im Rahmen dieser Arbeit verstanden und
verwendet werden. Weiterhin fasst das Kapitel die verschiedenen Teilgebiete
im Hinblick auf den Systementwurf und damit verbundene Entwurfsabläufe
zusammen.
Mit dem V-Modell existiert eine allgemein anerkannte Methodik auf höchs-
temAbstraktionsniveau.Dennoch kommt derAutornach derBetrachtung be-
kannter und allgemein anerkannterVorgehensmodelle für den Systementwurf
zu dem Schluss, dass es derzeit kein geschlossenes Modell oder Werkzeug für
den durchgängigen Entwurf komplexer, inhomogener Systeme von der Spe-
ziûkation zum Produkt gibt. Vielmehr ist es notwendig, für jede Teilkompo-
nente eines Systems einer ihr angemessenen Entwurfsmethodik zu folgen und
diesemit dazu geeignetenWerkzeugen umzusetzen.
Daher erörtert der Autor in Anlehnung an die genutzte Fachliteratur und
ergänzend zum dort dargestellten Vorgehen für jeden Teilaspekt einen typi-
































Abbildung 2.12: Zusammenfassung der einzelnen Entwurfsabla¨ufe
schen Entwurfsablauf, der domänenspeziûsche Aspekte einbezieht. Aus die-
sem Ansatz heraus ergibt sich die in Abbildung 2.12 dargestellte Vorgehens-
weise für den Entwurfsuss bei eingebetteten heterogenen rekonûgurierba-
ren Systemen. Der erste Schritt besteht dabei in der Überführung der (infor-
mellen)Anforderungsbeschreibung in eine konsistenteundmöglichst formale
bzw. formalisierte Speziûkation des Gesamtsystems13. Der Begriò Gesamtsys-
tem meint hier ein eingebettetes System bestehend aus Hardware (inklusive
rekonûgurierbarem Modul (RM)), Betriebssystem und Anwendungssoware.
Eine ausführbare Speziûkation als Systemmodell (z.B. mit SystemC) erscheint
in dieser Phase nicht realisierbar, da die Ein- und Ausgabeparameter ebenso
wie dieÜbergangsfunktion zu komplex ausfallen.Der nächste Schritt ist daher
die Partitionierung des Systems in Hardware und Soware.Die Aueilung er-
folgt in den meisten Fällen aufgrund von Erfahrungswerten der beauragten
Entwerfer oder durch Vorgaben, die sich aus der Speziûkation ergeben. Ba-
13z.B. in Form eines Pichtenhees
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sierend auf dieser grundsätzlichen Entwurfsentscheidung können nun die be-
kanntenAbläufe für die dreiDomänen Leiterplattenentwurf, Sowareentwurf
und Entwurf dedizierter Hardwarekomponenten genutzt werden. Die Bear-
beitung erfolgt dabei weitgehend parallel. Soware undModule der digitalen
Hardware können durch Simulation getestet und veriûziert werden. Bereits
vor der Fertigstellung der endgültigen Hardwareplattform (bestückte Leiter-
platte) sindmit Hilfe von geeigneten (o kommerziell verfügbaren) Entwick-
lungsboards auch Emulationen möglich. Abschließend erfolgen Integration,
Test und soweit möglich Veriûkation des Gesamtsystems. Diese können sich,
aufgrund der Möglichkeit rekonûgurierbare Logik und Soware auch nach
der Auslieferung des Systems noch zu verändern, über den gesamten Lebens-
zyklus erstrecken.Dieser (nicht unumstrittene Ansatz)wird besonders bei un-
kritischen Anwendungen gern genutzt.
Wie für alle anderen Entwurfsmodelle gilt auch hier, dass der dargestellte di-
rekte Ablauf (Top-Down) idealisiert ist.Wie sich in denweiteren Kapiteln zei-
gen wird, erfolgen viele Entwurfsschritte itterativ und der gesamte Entwurfs-





Bereits in Abschnitt 1.2 wurde auf das Potential rekonûgurierbarer Hard-
waresysteme hingewiesen. Kapitel 2 erarbeitete darauf aufbauend notwendi-
ge Grundlagen für den Entwurf solcher Systeme. In diesem Kapitel werden
nun heterogene rekonûgurierbare Systeme eingeführt, erläutert und disku-
tiert. Schwerpunkt der Einführung sind Systemarchitekturen und Entwurfs-
konzepte.Dabei werden aufbauend auf dem Stand der Technik neue Betrach-
tungsweisen eingeführt, die das Systemverständnis weiter vertiefen.
3.1 Begriffserkla¨rung und
Systemarchitekturen
Wie bereits mit dem Entwurfsuss in Abschnitt 2.7 angedeutet, erweitern re-
konûgurierbare Schaltkreise die Möglichkeiten für die Architektur und den
Einsatz von Rechnersystemen. Die Kombination aus General Purpose Proces-
sor (GPP) und programmierbarer Logik erlaubt im Idealfall die Nutzung der
Vorteile beider Architekturen. Es hat sich jedoch gezeigt, dass rekonûgurier-
bareModule besonders für die Anwendung vieler Berechnungen auf kleinen
Datenmengen oder für einfache Berechnungen auf großen Datenmengen ge-
eignet sind [BAK96]. Für die Umsetzung des Kontrollusses eines Algorith-
mus eignen sich konventionelle Prozessoren besser. Daher ûndet man häuûg
dieKombination eines Prozessors und eines RMs, beispielsweise eines FPGAs.
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Diese Klasse von Systemen wird auch als hybride Hardwaresysteme oder hete-
rogene Hardwaresysteme bezeichnet. Für diese Arbeit wird der Begriò hetero-
gene rekonûgurierbare Systeme (hrS) genutzt. (siehe [Koc02])
Allgemein besteht ein heterogenes rekonûgurierbares System aus einem oder
mehreren Prozessoren, einem oder mehreren RMs1 sowie allen weiteren be-
nötigten Komponenten zum Aufbau eines Systems (vgl. Abschnitt 2.3.1). O-
mals erfolgt eine Unterscheidung der Systeme nach dem Grad der Kopp-
lung zwischen RM und Prozessor. Die entstehenden Systemarchitekturen äh-
neln daher solchen aus dem Bereich der parallelen Rechnerarchitekturen
(vgl. [Ben+08]). Eine detaillierte Darstellung möglicher Architekturkonzep-
te erfolgte durch K.Compton und S. Hauck [CH02].Diese Darstellung wurde
durch T. J.Todman erweitert [Tod+05]. Im deutschsprachigen Raum hat sich
A. Koch mit dem Gebiet auseinandergesetzt [Koc04]. Den Ausführungen ist
gemein, dass sie sich weitgehend an der Erweiterung von Workstations oder
PCs orientieren undWerkzeuge zur Erstellung von Bitströmen für FPGAs dis-
kutieren. Betrachtungen mit Bezug zu eingebetteten Systemen erfolgen daher
in Abschnitt 3.3. Zur Einführung in diehematik werden die in Abbildung 3.1









































Abbildung 3.1: Systemarchitekturen fu¨r heterogene rekonfigurierbare Systeme
1Geeignet ist jedes reversibel programmierbare PLD. Häuûg kommen aber FPGAs zum Einsatz.
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Architektur 1 Die loseste Form der Kopplung ist ein extern an das Sys-
tem angebundenes (re-) konûgurierbares Modul. Diese Module sind in ihrer
Ausführung meist eigenständige Systeme mit eigener Peripherie (RAM, Dis-
play, I/O-Ports), Stromversorgung und Schnittstellen zur Umwelt und können
nahezu beliebige Ausmaße (mehrere FPGAs) haben. Ihr Einsatz umfasst bei-
spielsweise Prototyping- und Emulationsaufgaben. Für die direkte Unterstüt-
zung von Prozessoren bei Berechnungen sind sie hingegen nicht konzipiert.
Entsprechend gering ist die Leistungsfähigkeit der Kommunikationsverbin-
dung mit dem Hostsystem (z.B. JTAG, RS232, Ethernet). Eine häuûge Rekon-
ûguration durch die auf demProzessor ausgeführte Soware ist nicht vorgese-
hen bzw. sinnvoll. Ein typisches Beispiel für diese Form der Architektur sind
die Referenzboards der verschiedenen FPGA-Hersteller.
Architektur 2 Eine weit verbreitete Form der Kopplung ist die Nutzung
von Peripheriebussen für dieAnbindung vonRMs. IhreweiteVerbreitung ver-
dankt dieseArchitektur der gutenBalance vonmechanischen und technischen
Vor- und Nachteilen. Vorteile sind die technischen Parameter der Bussyste-
me (Bandbreite, Latenz), die weitgehende Standardisierung der Schnittstellen
und der damit verbundenen Bauteile sowie die Verfügbarkeit von IP-Cores
und Soware für die Kommunikation. Moderne FPGAs bieten zusätzlich Un-
terstützung für gängige Peripheriebusse (z.B. PCI, PCIe) in Form von dedi-
zierten Hardwareblöcken. Die Kapazität der RMs ist im wesentlichen abhän-
gig vonmechanischen und thermischen Gegebenheitenwie Platzangebot und
Abwärmetransport.Wesentlicher Nachteil dieser Form der Kopplung sind die
im Vergleich zu den nachfolgend beschriebenen Formen begrenzten Daten-
raten und die Latenz der Bussysteme. Daher eignen sich Attached Processing
Units für Aufgaben, die der Datenrate des verwendeten Peripheriebusses und
der Latenz angepasst sind. Am Markt gibt es verschiedene Lösungen in Form
von Steckkarten für PCI, PCIe oder auch Universal Serial Bus (USB).
Architektur 3 Bei der nächsten Architekturstufe wird das RM als weite-
rer Prozessor betrachtet.Das entstehende System gleicht in seinerArchitektur
einem Multiprozessorsystem, wobei Prozessor und RM parallel an möglichst
unabhängigen Aufgaben arbeiten. Die Kommunikation mit weiteren Prozes-
soren oder RMs erfolgt über Systembusse, derenDatenratemeist höher ist als
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die der Peripheriebusse, bei gleichzeitig geringerer Latenz. Die aktuelle Ent-
wicklung auf dem Gebiet der Multiprozessorsysteme begünstigt diese Archi-
tekturweiter. Prozessoren verfügen über dedizierte Schnittstellen zuNachbar-
prozessoren2, die eine schnelle und eõzienteKommunikation sowie hohe Da-
tenraten in Multiprozessorsystemen erlauben. Aktuelle FPGAs unterstützen
einige dieser dedizierten Peripheriebusse in Hardware [Mac07] oder als IP-
Core3. Somit kann diese Architektur bereits als eng gekoppelt betrachtet wer-
den.DieKapazität des RMs ist üblicherweise auf einen Schaltkreis beschränkt,
obwohl auch komplexere Architekturen realisierbar sind.
Architektur 4 EineweitereAnnäherung des RMs an dieCPUwird erreicht,
wenn das RM als Co-Prozessor ausgeführt ist, wobei Prozessorkern und RM
über einen dedizierten Kanal (z.B. einen Prozessorbus) kommunizieren. In
diesem Fall bietet sich die Integration auf einem Modul oder in einem SoC
an [Put09]. Der Co-Prozessor übernimmt komplexe Aufgaben, die er auf-
grund von Spezialisierung eõzienter abarbeiten kann als die CPU.Durch die-
se Selbstständigkeit verringert sichdernotwendigeKommunikationsaufwand,
da der Prozessor Daten an das RM übergibt und erst nach Ende der Bearbei-
tung über das Ergebnis informiert wird. Nach [Koc02] kommunizieren CPU
und Co-Prozessor über einen gemeinsamen Speicher. Um Inkonsistenzen oh-
ne aufwändige Synchronisation zu vermeiden, nutzen beide Einheiten den
Speicher quasi-exklusiv.
Architektur 5 Die engste Form der Kopplung stellen Systeme dar, bei de-
nen das RM direkt in die CPU integriert ist. Anwendung ûndet diese Archi-
tektur, wenn beispielsweise einzelne Befehle zur schnelleren Abarbeitung in
Hardware ausgeführtwerden und diese auch imNachhinein veränderbar blei-
ben sollen. Das RM ist als weitere arithmetisch-logische Einheit (ALU) direkt
in den Datenpfad des Prozessors integriert. Der Datenaustausch erfolgt über
interne Register. Daher ist die Kommunikation zwischen Prozessor und RM
sehr schnell, aber aufwenige Byte begrenzt.Die physischeGröße des RMs un-
terliegt ebenfalls starken Beschränkungen.
2z.B. AMDHyperTransport und Intel QuickPath Interconnect
3z.B. Xilinx QuickPath Interconnect IP
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Architektur 6 Durch die steigende Integrationsdichte und die daraus fol-
gendeVerfügbarkeit vonmehr Funktionalität pro Chip-Fläche gewann in den
letzten Jahren eineweitere Architektur enorm an Bedeutung. Hier ist der Pro-
zessorkern direkt in die rekonûgurierbare Logik des RMs integriert, entweder
als Hardmakro oder als Socore. Die Verbindung mit der ihn umgebenden
rekonûgurierbaren Logik erfolgt über Prozessorbusse mit geringer Latenz. Je
nach Ausführung wird ein Teil des FPGAs für den Prozessor und seine Peri-
pherie verwendet, was die nutzbare Menge an Logikgattern beeinusst. Die-
se Architektur wird in der Literatur auch als Programmable System-on-Chip
(PSoC) bezeichnet. PSoCs ähneln der 4. Architektur, da sich innerhalb des
RM weitere rekonûgurierbare Funktionseinheiten umsetzen lassen. Bekann-
te Architekturen sind die Virtex-FPGAs (II Pro, 4 und 5) von Xilinx [Xil08i;
Xil08f; Xil08h] mit integrierten PowerPC-Kernen, die Zynq-Serie von Xilinx
mitARM-Kernen [Xil12f] sowieUmsetzungenmit den So-CoresMicroBlaze
[Xil08b], NIOS II [Alt10] oder Leon [Pro].
Verteilte Architekturen Diese Art der Architektur ûndet in der klas-
sischen Betrachtung nach [CH02; Tod+05; Koc04] keine Berücksichtigung.
Ausgehend von derÄhnlichkeit der soeben vorgestellten Systemarchitekturen
mit den Konzepten bei parallelen Rechnersystemen ist es naheliegend, auch
Ansätzen verteilter Rechnersysteme zu betrachten. In der vorliegendenArbeit
fanden diese Konzepte jedoch keine Anwendung, da sie für eingebettete Sys-
teme derzeit noch nicht von Interesse sind. Daher werden sie an dieser Stelle
nicht weiter betrachtet und lediglich der Vollständigkeit halber genannt.
3.2 Vertiefung der Systemarchitekturen
Bei den Systemlevel-Architekturen nach [CH02; Tod+05; Koc04] wird keine
explizite Unterscheidung nach Konûguration, Kommunikation oder Daten-
uss vorgenommen. Kommunikationskonzepte und deren architektonische
Umsetzung verschwinden durch die Abstraktion komplett. Auch eine Tren-
nung zwischen Kommunikation und Konûguration erfolgt nicht. Aus Sicht
des Entwurfsusses (vgl.Abschnitt 2.7) sind diese Fragen jedoch bereits in der
Speziûkationsphase zu berücksichtigen, da sie Einuss auf verschiedene nach-
folgende Entwurfsphasen in den dreiDomänen haben.Daher erfolgt an dieser
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Stelle eine vertiefende Diskussion der Architekturen in Hinblick auf Kommu-
nikation, Datenaustausch und Konûguration.
3.2.1 Kommunikationsarchitekturen
Position und Aufgabe des RM im Datenpfad der Zielapplikation beeinussen
direkt dieKommunikationsarchitektur zwischen RM und Prozessor.Dabei ist
in erster Linie entscheidend, dass der notwendige Datenaustausch in der dafür
vorgesehenen Zeit erfolgen kann. Maßgeblich dafür sind die zu übertragende
Datenmenge und die verfügbare Bandbreite zwischenHostprozessor undRM.
Müssen beide lediglich einfache Statusinformationen und Konûgurationsda-
ten austauschen, ist eine schmalbandige Verbindung meist ausreichend, was
nach Abschnitt 3.1 Architekturen mit loser Kopplung entspricht. Eng gekop-
pelte Systeme verfügen hingegen über Verbindungen mit höherer Bandbreite
und geringer Latenz, was eine schnellere Datenübertragung ermöglicht.
Abbildung 3.2 auf der nächsten Seite stellt die möglichen Kommunikations-
architekturen dar. Zum einen kann das RM einen Datenstrom verarbeiten,
während es mit dem Hostprozessor nur Status- und Konûgurationsdaten aus-
tauscht (Abbildung 3.2, links). Dies entspricht der expliziten Aueilung von
Daten- und Kontrolluss nach [BAK96]. Es erlaubt eineminimale Auslegung
der Verbindung (Anzahl der Leitungen), wenn diese für Konûgurations- und
Statusinformationen verwendet werden kann. In allen anderen Fällen tau-
schen RM und Hostprozessor Daten mit bestimmten Anforderungen an die
Datenrate oder die Latenz aus. Wie aus dem rechten Teil von Abbildung 3.2
auf der nächsten Seite ersichtlich, ergeben sich dann fünf verschiedene Archi-
tekturen:
• Datenein- und -ausgang über den Hostprozessor,
• Datenein- und -ausgang über das RM,
• Dateneingang über RM und Datenausgang über den Hostprozessor,
• Dateneingang über Hostprozessor und Datenausgang über das RM so-
wie
• Datenein- und -ausgang über Hostprozessor und RM.
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Auch in diesen Fällen ist die parallele Nutzung der Kommunikationsverbin-
dung für Status- und Konûgurationsdaten möglich (vgl. Umsetzung in Ab-
schnitt 6.4). In der Mehrzahl der Fälle wird es jedoch dedizierte Verbindun-
gen für Status- und Konûgurationsdaten geben, da die kombinierte Nutzung















Abbildung 3.2: Position und Aufgabe des RM im Datenpfad
3.2.2 Datenaustausch
Ausgehend von den Systemarchitekturen und den soeben aufgezeigten Kom-
munikationsarchitekturen erfolgt nun die Diskussion einiger Konzepte zum
Datenaustausch zwischen Hostprozessor und RM. Aufgrund der Verwandt-
scha der heterogenen rekonûgurierbaren Systeme mit parallelen und ver-
teilten Rechnersystemen lassen sich die Ansätze aus diesem Bereich (siehe
z.B. [Ben+08]) auch auf hrS übertragen. Die möglichen Architekturen wer-
den durch den jeweiligen Grad der Kopplung beeinusst. Grundsätzlich sind
jedoch die drei in Abbildung 3.3 auf der nächsten Seite dargestellten Konzepte
von Bedeutung:
• der Datenaustausch über eine Punkt-zu-Punkt Verbindung,
• der Datenaustausch über eine Busarchitektur und
• der Datenaustausch über gemeinsamen Speicher.

























Abbildung 3.3: Konzepte zum Datenaustausch zwischen Hostprozessor und RM
Jedes Konzept erfordert die Synchronisation von Hostprozessor und RM.Da-
für werden in [BB04] drei Varianten vorgeschlagen. Zum einen kann die Be-
arbeitung im RM für die Soware auf dem Hostprozessor als blockierendes
Lesen (blocking read) erscheinen.Dann ist der Prozess jedoch für die Ausfüh-
rungszeit des RMs angehalten. Die zweite Möglichkeit sind So- oder Hard-
warepolling, wobei letzteres nicht immer zur Verfügung steht. Beim Sowa-
repolling, z.B. realisiert durch Semaphoren oder Locks, werden zusätzliche
Bearbeitungszyklen für das Prüfen der Sperren verwendet. Bei der drittenVa-
riante löst das RM nach Abschluss der Bearbeitung einen Interrupt aus. Das
kann bei sehr kurzenBearbeitungszeiten imRM zu einer hohen Interrupt-Last
auf dem Hostprozessor führen.
Punkt-zu-Punkt Verbindung Bei einer direkten Verbindung von Host-
prozessor und RM (siehe Abbildung 3.3a) können die Art der Verbindung so-
wie dasKommunikationsprotokoll und damit der benötigte Aufwand beliebig
variiert werden. Dem Vorteil der hohen Flexibilität stehen der gegebenenfalls
notwendige Aufwand bei der Implementierung und hardwareseitigen Umset-
zung gegenüber. Es muss ein für den Hostprozessor (z.B. in Soware) ebenso
wie für dass RM (z.B. als IP-Core) geeignetes Kommunikationsprotokoll im-
plementiertwerden.Zudem ist auf der Leiterplatte der Platzbedarf für die not-
wendigenVerbindungen zu berücksichtigen.Der Transfer vonDaten aus dem
3.2 Vertiefung der Systemarchitekturen 79
Systemspeicher führt immer über den Hostprozessor. Dies muss nicht unbe-
dingt von Nachteil sein, da der Hostprozessorwesentlich exibler auf verteilte
oder irreguläre Datenstrukturen im Speicher zugreifen kann, als die program-
mierbare Logikeinheit.Allerdings sollte das RM für speicherintensive Berech-
nungen über einen eigenen RAM verfügen.
Busarchitekturen Die Verwendung einer Busarchitektur zur direkten
Kommunikation zwischen Hostprozessor und RM ist sehr häuûg anzutref-
fen (vgl. Abbildung 3.3b auf der vorherigen Seite). Sie betriù lose gekoppel-
te Systeme, bei denen ein Peripheriebus verwendet wird, ebenso wie eng ge-
koppelte und integrierte Architekturen, bei denen der Datenaustausch über
einen Prozessorbus erfolgt. In jedem Fall muss im RM die benötigte Logik zur
Umsetzung des auf dem Bus verwendeten Kommunikationsprotokolls imple-
mentiert sein,was zusätzlicheRessourcen erfordert. In vielen Fällen sind diese
Logikteile als IP-Core oder Hardmakro verfügbar, so das der zusätzliche Auf-
wand bei der Implementierung überschaubar ist. Bei lose gekoppelten Archi-
tekturen hat das RM keinen Zugang zum Systemspeicher. Außerdem ist die
Kommunikation zwischen Hostprozessor und RM aufgrund geringer Daten-
raten und hoher Latenz teuer. Daher sollte für datenintensive Anwendungen
zusätzlicher, direkt durch das RM erreichbarer Speicher zurVerfügung stehen.
Kommunizieren RM undHostprozessor über einen Systembus direkt mitein-
ander, empûehlt sich auchhier ein zusätzlicher Speicher,wenndas RMgrößere
Datenmengen verarbeiten muss.
Gemeinsamer Speicher Das dritte Konzept sieht den Austausch von Da-
ten über einen gemeinsamgenutzten Speicher vor (Abbildung 3.3c auf der vor-
herigen Seite). Dieser Speicher kann ebenso der Systemspeicher wie ein ex-
klusiver Speicher sein. In jedem Fall haben RM undHostprozessor Zugriò auf
den gemeinsamen Speicher und tauschenDaten über diesenWeg aus. Greifen
die Kommunikationspartner über einen Bus auf den Speicher zu, entspricht
dies4 grundsätzlich der soeben erläuterten Busarchitektur.AlsAlternative bie-
tet sich ein Speicher mit getrennten Ports für Hostprozessor und RM an, was
allerdings aus Sicht der Leiterplatte einen erheblichen Mehraufwand bedeu-
tet. Gemeinsamer Speicher erlaubt auf eõziente Weise den Austausch auch
4Ausgehend von den Anforderungen an dieHardware
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großerDatenmengen.Diesem augenscheinlichenVorteil stehen jedoch diver-
seNachteile entgegen.Der Speicherinhalt sollte eine reguläre Struktur aufwei-
sen, die sich aus demRMheraus einfach nutzen lässt.Außerdemmuss dieKo-
härenz und Konsistenz des Speicherinhaltes sichergestellt werden, was einen
zusätzlichen Aufwand bei der Implementierung nach sich zieht. Das Kohä-
renzproblem bei der gemeinsamen Nutzung des Systemspeichers entsteht aus
der Tatsache heraus, dass moderne Prozessoren meist über integrierte Caches
verfügen, die Teile des RAMs aus Geschwindigkeitsgründen zwischenspei-
chern.Wie bei Multiprozessorarchitekturen erfordert die Synchronisation der
Caches mit dem Speicherinhalt zusätzlichenAufwand [Ben+08]. Ein exklusiv
zum Datenaustausch genutzter Speicher wird meist ohne zusätzlichen Cache
angebunden. Trotzdem muss eine Zugriòssicherung erfolgen, um gleichzeiti-
ges Lesen/Schreiben zu verhindern.Dies kann in Hardware erfolgen, etwa bei
Dualport-RAM. Alternativen sind bekannte Synchronisationsverfahren wie
Locks, Semaphoren oder Monitore.
Eine qualitative Analyse einiger der vorgestellten Architekturen präsentieren
Kalte et. al. [KPR04].DieAutoren versuchen, dieAuswirkungen derKopplung
zwischen Prozessor und RM auf die Leistungsfähigkeit des Gesamtsystems zu
analysieren. Dazu modellieren sie die Kommunikation für verschiedene Ein-
bettungsvarianten. Im Speziellen werden Modelle für
• die Datenpfad-Kommunikationskosten,
• die CPU-Bus-Kommunikationskosten und
• die PCI-Bus-Kommunikationskosten
vorgestellt. Die Ergebnisse der Analyse von Kalte et. al. entsprechen den Er-
wartungen aus den Architekturbeschreibungen und untermauern somit die
dargelegten Varianten.
3.2.3 Konfigurationsarchitekturen
Wie dieKommunikation inAbschnitt 3.2.2 erfordern auch dieKonûgurations-
strategien bereits in frühen Entwurfsphasen Berücksichtigung, da sie durch-
aus einen signiûkantenAnteil andenRessourcen eines Systems benötigen.Da-
bei sind vier Punkte von Bedeutung:
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• der Speicherort der Konûgurationen,
• die Erreichbarkeit der Konûgurationsspeicher,
• die Art der (Re-) Konûguration und
• die gewünschte Konûgurationsgeschwindigkeit.
Alle der in Abschnitt 3.1 beschriebenen Architekturen können die Rekonû-
guration des RMs unterstützen. Ausgehend von der Begriòsdeûnition in Ab-
schnitt 2.5.1 fallen die Architekturvarianten eins bis fünf in die Klasse der
dynamisch-partiell rekonûgurierbaren Systeme, da der Hostprozessor (und
damit das System) auch während der Rekonûguration verfügbar ist. Bei Va-
riante sechs kann das gesamte RM durch vollständige Rekonûguration ange-
passtwerden,während durch dynamisch-partielle Rekonûguration auch Teile
des RMs im Betrieb veränderbar sind. Aufgrund dessen werden die Formen
der RTR bei hrS immer aus Sicht des RMs benannt.5
Abbildung 3.4 auf der nächsten Seite stellt einige grundsätzliche Beziehungen
zwischen Hostprozessor, RM und Konûgurationsspeicher dar und illustriert
die zwei Kernpunkte für die Konûgurationsarchitektur:
• Woher bezieht das RM seine Folgekonûgurationen und
• wie wird eine neue Konûguration zum System übertragen?
Im Bild wird zwischen Konûgurationen unterschieden, die von außen in das
System gebrachtwerden (neue Konûguration) und solchen, die bereits im Sys-
tem gespeichert sind. Ein Sonderfall, der jedoch ebenfalls mit abgedeckt ist,
ergibt sich dann,wenn neue Konûgurationen durch Soware erzeugtwerden,
die auf demHostprozessor ausgeführtwird [Ket09].Diese kommen nicht von
außen in das System,müssen aber ggf. gespeichert werden.
Ein Systemkann entweder über einen separaten Speicher fürKonûgurationen
verfügen, oder aber ein anderes, verfügbares Speichermedium nutzen. Erste-
res bedeutet einen zusätzlichenRessourcenbedarf (Speicher-IC, Leiterbahnen,
Pins an den ICs), bietet aber eventuell aus strategischer oder architektonischer
Sicht einen Vorteil oder ist aufgrund der Systemarchitektur unumgänglich.
Die parallele Verwendung vorhandener Ressourcen erscheint als eõzienteste
5Somit steht beispielsweise vollständige Rekonûguration dafür, dass das RM gestoppt, rekonû-
guriert und gestartet wird.





















































Abbildung 3.4: Grundsa¨tzliche Beziehung zwischen Hostprozessor, RM und Kon-
figurationsspeicher
Lösung für die permanente Speicherung der Konûguration im System, muss
aber durch dieHard- und Sowarearchitektur unterstütztwerden. Ist eine per-
manente Speicherung nicht notwendig, stellen externeMedien, die beispiels-
weise über eineNetzwerkverbindung oder Peripheriebusse erreichbar sind, ei-
ne Alternative dar. In diesem Fall erscheint eine Konûguration aus Sicht des
Systems immer als neue Konûguration.
In Abbildung 3.4 ist zu erkennen, dass das RM entweder direkten Zugriò auf
den Konûgurationsspeicher hat oder die Konûguration über den Hostpro-
zessor an das RM übertragen wird (blaue Verbindungen). Der Hostprozes-
sor kann die Konûguration aus einem lokalen Speicher beziehen oder sie ge-
nerieren. Außerdem ist es möglich, neue Konûgurationen von außerhalb des
Systems direkt oder unterVerwendung desHostprozessors in das RM zu spie-
len.
Im Bild türkis dargestellt sind die Verbindungen, über die eine neue Konû-
guration in den lokalen Konûgurationsspeicher gelangen kann. Über eine ge-
eignete Schnittstelle (z.B. JTAG) ist ein direkter Zugriò von außen auf den
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Konûgurationsspeicher möglich. Alternativ bietet sich die Nutzung der von
außen erreichbaren Schnittstellen des Hostprozessors oder des RMs an, um
neue Daten im Konûgurationsspeicher abzulegen. Dazu müssen Hostprozes-
sor bzw.RM schreibendenZugriò auf denKonûgurationsspeicherhaben.Dar-
über hinaus muss das RM über die für das Schreiben notwendige Logik ver-
fügen. Aufgrund dieser Randbedingungen ergeben sich vier Kombinationen,
um eine Konûguration über Hostprozessor und/oder RM in den Speicher zu
schreiben:
• vom Hostprozessor direkt in den Speicher,
• vom RM direkt in den Speicher,
• vom Hostprozessor über das RM in den Speicher und
• vom RM über den Hostprozessor in den Speicher.
3.3 Architekturen fu¨r eingebettete Systeme
Die in Abschnitt 3.1 beschriebenen Architekturen sind eher auf die Erweite-
rung von Workstations oder PCs ausgelegt. Einige von ihnen ûnden sich im
Bereich der eingebetteten Systemewieder.Durch die Fortschritte bei Energie-
verbrauch, Verlustleistungsreduktion und die sinkenden Preise haben sich im
kommerziellen Umfeld FPGAs als Umsetzung für das rekonûgurierbareMo-
dul etabliert – und damit auch diemit FPGAs realisierbarenArchitekturen.
Die wohl verbreitetste Architektur bei eingebetteten Systemen ist vermutlich
dieKopplung von Prozessor und externem RM über Peripheriebusse odermit
direkter Anbindung an den Hostprozessor (vgl. Architekturen 2 und 4). Hier
können die preiswerten und ausgereienProzessoren für eingebettete Systeme
durch kleinere FPGAs mit anwendungsspeziûschen Funktionen unterstützt
werden. Außerdem lässt der Ansatz viele Freiheitsgrade bei der Umsetzung
von Kommunikations- und Konûgurationsarchitektur. Somit ûnden sich di-
verse kommerzielle Produkte, wie die AVM Fritz! Box oder die Studio Mo-
vieBox Deluxe von Pinnacle Systems. Eine Realisierung als SoM erhöht die
Flexibilität zusätzlich, da bei Pin-Kompatibilität zu weiteren Modulen ein zu-
sätzlicher Freiheitsgrad bei der Systemumsetzung entsteht.
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Die Integration eines Prozessorkerns direkt in die rekonûgurierbare Logik ist
ebenfalls bei verschiedenen Produkten anzutreòen. Die bekannten Socore-
Implementierungen [TAK06] wie NIOS II, MicroBlaze oder Leon sind nach
Bedarf skalierbar, bieten eine gute Dokumentation und ebenso guten Support.
Allerdings sind sie im Vergleich zu dedizierten Prozessoren für eingebettete
Systeme nur wenig leistungsfähig und verhältnismäßig teuer, da sie wertvolle
Logikressourcen im FPGA belegen. Sie ermöglichen jedoch die Nutzung der
Vorteile von Prozessoren bei der Umsetzung von Kontrolluss und Speicher-
zugriòen und vereinfachen das Design der Leiterplatten dahingehend, dass
nur die wohlbekannte Kombination von FPGA und Konûgurationsspeicher
notwendig ist. Da die Socores meist als abgeschlossene IP-Cores verwendet
werden, ähneln die Systeme der vierten Architekturvariante, bei der Prozes-
sorkern und Funktionsblöcke imRM über einen internen Systembus kommu-
nizieren.
Alternativ sind auch ICsmit alsHardmakro integriertemProzessor verfügbar.
Nachdem Xilinx mit der Virtex5 Serie die letzten FPGAs mit PowerPC-Kern
angeboten hatte, kommt gerade die Zynq-Architektur [Xil12f] auf, bei der zwei
ARM-Kerne zusammenmit einem rekonûgurierbaren Teil auf einemDie6 in-
tegriert sind. Hier erfolgt die Kopplung der Prozessoren und der konûgurier-
baren Logik über den AMBA™AXI7.
Als sehr gute Alternative erscheinen je nach Anforderung an die Größe des
RMs die beiden Architekturen mit enger Kopplung. Jedoch gibt es bisher kei-
ne nennenswerten kommerziellen Umsetzungen von Prozessoren für einge-
bettete Systeme mit eingebettetem RM. Dabei erscheint die Beschleunigung
einzelner Befehle oder Befehlssequenzen als geeignetes Instrument für einge-
bettete Systeme, und Projekte wie MORPHEUS [VRH09; Put09] zeigen das
Potential solcher Lösungen auf.
Ausgehend von derKombination von Prozessor undRM ergibt sich als nächs-
tes die Frage nach den weiteren architektonischen Merkmalen. Über die Po-
sition im Datenpfad entscheidet letztlich die Anwendung. Ziel sollte hier
aus Gründen der Ressourceneõzienz eine Minimierung redundanter sowie
überdimensionierter Systemkomponenten sein. Auch die Anforderungen an
6Ungehäuster Halbleiter-Chip.
7AdvancedMicrocontroller Bus Architecture™Advanced eXtensible Interface Bus (AMBA™AXI)
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dieKommunikationsarchitekturwerdenmaßgeblich durch denAnwendungs-
bereich vorgegeben. Die Verwendung etablierter Busarchitekturen und der
damit verbundenen Kommunikationsprotokolle (z.B. Direct Memory Access
(DMA)) düre jedoch den Vorteil des geringeren Implementierungsaufwan-
des haben. Leistungsabschätzungen für konkreteUmsetzungen sind aufgrund
von Standards und Speziûkationen mit mittlerem Aufwand realisierbar und
natürlich sinnvoll.
Signiûkante Freiheitsgrade ergeben sich damit durch die Wahl des Kon-
ûgurationsansatzes. Bei der Umsetzung eines statischen Systems (vgl. Ab-
schnitt 2.5.1) hat das FPGA eine Kommunikationsverbindung zum Hostpro-
zessor und einen PROM zur Speicherung der Konûgurationen.
Dieser etablierte Ansatz wird auch gern als Grundlage für vollständig rekonû-
gurierbare Systeme verwendet. Dabei schreiben Hostprozessor oder FPGA8
eine neue Konûguration in den PROM. Anschließend erfolgt ein Neustart
des FPGAs zur Aktivierung der neuen Konûguration. Zusammen mit einer
Fallback-Konûguration (vgl. Abschnitt 2.4.3) ist so auf einfacheWeise ein ro-
bustes System umsetzbar. Hinweise zu derartigen Systemen ûnden sich auch
direkt bei den FPGA Herstellern [Alt12a; HP08]. Diese Lösungen sind aller-
dings nicht besonders ressourcensparend, da ein PROM und Verbindungen
zu dessen Programmierschnittstelle benötigt werden.
AlsAlternative bietet sich für vollständig rekonûgurierbare ebensowie für dy-
namisch rekonûgurierbare Systeme das Programmieren des FPGAs durch den
Hostprozessor an. Die Konûgurationen werden in einem durch den Hostpro-
zessor erreichbaren Speicher hinterlegt und es ist nur eine Verbindung zur
Programmierschnittstelle des RMs notwendig. Damit ist diese Variante mit
deutlich weniger Ressourcenaufwand verbunden. Auch hier ûnden sich Im-
plementierungsvorschläge direkt bei den Herstellern [Xil07b; DF00; Car99;
PK06]. Allerdings ist die Umsetzung mit mehr Aufwand verbunden, da die
Konûguration vom Hostprozessor aus bedient werden muss. Die für die not-
wendige Soware vorhandenen Beispiele decken nicht alle Schnittstellen ab
undmachen daher in vielen Fällen eine entsprechende Sowareimplementie-
rung notwendig.
8Die Nutzung des RMs für Konûgurationsaufgaben bindet weitere der meist begrenzten Logi-
kressourcen (vgl. Abschnitt 6.4.3).
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Mit einem Flash-Speicher und einem geeigneten FPGA ist eine ähnliche Lö-
sung möglich, bei der sich das RM seine Konûguration direkt aus dem Flash-
Speicher lädt.Wird ein RM mit integriertem Prozessor genutzt, ist immer ein
externer Speicher notwendig, der wenigstens eine initiale Konûguration vor-
hält.
3.4 Entwurf eingebetteter heterogener
rekonfigurierbarer Systeme
Beim Entwurf von hrS kommt dem HW/SW-Codesign eine besondere Rol-
le zu, denn für die dynamischen Ansätze ist die Verfügbarkeit von Logikres-
sourcen und passenden Konûgurationen essentiell. Nach der hinreichenden
Modularisierung des Gesamtsystems werden die in rekonûgurierbarer Logik
umzusetzenden Teile festgelegt. Die Aueilung in Hard- und Soware sowie
das Festlegen von Konûgurationszeitpunkten und das Zuweisen von Konû-
gurationsressourcen kann statisch zur Designzeit des Systems erfolgen. Die-
ser Ansatz ist im Besonderen für Echtzeitbetriebssysteme geeignet, da hier
die Einhaltung von Zeitschranken und die Verfügbarkeit von Ressourcen im
Vordergrund stehen und daher die Ablaufplanung o fest zur Designzeit er-
folgt. Im Betrieb sind somit der Systeminstanz, die die Rekonûguration steu-
ert und überwacht, Reihenfolge und Zeitpunkt der Konûgurationsvorgänge
bekannt.
Ist eine statische Zuteilung der Konûgurationsressourcen nicht möglich, sind
weitere Entwurfsschritte und Maßnahmen notwendig. Denn nun sind der
kontrollierenden Systeminstanz Reihenfolge und Zeitpunkt der Rekonûgura-
tion nicht bekannt. Somit ist auch eine statische Zuteilung der Konûgurati-
onsressourcen nicht mehr möglich. Diesem Problem kann auf verschiedene
Weise begegnet werden (vgl. Abschnitt 2.5.2). Ein Ansatz ist die Bereitstellung
mehrerer PR-Module, die in verschiedene PR-Regionen passen.Dies bedeutet
jedoch einen erhöhten Ressourcenbedarf, da jedes Modul mehrfach vorhan-
den ist. Weitere Ansätze sind die Platzierung der rekonûgurierbaren Modu-
le zur Laufzeit (Relokation) oder die voll-dynamische Erzeugung der Modu-
le. Ausführliche Beschreibungen verschiedener Ansätze, die noch immer Ge-
3.5 Betriebssystem 87
genstand wissenschalicher Untersuchungen sind, ûnden sich beispielsweise
in [WB04; Wal05; PTW10; Mei10].
3.5 Betriebssystem
Heterogene rekonûgurierbare Systeme stellen nicht nur eine eigeneKlasse der
Hardwarearchitektur für eingebettete Systeme dar und erfordern erweiterte
Entwurfskonzepte, sie eröònen auch neue architektonische Ansätze bei Be-
triebssystemen. Besonderes Augenmerk gilt in der Literatur dabei dem eõ-
zienten Nutzen der rekonûgurierbaren Logik bei Systemen mit dynamischer
(dR) und im besonderen dynamisch-partieller Rekonûguration (dpR) (u. a.
[WB04; Wal05; So07; PTW10]). Aus Anwendungssicht ist es von besonde-
rem Interesse, die Komplexität bei der Verwaltung der Konûgurationen und
beim Konûgurationsvorgang an sich gering zu halten. Daher ûnden sich in
der Literatur verschiedene Ansätze zur Bereitstellung geeigneter Methoden
zur Verwaltung der Konûgurationen sowie für einfach nutzbare Konûgurati-
onsschnittstellen (u. a. [WB04;Wal05; Str05; So07; Str+09]).Weiterhin ist das
Scheduling der Konûgurationsvorgänge von Interesse, speziell im Bereich der
RTOS, aber auch bei der Nutzung klassischer Betriebssysteme (u. a. [BW03;
Wal05; PTW10]).
3.5.1 Konfigurationsstrategien
In Ergänzung zu den vorgenannten Quellen erfolgt in diesem Abschnitt eine
Betrachtung von Konûgurationsstrategien aus Sicht des Betriebssystems, wo-
bei das Hauptaugenmerk auf der Frage:
• Zu welchem Zeitpunkt kann oder muss die Konûguration erfolgen und
welche Vor- und Nachteile birgt dies?
liegt. Eine Diskussion im Kontext eines konkreten Betriebssystems erfolgt in
Abschnitt 4.5.
Die Frage nach dem Zeitpunkt ergibt sich aus Hard- und Sowarearchitektur.
Stark verallgemeinert gilt jedoch, dass die Konûguration immer dann erfolgt
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sein muss, wenn eine der Systemschichten (vgl. Abschnitt 2.6.1) die Ressour-
ce benötigt. Ist die Ressource nicht bereit oder nicht verfügbar,muss entspre-
chend gewartetwerden.Durch dieRekonûguration ändern sich ggf. die Funk-
tionen und Schnittstellen des RMs. Alle involvierten Teile des System müs-
sen mit dieserDynamik umgehen können, da es sonst zu Inkonsistenzen und
Fehlverhalten kommt. Im Sinne der Stabilität des Systems sollte auch die er-
folgreiche (Re-) Konûguration überprüwerden.Verfeinertman die Betrach-
tung möglicher Zeitpunkte mit Bezug zur System- und Sowarearchitektur,
ergeben sich vier wesentliche Konûgurationszeitpunkte.
Initiale Konfiguration (initial configuration) Ist die erfolgreiche Konû-
guration des RMsVoraussetzung für denBeginn desBootvorgangs, z.B.
bei Systemen mit im RM integriertem Prozessor, muss sie direkt beim
Einschalten des Systems (Power On) geladen werden. Daher benötigt
das RM Zugriò auf die Konûguration. EineÜberwachung des Konûgu-
rationsvorgangs hat entweder durch zusätzliche Mechanismen im Sys-
tem (z.B. Hardware-Watchdog) oder durch das RM zu erfolgen. Für
den Fehlerfall können Rettungsansätze mit Hilfe von MultiBoot oder
Fallback-Konûguration verfolgtwerden, um trotzdemZugang zum Sys-
tem zu erlangen.
Fru¨he Konfiguration (early access) Werden Funktionen des RMs bereits
in einer frühen Phase des Systemstarts (z.B. in der Initialisierungsphase
des Kernels) benötigt, bietet sich alternativ zur initialen Konûguration
eine Konûguration über den Hostprozessor mit Hilfe des Bootloaders
an.Dieser kann bereits Teile der Systemhardware (Netzwerkschnittstel-
len, Massenspeicher) in Betrieb nehmen und so Konûgurationen ver-
fügbar machen, auf die das RM nicht direkt zugreifen kann. Die Über-
wachung der Konûguration kann ebensowie die Reaktion im Fehlerfall
in Soware erfolgen, was die Flexibilität erhöht.
Konfiguration per Kernel (early OS access) DieKonûguration des RM
kann auchwährend der Initialisierungsphase des Kernels erfolgen. Ent-
weder in einer sehr frühen Startphase (early init), falls das RM eine we-
sentliche Systemkomponente ist, oder erst später im Bootprozess. Die
sehr frühe Initialisierung führt im Fehlerfall sehr wahrscheinlich zum
Fehlschlagen des Bootprozesses und damit zu einem nicht funktions-
fähigen System. In diesem Fall sind Fallback-Lösungen in Soware nur
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schwer zu implementieren. Der Ansatz sollte entsprechend kritisch be-
trachtet werden, kann sich aber trotzdem als notwendig und sinnvoll
erweisen, beispielsweisewenn der Bootloader nicht für eineKonûgura-
tion genutztwerden kann und auch die initialeKonûguration nicht ver-
fügbar ist. Erfolgt die Konûguration erst zusammen mit der Inbetrieb-
nahme weiterer Peripherie, können die gleichen Fehlerbehandlungs-
routinen greifen, die auch bei anderen Hardwarefehlern genutzt wer-
den. Hier sollte das Betriebssystem entsprechende Fallback-Lösungen
bereithalten.
Spa¨te Konfiguration (late access) Die Möglichkeit der Rekonûguration
aus dem laufenden Betriebssystem heraus düre neben der initia-
len Konûguration die wohl häuûgste Ausprägung sein. Der Übergang
vom early OS access zum late access auf Kernel-Ebene entspricht der
Nutzung eines im Betrieb ladbaren Treibers/Kernel-Moduls. Alterna-
tiv kann eine beliebige Anwendungssoware einen Konûgurations-
prozess anstoßen, wenn entsprechende Schnittstellen zur Verfügung
stehen. Die späte Konûguration bietet die größtmögliche Vielfalt an
Konûgurations-, Rekonûgurations- und Fehlerbehandlungsmöglich-
keiten. Nachteil ist die späte Verfügbarkeit des konûgurierten RMs.
3.5.2 Konfigurationsmanagement
Durch ihre Flexibilität und die vielfältigen Architekturen können heteroge-
ne rekonûgurierbare Systeme nahezu beliebig eingesetzt werden. Allerdings
hängt die eõzienteNutzung derVorteile rekonûgurierbarer Systeme direkt an
der nahtlosen Integration ins Betriebssystem.Das umfasst die Kommunikati-
onmit demRM ebensowie dieKonûguration.Wird sehr häuûg rekonûguriert
oder existieren sehr viele rekonûgurierbare Ressourcen, ist eineManagement-
funktion erforderlich, die den Zustand der RMs überwacht.
Durch dieMöglichkeit zur Rekonûguration entsteht eine zusätzlicheDynamik
im System – das RM wird ggf. neu gestartet und ändert u.U. seine Funkti-
on und/oder Schnittstellen.Diesem Umstandmüssen alle beteiligten Kompo-
nenten Rechnung tragen. Für den Zeitraum der Konûguration sind Zugriòe
auf das RM zu verhindern.Das verwendeteKommunikationssystemmuss das
kurzzeitigeVerschwinden einesKnotens unterstützen oder das RM verhindert
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die Rückwirkung der Konûguration auf das Kommunikationssystem. Nach
der Konûguration sind eventuell Initialisierungen des RMs notwendig. Das
erinnert an den im Serverbereich etablierten HotPlug-Mechanismus [KL01],
der das Wechseln von Hardware im laufenden Betrieb unterstützt. Allerdings
sind die dort verwendeten Mechanismen im Embedded-Bereich nicht immer
verfügbar, da neben dem Betriebssystem auch alle beteiligten Hardwarekom-
ponenten für HotPlug geeignet sein müssen.
Bei der Rekonûguration müssen die Systemarchitektur und die damit verbun-
denen Randbedingungen beachtetwerden. Je nach System beinhaltet dies den
korrekten Umgang mit Neustarts des RMs oder des Systems, das Laden bzw.
Entladen von Treibern/Modulen und das Bereitstellen der Konûgurationen.
Entsprechend der Feststellung, dass alle hrS Architekturen für RTR geeignet
sind (vgl. Abschnitt 3.2.3), ist eine Betrachtung von partieller und vollständi-
ger Konûguration notwendig. Systemarchitekturen, die eine Rekonûguration
ohne Neustart des Systems zulassen, bedürfen eines komplexeren Konûgura-
tionsmanagements als solche, die nach einer Konûguration neu gestartet wer-
den müssen. Dabei ist es kaum von Belang, ob das angeschlossene RM voll-
ständig, dynamisch oder dynamisch-partiell rekonûguriert wird. Sobald sich
der Zustand des RMs aus Sicht des Betriebssystems durch die Konûgurati-
on verändert, wird ein entsprechendes Konûgurationsmanagement notwen-
dig.Die grundsätzlichenManagementabläufe stehen in engerVerbindungmit
der gewählten Konûgurationsarchitektur.
Abbildung 3.5 auf der nächsten Seite stellt einen vereinfachten Ablauf der
dynamischen Rekonûguration aus Betriebssystemsicht dar. Um undeûniertes
Systemverhalten zu vermeiden,müssen alle Anwendungen, die auf den zu re-
konûgurierenden Teil des RMs zugreifen, über den bevorstehenden Konûgu-
rationsvorgang informiert werden. Anschließend gilt es, alle Treiber/Kernel-
ModulemitVerbindung zum RM zu deaktivieren. Erst jetzt kann eine Rekon-
ûguration nahezu ohne Rückwirkung auf das System erfolgen. Anschließend
ist eine Reinitialisierung aller betroòenen Systemteile notwendig, bevor das
RM mit dem neuen Systemverhalten zur Verfügung steht.
Bei Systemen mit Endo-Rekonûguration ist das RM nicht unmittelbar von
der Veränderung betroòen, da das Übertragen der veränderten Konûgurati-
on in den externen Speicher noch kein neues Systemverhalten bewirkt. Die














Abbildung 3.5: Schematische Darstellung der allgemeinen Aufgaben bei der dy-
namischen Rekonfiguration
löstwerden. Bis dahin steht das RMmit dem „alten“Verhalten zurVerfügung.
Die fehlerfreie Übertragung der Daten in den Konûgurationsspeicher sollte
durch die Soware überwacht werden. Zur Sicherheit ist die zusätzliche Um-
setzung einer Fallback-Lösung empfehlenswert. Die Daten werden bei dieser
Lösung wenigstens zwei mal im System übertragen, einmal in den Speicher
und von dort zum RM. Allerdings erlaubt die Architektur eine intensivere Si-
cherung derDatenübertragung,wenn es die sonstigen zeitlichenVorgaben für
den Konûgurationsvorgang nicht verletzt. So ist beispielsweise ein Rücklesen
derKonûgurationsdaten denkbar, um die fehlerfreieÜbertragung in den Spei-
cher sicherzustellen.
Systeme mit Exo-Rekonûguration stehen während des Konûgurationsvor-
gangs gar nicht9 oder nur eingeschränkt10 zur Verfügung. Schlägt die Über-
tragung der Konûgurationsdaten fehl, verlängert sich die Ausfallzeit entspre-
chend. Im Gegenzug werden die Daten direkt an das RM übertragen, was
9bei dynamischer Rekonûguration
10bei dynamisch-partieller Rekonûguration
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die Konûgurationszeit im Vergleich zu Systemen mit zusätzlichem Konûgu-
rationsspeicher verringern kann.
In einem System mit initial conûguration, dass ebenfalls mit Exo-
Rekonûguration arbeitet, muss zur Aktivierung des geänderten Verhaltens
ein Neustart inklusive Konûgurationsvorgang erfolgen, was den Ablauf im
Vergleich zu Abbildung 3.5 auf der vorherigen Seite vereinfacht. Eine neue
Konûguration wird unter Beachtung der notwendigen Datenintegrität in
den Speicher übertragen. Anschließend erfolgt der Neustart des System in
einer Weise, die auch die Konûguration des RM veranlasst. Nun steht das
neue Systemverhalten zur Verfügung und durch den Neustart ist auch eine
komplette Reinitialisierung erfolgt.
DurchMulti-Context FPGAs undKonûgurationsspeichermitmehrerenKon-
ûgurationen (vgl. Abschnitt 2.4.3) sind weitere Lösungen möglich, bei denen
zwischen Konûgurationen umgeschaltet wird, die sich bereits im Speicher be-
ûnden.Das entspricht zeitlich der direktenÜbertragung zumRM und ermög-
licht Übertragungsstrategien wie bei Systemen mit zusätzlichem Konûgura-
tionsspeicher und darüber hinaus. Neue Konûgurationen werden in inaktive
Speicherbereiche geschrieben, die erst nach der Veriûkation freigegeben wer-
den.
Durch den geschickten Einsatz von dpR sind auch Systemkonûgurationen
umsetzbar, bei denen der Konûgurationsvorgang für Betriebssystem und be-
teiligte Kommunikationskomponenten transparent ist.Damit entfällt derAb-
lauf nachAbbildung 3.5.Zusammenmit einer geeignetenWarteschlangenstra-
tegie im Kommunikationstreiber (z.B. blocking read/write) bleibt der Prozess
an sich für die Anwendungen unbemerkt.
3.6 Zusammenfassung
Dieses Kapitel führt detailliert in die Architektur von heterogenen rekonûgu-
rierbaren Systemen ein. Es deûniert den Begriò und fasst die Architekturdar-
stellung nach Koch [Koc02], Compton/Hauck [CH02] und Todman [Tod+05]
zusammen.Danach folgt eine detaillierteDiskussion vonKommunikationsar-
chitekturen,Möglichkeiten zum Datenaustausch zwischen RM und Hostpro-
zessor sowie Konûgurationsarchitekturen. Nach der Diskussion zur Verwen-
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dung von hrS in eingebetteten Systemen werden die Besonderheiten dieser
Systeme aus Sicht der Betriebssystems dargestellt und diskutiert.
Die durch den Autor geführte vertiee Diskussion der Systemarchitekturen
erlaubt die Berücksichtigung der Besonderheiten dieser Systemklasse bereits
während der Speziûkationsphase, was aufgrund der Relevanz einzelner Ent-
scheidungen für die nachfolgenden Entwurfsschritte in allen Domänen des
Systementwurfs zu signiûkanten Verbesserungen führt.
DerEinsatz eines hrS bringt gegenüber dediziertenHardwaresystemenVortei-
le bei der Umsetzung des Kontrollusses sowie beim Umgang mit irregulären
Datenstrukturen. Im Vergleich zu Systemen ohne RM bieten sie einen sehr
exiblen Co-Prozessor. In Abschnitt 3.2.1 wird deutlich, dass die Position des
RMs im Kommunikationspfadmaßgeblich von der Zielanwendung bestimmt
wird.DieÜbertragungderAnsätze zumDatenaustausch in parallelenund ver-
teilten Rechnersystemen ergänzen die Ausführungen unter Berücksichtigung
der Anforderungen aus Anwendungssicht.
Die umfassendeDarstellung der verschiedenenKonûgurationslösungen ist ei-
ne Verallgemeinerung von Ansätzen aus Literatur, eigenen Implementierun-
gen und gängigen Vorschlägen der Hersteller von FPGAs. Sie ergänzt die Be-
schreibungen der Systemarchitekturen ausAbschnitt 3.1, die dieKonûguration
nicht mit einbeziehen. Somit geben die Abschnitte 3.1 und 3.2 einen detaillier-
ten und umfassenden Überblick über die Systemarchitekturen von hrS und
verstehen sich alsBeitrag für die optimaleAuslegung des Systems und dadurch
eine deutliche Verringerung der Komplexität bei Leiterplatten-, Hardware-
und Sowareentwurf.
Die anschließende Übertragung der Erkenntnisse auf eingebettete Systeme
geht mit einer Einschränkung der zuvor eingeführten Architekturvarianten
einher.Die grundlegende Systemarchitektur ergibt sich demnach aus denAn-
forderungen derAnwendung, lässt sich allerdings durch die Berücksichtigung
der einzelnenArchitekturaspekte vereinfachen. Speziell dieKonûgurationsar-
chitektur eröònet ein erhöhtes Maß an Flexibilität. Hier können Leistungs-
fähigkeit, Ressourcenbedarf und Implementierungsaufwand mit mehr Spiel-
raum gegeneinander abgewogen werden. Dabei wird deutlich, dass ein direk-
ter Zusammenhang zwischen Konûgurationsstrategie und Systemarchitektur
besteht.
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Diese Erkenntnis spiegelt sich auch in der Betrachtung zu Konûgurationsstra-
tegienund -management ausBetriebssystemsichtwieder. InErgänzung zurLi-
teratur erfolgt eine Betrachtung zu Konûgurationszeitpunkten, die unabhän-
gig vom speziellen Betriebssystem und auch unabhängig von der Art des hrS
(statisch, dynamisch oder dynamisch-partiell) ist.Dazu werden vier Konûgu-
rationszeitpunkte eingeführt und diskutiert. Ebenso erfolgt eine Diskussion
grundsätzlicherManagementabläufe ausBetriebssystemsicht unterBeachtung
der vorgestellten Konûgurationsarchitekturen und -strategien.
4 Das Betriebssystem Linux im
Kontext des Systementwurfs
Dieses Kapitel befasst sich mit dem Betriebssystem Linux. Dabei erfolgt die
technische Betrachtung der Funktionen und Zusammenhänge gerade in dem
Maße,wie es für dasVerständnis des vorliegenden sowie der folgendenKapitel
notwendig ist. Intention der Ausführungen ist viel mehr, die Faktoren bei der
Auswahl und Anpassung von Linux als Betriebssystem für eingebettete Syste-
me zu beleuchten, die den Systementwurf sowie Betrieb undWartung beein-
ussen.Dazu erfolgt imAnschluss an dieVorstellung allgemeinerGrundlagen
eine Systematisierung vonhemen und Abläufenmit Bezug zum Entwurf von
Linux-Systemen.Anschließendwerden diese auf eingebettete und heterogene
rekonûgurierbare Systeme übertragen.
4.1 Linux Grundlagen
Wie inAbschnitt 1.3 bereits erläutert, hat das Betriebssystem Linux seinen Ur-
sprung in den Arbeiten des ûnnischen Studenten Linus Torvalds. Doch erst
die kostenfreie Bereitstellung des Quelltextes (Open Source) und dieKoopera-
tion mit anderen freien Projekten, wie den GNU-Tools der FSF, ermöglichten
das komplexe Unix-System, zu dem Linux inzwischen geworden ist.
Neben der Biograûe von Linus Torwalds [TD02] sei dem geneigten Leser das
Buch von Karim Yaghmour [Yag+08] empfohlen, dass einen sehr ausführli-
chen Einstieg in die hematik Linux für eingebettete Systeme bietet. Ebenso
lesenswert sind die Bücher von Christopher Hallinan [Hal06] und Schröder
et. al.[SGD09]. Allen Veröòentlichungen zum hema Linux ist gemein, dass
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die immense Dynamik in der Weiterentwicklung des Systems viele Detailbe-
schreibungen schon während der Ausarbeitung in Teilen oder vollständig ob-
soletmacht.Daher beschränkt sich die folgende Darstellung vonwesentlichen
Grundlagen zum Linux-Betriebssystem auf gefestigte Begriòe und Fakten mit
geringerer Dynamik.
4.1.1 Begriffe
Der Begriò Linux stand ursprünglich für den Betriebssystem-Kern (Kernel).
Dieser bietet die Basisfunktionen eines Betriebssystems (vgl. Abschnitt 2.6)
sowie die speziell dem Linux eigenen Funktionen, welche eine für Linux ent-
wickelte Soware als gegeben ansehen kann.Aus hier nicht näher diskutierten
Gründenwird derBegriò Linux heute gleichwertig für den Systemkern, für auf
den Linux-Kernel aufbauende Systeme und für sogenannteDistributionen, al-
so Zusammenstellungen von Soware basierend auf dem Linux-Ökosystem,
genutzt.Aufgrund dieser begriøichenUnschärfe gibt es verschiedene Diskus-
sionen zur Schärfung des Begriòsraumes. Der Entwicklung in anderen Fach-
artikeln und auch der persönlichenVorliebe desAutors folgend,werden daher
imweiteren Text demKontext entsprechend die Begriòe Linux-Kernel für den
Kernel, Linux-System für auf demKernel basierende Systeme undDistribution
für vorgefertigte, auf demLinux-Ökosystem basierende Zusammenstellungen
genutzt.
4.1.2 Linux-Systeme
Abbildung 4.1 auf der nächsten Seite zeigt ausgehend von Abbildung 2.10 auf
Seite 65 ein an die Systemarchitektur von Linux-Systemen angepasstes, ver-
feinertes Schichtenmodell. Der Kernel, dessen grobes Schichtenmodell sich
ebenfalls in der Abbildung ûndet, gehört zu den monolithischen Kernen. Er
vereint, trotzmodularem Aufbau, neben den Basisfunktionen eines Betriebs-
systems auch Kernel-Erweiterungen (engl.kernel extensions) und Treiber in
einer funktionalen Einheit. Kernel, Kernel-Erweiterungen und (nahezu) al-
le Treiber werden im Kernel Space ausgeführt, was die Nutzung des privile-





















Abbildung 4.1: Das Linux-Schichtenmodell von Kernel und System
gierten Ring 01 der CPU und die Nutzung eines abgegrenzten RAM-Bereichs
bezeichnet. Der Zugriò auf Funktionen des Kernels aus dem User Space er-
folgt über Systemaufrufe (auch Systemcalls genannt). Das API zwischen Ker-
nel und User Space wird daher auch als Systemcall-Interface2 bezeichnet. Die
ihm bekannten Systemaufrufe speichert der Kernel in der System Call Table.
Der Kernel ist weiter in Subsysteme untergliedert, die je nach Funktion den
Blöcken I/O-Management (z.B. Dateisysteme, Netzwerk), Task-Management
(z.B. Scheduling), Memory-Management und Gerätetreiber (z.B. PCI, USB)
zuzuordnen sind.
Im User Space (oder User Land) werden alle Anwendungsprogramme ausge-
führt. Auch wenn dieMöglichkeit besteht, die Abhängigkeiten einer Anwen-
dung zu anderen Systemteilen durch statischesBinden (statisches Linken) auf-
zulösen, dominiert bei Linux aus Ressourcen- und Eõzienzgründen das Kon-
zept der geteilten Bibliotheken (engl.shared libraries). Diese Laufzeitbibliothe-
ken können nach verschiedenen Gesichtspunkten klassiûziertwerden. Für die
1Viele Architekturen (z.B. x86, ARM, PowerPC) unterstützenmehrere Sicherheitsstufen, die die
Rechte des ausgeführten Prozesses beeinussen.
2Das Systemcall-Interface deûniert die Schnittstelle aufQuellcode-Ebene.Auf Binärcode-Ebene
wird die Schnittstelle durch dasApplicationBinary Interface (ABI) bzw. dasEmbeddedApplica-
tion Binary Interface (EABI) deûniert. Speziell beiRecherchen im Internet erfolgt nicht immer
eine saubere Trennung dieser Ebenen.


















Abbildung 4.2: Fiktiver Abha¨ngigkeitsbaum einer Anwendung
folgenden Abschnitte reicht eine grobe Einteilung in Systembibliotheken und
Anwendungsbibliotheken. Systembibliotheken sind die Bibliotheken, die den
Zugriò auf das Systemcall-Interface des Kernels abstrahieren und vereinfa-
chen, wie z.B. die C-Bibliothek. Anwendungsbibliotheken hingegen kapseln
typische Funktionen höherer Ebenen, die dann durch Anwendungen genutzt
werden, beispielsweise komplexe mathematische Funktionen oder graûsche
Elemente.Wie inAbbildung 4.1 auf der vorherigen Seite dargestellt, ergibt sich
ein hierarchischerAufbau. EinAnwendungsprogramm grei meist auf Funk-
tionen vonAnwendungs- und Systembibliotheken zu.Anwendungsbibliothe-
ken nutzen üblicherweise auch die Systembibliotheken. Alle Schichten kön-
nen auf das Kernel-API zugreifen. Abbildung 4.2 stellt die entstehende Hier-
archie an einem ûktiven Beispiel dar.Das gezeigte Anwendungsprogrammhat
aufgrund seiner Funktion direkte Abhängigkeiten zu zwei Anwendungsbiblio-
theken sowie zur C-Bibliothek. Für die Nutzung einer optionalen Funktion3
ist eine weitere Bibliothek (als direkte Abhängigkeit) notwendig. Die von der
Anwendung verwendeten Bibliotheken haben ebenfalls direkte statische oder
dynamischeAbhängigkeiten,wasdazu führt, dassdasAnwendungsprogramm
3DieVerfügbarkeit optionaler Funktionen hängt von der Implementierung der Soware ab, und
wird entweder statisch bei derErstellung oder dynamisch durch dieVerfügbarkeit der entspre-
chenden Bibliotheken gewählt.
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indirekt auch von diesen abhängt (indirekte Abhängigkeit). Somit kann einAb-
hängigkeitsbaum beliebig tief sein.
Zugriff auf Hardware
Dem Motto „Everything is a File“4 folgend wird auch die Kommunikation
mit Hardware über sogenannte Gerätedateien abstrahiert. Dabei unterschei-
det man zwischen:
• zeichenorientierten Geräten (character devices),
• blockorientierten Geräten (block devices) und
• socketorientierten Geräten (sockets bzw. socket devices).
Über diese Gerätedateien können Programme aus dem User Space beliebi-
ge Daten mit dem Kernel über die klassischen Dateibefehle open( ), read( ),
write( ), seek( ), close( ) austauschen.DieGerätedateien ûnden sich unter
Linux im Verzeichnis /dev.
Gerätedateien bilden die Schnittstelle zu den entsprechenden Treibern im
Linux-Kernel. Die Treiber müssen ihrerseits den Vorgaben der Kernel-APIs
folgen. Bis zur Aufnahme eines Treibers in die oõziellen Kernel-Quellen ist
der jeweilige Entwickler für die Behebung von Fehlern und die Einhaltung
derAPI-Vorgaben zuständig.Der damit verbundene Aufwand kann aufgrund
der hohen Geschwindigkeit,mit der sich der Linux-Kernel entwickelt, schnell
einen signiûkanten Anteil der gesamten Entwicklungsleistung umfassen. An
die Qualität von Kernel-Modulen werden besondere Ansprüche gestellt, da
Fehler zur Instabilität des gesamten Systems führen können. Die Fehlersuche
ist jedoch schwieriger als bei User Space Programmen, obwohl der Kernel
inzwischen mehrere Vereinfachungen wie den Kernel Debugger (KDB) und
das debugfs bietet. Einen Ausweg bieten Treiberimplementierungen im User
Space, wie sie die User Space Input and Output (UIO) Treiber (siehe [Koc09])
bieten. Hier laufen nur zeitkritische Abschnitte im Kernel Space,während der
Rest des Treibers im User Space implementiert wird. Detaillierte Ausführun-
gen zur Entwicklung von Kernel-Modulen bieten [CRK05] und [KQ06].
4dt. Übersetzung: „Alles ist eine Datei.“
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Neben den Gerätedateien existieren weitereMechanismen für den Austausch
von kleinen Datenmengen und Statusinformationen zwischen User und Ker-
nel Space5.Dazu zählen eineReihe durch Soware generierte (virtuelle)Datei-
systeme, die aus dem User Space über Datei- und Verzeichnishierarchie er-
reichbar sind.Das proc-Dateisystem(i.Allg. zu ûnden unter /proc) dient dem
Kernel zum Bereitstellen von prozessbezogenen Informationen. Die Einträ-
ge im proc-Dateisystem werden durch Objekte des Kernels angelegt. Zugrif-
fe leitet der Kernel an die jeweiligen Ersteller weiter, die den Inhalt dann dy-
namisch erzeugen. Das Sysfs (i.Allg. zu ûnden unter /sys) repräsentiert die
Hierarchie der Subsysteme des Kernels und erlaubt den Zugriò auf Attribute
der im System vorhandenen Kernel-Objekte (hauptsächlich Geräte und Trei-
ber). Es entstand zusammen mit dem aktuellen Gerätetreibermodell, soll das
proc-Dateisystem entlasten und eine klar deûnierte Schnittstelle zu Kernel-
Objekten bieten. Während das sysfs Zugriò auf bestehende Objekte bietet,
ist das conûgfs für die Erstellung undManipulation von Kernel-Objekten ge-
dacht. Um das proc-Dateisystem auch von Debug-Meldungen verschiedener
Kernel-Module zu bereinigen, wurde mit dem debugfs eine Schnittstelle zur
Bereitstellung genau dieser Funktionalität eingeführt.
Einen weiteren Weg zur Interaktion mit einem Treiber bietet die I/O-Control
Schnittstelle, die über den Funktionsaufruf ioctl( ) erreichbar ist.Aufgrund
ihrer nicht festgelegten Struktur ist sie jedoch nicht die ersteWahl für dieUm-
setzung komplexer Schnittstellen zum User Space.
Tabelle 4.1 auf der nächsten Seite fasst dieKommunikationsschnittstellen noch
einmal zusammen.
Toolchain
Ein Linux-System besteht aus dem Kernel und einer Auswahl von Bibliothe-
ken und Anwendungsprogrammen, die aufeinander abgestimmt sind. Weite-
res wesentliches Element eines Linux-Systems sind die Werkzeuge zum Er-
stellen von Kernel, Bibliotheken und Anwendungen – im Allgemeinen als
Toolchain (Werkzeugkette) bezeichnet. Die Toolchain umfasst:
5Für einen Überblick zu diesen und weiteren Schnittstellen siehe z.B. [WWX10].
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Tabelle 4.1: Schnittstellen zur Hardware



































• den Compiler (meist gcc aus der GNU Compiler Collection (GCC)),
• die binutils (u. a. bestehend aus Assembler (gas) und Linker (ld)),
• eine C-Bibliothek (z.B. glibc [Fre], eglibc [Lin], uclibc [And99]) und
• optional einen Debugger (meist gdb).
Sie steht am Anfang eines jeden Linux-Systems, denn erst nach dem Erstellen
einer funktionierendenToolchain können Kernel und Systemsoware kompi-
liert werden. Somit ist das Erstellen und Pegen der Werkzeugkette eine der
Hauptaufgaben fürAnbieter von Linux-Systemen. Gleichzeitig ist dieQualität
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undAktualität der Toolchain einWettbewerbsmerkmal – speziell im kommer-
ziellen Bereich.Das Linux From Scratch! Projekt [Bee98] vermittelt einen sehr
guten Eindruck davon, wie man eineWerkzeugkette und mit ihrer Hilfe ein
Linux-System erstellt.
Systemstart und -stop
Der Start eines Linux-Systems folgt dem inAbbildung 4.3 dargestelltenAblauf.
Nach der minimalen Initialisierung der Hardware durch den/die Bootloader
wird der Kernel gestartet. Er vervollständigt die Initialisierung der Hardware
und macht sie den Anwendungen im User Space zugänglich. Unter anderem
bindet der Kernel einDateisystemmit den Programmen für denweiteren Sys-
temstart ein. Am Ende seiner Initialisierungsphase startet der Kernel den ers-
ten Anwendungsprozess – den Init-Prozess. Der Init-Prozess initialisiert die
Systemumgebung und startet weitere Systemdienste. Daher ist jeder Prozess






Hardware (minimal) Hardware (voll) System (voll)
Abbildung 4.3: Vereinfachter Bootprozess
Das vomKernel eingebundeneDateisystem,welches alle Elemente zumHoch-
fahren des Betriebssystems und zum Einbinden weiterer Partitionen bein-
haltet, wird als root ûle system (dt. Wurzeldateisystem) bezeichnet. Dabei
kann es sich sowohl um ein echtes Dateisystem auf einem Datenträger han-
deln, als auch um ein temporäres, speziell für den Bootvorgang. In letzte-
rem Fall kommt heute meist ein sogenanntes Initiales RAM Dateisystem (in-
itramfs) [Yag+08] zum Einsatz, das im weiteren Verlauf des Bootvorgangs
durch ein reales Dateisystem ersetzt wird. Der Verzeichnisbaum im realen
Wurzelverzeichis folgt in den meisten Fällen den Vorgaben des File System
Hierarchy Standard (FHS).
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Die Abläufe des Linux-Init-Prozesses sind nahezu frei konûgurierbar und um-
fassen unter anderem das Einbinden weiterer Dateisysteme, das Setzen der
Systemzeit, die Initialisierung der Netzwerkverbindungen, sowie das Starten
von Systemdiensten, Anmeldeprozessen (login) und, falls vorhanden, der gra-
ûschen Oberäche. Verbreitete Init-Systeme sind SysVinit, systemd, upstart,
launchd und System Management Facility (SMF). Einen einheitlichen Stan-
dard gibt es jedoch nicht. Bis etwa 2010 war SysVinit das vorherrschende
Linux-Init-System. Es arbeitet alle Startaufgaben in einer vorgegebenen, se-
quentiellen Folge ab, wodurch sich der Startprozess mit jeder Aufgabe ver-
längert. Daher gab es verschiedene distributionsspeziûsche Erweiterungen,
die Teile des Systemstarts parallelisieren. Mit upstart kam 2006 ein alterna-
tiver Ansatz, der das parallele und ereignisorientierte Ausführen von Initia-
lisierungsaufgaben beherrscht. Einen ähnlichen Ansatz verfolgt das seit 2010
verfügbare systemd. Die Parallelisierung des initialen Startvorgangs führt zur
Verkürzung der Zeit bis zur Bereitscha des Systems, erschwert jedoch das
Auõnden von Fehlern im Startprozess.Das ereignisorientierte Ausführen von
Initialisierungsaufgaben während der Laufzeit des Systems trägt ebenfalls zur
Verringerung der Startzeit bei.
Beim Herunterfahren des Systems kommen wiederum die Funktionen des
Init-Systems zum Einsatz. Die von ihm gestarteten Prozesse werden beendet,
Daten aufnichtüchtige Speicher gesichert undDateisysteme freigegeben.Ziel
ist ein Systemzustand, der das Unterbrechen der Stromzufuhr ohne Datenver-
lust zulässt.
Eine ausführliche Darstellung zum Bootvorgang auf x86-Systemen bie-
tet [Jon06]. Eine detaillierte Erläuterung ûndet sich in [Hal06, Kapitel 5 und
6].
4.2 Softwaremanagement im Linux-Umfeld
Distributionen sind umfangreiche und zentral gesteuerte Zusammenstellun-
gen von Linux-Kernel, Toolchain, Laufzeitbibliotheken und Anwendungspro-
grammen. Sie haben den Anspruch, ein dem vorgesehenen Verwendungs-
zweck entsprechendes Gesamtsystem bereitzustellen. Die meist modular ge-
haltenen Distributionen stellen ihren Sowareumfang üblicherweise in Form
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von sogenannten Paketen (engl. Packages) bereit. Außerdem bieten sie eigene
Programme für:
• die Installation der Distribution,
• die Installation und Aktualisierung einzelner/aller Pakete und
• die Konûguration des Linux-Systems.
Auch die Konûguration der Pakete wird von den Distributoren übernom-
men bzw. vorbereitet. Außerdem unterscheiden sich die Distributionen in ih-
ren Startkonzepten und -systemen wesentlich. Und nicht zuletzt liefern die
Distributionen auch Graûken und Töne für ein Corporate Design. Bekann-
te Distributionen sind u. a. OpenSUSE, Fedora, Debian GNU/Linux, Ubuntu
(vgl. [Uns01]).
DieDistributoren sind ausMarktsichtKonkurrenten und versuchen ihreKun-
den durch bestimmte Funktionen oder Konzepte an sich zu binden. Daher
sind die verschiedenen Distributionen, auch wenn sie sich in weiten Teilen
an Standards wie den FHS oder die Linux Standard Base (LSB) halten, meist
nicht kompatibel zueinander. Dies liegt natürlich an der Zusammenstellung
von Kernel, Bibliotheken und Anwendungen, die sich in Version und Funk-
tionsumfang zwischen den Anbietern unterscheiden. Außerdem sind die ver-
schiedenen Ansätze zur Paketverwaltung (Distribution als Binär- oder Quell-
paket, Paketformat) nur bedingt kombinierbar.Auch die Alleinstellungsmerk-
male wie Konûgurationsverwaltung und Startprozess oder die abweichende
Nutzung von Speicherorten für relevante Soware führen zu Inkompatibili-
tät.
4.2.1 Paketmanagement
Wie die Ausführungen in Abschnitt 4.4 noch zeigen werden, ist das Erstellen
von Sowarepaketen ein aufwändiger Prozess. Die Verfügbarkeit und Quali-
tät des Quellcodes der Soware hat hier einen entscheidenden Einuss.Daher
wird an dieser Stelle der Erstellungs- undQualitätssicherungsprozess für So-
warepakete im Zusammenspiel von Entwicklern, Betreuern und Anwendern
eingehender betrachtet. Abbildung 4.4 auf der nächsten Seite stellt die idea-
lisierte und leicht vereinfachte Produktionskette einer Open Source Soware
unter Verwendung der üblichen, teilweise englischen Begriòe dar.
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Abbildung 4.4: Softwarezyklus im Linux-Umfeld
Der Quellcode eines Projektes wird von seinen Entwicklern erstellt, gewar-
tet und weiterentwickelt. Die Maintainer (dt. Betreuer) eines Projekts über-
nehmen die Rolle von Moderatoren. Sie sichten die Fehlerkorrekturen (engl.
Bugûxes) und Funktionserweiterungen (engl. Features) der Entwickler, stellen
deren Funktion sicher (Qualitätsmanagement) und überführen sie in geord-
neter Form in die verschiedenen Entwicklungszweige und -stände der So-
ware. Entwickler und Betreuer werden zusammen als Upstream bezeichnet.
In kleineren Projekten übernehmen ausgewählte Entwickler die Rolle der Be-
treuer parallel zu ihren Entwicklungsaufgaben. Viele Projekte werden aktiv
durch Nutzer unterstützt (Community), die die Soware bereits in der Ent-
wicklungsphase testen (Beta-Tests) und mit Fehlerberichten und Vorschlä-
gen für neue Funktionen zur Weiterentwicklung beitragen. Idealerweise er-
folgt der Austausch über möglichst formalisierte Wege. Der direkte Kon-
takt von Entwicklern und Betreuern mit der Community erfolgt meist über
E-Mail-Listen oder per Internet Relay Chat (IRC). Auf diesem Weg werden
Fragen beantwortet, mögliche Funktionserweiterungen diskutiert und auch
Fehlerberichte entgegengenommen. Allerdings ist die Art der Kommunika-
tion nicht bzw. nur teilweise formalisiert (semiformal). Eine Möglichkeit der
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weiteren Formalisierung von Fehlermeldungen und Funktionserweiterun-
gen bieten spezielle Sowarewerkzeuge wie Bug-Tracker oder mit Hilfe von
Versionsverwaltungssystemen erstellte Patches.
Eine als stabil und für den produktiven Einsatz geeignete Version der Sowa-
re (Release) wird allen potentiellen Anwendern zur Verfügung gestellt. Dies
erfolgt meist durch die Bereitstellung von angepassten, durch eine Versions-
nummer gekennzeichneten Quellcode-Paketen im Internet, omals ergänzt
durch (Binär-) Pakete für verbreitete Distributionen.
Gelegentlich existieren mehrere stabile Releases parallel, beispielsweise weil
eine neue Funktion oder eine größere Anpassung der Sowarearchitektur zur
Inkompatibilität mit den Vorgängerversionen geführt hat. Um Anwendern
und Programmierern hinreichend Zeit für die Anpassung ihrer Arbeitsabläu-
fe und Produkte einzuräumen,werden alte und neueVersion parallel gepegt.
DieKennzeichnung stabiler Releases erfolgt mit Hilfe vonVersionsnummern,
für die sich zwei leicht unterschiedliche Nomenklaturen etabliert haben:
• <NAME>-<Major>.<Minor>.<Patch>-<Indikator>
• <NAME>-<Minor>.<Patch>-<Indikator>
Bei der ersten, häuûgerenVariante bleibt der Paketname über die Releases hin
gleich. DieMajor-Nummer unterscheidet (ggf. inkompatible) Release-Zweige
voneinander. Die Minor-Nummer weist auf größere Änderungen (z.B. neue
Funktionen) hin, die jedoch nicht zur Inkompatibilität führen. Patch bzw. Pat-
chlevel kennzeichnet Fehlerkorrekturen innerhalb einer Minor-Release. Alle
drei Teile derVersionsnummer sind numerisch.Der Indikator weist auf Beta-
versionen hin und ist omals nicht rein numerisch (z.B. -rc1). Bei der zwei-
ten Variante entfällt die Major-Nummer. Major-Releases unterscheiden sich
durch eine Änderung im Namen.Dies vereinfacht die parallele Existenzmeh-
rerer Releases in einemLinux-System. Obwohl diese Systemeweitgehend An-
erkennung ûnden, gibt es kein standardisiertes Vorgehen bei der Nummerie-
rung oder der Bedeutung der einzelnen Stellen, sodass die Aussage der Ver-
sionsnummer im Einzelfall immer zu prüfen ist. Im Internet ûnden sich An-
sätze zurweiteren Formalisierung und Standardisierung derVersionsnumme-
rierung (vgl. [Pre]), die zu vergleichbaren Erkenntnissen wie dieser Abschnitt
gelangen.
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Eine durch einige Projekte aufgegriòene Alternative zu expliziten Feature-
und Bugûx-Releases ist ein “Rapid Release Process“ (dt. beschleunigterVeröf-
fentlichungsprozess), der eher an das Modell der „Rolling Releases“ (vgl. Ab-
schnitt 4.2.2) erinnert. In kurzen Zeitabständen (beispielsweise wöchentlich
odermonatlich)werdenVersionen veröòentlicht, die sowohl Fehler beseitigen
als auch neue Funktionen bieten. Endanwender kommen so schneller in den
Genuss neuer Funktionen. Die Versionsnummern bei dieser Art der Veröf-
fentlichung ist entweder kontinuierlich fortlaufend oder bezieht den Release-
Zeitpunkt ein (z.B. <NAME>.<Jahr>-<Monat>-<Indikator>).
Auch die Distributoren verfolgen die Weiterentwicklung der von ihnen ver-
wendeten Sowarepakete und reagieren mit unterschiedlichen Strategien auf
neue Versionen (vgl. [FHK13]). Die Pakete einer Distribution werden durch
eigene Betreuer erstellt, getestet und gewartet. Sie unterziehen die Upstream-
Version verschiedenen Tests, um Stabilität und Kompatibilität zur sonstigen
Soware der Distribution zu gewährleisten. Außerdem nehmen sie notwen-
dige Anpassungen an die Speziûka der Distribution vor. Häuûg beheben sie
auch Fehler, die während der Tests aureten, direkt. Nach der Freigabe durch
diemit der Qualitätssicherung beauragen Mitarbeiter der Distribution wird
das Paket über die Kanäle derDistribution an ihreNutzer verteilt.Die Auslie-
ferung der Pakete erfolgt in der Regel in Form von kompiliertenBinärpaketen.
Der Anwender hat daher nahezu keinen Einuss auf die Abhängigkeiten der
Pakete. Auch der Umfang optionaler Funktionen einer Soware wird allein
durch den Betreuer und/oder den Distributor festgelegt.
4.2.2 Versionsmanagement
Diòerenzierungsmerkmale zwischen den Distributionen sind unter anderem
auch die Aktualität der Pakete, dieHäuûgkeit undArt von Paketaktualisierun-
gen (Updates) und die Behandlung von bekannt gewordenen Fehlern.
Bei denAktualisierungsstrategien für die Distribution unterscheidetman zwi-
schen Distributionen mit festen Versionen und solchen mit Rolling Relea-
ses (kontinuierliche Veröòentlichungen).Distributionen mit festen Versionen
veröòentlichen von Zeit zu Zeit eine Version mit einer meist großen An-
zahl von (signiûkanten) Versionsänderungen. Ab dem Moment der Veröf-
fentlichung folgt eine Phase der Stabilität aller Versionen, in der nur noch
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Bugûx-Releases ausgeliefertwerden, die Fehler und Schwachstellen beseitigen.
Major-Updates gibt es in dieser Zeit nur in seltenen Fällen.Damitwerden eine
gewisse Kontinuität gesichert und inkompatible Versionssprünge vermieden.
Zu dieserArt vonDistributionen gehören beispielsweise Debian GNU/Linux,
Ubuntu, RedHat (und Fedora) sowie SuSE (und OpenSuse). Distributionen
mit Rolling Releases hingegen aktualisieren ihre Pakete kontinuierlich, auch
wenn damit inkompatible Änderungen einhergehen. Auch hier gibt es Ver-
sionen, also Punkte innerhalb der Entwicklungsgeschichte, an denen der mo-
mentane Stand aller Pakete „notiert“ wird. Doch es gibt keine längeren oder
gar garantierten Phasen der Stabilität einzelnerVersionen. BekannteVertreter
sind Gentoo Linux, Arch Linux und PCLinuxOS.
Distributionenmit RollingReleases versprechendiehöhereAktualitätder aus-
gelieferten Pakete, während Distributionen mit Release-Zyklen Kontinuität
bieten und esHerstellern von Fremdsoware ermöglichen, ihreProdukte auch
über einen längeren Zeitraum nicht an neue Sowareversionen anpassen zu
müssen.
4.2.3 Automatisiertes Versionsmanagement
Wie bereits beschrieben, umfassenDistributionen auchWerkzeuge für die In-
stallation und Aktualisierung der verfügbaren Pakete. Das zugrundeliegende
Konzept gleicht sich bei der Mehrzahl der Distributionen. Die Soware auf
den Endgeräten pegt eine Liste der verfügbaren und installierten Pakete und
Paketversionen. Sie verwaltet die Installation und Deinstallation einzelner Pa-
kete und der mit ihnen verbundenen Abhängigkeiten und erlaubt bei Distri-
butionenmit festenVersionen die Aktualisierung derDistributionsversion.
Für die Synchronisation der Liste der verfügbaren Pakete/Versionen stellt der
Distributor eine entsprechende Infrastruktur über das Internet bereit.DerAn-
wender wird durch die lokalen Werkzeuge über neue Versionen der von ihm
installierten Pakete informiert und kann den Aktualisierungsvorgang ansto-
ßen.Die Bereitstellung der Pakete erfolgt meist ebenfalls durch eine vomDis-
tributor bereitgestellte Infrastruktur. Zusammen mit der Aktualisierung ein-
zelner Pakete geht auch die Pege der damit inVerbindung stehendenAbhän-
gigkeiten einher. Die Installation neuer Soware grei auf die gleiche Infra-
struktur undWerkzeuge zurück.
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Der Vorgang aus:
• Paketliste aktualisieren,
• auf neue Versionen installierter Pakete prüfen und
• Aktualisierung der Pakete und ihrer Abhängigkeiten
lässt sich augenscheinlich gut automatisieren,was unterBegriòenwieAutoUp-
date oderunattendedUpdateûrmiert [AF13].AutomatisierteAktualisierungen
sind jedoch immer mit einem erhöhten Risiko verbunden, da ein Fehler nicht
notwendigerweise direkt bemerktwird.Diesem Risiko,welches besonders bei
der automatisierten Aktualisierung wesentlicher Systemkomponenten (z.B.
Kernel, Init-System) immer besteht, lässt sich durch verschiedene Maßnah-
men begegnen.Durch das explizite Ein- bzw. Ausschließen von Paketen beim
automatisiertenVorgehen können sensible Bereiche geschütztwerden.Ebenso
besteht die Möglichkeit, automatisierte Aktualisierungen auf bestimmte Pa-
ketquellen zu beschränken, sodass ein eigener Server nur Pakete bereitstellt,
die vorher hinreichend durch Administratoren getestet wurden.
4.3 Besonderheiten bei eingebetteten
Systemen
Auch wenn es Anfangs nicht darauf ausgerichtet war, eignet sich Linux durch
seine Modularität ausgesprochen gut für eingebettete Systeme. In [Yag+08]
erfolgt in Ergänzung zuAbschnitt 2.3 die Deûnition eingebetteter Systeme aus
Sicht des Linux-Betriebssystems. Dabei werden im Gegensatz zur klassischen
Deûnition die Größe, zeitliche Aspekte, Netzwerkfähigkeit und der Grad der
Nutzerinteraktion zur Deûnition genutzt.
Gro¨ße Die physischeGröße eines Systems limitiert natürlich auch dieKom-
ponenten. ICs, Speicher, Schnittstellen und eventuell notwendigeKühlsysteme
sind durch das verfügbareVolumen begrenzt.Dieswiederum beeinusst auch
dieMöglichkeiten beim Aufbau eines eingebetteten Systems.Doch im Linux-
Sprachgebrauch spielt der Begriò „Größe“ eine weitere Rolle und bezeichnet
dabei die Leistungsparameter derHardware.Kleine Systeme verfügen nur über
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ein schwaches Prozessorsystem, wenige Megabyte RAM (ab etwa 4MB) und
ebenso wenig ROM bzw. Flash Speicher. Systeme unterhalb dieser Leistungs-
klasse können zwar auch genutzt werden, in Anbetracht der Entwicklung auf
demHardware-Sektor erscheint der dafür zu zahlende Preis jedoch inadäquat
hoch. Mittlere Systeme bieten sowohl ein leistungsfähigeres Prozessorsystem
als auch mehr RAM (typisch 64MB undmehr) und ROM (meist einigeGiga-
byte Flash Speicher). Geräte mit leistungsstarken (Mehrkern-)SoCs oder so-
gar Prozessoren aus dem Desktop-PC-Bereich,mehreren Gigabyte RAM und
nichtüchtigem Speicher bilden die Klasse der großen Systeme.
Zeitliche Aspekte O werden eingebettete Systeme für Aufgaben ein-
gesetzt, die harte oder weiche Echtzeitanforderungen stellen. Das Spektrum
reicht von Überwachungs- oder Regelungsaufgaben, über Anforderungen im
Mobilfunk- oder Telekommunikationsbereich bis zur üssig laufenden, graû-
schen Bedienoberäche. Diese Systeme lassen sich auch auf Basis des Linux-
Kernels realisieren, wobei die Strategien von hinreichend starker Hardware,
über optimierte Soware bis hin zu Erweiterungen des Linux-Kernels rei-
chen.
Netzwerkfa¨higkeit DieMöglichkeit zurAnbindung an Kommunikations-
netze gilt bei heutigen eingebetteten Systemen quasi als Standard. In diesem
Bereich können Linux-Systeme ihre Stärken ausspielen, da die gesamte Ent-
wicklung von Linux engmit derNutzung in Kommunikationsnetzen verzahnt
war und ist. Der Linux-Kernel bietet dementsprechend hervorragend entwi-
ckelte Netzwerkfunktionen und es gibt eine breite Sowarebasis für alle Auf-
gaben in Verbindung mit Netzwerken.
Nutzerinteraktion Ausgehend vom Anwendungsgebiet kann die Nutzer-
schnittstelle lediglich rudimentär entwickelt sein (z.B. einige Leuchtdioden
zur Statusanzeige) oder eine komplexe Interaktion des Nutzers ermöglichen
(z.B. bei Smartphones oder Tablet-PCs).
In Zusammenhang mit Linux für eingebettete Systeme spielen weitere Punkte
eine Rolle. Zum einen ist da die Frage nach geeigneter Hardware. In [Hal06,
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Seite 38 ò.] sowie in Kapitel 6 ab Seite 145 ûnden sich verschiedene Bei-
spiele für Prozessorsysteme und Architekturen, die vom Linux-Kernel unter-
stützt werden. Die Anzahl unterstützter Architekturen und Prozessorsysteme
wächst jedoch kontinuierlich. Dabei sind weder eine Memory Management
Unit (MMU) noch eine Floating Point Unit (FPU) Voraussetzung, auch wenn
ArchitekturenmitMMU empfohlenwerden. Bezüglich derminimal erforder-
lichenMenge an RAM zeigt sich der Linux-Kernel mit 2MiB sehr bescheiden.
Für ein minimales Linux-Systemwerden 4MiB empfohlen.Aufgrund der vie-
lenMöglichkeiten, ein Linux-System zu booten, ist die Angabe eines minima-
len ROM-Ausbaus nicht sinnvoll.
Die Unterstützung einer Prozessorarchitektur durch den Linux-Kernel und
daraus abgeleitet dieUnterstützung eines auf derArchitektur basierendenPro-
zessorsystems oder SoCs ist noch kein Hinweis auf dieVollständigkeit der Un-
terstützung. Gleiches gilt für alleGerätetreiber.Daher sollte die Auswahl einer
Hardware immer unter Berücksichtigung der durch das bevorzugte Linux-
System gebotenen Unterstützung erfolgen.
Durch die Flexibilität eines Linux-Systems und dieMenge an verfügbarer So-
ware, die in Verbindung mit dem Linux-Kernel arbeitet, sind die Freiheiten
bei der Soware weit größer. Zuerst stellt sich die Frage, ob das System mit
einer Distribution betrieben werden soll, oder mit einem speziell erstellten
Linux-System. Letzteres erhöht die Flexibilitätwesentlich und erlaubt denEin-
satz nahezu beliebiger Hardware, erfordert jedoch zusätzlichen Aufwand bei
Erstellung, Installation und Test (vgl. Abschnitt 4.4). Um von den Vorteilen
einer Distribution zu proûtieren (vgl. Abschnitt 4.2), muss man sich an die
Vorgaben bezüglich unterstützter Hardware und Paketauswahl halten. In je-
dem Fall muss aus derMenge an vorhandener Soware eineAuswahl getroòen
werden, die alle Anforderungen an Funktionalität, Größe, zeitliche Aspekte,
Netzwerk- undNutzerinteraktion erfüllt.Wie sich in den folgendenAbschnit-
ten zeigen wird, ist dies einer der wesentlichen Aspekte beim Entwurf eines
Linux-Systems. Alternativ besteht dieMöglichkeit, einen Dienstleister in An-
spruch zu nehmen, der sich um dieUmsetzung der Anforderungen kümmert
und im Rahmen der Produkthaung auch für mögliche Fehler einsteht.
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4.4 Erstellen eines Linux fu¨r eingebettete
Systeme
Mit der wachsenden Marktdurchdringung von Linux wächst auch die Unter-
stützung der etablierten Distributionen für Architekturen mit beschränkten
Ressourcen. Ein aktuelles Beispiel ist der „Einplatinencomputer“ Raspberry
Pi (siehe Abschnitt 6.5), der mit seinem geringen Preis von nur 35 € inner-
halb kürzester Zeit eine sehr große Nutzergemeinscha ansprach. Waren an-
fangs nur wenige Distributionen für die verwendete ARMv6-Architektur ver-
fügbar, änderte sich dies mit dem Erfolg des Raspberry Pi in kurzer Zeit. Die
Umsetzung eines eingebetteten Systems ist jedoch in den meisten Fällen ei-
ne kunden- oder anwendungsspeziûsche Aufgabe und macht damit auch die
Erstellung eines angepassten Linux-Systems notwendig.Wie bereits erläutert,
werden dazu ausgehend von einer funktionierenden Toolchain der Linux-
Kernel sowie die benötigten Bibliotheken und Anwendungsprogramme aus
ihrem jeweiligen Quellcode erstellt. Das Kompilieren der einzelnen Teile des
zukünigenLinux-Systems, dasAuösen derAbhängigkeiten zu anderenPro-
grammen und Bibliotheken ebensowie die korrekte Installation auf dem Ziel-
system sind aufwändige und fehleranfällige Tätigkeiten. Hinzu kommt der
Umstand, dass viele Sowarepakete die Verwendung in eingebetteten Syste-
men nur unzureichend berücksichtigen, und so immer wieder Anpassungen
und Fehlerkorrekturen notwendig sind. Glücklicherweise lassen sich die ein-
zelnen Schritte zur Erstellung eines funktionsfähigen Linux-Systems weitge-
hend automatisieren, was im Folgenden näher betrachtet wird.
4.4.1 Werkzeuge
Ausgehend von Abschnitt 4.1.2 ist bereits bekannt, dass zur Erstellung eines
Linux-Systems eine Toolchain,minimal bestehend ausCompiler, Binutils und
C-Bibliothek, notwendig ist. Bei der Erstellung von Soware für ein eingebet-
tetes System verfügt das Zielsystem (engl. Target) aber häuûg entweder nicht
über hinreichende Ressourcen für die Kompilierung von Soware, oder aber
die Kompilation würde aufgrund der begrenzten Ressourcen zu viel Zeit in
Anspruch nehmen. Daher hat sich eine als Cross-Development bezeichnete
Arbeitsmethode etabliert, bei der die Soware für das Zielsystem auf einem
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leistungsstarken Hostrechner erstellt wird. Voraussetzung dafür ist die soge-
nannte Cross-Toolchain, bei der die beteiligtenWerkzeuge zwar auf derArchi-
tektur des Hostrechners laufen, aber Binärcode für das Zielsystem erstellen
(sog. Cross-Kompilieren).
In nahezu allen Fällen wird die GCC in Kombination mit den GNU binu-
tils und einer C-Bibliothek6 als Grundlage für die Cross-Toolchain genutzt.
Das Erstellen einer funktionsfähigen Cross-Toolchain ist ein sehr komple-
xer und fehleranfälliger Vorgang. Die einzelnen Komponenten müssen auf-
einander abgestimmt sein, da nicht jede Kombination der Werkzeuge auch
funktionsfähigen Binärcode erzeugt. Hinzu kommt, dass die Zielarchitektur
korrekt durch jedes der Werkzeuge unterstützt werden muss, was ebenfalls
nicht immer der Fall ist. Daher gibt es Soware, die das Erstellen der benö-
tigten Cross-Toolchain vereinfachen. Sie bieten üblicherweise für die von ih-
nen unterstützten Architekturen eine korrekt funktionierende Kombination
von GCC, GNU binutils und C-Bibliothek sowie eventuell noch notwendi-
ge Patches. Gleichzeitig automatisieren sie den Erstellungsprozess. Vertreter
dieser Gruppe sind crossdev [ohn11], crosstool [Keg06], crosstool-ng [Mor11]
undOSELAS.Toolchain( ) [Pen11].Viele Buildsysteme liefern jedoch bereits ei-
ne geeignete Cross-Toolchain mit. Außerdem bieten immer mehr Hersteller
Toolchains und Entwicklungsumgebungen für ihre Produkte an. Der schnel-
len Verfügbarkeit steht hier wiederum die Abhängigkeit vom Anbieter gegen-
über.
4.4.2 Buildsysteme
Ausgehend von einer funktionierenden Cross-Toolchain können der Kernel
sowie gewünschte BibliothekenundAnwendungsprogramme aus ihrenQuell-
paketen erstelltwerden.Auchwenn sich dieserVorgang bei einzelnen Sowa-
repaketen unterscheidet, gibt es doch viele Projekte, die etablierte Systemewie
das GNU Build System [Stö07], cmake oder qmake nutzen. Daher bietet sich
eine Automatisierung der immerwiederkehrenden Schrittewährend der So-
wareerstellung an.Die dazu verwendeten Systeme werden in dieser Arbeit als
Buildsysteme bezeichnet. Sie können als eine Art Metadistribution betrachtet
werden, da sie alle Aufgaben zur Erstellung einer Binärdistribution für genau
6Meist glibc, eglibc, uClibc oder newlib
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ein eingebettetes System übernehmen. Abbildung 4.5 stellt im linken Teil die
grundsätzliche Funktionsweise eines Buildsystems und die dazu benötigten
Informationen dar. Im rechten Teil ist das Zusammenspiel der einzelnen Teile






































Abbildung 4.5: Grundsa¨tzliche Funktionsweise von Buildsystemen
Ein Buildsystem erstellt aus Quellpaketen eine (Cross-)Toolchain, ggf. benö-
tigte Anwendungen auf dem Host sowie Binärpakete von Kernel, Bibliothe-
ken und Anwendungen für ein bestimmtes Zielsystem. Bei Bedarf führt es die
Binärpakete anschließend in einem Systemimage zusammen. Außerdem soll-
te es die Sowarepakete sowie ihre Abhängigkeiten untereinander verwalten
und eineMöglichkeit zurKonûguration7 des entstehendenLinux-Systems bie-
ten.Das Buildsystem benötigt für jedes der unterstützten Sowarepakete eine
„Bauanleitung“, die die einzelnen Schritte vom Herunterladen des Quellco-
des über das Entpacken und ggf. notwendige Patchen bis hin zum Kompilie-
ren und zur Installation beschreibt. Diese „Bauanleitungen“ werden gemein-
hin als Recipes (dt. Rezepte) oder Rule Files bezeichnet. Neben der Toolchain
und den Rezepten werden weitereWerkzeuge auf dem Hostsystem benötigt,
die Host-Tools. Speziûsche Soware und Informationen zum Zielsystem sind
im sogenannten Board Support Package (BSP) zusammengefasst. Buildsyste-
me, die einige oder alle dieser Anforderungen erfüllen, gibt es in großer Zahl.
7Konûguration bezieht sich hier auf die Auswahl von Kernel, Bibliotheken und Anwendungen.
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Die imRahmen dieserArbeit eingehender betrachteten sindBuildroot [Viz13],
Embedded Linux Development Kit (ELDK), Gentoo Linux [Wro08], OpenWrt
[Fai08], OpenEmbedded [STM10] und PTXdist [Pen12]. Für die Vorstellung
einzelner Buildsysteme wird auf die jeweiligen Internetpräsenzen [Ope09;
And09;Gen01] sowie auf vorhandene Literatur [Reb08;GR09;Kam09;KH09;
SH10] verwiesen.Die dort getroòenen Feststellungen decken sich mit den Er-
fahrungen des Autors.
EbensowieDistributionen stehen auchBuildsysteme in einer gewissen –wenn
auch meist kooperativen – Konkurrenz zueinander. Wie bereits in [KKH11]
festgestellt, gibt es dabei klassische Unterscheidungsmerkmale. Oòensichtli-
che Attribute sind die Art und Anzahl der unterstützten Hardware und die
Menge der angebotenen Pakete. Einweiteres Merkmal ist die Ausrichtung des
Buildsystems. Adressiert es allgemein die Erstellung eines individualisierten
Linux-Systems, oder ist es, wie beispielsweise OpenWrt und DD-WRT, auf
Systeme für einen bestimmten Einsatzzweck ausgerichtet, oder werden spe-
zielle Eigenschaen wie eine besonders geringe Größe angestrebt? Auch das
in Abschnitt 4.4.3 näher beschriebene Patchmanagement stellt ein Funktions-
bzw. Unterscheidungsmerkmal dar. Dokumentation, Support und Aktivität
der Community sind drei weitere Punkte. Eine gute und aktuelle Dokumen-
tation erleichtert den Einstieg in die Arbeit mit dem Buildsystem.Dem einfa-
chen Einstieg trägt auch die Komplexität des Buildsystems Rechnung. Aller-
dings zeigt sich, dassKomplexität und Flexibilität in direktemZusammenhang
stehen. Je einfacher sich ein Buildsystem gibt, desto schwieriger ist die Erwei-
terung um eigene Pakete und um eigene Systeme.Dabei stecken die Probleme
o in Details wie der Patchverwaltung, der Verzeichnisstruktur oder der für
eine einfache Erweiterung notwendigen Modularisierung.
Auch wenn die grundsätzlicheVorgehensweise der Buildsysteme beim Erstel-
len eines Linux-Systems gleich ist, unterscheiden sich die speziûschenAnsätze
sehr stark. Je nachArt der Installation kannman zentrale und dezentrale Syste-
me unterscheiden. Als zentrale Systeme werden solche betrachtet, bei der die
Nutzer auf eine gemeinsame Installation des Buildsystems und der Toolchain
zugreifen. Dezentrale Systeme hingegen werden von jedem Nutzer lokal in-
stalliert und verwendet. Das Erstellen der Pakete erfolgt in beiden Fällen in
einem Arbeitsverzeichnis lokal beim Anwender. Für diese Art der Nutzung
hat sich der BegriòOut of Tree Builds etabliert. Zentrale Systeme vereinfachen
die Arbeit innerhalb eines Teams, da alle Mitglieder auf einer gemeinsamen
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Basis aufsetzen, die sich zentral weiterentwickeln lässt. Die Nutzer sind nur
für die Pege ihrer lokalen Änderungen verantwortlich. Bei dezentralen Sys-
temen ist der jeweilige Nutzer für die Pege seines Basissystems verantwort-
lich. Außerdem ist die Art, wie die Buildsystememit Erweiterungen der Nut-
zer umgehen, an dasGrundkonzept angepasst.DurchOut ofTree Builds kann
auch bei dezentralen Ansätzen das Arbeitsverzeichnis inklusive Toolchain im
Dateibaum parallel zum Buildsystem liegen. Ein weiterer Punkt, der von der
Architektur des Buildsystems beeinusst wird, ist die Art der Modularisie-
rung. Auf der einen Seite gibt es Systeme, die die Auswahl von Soware (An-
wendungen, Bibliotheken) getrennt von den durch dieHardware beeinussten
Teilen (BSP) verwalten. Erst beim Erzeugen einer Systemsoware erfolgt die
Verbindung der Sowareauswahl mit einer speziûschen Hardwarekonûgura-
tion. Dieses Vorgehen ermöglicht die Nutzung der gleichen Soware auf ver-
schiedener Hardware ebenso wie die Nutzung der gleichen Hardware in ver-
schiedenen Anwendungen und erleichtert so z.B. den Wechsel der Hardwa-
replattform. Im Gegensatz dazu stehen die Systeme, die die Kombination von
Hard- und Soware als ein Ganzes behandeln und damit für jede Hardware-
/Sowarekombination eine eigene Konûguration hinterlegen8.
Buildsysteme solltenweitereAufgabenübernehmen, die besonders imBereich
der eingebetteten Systeme von Bedeutung sind. Produkte können hier durch-
aus über einen längeren Zeitraum am Markt verfügbar sein. So lange sollte
auch dieVersorgung mit Updates sichergestelltwerden. Mit der Markteinfüh-
rung endet jedoch meist die aktive Entwicklungsphase. Alle Aufzeichnungen
und der Quellcode werden archiviert und die Entwickler wenden sich neuen
Aufgaben zu oder verlassen gar die Firma. Kommt nun eine Supportanfra-
ge, ist es notwendig, dass Projekt schnell und unkompliziert zu reaktivieren.
Hier spielt die Reproduzierbarkeit der alten Arbeiten eine wesentliche Rolle
und einBuildsystem, dass diesen Punkt berücksichtigt, kann entscheidend zur
Vereinfachung dieses Prozesses beitragen. Gängige Praxis ist die Archivierung
kompletter Projektverzeichnisse, inklusive aller Binärpakete und temporären
Dateien. Trotzdem kann die Reaktivierung eines so archivierten Projekts aus
vielen Gründen fehlschlagen. Eleganter erscheint die Möglichkeit, den Stand
des Buildsystems, das BSP sowie die Paketauswahl und ggf. die Toolchain zu
sichern, um daraus jederzeit wieder ein Systemimage zu erzeugen. Problema-
tisch sind die kurzen Entwicklungszyklen einiger Pakete, sodass der Quellco-
8Die dann omals ebenfalls als BSP bezeichnet wird.
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de älterer Versionen schon nach kurzer Zeit nicht mehr verfügbar ist. Daher
muss auch dieKonservierung der Quellcodepakete erfolgen.Das Buildsystem
sollte dem beispielsweise durch Unterstützung eines Paketcaches Rechnung
tragen.
4.4.3 Patchmanagement
Wie bereits erwähnt, sind die Verfügbarkeit, die Qualität und der Umgang
mit Patches für die imBuildsystem enthaltenen Pakete einwesentliches Quali-
tätsmerkmal. Viele Sowareprojekte beachten die Besonderheiten des Cross-
Kompilierens nicht oder nicht ausreichend undmüssen daher vor demCross-
Kompilieren durch Patches modiûziert werden.
Der Begriò Patch bezeichnet im Folgenden die wohl deûnierte Beschreibung
der Änderungen zwischen zwei Versionen einer Datei oder eines Verzeich-
nisbaums. Üblicherweise wird dabei eine diòerentielle Form der Darstellung
mit Addition für hinzugekommene und Subtraktion für nicht mehr vorhan-
dene Teile genutzt. Weithin bekannte Arten, einen Patch zu erstellen, sind
das Unix-Tool diff und die jeweiligen Umsetzungen von diò in den diver-
sen Versionsverwaltungssystemen, wie git diff oder svn diff.
Die Patch-Philosophie, also Umgang undHerangehensweise an die Problema-
tik der Patches, unterscheidet sich bei den verschiedenen Buildsystemen deut-
lich. So versucht beispielsweise PTXdist,mitwenigen Patches zu arbeiten und
verstärkt die notwendigenÄnderungen direkt in dieProjekte zu tragen.Open-
Wrt hingegen ist für seine vielen Patches bekannt.
Beim Patchmanagement hingegen lassen sich zwei grundsätzliche Herange-
hensweisen erkennen, die in Abbildung 4.6 auf der nächsten Seite darge-
stellt sind. Dabei wird angenommen, dass der gewünschte Zielzustand ausge-
hend vom Ursprung durch die Anwendung von N Patchsets erreichtwird. Ein
Patchset besteht dabei aus K Patches. Sowohl die Reihenfolge der Patchsets,
als auch die Reihenfolge der Patches innerhalb eines Sets ist von Bedeutung
und sollte üblicherweise nicht verändert werden.
Beim additivenPatchen (Abbildung 4.6a auf dernächsten Seite)werdenPatch-
sets aus verschiedenen Quellen genutzt und nacheinander angewendet,wobei
dieQuellen und ihreReihenfolge vomBuildsystem bzw. vomNutzer festgelegt

































werden. Der Vorteil dieser Methode ist die Möglichkeit, die Patchsets unab-
hängig voneinander zu pegen und zu verwalten,was beispielsweise dieArbeit
im Team erleichtert. Allerdings kann es dazu kommen, dass sich Abhängig-
keiten zwischen Patchsets ergeben, die nicht ohne weiteres aufgelöst werden
können. Ebenso können Änderungen an einem Patchset zu Fehlern in nach-
folgenden Sets führen. Daher ist für die Verwaltung der Patchsets eine eige-
ne Strategie bzw. Vorgehensweise notwendig. Beim exklusiven Patchen (Ab-
bildung 4.6b) wird genau ein Patchset genutzt, das sich aus allen benötigten
Patches zusammensetzt. Der Vorteil dieser Methode ist die bessere Kontrol-
le über die anzuwendenden Patches. Konikte lassen sich einfacher erkennen
und Abhängigkeiten können besser aufgelöst werden bzw. entstehen erst gar
nicht. Nachteil ist der o höhere Aufwand bei der Zusammenstellung undAk-
tualisierung des Patchsets.
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4.4.4 Versionsmanagement
Eine konsequente und strukturierte Versionsverwaltung von Buildsystem,
Toolchain, BSP und Systemkonûguration ist für eine erfolgreiche Produktent-
wicklungund -pegenahezuunabdingbar. LangeZeitwar Subversion [Nag05]
der Quasi-Standard für dieVersionsverwaltung. Mittlerweile kommen im Be-
reich der freien Buildsystememehrheitlich dezentrale Versionsverwaltungssys-
teme (DVVS)9 (meist Git [Cha09] oder Mercurial [OSu09]) zum Einsatz. Ihr
Vorteil ist das sehr bequeme und ressourcenschonende Verwalten von Zwei-
gen (engl. Branches) sowie die Möglichkeit, auch ohne Verbindung zu einem
Server neue Versionen zu erzeugen (commit) bzw. auf alte Stände zuzugreifen
(checkout).
Versionsmanagement des Projekts
Wie bereits erläutert, besteht dieNotwendigkeit, den Stand eines Projektes re-
produzierbar zu sichern. Zum Zeitpunkt der Veröòentlichung einer Version
werden daher die Stände des Buildsystems (XBS), der verwendeten Toolchain
(XT), der Werkzeuge des Host-Betriebssystems (XHS), des Board Support
Packages (XBSP) und der Paketauswahl (XSW ) festgehalten. Mit dem Tupel
(XBS , XT , XHS , XBSP , XSW ) ist dann jederzeit eine Reproduktion der Firmwa-
re einer Version möglich. Ein unverändertes Buildsystem kann bereits durch
seine Versionsnummer identiûziert werden, ebenso wie Toolchain und Host-
Werkzeuge. Ein Versionsverwaltungssystem (VVS) scheint für die Konservie-
rung eigener Konûgurationen, Anpassungen und Erweiterungen von Vorteil,
was gleichzeitig dasNachvollziehen der Entwicklung der Soware ermöglicht.
Die jeweiligen Versionen zum Veröòentlichungszeitpunkt werden dann mit
Hilfe der Mechanismen des VVS erfasst.
Eine viel beachtete Lösung für die Abdeckung des gesamten Entwicklungszy-
klus einer Soware erläutert Vincent Driessen [Dri10] in seinem Artikel an-
hand desDVVS Git. Für dieVerwaltung kleiner Projekte (wie BSP undKonû-
gurationen) erscheint das System jedoch zu komplex, sodass eine vereinfachte
Variante vorgeschlagen wird (vgl. Abbildung 4.7 auf der nächsten Seite).
9engl.distributed revision control system bzw. distributed version control system























Abbildung 4.7: Versionsmanagement der Entwicklungsumgebung mit Git
Bei Git ist der Master Branch der Zweig, den ein Nutzer als erstes nach der
Duplizierung der Arbeitskopie (per git clone) sieht. Dieser Zweig enthält
daher nur die stabilen Versionen der momentanen Major-Release. Die Mar-
kierung (Versionsnummern) erfolgt mit Hilfe von Tags, die eindeutig einen
Punkt im Versionsuss markieren. Ein Staging Branch dient im genutzten Ar-
beitsablauf als Zweig für Betaversionen (-rcX). Beide Zweige und die zuge-
hörigen Tags sind öòentlich zugänglich. Für dieWeiterentwicklung der So-
ware gibt es einen Development Branch (dt. Entwicklerzweig), der hauptsäch-
lich den Entwicklern zur Synchronisation dient und daher nicht zwingend öf-
fentlich zugänglich ist. Die Erarbeitung neuer Funktionen und Erweiterun-
gen nutztweitere Ebenen derVerzweigung, die jedoch nur lokal oder bilateral
zwischen den verantwortlichen Entwicklern genutzt werden. Auch zur Besei-
tigung kritischer Fehler wird ein lokaler Zweig genutzt, der direkt aus einer
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Version auf dem Hauptzweig entsteht und unmittelbar zur nächsten Release
führt. Feature Branches leiten sich üblicherweise aus einer Entwicklerversion
ab und führen immer in den Entwicklerzweig zurück, wo neue Funktionen
dann durch andere Entwickler getestet und „stabilisiert“ werden. Aus dem
Entwicklerzweig leiten sich auch die „Betaversionen“ für den Staging Branch
ab, die nach Abschluss der Testphase zur Release auf dem Hauptzweig füh-
ren. Innerhalb der Testphase werden keine neuen Funktionen hinzugefügt,
sondern lediglich Fehlerkorrekturen durch die Entwickler. Die Entwicklung
in Feature- und Entwicklerzweig kann jedochweitergehen. Fehlerkorrekturen
auf den Zweigen weiter rechts im Bild müssen selbstverständlich auch in alle
Zweige zu ihrer Linken übernommen werden.
Das vorgestellteModell kann in gleicherWeise auch für eigene Erweiterungen
am Buildsystem genutzt werden. Hierzu ist es lediglich um eine Ebene ganz
links zu erweitern, die die Verbindung zu den externen Versionen darstellt
(siehe dazu Anhang C auf Seite 231).
Versionsmanagement der Systemsoftware
Auch für die Verwaltung der Soware auf den im Feld beûndlichen Systemen
ist eine reproduzierbare Versionsverwaltung notwendig. Dabei triù man ge-
rade im Bereich der eingebetteten Systeme auf eine Vielzahl von Strategien
und Anforderungen, deren vollständige Darstellung an dieser Stelle nicht Ziel
ist. In erster Linie erfolgt eine Diskussion der Methoden, die sich in Kapitel 6
ab Seite 145 wiederûnden.
Wie sich aus Abschnitt 4.1.2 bereits erkennen lässt, folgt die Verteilung des
Festspeichers in einem Linux-System gewissen Grundsätzen. Der erste Boot-
loader liegt an der Stelle, die vom Prozessorsystem direkt nach dessen Initia-
lisierung angesprungenen wird. O bietet bereits das Prozessorsystem einen
kleinen, nicht üchtigen Speicher dafür. Bei einer Implementierung mit meh-
rerenBootloadern liegen der/dieweiterenBootloader im Festspeicher des Sys-
tems. Der Kernel ist meist in einer angrenzenden Region gespeichert, an die
sich das Wurzeldateisystem anschließt. Je nach Organisation kann es weitere
Partitionen geben, die beispielsweise Nutzerdaten, Konûgurationen oder an-
dere relevante Inhalte enthalten. In vielen eingebetteten Systemen sind dies
beispielsweise der device tree blob [Lik08; LB08; FDT], die Konûguration der
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Bootloader und das initramfs. Abbildung 4.8 gibt eine Auswahl von häuûg zu

























Abbildung 4.8: Typische Aufteilung des ROM-Speichers eines eingebetteten Sys-
tems
Der Bedarf nach und dieMöglichkeit für Firmware-Updates ist bei nahezu je-
dem eingebetteten System von Interesse. Durch die zunehmende Anbindung
derGeräte anNetzwerke besteht verstärkt dieNotwendigkeit für sicherheitsre-
levante Korrekturen. Gleichzeitig vereinfacht sich damit aber auch der Zugriò
auf aktualisierte Sowareversionen.
Updates können automatisch ohne Nutzerinteraktion ablaufen, oder aber in-
teraktiv unterMitwirkung einesNutzers/Administrators.Durch automatisier-
te Aktualisierungen kann auf einfacheWeise sichergestellt werden, dass mög-
lichst viele Gerätemit der gleichen Sowareversion arbeiten. Die Art des Up-
dates kann in ihrerGranularität je nachNotwendigkeit variieren. Ein vollstän-
diges Update schreibt eine komplett neue Version der Firmware (Bootloader,
Kernel, Systemimage) in den Festspeicher des Systems. Partielle Aktualisie-
rungen ersetzen nur einzelne Partitionen im Festspeicher. Das beschleunigt
den Vorgang gegenüber einem vollständigen Update, da die zu übertragende
Datenmenge geringer ist. Bei einem block-basierten Update werden nur ein-
zelne Elemente bzw. Blöcke innerhalb einer Partition ersetzt. Abbildung 4.9
auf der nächsten Seite veranschaulicht diese drei Methoden. Je nach Art und
Umfang der Aktualisierung ist im Anschluss ein Neustart des Systems erfor-
derlich, sodass auch automatischeUpdates nicht immer unbemerkt verlaufen.
In jedem Fall muss ein System auch nach der Aktualisierung wie erwartet
funktionieren. ImVorfeld istdaher sicherzustellen, dassdieneue Soware kor-
rekt arbeitet und alle im Feld beûndlichen Systeme das Update korrekt durch-
führen können.Weiterhin müssen Methoden zur Gewährleistung der Daten-
integrität sowohl während der Übertragung des Updates zum Zielsystem als
auch nach dem Einspielen der neuen Soware existieren. Ebenso besteht die























Kernel Wurzeldateisystem Weitere Partitionen
(c) Block-basiertes Update
Abbildung 4.9: Update-Strategien verschiedener Granularita¨t
Notwendigkeit für eine Fallback-Strategie im Fehlerfall, die bei Systemen ohne
Nutzerinteraktion entsprechend automatisiertwerdenmuss. Ein vollständiges
Update ist besonders kritisch.Wird nach dem Schreiben der neuen Firmware
in den Festspeicher eine Inkonsistenz festgestellt, ist das System als nichtmehr
boot- bzw. funktionsfähig zu betrachten. So lange der Update-Mechanismus
noch funktionsfähig ist, kann jedoch durch erneutes Schreibenmöglicherwei-
se ein funktionsfähiges Systemhergestelltwerden. Speziell für Lösungen ohne
Nutzerinteraktion scheint dieses Vorgehen nicht geeignet. Eine Verbesserung
erreicht man durch partielle Updates. Ist hinreichend Speicher vorhanden,
können bei partiellen Updates freie Speicherbereichemit der neuen Soware
beschrieben werden. Als Alternative ist die Nutzung eines kleineren, schreib-
geschützten Speicherbereichs für einRettungs- oder Servicesystem10 möglich.
Dieseswird vor einemUpdate aktiviert und installiert die neue Soware in die
Systempartition. Nach Sicherstellung des erfolgreichen Einspielens der neuen
Version in den Speicher, z.B. mitHilfe von Prüfsummen oder durch Protokol-
lierung eines Neustarts, wird das System angewiesen, die aktualisierten Berei-
che zu nutzen. BeideKonzepte stelltAbbildung 4.10 auf der nächsten Seite dar.
PartielleUpdates sind prinzipiell nicht auf eine Partition beschränkt. Aus Sta-
bilitätsgründen ist ein inkrementelles Vorgehen jedoch zu bevorzugen.
10Hierfür eignet sich auch ein entsprechend vorbereitetes initramfs.











































Abbildung 4.10: Konzepte fu¨r die partielle Aktualisierung
Vollständige und partielleUpdates orientieren sich an der Systemsowareent-
wicklung mit Buildsystemen, da hier meist Bootloader, Kernel und Partiti-
onsabbilder das Ergebnis des Erstellungsvorgangs sind. Blockweise Updates
orientieren sich vornehmlich amVorgehen derDistributionen, die die einzel-
nen Sowarekomponenten in Paketen verwalten. Aufgrund der strukturellen
Vorteile bieten aber auch viele Buildsysteme das Erstellen von Paketen an, die
dannmitWerkzeugenwie ipkg oder opkg auf demZielsystem installiertwer-
den. Vorteil der paketorientierten Versionsverwaltung ist die feine Granulari-
tät, und damit verbunden das schnelle und zielgerichtete Erneuern veralteter
Soware. Die kleine zu übertragende Datenmenge stellt nur geringe Ansprü-
che andieDatenverbindung.Das Risiko fürFehler beimÜbertragenderDaten
zum System sowie beim Schreiben derDaten in den Festspeicher ist ebenfalls
gering. Meist können die Pakete für verschiedene Versionen einer Soware
im Festspeicher des System verbleiben, sodass im Bedarfsfall auch das Wie-
derherstellen eines älteren Standes ohne erneute Datenübertragung möglich
ist. Schwierig bleibt der Umgang mit den Komponenten, die kritische Berei-
che des Systems betreòen, darunter der Kernel, Systemdienste (z.B. udev oder
das init-System) und die Paketverwaltung.
Einige Teile des Systems werden nicht durch die Paketverwaltung abgedeckt.
Hauptsächlich betriù dies Konûgurationsdateien der Nutzer11 und des Sys-
tems. Für derenVerwaltung bietet sich einDVVS an. Es erlaubt nicht nur, wie
bereits erläutert, eine strukturierteVersionsverwaltung inklusive Rückkehr zu
älteren Ständen, sondern übernimmt auch die gesicherte Datenübertragung
zumZielsystem. Ein entsprechendes Szenario für dieNutzung vonDVVS (mit
und ohne Nutzerinteraktion) wird in Kapitel 6 ab Seite 145 vorgestellt.
11Der Autor geht davon aus, dass, den allgemeinen Standards und Richtlinien folgend, neben
dem Administratorkonto auch entsprechende Nutzerkonten für verschiedene Aufgaben ein-
gerichtet werden.
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4.5 Spezifika bei heterogenen
rekonfigurierbaren Systemen
Die eõzienteNutzung der vielfältigen Architekturen von heterogenen rekon-
ûgurierbaren Systemen (vgl. Kapitel 3 ab Seite 71) hängt direkt an der Verfüg-
barkeit vonAPIs undWerkzeugen für den Zugang zu den gebotenen Funktio-
nen.Das umfasst dieKonûguration ebensowie dieNutzung der Systeme.Ver-
schiedene Arbeitenwidmen sich der Integration rekonûgurierbarerArchitek-
turen in Betriebssysteme, sei es Linux (z.B. [So07; Str+09], [NM09, S. 370 ò.])
oder RTOS (z.B. [Wal05]). Allerdings erfordern die Ansätze entweder einen
tiefen Eingriò in den Betriebssystemkern, zusätzliche Hardware für die Ver-
waltung der rekonûgurierbaren Ressourcen oder sind durch ihr Konzept sehr
fest an eine bestimmte Architektur oder Kombination aus Hard- und Sowa-
re gebunden.Viele Arbeiten fokussieren sich außerdem auf dieMigration von
Prozessen oder Prozessteilen (hreads, Tasks) zwischen RM und Betriebssys-
tem in Szenarien mit dynamisch-partieller Rekonûguration. (z.B. [LP07]).
Anhand der real verfügbaren Architekturen wird jedoch deutlich, dass nicht
dpR, sondern die eõziente Nutzung der Rekonûguration an sich von prak-
tischem Interesse ist. In vielen Fällen wird ein FPGA als exibler Beschleu-
niger für eine oder wenige Aufgaben genutzt und die Möglichkeit der (Re-
) Konûguration dient der (nachträglichen) Beseitigung von Fehlern, der Ver-
besserung der Funktion oder einer (verhältnismäßig) seltenen Änderung der
Funktionalität.DieKommunikation zwischenHostprozessor unddenRMs er-
folgt in diesenAnwendungen häuûg über einen Systembus, die Konûguration
über eine dedizierteVerbindung oder ebenfalls über den Bus.Die Sowarear-
chitektur muss diesem Anwendungsfall entsprechen und die aus dem Linux
bekannten Konzepte unterstützen.
4.5.1 Kommunikation mit dem RM
Wie bereits in Abschnitt 4.1.2 dargestellt, gibt es verschiedeneWege zur Kom-
munikationmit angeschlossener Peripherie.Der zuwählendeWegwird durch
die genutzteKommunikationsarchitektur (vgl.Abschnitt 3.2.2) beeinusst, die
126 4 Das Betriebssystem Linux im Kontext des Systementwurfs
ggf. einzelneWege von vornherein ausschließt. Grundsätzlich muss die So-
ware den Anforderungen an Bandbreite und Latenz ebenso genügen wie die
Hardware.
Existiert ein dedizierter Treiber, erfolgenZugriòe je nach dessen Implementie-
rung über eineGerätedatei in /dev oder dasNetzwerk-API. Statusinformatio-
nen können in diesem Fall über die virtuellenDateisysteme desKernels (proc,
sysfs, conûgfs, debugfs) ausgetauscht werden. Gib es keinen passenden Trei-
ber, kann die Kommunikation bei imAdressraum eingeblendeten Schnittstel-
len auch über die spezielle Gerätedatei /dev/mem erfolgen. Allerdings erfor-
dert die Nutzung der Schnittstelle volle Systemrechte12, was nicht immer mit
den Sicherheitsrichtlinien eines Systems vereinbar ist.Weiterhin besteht über
diese Schnittstelle unter Umständen Zugriò auf den gesamten Adressbereich
des Systems, sodass Programmfehler bei der Nutzung von /dev/mem fatale
Folgen haben. Für einige standardisierte Schnittstellen wie beispielsweise SPI
oder I2C gibt es bereits Treiber imKernel und über libusb könnenUSB-Geräte
aus dem User Space genutzt werden.
Oòensichtlich ist dieNutzung von /dev/memmit demgrößtenRisiko verbun-
den, bietet aber den schnellstenWeg der Implementierung.Die im User Space
laufendeAnwendung erlaubt dieNutzung aller Entwicklungswerkzeuge,muss
jedochmit vollen Systemrechten ausgeführtwerden.EinGerätetreiber imKer-
nel erscheint als die sauberste Lösung, ist aber mit dem entsprechenden Auf-
wand verbunden (vgl. Abschnitt 4.1.2). Als Alternative kann ein UIO Treiber
genutztwerden.Beim Einsatz standardisierter Schnittstellenwie SPI, I2C oder
USB bietet sich die Nutzung der korrespondierenden Mechanismen an.
Außerdem muss die aus der Rekonûguration erwachsende Dynamik beachtet
werden, was zusätzlichen Aufwand bei der Implementierung undVerwaltung
verursacht (vgl. Abschnitt 3.5.2) und bei der Treiberentwicklung berücksich-
tigtwerdenmuss. KonkreteUmsetzungen für den Umgangmit rekonûgurier-
baren Architekturen im Linux präsentiert Kapitel 6 ab Seite 145.
12sog. root-Rechte, also uneingeschränkten Zugriò auf alle Systemressourcen.
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4.5.2 Umsetzung der Konfiguration
Wie bereits im vorhergehenden Abschnitt erwähnt, unterstützt Linux einige
Basiskonzepte für dieKommunikationmit externen Komponenten.Diese bil-
den auch die Grundlage für die Konûguration, die im Grunde auch nur ei-
ne Form der Kommunikation von Betriebssystem und RM darstellt. Der zu
beschreitende Weg ergibt sich in erster Linie aus der verwendeten Konûgu-
rationsarchitektur (vgl. Abschnitt 3.2.3), die in den meisten Fällen bereits die
Nutzung von Schnittstelle und Protokoll für das Auslösen eines Konûgurati-
onsvorganges und die Übertragung der Konûgurationsdaten festlegt. Weiter-
hin spielt das Konûgurationsmanagement eine Rolle (vgl. Abschnitt 3.5.2).
Ob die Konûgurationsdaten an einen PROM oder direkt an das RM übertra-
gen werden, ist nicht von Belang. Die Nutzung von Memory Mapped I/O per
/dev/mem und auch eineUmsetzung per UIO erscheinen für dieÜbertragung
größerer Datenmengen, wie dies bei der Rekonûguration meist der Fall ist,
nicht zielführend.Aufgrund der umzusetzenden Protokolle ist auch der Rück-
griò auf verfügbare Treiber, beispielsweise zur Implementierung eines Kon-
ûgurationsprotokolls im User Space mit Hilfe von GPIO-Pins, nicht immer
möglich. Somit sind Lösungen auf Basis von Gerätedateien für die Übertra-
gung derKonûgurationsdaten die geeigneteWahl. In vielen Fällenwird es sich
dabei um spezielle Implementierungen handeln, die sich direkt an der Konû-
gurationsarchitektur orientieren. Alternativ ist es möglich, einen Treiber für
die Kommunikation mit einem RM auch für die Übertragung der Konûgura-
tionsdaten zu verwenden. Ausschlaggebend ist die Umsetzung der im Linux-
Umfeld üblichen APIs.
In der Literatur ûnden sich nur wenige allgemeine Ansätze für die Konûgura-
tion von hrS. In vielen Fällen erfolgt dieUmsetzung system- und anwendungs-
speziûsch, wobei sich einigeMethoden als gängige Praxis etabliert haben.
Eine Variante ist die Integration von Konûgurationsdaten direkt in das Kom-
pilat einer Soware. Dieses Vorgehen ûndet sich sowohl bei der Nutzung des
Bootloaders zur Konûguration (frühe Konûguration) als auch bei der Umset-
zung im Kernel und im User Space. Die Lösungen sind typischerweise direkt
auf das System zugeschnitten und kaumportabel.Anwendung ûndet dies bei-
spielsweise bei Systemen, die eine Kombination aus FPGA und PROM als Al-
ternative zum Application Speciûc Integrated Circuit (ASIC) nutzen und daher
128 4 Das Betriebssystem Linux im Kontext des Systementwurfs
die Konûguration nur im Zuge der Systempege erneuern (Bugûxes, kleinere
Anpassungen).Der Bitstrom ist direkt in die für das Update genutzte Soware
integriert. Somit muss nur eine Datei verteilt werden, die dann die Rekonû-
guration durchführt. Nach Möglichkeit wird hier auch auf spezielle Treiber
verzichtet und stattdessen auf Bordmittel des verwendeten Linux-Kernels zu-
rückgegriòen. Ähnliche Vorteile bietet die Integration des Bitstromes in die
Anwendung, solange die Nutzung des RMs exklusiv erfolgt. Die Integration
in den Kernel – egal ob permanent oder als ladbares Modul – hingegen muss
gut abgewogen werden, da durch die Bitstromgröße auch der Kernel signi-
ûkant vergrößert wird. Dem gegenüber steht lediglich der Verzicht auf den
Datentransfer vom User Space in den Kernel Space.
DerAufwand für die Implementierung dedizierter Treiber zur Kommunikati-
on und Konûguration eines RM rechtfertigt sich trotz der gebotenen Vorteile
meist erst ab einer bestimmten Nutzungshäuûgkeit oder wenn die gewählte
Architektur dies erforderlich macht. Durch die Umsetzung im Kernel Space
sind schnell Geschwindigkeitsvorteile zu erzielen. Ein Management ist damit
nicht zwingend verbunden, wenngleich Kernel-Module Zugriòe überwachen
und durch Funktionen wie blokierendes Lesen/Schreiben steuern können.
Spezielle Zugriòs- und Managementsysteme gehen meist mit hohem Imple-
mentierungs- undWartungsaufwand einher. Daher konnten sich selbst sehr
interessante Lösungen wie das von Strunk et. al. vorgestellte ACCFS (ACCe-
lerator File System, vgl. [Str+09]) oder die Umsetzung über den Device Tree
(vgl. [NM09]) nicht etablieren.
4.6 Nutzung plattformunabha¨ngiger Sprachen
in eingebetteten Systemen
Im Bereich der eingebetteten Systeme wird häuûg auf Programmiersprachen
wie C oder C++ zurückgegriòen, die erst nach einer architekturspeziûschen
Kompilation auf dem Zielsystem verwendet werden können.Dem Vorteil des
meist sehr eõzienten Programms stehen einige Nachteile gegenüber. Für die
Übersetzung müssen eine geeignete Toolchain (vgl. Abschnitt 4.4.1) bzw. ein
hinreichend leistungsfähiges Entwicklungssystem bereitstehen. Beim Cross-
Development kommt es aufgrund der verschiedenenArchitekturen schnell zu
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Fehlern. Bekannte Probleme sind beispielsweise die Byte-Reihenfolge (engl.
Endianness) und nicht erfüllte Abhängigkeiten auf dem Zielsystem.
Mit der zunehmenden Leistungsfähigkeit der eingebetteten Systeme setzen
Hersteller und Entwickler daher verstärkt auf plattformunabhängige Entwick-
lungssysteme. Dazu zählen Ansätze wie Java [Ull12], bei denen ein plattform-
unabhängig kompilierter Byte-Code zusammen mit einer plattformabhängi-
gen Laufzeitumgebung genutztwird. Eineweitere Erleichterung bieten Skript-
sprachen, die durch Vereinfachungen, beispielsweise bei der Typisierung, die
schnelleUmsetzung von Problemlösungen erlauben. Hierzu zählen direkt in-
terpretierte Kommandosprachen13 ebenso wie komplexere Umsetzungen, de-
ren Interpretation/Kompilation beim ersten Programmstart erfolgt (z.B. Py-
thon [KE12]). Die Plattformunabhängigkeit der Sprachen erlaubt eine sehr
komfortable Entwicklung auf leistungsstarken Desktopsystemen und die an-
schließende Nutzung des gleichen Quellcodes auf der Zielplattform. Somit
steht demLeistungsverlust eine deutlicherGewinn anKomfort gegenüber. So-
wohlKommandozeileninterpreter als auch einige Skriptsprachen ermöglichen
dieNutzung von plattformabhängigem Binärcode, beispielsweise in Form von
Bibliotheken, was je nach Anforderung auch eine Anwendung bei zeitkriti-
schen oder hardwarenahen Problemen erlaubt.
In Kapitel 6 ab Seite 145 ûnden sich verschiedene Beispiele für den Einsatz von
Python als Programmiersprache für Prototypen undMachbarkeitsstudien.
4.7 Zusammenfassung und Diskussion
In diesem Kapitel erfolgte eine detaillierte Auseinandersetzung mit dem Be-
triebssystem Linux, wobei weniger technische Faktoren im Vordergrund ste-
hen, sondern die für den Systementwurf interessanten Zusammenhänge zwi-
schen den Komponenten des Betriebssystems.Die imVerlauf des Kapitels be-
reits begonnenen Diskussionen werden an dieser Stelle im Anschluss an eine
kurze Zusammenfassung noch einmal aufgegriòen und – soweit möglich – zu
einem Ende geführt.
13Beispielsweise der Bash oder der Zsh
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4.7.1 Zusammenfassung
DasKapitel startetmit der Einführung von Begriòen und der kompaktenDar-
stellung von technischen Grundlagen. Neben allgemein bekannten Punkten
wie dem Systemaufbau, denKernel-Schnittstellen,Werkzeugen zur Erstellung
von Soware und dem Ablauf des Systemstarts wird in Vorbereitung auf die
weiteren hemen auch die Abhängigkeit zwischen Kernel, Bibliotheken und
Anwendungsprogrammen dargestellt.
Es folgt eine ausführliche Diskussion zum hema Distributionen, die sich be-
sonders auf dieZusammenhängeundAbläufe beim Soware-,Paket-undVer-
sionsmanagement im Linux-Umfeld konzentriert.Damit leistet die vorliegen-
de Arbeit einen Beitrag zur systematisierten Darstellung der zwar etablierten,
aber kaum dokumentierten Abläufe bei der Erstellung und Pege von Linux-
Distributionen.
Auch bei der nachfolgenden Übertragung der Erkenntnisse auf eingebettete
Systeme liegt der Fokus nicht auf technischen Details, sondern auf den Ge-
gebenheiten und Abläufen bei der Erstellung und Pege von Linux-Systemen
für eingebettete Systeme.Dabei ermöglichen die Erfahrungen desAutors eine
detaillierte Diskussion zu den wesentlichen hemen:Werkzeuge, Buildsyste-
me sowie Patch- undVersionsmanagement.Diese Diskussion dientwiederum
der systematisierten Darstellung etablierter, aber kaum dokumentierter Ab-
läufe.
Abschnitt 4.5 und Abschnitt 4.6 widmen sich der Lösung zweier technischer
Probleme.Abschnitt 4.5 verbindet die Ausführungen ausAbschnitt 3.5mit den
speziûschen Möglichkeiten zur Implementierung von Kommunikation und
Konûguration im Linux-Betriebssystem. Abschnitt 4.6 grei die Schwierig-
keiten beim Cross-Development noch einmal auf, zeigt einen derzeit o an-
zutreòenden Lösungsansatz und geht kurz auf dessen Randbedingungen ein.
Plattformunabhängige Sprachen erlauben eine schnelle und meist einfachere
Implementierung vonAnwendungen.DiesemVorteil stehen der erhöhte Res-
sourcenbedarf und die erhöhte Latenz gegenüber.
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4.7.2 Diskussion der Erkenntnisse
Natürlich haben technische Faktoren einen wesentlichen Anteil an der Ent-
scheidung für Linux als Betriebssystem für eingebettete Systeme. „Wir nutzen
Linux“ steht stellvertretend für den Einsatz eines aktiv gepegten, in vielen
Bereichen eingesetzten, ausgereien und erprobten Systems. Ebenso sind al-
lerdings bestimmteRandbedingungen an denEinsatz von Linux geknüp.Die
zugrundeliegendeHardwaremussdieminimalenVoraussetzungen fürdasBe-
triebssystem erfüllen und sollte im Idealfall bereits von Kernel und Compiler
unterstütztwerden.Mit derEntscheidung fürLinux bindet sich derEntwickler
an die damit verbundene Sowarearchitektur aus Bootloader, Linux-Kernel,
Bibliotheken und Anwendungen. Die Entwicklung von Soware sollte sich
dieser Architektur anpassen, um von ihren Vorteilen zu proûtieren. Gleich-
zeitig begibt sich der Entwickler in das Linux-Ökosystem und die damit ver-
bundenen Philosophien. Dies betriù zum einen die verwendeten Lizenzen
(vgl. Abschnitt 1.3) und die damit verbundenen Verpichtungen, zum ande-
ren die verschiedenen Prozesse, Gepogenheiten und Standards. Dazu zäh-
len u. a. die Verwendung bestimmter Werkzeuge unabhängig von ihrem Ent-
wicklungsstand, ihrer Eignung und Verbreitung, der Community-getriebene
Sowareentwurf oder Distributionen und das mit ihnen verbundene Paket-,
Versions- und Qualitätsmanagement.
Beim Einsatz von Linux in eingebetteten Systemen sind bereits im Vorfeld
einige Entwurfsentscheidungen zu treòen. Eine dieser Entscheidungen, die
meist auch Folge- und Schwestersysteme betriù, ist die Frage, ob eine Dis-
tribution oder ein individuell abgestimmtes Linux basierend auf einem Build-
system zum Einsatz kommt.
Für den schnellen Einstieg in das Gebiet der eingebetteten Systeme mit Li-
nux als Betriebssystem bietet sich der Einsatz einer der verfügbaren Linux-
Distributionen an. Dem geringen initialen Aufwand, der durch den Distri-
butor gewährleisteten Sowarequalität und dem abgestimmten Portfolio aus
Soware undWerkzeugen stehen die Einschränkungen durch die vorgefertig-
ten Pakete und die Abhängigkeit vom Distributionsanbieter gegenüber.
Mit derBindung an eineDistribution folgtman denVorgaben desDistributors
bezüglich Soware- undWerkzeugauswahl sowiePaketabhängigkeiten und ist
bei Updates den Veröòentlichungszyklen der Distribution unterworfen. Die
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auf ein breites Anwendungsspektrum ausgelegten Distributionen benötigen
zudem in der Regel mehr RAM und Festspeicher. Aufgrund ihrer Ausrich-
tung implementieren sie zudem Funktionen, die im Desktop- und Serverbe-
reich notwendig, bei eingebetteten Systemen jedoch durchaus hinderlich sind.
Tiefe Eingriòe in die Basissoware einerDistribution ebensowie das Ersetzen
von Paketen oder Werkzeugen sind zwar möglich, führen aber zu einem un-
gleich höherenAufwand, der den Beweggründen zur Nutzung einerDistribu-
tion entgegensteht.
Dem gegenüber steht die große Flexibilität der Buildsysteme, die als Metadis-
tribution den Nutzer in die Position des Distributors bringen. Den Freihei-
ten bei der Wahl von Funktionsumfang, Paketen, Abhängigkeiten undWerk-
zeugen und den damit verbundenenMöglichkeiten (z.B. benötigter Speicher-
platz) stehen hier der erhöhte initiale und laufende Aufwand, die Verantwor-
tung für die Kontrolle und Pege der gewählten Soware und die Verwaltung
der Infrastruktur für Erstellung und Verbreitung der Soware gegenüber.
Diesen oòensichtlichen Punkten gliedern sichweitere Fakten an, die ebenfalls
direkt oder indirekt mit der Wahl des Basiskonzepts korrelieren. Hinzu kom-
men allgemeine Probleme der derzeitigen Entwicklung im Bereich der freien
Soware.
Tabelle 4.2: Systemgro¨ße eines Raspberry Pi bei verschiedenen Ansa¨tzen
Ansatz Größe (MebiByte) Anzahl Pakete
Raspbian „Wheezy“ 1828 683
Angepasstes Debian „Wheezy“ 216 122
PTXdist 36 86
Bei den Paketen derDistributionen sind neben den notwendigen auch die op-
tionalenAbhängigkeiten zu anderen Paketen fest bzw. dynamisch vorgegeben.
Eine Änderung ist zwar durch den Ersatz des Pakets möglich, die Auswir-
kungen auf andere Soware der Distribution aber nur durch intensive Tests
abschätzbar. Auch bei Buildsystemen kann es je nach Umsetzung vorgegebe-
ne Abhängigkeiten aufgrund optionaler Funktionen geben. Eine Änderung ist
hier jedoch mit geringerem Aufwand (bei gleichem Risiko) verbunden. Diese
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nicht immer benötigten Funktionen erhöhen nicht nur den Bedarf an Fest-
speicher unnötig, sondern bringen auch zusätzliche Soware – und damit zu-
sätzliche Fehlerquellen – in das System. Tabelle 4.2 auf der vorherigen Seite
zeigt an einem ausgewählten Beispiel den Einuss dieses Punktes. Die Firm-
ware eines Raspberry Pi sollte jeweils die gleichen Aufgaben erfüllen, wurde
aber einmal mit dem Standard Raspberry Pi Debian Linux (Raspbian) imple-
mentiert, einmal mit einer optimierten Raspbian-Version und einmal mit ei-
nem per PTXdist erstellten Linux-System.
Nicht alle Projekte der Free and Open Source (FOS)-Szene folgen den in Ab-
schnitt 4.2.1 skizziertenVorgaben und Abläufen.Dies erschwert dasVersions-
management und die Qualitätskontrolle. Ebenso erscheint das Schritthalten
mit den Projekten, die eine sehr hoheVeröòentlichungsfrequenz haben, kaum
realisierbar. Einige Ansätze, wie beispielsweise der von Weigelt in [Wei10a;
Wei10b] beschriebene, versuchen dies zu mildern, werden jedoch nicht allge-
mein anerkannt. Die daraus erwachsenden Herausforderungen betreòen so-
wohl die im Linux-System verwendete Soware als auch die für ein Build-
systemnotwendigeUmgebung. Im Rahmen des Produktmanagements sollten
sicherheitskritische Updates der verwendeten Sowareprojekte Dritter auch
in eigene Systeme übernommen werden. Daher muss die verwendete Infra-
struktur in allen Teilen darauf ausgelegt sein – ein Umstand der weder bei der
Verwendung von Distributionen noch bei Buildsystemen automatisch gege-
ben ist.
Gleiches gilt für das Versionsmanagement der Firmware, das aufgrund der
wachsenden Vernetzung eingebetteter Systeme an Bedeutung gewinnt. Zuge-
hörige Strategien werden daher ein Teil der Systemspeziûkation und müssen
im Entwurfsuss berücksichtigt werden. Ein Update sollte bei allen potenti-
ellen Empfängern in der erwarteten Weise funktionieren. Dementsprechend
muss immer ein Weg vom alten zum neuen Zustand existieren. Dabei kann
sich der Vorteil feingranularer Ansätze schnell erschöpfen, da hier die Rei-
henfolge von Updates o von größerer Bedeutung ist. Partielle Updates stel-
len sicher, dass dieneu eingespielte Firmware in allenPunkten dem erwarteten
Zustand entspricht.
Abschließend lässt sich feststellen, dass die Umsetzung eines eingebetteten
Systems mit Linux-Betriebssystem immer ein individuellesVorgehen bei Spe-
ziûkation und Entwurf erfordert. Eine wesentliche Reduktion des Entwurfs-
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aufwands durch die Nutzung von Distributionen ist nicht zu erkennen. Wird
das Zielsystem ähnlich einem Desktop- oder Serversystem verwendet, bieten
Distributionen einen vielversprechendenAnsatz, da sie grundsätzlich auf der-
artige Szenarien abgestimmt sind. Je spezieller das System auf seine Anwen-
dung zugeschnittenwird, desto mehr überwiegen dieVorteile von Buildsyste-
men.
5 Spezifikation, Test und
Verifikation von
Linux-Systemen
Mit der Entscheidung für Linux als Betriebssystem eröònet sich eine breite
Basis an vorhandener Soware,mit der die gewünschten Funktionen umsetz-
bar sind.DieHerkun undQualität dieser Soware variiert entsprechend den
Darstellungen in Kapitel 4 aufgrund ihrer Entstehungsgeschichte und der da-
mit verbundenen Prozesse.Dies spricht jedoch nicht gegen den Einsatz dieser
Soware. Allerdings müssen die genutzten Pakete sorgfältig ausgewählt und
so intensiv wiemöglich getestet werden, um Funktionsumfang, Stabilität und
Funktionalität zu sichern,was einen beträchtlichenArbeits- und Zeitaufwand
bedeutet.
5.1 Spezifikation von Linux-Systemen
Die in Abschnitt 2.2 vorgestellten Entwurfsmodelle sind auch für eingebettete
Systememit Linux-Betriebssystem gültig. Allerdings beeinusst die Entschei-
dung für die Verwendung von Linux die weiteren Entwurfsschritte nachhal-
tig. Bereits bei der HW/SW-Partitionierung ist zu berücksichtigen, dass ein
Linux-System bestimmte Anforderungen an Prozessorsystem und Speicher
stellt. Daraus ergibt sich die Frage, welche Funktionen mit der durch das Be-
triebssystem geforderten Hardware erfüllbar sind, wo zusätzliche Hardware
notwendig ist und wo Aufgaben in die Soware verlagert werden können.
Bei der Implementierung eigener Soware kommt das in Abschnitt 2.6.3
beschriebene Vorgehen zum Tragen. Die Soware sollte sich allerdings an
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der späteren Betriebssystemumgebung orientieren, also verfügbare Bibliothe-
ken, typische Schnittstellen und gängig Programmierparadigmen berücksich-
tigen.
Eine besondereHerausforderung stellen Speziûkation undEntwurf des Linux-
Systems dar. Ein streng formalesVorgehen bei der Speziûkation erscheint auf-
grundderKomplexität unddesFunktionsumfangs kaummöglich.DadieGra-
nularität bei der Umsetzung auf Kernel, Bibliotheken und Anwendungen be-
grenzt ist, stellt die Speziûkation letztlich nur den minimalen Funktionsum-
fang dar.Der reale Funktionsumfang düre nahezu immer darüber liegen, da
die zur Umsetzung der Speziûkation gewählten Bibliotheken und Anwendun-
gen weitere Funktionen bieten.Während dieser Umstand aus Sicht der Spezi-
ûkation nicht notwendigerweise vonNachteil ist, erschwert er Test undVeriû-
kation, da hier auch das Fehlverhalten aufgrund zusätzlicher Funktionalitäten
ausgeschlossen werden muss.
Ein weiterer, kritischer Punkt ist die enorme Anzahl an Sowarepaketen und
Konûgurationsoptionen. Die Gentoo Distribution bietet beispielsweise mehr
als 17.000 Pakete zurAuswahl, Debian „wheezy“ sogar über 48.000 und PTX-
dist als schlankes Buildsystem bereits über 850. Die Anzahl von Konûgurati-
onsoptionen für ein Linux-System ist ebenso üppig.Wie Sincero et. al. und She
et. al. in ihren Studien [She+10; Sin+10] feststellen, hat der Linux-Kernel weit
über 8.000Konûgurationsoptionen und PTXdist bietet für seine nur 850 So-
warepakete bereits mehr als 4.500Optionen. Somit umfasst der Entwurfspro-
zess mehrere Auswahlschritte, um aus dem Pool verfügbarer Pakete und Op-
tionen ein der Speziûkation entsprechendes Linux-System zu „konûgurieren“.
Speziell gilt es, einen Kernel mit dem notwendigen Funktionsumfang zu kon-
ûgurieren und aus der vorhandenen Auswahl jene Pakete mit ihren jeweili-
gen Funktionsoptionen zu bestimmen, die die Speziûkation erfüllen undmög-
lichst wenig zusätzlichen Veriûkationsaufwand verursachen.
Die persönliche Erfahrung des Autors zeigt, dass Speziûkation und Umset-
zung von Linux-Systemen einigen allgemeinenAbläufen folgen, um dieKom-
plexität von Entwurf und Test beherrschbar zu gestalten. Häuûg erfolgt die
Speziûkation der Soware in Form von (umgangssprachlichen, nicht forma-
len) Funktionsbeschreibungen des Zielsystems1, beispielsweise:
1z.B. im Rahmen des Lastenhes
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• bezieht seine IP-Adresse per DHCP,
• bietet Zugriò via HTTP oder
• prü zyklisch, ob . . .
• usw.
Aus dieser Beschreibung ergibt sich der minimale Funktionsumfang, der die
Basis für die Auswahl geeigneter Sowarepakete darstellt. Dabei greifen Ent-
wickler nach Möglichkeit immer auf die gleichen Pakete zurück, was gleich
mehrere Vorteile bietet. Zum einen ist der Umgang mit dem Paket geläuûg,
z.B. (optionale) Funktion, Konûguration, Abhängigkeiten. Zum anderen be-
steht aus der Erfahrung heraus eine zunehmende Sicherheit, dass das Paket
wie erwartet funktioniert. Test und Veriûkation konzentrieren sich somit zu-
sätzlich zumGesamtsystem auf die Auswirkungen derweniger bekanntenAn-
wendungen und Bibliotheken.
Ein ähnliches Verhalten ist im Übrigen auch bei der Auswahl der Hardware
zu beobachten. Auch hier wird nach Möglichkeit auf bekannte Systeme oder
wenigstens bekannte Prozessorsysteme und Hardwarekomponenten zurück-
gegriòen, da so beispielsweise die Konûguration der Kernels ebenfalls unter
Berücksichtigung der vorhandenen Erfahrungen erfolgen kann.
5.2 High-Level Spezifikation einer
Linux-Firmware
Distributionen und Buildsysteme bieten eine breite Auswahl an Soware, so-
dass für einzelne Aufgabenmeist mehrere, gleichwertige Lösungen existieren.
Dies führt bei beiden zu einer nahezu unbeherrschbaren Anzahl an Paketen,
unter denen der Entwickler wählen muss. Die gebotenen Auswahlwerkzeuge
bieten dabei nur mäßige Unterstützung, wobei Distributionen hier meist de-
tailliertere Informationen zu Abhängigkeiten (obligatorisch bzw. starke und
schwache optionale) und Konikten (Paket A schließt Paket B aus) bieten.
Buildsysteme erfordern ein deutlich höheresMaß anVerständnis für die Inter-
aktion der Pakete innerhalb des Systems, um im Fehlerfall auf Ursachen auch
bei der Sowareauswahl zu schließen.
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Das in Abschnitt 5.1 beschriebene Vorgehen erinnert an eine Art Experten-
system, das basierend auf Erfahrungen und Anforderungen zur Lösung eines
Problems führt. Die bereits erwähnten Betrachtungen verschiedener Distri-
butionen und Buildsysteme zeigten weiterhin, dass speziell bei den Buildsys-
temen viele Parallelen in der Umsetzung sowie der Speicherung der Konû-
gurationen bestehen. Daher entstand die Idee, die Speziûkation eines Linux-
Systems durch ein Werkzeug zu vereinfachen und zugleich die Nutzung ver-
schiedenerBuildsysteme zu ermöglichen.Das erlaubt inAbhängigkeit von der
jeweiligenAnwendung, dieNutzung der speziellen Stärken einzelner Systeme.






# PTXCONF_BUSYBOX_UDHCPD is not set
# PTXCONF_DHCP is not set
# PTXCONF_OPENSSH is not set
# PTXCONF_DROPBEAR is not set
# PTXCONF_BUSYBOX_HTTPD is not set
# PTXCONF_LIBMICROHTTPD is not set
# PTXCONF_LIGHTTPD is not set









Abbildung 5.1: Basisidee fu¨r die vereinfachte Spezifikation einer Linux-Firmware
Die Eingangsbeschreibung ist hierarchisch aufgebaut, bleibt aber auf die Be-
schreibung von Systemfunktionalität beschränkt. Über eine acheHierarchie
lassen sichDetails direkt einpegen.EineweitereVerfeinerung ist jedochnicht
vorgesehen.DieseDarstellung ermöglicht die Erfassung der eingangs erwähn-
tenminimalen bzw. gewünschten Systemanforderungen auf hohemAbstrakti-
onsniveau, z.B. imGesprächmitmöglichenKunden ohne tiefgreifenden tech-
nischen Hintergrund. Die Umsetzung dieses als Frontend bezeichneten Teils
ist auf vielfältigeWeise vorstellbar. Für eine spätereWiederverwendung und
als semiformales „Speziûkationsdokument“ wird die Eingangsbeschreibung
gespeichert.
Zentrale Komponente ist das Werkzeug, welches die Synthese der Eingangs-
beschreibung übernimmt. Nach der Synthese liegt eine Konûguration vor, die
direkt fürdieNutzungmit einemBuildsystemoder einerDistribution geeignet
ist.Abbildung 5.2 auf der nächsten Seite zeigt die gewählte Architektur für das
Synthesewerkzeug.AlternativeKonzepte erläutertAnhang E.1 auf Seite 235.

















# PTXCONF_BUSYBOX_UDHCPD is not set
# PTXCONF_DHCP is not set
# PTXCONF_OPENSSH is not set
# PTXCONF_DROPBEAR is not set
# PTXCONF_BUSYBOX_HTTPD is not set
# PTXCONF_LIBMICROHTTPD is not set
# PTXCONF_LIGHTTPD is not set




# CONFIG_BUSYBOX_CONFIG_HTTPD is not set
# CONFIG_BUSYBOX_CONFIG_APP_UDHCPD is not set
CONFIG_BUSYBOX_CONFIG_APP_UDHCPC=y
# CONFIG_PACKAGE_lighttpd is not set
# CONFIG_PACKAGE_mini-httpd is not set
# CONFIG_PACKAGE_dhcp-server is not set
# CONFIG_PACKAGE_dhcpcd is not set
# CONFIG_PACKAGE_uhttpd is not set
# CONFIG_PACKAGE_erlang-ssh is not set
# CONFIG_PACKAGE_openssh-client is not set
# CONFIG_PACKAGE_openssh-client-utils is not set
# CONFIG_PACKAGE_openssh-keygen is not set
















Abbildung 5.2: Architektur des Synthesewerkzeugs
Das Eingabewerkzeug liest die Eingangsbeschreibung und stellt sie über ein
deûniertesAPI zurweiterenVerarbeitung zurVerfügung. Somit sind allewei-
teren Verarbeitungsschritte von der Art der Eingangsbeschreibung unabhän-
gig. Für die einzelnen Zielsysteme gibt es dedizierte Werkzeuge, die jeweils
systemspeziûsch umgesetzt sind. Vorteil dieser Architektur ist die Möglich-
keit, die Besonderheiten der Zielsysteme besser abbilden zu können.DieNot-
wendigkeit ergibt sich daraus, dass die Systeme nicht nur verschiedene Dar-
stellungsformen für ihre Konûgurationen nutzen, sondern auch verschiedene
Aueilungen und Strukturen.
Die Umsetzung der zielsystemspeziûschen Werkzeuge erfordert ein hohes
Maß an Verständnis für das adressierte Buildsystem bzw. die adressierte Dis-
tribution. Daher wird die Umsetzung in den meisten Fällen durch einen ent-
sprechend erfahrenenEntwickler erfolgen, demimGegenzug derUmgangmit
der API leicht fällt. Wie die Synthese im Einzelnen erfolgt, ist durch die ge-
wählte Architektur nicht vorgegeben und kann somit unter Beachtung der Ei-
genheiten des Zielsystems auf eõzienteWeise erfolgen.
Abbildung 5.3 auf der nächsten Seite zeigt das letztlich implementierte System.
Einen alternativen Ansatz der Implementierung erläutert Anhang E.2 auf Sei-
te 236.DasFrontendnutztdaswohlbekannte, textbasierte kconûg-System,wel-




# CONFIG_BUSYBOX_CONFIG_HTTPD is not set
# CONFIG_BUSYBOX_CONFIG_APP_UDHCPD is not set
CONFIG_BUSYBOX_CONFIG_APP_UDHCPC=y
# CONFIG_PACKAGE_lighttpd is not set
# CONFIG_PACKAGE_mini-httpd is not set
# CONFIG_PACKAGE_dhcp-server is not set
# CONFIG_PACKAGE_dhcpcd is not set
# CONFIG_PACKAGE_uhttpd is not set
# CONFIG_PACKAGE_erlang-ssh is not set
# CONFIG_PACKAGE_openssh-client is not set
# CONFIG_PACKAGE_openssh-client-utils is not set
# CONFIG_PACKAGE_openssh-keygen is not set








IMAGE_FSTYPES = "jffs2 tar"








# PTXCONF_BUSYBOX_UDHCPD is not set
# TXCONF_DHCP is not se
# PTXCONF_OPENSSH is not set
# TXCONF_DROPBEAR is no  set
# PTXCONF_BUSYBOX_HTTPD is not set
# PTXCONF_LIBMICROHTTPD is not set
# PTXCONF_LIGHTTPD is not set











































Abbildung 5.3: Finales System
ches im Linux-Kernel seinen Ursprung hat und auch von anderen bekannten
Projekten genutztwird.Es basiert auf einer einfachen, textuellenBeschreibung
der Nutzerschnittstelle (vgl. [SB10] und Anhang E.3 auf Seite 238), die dann
durch einen Satz von Werkzeugen (z.B. mconf, xconf, qconf) zur Anzeige
gebracht wird. Nach Beendigung des kconûg-Dialogs speichern dieWerkzeu-
ge die vomNutzer getroòene Auswahl in einer einfachen Textdatei, im folgen-
den als .conûg bezeichnet. Mit Hilfe des Frontends können auch bestehende
Konûgurationen angepasst werden.
Die .conûgDatei dient in dieser Implementierung zum Speichern der Speziû-
kation und alsAPI zwischen dem Frontend und den Synthesewerkzeugen. Für
dieVerwaltung vonVersionen der Konûguration wird einDVVS genutzt.Die
Synthesewerkzeuge analysierendie .conûgDateiund setzendie darin enthalte-
nen Symbole in eine Entsprechung in denKonûgurationen des jeweiligenZiel-
systems um. Die dazu verwendeten Abbildungsvorschrien stellen den Kern
des Synthesewerkzeugs dar.
Eine exemplarische Umsetzung für PTXdist und Buildroot nutzt dazu viele
kleine Dateien, die jeweils die zur Synthese einer Eingangsoption notwendi-
genAusgangswerte beinhaltet.Durch dieKombination dieser „Schnipsel“ ent-
steht so die Zielkonûguration. Abbildung 5.4 auf der nächsten Seite stellt den
entstehenden Ablauf für PTXdist dar.













# PTXCONF_BUSYBOX_UDHCPD is not set
# PTXCONF_DHCP is not set
# PTXCONF_OPENSSH is not set
# PTXCONF_DROPBEAR is not set
# PTXCONF_BUSYBOX_HTTPD is not set
# PTXCONF_LIBMICROHTTPD is not set
# PTXCONF_LIGHTTPD is not set































Abbildung 5.4: Ablauf und Umsetzung des Syntheseflows bei PTXdist
In Abbildung 5.3 auf der vorherigen Seite ist außerdem eine Expertenschnitt-
stelle dargestellt, die verschiedene Aufgaben erfüllt. Einerseits bietet sie einen
bequemen Zugriò auf die Eingangsbeschreibung, um diese nach Bedarf an-
zupassen und zu erweitern. Ebenso dient sie der Erweiterung der Synthese-
werkzeuge, um diese zu den Optionen der Eingangsbeschreibung synchron
zu halten.Darüber hinaus erlaubt sie weitere Interaktionen mit den Synthese-
werkzeugen.Wie bereits erläutert,wird für bestimmte Funktionen nachMög-
lichkeit immer der gleiche Satz von Paketen bzw. Anwendungen genutzt. Un-
terschiede in der Sowareauswahl ergeben sich meist aus den Anforderungen
an dasZielsystemoder durch dessenHardware.DiesesVerhaltenwird berück-
sichtigt, indem neben der 1 ∶ 1 Abbildung von Eingangsfunktion zu Soware-
paket eine 1 ∶ nAbbildung unterBeachtungweiterer Parametermöglich ist. Im
Lauf der Entwicklung undNutzung des Systems, hat sich die Schnittstelle auch
als geeignetes Mittel zur Verknüpfung von Sowarefunktionen mit Test- und
Veriûkationsfunktionen herausgestellt, was in Abschnitt 5.3 weiter ausgeführt
wird.
5.3 Test und Verifikation
Für die Fehlerfreiheit der eigenen Soware stehen dem Entwickler alleMög-
lichkeiten bereit (siehe Abschnitt 2.6.3). Die Beachtung von Entwurfsstan-
dards und Regeln für die Implementierung testfreundlicher Soware, sowie
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dieNutzung entwurfsunterstützenderWerkzeuge verringern das Fehlerrisiko
und erleichternTest undVeriûkation.Trotzdem bleiben unentdeckte Fehler in
der Soware ein ernstes Problem, wie z.B. [Spi+11] zeigt.Die Korrektheit von
Fremdsoware sollte also nicht vorausgesetzt, sondern im Bedarfsfall geprü
werden.
Besonders kritisch sind Fehler im Linux-Kernel, da diese das gesamte System
instabil und ggf. sogar unbenutzbarmachen. In der Literatur existierenAnsät-
ze für die Generierung bzw. Veriûkation von Linux-Gerätetreibern [CKK06;
PK07; PCK08; PSK09], die sich aber in der Praxis bisher nicht etabliert ha-
ben. In den meisten Fällen muss ein Entwickler bereits einen sehr hohen
Kenntnisstand besitzen, bevor er mit der Entwicklung eigener Treiber begin-
nen kann. Das verringert den Nutzen für ein Werkzeug zur Generierung von
Treiber-Skeletten. Einen Gewinn würde der Entwickler aus der Generierung
von Schnittstellen zu den von ihm verwendeten Subsystemen ziehen. Doch
entsprechende Generatoren müssen sich in der gleichen Geschwindigkeit wie
derKernelund seine Schnittstellenweiter entwickeln,was vermutlich ein nicht
im Verhältnis zum Gewinn stehender Aufwand ist. Ähnliches gilt für die An-
sätze, bei denen der Treiber über eine abstrakte Sprache beschrieben wird
(vgl. [CKK06]). Hier ergibt sich lediglich einminimalerVorteil aus einer even-
tuell verbesserten Art der Speziûkation. Veriûkationsansätze über Werkzeu-
ge zur statischen und dynamischen Codeanalyse eröònen einen interessan-
ten Weg für die Fehlersuche, leiden aber ebenfalls an vielen Stellen unter der
hohen Dynamik des Kernels und bieten daher nur einen geringen Vorteil ge-
genüber den klassischen Werkzeugen einer integrierten Entwurfsumgebung
(engl. Integrated Design Environment (IDE)). Mit seinen integrierten Mecha-
nismen zur Fehlersuche (wie demKDB) unterstützt derKernel denEntwickler
bereits bei Test und Veriûkation.
Für die Bewertung des Gesamtsystems lassen sich aufgrund der Komplexi-
tät des Problems kaum automatisierte Lösungen ûnden. Mit Hilfe einer funk-
tionalen Speziûkation können über interne und externe Unittests Nachwei-
se für die Anwesenheit/Abwesenheit geforderter Eigenschaen gebracht wer-
den.WeitergehendeNachweise erfordern immer einen hohenmanuellenAuf-
wand. „Betatests“, wie sie im Consumer-Bereich o mit einigen hundert oder
gar tausend Testern erfolgen, sind in industriellenAnwendungenmit geringer
Stückzahl kaum vorstellbar. Allerdings ist der Einsatzbereich im industriellen
Umfeld o besser eingegrenzt bzw. klar speziûziert.
5.3 Test und Veriûkation 143
Hier greiwiederum das inAbschnitt 5.2 vorgestellte Speziûkationssystem. Es
bietet einenAnsatzpunkt für Test undVeriûkation basierend auf funktionalen
Speziûkationen. Die Eingangskonûgurationen können dazu über die Exper-
tenschnittstelle mit passenden Testansätzen verknüp werden. Die Ausprä-
gung ist dabei nicht fest vorgegeben, im Moment jedoch hauptsächlich auf
die Umsetzung im genutzten Buildsystem beschränkt. So können beispiels-
weise gezieltWerkzeuge für das Hostsystem erstellt werden, die beim Test des
Zielsystems helfen und für die erstellte Soware angepasst sind. So hat sich
das Mitführen von Skripten in einem Unittest-Verzeichnis bewährt, die die
jeweils genutzten Funktionen des Zielsystems (z.B. DHCP,Webserver) über-
prüfen.
Die Bewertung des Gesamtsystems erfolgt häuûg mit Hilfe von Entwickler-
oder Evaluationsboards, die beispielsweise von den Prozessorherstellern an-
geboten werden. Diese Systeme sind o recht teuer und auf das vom Herstel-
ler gebotene Maß an Flexibilität beschränkt. Eine kostengünstige Alternative
stellt die Nutzung vorhandener Hardware2 dar, auch wenn sie der Zielarchi-
tektur nicht entspricht.VonVorteil ist hier der Einsatz eines Buildsystems zur
Erstellung des Linux-Systems, da so das identische User Land auch bei ver-
schiedenen Architekturen erstellt und untersucht werden kann. In jedem Fall
existieren bei der Emulation Fehlerquellen aufgrund der Unterschiede zwi-
schen Emulator und Zielsystem.Durch steigende Rechenleistung und verbes-
serte Ausstattung der Hostrechner, die Entwicklern zur Verfügung stehen, er-
freut sich auch die Emulation der Zielhardware mit Hilfe virtueller Maschi-
nen wachsender Beliebtheit [SR09; LM10; Wan+11]. QEMU, eine unter der
GNU GPL stehende Emulationssoware, erlaubt dabei auch eigene Anpas-
sungen des emulierten Systems an dasZielsystem.Nachteile bei derEmulation
sind bekanntermaßen die verringerte Geschwindigkeit, diemöglichen Unter-
schiede zwischen dem emulierten und dem realen System und die grundsätz-
liche Verfügbarkeit der Zielarchitektur. In jedem Fall erlaubt die Emulation
den frühzeitigen Test des entstehenden Linux-Systems.
2beispielsweise alte PC-Hardware oder Entwicklerboards aus vorangegangenen Projekten
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5.4 Zusammenfassung und Diskussion
Das Kapitel betrachtet grundsätzliche Methoden für Speziûkation, Test und
Veriûkation von Linux-Systemen. Diese folgen in weiten Teilen den klassi-
schenMethoden des Sowareentwurfs.Wie ausKapitel 4 hervorgeht, kann je-
doch bei PaketenDritter zusätzlicher Testaufwand entstehen. BesonderesAu-
genmerk liegt imAllgemeinen auf dem Linux-Kernel, der eine ausgesprochen
komplexe und gleichzeitig die zentrale Soware eines Linux-Systems darstellt.
Dies spiegelt sich im vorliegenden Kapitel wieder, auch wenn Test und Veriû-
kation nur überblicksartig betrachtet werden.
Eine weitere Herausforderung und gleichzeitig Schwerpunkt dieses Kapitels
ist die Auswahl geeigneter Sowarepakete aus der Vielzahl vorhandener Al-
ternativen. Zur Vereinfachung dieses Prozesses stellt Abschnitt 5.1 ein Spezi-
ûkationssystem für Linux-Systeme vor, dass die Erfahrungen des Autors aus
eigenen Arbeiten sowie aus der Zusammenarbeit und Diskussion mit Part-
nern und Interessenten umsetzt. Es basiert auf einer vereinfachten Eingangs-
beschreibung, die das Systemverhalten auf einer höheren Abstraktionsebene
ähnlich einem Lastenhe beschreibt und in eine Konûguration für verschie-
dene Buildsysteme bzw. Distributionen überführt. Neben der Vereinfachung
und minimalen Formalisierung der Speziûkation spielte die Reproduzierbar-
keit bei der Umsetzung des Systems eine wesentliche Rolle. Außerdem wurde
die Integration vonTestansätzen verfolgt, sodass der gesamte Entwurfsprozess
durch den Einsatz des Systems proûtiert. Die Umsetzung ist bewusst einfach
gehalten. Das verringert die Hürden bei der Nutzung und erleichtert die An-
passung undWeiterentwicklung.
Auchwenn sich das System für Buildsysteme und Distributionen gleicherma-
ßen eignet, liegt das Interesse des Autors in der vereinfachten Nutzung von
Buildsystemen.Diese erfordern ein sehr hohes Maß an Vorkenntnis und Ein-
arbeitung, erlauben imGegenzug aber dieNutzung allerVorteile des somäch-
tigenundexiblenLinux-Ökosystems.Durchden vorgestelltenAnsatz verein-
facht sich der Einstieg, da das System diemühselige Auswahl von Sowarepa-
keten erleichtert und ein sukzessivesVordringen in die komplexen Buildsyste-
me erlaubt. Erfahrenen Entwicklern erleichtert das System die parallele Nut-
zung verschiedener Buildsysteme sowie das Aufsetzen neuer Linux-Systeme,
da es die Vorlieben des Entwicklers berücksichtigt und durch sein Konzept
eine individuelle Anpassung ermöglicht.
6 Umsetzung der
Systemkonzepte
Die in den Kapiteln 3, 4 und 5 erläuterten Konzepte und Methoden wurden
anhand von realen Anwendungsbeispielen entwickelt und veriûziert. Die Ar-
beiten orientierten sich dabei unter anderem an der Zielstellung, einemodu-
lare Plattform zur Erfassung und Verarbeitung von Sensordaten zu schaòen.
Die Systeme, ihre Besonderheiten und die mit ihnen erfolgten Implementie-
rungenwerden nachfolgend beschrieben.Die verwendetenHardwareplattfor-
men umfassen dabei ein breites Spektrum, angefangen bei preiswerten Syste-
men für private Anwender, über auf den industriellen Bereich abgestimmte
Systeme, bis hin zu FPGA-basierten Plattformen.
6.1 Vorstellung der genutzten
Entwicklungsumgebung
Einleitend wird die genutzte Umgebung für den Hard- und Sowareentwurf
vorgestellt. Sie unterstützt und integriert alle der nachfolgend vorgestellten
Systeme und ermöglicht so die übergreifende und eõzienteNutzung aller Res-
sourcen. Bereits bei der Konzeption der Umgebungwurden einige Punkte be-
rücksichtigt, die den ûnalen Aufbau prägen. Dies waren unter anderem:
• die dezentrale Nutzung der Entwicklungsumgebung,
• die Nutzung durch ein Team,
• dieMöglichkeit, Entwicklungsstände reproduzierbar zu sichern,
• die Unterstützung verschiedener Plattformen und Architekturen,
145
146 6 Umsetzung der Systemkonzepte
• die Unterstützung verschiedener Buildsysteme,
• dieMöglichkeit, den Zielsystemen einen sicheren Zugriò auf das Inter-
net zu ermöglichen.
Während desAufbaus und derNutzung des umrissenenKonzepts zeigten sich
weitere Anforderungen, die das letztlich entstandene System beeinussten.
Beispielsweise läu die Entwicklungsumgebung in einer administrierten Um-
gebung und darf demnach einen vertretbaren administrativen Aufwand nicht
überschreiten. Speziell die Schritte, welche die Systemrechte eines Adminis-
trators erfordern sind kritisch. Ebenso muss sich das System in die verfügba-
ren Infrastrukturen eingliedern, angefangen von Rechnerarchitekturen über






















Abbildung 6.1: Genutzte Entwicklungsumgebung
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Die aufgebaute Entwicklungsumgebung ist in Abbildung 6.1 auf der vorheri-
gen Seite1 dargestellt. Zentrales Element ist ein Server, der eine Vielzahl an
Aufgaben übernimmt.Der Server ist sowohl mit dem Netzwerk der Universi-
tät (und damit auchmit dem Internet) verbunden als auchmit einemprivaten
Subnetz, in das zudem die netzwerkfähigenZielsysteme integriert sind. In die-
sem Subnetz bietet der zentrale Server grundlegendeDienste,wie eine Adress-
zuordnung perDHCP oder als Firewall und Router den geregelten Zugriò auf
das Firmennetz der Universität und das Internet. Filter sorgen dafür, dass das
Subnetz für die Zielsysteme von den anderen Netzwerken abgeschirmt ist. So
können keine unbefugten Zugriòe von Außen erfolgen und Zielsysteme wer-
den erst nach einer grundsätzlichen Freigabemit den öòentlichenNetzwerken
verbunden.Dieses Vorgehen erhöht die allgemeine Sicherheit und verhindert
ungewollteRückwirkungen der Zielsysteme auf die öòentlichenNetzwerke.
Weitere Dienste des zentralen Servers erleichtern die aktive Entwicklungsar-
beit. AufWunsch werden während des Bootvorgangs per Trivial File Transfer
Protocol (TFTP) Kernel-Abbilder an die Zielsysteme verteilt. Ebenso stehen
Wurzeldateisysteme für die einzelnen Zielsysteme per Netzwerk bereit. Hier-
für kommt das Network File System (NFS) zum Einsatz. DieWurzeldateisys-
teme und das Basisverzeichnis für den TFTP-Dienst sind auch auf dem zen-
tralen Server und den Entwicklungsrechnern verfügbar.Das ermöglicht einen
transparentenAustausch vonDateien zwischen Entwicklungsrechner, zentra-
lem Server und Zielsystem. Aufgrund der beidenDienste ist es nicht notwen-
dig, den Festspeicher eines Zielsystems nach jeder Änderung an der Soware
zu aktualisieren. Ebenso sind Modiûkationen, die auf dem Zielsystem erfol-
gen, direkt auf den Entwicklungssystemen sichtbar.Daraus ergibt sich ein dy-
namischer Arbeitsablauf ohne aufwändige Synchronisation.
Der zentrale Server dient gleichzeitig als Entwicklungsrechner, indem er Ent-
wicklern den Zugriò per Secure Shell (SSH) erlaubt. Auf dem Server sind die
notwendigenWerkzeuge, Toolchains und Buildsysteme verfügbar. Über seine
Verzeichnisdienste stellt er die Buildsysteme2 auch im Universitätsnetz bereit,
so dass Entwickler direkt auf ihren Rechnern arbeiten können. Da der Zugriò
1Die Abbildung des Laptops stammt vom Nutzer „deusinvictus“ von openclipart [deu10].
2Das Bereitstellen der Werkzeuge und Toolchains bringt aufgrund der Heterogenität der Rech-
ner keine Vorteile.
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auf die Zielsysteme per Netzwerk nicht immer möglich ist, wird parallel ein
lokaler Zugang benötigt. ImUnix-Umfeld kommen dafür o Terminalverbin-
dungen per RS232 zumEinsatz.Auch bei eingebetteten Systemenhat sich diese
Form des lokalenZugriòs durchgesetzt. Für die Fehlersuche direkt amZielsys-
temgibt es eineVielzahl anMöglichkeiten.Aufgrund ihrer Flexibilitätwerden
o Soware-basierte Ansätze bevorzugt (vgl. Abschnitt 2.6.3, sowie [Yag+08,
Kapitel 11], [LGS13]). Allerdings existieren auch sehr gute Geräte speziell für
das Debugging eingebetteter Systeme, wie der in Abbildung 6.1 auf Seite 146
gezeigte BDI2000.
Die Entwicklungsumgebung berücksichtigt auch diese Geräte. Sie sind eben-
falls in das lokale Subnetz integriert und beziehen ihre Konûguration vom
zentralen Server. Die Verbindung zum Entwicklungsrechner erfolgt – je nach
Gerät – per RS232 oder Ethernet. Am Zielsystem existiert meist ein spezieller
Anschluss, wobei omals das JTAG Protokoll verwendet wird.
Die dezentrale Struktur der Entwicklungsumgebung ist somit in mehrfacher
Hinsicht ein Vorteil. Der zentrale Server weist nur eine begrenzte Anzahl
RS232 Schnittstellen auf, während die Rechner der einzelnen Entwickler je-
weils hinreichend Schnittstellen zum Anschluss eines Zielsystems und eines
Debuggers bereithalten. Ein direkter Zugriò auf dieHardware3 erleichtert zu-
dem die Arbeit, beispielsweise beimAnschluss von Peripherie oder beim gele-
gentlichen Drücken des „Reset“-Knopfes. Die Verteilung des lokalen Subnet-
zes an die Arbeitsplätze der Entwickler ist hingegen in denmeisten Infrastruk-
turen möglich.
6.1.2 Versionsverwaltung
Abschnitt 4.4.4 zeigt bereits ein konkretes Modell für das Versionsmanage-
ment derWerkzeuge, Buildsysteme und der Soware am Beispiel von Git. Git
existiert jedoch erst seit dem Jahr 2005 und es vergingen einige Jahre, bevor es
sich auf breiter Front gegen andere Systeme behaupten konnte.
Vorher galt Subversion, das auch heute noch an vielen Stellen zum Einsatz
kommt, als Quasi-Standard für die Versionsverwaltung. Diese Entwicklung
spiegelt sich auch in der hier genutzten Umgebung wieder. Anfangs erfolgte
3„Direkt“ meint hier physischen Zugriò am Arbeitsplatz des Entwicklers.
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die Versionsverwaltung mit Subversion, bei dem Zweige (Branches) keine so
ausgeprägte Rolle spielen wie bei Git. Das Grundkonzept, stabile Versionen
in der Versionsverwaltung zu halten, wurde aber schon hier genutzt. Mit der
wachsenden Popularität von Git erfolgte sowohl dieUmstellung derVersions-
verwaltung auf das neueWerkzeug als auch die Umstellung des Versionsma-
nagements auf die in Abschnitt 4.4.4 vorgestellten Konzepte.
Die Entscheidung brachte speziell in der Anfangsphase verschiedene Proble-
me mit sich. Viele Projekte der Linux-Community setzten noch auf Subver-
sion, ebenso wie die automatisierten Abläufe in der Entwicklungsumgebung.
Außerdem gab es trotz der Vorteile von Git ein Akzeptanzproblem im Ent-
wicklerteam.
Für die Zusammenarbeit von Git und Subversion gibt es das Programm git-
svn, das dieNutzung von Subversion-RepositoriesmitGit erlaubt.Die Abläu-
fe innerhalb der Entwicklungsumgebung mussten auf das neue Versionsma-
nagement portiert werden. Dabei konnten unter anderem der geringere Spei-
cherplatzbedarf für eine Arbeitskopie (Repository) und der daraus resultieren-
de Geschwindigkeitsvorteil von Git nachgewiesen werden, was exemplarisch
in Listing 6.1 und Listing 6.2 dargestellt ist.
1 krid@dsm1 $ du -hs gps -box.svn gps -box.svn
2 574M gps -box.svn
3 248K gps -box.svn/build -system
4 2,2M gps -box.svn/demo -software
5 360K gps -box.svn/dki -box
6 5,5M gps -box.svn/hl-synthese
7 126M gps -box.svn/system -software
8 441M gps -box.svn/xup -board
Listing 6.1: Speicherplatzbedarf eines Subversion-Repositories
1 krid@dsm1 $ du -hs gps -box gps -box
2 489M gps -box
3 72K gps -box/build -system
4 600K gps -box/demo -software
5 52K gps -box/dki -box
6 2,5M gps -box/hl-synthese
7 50M gps -box/system -software
8 202M gps -box/xup -board
Listing 6.2: Speicherplatzbedarf eines Git-Repositories
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Die Veränderung etablierter Abläufe stößt meist auf Akzeptanzprobleme.
Durch die Verbesserung der Abläufe, speziell im internen Versionsmanage-
ment, konnten diese jedoch schnell überwunden werden. Beispielsweise lässt
sich der dezentrale Ansatz der Entwicklungsumgebung mit einemDVVS bes-
ser abbilden. Außerdem wechseln immer mehr Projekte zu Git, was die Nut-
zung von Subversion weiter einschränkt. EinWechsel zu Abläufen, dieGit in-
tegrieren, wird daher unabhängig von durchaus existierenden Nachteilen un-
ausweichlich.
6.1.3 Buildsysteme
Bereits in Kapitel 4wurde festgestellt, dass sich je nachAufgabe und Entwick-
lungsziel verschiedene Distributionen und Buildsysteme für die speziûsche
Umsetzung eignen. Auch bei den nachfolgend vorgestellten Anwendungsbei-
spielen kamen daher unterschiedliche Systeme zum Einsatz. Hauptsächlich
wurden PTXdist [Pen12], OpenWrt [Fai08], Buildroot [Viz13] und Debian
GNU/Linux [Jur13] genutzt.
Buildroot und das mit ihm verwandte OpenWrt sind klassische Buildsyste-
memit lokaler Installation und optionalen Out of Tree Builds. Beide Systeme
erzeugen nach der notwendigen Konûguration von Zielsystem und Soware-
paketen erst eine passende Toolchain und im Anschluss die entsprechenden
Bibliotheken und Anwendungen. Es erfolgt keine Trennung von hardwareab-
hängigen und -unabhängigen Teilen der Konûguration.Die Integration neuer
Zielsysteme bedarf damit einer Anpassung des Buildsystems.
PTXdist baut auf eine zentrale Installation von Buildsystem und Toolchain.
Die Erstellung des Linux-Systems erfolgt in einem separaten Projektverzeich-
nis mit vorgegebener Struktur. PTXdist unterscheidet zwischen den Teilen
der Konûguration, die hardwarenah sind und denen, die die Sowareaus-
wahl beinhalten. Neue Hardwareplattformen erfordern nur die Erstellung ei-
ner neuenHardwarekonûguration.Veränderungen amBuildsystem sind nicht
notwendig.Auch alle anderenAnpassungen können im Projektverzeichnis er-
folgen. Mit OSELAS.Toolchain( ) existiert ein auf PTXdist abgestimmter Weg
zur Erzeugung von Toolchains.
Mit Debian GNU/Linux kam eine etablierte und als besonders stabil gelten-
de Distribution zum Einsatz. Für Debian existieren sehr viele Arbeitsabläufe,
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die eine weitgehende Automatisierung bei der Erstellung des Linux-Systems
erlauben. Pakete für die Distribution stehen üblicherweise als kompilierte Bi-
närpakete bereit. Für eigene Erweiterungen ist eine Toolchain notwendig,mit
der diese Pakete erstellt werden. Der Unterschied in den Philosophien von
Buildsystem und Distribution wird bei der Erstellung eines individualisierten
Linux-Systems sehr deutlich.
Im Rahmen der Untersuchung und Bewertung geeigneter Buildsysteme
(vgl. [KKH11]) kamen zusätzlich das Embedded Linux Development Kit
(ELDK), Gentoo Linux [Wro08] und OpenEmbedded [STM10] zum Einsatz.
Außerdem erfolgt eine kontinuierliche Beobachtung der Entwicklung im Be-
reich der Buildsysteme und Distributionen. Eine Beurteilung der Systeme
erfolgt anhand einiger Faktoren, die sich aus den Anforderungen der Ent-
wicklungsumgebung, denenderHardwareplattformenunddenenderAnwen-
dungsfälle ergeben.
Die Systememüssen sich in die bestehende Umgebung einfügen und den ad-
ministrativen Gegebenheiten genügen. Das betriù eine einfache Versionie-
rung von Buildsystem bzw. Distribution, BSP und Toolchain ebenso wie die
Möglichkeiten zur zentralen Installation und Nutzung des jeweiligen Build-
systems. Bei den betrachteten Distributionen wurde zudem darauf geachtet,
wie gut bzw.wie genau sich ein Systemzustand reproduzieren lässt und inwel-
chemMaß eine Automatisierung der Systemerstellungmöglich ist. Für die Er-
stellung von Toolchain undWurzeldateisystem sollten zudem keine adminis-
trativen Systemrechte benötigt werden.
Weiterer Beurteilungspunkt ist die Integration neuerHardwaresysteme in den
jeweiligenAblauf.BeiBuildsystemen bedeutet dies entweder eine Erweiterung
des Systems (z.B. bei OpenWrt oder Buildroot), oder nur das Anlegen eines
neuen BSP (z.B. bei PTXdist). Soll eine Distribution zum Einsatz kommen,
muss diese für die Zielarchitektur existieren und nach Möglichkeit die Ziel-
plattform unterstützen.
Bei der Umsetzung konkreter Entwicklungsaufgaben kommt es schnell dazu,
dass der gebotene Sowareumfang des gewählten Entwicklungssystems nicht
ausreicht. Entweder unterstützen vorhandene Pakete einige Features nicht,
oder benötigte Soware wird nicht mitgeliefert. In beiden Fällen ist eine An-
passung oder Erweiterung notwendig.Weiterhin kann dieKorrektur von Feh-
lern in Programmpaketen durch eigene Patches notwendig sein.Der Umgang
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und Aufwand für die Anpassung und Integration von Sowarepaketen sowie
dieMöglichkeiten beiderNutzung eines eigenenLinux-Kernels bildeten einen
weiteren Punkt bei der Beurteilung der genutzten Ansätze.
Zur allgemeinen Beurteilung einzelner Systeme werden die hier vorgestellten
Plattformen teilweise oder ganz integriert, was zwangsläuûg auch Anpassun-
gen amLinux-Kernel zur Folge hat.Die bestehende Sowareauswahlwird um
eineMinor-Version der Skriptsprache Python 2mit Unterstützung derGraûk-
bibliothek Tkinter ergänzt. Zudem erfolgt die Integration eigener Anwendun-
gen sowie die Anpassung der beim Systemstart ausgeführten Dienste. Damit
ergibt sich eine Auswahl anAufgaben, die dem üblichenVorgehen bei der Er-




Zu den verschiedenen FPGA-Versionen stellt Xilinx im Rahmen seines Uni-
versitätsprogramms [Xil09b] sehr umfangreiche Test- und Evaluationsplatt-
formen bereit.Von diesenwurde dasVirtex-II ProDevelopment System (XUP-
V2P) [Xil05] für die Umsetzung verschiedener Projekte genutzt. Später er-
folgte die Übertragung eines Teils der Arbeiten auf das neuere ML507-
System [Xil11b].
Beide Systeme erfreuen sich aufgrund der verwendeten Virtex-FPGAs mit
ihren integrierten PowerPC-Kernen und der Möglichkeit zur dynamisch-
partiellen Rekonûguration großer Beliebtheit. In den nachfolgenden Beispie-
len kamen die Systeme als exibles PSoC zum Einsatz.DieMöglichkeiten zur
dpR wurden hingegen nicht umfassend genutzt, da die Anwendungen dies
nicht erforderlich machten.
6.2.1 Hardware
DasXUP-V2P basiert auf dem xc2vp30, einemVirtex-II Pro FPGAmit zwei in-
tegrierten PowerPC-405 Kernen. Beide Kerne sind als Hardmakro ausgeführt
und über zwei Bussysteme4 mit der umgebenden Logik verbunden.Weiterhin
4Den On-chip Peripheral Bus (OPB) und den Processor Local Bus (PLB).
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bietet das FPGA beispielsweise 13.969 Slices, 8 digitale Taktmanager und 2448
KiB Block-RAM.Das Entwicklungssystem verfügt über verschiedene Schnitt-
stellen undMöglichkeiten zur Erweiterung, unter anderem:
• zwei DIMM-Steckplätze für bis zu 2GiB DDR-SDRAM,
• einen VGA-Anschluss für externe Bildschirme,
• RS232-Anschlüsse,
• einen Ethernet-Anschluss,
• einen Platform Flash PROM,
• und einen Steckplatz für eine Compact-Flash Karte.
Das ML507 basiert auf einem Virtex-5 FPGA, der zwei PowerPC-440 Kerne
enthält. Im Gegensatz zum XUP-V2P wird das ML507 auch von den aktuellen
Xilinx-Werkzeugen unterstützt.Daher bietet esmomentan die geeignete Platt-
form für dieWeiterführung von Arbeiten auf Basis der PowerPC-Architektur.
Denn weder die Virtex-6 noch Series-7 FPGAs bieten integrierte Prozessor-
kerne. Mit der Zynq-Architektur [Xil12f] hat Xilinx schließlich einen Wandel
hin zu eigenständigen, ARM-basierten SoCs mit angebundenem FPGA voll-
zogen.
Um auf den Virtex-FPGAs ein Linux-System zu nutzen, ist die Kombination
der PowerPC-Kernemitweiteren Komponenten, die in den Logikblöcken des
RMs instanziiert werden, notwendig. Ein minimales System besteht dabei aus
einem RAM-Controller zur Nutzung des DDR-SDRAMs und einigen Kilo-
byte des internen Block-RAMs für den initialen Bootloader. ZurNutzung die-
ser Komponenten sind weiterhin einige Subsysteme, wie die Busbrücken für
OPB und PLB, notwendig. Zusätzliche IP-Cores verbessern die Nutzbarkeit
des Systems. Unter anderem lassen sich Blöcke für UART5, Ethernet, Graûk
(VGA) und PS/2 integrieren. Durch weitere IP-Cores kann die Hardware an
die Erfordernisse der Anwendung angepasst werden. So bieten sich für den
embedded Bereich Schnittstellen wie SPI und I2C ebenso an, wie frei verfüg-
bare GPIO-Pins.
5Der Universal Asynchronous Receiver Transmitter (UART)-Core dient als Basis für eine RS232-
Schnittstelle.
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Durch die Möglichkeiten der Rekonûguration müssen nur die im jeweili-
genAnwendungsfall benötigten Schnittstellen implementiertwerden,was den
Energieverbrauch senkt und mögliche Fehlerquellen reduziert. Mittels dR
kann das System auch im Feld auf neue Anforderungen reagieren. Durch
die festgelegte Hardwarearchitektur des XUP-V2P-Boards können allerdings
nicht alleMöglichkeiten des verwendetenVirtex-II-FPGAs ausgeschöpwer-
den.
6.2.2 Software und Entwurfsumgebung
Zur Erstellung des notwendigen Hardwaredesigns wird der Base System Buil-
der aus dem Xilinx Embedded Development Kit (EDK) verwendet. Er erlaubt
die bequeme Konûguration eines PSoC mit Hilfe eines GUI. Ist das Design
vorbereitet, kann der zugehörige Bitstrom jederzeit durch die Kommandozei-
lenprogramme von Xilinx erzeugt werden.
Zur Erstellung des Linux-Systems und der Toolchain kommt ein modiûziertes
OpenWrt zum Einsatz. Es unterstützt die zentrale Erstellung von Toolchains
bzw. dieNutzung zentral installierter Toolchains.Außerdemwurde es um eine
entsprechende XUP-V2P-Plattform ergänzt.
Eine Besonderheit bei derVerwendung eines PSoCs ist die variableHardware
des Systems. Diese wirkt sich auf den Linux-Kernel, den Bootloader und ge-
gebenenfalls sogar auf die zu verwendende Toolchain aus. Daher müssen die
hardwarebezogenen Informationen in das Linux-Buildsystem überführt wer-
den.
Anfangs geschah dies über spezielle Header-Dateien, welche die Xilinx-
Werkzeuge während der Erstellung des Bitstromes mit erzeugten. Diese ent-
hielten die notwendigen Angaben (z.B. Adressbereiche und Interrupts) der
verwendeten Komponenten. Eine angepasste Konûguration für den Linux-
Kernel lies sich damit aber nicht ohne Weiteres erzeugen. Somit musste für
jede neue Konûguration auch ein neues BSP erstellt werden.
Deutlich mehr Flexibilität bieten hier der Device Tree [GH06; LB08; Lik08]
bzw. der im Linux verwendete Flattened Device Tree (FDT). Dieser beschreibt
in einer Baumstruktur die Hardwarekomponenten eines Systems zusammen
mit ihren wesentlichen Eigenschaen (z.B. Adressbereiche, Interrupts). Der
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sogenannte Device Tree Blob6, entsteht durch Kompilieren der textuellen Be-
schreibung des Device Trees. Er wird beim Booten an den Kernel übergeben,
der ihn dann auswertet und so über die vorhandene Hardware informiert ist.
Entsprechend der Informationen im Device Tree werden die benötigten Trei-
ber geladen und konûguriert.Auf dieseWeise kann ein Linux-Systemexibler
auf geänderteHardware reagieren. In denmeisten Fällen7 ist ein BSP fürmeh-
rere ähnliche Boards ausreichend.
Anfangs unterstützte nur diePowerPC-Architektur die FDTs. Inzwischen setzt
sich die Verwendung auch bei der ARM Architektur durch. Xilinx gilt schon
seit langer Zeit als Unterstützer des FDT und bietet mit dem Device Tree Ge-
nerator einWerkzeug für dessen automatisierte Erstellung.
Das SRAM-basierte FPGAmuss bei jedemEinschaltvorgang konûguriertwer-
den.Dafür bieten dasXUP-V2P ebensowie dasML507 verschiedeneMöglich-
keiten. Von diesen haben sich drei als besonders interessant herausgestellt:
• eine externe JTAG-Quelle,
• das per SelectMAP angebundene PFP und
• die optional nutzbare Compact-Flash Karte.
Die externe JTAG-Quelle erlaubt jederzeit die Rekonûguration des FPGA
durch einen PC.DieserWeg eignet sich besonderswährend der aktivenHard-
wareentwicklung, da hier die Ergebnisse direkt in das FPGA geladen werden
können.DasPFP fasst bis zu zwei Konûgurationen, zwischen denen per Schal-
ter gewählt werden kann. Somit können beispielsweise eine „sicher funktio-
nierende„ und eine „unsichere“ Konûguration hinterlegt werden. Besonders
interessant erscheint jedoch die Compact-Flash-Karte, die bis zu acht Konû-
gurationen aufnehmen kann und zusätzlich hinreichend Platz für ein Linux-
Wurzeldateisystem bietet.
Die Konûguration von der Compact-Flash-Karte erfolgt mit Hilfe des
SystemACE-Controllers. Er überträgt den Bitstrom in das FPGA, sorgt für ein
Systemreset und den Start der in der Konûgurationsdatei hinterlegten So-
ware. Für die XUP-V2P und ML507 wurden dabei versuchsweise sowohl der
6O auch nur als „Blob“ bezeichnet.
7Noch nutzen nicht alle Treiber und Architekturen den FDT. Für hochgradig optimierte Linux-
Systeme ist der FDT nicht geeignet, was aber an dieser Stelle nicht weiter ausgeführt werden
soll.
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Bootloader „Das U-Boot“ als auch der Linux-Kernel in die Konûgurationsda-
teien integriert.
Die Automatisierung der einzelnen Abläufe erfolgt mit Hilfe eines eigens da-
für entwickelten Shell-Skripts. Dieses Skript arbeitet auf Basis von Stufen, die
jeweils eine bestimmte Aufgabe erfüllen. Durch die Aneinanderreihung der
Stufen entstehen:
• der Bitstrom für das FPGA,
• falls benötigt die zugehörige Toolchain,
• ein korrekt auf dieHardware abgestimmter Bootloader und
• ein korrekt auf dieHardware abgestimmtes Linux-System.
Dazu führt das Skript die verschiedenen Kommandos aus und lädt fehlende
Komponenten von verschiedenen Servern nach. Beachtenswert ist, dass das
Skript die Verwaltung und Verwendung mehrerer Nutzer,mehrerer Hardwa-
resysteme und verschiedener Sowarekonûgurationen unterstützt. Dadurch
ergänzt es OpenWrt um die fehlende Trennung von hardwareabhängigen und
hardwareunabhängigen Konûgurationen und erweitert den zentralen Ansatz
von OpenWrt. Dadurch können beispielsweisemehrere Nutzer parallel an ei-
nem XUP-V2P-Board arbeiten.
6.2.3 Systemkonzept und -entwurf
Entsprechend seiner Natur eignet sich das PSoC als exible Plattform für die
Entwicklung von angepassten eingebetteten Systemen. Außerdem erlaubt es
die Integration eigener Hardwaremodule, beispielsweise eigener Schnittstel-
len oder Co-Prozessoren. Damit erscheint es als ideale Plattform für das in
Anhang F auf Seite 241 beschriebene Projekt.
Konzeption und Entwurf folgen dementsprechend dem in Abschnitt 2.7 be-
schriebenenAblauf. Je nachAnwendungsfall muss zuerst eine Partitionierung
in Hard- und Sowaremodule erfolgen. Anschließend werden die jeweiligen
Komponenten weiter verfeinert, implementiert, getestet und integriert. Die
Entwurfsumgebung unterstützt dabei besonders bei der Integration, da sie auf
einfacheWeise die einzelnen Komponenten zusammenführt.
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6.2.4 Beispielanwendung
Mit Hilfe des XUP-V2P wurden prototypische Entwicklungen von IP-Cores
durchgeführt. Interessantwar dabei dieMöglichkeit, die Komponenten direkt
in Verbindung mit einem Linux-System zu testen. Während der Umsetzung
der verschiedenen IP-Cores konnten außerdem weitreichende Erkenntnisse
zu Linux-Systemen und zum Zusammenspiel von Linuxmit externen und in-
ternen Hardwarekomponenten gewonnen werden. Die begrenzte Geschwin-
digkeit des PSoC (100MHZ PLB-Bus, 300MHz Prozessortakt, keine FPU)
förderte auch das Verständnis für grundlegende Optimierungsstrategien in-
nerhalb des Linux-Systems.





Abbildung 6.2: Mobiler Demonstrator
”
embedded FPGA“ und zugeho¨rige Senso-
ren
Das XUP-V2Pwurdemit verschiedenen Sensoren erweitert, von denen einige
inAbbildung 6.2a dargestellt sind.Die Sensoren nutzen unterschiedliche Bus-
systeme zurKommunikationmit demHost, u. a. One-Wire, SPI, I2C sowie per
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GPIO realisierte, nicht standardisierte. Je nach Sensor kamen außerdem Filter
in der FPGA-Logik zum Einsatz, die die Signale bereits vorverarbeiteten.
Abschließend entstand ein mobiles FPGA basiertes, eingebettetes System mit
Bildschirm, Tastatur und Funksystem (vgl.Abbildung 6.2b auf der vorherigen
Seite), das alsDemonstrator in verschiedenen Szenarien zumEinsatz kam.Un-
ter anderem diente es als „Roadside-Unit“ in Verbindung mit dem PowerPC-




Mit der AVR32-Serie [Atm09] bietet die Atmel Corporation, einer der welt-
weit führendenHersteller (vgl. [LV10]) verschiedener ICs, eine SoC-Plattform
basierend auf ihrer eigenständigen 32-Bit-RISC Prozessorarchitektur. Ausge-
hend von einem Kooperationsprojekt [SKH09] erfolgte die Analyse und Un-
tersuchung dieser SoCs. In Anbetracht der Marktdominanz der Intel-, ARM-,
PowerPC- undMIPS-Architekturen erscheint eine Alternative als interessan-
tes Forschungs- und Ausbildungsobjekt, was zur weiteren Nutzung führte.
6.3.1 Hardware
Als Referenzdesign für die AVR32-Serie bietet Atmel das AVR32 Network Ga-
teway Kit (ATNGW100) an, das inAbbildung 6.3a auf der nächsten Seite abge-
bildet ist. Das Board ist mit einem AVR32AP7000 SoC bestückt, verfügt über
32MiB RAM und 8MiB Flash-Speicher. Es bietet verschiedene Schnittstel-
len wie zwei Ethernet-Anschlüsse, einen RS232-Anschluss, einen SD-Karten-
Einschub, einen USB-B-Anschluss und mehrere als General Expansion Hea-
ders bezeichnete Steckleisten, die weitere Schnittstellen des SoCs zugänglich
machen.
Für die Umsetzung verschiedener heterogener rekonûgurierbarer Systeme
kommen die bereits in Abschnitt 6.2 vorgestellten Boards XUP-V2P und
ML507 zum Einsatz. Zusätzlich wurde ein zum Formfaktor und zu den
Schnittstellen des ATNGW100 kompatibles Tochterboard entworfen. Das in
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Abbildung 6.3: ATNGW100 und Tochterboard
Abbildung 6.3b dargestellte System wird bei der Überwachung von Faser-
kunststoòverbunden eingesetzt [Wol12]. Es ist mit einem Spartan 3E FPGA
bestückt und verfügt über weitere Peripherie, unter anderem einen PFP, ei-
ne 7-Segment Anzeige, einen Analog-Digital-Wandler (A/D-Wandler), einen
Digital-Analog-Wandler (D/A-Wandler), Light Emitting Diodes (LEDs) und
DIP-Schalter. Für nähere Erläuterungen zum Tochterboard siehe [Put10].Das
Board bietet aus Sicht des AVR32 verschiedeneMöglichkeiten der Konûgura-
tion. So können das FPGA und der PFP per JTAG erreicht werden. Alternativ
lässt sich das FPGA im Slave-Serial Modus konûgurieren.Die dazu notwendi-
gen Pins sind ebenfalls vom AVR32 aus zugänglich. Idealerweise werden dazu
beide Boards verbunden, wie es in Abbildung 6.3c dargestellt ist.
6.3.2 Software und Entwurfsumgebung
Das SoC und das Board werden grundsätzlich vom Linux-Kernel unterstützt.
Atmel liefert als Entwicklungsumgebung eine angepasste Version von Build-
root. Auch vom OpenWrt-Projekt wird das ATNGW100 unterstützt. Somit
sind Inbetriebnahme und Sowareentwicklung mit geringem Aufwand ver-
bunden.Allerdings ist das Erstellen einer Toolchain außerhalb der beiden vor-
genannten Buildsysteme mit erhöhtem Aufwand verbunden. Die Unterstüt-
zung der AVR32-Architektur erfordert sowohl Anpassungen an der GCC als
auch an den binutils.Weiterhin sind nur ausgewählte Kombinationen von bi-
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nutils und GCC für die AVR32-Architektur geeignet. Daher dient für die hier
vorgestellten Anwendungen das von Atmel gelieferte Buildroot als Ausgangs-
punkt. Je nachBedarfwird dasBuildsystem angepasst und erweitert, beispiels-
weise für das in [SKH09] vorgestellte Firmware-Update.
Das ATNGW100 nutzt U-Boot als Bootloader. Weiterhin kommt ein Linux-
Kernel der 2.6er-Serie zum Einsatz. Buildroot setzt traditionell die uClibc und
Busybox ein, was zu einem ausgesprochen schlanken Linux-System8 führt.
6.3.3 Systemkonzept und -entwurf
Das System dient der Untersuchung von Update-Strategien für das Linux-
System und die angebundenen FPGAs. Dabei kommen verschiedene Kon-
ûgurationsarchitekturen (vgl. Abschnitt 3.2.3) zum Einsatz, die sich an den
Möglichkeiten der Referenzsysteme XUP-V2P,ML507 und Tochterboard ori-
entieren. Damit bleiben die Speicherung eines Bitstroms in einem PFP, die
Konûguration eines FPGAs per JTAG und die Konûguration per Slave-Serial-
Verbindung. Firmware und Bitströme werden dem System sowohl per Netz-
werk als auch über die SD-Karte zugeführt.
Die Ablaufsteuerung des Update-Vorgangs wird in allen Fällen vom AVR32
übernommen. Als Referenz für die Konûguration eines FPGAs können die
in [Xil07b], [DF00], [Car99] und [PK06] beschriebenen Varianten die-
nen. Nachteil dieser Ansätze ist deren Low-Level Umsetzung der Update-
Algorithmen auf Complex Programmable Logic Device (CPLD)- oder Mikro-
controllerbasis.Wünschenswert bei der Realisierung eines Firmware-Updates
ist jedoch in vielen Fällen eineHigh-Level Umsetzung auf Betriebssystemebe-
ne. Demnach erfolgt die Untersuchung derartiger Strategien, wobei Linux als
Referenzbetriebssystem genutzt wird.
Den Ausführungen in Abschnitt 4.1.1 folgend, ergeben sich zwei Möglichkei-
ten für die Umsetzung von Konûgurationssoware:
• der Kernel Space und
• der User Space.
8Das hier verwendete Linux-System belegt nur etwa 3MiB des Flash-Speichers.
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Die Vor- undNachteile beider Ansätze wurden bereits in Abschnitt 4.5 disku-
tiert. Von Interesse sind an dieser Stelle daher die Auswirkungen der jeweili-
gen Entwurfsentscheidung auf das entstehende System und den Entwurfsab-
lauf.
Beide Ansätze erfordern für die Interaktion mit den verschiedenen Systemtei-
len einen gewissen Anteil an Soware im User Space. Dies umfasst beispiels-
weise dasEmpfangenneuer SowareperNetzwerk oder SD-Karte.DieUmset-
zung im Kernel Space erfordert weiterhin den Entwurf, die Implementierung
und dieWartung eines entsprechenden Treibers. Im User Space kann hinge-
gen auf vorhandene Bibliotheksfunktionen aufgebautwerden.Die sich daraus
ergebenden Unterschiedewerden in den nachfolgend dargestellten Beispielen
verdeutlicht.
6.3.4 Beispielanwendung
Motivation für die folgenden Beispiele war unter anderem die Umsetzung ei-
ner Low-Cost Lösung zur Realisierung eines schnellen und sicheren Upda-
tes von FPGAs und PFPs mit geringem HW-Aufwand. Zum Vergleich und
zum besserenVerständnis derAuswirkungen einer Implementierung im User
und im Kernel Space entstanden daher zwei Kernel-Treiber. Einer erlaubt die
Konûguration eines PFP per JTAG, der andere die direkteKonûguration eines
FPGAs per Slave-Serial-Modus.Ausgangspunkt für die Betrachtungenwar ein
Programm für den User Space, das Bitströme per JTAG in dafür vorgesehene
PFPs überträgt.Tabelle 6.1 auf dernächsten Seite gibt die dafür benötigtenZei-
tenwieder.Um die fehlerfreieÜbertragung derKonûgurationsdaten sicherzu-
stellen, erfolgt nach derKonûguration jeweils eineVeriûkation derDaten.Die
Zeit gibt die Summe aus Konûguration und Veriûkation an.
Konfiguration per JTAG
Für die Verwendung des JTAG-Ports muss der AVR32-SoC aus den Kon-
ûgurationsdaten entsprechende Steuersignale generieren, die dann auf die
Boundary-Scan-Kette der zu programmierbaren Bausteine geschrieben wer-
den. Die Boundary-Scan-Kette besteht aus den in Reihe geschalteten FPGAs
und PFPs des zu konûgurierenden Systems.
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XCF16P 9,77 ja 01:02
XCF32P 26,40 ja 01:48
XCF32P 5,35 ja 00:49
Zur Verwendung der Schnittstellemuss der JTAG-speziûsche Test Access Port
(TAP)-Controller auf dem SoC nachgebildet werden. In der vorliegenden Im-
plementierung werden die beim JTAG verwendeten Signale9 über GPIO-Pins
desAVR32AP7000 ausgegeben.Mit jeder steigendenTaktanke aufTCKwer-
denTDI undTMS abgetastet und daraufhin entsprechendeZustandsübergän-
ge im TAP realisiert. In [Xil07a] wird der in den PFPs eingesetzte TAP näher
erläutert.
Als Datenaustauschformat kommt das XSVF zum Einsatz, was die Größe der
Konûgurationsdateien gegenüber dem SVF um ca. 14 verringert. Das XSVF
besteht aus einerFolge vonBefehlen (vgl.AnhangG.1 auf Seite 243)undDaten,
die zur Stimulation des TAP-Controllers in korrespondierende JTAG-Signale
umgesetzt werden.
Als Basis für die Implementierung der JTAG Soware diente der von Xilinx
in [Xil07b] referenzierteQuellcode.Der Code implementiert eine Finite State
Machine (FSM) mit 16 Zuständen. Er ist für die direkte Ausführung auf ei-
nemMikrocontroller ohne Betriebssystem vorgesehen. Er interpretiertXSVF-
Datenströme und setzt sie in die zur Stimulation der in einer Boundary-Scan-
Kette verbundenenTAP-Controllernotwendigen Signale um(vgl.AnhangG.1
auf Seite 243).
Die eingangs erwähnte Umsetzung der Konûguration im User Space basiert
auf einer modiûzierten Variante des Xilinx-Codes. Sie nutzt für den Zugriò
auf die GPIOs des AVR32 das conûgfs (vgl. Abschnitt 4.1.2).
Beim vorliegendenKernel-Treiber erfolgtdie gesamteVerarbeitungderXSVF-
Kommandos im Kernel Space. Dieser Ansatz erfordert einen komplexeren
9Test Data In (TDI), Test Data Out (TDO), Test Clock (TCK) und Test Mode Select (TMS)
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Treiber, vereinfacht jedoch die Schnittstelle zum User Space und erlaubt die
Nutzung des Treibers ohne zusätzlichen Implementierungsaufwand im User
Space.Dader vonXilinx vorgestellte Code bereitsmehrfach verwendetwurde,
konnte seine grundsätzliche Funktion und Fehlerfreiheit vorausgesetzt wer-
den. Das begünstigt die Umsetzung im Kernel Space. Auf umfangreiche Test-








Init, Exit, Statecat data.xsvf >> /dev/fpga0









Abbildung 6.4: Schematische Darstellung des siconf-Treibers
Die Umsetzung erfolgt als zeichenorientierter Gerätetreiber. Die sich dar-
aus ergebenden standardisierten Schnittstellen und die mit ihr verbundenen
Funktionen sind exemplarisch in Anhang G.2 auf Seite 244 dargestellt. Der
Xilinx-Code wurde an die Erfordernisse des Kernels angepasst und erwei-
tert. Wie bei der User Space-Implementierung wird die FSM zur Interpreta-
tion des XSVF-Datenstroms genutzt. Der Zugriò auf die GPIOs ist aus dem
Kernel Space heraus sehr einfach.Als schwierig erweist sich hingegen die An-
passung der Code-Teile zum Einlesen des XSVF-Datenstroms. Während die
XSVF-Datei im User Space als kontinuierlicher Datenstrom vorliegt, kann
ein zeichenorientierter Gerätetreiber jeweils nur eine bestimmte Datenmenge
vom User in den Kernel Space kopieren. Daher ist eine Umsetzung der Me-
thoden des Kernels beim Verarbeiten des Datenstroms notwendig. Die per
copy_from_user( ) blockweise aus dem User Space übernommenen Daten
werden innerhalb des Treibers serialisiert, sodass aus Sicht der FSM ein Da-
tenstrom bereitsteht.WesentlicheRandbedingungdafür ist ein angepasstes Ti-
ming zwischen Kopierfunktion und FSM. Abbildung 6.4 stellt die gefundene
Lösung schematisch dar.
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XCF16P 9,77 ja ca. 3
XCF32P 26,40 ja ca. 5
XCF32P 5,35 ja ca. 2:20
Tabelle 6.2 zeigt die für dieKonûgurationmit dem siconf-Treiber benötigten
Zeiten. Dabei kamen die schon zur Messung in Tabelle 6.1 verwendeten Bit-
ströme und PFPs zum Einsatz. Auch hier erfolgt nach der Konûguration eine
Veriûkation der geschriebenen Daten.
DieWerte zeigen eine deutliche Verringerung der Konûgurationszeit. Der er-
zielte Geschwindigkeitsgewinn beträgt mehr als Faktor 20. Auf weitergehen-
de Optimierungen des Treibers wurde aufgrund dieser Ergebnisse verzichtet.
Die Geschwindigkeit lässt sich durch eine Vergrößerung des Puòers für die
copy_from_user( )-Funktion weiter erhöhen. Dies ist ohne Eingriò in den
Quellcodemöglich, da die Puòergröße alsModuloption implementiert ist.Al-
lerdings belegt der Kernel dementsprechendmehr Speicher, da der Puòer im-
mer alloziert ist.
Der Treiber kann während eines Konûgurationsvorgangs nicht unterbrochen
werden. Daher gibt der Kernel – je nach Einstellung – nach etwa einer Mi-
nute eine Fehlermeldung aus. Das stellt den wesentlichen Nachteil der mo-
mentanen Umsetzung dar. Bei der Verwendung eines Watchdogs muss diese
Besonderheit beachtet werden, da das System sonst neu startet. Eine Umset-
zungmitmöglichenUnterbrechungenwirkt sich negativ auf die Serialisierung
der Blockweise empfangenen Daten aus. Die Umstellung des Treibers hätte
demnach nicht nur eine deutliche Anpassung aller Codeteile notwendig ge-
macht, sondern auch zu einer Verlängerung des Konûgurationsvorgangs ge-
führt.Versuche zeigten zudem negative Einüsse auf die Stabilität des Prozes-
ses.DieUrsache hierfür sindTimingprobleme inVerbindungmit demgenutz-
ten FPGA.
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Konfiguration per Slave-Serial Mode
Im Gegensatz zur aufwändigen Interpretation des XSVF-Datenstroms kann
bei der Konûguration im Slave-Serial Modus direkt der generierte Bitstrom
(Xilinx .bit-Datei) genutztwerden.Der Treiber setzt eine vollständigeRekonû-
guration um. Signalisierung undDatenaustausch folgen dem inAbbildung 6.5
dargestellten Ablauf. Eine Low-Flanke auf dem PROGRAM_B Signal führt zum
Reset und der anschließenden Rekonûguration.Dabei signalisiert INIT_B die
Bereitscha des FPGAs zumDatenempfang.Anschließendwirdmit jeder stei-
genden Taktanke auf CCLK das Datum auf DATA übernommen. Ist die Kon-








Abbildung 6.5: Taktschema im Slave-Serial Modus
Für die leistungsfähige Implementierung der seriellen Konûguration ist be-
sonders eine Funktion des AVR32AP7000 interessant.Der im SoC integrierte
Synchronous SerialController (SSC) [Atm07] dient ausschließlich der Realisie-
rung serieller Kommunikation.Der SSC kann über seine internen Register an
eine sehr große Anzahl serieller Protokolle angepasst werden. Aus Sicht des
Programmierers bietet der SSC eine sehr einfache Schnittstelle für die syn-
chrone Datenübertragung.Der SSC kannDatenmit dem vollen Prozessortakt
von 35MHz übertragen und beherrschtDMA,was den Prozessorwährend der
Datenübertragung entlastet. Für die Signalisierung werden neben dem SSC
noch einige GPIO-Pins benötigt. Im Linux-Kernel existiert bereits ein Trei-
ber, der die Basisfunktionen des SSC bereitstellt. Basierend auf diesem Treiber
ergibt sich der in Abbildung 6.6 auf der nächsten Seite dargestellte Lösungs-
ansatz.
Trotz des vorhandenen Treibers für den SSC ergaben sich Probleme bei der
Inbetriebnahme. Entgegen der Dokumentation ist die Übertragungsrate auf
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Abbildung 6.6: Schematische Darstellung des XcConf-Treibers
maximal den halben Prozessortakt beschränkt. Außerdem kommt es zu re-
produzierbaren Systemabstürzen, sobald der SSC in den Interrupt-Betrieb
versetzt wird. Dieser ist jedoch Voraussetzung für die Nutzung der DMA-
Funktionalität. Das beschränkt die momentane Lösung auf eine Übertra-
gungsrate vom 17,5MHz.Die Statussignale des SSCswerdendurch zeitaufwän-
diges Polling abgefragt.
Aufgrund der notwendigen Verbindungen zwischen FPGA und Controller
konnte die bitserielle Konûguration nur mit dem in Abbildung 6.3c auf Sei-
te 159 beschriebenenAufbau getestetwerden.Mit der bestehenden Implemen-
tierung konntendie inTabelle 6.3wiedergegebenenÜbertragungsraten beider
Konûguration eines Spartan 3E FPGAs erreicht werden.
Tabelle 6.3: Slave-Serial Modus, Kernel-Treiber
Frequenz (kHz)
max. Datenrate( KiBs ) reale Datenrate( KiBs ) ErreichteDaten-rate (in %)
35,0000 4,3750 4,2884 98,0214
136,7000 17,0875 16,7468 98,0062
273,4000 34,1750 33,3205 97,4998
546,8000 68,3500 66,4462 97,2146
1024,0000 128,0000 77,9078 60,8655
4480,0000 560,0000 79,8740 14,2632
8960,0000 1120,0000 85,6446 7,6468
17920,0000 2240,0000 85,7687 3,8290
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Es ist deutlich zu erkennen, dass sich die praktisch erreichte Datenrate mit
steigender Geschwindigkeit von der theoretisch möglichen entfernt. Im Be-
reich oberhalb 1MHz stagniert die Beschleunigung. Die Ursache für dieses
Verhalten liegt in der derzeitigen Implementierung. Die Daten müssen erst
vom User Space in den Kernel Space gelangen, was mit der Funktion co-
py_from_user( ) geschieht. Bei geringen Geschwindigkeiten bis ca. 300 kHz
können die Datenmit ausreichenderGeschwindigkeit kopiertwerden. Bei hö-
herenDatenraten verhindern systembedingte Latenzen eineweitere Beschleu-
nigung. Dieser Eòekt kann wiederum durch die Variation des genutzten Puf-




Die PowerPC-Architektur ist ebenfalls RISC-basiert und wurde 1991 durch
ein Konsortium aus Apple,Motorola und IBM speziûziert. PowerPC-Systeme
ûnden sich unter anderem in eingebetteten Systemen für die Automobil-
und Raumfahrtindustrie. Ausgehend von den bereits erläuterten Plattfor-
men XUP-V2P und ATNGW100 mit Tochterboard stellt das hier verwen-
dete System die konsequente Weiterführung beider Ansätze dar. Als Basis
dient ein digitales Kombiinstrument der Firma Unicontrol Systemtechnik
GmbH [Uni98], das freundlicherweise für eigene Weiterentwicklungen zur
Verfügung gestellt wurde. Aufgrund seiner Herkun eignet es sich besonders
für den Einsatz imAutomobil.Trotz der leichtenUnterschiede in derHardwa-
rewurde der BegriòDKI-Box (DigitalesKombiinstrument (DKI)) beibehalten.
Abbildung 6.7 auf der nächsten Seite zeigt das verwendete System.
6.4.1 Hardware
Dieser Abschnitt beschreibt die Hardware der Digitales Kombiinstrument
(DKI)-Boxmit der zugehörigenDisplayeinheit und die eigens für dasDKI ent-
wickelte Erweiterungskarte.
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Abbildung 6.7: Das digitale Kombiinstrument
DKI-Grundsystem
DieDKI-Box kombiniert das SoMTQM5200 der FirmaTQ-Components10 mit
einem Basisboard, welches diverse Schnittstellen des SoMs verfügbar macht.
Das System passt in einen DIN-Schacht (175 x 130 x 50mm), was den Ein-
satz des Systems im Krafahrzeug (Kfz) erlaubt. Zum Gesamtsystem gehört
weiterhin ein digitales Display mit einer Auösung von 800 x 480 Punkten,
das in seinem Gehäuse auch die Spannungsversorgung und den Anschluss
an den CAN-Bus eines Fahrzeugs beherbergt. Das SoM vereint ein Motoro-
la MPC5200b SoC, einen Silicon Motion SM501 Mutlimedia Chip, der unter
anderem eine Graphics Processing Unit (GPU) enthält, sowie 16MiB Flash-
Speicher und 64MiBRAM.DasBasisboard führt imWesentlichendie Schnitt-
stellen des SoM nach außen und implementiert die dafür notwendigen An-
schlüsse undHardwarekomponenten.Unter anderem bietet dasDKI: zweimal
RS232, Ethernet, I2C,GPIOs, CAN und PCI.DieÜbertragung vonDaten zwi-
schen derDKI-Box und demDisplay erfolgtmit einer LowVoltage Diòerential
Signaling (LVDS)- und einerCAN-Verbindung.Abbildung 6.8a auf der nächs-
ten Seite zeigt ein Blockdiagramm des Systems, während Abbildung 6.8b auf
der nächsten Seite das SoM und das Basisboard darstellt.
10Heute TQ-Embedded














Kfz-CANEthernet, RS232, PCI, ...


























































(b) DKI SoM und Basisboard
Abbildung 6.8: Schematische Darstellungen zur DKI-Box
FPGA-Extensionboard
In Abbildung 6.8b ist auch der ungenutzte PCI-Anschluss des Systems dar-
gestellt. Dieser bietet die direkte Verbindung zum PCI-Bus des MPC5200B.
Um die Flexibilität des DKI weiter zu erhöhen, entstand eine als FPGA-
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Hauptkomponente ist ein Xilinx FPGA der Virtex-4 Serie (XC4VLX40). Die-
ses FPGA bietet hinreichend Ressourcen für eine Vielzahl von Experimen-
ten. Als Konûgurationsspeicher beûndet sich ein Xilinx PFP XCF16P auf
der Karte. Außerdem hat das FPGA Zugriò auf eine kleinere Menge loka-
len SRAMs. Weiterhin ûnden sich vier LEDs, DIP-Schalter und je ein JTAG-
Interface für das FPGA und den PFP. Neben der PCI-Verbindung sind ei-
ne I2C-Schnittstelle und zwei GPIO-Pins verfügbar. Der Systemtakt für das
FPGA wird von einem externen 100MHz Quartz bereitgestellt.
Um das System so kompakt wie möglich zu halten, ist das FPGA direkt mit
dem PCI-Bus verbunden. Auf spezielle Bauteile für die Busanbindung wur-
de verzichtet. Diese Entwurfsentscheidung hat direkte Auswirkungen auf das
FPGA-Design (vgl.Abschnitt 6.4.3). Einige I/O-Pins des FPGAs sindmit dem
JTAG-Interface des PFPs verbunden, um so die dynamische Rekonûguration
des PROMs zu ermöglichen. Die extern erreichbaren JTAG-Interfaces zum
FPGA und zum PFP dienen hier lediglich Debugging-Zwecken.
6.4.2 Software und Entwurfsumgebung
Das DKI-System fand bei einer großen Anzahl von Anwendungen Verwen-
dung. Dementsprechend vielfältig sind sowohl die Auswahl an verwendeter
Soware als auch die zu deren Umsetzung verwendeten Arbeitsabläufe. In al-
len Fällen kamen als Bootloader „Das U-Boot“ und als Betriebssystem Linux
zum Einsatz. Wie die anderen Systeme integrierte sich das DKI in die allge-
meine Entwicklungsumgebung (vgl. Abschnitt 6.1.1).
Software
Obwohl die Kernkomponenten auf einem SoM zusammengefasst sind, ist das
Gesamtsystem als komplett kundenspeziûsch anzusehen. Dies spiegelt sich
auch bei der Unterstützung der Komponenten durch den Bootloader und der
Kernel wieder.
Das TQM5200 ist grundsätzlich in den Bootloader integriert. Allerdings wird
eine systemspeziûsche Konûguration benötigt, die die detaillierte Kenntnis
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der Hardware voraussetzt. Für die bequeme Nutzung des Displays wurde der
Bootloader um zusätzliche Kommandos erweitert.
Das verwendete SoM wird ebenso wie das darauf eingesetzte SoC weitgehend
vom Linux-Kernel unterstützt.Wie beim Bootloader sind jedoch für das kon-
krete System (DKI) Anpassungen in der Konûguration und im Quellcode des
Kernel notwendig.
Im Rahmen des projektspeziûschen Sowareentwurfs kamen neben den Pro-
grammiersprachen C und C++ auch Python [KE12], Tcl/Tk [RT99] und Ja-
va [Ull12] zum Einsatz.
Entwurfsumgebung und Arbeitsabla¨ufe
Für die Anwendung „Connected CarBox mit 802.15.4“ (Abschnitt 6.4.4), die
zusammen mit der Unicontrol entwickelt wurde, kam die Firmware der Un-
icontrol zum Einsatz. Ein Zugriò auf die Firmware oder die mit ihr verbun-
denen Werkzeuge bestand nicht. Die notwendigen Soware-Erweiterungen
wurden im Quellcode übergeben und durch Mitarbeiter der Firma in das be-
stehende System integriert. Zur IPC diente Shared Memory, wobei nur die
für den zu erweiternden Teil notwendigen Strukturen bekannt waren. Dies
erschwerte den Test, sodass eine besondere Teststrategie notwendig wurde.
Der Quellcode wurde durch die Verwendung von Standardfunktionen und -
bibliotheken sowie den Einsatz speziellerMakros so gestaltet, dass er sich auch
auf einem PC nutzen ließ. Damit konnte ein prinzipieller Funktionsnachweis
erbracht werden. Fehler, die auf die Unterschiede zwischen Entwurfssystem
(x86, Little-Endian) und der Laufzeitumgebung (PowerPC, Big-Endian) zu-
rückgingen, konnten nur durch Fehlerbeschreibungen der Bearbeiter bei der
Unicontrol und detaillierte Analyse des Quellcodes gefunden werden.
Für eigene Projekte erfolgte zuerst die Integration der DKI-Box in die Ent-
wurfsumgebung des XUP-V2P. Dieser Ansatz ist besonders in Hinblick auf
dieVerwendung des FPGA-Extensionboards vonVorteil.Allerdings bestehen
zwischen dem Extensionboard und dem Linux-System beim DKI keine di-
rekten Abhängigkeiten, da das Board als „normaler“ Teilnehmer am PCI-Bus
erscheint.Die von OpenWrt gebotene Sowareauswahl war nicht für alle An-
wendungen geeignet. Daher wurde parallel PTXdist als alternatives Buildsys-
tem eingeführt. Die parallele Nutzung zweier Buildsysteme wird durch das in
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Kapitel 5 vorgestellte Speziûkationssystem deutlich vereinfacht, was den ein-
fachenWechsel zwischen den Systemen erlaubt.
Für das schnelle Entwickeln von Prototypen und Demonstratoren erfolgt an
vielen Stellen der Einsatz von plattformunabhängiger Programmiersprachen.
Je nach Anforderung werden dabei Python, Java und Tcl/Tk eingesetzt. Die
Vorteile dieserMethodewurden bereits inAbschnitt 4.6 dargelegt. ImZusam-
menhang mit dem DKI hat die Methode jedoch einen weiteren Vorteil. Als
Entwicklungssystem kommen in den meisten Fällen PCs mit x86-Architektur
zum Einsatz, bei der als Byte-Reihenfolge Little-Endian einsetzt wird. Beim
PowerPC erfolgt die Ablage vonWerten jedoch nach demBig-Endian-Prinzip.
Das führt gerade bei der Verwendung der Programmiersprache C schnell zu
Fehlern. Der Einsatz von Skriptsprachen bot hier einen pragmatischen Aus-
weg.
Der Hardwareentwurf für das FPGA erfolgt mit den von Xilinx bereitgestell-
tenWerkzeugen. Speziell kommen die Integrated Soware EnvironmentDesign
Suite (ISE) und das EDK inVersion 10 und 12 zum Einsatz,was in [Pan10]wei-
ter ausgeführt ist.
6.4.3 Systemkonzept und -entwurf
Das DKI-System aus Box und Display stellt ein leistungsfähiges eingebettetes
System für den Einsatz im Automobil dar. Sein ursprünglicherVerwendungs-
zweck sah einen Einsatz als vollgraûsches, frei programmierbares Kombiin-
strument im Kfz vor. Sein Design und die Flexibilität des genutzten Betriebs-
systems beschränken es jedoch nicht auf diesen Bereich.Das derzeitige Basis-
board ist jedoch fürdenEinsatz imFahrzeug optimiert,was sich beispielsweise
in den ausgeführten Schnittstellen (CAN und I2C, aber kein USB) widerspie-
gelt.
Die Besonderheit bei der DKI-Box mit Extensionboard sind die Möglichkei-
ten zur dynamischen und dynamisch-partiellen Rekonûguration. Die Ent-
wicklung des FPGA-Extensionboards hatte diese Einsatzfälle von Beginn an
zum Ziel.Dementsprechendwurde bereits bei der Speziûkation und Entwick-
lung auf geeignete Konzepte geachtet. Maßgebliche Beschränkungen waren
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die vorgegebene Bauform und das begrenzte Budget. Die nachfolgenden Er-
läuterungen können anhand von Abbildung 6.9a auf Seite 169 nachvollzogen
werden.
Das FPGA ist direkt an den PCI-Bus angebunden. Daher muss immer ein
funktionsfähiger PCI-IP-Core (sog. PCI-Bridge) in das FPGA-Design inte-
griert werden. Aus diesem Grund benötigt das Extensionboard einen PFP, in
dem sich eine entsprechende initiale Konûguration beûndet. Da das FPGA
Zugriò auf den JTAG-Port des PROMs besitzt, kann es den Bitstrom im
PFP neu schreiben. Leider unterstützt dieVirtex-4-Serie noch keine Fallback-
Konûguration, so dass dieKonûguration im PROM funktionsfähig sein muss.
Aus Platzgründen ist auch der Zugriò auf die MODE-Pins (vgl. [Xil08e, S. 13])
zur Nutzung mehrerer Bitströme in einem PFP nicht möglich. Da das FPGA
aber über den ICAP dynamisch-partiell rekonûguriert werden kann, ist diese
Einschränkung nicht gravierend. Abbildung 6.10 zeigt das ûnale Zusammen-
spiel von Soware auf dem Host-PC, der PCI-Bridge und den Modulen für
die dynamische und die dynamisch-partielleRekonûguration.DiePCI-Bridge
bietet drei logische Schnittstellen, so dass jedes Modul einzeln erreichbar ist.















































Abbildung 6.10: Zusammenspiel der Module fu¨r die RTR beim DKI
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Konfiguration des Platform Flash PROM Wie bereits erläutert, hat
das FPGA Zugriò auf den JTAG-Port des PFP. Voraussetzung für die Pro-
grammierung des PFPs mit Hilfe des FPGAs ist ein IP-Core, der die not-
wendigen JTAG-Kommandos erzeugt. Xilinx erläutert in verschiedenen Xi-
linxApplication Notes (XAPPs) Lösungsansätze für die Programmierung eines
PROMs [Xil07b;WK08;HP08].DerAnsatz ausXAPP975 [HP08] kommt der
hier benötigten Lösung am nächsten und dient als Grundlage für die Imple-
mentierung.
Kern der Umsetzung ist der von Xilinx beschriebene JTAG-IP-Core, im Fol-
genden als JTAG-Player bezeichnet. Er übernimmt die dreiwesentlichenAuf-
gaben:
1. PROM löschen,
2. neuen Bitstrom in den PROM schreiben und
3. Veriûkation der übertragenen Daten.
Zur Integration in das Extensionboard wurden einige Anpassungen und Er-






Abbildung 6.11: Rahmendesign des JTAG-Players
PerDeûnition verwenden alle IP-Cores imExtensionboard den PLB zurKom-
munikation. Somitwurde der JTAG-Player um die notwendige PLB-Logik er-
weitert.Der JTAG-Player arbeitetmit einermaximalen Frequenz von 10MHz.
Da der Systemtakt 100MHz beträgt, ist eine entsprechende Taktanpassung
notwendig. Die Kommunikation mit dem Host-System erfolgt über Status-
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und Kontrollregister, die ebenfalls in das Design integriert wurden. Die Veri-
ûkation erfolgt mit Hilfe einer 8-Bit Prüfsumme.Diese Prüfsumme ist im ori-
ginalen Bitstrom enthalten undwird im FPGA gespeichert. Nach dem Schrei-
ben werden die Daten aus dem PFP zurückgelesen.Während dieses Vorgangs
wird eine Prüfsumme gebildet und mit der ursprünglichen verglichen. Nur
wenn beide Prüfsummen übereinstimmen, ist die Konûguration erfolgreich.
Die Berechnung der Prüfsumme erfolgt direkt im FPGA.
Die Implementierung unterliegt einigen Einschränkungen, die für das Exten-
sionboard jedoch keine Nachteilemitbringen. Im Einzelnen sind dies:
• FPGA und PROM dürfen sich nicht in der selben JTAG-Kette beûnden.
• In der vom PFP-Modul betriebenen JTAG-Kette darf sich außer dem
PFP kein weiteres Gerät beûnden.
• Es werden nur die Datenfelder des PROM ab Startadresse 0 × 00 be-
schrieben.
• Die internen Konûgurationsregister des PFP werden nicht verändert.
Aufgrund der vereinfachtenUmsetzung benötigt das gesamteDesign lediglich
etwa 4% der FPGA-Ressourcen. [KPH10] und [Pan10] liefern weitere Details
zur Implementierung des JTAG-Players.
Die Rekonûguration wird vom Host-PC aus mit einer einfachen User Space
Anwendung gesteuert, die auf die mmap( )-Funktion zurückgrei. Sie nutzt
die mit dem JTAG-Player assoziierte PCI-Schnittstelle. Der Konûgurations-
vorgang inklusive Veriûkation benötigt etwa 30 Sekunden. Eine Umsetzung
als Kernel-Treiber hat sich aufgrund der geringen Ansprüche an die Konûgu-
rationsgeschwindigkeit nicht angeboten.
Wie bei der vollständigen Rekonûguration üblich (vgl. Abschnitt 2.5.2), wird
ein neues Design erst nach einem Reset des FPGAs aus dem PFP übernom-
men.Danach beûndet sich der IC in seineminitialenZustand. Somit sind auch
die PCI-Schnittstellen nicht mehr konûguriert. Erst nach einer erneuten In-
itialisierung aller Busteilnehmer ist die Kommunikation wieder möglich.
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Dynamisch-Partielle Rekonfiguration Wie die dynamische war auch
die dynamisch-partielle Rekonûguration Ziel beim Entwurf des FPGA-
Extensionboards. Mit der Einführung der ISE Version 12 hat Xilinx die damit
verbundenen Arbeitsabläufe deutlich vereinfacht (vgl. Abschnitt 2.5.2). Dem
Ansatz von Xilinx folgend, wird auch für das Extensionboard der Design-
Flow nach [Xil12b] genutzt. Dazu erfolgt die Integration des ICAP, der die
Schnittstelle zwischen dem PLB und den Konûgurationsregistern des FPGAs
darstellt, in das Design. Außerdem muss ein IP-Core existieren, der die PR-
Module aufnimmt und sie ebenfalls über den PLB zugänglich macht. Dieser
IP-Core richtet sich natürlich nach denNotwendigkeiten der PR-Module.Das
entstehende Design ist in Abbildung 6.12 dargestellt. Aufgrund des geringen
Ressourcenbedarfs wurde der JTAG-Player beibehalten. Somit kann auch der











Abbildung 6.12: Blockschaltbild des dpR-Designs
Als einfaches Beispiel dient ein Rechner, der erst die Rechenoperation (Addi-
tion, Subtraktion,Multiplikation,Vergleich) in das FPGA lädt, dann dieOpe-
randen und das Ergebnis zurückliest. Für die Konûguration und die Kom-
munikation wurden verschiedene PCI-Schnittstellen vorgesehen (vgl. Abbil-
dung 6.10 auf Seite 173), was den Aufbau des statischen Teils vereinfacht.
Konûguration und Kommunikation werden von einem Programm im User
Space gesteuert. Es liest zuerst dieOperanden und dieOperation, konûguriert
das passende PR-Modul, überträgt beide Operanden und zeigt nach erfolgter
Operation das Ergebnis an.
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Bei der dpR bleibt der statische Teil des Designs, der auch die PCI-Bridge
umfasst, intakt. Daher gibt es keine Nebenwirkungen mit dem PCI-Bus. Die
Konûgurationszeit ist durch die Größe des PR-Moduls und die Geschwindig-
keit des PCI-Busses begrenzt. Im vorliegenden Fall arbeitet der Bus mit einem
Takt von 33MHz. Die Konûguration im oben genannten Beispiel dauerte so-
mit 2,4729ms11.Weitere Details zur Implementierung und zum Beispiel liefert
[Pan10].
6.4.4 Beispielanwendungen
Das DKI-System wurde in mehreren Szenarien eingesetzt. In der Mehrzahl
der Fälle kam es dabei als Gateway zur Kommunikation mit dem CAN-Bus
von Fahrzeugen zum Einsatz.
Basisanwendung Dashboard
Um den vollen Funktionsumfang des DKI-Systems verfügbar zu machen,
kommen als Alternative zum proprietären Betriebssystem der Unicontrol
GmbH ein selbst erstelltes Linux-System und eine angepasste Version des
Bootloaders „Das U-Boot“ zum Einsatz. Trotzdem sollte die Grundfunktion
eines Digitales Kombiinstrument mit verschiedenen Zustandsinformationen
erhalten bleiben. Abbildung 6.13 auf der nächsten Seite vermittelt einen Ein-
druck der graûschen Anzeige im Display des DKI. Zu den angezeigten Infor-
mationen gehören unter anderem:
• die aktuelle Geschwindigkeit,
• die aktuelleMotordrehzahl,
• die aktuelle Uhrzeit,
• der aktuelle Kilometerstand (Tages- und Gesamtkilometer),
• Tankfüllstand,
• Kühlwassertemperatur sowie
11Es müssen 32973 Byte für das PR-Modul und 16 Kommando-Bytes übertragen werden.
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Abbildung 6.13: Grafische Darstellung im Display des DKIs
Die Implementierung eines ersten Prototyps erfolgte mit Python, Tk und
PyTk12. Die Implementierung nutzt die Vorteile des Sowareentwurfs per
Skriptsprache. Zeitkritische Teile sind in Bibliotheken ausgelagert, diemit der
Programmiersprache C implementiert wurden. Unter anderem betriù dies
die Programmteile, die auf den CAN-Bus zugreifen.
Die Lösungmit PyTk setzt dasX-Window System voraus.Dadurch besitzt die-
ser Ansatz verschiedene Nachteile. Vom Einschalten bis zum Start der Dash-
boardanwendung vergehen mehr als 90 Sekunden. Außerdem belegt das X-
Window System zusätzlicheRessourcen, besonders RAM und Flash, aber auch
CPU-Zyklen.
Eine deutliche Verbesserung konnte mit der Umstellung der Dashboardan-
wendung auf PyQt13 erzielt werden. Hier konnte durch Nutzung des Kernel-
Framebuòers auf das X-Windows System verzichtet werden. Damit einher
ging nicht nur eine leichteVerbesserung der Startzeit (auf unter 75 Sekunden),
sondern auch eine Verringerung des benötigten RAM.
Connected CarBox mit 802.15.4
Die Kommunikation zwischen Fahrzeugen bzw. zwischen Fahrzeug undUm-
welt ist bereits seit mehreren Jahren hema bei Automobilherstellern und
in Forschungsprojekten. Obwohl der IEEE-Standard 802.11p [GC09] für die
12PyTk ist eine Bibliothek, die die graûschen Elemente von Tk per Python nutzbar macht.
13PyQt ist eine Bibliothek, die die Funktionen der Qt-Bibliotheken per Python nutzbar macht.
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Fahrzeugkommunikation ausgelegt ist, sind auch Untersuchungen alternati-
ver Technologien notwendig.Das Interesse in Zusammenhangmit denArbei-
ten amDKI galt dabei den Protokollen aus dem Nahbereichsfunk, speziell de-
nen nach dem IEEE-Standard 802.15.4. EigeneUntersuchungen (vgl. [RFH07;
Fre11]) zeigen, dass verfügbare Module sehr gute Eigenschaen für den Ein-
satz in mobilen Szenarien aufweisen. Die hardwarebasierte Distanzmessung
zwischen Funkknoten nach dem IEEE-Standard 802.15.4a ist eine attraktive
Zusatzfunktionalität.
Die DKI-Box wurde daher durch entsprechende Funkmodule erweitert. In
derBeispielanwendung aus demUmfeld derCar-to-RoadsideKommunikation
überträgt ein als Roadside-Unit bezeichnetes, stationäres System am Straßen-
rand Informationen an vorbeifahrende Fahrzeuge. Die Fahrzeuge ihrerseits
liefern Statusinformationen an die Roadside-Unit. Tabelle 6.4 zeigt, welche
Daten im Beispiel übertragen wurden.
Tabelle 6.4: U¨bertragene Daten in der Beispielanwendung
Vom Fahrzeug gesendet Von der Roadside-Unit gesendet






Die Firma Unicontrol GmbH, die das Basissystem der DKI-Box entwickelt
und bereitgestellt hat, verfügt über ein Fahrzeug mit integriertem DKI. Die-
ses Fahrzeug diente als erster Versuchsträger. Nach erfolgreicher Umsetzung
wurde die Lösung für die Forschungsfahrzeuge der Professur Schaltkreis- und
Systementwurf (BMW 754d und BMWX5) angepasst und dort ebenfalls inte-
griert. Mit den Fahrzeugen wurden verschiedene Tests durchgeführt. Die er-
folgreiche Datenübertragung konnte bis zu einer Geschwindigkeit von 70 kmh
nachgewiesen werden. Sowohl an den Fahrzeugen als auch an der Roadside-
Unit kamen einfache Stabantennen ohne spezielle Richtcharakteristik zum
Einsatz.
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Connected CarBox mit Ethernet
DieCar-to-RoadsideAnwendung hat zwei generelleNachteile.Zum einen bie-
tet das verwendete Funksystem nur eine sehr geringe Übertragungsrate von
2Mbit (Netto), was perspektivisch nur wenig Spielraum lässt. Zum anderen
ist die Installation einer hinreichenden Menge von Roadside-Units erforder-
lich. Eine oòensichtliche Alternative sind zellulareMobilfunknetze wie GSM,
UMTS oder LTE. Sie bieten eine höhere Bandbreite und sind inzwischen na-
hezu ächendeckend verfügbar. Die benötigte Kommunikationshardware ist
preiswert und in verschiedensten Varianten verfügbar.
Mit der weiteren Integration derDKI-Box in die Versuchsfahrzeuge steigt die
verfügbareDatenmenge. NebenFahrzeugdatenkönnenüber externe Sensoren
beispielsweise Informationen über den Fahrer gewonnen werden, z.B. Vital-
daten. Zur Verteilung dieser Daten ist eine leistungsfähigere Kommunikati-
onsverbindung notwendig.Allerdings bietet die DKI-Box außer Ethernet und
PCI-Bus keine Schnittstellemit hoherDatenrate. Für eine Erweiterung ist so-
mit ein zusätzliches Gateway notwendig. Ein ebensolcher Aufbau wurde rea-














































Abbildung 6.14: Schematische Darstellung des Fahrzeugdemonstrators mit Breit-
bandanbindung
Hier fungiert das DKI als Gateway zum CAN-Bus des Fahrzeugs und bindet
weitere externe Sensoren an.Die erhobenenDatenwerden sowohl imDisplay
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des DKI-Systems dargestellt, als auch per Ethernet an ein weiteres Gateway
übertragen.Das zweiteGateway ist perUSB exibel erweiterbar und bietetZu-
gang zu weiteren Netzwerken wieWireless Local Area Network (WLAN) oder
LTE, ebenso wie zum Nahbereichsfunk, z.B. per Bluetooth.
Auf diese Weise können verschiedene Wege zur Kommunikation mit dem
Fahrzeug genutzt werden. Zum einen existiert eine comming home Funktion.
Erkennt das System ein WLAN der TU Chemnitz, überträgt es selbstständig
alle neu erfassten Sensorwerte auf einen Server im Netzwerk der Universi-
tät. Außerdem werden Statusinformationen in Form von Activity Streams via
Twitter bereitgestellt. Je nach Situation ist auch eine aktive Verbindung zum
Fahrzeugmöglich, um beispielsweise zurDiagnose Daten aktiv abzufragen.
6.5 Raspberry Pi
Der etwa Scheckkarten große „Einplatinencomputer“ Raspberry Pi [HU12]
wird seit Anfang 2012 als Serienprodukt von der Raspberry Pi Foundation zu
Preisen von 25US-$ (ModellA) bzw. 35US-$ (ModellB) vertrieben.Ursprüng-
lich sollte der Rechner als preiswerte Experimentierplattform für interessier-
te Jugendliche dienen. Das System stieß jedoch auf große Akzeptanz14 und
erhielt ein entsprechendes Medienecho. Mithin gilt der Raspberry Pi als Ur-
sprung für eine Serie von preiswerten Kleinstrechnern verschiedener Herstel-
ler.
Auch Linux hat durch den Erfolg des Raspberry Pi bzw. der preiswertenKlein-
strechner mit geringen Ressourcen proûtiert. Die schnelle Verbreitung und
der rege Zuspruch auch von Nutzern mit wenig oder keiner Linux-Erfahrung
führt zur Portierung der bisher nurwenig beachtetenARMv6-Architektur. So
stehen inzwischen bekannte Distributionen mit entsprechend großen Nutzer-
gemeinden wie:
• Fedora (Pidora),
• Debian (Raspbian, die oõziell empfohlene Distribution der Raspberry
Pi Foundation),
14Bis zum Herbst 2013 wurden 2 Mio. Stück ausgeliefert.
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• OpenSUSE und
• ArchLinux
bereit. Auch die verschiedenen Buildsysteme, unter anderem OpenWrt, PTX-
dist, OpenEmbedded und Buildroot unterstützen den Raspberry Pi.
Der geringe Anschaòungspreis15, die vorhandene Soware und die großeNut-
zergemeinde lassen den Raspberry Pi als geeignetes System für Prototypen
undKleinserien eingebetteter Systeme erscheinen. Es sollte jedoch vor der Be-
nutzung klar sein, dass derart günstige Geräte mit entsprechend preiswerten
Bauelementen bestückt sind. Nutzerberichte im Internet wie auch eigene Er-
fahrungen zeigen, dass dies mit Qualitätseinbußen einhergeht, was sich bei-
spielsweise in einer erhöhten Serienstreuung zeigt.
6.5.1 Hardware
Für verschiedene prototypische Umsetzungen wurden 13 Raspberry Pi16 un-
tersucht und genutzt. Aufgrund dieser Anzahl können auch Aussagen zu Un-
terschieden zwischen den Systemen getroòenwerden.DiewesentlichenHard-
ware-Komponenten des Raspberry Pi sind:
• das SoC BCM 2835 von Broadcom, unter anderem mit:
– einem ARM1176JZF-S Prozessor und
– einem Broadcom VideoCore IV,
• HDMI- und FBAS-Ausgänge für die Videoausgabe,
• einen CSI-Videoeingang,
• 512MiB RAM,
• einen Steckplatz für eine SD-Karte,
• einen 10/100Mbit Ethernet-Anschluss,
15Raspberry Pi (Modell B) inklusiveGehäuse, passendes Netzteil und 4GB-SD-Karte erhält man
schon ab etwa 45 €.
16Alles Modell B-Systeme, drei ältere mit 256MiB RAM und zehn der hier erläuterten zweiten
Generation.
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• zwei USB-Anschlüsse, diemit maximal je 100mA belastbar sind und
• eine Stileistemit GPIO-Pins, I2C, SPI, UART.
Beim Modell A wird zugunsten einer geringeren Stromaufnahme auf den
Ethernet-Anschluss und einen der zwei USB-Anschlüsse verzichtet. Beiden
Modellen fehlt eine gepuòerte Echtzeituhr, so dass nach jedem Neustart ei-
ne Synchronisation mit einem Zeitserver notwendig ist. Das setzt allerdings
eine funktionsfähige Netzwerkverbindung voraus.
Die Stileiste erlaubt durch die Bereitstellung gängiger Schnittstellen eine be-
queme Erweiterung des Raspberry Pi. Daher entstanden im Zusammenhang
mit den Beispielanwendungen (vgl. Abschnitt 6.5.3) zwei Erweiterungsplati-
nen.
Die Erste stellt eine gepuòerte Echtzeituhr und einen Schalter für USB-Geräte
bereit. Die Echtzeituhr vom Typ DS3232 kann vom Raspberry Pi per I2C an-
gesprochen werden. Der Linux-Kernel bietet einen entsprechenden Treiber,
so dass kein zusätzlicher Aufwand entsteht. In Verbindung mit einem kleinen
Energiespeicher bleibt die Zeit beim Reboot oder bei kurzen Stromausfällen
auch ohneNetzwerkverbindung erhalten.Auf der Platine ist außerdem ein di-
gitaler Schalter (MAX1607), der es erlaubt eine USB-Verbindung mit Hilfe ei-









Abbildung 6.15: Blockschaltbild der Erweiterungsplatine mit Echtzeituhr und
USB-Schalter
Die Möglichkeiten zur Aufnahme von Messwerten mit dem Raspberry Pi
sind sehr begrenzt. Daher entstand eine Erweiterungsplatine, die verschiede-
ne Kanäle für die Erfassung von analogen und digitalen Messwerten bietet.
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Auch das Erzeugen vonWerten mit mehr als nur 3,3V-Pegel ist möglich. Au-
ßerdem bietet der verwendeteMikrocontroller (ATXmega128)mehrere seriel-
le Schnittstellen, die ebenfalls zur Verfügung stehen. Abbildung 6.16 zeigt ein













Abbildung 6.16: Blockschaltbild der Messwert-Platine
Die Kommunikation mit dem Raspberry Pi erfolgt über eine UART Verbin-
dung,was die Datenrate auf 115 Kibs
17 begrenzt.DerMikrocontroller hat jedoch
hinreichend Reserven, um auch Vorverarbeitungsaufgaben zu übernehmen.
Dazu muss der Raspberry Pi Kommandos an den Mikrocontroller senden.
Zu diesem Zweck entstand ein einfaches Kommunikationsprotokoll, das ne-
ben der Übertragung von Messdaten auch den Austausch von Kommandoin-
formationen erlaubt. Weitere Details zur Umsetzung der Leiterplatte und des
Kommunikationsprotokolls ûnden sich in [Len13].
6.5.2 Systemkonzept und -entwurf
Wie in den nachfolgenden Beispielen (vgl. Abschnitt 6.5.3) weiter ausgeführt
wird, liegen den Untersuchungen zwei sehr unterschiedliche Anwendungs-
fälle zugrunde, die zu weitgehend getrennten Vorgehensweisen führen. Bei-
de Fälle erfordern eine Erweiterungsplatine, die konzeptioniert und umge-
setztwurde. Für dieÜberwachung des LongTerm Evolution (LTE)-Netzwerkes
musste zusätzlich das Überwachungssystem entwickelt werden, während bei
der Instrumentierung des E-Bikes Aufwand in die Verringerung des Energie-
bedarfs ießt.
17Versuche, die Datenrate auf 1 Mibs zu erhöhen, sind mit dem verwendeten Raspberry Pi nicht
geglückt.
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Ebenso unterscheidet sich dieVorgehensweise bei der Sowarearchitektur. Im
Fall des E-Bikes kommt ein angepasstes, per Buildsystem erstelltes Linux zum
Einsatz. Das ermöglicht die größtmögliche Einussnahme auf die ausgeführ-
ten Systemdienste,was zurVerringerung der Bootzeit ebenso beiträgt,wie zur
Verringerung der Energieaufnahme. Das Linux-System hat eine sehr scharf
abgegrenzte Aufgabe und es werden nahezu keine „Kompfortdienste“ benö-
tigt. Da weite Teile der Soware des Raspberry Pi mit Python umgesetzt wer-
den, kann die Sowareentwicklung bequem am PC erfolgen.
Für das LTE-Überwachungssystem kam bewusst Raspbian zum Einsatz. Das
System ist auf denDesktopbetrieb ausgelegt und bietet entsprechende „Komp-
fortdienste“, wie das automatische Verbinden mit Netzwerken. Außerdem
lässt ein fertiges Linux-System eine schnelle Fertigstellung des ûnalen Be-
triebssystems erwarten. Weitere zu erwartende Vorteile sind die Pege von
Paketen durch die Distribution, dieVerfügbarkeit von Soware und eine brei-
teNutzerbasis. Nachteile wie die längere Bootzeit, der erhöhte Platzbedarf auf
dem Festspeicher und die voreingestellten Systemdienste erscheinen im Kon-
text der Anwendung als unkritisch.
6.5.3 Beispielanwendung
Wie bereits erläutert, stellt sich die Frage, inwieweit sich der Raspberry Pi für
Prototypen und Kleinserien eignet. Zwei Beispiele erlauben erste Aussagen zu
dieser Fragestellung.
E-Bike U¨berwachung und Steuerung
In [Kri+12] wird am Beispiel eines E-Bikes ein Algorithmus für die Vorher-
sage und Optimierung der Reichweite von Elektromobilen vorgestellt. Für
die Entwicklung und Veriûkation des Algorithmus kommt ein instrumen-
tiertes Fahrrad zum Einsatz. Das ursprüngliche System besteht aus einem
Mikrocontroller-basierten Messsystem, das die erhobenen Daten aufzeichnet
und Oøine verfügbar macht. Die Kommunikation mit einem angebundenen
Smartphone umfasst nur die zurKorrektur der Schätzungen notwendigenDa-
ten.
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Weitergehende Untersuchungen sowie die Anwendung des Systems in ande-
ren Elektromobilen (andere Fahrräder, Motorräder, Autos) sind mit dieser
Hardware nur schwer möglich. Eine auf dem Raspberry Pi aufbauende Platt-
formhingegen bietet hinreichend Rechenleistung, um die Algorithmen direkt
im Fahrzeug anzuwenden. Dabei ermöglicht das auf dem Raspberry Pi ver-
wendete Linux-System die Nutzung der zugrundeliegenden Modellierungs-
und Entwicklungsumgebung. Eine Portierung von Entwicklungsversionen
bzw. Zwischenständen der Algorithmen auf ein Smartphone ist so nicht mehr
notwendig.
Für die Mehrzahl der Fahrzeuge ist weiterhin eine Instrumentierung mit zu-
sätzlichen Sensoren notwendig (vgl. auch [Win11]). Für die Kommunikation
mit diesen Sensoren dient eine eigens zu diesem Zweck entwickelte Erweite-
rungsplatine für den Raspberry Pi (vgl. Abbildung 6.16).
Tabelle 6.5: Werkseitig eingestellte Werte fu¨r Frequenzen und Spannungen
Bezeichnung Wert Min. Max.
ARM-Kern 700MHz 700MHz 700MHz
GPU 250MHz 250MHz 250MHz
GPU- Subfrequenzen 250MHz 250MHz 250MHz
RAM 400MHz 400MHz 400MHz
Kernspannung 1,2V 1,2V 1,2V
RAM-Spannung 1,2V 1,2V 1,2V
Um die Messwerte am Elektromobil nicht zu verfälschen, werden Raspberry
Pi und Erweiterungsplatine aus einer eigenen Batterie versorgt. In diesem Zu-
sammenhang sind die Leistungsaufnahme des Systems sowie dieMöglichkei-
ten zu deren Reduktion von Interesse. Beim Modell B sind dieHauptverbrau-
cher das SoC, der auf der Platine integrierte Schnittstellen-IC für Ethernet und
den zweiten USB-Anschluss sowie der Spannungswandler zur Erzeugung der
3,3V Betriebsspannung aus der 5V Eingangsspannung.Die Leistungsaufnah-
me von Schnittstellencontroller und Spannungswandler sind nur mit erhebli-
chemAufwand zu reduzieren.Die Leistungsaufnahme des SoC kann hingegen
per Soware beeinusstwerden.Verschiedene Frequenzen (z.B.die desARM-
Kerns, des RAMs und der GPU) können mit Hilfe einer Konûgurationsdatei
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eingestellt werden. Ebenso ist die Variation der SoC-internen Betriebsspan-
nung möglich.
Tabelle 6.6: Erprobte Werte fu¨r Frequenzen und Spannungen





ARM-Kern 200. . .1000Mhz 450MHz 700MHz 950MHz
GPU 160. . .500MHz 180MHz 250MHz 250MHz
GPU-Subfreq. 40. . .500MHz 40MHz 250MHz 250MHz
RAM 300. . .500MHz 300MHz 400MHz 450MHz
Kernspannung 1,0. . .1,35V 1,05V 1,2V 1,35V
RAM-Spannung 1,2. . .1,2V 1,2V 1,2V 1,2V
AbWerk sind verschiedene Arbeitsbereiche eingestellt, die einen sicheren Be-
trieb des Systems ermöglichen. Unter anderem gelten die Grenzwerte in Ta-
belle 6.5 auf der vorherigen Seite. Aus der Tabelle geht ebenfalls hervor, dass
keine dynamischen Anpassungen der Werte durch das Betriebssystem vorge-
sehen sind (da jeweils Min = Max), obwohl diese Funktion sowohl vom SoC
als auch vom Linux-Kernel unterstütztwird.Während diemeistenQuellen im
Internet ein Heraufsetzen der Frequenzen und eine entsprechend notwendi-
ge Anpassung der Betriebsspannung diskutieren, erfordert das Einsparen von
Energie das Herabsetzen von Frequenz und Spannung. Gesicherte Informa-
tionen zu den dabei zu nutzenden Werten existieren nicht. Eigene Versuche
und Vergleiche mit den Erfahrungen anderer Nutzer führen zu den Werten,
die in Tabelle 6.6 als „Wertebereich“ wiedergegeben sind.
Abbildung 6.17 auf der nächsten Seite zeigt die Stromaufnahme eines Raspber-
ry Pi Modell B bei den in Tabelle 6.6 angegebenenWerten.DieWahl derWer-
te beruht dabei auf den Erfahrungen, diemit zehn der Raspberry Pi gemacht
und als hinreichend stabil eingeschätzt wurden. Eine Veränderung der werk-
seitig eingestelltenMinimalwerte erfolgtenicht.Daher sind beiderEinstellung
„@950MHz“ die Auswirkungen der Stromsparfunktionen des Linux-Kernels
zu erkennen. Trotz der verrauschten Signale lässt sich der Unterschied in der
mittleren Stromaufnahme gut nachvollziehen.Weiter ist zu erkennen, dass am
Ende der Bootsequenz die Stromaufnahme in beiden Fällen sinkt. Die Ver-
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(a) Stromaufnahme des Raspberry Pi
(Modell B) bei @450 MHz und
@700 MHz
(b) Stromaufnahme des Raspberry Pi
(Modell B) bei @450 MHz und
@950 MHz
Abbildung 6.17: Stromaufnahme des Raspberry Pi (Modell B)
mutung liegt nahe, dass dies mit der SD-Karte in Verbindung steht, die wäh-
rend der Bootsequenz intensiv genutzt wird. Die Kurvenverläufe folgen dem
gleichen Muster. Aufgrund der geringeren Geschwindigkeit hängt die grüne
der blauen Kurve zeitlich etwas hinterher. Das Muster zeigt auch, dass sich
dasAusführen bestimmter Programme in der Bootsequenz deutlicher auf den
Stromverbrauch auswirkt. Wie zu erwarten erfolgt das Ausführen von Pro-
grammen bei höheren Frequenzen schneller.Damit bleibt die Frage bestehen,
mit welcher Strategie der Betrieb energetisch günstiger ist. Diese Frage lässt
sich nur mit Hilfe einer Analyse wie der hier gezeigten beantworten und ist
von der jeweiligen Anwendung abhängig.
Die Erfahrungen des Autors mit der Serienstreuung zeigt, dass auch die in
Tabelle 6.6 angegebenenWerte nicht immer störungsfreies Arbeiten ermögli-
chen. Bei häuûgen Abstürzen oder ungewöhnlichem Verhalten von SD-Karte
und USB führt eine Variation der Werte gegebenfalls zu einer Verbesserung.
Speziell dasVerändern derGPU-Core-Frequenz kann hier zu Problemen füh-
ren.
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U¨berwachung eines LTE-Netzwerkes
Die TU Chemnitz verfügt über ein abgeschlossenes LTE-Netzwerk aus drei
Basisstationen. Das Netz wird durch die E+-Gruppe zur Verfügung gestellt
und kann für Forschungsaufgaben im Bereich der Mobilfunkkommunikation
eingesetztwerden. Jede der dreiBasisstationen hat je dreiAntennenmit einem
Öònungswinkel von 120○. Somit gibt es neun Netzwerksektoren, die zusam-
men nahezu den gesamtenCampus sowie Teile des Stadtgebietes mit LTE ver-
sorgen. Das Netzwerk kann nur von Angehörigen der TU Chemnitz genutzt
werden, was die Nutzerzahl begrenzt. Daher ist der Zustand des Netzwerkes
nicht jederzeit bekannt.
Ein preiswertes Überwachungssystem soll daher Informationen zum Zustand
des Netzwerkes sammeln. Aufgrund der neun Sektoren sind wenigstens neun
Überwachungseinheiten notwendig.Diese erfassen zyklisch sowohl passiv als
auch aktiv Informationen zur Situation im Netzwerk. Passiv bedeutet dabei,
dass lediglich die Daten erfasst werden, die die Verbindungshardware (LTE-
Modem) über das Netzwerk hat. Das betriù beispielsweise die Anzahl und
Kennung der sichtbaren Nachbarzellen oder die Signalstärke der Zellen.Wei-
tere Daten entstehen durch aktiveKommunikation innerhalb desNetzwerkes.
Dazu werden Verbindungen zu verschiedenen Gegenstellen aufgebaut und
Messwertewie beispielsweise dieLatenz oderdieDatenrate derKommunikati-
onsverbindung aufgezeichnet.Der sich daraus ergebende, prinzipielle Aufbau
ist in Abbildung 6.18 auf der nächsten Seite dargestellt.
Das Überwachungssystem muss mit Hilfe eines LTE-Modems und einiger
Testprogramme zyklisch Messwerte erfassen, speichern und an einen zentra-
len Punktweiterleiten.An diesem zentralen Punkt kann dann die Auswertung
derMesswerte erfolgen,was eine Beurteilung des aktuellenZustands desNetz-
werks erlaubt. Das Netzwerk nutzt das 2,6GHz-Band, das inzwischen auch
von preisgünstigen USB-Sticks unterstützt wird. Um die Messwerte im LTE-
Netzwerk nicht zu verfälschen, erfolgt die Übertragung der Daten zum zen-
tralen Sammelpunkt möglichst über eineweitereNetzwerkverbindung,wobei
sich je nachAufstellungsortWLANoderEthernet anbieten.An dieMesssyste-
mewerden einigeweitere Ansprüche gestellt. Es soll ein unterbrechungsfreier,
autonomer Betrieb gewährleistetwerden.Dazu ist es notwendig, dieHardwa-
re, die Soware und die Netzwerkverbindungen zu überwachen und bei Be-
darf zu aktivieren bzw. zu deaktivieren. Wartung und Updates müssen ohne



















Abbildung 6.18: Prinzipieller Aufbau des LTE-U¨berwachungssystems
physischen Zugriòmöglich sein und auch bei nur unregelmäßig vorhandener
Netzwerkverbindung funktionieren. Für dieKoordination undDurchführung
vonMessaufgaben ist ein zentralesManagement der Stationen notwendig. Be-
reits diese grobeAufstellung vonAnforderungen zeigt,wiewichtig – aber auch
komplex – die vollständige Speziûkation für das Überwachungssystem wird.
Denn neben Hard- und Soware umfasst es auch den zentralen Server sowie
die Anforderungen anWartung undManagement.
Durch seine Eigenschaen erscheint das Modell B des Raspberry Pi als idea-
le Plattform für derartige Aufgaben: preisgünstig, klein, mit geringer Leis-
tungsaufnahme und ausreichend Schnittstellen. Auch die weiteren Kompo-
nenten sind als preiswerte Consumer-Geräte verfügbar. Abbildung 6.19a auf
der nächsten Seite zeigt ein fertig aufgebautes Messsystem mit Raspberry Pi,
Erweiterungsplatine, USB-Hub und LTE- sowie WLAN-Stick. Der Preis für
dieHardware beläu sich auf etwa 150 €. Insgesamt existieren derzeit zehn die-
ser Messsysteme.
Als Betriebssystem für die Messsysteme kommt ein nahezu unverändertes
Raspbian zum Einsatz. Das System wird von vielen Nutzern verwendet. Feh-
ler sollten dementsprechend schnell erkannt werden. Berichte im Internet be-
scheinigen dem System hinreichende Aktualität und Stabilität auch bei Lang-




























(b) LTE-Messsystem, Schematische Darstellung
Abbildung 6.19: LTE-Messsystem
zeitbetrieb. Die in Kapitel 4 diskutierten Einschränkungen bei der Verwen-
dung vonDistributionen triùauch hier zu. So umfasst bereits dasBasissystem
ca. 1,8GiB und bietet Dienste, die beim Überwachungssystem keine Anwen-
dung ûnden. Im vorliegenden Fall sind jedoch die Vorteile von Interesse. Das
Basissystem kann aus dem Internet bezogen werden und ist direkt einsatzbe-
reit. Für erste Versuche sind kaum Vorarbeiten notwendig. Die Paketverwal-
tung kann auf das Debian-eigene Advanced Package Tool (apt) und die zuge-
hörigen Paketquellen zurückgreifen. Auf dieseWeise steht ein großer Sowa-
reumfang bereit.
Das Paketverwaltungssystem von Debian erlaubt eine sehr weitgehende Be-
einussung der zu installierenden Pakete und Paketversionen.Durch den Ein-
satz eigener Paketserver kann auch Soware über das System bereitgestellt
werden, die nicht in den oõziellen Verzeichnissen verfügbar ist. Die Mecha-
nismen zur Übertragung und Installation der Pakete erlauben auch den Ein-
satz von apt in Umgebungen mit schwankender Netzwerkqualität. Allerdings
wächst der Aufwand, je stärker das System auf spezielle Bedürfnisse zuge-
schnitten wird. Um zehn Systeme auf dem exakt gleichen Stand zu halten,
ist der Aufwand bereits sehr hoch. Hinzu kommt, dass es für die Verwaltung
vonKonûgurationsdateien keinenAnsatz in apt gibt. Spezielle Soware für die
Verwaltung großer Rechnerpools, die auch die Verwaltung von Konûgurati-
onsdateien unterstützt, ist für die Verwaltung von ca. zehn Systemen mit zu
vielAufwand verbunden.Daherwerden dieMesssystememit einemgemisch-
ten Ansatz aus Paketverwaltung und Versionsverwaltungssystem gepegt.
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Für die Aktualisierung der Raspbian-Distribution kommen apt und die oõ-
ziellen Server zum Einsatz. Das Risiko von Versionsüberschneidungen wird
dabei in Kauf genommen. Eine Versionsüberschneidung entsteht, wenn das
Paket auf den oõziellen Servern aktualisiert wird, während die Messsysteme
ihre Paketlisten aktualisieren. Dann haben einige Systeme die ältere und eini-
ge die neuereVersion. Eigene, abgeschlossene Paketewerden ebenfalls per apt
gepegt.Dazu wird ein eigener Server betrieben, der nur für dieMesssysteme
erreichbar ist. Für dieVerwaltung von Konûgurationsdateien sowie speziellen
Werkzeugen, die häuûgen Änderungen unterliegen, wird das DVVS Git ge-
nutzt.Der verwendete Ablauf folgt dabei dem in Abschnitt 4.4.4 entwickelten
Modell. Die Entwicklung ûndet auf einem eigens dafür bereitgestellten Mess-
system statt und ießt zu Testzwecken in einen Staging-Bereich. Dieser wird
dann aufMesssysteme verteilt, die zu dem Zeitpunkt an keinem aktivenMess-
lauf beteiligt sind. Erst nachdem auch diese Systeme sich als weiterhin stabil
erwiesen haben, erfolgt eineÜbernahme in denMaster-Zweig sowie eineVer-
teilung an alleMesssysteme.
Die Pege von neun (bzw. zehn) Messsystemen erfordert bereits einen signiû-
kanten Aufwand, speziell wenn eineGleichartigkeit der Systeme gegeben sein
soll. Daher erfolgt die Verwaltung über ein zentral angelegtes System (siehe
Abbildung 6.18 auf Seite 190).AlleMesssystememeldenwesentliche Systemei-
genschaen regelmäßig an eine zentrale Stelle18. Somit ist der Zustand aller
Stationen mit nur geringer Verzögerung bekannt. Ein ähnliches System wird
für die Verwaltung von Wartungsaufgaben genutzt. Die Messsysteme prüfen
auf verschiedenen Servern, ob Wartungsauräge vorliegen und führen die-
se selbstständig aus. Aufgaben behalten bis zur Erfüllung ihre Gültigkeit, so
dass Unterbrechungen der Kommunikation zwischen Messsystem und Server
keine Auswirkungen haben. Eine Rückmeldung zumWartungsaurag erfolgt
über dasPandora FlexibleMonitoring System.Die Sicherheit des Systemswird
über Einmal-Token, Passwörter und die Beschränkung auf existierendeWar-
tungsskripte gewährleistet.
Dieser dezentrale und eher asynchrone Ansatz zeigt die Vor- und Nachteile
der verschiedenen Firmware-Management-Strategien sehr deutlich auf. Der
gesamte Aktualisierungsprozess ist von einer Netzwerkverbindung abhängig.
Bei der Nutzung der Paketverwaltung muss zuerst eine Liste der neuen und
18Hier wird auf das Pandora FlexibleMonitoring System [Ler04] zurückgegriòen.
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geänderten Pakete empfangen werden. Danach werden die entsprechenden
Pakete ausgewählt. Jedes Paket wird dann einzeln geladen und aktualisiert.
Im Falle eines Kommunikationsfehlers bricht die Aktualisierung ab. Alle bis
zu diesem Moment erfolgten Änderungen sind unumkehrbar. Das kann zu
inkonsistenten Zuständen führen, wenn durch die unterbrochene Aktualisie-
rung Paketabhängigkeiten verletzt wurden. Bei der Nutzung eines VVSs wer-
den erst alle Änderungen geladen. Danach erfolgt die Anwendung der Ände-
rungen. Eine Unterbrechung des Ladevorgangs wird von aktuellen VVS tole-
riert. Es kommt zu keiner Zustandsveränderung. Bei beiden Verfahren muss
ein erneuter Versuch explizit gestartet werden. Als Alternative zu diesen bei-
den block-basierten Methoden ist ein partielles Update möglich. Auch hier
werden zuerst alle zur Aktualisierung benötigten Daten geladen und veriû-
ziert. Im Gegensatz zum VVS kann bei einer individuellen Implementierung
des Verfahrens auch auf die Nachteile einer schlechten Netzwerkverbindung
Rücksicht genommen werden, beispielsweise durch blockweise Übertragung
der Daten. Nachteil ist der deutlich höhere Aufwand bei einer Eigenentwick-
lung.
Die Entwicklung derMesssysteme zeigt auch Probleme auf, die inVerbindung
mit der preiswerten Hardware und den daraus resultierenden Unterschieden
zwischen den scheinbar gleichen Geräten stehen.
ZurDokumentation des Raspberry Pi gehört auch eine Liste kompatibler SD-
Karten. Und selbst mit Karten dieser Liste gibt es gelegentlich Probleme. Da-
bei wird das Dateisystem der Karte irreparabel beschädigt, so dass das Linux-
System abstürzt und eine manuelle Neuinstallation erforderlich ist. Neuere
Sowareversionen mildern das Problem weiter ab, doch es ist noch immer
anzutreòen.
Die verwendeten LTE-USB-Sticks erfordern gelegentlich ein Reset, dass nur
durch Trennung der Stromversorgung erreicht werden kann. Dazu verfü-
gen die aufgebauten Messsysteme über einen vom Linux-System steuerbaren
Schalter.Allerdings kommt es beimVerbinden des Sticks zu Systemabstürzen.
Problemberichte zu USB-Geräten in Verbindung mit dem Raspberry Pi ûn-
den sich auch immer wieder im Internet. Ein Teil dieser Probleme lässt sich
auf die harte Begrenzung auf 100mA je Port zurückführen. Um das Problem
zu umgehen, kommt im Messsystem ein USB-Hubmit einer maximalen Leis-
tungsabgabe von 12,5W zum Einsatz. Trotzdem kommt es immer wieder zu
194 6 Umsetzung der Systemkonzepte
Systemabstürzen, die sich eindeutig auf das Verbinden von USB-Geräten zu-
rückführen lassen.Wie bei den SD-Karten verbessern neuere Sowareversio-
nen das Problem, doch unter den zehnMesssystemen gibt es drei, die von die-
sen Instabilitäten besonders stark betroòen sind.
6.6 Zusammenfassung
Das Kapitel gibt einen Einblick in die praktische Umsetzung der in den vor-
herigen Kapiteln entwickelten Methoden und Ansätze. Es erläutert zuerst die
vom Autor genutzte Entwicklungsumgebung sowie die verwendeten Werk-
zeuge. Anschließend werden vier konkrete Hardwareplattformen vorgestellt.
Jede dieser Plattformen hat einige Besonderheiten, die im Text herausgearbei-
tet und näher betrachtet werden.
Umgebungen mit TFTP und Network File System (NFS) sind die empfohle-
ne Vorgehensweise bei der Arbeit mit eingebetteten Systemen ([Hal06, Ka-
pitel 9 und 12 ], [Yag+08]). In Erweiterung zu den in der Literatur beschrie-
benen Umgebungen berücksichtigt der hier vorgestellte Ansatz das verteilte
Arbeiten, das Arbeiten im Team und die parallele Nutzung mehrerer Syste-
me. Bei der erforderlichen Hardware und den Diensten des Servers bedarf
es dabei kaum Anpassungen. Lediglich die Filter zur korrekten Separierung
der Netzwerke sind zu beachten. Bei Bedarf müssen weitere Anpassungen
für den Zugriò der Entwickler auf den Server und die eingebetteten Syste-
me erfolgen. Mehr Aufwand verursachen die Werkzeuge, Buildsysteme und
Soware-Entwicklungsumgebungen. Mitglieder eines Teams sollten hier je-
weilsdie gleicheUmgebung vorûnden.Dazumüssen,wie imText beschrieben,
Anpassungen an den jeweiligenWerkzeugen und Arbeitsabläufen vorgenom-
men werden.
Die vorgestellten Hardwaresysteme decken eine große Bandbreite der Archi-
tekturen und Ansätze aus den Kapiteln 3 und 4 ab. EinWechsel zwischen den
Systemen gelingt mit Hilfe des Speziûkationssystems aus Kapitel 4 ohne Pro-
bleme.Ebenso erleichtert das System dasErstellen undAnpassenneuerLinux-
Systeme.
Das Xilinx System „embedded FPGA“ entspricht einer der zwei wesentlichen
Architekturen der heterogenen rekonûgurierbaren Systeme.Das Erstellen von
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Linux-Systemen für die Xilinx FPGAs hat sich durch das intensive Engage-
ment vonXilinx beim Linux-Kernel und bei denDeviceTrees deutlich verein-
facht. Unterstützung für die Konûguration ûndet sich jedoch keine. Hier sind
Entwicklerweiterhin auf sich gestellt. Eõziente Lösungen erfordern daher ein
vertiees Verständnis für die Vor- und Nachteile der existierenden Konûgu-
rationsarchitekturen. Die PSoCs sind aufgrund der mit ihnen realisierbaren,
adaptiven Systeme von speziellem Interesse. Denn mit jeder Änderung wird
ein neuer Entwurfszyklus notwendig. Dies betriù nicht nur die konûgurier-
bare Logik, sondern auch das Betriebssystem. Es muss Treiber und Soware
bereitstellen sowie dieHardware korrekt erkennen und initialisieren.
Das Prototyping-System „AVR32“ entspricht der zweiten wesentlichen Archi-
tektur. Es verbindet das FPGA über eine geeignete Schnittstelle mit einem
SoC. Die Konûguration erfolgt parallel dazu ebenfalls über verfügbare An-
schlüsse. Die Wahl der Schnittstellen erfolgt dabei in Abhängigkeit der An-
forderungen an Geschwindigkeit und Flexibilität, aber auch in Abhängigkeit
der Erfahrungen des Entwerfers. Unabhängig von der tatsächlichen Umset-
zung kann das SoC während der Konûguration verfügbar bleiben. Qualität
und Geschwindigkeit der (Re-) Konûguration hängen direkt von der saube-
renUmsetzung aller Entwurfsschritte ab.Dazu gehören die Partitionierung in
Hard- bzw. Soware, dieWahl der Schnittstellen und dieUmsetzung der Trei-
ber und Programme. Schlüssel ist wiederum das detaillierte Verständnis der
Architektur.
Am Rande der Arbeiten trat das beschriebene Problem mit dem SSC auf (vgl.
Abschnitt 6.3.4), der sich nicht wie erwartet programmieren lässt. Für proto-
typische Umsetzungen stellt dies kein Problem dar. Bei zeitkritischen kom-
merziellenAnwendungen hingegen kann ein solcher Fehler zu beträchtlichen
Problemen führen.
Das PowerPC-System „CarBox“ repräsentiert die gleiche Architektur wie
das Prototyping-System „AVR32“, bietet aber mit dem gewählten Ansatz ei-
ne deutlich höhere Dynamik. Die breitbandige Busverbindung erlaubt ei-
ne schnelle Kommunikation und damit auch eine schnelle Konûguration.
Aufgrund der Architektur ist aber immer ein PFP notwendig. Die Proble-
me bei der Reinitialisierung des PCI-Busses zeigen wiederum, wie detailliert
das Systemverständnis bereits vor dem Entwurf sein muss. Die Nutzung der
dynamisch-partiellen Rekonûguration stellt hier eine elegante Lösung dar. Im
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PFP beûndet sich ein sicher funktionierendes Design, das bei Bedarf verän-
dert werden kann. Die eigentliche Funktionalität erhält das FPGA dann per
dpR.
Von ursprünglich sechs DKIs sind während der Arbeiten vier durch ein De-
fekt des SoM ausgefallen. Die Fehlerursache konnte nicht genau geklärt wer-
den. Das Fehlerbild lässt auf defekte RAM- oder Flash-ICs schließen. Da die
Fehler nur nach längerem Betrieb auraten, würde der Ausfall auch erst beim
Kunden bemerkt werden. Eine Situation, die bei Serienprodukten zu ernsten
Komplikationen führt.
Der Raspberry Pi, ebenso wie die vielen anderen, preiswerten Einplatinen-
computer, weckt den Traum der preiswerten Kleinserie, die sich direkt aus
dem ebenso preiswerten Prototyp ableiten lässt. Doch die Erfahrungen des
Autors mit zehn identischen und drei ähnlichen Systemen zeigen, dass die Se-
rienstreuung beim Raspberry Pi eine sehr genaue Bewertung jedes einzelnen
Systems erfordert. Im konkreten Fallwirken sich die spürbarenAbweichungen
zum einen auf dieHaltbarkeit der SD-Karte und zum anderen auf die System-
stabilität bei der Nutzung von USB-Geräten aus.
Doch die Entwicklung, die rund um das große Interesse an dieser Plattform
stattgefunden hat, ist durchaus beachtenswert. Mehrere Linux-Distributionen
stehen nun auch für die ARMv6-Architektur zur Verfügung. Prototypen ein-
gebetteter Systeme können damit auf einfache Weise und ohne besondere
Vorkenntnisse entstehen. Erst bei der Umsetzung spezieller Projekte mit be-
sonderen Anforderungen ist der Einsatz eines Buildsystems eine beachtens-
werte Option. Ein ebenso lohnenswerter Zwischenschritt ist der Aufbau ei-
ner angepassten Linux-Distribution. Diese wird Bottom-Up beginnend beim
minimalen Basissystem erstellt. Das Debian-Projekt bietet dazu mit deboot-
strap [Ker13] das passendeWerkzeug.
Die vorgestellten Beispiele spiegeln nur einen Bruchteil der Bandbreitewieder,
in der Linux-Systeme zum Einsatz kommen. Verbindendes Element aller Bei-
spiele ist das methodische Vorgehen beim Systementwurf, dass sich an den in
Abschnitt 2.7 vorgestellten Entwurfsabläufen orientiert, bzw. zu deren Entste-
hung undValidierung beigetragen hat. Heterogene rekonûgurierbare Systeme
proûtieren von der Flexibilität, die Linux bietet. Die vom Linux-Kernel gebo-
tenen Konzepte für den Umgang mit wechselnder Hardware wiederum kom-
men der Dynamik von hrS entgegen. Für die eõziente Umsetzung gegebener
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Problemstellungen ist letztlichneben einem vertieen Systemverständnis auch





Eine häuûge Anwendung für eingebettete Systeme ist die Erfassung von Um-
weltinformationen.Und bereits inAbschnitt 1.1wird klar, dass dieVernetzung
von Systemen allgegenwärtig ist und noch immer voranschreitet. Beides be-
triù auch die Systeme aus Kapitel 6. Dieses Kapitel beschreibt Lösungen, die
im Rahmen der Umsetzung einer „generalisierten Plattform zur Sensordaten-
erfassung“ (vgl. Anhang F auf Seite 241) und in Verbindung mit den vorge-
stellten Beispielanwendungen vomAutor untersucht und realisiertwurden.
7.1 Sensordatenerfassung auf einer zentralen
Plattform
Eine derwesentlichenAufgabe für viele eingebettete Systeme ist die Erhebung
und Speicherung von Daten. Daher wurden verschiedene Konzepte für die
nachhaltige Datenspeicherung evaluiert, wobei neben den in Kapitel 6 vorge-
stellten Systemen undAnwendungsfällen auchweitere berücksichtigtwurden.
Das letztlich umgesetzte und inAbbildung 7.1 auf dernächsten Seite dargestell-
te Konzept basiert auf einer Datenbank sowie einer modularen Infrastruktur,
welche die Anbindung nahezu beliebiger Systeme zulässt.
Zentrale Komponente ist ein Datenbankmanagementsystem (DBMS), das auf
einem dafür geeigneten, zentralen Server zur Verfügung steht. Um die Unab-
hängigkeit vom DBMS zu erhalten, werden alle Zugriòe über ein eigenes API
199



























Abbildung 7.1: Konzept fu¨r die zentrale Datenhaltung
gekapselt. Das realisierte System nutzt hierbei die SQL, die von der Mehrzahl
gängiger Datenbanken unterstützt wird.
Die Eingangsûlter realisieren die Umsetzung vom Datenformat eines speziû-
schen Loggers auf dasDatenbankschema.DiesesVorgehen eröònet eineViel-
zahl von Möglichkeiten. Logger können sich direkt mit ihrem Eingangsûlter
verbinden und ihre Daten z.B. über eine Netzwerkverbindung permanent an
die Datenbank übertragen, wobei der Mehraufwand durch den Eingangsûlter
und das Datenbank-API unbedeutend ist. Daten von Systemen, die mangels
Netzwerkverbindung ihre Messwerte lokal zwischenspeichern, werden nach
Abschluss der Messungen in die Datenbank übernommen. Hier wandelt der
Eingangsûlter die aufgezeichneten Messwerte in dasDatenbankformat. Somit
kann zur Aufzeichnung im Logger ein geeignetes, eõzientes Verfahren ohne
Berücksichtigung der späteren Sicherung in der Datenbank gewählt werden.
Durch die Filter besteht weiterhin dieMöglichkeit, alle Daten bereits vor dem
Speichern in derDatenbank zu ûltern, zu aggregieren oder in anderer Form zu
verarbeiten. Hierbei ermöglicht einAPI den Zugriò auf vorgefertigte Filter.
FürdasAuslesenderDaten ausderDatenbank kommt ein vergleichbaresKon-
zept zur Anwendung. Die eigentlichen Datenbankzugriòe werden abstrahiert
und die Daten an die Ausgabeûlter übergeben. Über das Filter-API besteht
wiederum die Chance, die Daten zu ûltern, zu aggregieren oder in anderer
Form zu verarbeiten.Das System ist in dieser Form auch lokal auf einem Log-
ger umsetzbar, sodass hinreichend leistungsfähige eingebettete Systeme ihre
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Daten lokal in einerDatenbank speichern und somit auch auf dieVorteile der
datenbankgestützten Ein- und Ausgabe zurückzugreifen können.
7.1.1 Datenmodelle zur Sensordatenerfassung
Die Nutzung eines DBMS für die Archivierung von Sensordaten wird durch
zwei Kernpunkte geprägt. Zum einen muss die Speicherung derDaten hinrei-
chend schnell und zuverlässig erfolgen, sodass einDatenverlust ausgeschlosse-
nen werden kann. Zum anderen müssen die Messreihen auch nach längerer
Zeit reproduzierbar sein.Vor derDeûnition der für einDBMS benötigtenDa-
tenmodelle erfolgt eine Beschreibung und Benennung der zur Erfassung von
Messwerten notwendigen Systeme bzw. Komponenten.
Messwert Der Messwert ist ein zu einem deûnierten Zeitpunkt erhobenes
Datum.
Messwertkanal Ein Messwertkanal erhebt Messwerte. Er beschreibt die Be-
deutung der durch ihn erhobenenMesswerte, beispielsweise durch eine
Einheit.
Messgera¨t Ein Messgerät vereint mehrere Messkanäle. Typische Messgerä-
te sind beispielsweise eine „GPS-Maus“ oder das Soware-Kommando
traceroute.
Messsystem Ein Messsystem stellt ein physisch vorhandenes System dar,
dass ein oder mehr Messgeräte vereint. O ûndet sich dafür auch der
Begriò „Logger“.
Messlauf Ein Messlauf umfasst alle zu einemVorgang gehörenden Messauf-
bauten und beschreibt die Zeitspanne seiner Gültigkeit.
Messaufbau Der Messaufbau beschreibt die Verbindung von zu untersu-
chendem Objekt (engl. Device Under Test (DUT)), Messsystem und
Messlauf.
Messvorgang Ein Messvorgang stellt einen Bezug zwischen verschiedenen
Messwerten her.Der Bezug kann zeitliche, räumliche oder thematische
Aspekte umfassen.
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Zusätzlich gilt die Festlegung, dass ein Messaufbau immer auf ein DUT und
ein Messsystem beschränkt ist. Wird ein DUT durch mehrere Messsysteme
beobachtet, spiegelt sich dies inmehrerenMessaufbautenwieder. Gleiches gilt,
wenn ein Messsystem zeitgleich mehrere DUTs beobachtet.
Zur Vervollständigung und Beurteilung des Datenmodells erfolgte auch eine
Betrachtung von geeigneten Strategien für die Datenerfassung. Drei gängige
Verfahren konnten hierbei identiûziert und bei der Umsetzung derDatenmo-
delle berücksichtigt werden:
Fauler Ansatz (Lazy Approach) Bei diesem Ansatz entstehen alle not-
wendigen Einträge in der Datenbank nach Bedarf. Demnach muss der
Messaufbau imVorfeld nicht bekannt sein.Der zuständige Eingangsûl-
ter analysiert ankommendeDaten und ordnet diese existierendenMess-
systemen,Messgeräten undMesswertkanälen zu oder legt neue an.
Vorheriges Setup (Initial Setup) Dieser Ansatz ist das Gegenteil zum
vorgenannten. HierwerdenMesswerte nur in die Datenbank übernom-
men, wenn alle beteiligten Komponenten im Vorfeld bekannt und ent-
sprechend in der Datenbank hinterlegt sind.
Gemischter Ansatz (Mixed Approach) Bei diesemAnsatz werden einige
Elemente bereits im Vorfeld festgelegt, während andere ihre Dynamik
behalten.
Für dieUmsetzung des in derDatenbank verwendetenDatenmodellswurden
zwei Ansätze implementiert und auf ihre Eignung hin untersucht. Wesentli-
cher Unterschied beider Modelle ist das Konzept zur Abbildung der Syste-
mumgebung auf die Datenbank.DieUmsetzung erfolgte auf Basis relationaler
Datenbanken. Diese eignen sich im Besonderen für die Speicherung struk-
turierter Daten, die miteinander in Beziehung stehen. Die Ablage der Daten
erfolgt in Form von Tabellen. Für die Darstellung der Beziehungen zwischen
denDaten nutzt man im Allgemeinen ein Entity-Relationship-Modell (ERM)
[Bal00].
Hierarchisches Datenmodell
Abbildung 7.2 auf der nächsten Seite zeigt das erste im Rahmen dieser Arbeit
entstandene ERM zur Speicherung beliebiger, zeitbezogener Messdaten in der
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erstenNormalform. Es verfolgt denAnsatz einer objektorientierten und daher
hierarchischen Darstellung des Messaufbaus. Das Modell ist dabei trotzdem
exibel gestaltet.
Abbildung 7.2: Entity-Relationship-Modell der Datenbank
Das zentrale Element dieses Modells ist der Messaufbau. Hier wird das zu
untersuchende Objekt (DUT) mit Hilfe eines Messsystems (z.B. mit einem
Logger) über einen bestimmten Zeitraum beobachtet. Diese Beziehung gibt
die Tabelle t_messaufbau wieder, die die Tabellen t_dut, t_messlauf und
t_messsysteme inBeziehung setzt. PerDeûnition (vgl.Abschnitt 7.1.1) ist ein
Messaufbau immer auf einDUT und einMesssystem beschränkt. Im Rahmen
einesMesslaufes können aber beliebig vieleMessaufbauten genutztwerden.
Bei den Beschreibungsmöglichkeiten für die Messsysteme wird berücksich-
tigt, dass ein physisch vorhandenes System je nach Ausprägung verschiedene
Messwerte liefern kann.Diese Eigenschawird imRahmen desModells durch
dieVerbindung vonMesssystem undMesswertkanal über dieMessgerätewie-
dergegeben.
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Messgeräte1 (t_messgeraete) erzeugen häuûg mehrereMesswerte,waswie-
derum im Modell umgesetzt wurde. Für jeden durch ein Messgerät erfassten
Wert bildet sich ein Kanal (t_messwertkanaele) aus, der immer die glei-
che Art Messwert liefert. Dieser Messwertkanal ist durch den ihn erzeugen-
denKanal gekennzeichnet und lässt sichmitHilfe seinerEinheit (t_einheit)
weiter beschreiben. Gelegentlich sind weitere Informationen wie (Soware-
) Kommandos,Korrekturfaktoren oderWertebereiche von Interesse, die in ei-
ner zusätzlichenTabelle (t_eigenschaft) festgehaltenwerden.DieseArt der
Betrachtung erlaubt auch die Einführung virtueller Messgeräte, die beispiels-
weise zur Speicherung vorverarbeiteter Messwerte genutzt werden können.
Messwertkanäle verweisen auf die von ihnen erhobenen Werte, die zusam-
menmit derMesszeit gespeichertwerden. Eine zusätzlicheRelation bindet die
Messwerte an denMessaufbau, in dessenZusammenhang sie erhobenwerden.
Diese Verbindung ermöglicht eine deutliche Vereinfachung beim Zugriò auf
Messwerte. Weiterhin ist sie für die Konsistenz und Reproduzierbarkeit des
Modells notwendig.
Für dasDarstellen der Messungen existieren verschiedene Startpunkte, die im
Sinne der Reproduzierbarkeit immer zumgleichenErgebnis führen.Einstiegs-
punkte könnten
• ein bestimmter Messlauf,
• ein bestimmtes Messgerät oder Messsystem,
• ein bestimmtes DUT oder
• ein bestimmter Messaufbau
sein. Ziel ist es, unabhängig vom Startpunkt, den gesamten Messlaufmit allen
zugehörigen Elementen zu ûnden.
Die dafür notwendigen Schritte können direkt im ERM nachvollzogen wer-
den. Der wesentliche Knotenpunkt ist t_messaufbau. Hier erfolgt die ein-
deutige Verbindung von DUT und Messlauf mit einem Messsystem und da-
mit auch über die entsprechendenMessgerätemit denMesswertkanälen.Über
dieKenntnisderKanäle können alle zugehörigenRandbedingungen bestimmt
werden. Messaufbau undMesswertkanäle erlauben die Identiûkation der zu-
gehörigen Messwerte. Der Messaufbau als zentraler Punkt in diesem Modell
1Der Begriò „Sensor“ wird aufgrund seiner Mehrdeutigkeit bewusst vermieden.
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dient auch zur wesentlichen Vereinfachung beim Zugriò auf die mit ihm er-
zeugten Messwerte. Da per Festlegung ein Messaufbau immer auf ein DUT,
einMesssystem und einenMesslauf festgelegt ist, verringert sich bei typischen
Anfragen2 die benötigteMenge an SQL-Abfragen deutlich.
Insgesamt stellen jedoch die Menge an notwendigen Abfragen und der hier-
archische Aufbau die wesentlichen Nachteile des Modells dar. Für das Ein-
tragen von Messwerten sind die Primärschlüssel von t_messaufbau und
t_messwertkanaele notwendig, die, je nach Eintrittspunkt in das Modell,
über typischerweise sechsAbfragen zu bestimmen sind.DieserAufwand stört
besonders bei Ansätzen, die ein häuûges Schreiben weniger Messwerte er-
fordern, das Speichern der notwendigen Primärschlüssel aber nicht erlauben.
Beim Anlegen neuer Messläufe ist außerdem eine klare Abbildung der erwar-
teten Messwerte auf das Modell notwendig, was die Nutzung des faulen An-
satzes erschwert. Somit empûehlt sich diese Variante eher bei Messsystemen,
die ihre Daten speichern und bei denen erst im Anschluss an den Messlauf
eine Übertragung ins DBMS erfolgt. Für das zeitnahe Erfassen von Messwer-
ten, besonders lokal auf Systemen mit geringer Rechenleistung, erscheint die
Lösung hingegen nicht optimal.
Das System bietet aber durch die vorgegebeneHierarchie auch einigeVorteile.
Das Modell unterstützt die korrekte Restauration von Messläufen, da alle not-
wendigen Informationen bereits beim Speichern gefordert werden. Die Nä-
he zum realen Aufbau und das objektorientierte Design erleichtern auch das
Auslesen der Daten, da alle Beziehungen klar dargestellt sind. Und nicht zu-
letzt bietetdasModellmehrere Einstiegspunkte, die immer zudenMesswerten
und dem mit ihnen verbundenen Messaufbau führen, was die Implementie-
rung einer Nutzerschnittstelle zur Datenbank erleichtert.
Flaches Datenmodell
Als Alternative zum hierarchischen wurde ein sehr aches Datenmodell im-
plementiert, um dessen Vor- und Nachteile zu evaluieren. Abbildung 7.3 auf
der nächsten Seite stellt das Modell dar.
2z.B. beim Bestimmen aller zu einem Messaufbau gehörendenWerte
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Abbildung 7.3: Flaches Datenmodell
Das Speichern von Messwerten und ergänzenden Informationen erfolgt aus-
schließlich in der Messwerttabelle (t_messwerte).Diese ähnelt der des hier-
archischen Modells, die Messwerte sind jedoch direkt mit den erzeugenden
InstanzenMessgerät undMesswertkanal verbunden.Das Sammeln von Gerä-
ten und Kanälen erfolgt in einfachen Tabellen, die höchstens das Hinterlegen
einerBezeichnung unterstützen.Um dieReproduzierbarkeit zu gewährleisten,
ist eine weitere Tabelle notwendig (t_messvorga¨nge). Messvorgänge grup-
pieren zusammengehörige Messwerte, z.B. alle Werte einer gelesenen Datei
oder alleWerte einer erfolgreichen Übertragung per Netzwerk. Alle weiteren
Informationen werden aus Sicht des Modells bereits als Messwert betrachtet
und in der entsprechenden Tabelle hinterlegt. Das betriù im Speziellen auch
alle Eigenschaen der Messsysteme, Messgeräte und Messwertkanäle sowie
die Beschreibung des gesamten Messlaufs.
Der entscheidendeVorteil ist die Flexibilität des so entstehenden Systems. Le-
diglich die Elemente Messsystem und Messgerät sind geblieben, in ihrer Be-
deutung aber freier als im hierarchischen Modell. Das Speichern weiterer In-
formationen geschieht quasi unabhängig vom Modell. Da alleWerte in einer
Tabellemit nur drei Schlüsseln gehalten werden, ist auch das Eintragen neuer
Messwerte einfach und schnell.Damit ist das Modell sehr gut für das zeitnahe
Erfassen von Messwerten geeignet.Durch seine freieGestaltung und das Mit-
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führen aller Eigenschaen in gesonderten Kanälen kommt das Modell auch
dem faulen Ansatz entgegen.
Die starke Abstraktion des Modells (nahezu alles ist ein Kanal) erschwert je-
doch den Bezug zum realen Messaufbau. Es wird keine feste Struktur vorge-
schrieben. Damit fehlt auch die Unterstützung bei der Erfassung der Daten,
die für eine vollständige Reproduktion notwendig sind. Diese Aufgabe liegt
vollständig beim Entwickler des Eingangsûlters (vgl. Abschnitt 7.1). Auch das
Auslesen der erfassten Informationen ist aufgrund der Abstraktion weniger
intuitiv. Die gesamte Rekonstruktion basiert auf den vier Größen Messgerät,
Messwertkanal, Messvorgang und Zeit. Die Restauration eines Messlaufes ist
damit Aufgabe des Ausgabeûlters3. Alternativ können Funktionen des DBMS
genutzt werden4, was technisch dem Konzept des Fat Servers5 entspricht. Da-
mit entsteht nach außen eine Schnittstelle, die sich der des hierarchischenMo-
dells annähert.DiesesVorgehen vereinfacht dieUmsetzung einesAusgangsûl-
ters, belastet jedoch denDatenbankserver stärker und erfordert größere Sorg-
falt beim Datenbankdesign.
7.1.2 Datenu¨bertragung an einen Datenbankserver
In Abschnitt 7.1 wurde bereits darauf hingewiesen, dass Systeme mit Netz-
werkanbindung ihre Daten direkt an denDatenbankserver ausliefern können.
Allerdings sind im Besonderen drahtlose Netzwerkverbindungen nicht zwin-
gend permanent verfügbar und auch derDatenbankserver ist mit einem Aus-
fallrisiko behaet – speziell im semiprofessionellen Bereich. Daher sollte das
Übertragungssystem auf diese Probleme vorbereitet sein und eventuelle Aus-
fälle ohne Datenverlust überbrücken. Demnach ist eine direkte Anbindung
des Messsystems (bzw. der Soware auf dem Messsystem) an das DBMS kei-
ne Option. Als robuste Lösung hat sich das in Abbildung 7.4 auf der nächsten
Seite skizzierte System etabliert.
Die auf den Messsystemen arbeitende Messsoware legt die erhobenen Da-
ten im lokalen Dateisystem ab. Durch die Architektur können dabei mehre-
3Im Sinne des Fat Client Modells, bei dem die datenverarbeitenden Funktionen beim Client
liegen.
4Bei MySQL beispielsweise Views, Prozeduren und Funktionen.
5Datenverarbeitende Funktionalität wird in den Datenbankserver ausgelagert.


















Abbildung 7.4: Konzept der Messdatenu¨bertragung
reMessprozesse quasi parallel ihre Daten hinterlegen. Ein unabhängiger Pro-
zess (im Bild als Transferclient bezeichnet) verbindet sich bei Bedarfmit dem
Server und überträgt die Messdaten aus dem lokalen Zwischenspeicher zu
einer dort laufenden Soware (Transferserver). Nach erfolgreicher Übertra-
gung können die Daten auf dem Messsystem gelöscht werden, um nicht un-
nötig Speicherplatz zu belegen. Der Transferserver speichert die empfange-
nen Messwerte ebenfalls im lokalen Dateisystem, wo sie dann durch das in
Abschnitt 7.1 beschriebene System in die Datenbank geschrieben werden.Der
lokale Zwischenspeicher verhindertDatenverlust beimAusfall derDatenbank
und erlaubtdemTransferserver ein zügigesBedienen eingehenderVerbindun-
gen, sodass das System auch für den Umgang mit einer größeren Anzahl von
Messsystemen geeignet ist. Die Nutzung unabhängiger Prozesse für das Mes-
sen,Übertragen und Ablegen derDaten vereinfacht zudem die Sowarearchi-
tektur. Eine aufwändige Synchronisation der Prozesse ist nicht nötig. Ein Maß
für die Leistungsfähigkeit des Systems ist die Verweildauer eines Datensatzes
in den jeweiligenZwischenspeichern. Für denEchtzeitbetrieb bzw. für die Ein-
haltung vorgegebener Zeitschranken ist das System nicht konzipiert und auch
nicht geeignet. Ein Betrieb mit mehreren Transferservern ist hingegen mög-
lich und wurde im Rahmen der Arbeit auch genutzt.
7.1.3 Implementierung des Systems
DerAnspruch des vorgestelltenKonzepts ist nicht nur die schnelle, zuverlässi-
ge Speicherung von Messwerten in einer Datenbank, sondern auch die Siche-
rung des zur Erhebung der Daten verwendeten Aufbaus. Das ermöglicht die
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Reproduktion derMesswerte zusammenmit demKontext, in dem sie entstan-
den sind – auch ohne vorherige Kenntnis des verwendeten Messaufbaus.
Dazu wird ein Datenbankmodell benötigt, dass unabhängig vom konkreten
Anwendungsfall bleibt, um so die größtmögliche Flexibilität zu bieten. Da-
durch können die Daten verschiedener bereits existierender Systeme erfasst
werden, bei derenDesign eine Speicherung in einerDatenbank nicht berück-
sichtigtwurde. Ebenso ist das Sichern vonMesswertenmöglich, die unter der-
zeit noch nicht bekannten Umständen entstehen. So ist beispielsweise die Dy-
namik von Messsystemen, die ihreMesswerte per Soware erzeugen und da-
durch häuûgen Änderungen unterliegen, eine bisher kaum beachtete Proble-
matik.






























Abbildung 7.5: Schema des implementierten Systems
Die entwickeltenKonzepte fürdieDatenerfassungmitEin-undAusgangsûlter
(vgl.Abbildung 7.1) und die Datenübertragung (vgl.Abbildung 7.4) haben sich
als robust und tragfähig erwiesen. Die Entkopplung der Datenerfassung und
der Speicherung imDBMS über einen dateisystembasiertenZwischenspeicher
bietet so viele Vorteile, dass inzwischen auch das Verarbeiten von Messwert-
dateien kleinererMesssysteme über diesenMechanismus erfolgt.Damit ergibt
sich im derzeitigen Entwicklungsstand das in Abbildung 7.5 dargestellte Sys-
tem.
Als problematisch hat sich ein geeignetes Datenbankschema erwiesen, dass
den Ansprüchen an Geschwindigkeit und Flexibilität beim Erfassen und Le-
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sen der Messwerte ebenso gerecht wird, wie bei der Speicherung der zur
Reproduktion notwendigen Kontextinformationen. Grundsätzlich erleichtert
ein hierarchisches Modell die Abbildung des Kontextes. Dies gilt beim Erfas-
sen derDaten ebensowie beimAuslesen.Allerdings ist das Speichern derDa-
ten in ein sehr ach gehaltenes Schema nach einer korrekten Modellierung
deutlich einfacher. Ebenso kommt ein sehr aches Modell der Flexibilität und
Dynamik des Gesamtsystems und der abzubildenden Szenarien entgegen.
Mit Hilfe der SQL Reader und Writer (vgl. Abbildungen 7.1 und 7.5) sowie
durch Nutzung der Funktionen eines modernen DBMS können die Schwie-
rigkeiten bei der Abbildung des realen Messaufbaus in das ache Schema ver-
ringert werden.Dazu Transformieren die Systeme die ache Struktur derDa-
tenbank auf hierarchische Modelle, die einer objektorientierten Betrachtung
näher kommen. Die Ein- und Ausgangsûlter übernehmen dann die jeweilige
Abbildung auf dasZieldatenformat. Somit kann dieKomplexität des gesamten
Vorgehens aufmehrere Ebenen verteilt werden.
7.2 Abstraktion von Kommunikationskana¨len
DieArbeitmit heterogenen und verteilten Sensor-Aktor-Systemen hat gezeigt,
dass die im Linux gebotenen Abstraktionsmechanismen für den Zugriò auf
Geräte (vgl.Abschnitt 4.1.2) in diesem Fall an ihreGrenzen stoßen.Der Quell-
code für Kommunikation und Verwaltung ist in jeder Anwendung erneut
zu implementieren, was schnell zu unnötigem Aufwand führt. Daher wurde
nach einer Möglichkeit gesucht, die Kommunikation innerhalb eines verteil-
ten Sensor-Aktor-Sensorsystems weitgehend unabhängig vom Übertragungs-
kanal zu halten.
Zu diesem Zweck entstand ein Kommunikationssystem namens „Sensor-
com“ [Fri07], das basierend auf dem AX.25-Protokoll eine Kommunikations-
infrastruktur aufbaut.Diese ist unabhängig vom darunter liegenden Übertra-
gungssystem. Sensorcom bietet sowohl die Abstraktion lokalerVerbindungen
als auch solcher über Netzwerke. Die modular aufgebaute Soware ist dabei
so ausgelegt, dass sie sowohl auf einfachen Sensorsystemen mit geringen Res-
sourcen als auch auf besser ausgestatteten Netzwerkknoten eingesetzt werden
kann.
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Abbildung 7.6a zeigt den modularen Aufbau. Rund um den Kern, beste-
hend aus der Abstraktionsschicht und den Schnittstellen zu den einzelnen
Modulen, gliedern sich einfache Kommunikations- und Abstraktionstreiber.
Neue Hardware- und Kommunikationsschnittstellen können mit wenig Auf-
wand zugefügt werden. Die API, über die Anwendungsprogramme sowie
Kommunikations- und Abstraktionstreiber mit Sensorcom interagieren, ori-
entiert sich an den bekannten Berkeley Sockets [04]. Außerdem ist das Sys-
tem so angelegt, dass redundante Verbindungen zu Sensoren, Aktoren oder
weiteren Sensorcom-Instanzen erkannt und verwaltet werden, ohne dass da-
für zusätzlicher Implementierungsaufwand notwendig ist.Der dafür benötig-
te Verwaltungsserver sorgt dafür, dass verteilte Sensorsysteme möglich sind.
Eine Anwendung erfragt dazu lediglich einen Sensortyp oder ein von ihr ge-














































































Abbildung 7.6: Sensorcom Konzept
Den Kern des Abstraktionssystems bilden der AX.25-Protokollstack und ein
I/O-Verwaltungssystem. Die Integration der AX.25-Protokolls stellt Abbil-
dung 7.6b dar.Das I/O-Verwaltungssystemist fürdasManagementderVerbin-
dungen zu den Anwendungsprogrammen, zum Verwaltungsserver sowie zu
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den Abstraktionstreibern verantwortlich. Der Datenaustausch zwischen dem
Abstraktionssystem und den externen Komponenten6 erfolgt über Berkeley
Sockets, wobei es einen Daten- und einen Kommandokanal gibt. Zur Kapse-
lung der speziûschen Funktionalität dient eine Bibliothek (libax25socket), die
in allenKomponenten zumEinsatz kommt. Sie vereinfacht und vereinheitlicht
die Programmierung der Abstraktionsmodule und Anwendungsprogramme.
Weiterhin ermöglicht sie die Anpassung des Abstraktionssystems, ohne dass
eine Veränderung der Abstraktionstreiber und Anwendungsprogramme not-
wendig ist. Dadurch ist es beispielsweisemöglich, als Alternative zum AX.25-
Protokollstack des Linux-Kernels eine eigene Umsetzung im User Space zu
verwenden, was grundsätzlich den Einsatz des Abstraktionssystems auch oh-
ne AX.25-Unterstützung durch den Kernel erlaubt.
7.3 Zusammenfassung
Das Kapitel befasst sich mit zwei Lösungen, die bei der eõzienten Umsetzung
von heterogenen Sensor-Aktor-Systemen zum Tragen kommen. Die zentrale
Speicherung erhobenerDaten, unabhängig vom zugrundeliegendenMessauf-
bau, und der Zugriò auf Knoten eines Netzwerks, unabhängig vom zugrun-
deliegenden Datenkanal. BeideModelle bauen auf die Abstraktion des realen
Systems zur Vereinfachung der Informationsverarbeitung.
Die Speicherung vonMesswerten inDatenbankenwird bei vielenAnwendun-
gen genutzt.Die dabei verwendetenDatenbankmodelle orientieren sichmeist
am konkreten Anwendungsfall. Das betriù sowohl das Speichern der Daten
in der Datenbank als auch das Auslesen für die spätere Verarbeitung. Da der
konkrete Kontext der Erhebung der Daten bekannt ist, muss das Modell kei-
ne besonderen Vorkehrungen für eine spätere Reproduktion des Aufbaus aus
den Werten der Datenbank treòen. Dies triù in vielen Fällen auch für ein-
gebettete Systeme zu, bei denen sich die Hard- und Soware sowie der Kon-
text der Messwerterfassung o über lange Zeiträume nicht verändern. Viele
eingebettete Systeme speichern ihre Daten zudem in Form von Dateien. Eine
dauerhae Sicherung in einer Datenbank ist nicht vorgesehen.
6Anwendungsprogramme, Abstraktionstreiber, Verwaltungsserver
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Das in Abschnitt 7.1 vorgestellte Modell erfüllt die gestellten Anforderungen.
Es erlaubt die exible Speicherung vonMesswerten und die Reproduktion des
Kontextes ihrer Erfassung. Das System ist trotz seiner Flexibilität überschau-
bar und erlaubt eine bedarfsgerechte Erweiterung.Durch diemehrstuûge Ab-
straktion desDBMS konnten sowohl der hierarchische als auch der ache An-
satz exemplarisch implementiert und mit verschiedenen Szenarien evaluiert
werden.Die bereits inden jeweiligenAbschnittendiskutiertenVor-undNach-
teile der Systeme konnten so bestätigt werden. Eine Empfehlung für eines der
Datenbankmodelle kann somit nicht gegeben werden.
Sensorcom setzt einmodularesKonzept für die Abstraktion vonKommunika-
tionsverbindungen in verteilten Sensornetzen prototypisch um. Für die Ver-
bindung zwischen den einzelnen Kommunikationskonten innerhalb des Ab-
straktionssystems kommt das AX.25-Protokoll zum Einsatz, ein Protokoll aus
dem Amateurfunkbereich. Der gewählte Ansatz erlaubt die transparente Ver-
bindung von Anwendungsprogrammen mit Sensoren und Aktoren in einem
verteilten Sensornetz, auch über Systemgrenzen hinweg.Das System ist durch
dieVerwendung gängiger Schnittstellen und Programmiertechniken leicht er-
weiterbar und grundsätzlich auch für die Verwendung außerhalb von Linux-
Systemen geeignet.
Die vorliegende Implementierung erlaubt die Evaluierung von Konzepten für
denAufbau verteilter Sensor-Aktor-Systeme. Gleichzeitig diente sie der Erfor-
schung verschiedener Techniken für die IPC, die Protokollabstraktion und die
Realisierung modularer Sowaresysteme. Ein wesentliches Ziel war die Ori-
entierung an eingebetteten Systemen mit geringen Ressourcen und begrenz-
ter Leistung. Des Weiteren konnten während der Implementierung des Sys-
tems Erkenntnisse zu Funktionen und Abhängigkeiten innerhalb des Linux-
Kernels gewonnen werden.Die erarbeiteten Konzepte sind weitgehend unab-
hängig von der speziûschen Implementierung und erlauben die Beurteilung




Die rasante Geschwindigkeit,mit der sich der Markt für eingebettete Systeme
entwickelt, verringert die Zeit, die für die Entwicklung eines Produktes zur
Verfügung steht. Dies erfordert neue Methoden undWerkzeuge, die die Ar-
beitsabläufe des Systementwurfs beschleunigen. Gleichzeitig erhöht sich die
Komplexität der zu entwickelnden Systeme in ebenso rasantem Tempo. Die-
se Komplexität ist derzeit nicht allein mit Hilfe von Werkzeugen zu beherr-
schen. Hier ist der erfahrene Entwickler gefordert, der durch sein Know-how
und durch den eòektiven Einsatz der ihm zurVerfügung stehendenWerkzeu-
ge zum Erfolg der Produktentwicklung beiträgt.
Soware stellt einen der Innovationsträger bei eingebetteten Systemen dar. Sie
erlaubt die herstellerspeziûscheAnpassung vonGerätenmit identischerHard-
ware. Das ist besonders in Märkten mit hohem Preisdruck wie der Heimelek-
tronik oder der Unterhaltungsindustrie anzutreòen. Sie erlaubt aber auch die
Bereinigung von Fehlern, nachdem das Produkt bereits an denKunden ausge-
liefertwurde.Das kann einQualitätsmerkmal oder gar eine notwendige Funk-
tionalität sein. NachMeinung desAutors verleitet diese Funktion aber auch zu
vorschneller Auslieferung von Produkten – bewusst oder unbewusst. Dieser
Eindruck ergibt sich aus der fortwährenden Beobachtung des Smartphone-
marktes durch den Autor. Hier folgten kurz nach den letzten größeren Ak-
tualisierungen der Betriebssysteme der beiden Marktführer jeweils mehrere
kleine Bugûx-Releases. Dabei wurden teilweise Fehler behoben, die die Frage
nach der Qualität und Ausführlichkeit der vorher erfolgten Tests als durchaus
gerechtfertigt erscheinen lassen.
Die Zielsetzung der Arbeit ist die Vermittlung eines vertieen Verständnis-
ses für die Systemkonzepte von heterogenen rekonûgurierbaren Systemen und
eingebetteten Systemenmit Linux-Betriebssystem.Dabei liegt der Fokus nicht
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ausschließlich auf demwissenschalichen Beitrag, sondern auch auf der prak-
tischen Relevanz und Umsetzbarkeit der Ergebnisse. Beides trägt zur Verbes-
serung des Entwurfsusses und damit zur beschleunigten Produktentwick-
lung bei. Ein wesentlicher Teil der Arbeit befasst sich dabei mit dem Betriebs-
system Linux.
8.1 Zusammenfassung
Die vorliegende Dissertationsschri betrachtet verschiedene Facetten des Sys-
tementwurfs eingebetteter heterogener rekonûgurierbarer Systememit Linux-
Betriebssystem amBeispiel einermodularen Plattform zurErfassung undVer-
arbeitung von Sensordaten. Der wesentliche Beitrag der Arbeit liegt in der
Darstellung undDiskussion vonKonzepten undArchitekturen für heterogene
rekonûgurierbare Systeme und Linux-Systeme. Eswerden Sachverhalte disku-
tiert, die nach Meinung des Autors einen wesentlichen Beitrag für die eõzi-
ente und erfolgreicheUmsetzung von Projekten im Bereich der eingebetteten,
rekonûgurierbaren Systeme leisten. Eine Darstellung der dafür notwendigen
Entwurfsmethodik ûndet sich bisher nicht in der Literatur. Außerdem erfolgt
die Abbildung der Erkenntnisse auf konkrete Beispiele bzw. Implementierun-
gen.
Das Grundlagenkapitel (Kapitel 2) führt eine für die vorliegende Arbeit ein-
heitliche Begriòswelt ein.Weiterhin erläutert es verschiedeneModelle des all-
gemeinen Systementwurfs, die die Basis für jedes Entwicklungsprojekt dar-
stellen sollten. Es folgen grundsätzliche Betrachtungen zu den für diese Ar-
beit relevanten Forschungsfeldern — eingebettete Systeme, Betriebssysteme,
Programmable Logic Devices (mit Schwerpunkt FPGAs) und run-time Re-
conûguration. Jedem dieserArbeitsgebiete liegt ein domänenspeziûscher Ent-
wurfsablauf zugrunde, der im Verlauf des jeweiligen Abschnitts näher erläu-
tert wird. Diese einzelnen Abläufe werden am Ende des Kapitels in einen ge-
meinsamen Entwurfsablauf zusammengeführt.
Sowohl Kapitel 3 als auch Kapitel 4 vermitteln dem Leser zuerst speziûsche
Grundlagen, um dann gezielt weiterführende Diskussionen zum jeweiligen
hemengebiet zu führen. Ziel beider Abschnitte ist die Vertiefung des behan-
deltenhemengebietes, um entwurfsbezogene Entscheidungen zu erleichtern.
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Die inhaltlichen Schwerpunkte liegen dabei auf Prozessen, die bereits in der
Speziûkationsphase zu berücksichtigen sind, deren Auswirkungen aber erst
während der Implementierung spürbar werden.
Kapitel 3 konzentriert sich auf die Rekonûguration von heterogenen rekon-
ûgurierbaren Systemen. Im Speziellen werden konûgurationsbezogene Sys-
temarchitekturen, eingebettete Systeme mit rekonûgurierbarem Modul und
betriebssystemspeziûsche Fragestellungen betrachtet. Die Ausführungen zu
Kommunikations- undKonûgurationsarchitekturen sind eineVerallgemeine-
rung vonAnsätzen ausLiteratur, ImplementierungendesAutors und gängigen
Vorschlägen der Hersteller von FPGAs. Nicht alle der diskutierten Architek-
turen eignen sich für eingebettete Systeme. Das erlaubt eine Vereinfachung
der Systemarchitekturen. Es wird deutlich, dass ein direkter Zusammenhang
zwischen Konûgurationsstrategie und Systemarchitektur besteht. Dieser Zu-
sammenhang spiegelt sich auch bei den Betrachtungen zuKonûgurationsstra-
tegien und Konûgurationsmanagement aus Betriebssystemsicht wieder. Hier
werden vier Konûgurationszeitpunkte eingeführt und diskutiert. Ebenso er-
folgt eine Diskussion grundsätzlicher Managementabläufe aus Betriebssys-
temsicht.
Kapitel 4 befasst sich ausführlich mit dem Betriebssystem Linux. Im Vorder-
grund stehen Fragen zum Soware- undVersionsmanagement.Dennoch star-
tet das Kapitel mit wesentlichen technischen Grundlagen. Es folgt eine Dis-
kussion zu Distributionen sowie zu Zusammenhängen und Abläufen beim
Soware-, Paket- und Versionsmanagement im Linux-Umfeld. Die Erkennt-
nisse der Diskussion werden auf eingebettete Systeme übertragen. Anschlie-
ßend erfolgt die Umsetzung der Konûgurationsstrategien und des Konûgu-
rationsmanagements aus Kapitel 3 mit den technischen Möglichkeiten des
Linux-Betriebssystems. Es schließt sich eine ausführliche Diskussion der im
Kapitel erarbeiteten Sachverhalte an. Hier werden hauptsächlich die vorge-
stelltenRealisierungsmöglichkeiten imKontext des Systementwurfes betrach-
tet.
Die Erkenntnisse und Erfahrungen des Autors mit Linux als Betriebssystem
für eingebettete Systeme führten zur Entwicklung einer Soware, die den Ent-
wurf einesLinux-Systems unterstützt.DieKonzepteunddieUmsetzungdieser
Sowarewerden in Kapitel 5 vorgestellt. Neben seiner Funktion und dem dar-
aus entstehenden Gewinn sind das einfache Konzept und die ebenso einfache
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Umsetzung die großen Vorteile des Ansatzes. Außerdem gibt der Abschnitt
einen allgemeinen Überblick zu Entwurf, Test und Veriûkation von Linux-
Systemen.
Die Heterogenität der in Kapitel 6 vorgestellten Beispiele und Anwendungen
reektiert die Bandbreite, die die Konzepte der vorhergehenden Kapitel ab-
decken. Allen Abläufen ist der zugrundeliegende Systementwurf gemein, der
vom Autor als Ausgangspunkt für die erfolgreiche Umsetzung gesehen wird.
Im Textwerden vier konkrete Systeme sowie einigemit ihnen umgesetzte An-
wendungen näher erläutert. Jede der Plattformen hat Besonderheiten, die her-
ausgearbeitet und näher betrachtet werden. Außerdem erfolgt eine Darstel-
lung aufgetretener, ungelöster Probleme und eine Interpretation zu ihren Ur-
sachen.
In Kapitel 7 beschreibt derAutor abschließend zwei Konzepte für die eõziente
Umsetzung von heterogenen Sensor-Aktor-Systemen. Im ersten Teil des Ka-
pitels werden zwei konkreteModelle für die Erfassung und zentrale Speiche-
rung von Sensordaten in einer relationalen Datenbank vorgestellt, diskutiert
und verglichen. Der zweite Teil des Kapitels erläutert ein modulares Konzept
für die Abstraktion von Kommunikationsverbindungen in verteilten Sensor-
netzwerken. Beide Lösungen stehen in direkter Verbindung mit den Anwen-
dungen aus Kapitel 6. Sie erläutern die grundlegenden Probleme und stellen
jeweils prototypische Implementierungen der Lösung vor.
8.2 Ausblick
Derzeit verkürzen sich die Entwicklungszyklen für elektronische Produkte
weiter. Gleichzeitig nimmt die Leistungsfähigkeit der Geräte zu. Sie bieten
mehr Rechenleistung, mehr Speicher und immer mehr zusätzliche Funktio-
nen. Soware wird daher auch in den kommenden Produktgenerationen eine
entscheidende Rolle spielen. Durch ihre Flexibilität werden auch FPGAs wei-
terhin zum Einsatz kommen. Ebenso wird Linux aufgrund seiner Vielseitig-
keit in weiteren Produkten das Betriebssystem der Wahl bleiben und werden.
All diese Faktoren führen dazu, dass Werkzeuge für den Entwurf eingebette-
ter Systeme – ob mit oder ohne rekonûgurierbarem Modul – mit Linux als
Betriebssystem ein hema in Forschung und Industrie bleiben werden.
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Der im Rahmen dieser Arbeit entwickelte Ansatz für den verbesserten und
vereinheitlichten Entwurf von Linux-Systemen bietet verschiedene Möglich-
keiten zurWeiterführungundVerbesserung.Wie bei vielen Sowareprojekten
umfasst dies Detailverbesserungen der derzeitigen Implementierung und die
Integration weiterer Distributionen und Buildsysteme. Die bisherigen Erfah-
rungenmit der Soware zeigen, dass ein aktivesVerfolgen vonPaketabhängig-
keiten dieQualität der entstehenden Linux-Systeme deutlich verbessern wür-
de. Bisher ist dieser Vorgang nicht automatisiert und bietet daher nur wenig
Flexibilität. Ebenso kann der bisherige Ansatz zur automatisierten Unterstüt-
zung der Veriûkation weiter ausgebaut werden.
Auch erscheint die Anwendung des Konzepts auf andere Domänen vielver-
sprechend. Die Erfahrungen des Autors mit den Entwurfsmethoden für Lei-
terplatten zeigt, dass sich hier deutliche Parallelen zeigen. Auch der Leiter-
plattenentwurf proûtiert von modularem Aufbau und Re-Use. Die Erfahrung
der Entwickler führt dazu, dass bestimmte Bauelemente immer wieder zum
Einsatz bekommen. Ähnlich dem Ansatz bei komplexer Soware sind die Be-
sonderheiten der Bauelemente bekannt und ihre Integration in neue Projek-
te somit einfacher. Auch Stromlaufpläne von Teilschaltungen werden häuûg
aus bereits existierenden Projekten kopiert und weiterverwendet. Hingegen
sind Bauteilplatzierung und Leiterbildentwurf immer projektspeziûsch. Die-
ses Vorgehen kann mit existierenden EDA-Werkzeugen umgesetzt werden.
Häuûg sind diese jedoch gerade für kleine Projekte zu komplex oder zu teuer.
DasGrundprinzip der Speicherung vonTeilschaltungen und Bauteilenmit ih-
ren Besonderheiten sollte sichmit geringemAufwand realisieren lassen.Auch
hier könnten zusätzliche Informationen über Nebenbedingungen („Abhän-
gigkeiten“) hinterlegt und geprü werden.
Als Konsequenz aus diesen Betrachtungen steht auch einer Kombination bei-
der Ansätze nichts entgegen. Oòensichtlicher Nachteil ist die damit einherge-
hende Komplexität des entstehendenWerkzeugs – sowohl bei der Umsetzung
als auch bei der Anwendung. Wesentlicher Vorteil ist die Möglichkeit, auch
Abhängigkeiten zwischen Hardware und Soware einzuführen und zu über-
prüfen. So kann bei derWahl bestimmter Sowarefunktionen ein Hinweis auf
fehlende Hardwareressourcen erfolgen. Gleichwohl ist ein Hinweis auf unge-







Als programmierbare Logikschaltkreise (engl. Programmable Logic Device
(PLD)) werden gemeinhin alle Schaltkreise bezeichnet, die es dem Entwick-
ler erlauben, logische Funktionen im Schaltkreis zu implementieren.Die Idee
wurde bereits in den 1960er Jahren geboren. Zu dieser Zeit brachteHarris Se-
miconductor einen IC auf denMarkt, der imWesentlichen aus einer program-
mierbaren Diodenmatrix (Fuse Conûgurable DiodeMatrix) bestand. Seither
wurden verschiedene Architekturen und Konzepte programmierbarer Logik-
schaltkreise vorgestellt und implementiert, die die Bedürfnisse verschiede-
nerApplikationen,Märkte undKunden abdecken.DiverseHersteller [Alt09a;
Atm; Mic; Sil09; Xil09a] bieten PLDs als kommerzielle Produkte an.
A.1 Klassifikation Programmierbarer
Logikschaltkreise
Es gibt verschiedene Ansätze, rekonûgurierbare Schaltkreise zu klassiûzieren.
So bietet sich beispielsweise die Klassiûkation nach Architekturmerkmalen
undKomplexität an.Die einfachsteKlasse stellen die einfachen programmier-
baren Logikschaltkreise (engl. Simple Programmable Logic Device (SPLD)) dar,
die aus zwei verbundenen Matrizen bestehen und dadurch programmierbare
UND-ODER-Verbindungen zulassen. Vertreter dieser Klasse sind in Tabelle A.1
auf der nächsten Seite aufgeführt.
Die nächste Klasse stellen die komplexen programmierbaren Logikbaustei-
ne (engl.Complex Programmable Logic Device (CPLD)) dar. Gegenüber den
SPLDs haben diese ICs an Flexibilität gewonnen. Sie bestehen aus mehreren
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Tabelle A.1: SPLD-Typen
SPLD-Typ UND ODER
Programmable Array Logic (PAL) variabel ûx
Programmable Read OnlyMemory (PROM) ûx variabel
Fieldprogrammable Logic Array (FPLA) variabel variabel
Makrozellen, die in ihremAufbau SPLDs gleichen.DieMakrozellen sind über
Busse miteinander verbunden. Zusätzlich bieten CPLDs eine geringe Anzahl
von Flipops als Zwischenspeicher. Je nach Hersteller und Ausführung sind
die Busse konûgurierbar. Außerdem gibt es CPLDs, deren Makrozellen in
Funktionsblöcken (engl. Function Blocks (FBs)) gruppiert sind. CPLDs wer-
den ebenfalls von verschiedenenHerstellernwieXilinx oderAltera angeboten,
bieten aber bei der Rekonûguration nicht die notwendige Flexibilität. Daher
werden sie in den weiteren Arbeiten nicht explizit betrachtet.
Die FieldProgrammableGateArrays (FPGAs)bildendie letzteundwohl kom-
plexeste Klasse der PLDs. Auch sie haben einen sehr homogenen Aufbau aus
konûgurierbaren Logikblöcken, die über ebenfalls konûgurierbare Bussemit-
einander verbunden sind. Die weitere Ausführung der Logikblöcke, der kon-
ûgurierbaren Busse sowie zusätzliche Merkmale der FPGAs sind sehr her-
stellerspeziûsch1. Daher haben sich für die Klassiûkation von FPGAs weite-
re Schemata etabliert. Einige dieser Schemata, die dem Leser den Einstieg
und das Verständnis der hematik erleichtern, sollen im Folgenden kurz um-
rissen werden. Für eine Vertiefung sei auf weiterführende Literatur verwie-
sen [CH02; VBT04].
Ein häuûg verwendetes Schema ist die Klassiûkation nach der Granularität,
also der minimalen Größe der konûgurierbaren Logikelemente. Grobkörnige
Architekturen setzen sich aus Funktionsblöcken wie beispielsweise Rechen-
werken (ALUs) zusammen. Feinkörnige Architekturen erlauben die Konûgu-
ration auf Bitniveau. Bei den feinkörnigen Architekturen bestehen die Logik-
blöckemeist aus Lookup-Tabellen und Flipops. In aktuellen Produkten sind
mehrere dieser als Slice bezeichneten Elemente zu einem Conûgurable Logic
1Ein Vergleich der verschiedenen Hersteller ûndet sich u. a. in [Bec08]. Eine Beschreibung ein-
zelner Architekturen in [Sin09].
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Block (CLB) gruppiert.Die CLBs könnenwiederum über konûgurierbare Bus-
se kombiniert werden. Bei den Produkten der momentan führenden Herstel-
ler (Xilinx [Xil09a], Altera [Alt09a]) ist schon länger eine Vermischung bei
der Granularität zu beobachten. Zusätzlich zu den konûgurierbaren Logik-
blöcken enthalten die ICs Hardmakros2 für dedizierte Aufgaben, wie DSPs
für Berechnungen, dedizierten RAM, Hardware für Bus- und Netzwerkver-
bindungen oder Prozessor-Cores.
WeitereKlassiûkationsansätze beziehen sich auf Arten undMöglichkeiten der
Konûguration von FPGAs. Nach [CH02] ist ein Merkmal, ob die Konûgu-
ration dauerha im Schaltkreis gespeichert wird (nicht üchtig) oder ob sie
nachAbschalten der Betriebsspannung verloren geht (üchtig). ICs mit üch-
tigem Konûgurationsspeicher nutzen SRAM. Das macht sie bei der Herstel-
lung günstiger und ermöglicht beliebig viele Konûgurationsvorgänge. Aller-
dingsmuss immer ein externer Speicher fürdieKonûguration vorhanden sein.
Bei den Schaltkreisen mit nicht üchtigem Speicher bleibt die Konûgurati-
on durch Nutzung von EEPROMs- oder Flash-Zellen auch ohne Betriebss-























Abbildung A.1: Konfigurationsschichten (Quelle: [CH99])
Ein anderes konûgurationsbezogenesKlassiûkationsmerkmal istnach [CH99]
die Anzahl der Konûgurationsschichten. Compton unterscheidet drei grund-
sätzlicheKonûgurationsarchitekturen: Single Context, Partially Reconûgurable
2Hardmakro: „Makros, bei denen sowohl die Topologie ihrer interzellulären Verdrahtung als
auch ihre äußere Geometrie festliegen, nennt man auch Hardmakros.“ (Quelle: [HM04, S.
140])
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undMulti-Context. Als Single Context werden die FPGAs bezeichnet, bei de-
nen bei jedemKonûgurationsvorgang der ganze Schaltkreis konûguriertwird.
Dies triù auch heute noch auf die meisten FPGAs zu. Bei partiell rekonûgu-
rierbaren ICs ist es möglich, die Konûgurationsbits zu adressieren, sodass nur
ein Teil der Konûguration eines FPGAs geändert werden kann. Auch wenn
dieseArchitektur in der Forschung sehr beliebt ist, hat sie sich noch nichtweit-
reichend durchgesetzt. Bei Multi-Context FPGAs existieren für jeden Kon-
ûgurationspunkt mehrere Speicherbits, die man sich wie mehrere Schichten
vorstellen kann. Immer eine der Schichten ist aktiv, während die anderen mit
neuen Konûgurationsinformationen beschrieben werden können. Das Um-
schalten zwischen den Konûgurationsschichten kann sehr schnell erfolgen.
Abbildung A.1 auf der vorherigen Seite stellt diese drei Architekturen dar und
Tabelle A.2 fasst die soeben vorgestellten Klassiûkationsmerkmale noch ein-
mal zusammen.
B Der Entwurfsprozess bei
FPGA
Dieser Abschnitt umreißt den Entwurfsablauf für ein FPGA-Design und
führt die damit verbundenen Begriòe ein. Der Entwurfsablauf umfasst die
notwendigen Schritte, um ein funktionsfähiges FPGA-Design zu erhalten.
Nach [HM04] ist der Entwurfsprozess einer der wichtigsten Schritte bei der
Entwicklung von speziûkationsgerechten Schaltungen und Schaltkreisen.Alle
Eigenschaen des Designs werden in der Systemspeziûkation erfasst. Ausge-
hend davon erfolgt der Schaltungsentwurf, bei dem die Schaltung in ein für
die weitere Verarbeitung geeignetes Format gebracht wird.Wie bereits in Ab-
schnitt 2.2 beschrieben, gliedert sich der Prozess in mehrere Entwurfsebenen.
In jeder dieser sechs Ebenen sind verschiedene Aufgaben durchzuführen, die
im Folgenden vorgestellt werden und in Abbildung B.1 auf der nächsten Seite
dargestellt sind.
1. Systemebene: Die Systemebene dient der Festlegung globaler Eigen-
schaen des Systems.Darunter zählen zumBeispiel technische Parame-
ter wie Arbeitsfrequenz, Verlustleistung oder Temperaturbereich, aber
auch nichttechnische Parameter wie Kompatibilität oder die Aueilung
von Hard- und Soware. In der Systemebene erfolgt ebenfalls eine erste
Aueilung des Gesamtsystems in kleinere Subsysteme. Eine Codierung
der Datenformate sowie ein Zeitmodell liegen in dieser Ebene noch
nicht vor. Vielmehr existiert lediglich ein Kausalitätsschema, welches
gewisse Abhängigkeiten einzelner Komponenten voneinander darstellt.
2. Algorithmische Ebene: In dieser Entwurfsebene erfolgt die Festlegung
von Befehlssätzen, Datenbreiten, Speichergrößen, Ein- und Ausgabe
usw.. Hier werden außerdem Entscheidungen über die Notwendigkeit
eines Betriebssystems getroòen. Die Formate sowie die Codierung von
Informationen wird in dieser Ebene bereits teilweise festgelegt. Das
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A := A * B + F
IF (C=TRUE) THEN
A := A + 2 * F







Abbildung B.1: Schematische Darstellung der Entwurfsebenen (Quelle: [HM04])
Zeitmodell der algorithmischen Ebene ist eine Verfeinerung des Kau-
salitätsschemas der Systemebene.
3. Register-Transfer-Ebene: Die Register-Transfer-Ebene (RT-Ebene) dient
zur Deûnition von Größe und Anzahl der benötigten Register sowie
Art und Anzahl derVerarbeitungswerke.Auchwerden Entscheidungen
zum Steuer- und Operationswerk des Systems getroòen. Es muss bei-
spielsweise festgelegt werden, ob eine Mikroprogrammsteuerung oder
eine Folgesteuerung verwendetwerden soll. In der RT-Ebene ist die Co-
dierung aller Informationen vollständig beschrieben. Zum ersten Mal
im Entwurfsprozess wird eine grobe Abschätzung der Zeit vorgenom-
men. Das verwendete Zeitmodell sieht hier eine Zählung von Takten
(Zeitabschnitten) vor.
4. Logikebene: Auf der Logikebene wird der Schaltungsentwurf mit Ma-
krobibliotheken durchgeführt. Eswerden sowohl logische als auch zeit-
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liche Parameter der Funktionselemente festgelegt.Darunter zählenVer-
zögerungszeiten oder der Eingangslastfaktor (Fan-In) der Makros. Die
gesamte Schaltung liegt nun als uninterpretiertes System stimulierbarer
Boole’scher Gleichungen vor.
5. Schaltkreisebene (Transistorebene): Auf dieser Ebene werden die Tran-
sistordimensionen der Schaltung festgelegt.Dies geschiehtmittelsNetz-
werkanalyse. Das Zeitmodell der Transistorebene sieht nun einen kon-
tinuierlichen Zeit- undWerteverlauf vor.
6. Schaltkreisebene (Layoutebene):Die letzte Entwurfsebene ist die Layou-
tebene.Das gesamte System liegt nun als konkrete Schaltungmit genau-
en Maßen vor.
Zur Entwurfsunterstützung können vorgefertigte Blöcke (IP-Cores) genutzt
werden. Am Ende des Entwurfs existiert eine synthesefähige, durch Simu-
lation veriûzierte Beschreibung des Designs. Es folgt die Schaltungssynthese.
In diesemmehrstuûgen Entwurfsschrittwird die Schaltungsbeschreibungmit
Hilfe von Synthesewerkzeugen in eine Netzliste überführt. Bei der abschlie-
ßenden Systemimplementierung wird dieNetzliste auf das tatsächlich verwen-
dete FPGA abgebildet.Am Ende dieses Schrittes existiert eine als Bitstrom be-
zeichnete Datei,mit der sich das FPGA konûgurieren lässt. Der Abgleich zur
Systemspeziûkation erfolgt in den einzelnenDesignphasen durchwiederholte
Simulation und nach der Erzeugung des Bitstroms zusätzlich durch In-System
Veriûkation mit einer realen Schaltung.
Es gibt verschiedene Entwurfsabläufe (engl.Design-Flows) speziell für FPGAs,
sowohl herstellerübergreifende als auch herstellerspeziûsche, wie die von Xi-
linx angebotenen ISE, EDK und Xilinx Vivado™ Design Suite (Vivado) [Xil12a;
Xil11a; Xil12e]. Eine gute Zusammenfassung zum Xilinx Design-Flow, wie er
auch für die Umsetzung in Kapitel 6 ab Seite 145 genutzt wurde, ûndet sich in
[Pan10, Abschnitt 3.5 ab Seite 14].
Verifikation im digitalen Schaltungsentwurf Die Entwurfs- und Veri-
ûkationsmethoden sowie dieMöglichkeiten für den automatisierten Entwurf
und die automatisierte Veriûkation sind im digitalen Hardwareentwurf sehr
ausgerei. Dies ist unter anderem durch die hohen Kosten begründet, die ein
Fehler verursacht, der erst in einem sehr späten Entwurfsstadium oder gar
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im fertigen Produkt gefunden wird. Daher wird im gesamten Entwurfsablauf
die Veriûzierbarkeit des Systems angestrebt. Da die Veriûkation durch Simu-
lation bei der heutigen Komplexität digitaler Schaltungen (wie z.B. System-
on-Chips) nicht mehr möglich ist, versucht man mathematische Methoden
anzuwenden, was als formale Veriûkation [SR13; HT10] bezeichnet wird.
C Versionsmanagement mit Git
OpenWrt sieht von Haus aus nicht vor, dass mehrere Entwickler mit einem
Grundsystem arbeiten. Allerdings können zusätzliche Pakete (sog. feeds) be-
quem hinzugefügt werden. In Zusammenhang mit den Arbeiten zum Versi-
onsmanagement bei Linux-Systemen (vgl. Abschnitt 4.4.4) wurde durch den
Autor auch eine Methodik entwickelt, die die Arbeit mit einer Version des
Grundsystems vereinfacht.Dazu wird ein eigenes git-Repository gepegt, das
in unregelmäßigen Abständen mit dem Subversion-Repository von OpenWrt
abgeglichen wird. In Abbildung C.1 auf der nächsten Seite ist das der externe
Zweig.Dieser entwickelt sich unabhängig von den eigenen Arbeiten. Nach je-
dem Abgleich werden die Änderungen beider Versionen zusammengeführt.
Anschließend folgt die Integration der eigenen Erweiterungen und der Test
des Buildsystems, bevor intern auf das so entstandene Basissystem umgestellt
wird.
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Abbildung C.1: Versionsmanagement der Entwicklungsumgebung mit Git
D Buildsysteme
Aus den Betrachtungen in Kapitel 4 ab Seite 95 und aus den Untersuchun-
gen verschiedenerDistributionen und Buildsysteme [KKH11] für eingebettete
Systeme werden an dieser Stelle zwei konkrete Ansätze hervorgehoben. Diese
setzen die formulierten Ansprüche an Flexibilität,Unabhängigkeit, Aktualität
und Reproduzierbarkeit sehr gut um.
PTXdist PTXdist [Pen12] der Pengutronix e. K. ist ein Buildsystem, dass
eine sehr saubere Trennung der einzelnen Komponenten (Buildsystem,
Toolchain, Werkzeuge des Host-Betriebssystems, Board Support Packages)
und der Paketauswahl realisiert (Abschnitt 4.4.4 auf Seite 119), was die Re-
produzierbarkeit deutlich erhöht. Besonders interessant ist die Trennung von
hardwareabhängigen und hardwareunabhängigen Teilen der Firmware, die
direkt im Ansatz des Buildsystems verankert ist und somit einen einfachen
Wechsel zwischen verschiedenenHardwareplattformen ermöglicht. Mit regel-
mäßigen Releases, einer hinreichend aktuellen Dokumentation, einer aktiven
Entwicklergemeinde und aktiv betreutenMailinglisten für den Support ist der
Einstieg in das System mit vertretbarem Aufwand realisierbar.Das perDVVS
verwaltete Buildsystem wird zentral installiert und kann in mehreren Versio-
nen parallel existieren. Es erlaubt lokale Erweiterungen für Pakete und Kon-
ûgurationsdateien und nutzt eine exklusive Patchstrategie. Die Konûguration
der Pakete und des BSP erfolgen per kconûg.
Gentoo Linux Gentoo Linux [Wro08] ist eine Desktop-Distribution mit
Rolling Releases, bei der die Pakete erst während der Installation auf dem lo-
kalen Systemkompiliertwerden.Das portage genannte Paketmanagement der
Distribution liefert lediglich die dafür notwendigen „Bauanleitungen“. Dieser
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Ansatz widerspricht im ersten Moment dem Problem der mangelnden Res-
sourcen einer möglichen Zielplattform, doch portage erlaubt auch die Nut-
zung von Binärpaketen und unterstützt im Ansatz deren Cross-Kompilation.
Auchwenn es eine Entwicklergruppe gibt, die dieNutzung von Gentoo Linux
für eingebettete Systeme unterstützt, bereitet das Cross-Kompilieren an vie-
len Stellen noch größere Probleme, sodass ein Einsatz als produktives Build-
system nicht von Vorteil erscheint. Allerdings nutzt die Distribution ein sehr
interessantes und dynamisches System für dieVerwaltung von optionalenAb-
hängigkeiten. Diese werden durch sogenannte Use Flags systemweit oder pro
Paket deûniert und können jederzeit angepasst werden. Die Verwaltung der
Use Flags erfolgt an zentraler Stelle. Damit existiert ein sehr mächtiger Me-
chanismus, um im System vorhandene Pakete eõzient zu nutzen. Der sehr
einfachen Installation von Paketen (emerge <Paketname>) steht eine fein-
granulares Abhängigkeitsmanagement zur Seite. Das Buildsystem OpenEm-
bedded [STM10] orientiert sich an den Mechanismen von Gentoo.
Ein wesentlicher Fortschritt wäre die Kombination beider Mechanismen, so-
dass „globale“ Funktionen (etwa dieVerfügbarkeit einerBibliothek) durch alle
an einem System beteiligten Pakete wahrgenommen werden. Dies stellt aller-
dings einen sehr weitreichenden Eingriò in die Funktionen des Buildsystems
oder in die Sowareerstellung der Gentoo-Distribution dar.Daher ist es nicht
möglich, eines der beiden Systeme um die Funktionen des anderen zu ergän-
zen. Die Entwicklung eines eigenen Buildsystems, dass beide Ansätze kom-




E.1 Alternative Konzepte des
Synthesesystems
Neben der in Abschnitt 5.2 vorgestellten Architektur wurden zwei weitere





# CONFIG_BUSYBOX_CONFIG_HTTPD is not set
# CONFIG_BUSYBOX_CONFIG_APP_UDHCPD is not set
CONFIG_BUSYBOX_CONFIG_APP_UDHCPC=y
# CONFIG_PACKAGE_lighttpd is not set
# CONFIG_PACKAGE_mini-httpd is not set
# CONFIG_PACKAGE_dhcp-server is not set
# CONFIG_PACKAGE_dhcpcd is not set
# CONFIG_PACKAGE_uhttpd is not set
# CONFIG_PACKAGE_erlang-ssh is not set
# CONFIG_PACKAGE_openssh-client is not set
# CONFIG_PACKAGE_openssh-client-utils is not set
# CONFIG_PACKAGE_openssh-keygen is not set






TARGET OS = " ux-uclibc"
DISTRO = "angstrom-2008.1"









# PTXCONF_BUSYBOX_UDHCPD is not set
# PTXCONF_DHCP is not set
# PTXCONF_OPENSSH is not set
# PTXCONF_DROPBEAR is not set
# PTXCONF_BUSYBOX_HTTPD is not set
# PTXCONF_LIBMICROHTTPD is not set
# PTXCONF_LIGHTTPD is not set


















































Abbildung E.1: Implementierung mit einem Werkzeug
Die in Abbildung E.1 dargestellte Variante stellt die komplexeste Umsetzung
dar. EinWerkzeug sorgt für dieUmsetzung von der Eingangsbeschreibung in
das jeweilige Zielformat. Die Umsetzungsvorschri wird dabei in einer sepa-
raten Datei hinterlegt. Hier bietet sich ein strukturiertes Format wie Exten-
sible Markup Language (XML) an. Nach der Fertigstellung des Werkzeugs ist
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somit keine Arbeit am Quelltext mehr notwendig. Neue Ausgabeformatewer-
den ausschließlich über die Übergangsbeschreibung deûniert. Allerdings er-
weist sich die Implementierung als schwierig, da die Zielformate zu viele Un-
terschiede haben. So erwartet OpenWrt eine Datei in Kconûg-Format, PTX-
dist zwei Dateien und das Ausgangsformat für OpenEmbedded ist gänzlich





# CONFIG_BUSYBOX_CONFIG_HTTPD is not set
# CONFIG_BUSYBOX_CONFIG_APP_UDHCPD is not set
CONFIG_BUSYBOX_CONFIG_APP_UDHCPC=y
# CONFIG_PACKAGE_lighttpd is not set
# CONFIG_PACKAGE_mini-httpd is not set
# CONFIG_PACKAGE_dhcp-server is not set
# CONFIG_PACKAGE_dhcpcd is not set
# CONFIG_PACKAGE_uhttpd is not set
# CONFIG_PACKAGE_erlang-ssh is not set
# CONFIG_PACKAGE_openssh-client is not set
# CONFIG_PACKAGE_openssh-client-utils is not set
# CONFIG_PACKAGE_openssh-keygen is not set

















# PTXCONF_BUSYBOX_UDHCPD is not set
# PTXCONF_DHCP is not set
# PTXCONF_OPENSSH is not set
# PTXCONF_DROPBEAR is not set
# PTXCONF_BUSYBOX_HTTPD is not set
# PTXCONF_LIBMICROHTTPD is not set
# PTXCONF_LIGHTTPD is not set






































Abbildung E.2: Implementierung mit einem Werkzeug je Ausgangsformat
Für erste Versuche entstanden einzelneWerkzeuge, die ausgehend von einer
beispielhaen Eingangsbeschreibung eine zielsystemspeziûsche Synthese vor-
nahmen. Gemeinsame Schnittstelle bildet somit einzig die Beschreibung der
Eingangskonûguration. Allerdings doppeln sich viele Teile der Implementie-
rung, speziell beim Einlesen der Eingangsbeschreibung. Eine Änderung des
Formates erfordert zudem eine Anpassung aller Werkzeuge.
E.2 Alternative Implementierungsvariante
Als Schnittstelle nahezu ohne Abhängigkeit auf Nutzerseite bieten sich In-
ternetseiten an. Daher wurde als Alternative zum kconûg-basierten Ansatz
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die Implementierung des in Abschnitt 5.2 vorgestellten Systems mit Hilfe ei-
nes Web-Frameworks umgesetzt. Dabei wurde auf das in Python geschriebe-
neWeb-Framework django zurückgegriòen.Django bietet unter anderem ein
Nutzersystem sowie einen Object-Relational-Mapper für die bequeme Ver-
waltung vonDaten in einerDatenbank. Für die Datenhaltung wurde dement-
sprechend auf eine SQL-Datenbank zurückgegriòen. Im Frontend kommen
Hypertext Markup Language (HTML)-Formulare und -Auswahllisten zum
Einsatz.Die einzelnen Synthesewerkzeuge sind alsDjango-Plugins umgesetzt.
Die Schnittstellen und Austauschformate sind somit durch das Datenbank-
modell und dasDjango-Framework vorgegeben. Für die jeweiligeUmsetzung
der Speziûkation in eine Buildsystem-speziûsche Konûguration zeichnen die
Plugins verantwortlich. Neben einer Umsetzung basierend auf Python-Dicts
wurde auch die Nutzung einer weiteren Datenbank für das Mapping unter-
sucht. Speziell letzteres bietet sehr interessante Möglichkeiten, da über die in
Django vorhandenen Mechanismen auch die Umsetzung von Nutzerschnitt-
stellen zur Erweiterung der Synthesewerkzeuge erfolgen kann. Das Konzept
dazu ist in Abbildung E.3 veranschaulicht. Neben der Datenbank mit den In-
formationen zum Frontend existiert eine Datenbank mit den Synthesevor-
schrien. Über ein zusätzlichesWeb-GUI können hier neueVorschrien ein-
gebracht werden. Damit nähert sich diese Implementierung etwas an die aus







































# PTXCONF_BUSYBOX_UDHCPD is not set
# PTXCONF_DHCP is not set
# PTXCONF_OPENSSH is not set
# PTXCONF_DROPBEAR is not set
# PTXCONF_BUSYBOX_HTTPD is not set
# PTXCONF_LIBMICROHTTPD is not set
# PTXCONF_LIGHTTPD is not set





Abbildung E.3: Django basiertes Konzept der High-Level Konfiguration
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E.3 Das kconfig-System
Im Quellcode des Linux-Kernels wird zur Konûguration der verschiedenen
Kernel-Optionen ein Text-basiertes Konûgurationssystem verwendet. Es ist
unter dem Namen kconûg-System bekannt. Inzwischen wird das System auch
von anderen bekannten Projekten wie Buildroot oder PTXdist verwendet. Es
basiert auf einer einfachen, textuellen Beschreibung der Nutzerschnittstelle,
wie in Listing E.1 dargestellt. Diese wird durch einen Satz von Werkzeugen
(z.B. mconf, xconf, qconf) zur Anzeige gebracht.
Nach Beendigung des kconûg-Dialogs speichern dieWerkzeuge die vomNut-
zer getroòene Auswahl in einer einfachen Textdatei, die meist mit .conûg be-
nannt ist. ListingE.2 auf dernächsten Seite zeigt einen zuListingE.1 passenden
Ausschnitt aus einer .conûg-Datei.


















19 string "Kernel Version"
20 default "3.5.0"
21 help
22 The Linux kernel version to use
23
24 choice C-Library
25 prompt "The c library to use"
26 default LIBC_GLIBC
27 help
28 The C library to choose
29









Listing E.1: Ausschnitt aus einer kconfig-Datei






7 # HLCONF_BUILDROOT is not set
8 # HLCONF_OPENWRT is not set










19 # HLCONF_LIBC_GLIBC is not set
20 # HLCONF_LIBC_EGLIBC is not set
21 HLCONF_LIBC_UCLIB=y





Ziel des Projekts Generalisierte Plattform zur Sensordatenverarbeitung
(GPSV), war die Entwicklung und Umsetzung von Konzepten für eine
zentrale, kompakte, exibleVerarbeitungseinheit zur Erfassung, Aggregation,
Speicherung und (Vor-)Verarbeitung von Sensordaten, in Zusammenarbeit
mit regionalen kleinen und mittelständischen Unternehmen (KMU) [Kri+06;
Kri11]. Die Plattform sollte die Anbindung von Sensoren über standardisierte
Schnittstellen ebenso ermöglichen wie die Nutzung vorhandener Senso-
ren mit nicht standardisierten Schnittstellen. Neben der Orientierung am
Automobilmarkt wurde die Eignung des Konzepts auch für andere Anwen-
dungsbereiche angestrebt.Trotz der zentralenKomponente sollte dasKonzept
die Einbeziehung intelligenter Sensoren mit der Möglichkeit zur Vorver-
arbeitung der erfassten Daten berücksichtigen und auch die Vernetzung
mehrerer zentraler Systeme zulassen. Die Berücksichtigung der Flexibilität
des Systems schon in der Entwurfsphase diente der Vereinfachung der
Anpassung der entstehenden Plattform auf weitere Zieldomänen. Robustheit,
Ausfallsicherheit und Echtzeitverhalten des Systems waren dabei wesentliche,
das Konzept und den Entwurf beeinussende Größen. Abbildung F.1 auf der
nächsten Seite illustriert das zugrundeliegende Konzept.
Zum Zeitpunkt der Beantragung und des Projektstarts zeichnete sich im Be-
reich der eingebetteten Systeme, an dem sich das Generalisierte Plattform zur
Sensordatenverarbeitung (GPSV)-Projekt orientierte, der verbreitete Einsatz
von Linux als Betriebssystem ab. Die Entwicklung von Hardware für einge-
bettete Systeme war geprägt von der Erhöhung der Funktionsdichte auf Chip-
und Board-Ebene sowie vom Streben nach Energieeõzienz bei gleichzeitig
steigender Verarbeitungsleistung. Sowohl die Hardware als auch die Soware
sollten dabei an Sicherheit, Robustheit und Flexibilität gewinnen. Aus ökono-
mischer Sicht war die Senkung der Entwicklungs- und Wartungskosten von
Interesse.
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Abbildung F.1: Konzept der GPSV -Plattform
WissenschalicheGrundlage für die geplantenArbeiten bildeten diehemen-
gebiete Hardware/Soware Co-Design und dynamisch rekonûgurierbare Ar-
chitekturen. Ein für das Projekt wesentlicher Punkt innerhalb des HW/SW
Co-Designs, der zur Beantragungszeit an Relevanz gewann, war die High-
Level Synthese. Hierbei wird aus einer Systembeschreibung aufmöglichst ho-
hem Abstraktionsniveau sowohl Hardware als auch Soware generiert, wobei
verschiedene Kriterien der Speziûkation und der Optimierung berücksichtigt
werden. Im Bereich der rekonûgurierbaren Architekturen waren besonders
die dynamische und die dynamisch-partielle Rekonûguration von FPGAs von
Interesse.
Das Projekt GPSV wurde im Zeitraum April 2006 bis März 2011 durch das
Bundesministerium für Bildung und Forschung im Rahmen der Innovations-
initiative „Unternehmen Region“ gefördert. (Fkz.: 03IP505)
G Details zur Umsetzung der
Software auf dem AVR32
G.1 Verarbeitung von XSVF-Dateien
Die Daten zur Konûguration von PFPs bzw. FPGAs liegen im XSVF Format
vor.Das XSVF besteht aus einer Folge von Befehlen (vgl. TabelleG.1) und Da-
ten. Die Befehle müssen zur Stimulation des TAP-Controllers in korrespon-
dierende JTAG-Signale umgesetzt werden.
Tabelle G.1: U¨bersicht der XSVF Befehle
Befehl Code Kurzbeschreibung
XCOMPLETE 0 × 00 Dateiende
XTDOMASK 0 × 01 Maskierung für TDO
XSIR 0 × 02 Schieben von TDI ins Befehlsregister
XRUNTEST 0 × 04 Wartezeit im TAP-Zustand Runtest–Idle
XREPEAT 0 × 07 AnzahlWiederholversuche bei Fehlschlag
XSDRSIZE 0 × 08 Argumentlänge für XSDRTDO
XSDRTDO 0 × 09 Schieben von TDI ins Boundary Scan Reg.
XSTATE 0 × 12 Go to Testlogic–Reset/Runtest–Idle
Abbildung G.1 auf der nächsten Seite zeigt einen Ausschnitt des dafür not-
wendigen Programmablaufs. Für alle in Tabelle G.1 aufgeführten Befehle
existiert im dargestellten Flow-Chart Diagramm ein Zweig zur Abarbeitung.
Die Verarbeitung der Befehle XSDRTDO und XSIR ist komplexer und ver-
langt jeweils eine ausführlichere Behandlung, für die auf die zugrundeliegen-
de Literatur [Xil07b] verwiesen wird. Alle Kommandos beginnen mit einem
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Abbildung G.1: XSVF Programmablauf (vgl. [Xil07b])
G.2 Exemplarische Darstellung eines
Kernel-Treibers
Abbildung G.2 auf der nächsten Seite zeigt das Prinzip der Einbindung eines
Gerätetreibers in das Linux-Betriebssystem. Über eine Gerätedatei im Datei-
system unter /dev/ erfolgt der Zugriò der User Space Soware auf den Gerä-
tetreiber.
Durch die Verwendung der standardisierten Kernel-Schnittstelle und
der zugehörigen Funktion wie mod_init( ), mod_open( ), mod_read( ),
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struct file_operations fops {
    .open    = driver_open;
    .release = driver_close;
    .write   = driver_write;
    .read    = driver_read;
    .ioctl   = driver_ioctl;
};
int mod_init() {
    register_chrdev(240,...,&fops)
    ...}
void mod_exit() {...}
int driver_open (...) {...}
int driver_close (...) {...}
int driver_write (...) {...}
int main (int argc, char **argv) {
    int fd=open("/dev/fpga0", O_RDWR);
    while (data_left) {
        write(fd);
    }
    close(fd);
}
/dev/fpga0
User Space Kernel Space
Abbildung G.2: Exemplarische Darstellung eines Kernel-Treibers
mod_write( ), mod_close( ) und mod_exit( ) erfolgt die Einbindung des
Treibers in den Kernel sowie die Steuerung und der Datenaustausch mit dem
User Space.Weitere Informationen zur Umsetzung von Gerätetreibern bieten
u. a. [BP05; CRK05; Kro06; KQ06].
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1. Jedes der betrachteten Forschungsfelder – eingebettete Systeme, Be-
triebssysteme, FPGAs und run-timeReconûguration – besitzt einen do-
mänenspeziûschen Entwurfsablauf. Eine Verbindung dieser Abläufe zu
einem umfassendenVorgehensmodell für heterogene rekonûgurierbare
Systeme ist möglich.
2. Es existieren spezielle Architekturen für die Kommunikation, den Da-
tenaustausch und die (Re-)Konûguration zwischen Hostprozessor und
rekonûgurierbarem Modul in heterogenen rekonûgurierbaren Syste-
men.
3. Ein umfassendes Verständnis der Architekturen für Kommunikation
undKonûguration in heterogenen rekonûgurierbaren Systemen erlaubt
die angepassteAuslegungder Systemarchitektur unddadurch eine deut-
liche Verringerung der Komplexität bei Leiterplatten-, Hardware- und
Sowareentwurf.
4. Nicht alle Kommunikations- und Konûgurationsarchitekturen eignen
sich für eingebettete heterogene rekonûgurierbare Systeme. Es besteht
ein direkterZusammenhang zwischenKonûgurationsstrategie und Sys-
temarchitektur.
5. Für heterogene rekonûgurierbare Systeme lassen sich aus Sicht der Be-
triebssystemarchitektur vier Konûgurationszeitpunkte deûnieren: initi-
al conûguration, early access, early OS access und late access.
6. Eine systematische Darstellung der etablierten Zusammenhänge und
Abläufe beim Soware-, Paket- und Versionsmanagement im Linux-
Umfeld ist möglich. Das umfassende Verständnis der Zusammenhän-




7. Mit der Entscheidung für Linux bindet sich der Entwickler an die da-
mit verbundene Systemarchitektur, an die systemspeziûschen Philoso-
phien, Prozesse und Gepogenheiten sowie an Standards beiWerkzeu-
gen, Sowareentwurf, Paket-, Versions- und Qualitätsmanagement.
8. Die Kommunikations- und Konûgurationsarchitekturen heterogener
rekonûgurierbarer Systeme und das Konzept der vier Konûgurations-
zeitpunkte kann mit den im Linux-Betriebssystem üblichen Verfahren
implementiert werden.
9. Buildsysteme empfehlen sich für die Erstellung von Linux-Systemen für
spezielle Anwendungen. Sie erlauben das Erstellen von distributions-
gleichen, individualisierten Linux-Systemen.
10. Die Umsetzung eines eingebetteten Systems mit Linux-Betriebssystem
erfordert immer ein individuelles Vorgehen bei Speziûkation und Ent-
wurf. Bei der Umsetzung angepasster Linux-Systeme ist keine wesent-
liche Reduktion des Entwurfsaufwands durch die Nutzung von Distri-
butionen zu erkennen.
11. DieHigh-Level Speziûkation von Linux-Systemen ist möglich.Die not-
wendigen Konzepte sowie ein geeignetes Werkzeug werden dargestellt.
12. Die Arbeit wendet die in ihr vorgestellten Methoden und Konzepte auf
eine modulare Plattform zur Erfassung und Verarbeitung von Sensor-
daten an und veriûziert so die praktische Umsetzbarkeit.
13. Relationale Datenbanken eignen sich für die langfristige Speicherung
von Messwerten. Die Implementierung eines Modells für die vollstän-
dige Reproduktion eines Messlaufes ist möglich und wird gezeigt.
14. Aufwand und Geschwindigkeit für das Aufzeichnen und Auslesen von
Messwerten in eine Datenbank proûtieren von gegensätzlichen Daten-
modellen.


