Introduction
============

Most models of lexical access in speech production assume that lexical selection is a competitive process (e.g., Levelt et al., [@B31]; Roelofs, [@B39]; Bloem and La Heij, [@B8]; Howard et al., [@B23]). That means, selection of a target word is influenced by the activation of competitors in the mental lexicon, usually other entries sharing semantic features with the target word. Activation of competitors makes selection of the intended lexical entry more difficult and may lead to a delay in naming. Other models of lexical access do not include competition. In these models, the lexical item with the highest level of activation is selected independently of the activation states of competing items (e.g., Dell, [@B14]). In both groups of models lexical errors occur when another lexical entry receives more activation than the target word.

One of the standard paradigms to study lexical access is the picture--word interference (PWI) experiment. This paradigm is a variant of the Stroop task (Stroop, [@B43]). Subjects name objects presented to them on a computer screen while a distractor word is also presented. The distractor slows down naming in comparison to a control condition (e.g., no distractor, or a line of "XXXX"). The semantic interference effect (SIE) refers to the observation that naming is slowed down more by distractors which come from the same semantic category to the target word (semantically related distractor) than a distractor from a different semantic category (unrelated distractor). For example, the naming of the target word "tiger" is affected by the semantic distractor "lion" more than by the unrelated distractor "letter." Most researchers have interpreted this as evidence for competition during lexical selection. The competitor in the lexical network receives activation, increases competition with the target and, thus, hinders its selection.

In a series of experiments, Mahon et al. ([@B33]), have called into question this interpretation of the SIE and its relevance for the study of lexical selection. These authors provided a number of findings incompatible with the original "selection-by-competition" account (e.g., Miozzo and Caramazza, [@B34]; Finkbeiner and Caramazza, [@B19]; Mahon et al., [@B33]; Janssen et al., [@B24]; Mahon and Caramazza, [@B32]). For example, Miozzo and Caramazza ([@B34]) provided evidence that low frequency distractors cause more interference than high frequency distractors. Finkbeiner and Caramazza ([@B19]) observed semantic facilitation instead of interference when distractors were masked. Mahon et al. ([@B33]), finally, observed stronger interference effects for related distractors which were dissimilar to the target word (e.g., "whale" as the distractor for "horse"). Under the "selection-by-competition" account, similar distractors should produce stronger competition because they share more features with the target. The authors' alternative account of interference effects in the PWI is the "response exclusion hypothesis." In short according to these authors, the PWI is of little value for studies of lexical selection. Instead, this paradigm involves a post-lexical decision mechanism controlling a limited-capacity response channel (cf. Ferreira and Pashler, [@B18]). In Stroop-like tasks, like the PWI, the distractor has privileged access to articulatory processes because reading is automatic and faster than picture naming. In the case of the PWI, the articulators must "first be disengaged from the articulators" (Mahon and Caramazza, [@B32], p. 736) which delays the response. If distractors share relevant features with the target word, disengagement is slowed, thus, producing the interference effect.

Recently, some authors have set out to defend the "selection-by-competition" hypothesis. A detailed proposal is Abdel Rahman and Melinger\'s ([@B1],[@B2]) "Swinging Lexical Network" hypothesis (henceforth: SLNH) which provides an explanation for interference and facilitation effects in PWI experiments, one of the central issues which need to be resolved (cf. Bloem et al., [@B9]; Finkbeiner and Caramazza, [@B19]). Abdel Rahman and Melinger draw attention to the number of co-activated competitors in determining ease of lexical access (cf. Roelofs, [@B38], [@B39]). They argue that the number of activated competitors or, lexical neighborhood size, is a critical factor in lexical access and will determine whether a semantically related distractor will interfere with or will facilitate lexical selection.

The SLNH assumes that during object naming, two independent processes are triggered and need to be considered when evaluating facilitation and interference effects. First, there is activation spreading within a semantic network of related concepts which, in general, facilitates processing of the target concept. Second within the lexical network, that is, within the cohort of semantically related concepts, which compete for selection, the mutual activation causes activation spreading which hinders selection of the target item. Within the lexical network, activation spreading, thus, contributes to interference effects (Abdel Rahman and Melinger, [@B1], p. 715f.). When determining the net effects of facilitation and interference, the activation states of both the conceptual and the lexical network need to be considered. In the case of Mahon et al.'s ([@B33]) semantic distance effects, the SLNH suggests that a semantically far distractor activated a larger set of competitors while a semantically close distractor activated a smaller set of co-activated competitors. In the case of the larger cohort, a distractor would cause more interference than in the case of a small cohort. Abdel Rahman and Melinger\'s account, thus, predicts that in case of competition through a distractor, there should be an interaction between neighborhood size and semantic relatedness of the distractor. This is because with broader semantic categories, the distractor should produce greater interference. "We assume that semantic contexts always induce both conceptual facilitation and lexical competition. The net effects will be facilitation-dominant when only a single or small number of competitors is activated, in which case conceptual priming outweighs lexical competition. In contrast, effects will be interference-dominant when a large number of inter-related competitors, a lexical cohort, is active, in which case cohort-induced lexical competition outweighs conceptual priming" (Abdel Rahman and Melinger, [@B1], p. 716--717). The same mechanisms can cause facilitation effects through distractors which are associatively related to the target or which involve a part--whole relationship: as these distractors contribute to facilitation through semantic activation spreading yet are part of a different lexical network, conceptual facilitation is much larger than interference through related lexical competitors. The assumption that interference in the lexical network depends on the number of activated lexical entries is shared with other models (e.g., Roelofs, [@B38]; La Heij and van den Hof, [@B27]; Levelt et al., [@B31]).

The SLNH was originally developed to explain interference and facilitation effects in PWI experiments but the two independent factors -- conceptual facilitation and lexical interference -- are the result of automatically triggered processes which should also be involved in other naming tasks. Hence, the authors suggest their model to be relevant for other "context" situations, for example, blocked naming experiments and the generalization of interference effects to other category members (Belke et al., [@B6]). In this study, repeated activation of a larger cohort of related lexical entries led to generalization to other, previously inactive lexical entries. Two predictions can be derived from this account: first, *ceteris paribus*, a larger cohort of co-activated lexical entries will activate each other and will, thus, produce more competition in the lexical network (e.g., Abdel Rahman and Melinger, [@B2], p. 751). This is because a large set of competitors will cause the lexical network to "resonate," namely to increase activation across the cohort which interferes with the selection process. The facilitation effect in these two different contexts should be comparable because this stems from automatic spread of activation along associatively related concepts. Second, the size of the activated cohort of competitors further determines whether a semantically related distractor word should interfere with naming or should facilitate lexical access. With a larger set of competitors, a semantically related distractor in a PWI experiment will again increase the overall activation of the network while, in contrast, in the case of few competitors or in the case of distractors from different categories, there will be less mutual activation and interference. The SLNH, thus, makes testable claims about the size of the semantic neighborhood in lexical selection. This account predicts that the number of co-activated semantically related competitors has a direct influence upon ease of lexical selection and should modulate the effects of semantically related distractors.

Previous research on neighborhood effects has focused on phonological and orthographic neighborhood. Studies suggest that formally related neighbors play different roles in word perception and word production. Phonologically related neighbors appear to interfere in spoken word recognition (and orthographically related neighbors interfere in reading) while they facilitate word production (see Dell and Gordon, [@B15], for review). For example, Stemberger ([@B42]) as well as Vitevitch ([@B45]) reported fewer speech errors and faster naming latencies for words with many neighbors.

Fewer studies are available regarding semantic neighborhood size (though see Caramazza and Costa, [@B13]; Vigliocco et al., [@B44]). Lexical-semantic neighborhood size has recently been identified as a critical variable in the naming performance of anomic subjects by Blanken and colleagues (Blanken et al., [@B7]; Bormann et al., [@B10]). In a single case study, Blanken et al. ([@B7]) demonstrated that for items from broad semantic categories with many competitors (e.g., "lion," "hammer"; "high competition target items") their anomic subject MW exhibited semantic errors. In contrast for items from small semantic categories ("cage," "funnel"; "low competition items"), semantic errors hardly ever occurred. Instead, MW exhibited errors of omission (i.e., no response at all). The study has been replicated by Bormann et al. ([@B10]) for a group of 17 aphasics. The number of correct responses for both groups of items did not differ suggesting that overall, ease of access to the target lexical entry was comparable. A further replication was reported by Kittredge et al. ([@B26])[^1^](#fn1){ref-type="fn"}. The data from the aphasic subjects strongly suggest that in the case of high competition items, a larger set of competitors is activated. In contrast, for low competition target items, the cohort is considerably smaller, or, a cohort of co-activated lexical entries may not even be available. In the case of high competition items, semantically related competitors may receive above threshold activation which leads to a semantic error.

There is now evidence in the literature suggesting comparable mechanisms underlying interference in aphasic naming errors and slowed naming latencies in unimpaired speakers. For example, Schnur et al. ([@B40]) demonstrated that unimpaired speakers' response times increased in blocked naming in comparison to the mixed condition. Aphasic subjects exhibited an increase of semantic errors in blocked naming tasks. Several other studies have demonstrated that aphasics produce more semantic errors in homogenous contexts (e.g., Laine and Martin, [@B28]) while unimpaired speakers exhibit an increase in naming latencies (Howard et al., [@B23]; Navarrete et al., [@B37]).

The present study set out to assess the central claims of the SLNH, namely, that (1) semantic neighborhood size influences speed of lexical selection and that (2) it interacts with distractor interference. The theory makes two claims: it predicts a main effect of neighborhood density since naming latencies for items from larger semantic categories should be slower due to increased competition for selection. This prediction was tested in an experiment in which subjects were asked to name items in three consecutive cycles. Repetition of a target item speeds up naming in the subsequent presentation cycle (e.g., Ellis et al., [@B17]; Barry et al., [@B5]; Belke et al., [@B6]). The second prediction of Abdel Rahman and Melinger\'s ([@B1]) hypothesis is that of an interaction of distractor type and lexical-semantic neighborhood size: for high competition targets, a semantically related distractor should slow down naming (in comparison to an unrelated distractor). In contrast, for low competition target items, a related distractor should facilitate and, thus, speed up naming (see above). This prediction was tested in a PWI experiment.

Materials and Methods
=====================

Selection of materials
----------------------

A subset of Bormann et al.'s ([@B10]) target items was used in the present study, 54 target items which had few or many competitors (27 per group). The difference in CELEX frequency (Baayen et al., [@B4]), age of acquisition, length (no. of syllables, no. of letters), and picture name agreement was assessed using *t*-tests for independent samples. To control for different phonetic onsets, response time residuals (in milliseconds) for each word\'s initial phoneme were taken from Kessler et al. ([@B25]; Table 4, p. 155). These authors provide residual response times for each onset phoneme after excluding covariables (including frequency and length). No significant differences were observed in all these variables (Table [1](#T1){ref-type="table"}).

###### 

**Features of target words with many and few competitors**.

                                                                      Many Competitors   Few competitors   *t*-Value (*df* = 52)                   *p*-Value
  ------------------------------------------------------------------- ------------------ ----------------- --------------------------------------- --------------
  Word frequency                                                      74.33              80.30             −0.20                                   *p* \> 0.84
  Age of acquisition[^a^](#tfn1){ref-type="table-fn"}                 2.61               2.95              −1.62                                   *p* \> 0.11
  Length -- syllables                                                 1.81               1.81              0.00                                    *p* \> 0.99
  Length -- letters                                                   5.59               5.78              −0.57                                   *p* \> 0.56
  Name agreement[^a^](#tfn1){ref-type="table-fn"}                     19.18              19.81             −1.65                                   *p* \> 0.10
  Picture recognition time (in ms)                                    522.1              518.1             0.26                                    *p* \> 0.79
  Phonetic response time residuals[^b^](#tfn2){ref-type="table-fn"}   4.20               6.65              −0.42                                   *p* \> 0.67
  Mean rated competitiveness                                          4.67               2.54              9.29[^c^](#tfn3){ref-type="table-fn"}   *p* \< 0.001

*^a^From Bormann et al. ([@B10])*.

*^b^Kessler et al. ([@B25]; Table 5)*.

*^c^Corrected degrees of freedom = 47.04, due to unequal variances*.

In the original error corpus of Bormann et al. ([@B10]), there was a total of 68 semantic errors for the high competition targets, that were targets in the present study, and 13 semantic errors for the low competition targets to be used in the present studies. In the high competition item group, only 6% of semantic errors had been associatively related (*n* = 4) while in the low competition group, 23% of semantic errors were associative errors (3 out of 13). All other errors were co-ordinated semantic errors. Thus, only a small fraction of aphasic misnamings were associatively related to the target. The target words for both experiments are presented in the Appendix.

Pictures were gray-scale bitmaps and were formatted to a size of 9 × 9 cm. To control for item recognition times, 10 subjects not participating in the naming experiments were asked to verify the pictures. They were first presented the pictures along with 54 foils. In the recognition experiment, a fixation cross appeared on the computer screen followed by a word. This was followed by a picture which could either match the word or not. The 54 target items were preceded by the correct word ("yes"-responses) whereas 54 filler items followed a different word ("no"-responses). Subjects were instructed to respond as quickly as possible by button press. Presentation of items and response latency measure was controlled by DMDX (Forster and Forster, [@B20]). Only correct positive responses were assessed. The recognition experiment revealed that items from both groups could be verified equally quickly.

Finally, to assess the target items' competitiveness independently of the original study, a further group of naïve raters judged the semantic competitors of the target items. These raters, who were not involved in any of the other studies, judged the competitiveness of the items on a seven-point scale. Twelve advanced students of linguistics of the University of Freiburg (third year) were presented the target items and were asked to judge whether an item had "very many" (corresponding to the "seven" on the seven-point scale) or "no or almost no" co-ordinated competitor(s) (corresponding to the "one" on the scale). They were given an instruction on lexical-semantic competition as well as several examples. The respective mean judgments were calculated and assessed with a *t*-test for independent samples. There was a highly significant difference between low and high competition targets with respect to their rated competitiveness (also listed in Table [1](#T1){ref-type="table"}). The study of Bormann et al. ([@B10]) had failed to provide quantitative measures of competitiveness. This short-coming was fixed here. The naïve raters gave significantly different ratings of competitiveness of the involved items[^2^](#fn2){ref-type="fn"}.

Kittredge et al. ([@B26]), in their replication of the study of Bormann et al. ([@B10]), adopted a different approach based on latent semantic analysis (LSA; Landauer et al., [@B30]). They counted the concepts which were members of the same semantic category and had a similarity to the target of 0.40 or higher. They also analyzed the original target items of Bormann et al. ([@B10]) and reported significant differences for these items.

In addition, the distractors to be used in Experiment 3 were rated for competitiveness since the distractors in a PWI experiment activate parts of the conceptual and lexical network. The distractors for the high competition target words received significantly higher mean ratings for competitiveness compared to the low competition distractors (*t* = −5.47, *p* \< 0.01). Thus in Experiment 3, there were two conditions, high competition target items with high competition distractors versus low competition targets with low competition distractors.

Experiment 1
------------

### Participants

A group of subjects (*n* = 7) with impaired naming participated. All subjects presented with progressive anomia with errors of omission and lexical errors. None of the subjects exhibited phonemic errors in naming and repetition. Five subjects received the diagnosis of semantic dementia, one presented with symptoms of both word finding difficulties and behavioral changes (suspected behavioral variant of FTLD), one subject received the diagnosis of probable Alzheimer\'s disease. The diagnosis was made by a neurologist based on neuropsychological profile, structural MR imaging, and PET scans. The semantic dementia patients presented with profound anomia in the face of good episodic memory. This group is particularly suited to address the present questions as these subjects usually do not exhibit phonemic errors. It has been demonstrated that the naming deficit in both conditions, semantic dementia as well as Alzheimer\'s type dementia, consists of a deficit of lexical access from semantics (e.g., Hodges et al., [@B22]; Lambon Ralph et al., [@B29]). In their naming, the subjects usually exhibit effects of familiarity, frequency, and age of acquisition but no effect of word length (e.g., Lambon Ralph et al., [@B29]).

### Materials

There were 27 target items in each group which were selected to be suited for reaction time studies (Experiments 2 and 3).

### Procedure

The subjects participated in an untimed naming experiment in which the pictures were presented on a computer screen. Beginning of picture presentation was marked by a short tone, sessions were digitally recorded. Sessions were transcribed with the first response within 10 s being classified as a correct response, a (co-ordinated) semantic error, an omission error (including circumlocutions; Dell et al., [@B16]) or "other" responses (picture misidentification; phonemic error; proper name; associatively related semantic error).

### Results

The number of correct responses, semantic errors, as well as omissions (Table [2](#T2){ref-type="table"}) for both groups of target items was compared by means of two *t*-tests (with subjects and items as random factors). The number of correct responses did not differ significantly suggesting comparable levels of difficulty for the two groups of items (by subjects: *t* \< 1.0; by items: *t* \< 1.0). The number of semantic errors was higher for the high competition targets (by subjects: *t* = 5.85, *p* \< 0.01; by items: *t* = −4.55, *p* \< 0.01). In contrast, the number of omission errors was higher for the low competition targets (by subjects: *t* = −4.5, *p* \< 0.01; by items: *t* = 3.69, *p* \< 0.01). Only three of the participants' responses were phonemic errors (\<1% of all responses). This suggests that the main impairment was in accessing the intended word form rather than a deficit in post-lexical phonological encoding (cf. Butterworth, [@B11]). There was a greater variety of semantic errors in the high competition group. Only 5 responses in the low competition group were semantic errors (2.5%) while 52 responses in the high competition group were semantic errors (27.5%). The five semantic errors in the low competition group occurred for five different target words. In contrast, in the high competition group, there were between one and four different semantic errors (e.g., target "fox" -- monkey, dog, wolf, bear) with a mean of 1.7 different responses.

###### 

**Mean numbers of correct responses and errors in Experiment 1**.

                             High competition Targets   Low competition targets
  -------------------------- -------------------------- -------------------------
  Mean no. correct           13.57                      13.43
  Mean no. semantic errors   7.43                       0.71
  Mean no. omissions         5.71                       12.14
  Mean no. other errors      0.29                       0.71

### Discussion

Experiment 1 provides a full replication of Bormann et al.'s ([@B10]) and Kittredge et al.'s ([@B26]) results: for anomic subjects, lexical-semantic neighborhood determined the type of error response. Target items from large semantic neighborhoods provoked semantic errors. In contrast, the target items from small neighborhoods provoked a smaller number of semantic errors but a larger number of omission errors. While the difference for the semantic errors was expected, the different number of omission errors is particularly interesting. It suggests that omission errors, thought to occur at the level of word form access (Goodglass et al., [@B21]; Levelt et al., [@B31]), are affected by semantic neighborhood and, thus, activation states at the lemma level in Levelt et al.'s ([@B31]) model.

Central to the present study, the results suggest that items from large semantic neighborhoods were exposed to a larger set of competitors compared to the target words from small neighborhoods. It is relevant at this point that only a small fraction of word errors in the original study as well as the present assessment consisted of associatively related words. Associatively related errors were included in the "other errors"-category, and there was less than one "other" error per subject. This provides evidence that competitors during naming were category co-ordinates. In contrast, associated concepts do not appear to activate their respective lexical entries to engage in competition. The replication of the original study was successful with a subset of the original target items and a different subject group. The participants suffered from progressive naming impairment in the context of semantic dementia or probable Alzheimer\'s disease, not from stroke aphasia. The main goal, however, was to demonstrate that the set of target items to be employed in the next naming experiments provoke different errors: the highly competitive items provoke semantic errors while the low competition items do not. A reasonable explanation for this is that high competition items are exposed to a larger number of competitors than targets from small categories. According to the "Swinging Lexical Network" hypothesis, this should affect speed of lexical access in unimpaired speakers which was evaluated in the next two experiments.

Experiment 2
------------

### Participants

Eighteen undergraduate students as well as staff from the department (mean age 29.8 years) took part in the experiment and were played five euros for participation. All were native speakers of German and had normal or corrected-to-normal vision. None had any history of mental illness. All were naïve regarding the purpose of the study.

### Procedure

Prior the naming experiment, subjects were presented all 54 pictures on the screen and were asked to name the pictures aloud. The name to be used in the experiment was then presented above the picture. In the naming experiment, subjects were asked to name the pictures as quickly as possible. Subjects were seated about 60 cm from a 17 computer screen and wore a headset with a microphone connected to a computer. Presentation of items was well as response latency measure was controlled by DMDX (Forster and Forster, [@B20]). Items were presented in three cycles, each item was presented three times, once in each cycle. Order of presentation was randomized within each cycle with the constraint that there were at least 20 pictures between items from the same semantic category (e.g., "seagull" and "swan"). Subjects were instructed to produce the names of the objects as quickly as possible, to speak in a constant voice and not to make any noise apart from the object name. The microphone was positioned in a fixed distance to the mouth (cf. Kessler et al., [@B25]).

### Results

Four types of responses were excluded from the analysis: (1) responses different from the intended target word, (2) verbal disfluencies and self-corrections, (3) microphone failures. This led to 5.2% responses being excluded. In addition, (4) responses with latencies above an individual cut off were excluded. For each subject, the cut off was determined by calculating the subject\'s mean response latency across all conditions and adding 2.5 SD. A further 2.7% of responses were excluded. We assessed the factors "neighborhood size" and "presentation cycle." Naming latencies were averaged and were submitted to analyses of variance with subjects and items as random factors (*F*~1~-analysis; *F*~2~-analysis). Mean response latencies as well as SD are provided in Table [3](#T3){ref-type="table"}.

###### 

**Mean naming latencies and errors across cycles and conditions (in ms; SD in parentheses)**.

                            Cycle 1       Cycle 2       Cycle 3
  ---------------- -------- ------------- ------------- -------------
  Many neighbors   RT       685 (66)      636 (59)      624 (54)
                   Errors   0.55 (0.78)   0.39 (0.61)   0.17 (0.38)
  Few neighbors    RT       697 (68)      636 (57)      628 (69)
                   Errors   0.56 (0.70)   0.56 (0.51)   0.0 (0.0)

The main effect of presentation cycle was highly significant with faster responses in cycle 2 and 3 \[*F*~1~(2, 34) = 37.31, *p* \< 0.01; *F*~2~(2, 104) = 82.99, *p* \< 0.01\]. The second factor, semantic neighborhood size, was not significant \[*F*(1, 17) = 1.597, *p* \> 0.2; *F*~2~(1, 52) = 0.03\]. There was no interaction between these two factors \[*F*~1~(2, 34) = 1.23, *p* \> 0.29; *F*~2~(2, 104) = 0.31, *p* \> 0.7\]. The main effect of presentation cycle was significant because of the difference between the first and the second presentation, but the comparison of the second and the third block failed to reach significance. The error analysis revealed a significant effect of cycle which was significant in the *F*~1~-analysis \[*F*~1~(2, 34) = 10.96, *p* \< 0.01; *F*~2~(2, 104) = 2.18, *p* \< 0.12\] while the difference between conditions and the interaction were not significant (*F\'s* \< 1.0). With more repetitions, fewer errors occurred.

If target items were split along the median age of acquisition and response times were considered, an analysis of variance revealed a highly significant effect of presentation cycle \[*F*~1~(2, 34) = 39.5, *p* \< 0.01; *F*~2~(2,104) = 84.95, *p* \< 0.01\] and a highly significant effect of age of acquisition \[*F*~1~(1, 17) = 109.73, *p* \< 0.01; *F*~2~(1,52) = 15.64, *p* \< 0.01\]. The interaction between both factors was not significant. Thus, early acquired items were named faster than late acquired items. A linear mixed effects analysis (e.g., Baayen et al., [@B3]) revealed significant effects of "age of acquisition" (*t* = 2.53) as well as significant contrasts for cycle 1 versus 2 (*t* = −3.94) and cycle 1 versus 3 (*t* = −4.95). "Competition" was not significant in that analysis (*t* = 0.08), and the interaction of "cycle" and "competition" was far from significant (*t* \< 0.5).

### Discussion

Experiment 2 failed to find a main effect of lexical-semantic neighborhood size which is predicted by the "swinging network" account. There was no difference between the two groups of items. In fact, response times for the two item types were virtually identical. Across the three presentation cycles, the difference between the two groups of items was 5 ms. In contrast, a repetition effect was found between the first and the second cycle which has been reported frequently (e.g., Barry et al., [@B5]; Belke et al., [@B6]). There was no interaction between the two factors. There was a trend for items in the third cycle to be named faster than in the second but this difference was not significant. We note that in the study of Belke et al. ([@B6]), the effect of presentation cycle was largely driven by a drop of naming latencies in the second presentation cycle with little speed up thereafter. Therefore, it appears as if subjects quickly learn the mapping between a picture and the respective naming response and reach the maximum speed in the second cycle already. This, however, is not central to our argument which focuses on the difference between highly and low competition target words.

The experiment does not provide support for the central claim of the SLNH of Abdel Rahman and Melinger ([@B1]). According to this hypothesis, the size of a target word\'s lexical-semantic neighborhood should influence response latencies because for a larger set of competitors, selection should be more difficult. This, however, was not supported by the data. This is of relevance for other models of lexical access which either explicitly (Roelofs, [@B38]; Levelt et al., [@B31]) or implicitly (Caramazza, [@B12]; Bloem and La Heij, [@B8]) consider the number of activated lexical entries to determine ease of lexical selection. Previous studies had assessed the role of set size in the context of PWI experiments (e.g., La Heij and van den Hof, [@B27]) but not in single object naming experiments.

It should be noted that the significant effects of presentation cycle and age of acquisition suggest that the experiment was powerful enough to yield significant results in general. On the other hand, these effects are not easily comparable as repeated presentation of items as well as age of acquisition are probably more powerful effects than neighborhood size. On the other hand, the main effect of neighborhood size was far from significant. It is rather unlikely that the failure to find a significant effect resulted from a lack of statistical power due to a limited number of subjects as, first, there was not even a trend for "low competition" items to be named faster and, second, the *F*-value was even smaller in the analysis by items (with more degrees of freedom). In contrast, during the first presentation cycle, a numerical advantage for high competition items was observed. In the next experiment, we shall assess the role of neighborhood size in a classical PWI paradigm which will further allow for the assessment of interactions between neighborhood size and distractor type and, again, for a main effect of neighborhood size. This will be particularly relevant as the SLNH has as a focus the semantic context created by distractor words.

Experiment 3
------------

### Participants

A group of 24 undergraduate and graduate students as well as staff of the department took part in the study (mean age 27.8 years). All were native speakers of German with no known history of neurological or psychiatric disease. All had normal or corrected-to-normal vision, all were naïve regarding the purpose of the study. Five subjects were familiar with the classic Stroop paradigm and noted the similarity between the PWI task and the color Stroop task but all reported to have missed the difference between semantically related and unrelated distractors. None had participated in Experiment 2 and the recognition experiment.

### Materials

The same items were used which had been used in Experiments 1 and 2. Distractor words were printed in red capitals in 22 point, bold Arial font, and were printed centrally across the picture. Distractor words were localized a maximum of 2 cm around the central fixation cross. All subjects reported that the distractor was impossible to ignore but that the picture could be identified easily.

For each target word, a semantically related distractor was found. Distractors in the two conditions were concrete nouns matched for length (5.1 versus 5.6 letters) and CELEX frequency (122.6 versus 131.3). *t*-Tests for independent samples revealed no differences for frequency and length of the distractors \[frequency: *t*(52) = −0.76, *p* \> 0.9; length: *t*(52) = −1.65, *p* \> 0.1\]. For the unrelated condition, the same distractors were paired with an unrelated target word. The distractor word was presented simultaneously with the target picture (stimulus onset asynchrony of 0 ms).

### Procedure

Subjects were first familiarized with the pictures. They were shown each of the 54 items along with six training items, and the intended name of the item. Before the experiment, six training trials were carried out in which the subjects had to name the pictures with the distractors or xxx printed across them. The training items had been presented in the familiarization procedure but did not appear as experimental items.

In the experiment, target items were presented with three types of distractors: a line of "xxxx" (control condition), a semantically unrelated distractor or a semantically related distractor (see [Appendix](#A1){ref-type="app"}). Three blocks were presented with short breaks between them. In each block, each item was presented once, with one of the three distractors. Within each block, presentation was randomized with the same constraint as in Experiment 2. The number of xxx, related and unrelated distractors was balanced in each block. Between each block, subjects could rest and start the next block by hitting the spacebar. The session lasted about 20 min. Presentation of the items was controlled by DMDX. The subjects wore a headset with a microphone connected to the input port of a computer, and response time was measured to the nearest millisecond.

### Results

For the analysis of the naming latencies, four types of responses were excluded from the analysis: (1) responses different from the intended word, (2) self-corrections and disfluencies, (3) microphone failures (5.8%). In addition, responses above an individual cut off (individual\'s mean + 2.5 SD) were excluded (2.4%). Naming latencies were averaged across items (*F*~1~-analysis) and across subjects (*F*~2~-analysis) and were submitted to analyses of variance. The mean response latencies and error scores, along with their SD, are presented in Table [4](#T4){ref-type="table"} and Figure [1](#F1){ref-type="fig"}.

###### 

**Mean naming latencies and errors across conditions (in ms, SD in parentheses)**.

                              xxxxx         Unrelated     Related
  ------------------ -------- ------------- ------------- -------------
  High competition   RT       727 (82)      813 (96)      842 (103)
                     Errors   0.54 (0.88)   0.46 (0.59)   1.25 (1.19)
  Low competition    RT       743 (94)      808 (103)     829 (101)
                     Errors   0.50 (0.78)   0.46 (0.66)   0.92 (0.88)

![**Mean naming latencies across conditions (in ms)**.](fpsyg-02-00127-g001){#F1}

Mauchly\'s test revealed a violation of the sphericity assumption for the factor "distractor type" \[$\chi_{(1)}^{2} = 9.37,$ *p* \< 0.05\], therefore the degrees of freedom were corrected using Greenhouse--Geisser estimates of sphericity (ε = 0.743). A distractor word slowed down naming latencies, and a semantically related distractor produced more interference than a semantically unrelated distractor. The main effect of "distractor type" was highly significant \[*F*~1~(1.49, 34.16) = 80.08, *p* \< 0.01; *F*~2~(2,104) = 69.8, *p* \< 0.01\]. The second factor of "neighborhood size" failed to reach significance \[*F*~1~(1, 23) \< 1.0; *F*~2~(1, 52) \< 0.1\]. The interaction between both factors was significant in the by-subject analysis but failed to reach significance in the by-item analysis \[*F*~1~(1.8, 43.7) = 3.43, *p* \< 0.05; *F*~2~(2, 104) \< 1.0\]. As becomes clear from visual inspection of the data (Figure [1](#F1){ref-type="fig"}), the overall interaction effect resulted from an involvement of the neutral ("xxxx") condition. When only the response times for the related and unrelated distractor conditions were compared in a 2 × 2 ANOVA, the interaction was not significant \[*F*~1~(1, 23) \< 1.0; *F*~2~(1, 52) \< 1.0\]. The effect of "distractor" was highly significant \[*F*~1~(1, 23) = 19.77, *p* \< 0.01; *F*~2~(1,52) = 11.06, *p* \< 0.01\] while the difference between target words with few and many competitors, again, was not significant \[*F*~1~(1,23) = 2.52, *p* \> 0.12; *F*~2~(1,52) = 0.07\][^3^](#fn3){ref-type="fn"}. In order to get the interaction significant (*f* = 0.1534, 1 − β = 0.80, *r* = 0.5), a group of 86 subjects would have been required while in the by-item analysis, 5898 items would have been required to yield a significant interaction (*f* = 0.0316, 1 − β = 0.80, *r* = 0.5). Compare this to a required sample size of 5 subjects and 12 items for significant main effect of "distractor type" (*f* = 0.9229, *f* = 0.4605; 1 − β = 0.80, *r* = 0.5). The error analysis (3 × 2 ANOVA) revealed a highly significant effect of distractor type \[*F*~1~(2, 46) = 9.47, *p* \< 0.01; *F*~2~(2, 104) = 6.66, *p* \< 0.01\] with more errors occurring for related distractors but no effect of "competition" (*F\'s* \< 1.0) and no interaction (*F\'s* \< 1.0).

A semantically related distractor hindered naming of targets from both large and small semantic neighborhoods. To further assess the effect of the semantically related distractor, *t*-tests for dependent samples were carried out for target words from both large and small neighborhoods. There was a significant difference between naming latencies with related and unrelated distractors in the condition with large neighborhoods \[subject analysis, *t*(23) = 3.96, *p* \< 0.01; item analysis, *t*(26) = 2.42, *p* \< 0.025\] and in the condition with small neighborhoods \[subject analysis, *t*(23) = 2.57, *p* \< 0.02; item analysis, *t*(26) = 2.28, *p* = 0.031\]. In contrast, if assessed with *t*-tests, no difference emerged between high and low competition items in the related distractor condition \[subject analysis: *t*(23) = 1.47, *p* \> 0.15; item analysis: *t*(52) \< 1.0\].

It might be argued that some of the target--distractor pairs in the "low competition" condition were associatively related rather than being category co-ordinates[^4^](#fn4){ref-type="fn"}. Therefore, six target--distractor pairs were excluded (marked in the Appendix), and the data were subsequently re-analyzed. The remaining targets, again, did not differ in the relevant psycholinguistic variables (all *p\'s* \> 0.12). The results remained unchanged with a main effect of "distractor type" \[*F*~1~(1.6, 36.2) = 76.96, *p* \< 0.01; *F*~2~(1,40) = 66.67, *p* \< 0.01\] but no effects of "neighborhood size" (*F*~1~ \< 1.0; *F*~2~ \< 1.0) and no significant interaction \[*F*~1~(2, 46) = 1.5, *p* \> 0.20; *F*~2~ \< 1.0\].

### Discussion

Like Experiment 2, the present experiment revealed no main effect of a target item\'s neighborhood size upon naming latencies. The only significant main effect was of distractor type with a line of "xxxx" slowing down naming less than an unrelated distractor, and semantically related distractors causing more interference than unrelated distractors. The latter effect is well-established in the literature (Schriefers et al., [@B41]). The experiment was, thus, sensitive enough to detect differences in the interference condition. In contrast, naming latencies for target items from large and small categories were comparable. Across all three conditions, there was a difference of about 2 ms suggesting that there was not even a trend of a difference in the data. The failure to find a significant main effect was observed with a different experimental paradigm than Experiment 2 supporting the validity of the data. The interaction of both factors reached significance in the by-subject analysis but was not significant in the by-item analysis. It was, however, not in the direction predicted by the SLNH: this hypothesis suggests that related distractors should facilitate naming when few competitors (small cohorts) are activated (Abdel Rahman and Melinger, [@B1]). For both groups of target items, however, a related distractor produced interference. The interaction was significant when the control condition (xxxx) was included in the analysis for which no model makes a prediction. When only related and unrelated distractors were considered in a 2 × 2 ANOVA, the interaction was not significant. Given that the main effect failed to reach significance in both experiments, the results do not support Abdel Rahman and Melinger\'s ([@B1]) theory.

Discussion
==========

Currently there is a debate whether lexical selection includes competition between a target lexical entry and semantically related competitors. This discussion was triggered by a number of results incompatible with the "selection-by-competition" account (Mahon et al., [@B33]; Mahon and Caramazza, [@B32]). Abdel Rahman and Melinger ([@B1],[@B2]) have suggested modifications to the original account, the so-called SLNH. This new hypothesis suggested that the activation state of the whole cohort of activated competitors should be considered when evaluating lexical-SIE. Specifically, the account predicts a main effect of semantic neighborhood size: the more competitors activated, the more competition should result. In addition, presentation of a distractor should produce interference when many competitors are activated while for few competitors, a printed distractor should facilitate word production.

These predictions were tested in three experiments. It was assessed whether naming pictures from large semantic categories (e.g., "tiger," "hammer") and small semantic categories (e.g., "funnel," "cage") would affect naming latencies. The target items were taken from a study of Bormann et al. ([@B10]) and have been demonstrated to provoke different responses in anomic subjects. This finding was replicated in Experiment 1 which used a subset of target items and a different group of naming-impaired subject. Target items from large semantic categories caused semantic errors while target items from a small semantic category provoked errors of omissions. This provides strong evidence that, depending on semantic-lexical neighborhood size, many or few competitors were activated. Crucially in this study, both groups of items again yielded comparable rates of correct responses. Therefore, items in both groups were equally accessible for the impaired speakers.

The main effect of neighborhood size, which the SLNH predicts, was not observed in Experiment 2. Subjects named items in three consecutive cycles. A repetition effect, which is frequently observed (Barry et al., [@B5]; Belke et al., [@B6]), was replicated. Naming of pictures was slower during the first cycle than during the second and the third. However, there was no difference between target items from large and small semantic categories. The main effect as well as the interaction failed to reach significance.

In Experiment 3, semantic-lexical neighborhood size was combined with semantically related and unrelated distractors in a PWI paradigm. According to the SLNH, an interference effect should be observed for large semantic categories while a facilitation effect should be observed for small semantic categories (Abdel Rahman and Melinger, [@B1], p. 716). However, again no difference in naming latencies was found for items from large and small semantic neighborhoods. Naming latencies for these two groups of items were virtually identical. In addition, semantic interference was observed for both groups of items. Therefore, a semantically related distractor produces interference irrespective of the size of the activated network. The only significant factor in Experiment 3 was the type of distractor (semantically related versus unrelated). This latter effect is well-established in the literature (e.g., Schriefers et al., [@B41]). Note that the experiment is not reporting a null result: a significant interference effect was observed in a condition in which the SLNH predicts facilitation.

In sum, category size predicted the type of errors to be observed in a group of naming-impaired subjects. In contrast, the predicted effects of category size on naming latencies in two experiments were not observed while highly significant effects of repetition and of distractor type were. Caramazza and Costa ([@B13]) had previously demonstrated that response set size did not affect naming latencies in PWI experiments. These observations are highly problematic for Abdel Rahman and Melinger\'s ([@B1]) hypothesis. One must conclude that the proposal, in its current form, receives no empirical support from the present study. Given that an effect of semantic category size is so central a prediction in their proposal, the authors may need to revise their central claim. However, this may also be of relevance for other models incorporating a comparable competition mechanisms, for example, the WEAVER model (Roelofs, [@B38], [@B39]; Levelt et al., [@B31]; cf. Caramazza and Costa, [@B13]). On the other hand, Abdel Rahman and Melinger\'s ([@B1]) focus was on context-effects as, for example, provided in PWI and blocked naming experiments. One may argue that a context is required to create strong enough interference in the lexical network. Yet, conceptual facilitation and lexical interference are rather general processes which result from activation spreading independently of an explicit semantic context. One may, therefore, expect these to create measurable interference in other object naming tasks including those without explicit contexts. In addition, limiting the scope of the SLNH to "strong context" conditions would require several *ad hoc* assumptions. For example, one may assume that a distractor word introduces more *overall* activation to the lexical network. But this alone is not sufficient to determine the amount of interference as this further depends on the size of the activated cohort. How extra activation from a distractor would affect smaller and larger sets of competitors has not yet been specified.

A number of questions remain. For example, it has been left open how many competitors need to be active to generate measurable interference. Abdel Rahman and Melinger ([@B1]) discuss several different situations in which distractors activate a smaller set or a larger set. For example, "zebra" as distractor for "horse" (LSA semantic distance 0.13) is assumed to activate a smaller set of competitors while "whale" as distractor activates a much larger set (LSA semantic distance 0.0). It is, therefore, plausible to assume that net interference and facilitation effects will be a matter of degree rather than of a minimum number of co-activated lexical competitors. Yet again, below 3% (*n* = 5) of responses were semantic errors in the low competition group. Thus, semantic errors were virtually absent for these targets. In contrast, 27.5% of responses were semantic errors in the high competition item group. This supports the view that fewer lexical competitors were available for low competition items. On the other hand however, facilitation through activation spreading in the conceptual network should be comparable in both conditions: according to the SLNH, spreading activation in the conceptual network involves associatively related concepts which is the standard view in semantic priming. Since targets from both conditions are part of a semantic network, they should both receive a comparable degree of facilitation through semantic priming. In fact, if near neighbors were determined for every target word using LSA (Landauer et al., [@B30]), no difference emerged in the semantic relatedness of the target and their neighbors (mean semantic similarity was 4.77 for high competition targets and 4.78 for low competition targets, *t* \< 1.0, *p* \> 0.8). Thus, comparable facilitation through semantic priming should occur for both groups of target items. Yet, less competition but a comparable degree of semantic priming should lead to even larger net facilitation for the items with few competitors. Finally for the low competition items ("bridge"), few competitors exist in the first place. Thus, the activated network inevitably is very small. Exactly for this case, Abdel Rahman and Melinger ([@B1]) predicted semantic facilitation.

In their discussion of Abdel Rahman and Melinger\'s account, Mahon and Caramazza ([@B32]) argued that the "Swinging Lexical Network" account further failed to explain a number of recent findings from their lab. For example, the hypothesis failed to account for the paradox finding of distractor word frequency (Miozzo and Caramazza, [@B34]). However, the approach of Abdel Rahman and Melinger ([@B1]) is but one modification of the original "selection-by-competition" assumption, and we note that the alternative proposal of Mahon et al. ([@B33]) depends on additional and *ad hoc* assumptions to explain several recent findings. For example, no theory currently accounts for the paradox finding of semantic distance effects in interference paradigms. It has been demonstrated that related (same category) distractors cause more interference than unrelated (different category) ones. Yet, paradoxically, semantically close distractors interfere less than semantically dissimilar ("far") ones (Mahon et al., [@B33]). Rather than invoking activation dynamics, Mahon et al. ([@B33]) assume a decision mechanism which has control over a limited-capacity response channel. For some reasons not yet specified this response mechanism is able to quickly exclude unrelated distractors from the response channel as well as semantically similar distractors but slow to remove semantically far distractors. Which criterion, if any, does the control mechanism adopt to generate this pattern of interference? This has not been worked out.

The results of Experiments 2 and 3 may also be discussed together with the results of Experiment 1. It was demonstrated that larger semantic neighborhoods provoke semantic paraphasias in subjects with anomia (cf. Blanken et al., [@B7]; Bormann et al., [@B10]). In contrast, unimpaired subjects were not affected by the number of lexical-semantic neighbors (see also Caramazza and Costa, [@B13]). This may suggest that unimpaired speakers may constrain the number of candidates in the lexicon early leading to a smaller number of competitors. Alternatively as in the model of Dell ([@B14]), the selection process itself need not be a competitive process (cf. Mahon et al., [@B33]; Mahon and Caramazza, [@B32]). A model with thresholds (cf. Morton, [@B36]) could account for the available data although further work will be necessary to explore the strengths and weaknesses of this account. Upon presentation of a picture for naming, semantically related lexical entries receive activation in parallel. In unimpaired speakers, the target entry will eventually receive activation above its threshold which triggers phonological encoding. The time to reach the threshold would be independent of activation states of other entries in the lexicon. In the case of paraphasias or slips of the tongue, noise in the system leads to another lexical entry candidate receiving above threshold activation upon which a semantically related competitor is selected for encoding. A model based on these assumptions could, thus, account for the difference between healthy and impaired speakers.

The difference between healthy and anomic speakers and between paradigms may also account for contradictory results in the literature: Mirman ([@B35]) found that picture naming performance of aphasic speakers was facilitated by distant semantic neighbors. Vigliocco et al. ([@B44]) reported stronger interference in semantically narrow contexts while Mahon et al. ([@B33]) reported larger PWI through distant distractors. Clearly, further work is needed to understand the dynamics of lexical access as well as the locus of distractor induced interference. The recent discussion attests to the relevance of this issue to models of lexical access. The present study contributes to the issue by comparing directly picture naming of anomic and unimpaired speakers. Its primary goal, however, was to evaluate the SLNH which receives no support from the present experiments.
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###### 

**Target words used in the three experiments**.

  Targets with many competitors              Targets with few competitors                                                                                           
  ------------------------------------------ ------------------------------ ---------- ---------- ----------------------------------------- ------------ ---------- ----------
  Toaster                                    Toaster                        Ofen       Oven       Fön                                       Hair dryer   Bürste     Brush
  Barren                                     Parallel bars                  Reck       High bar   Glocke                                    Bell         Sirene     Siren
  Brezel                                     Pretzel                        Brötchen   Roll       Brücke                                    Bridge       Tunnel     Tunnel
  Pelikan                                    Pelican                        Storch     Stork      Trichter                                  Funnel       Filter     Filter
  Kürbis                                     Pumpkin                        Gurke      Cucumber   Käfig                                     Cage         Nest       Nest
  Giraffe                                    Giraffe                        Zebra      Zebra      Drachen                                   Kite         Ball       Ball
  Kirsche                                    Cherry                         Apfel      Apple      Anker                                     Anchor       Segel      Ssail
  Bagger[\*](#tfn4){ref-type="table-fn"}     Digger                         Kran       Crane      Würfel[\*](#tfn4){ref-type="table-fn"}    Dice         Spiel      Game
  Frosch                                     Frog                           Schlange   Snake      Nuss                                      Nut          Eichel     Acorn
  Schraube[\*](#tfn4){ref-type="table-fn"}   Screw                          Nagel      Nail       Schürze[\*](#tfn4){ref-type="table-fn"}   Skirt        Kelle      Scoop
  Flöte                                      Flute                          Klavier    Piano      Schlauch                                  Hose         Eimer      Bucket
  Spinne                                     Spider                         Fliege     Fly        Brunnen                                   Well         Pumpe      Pump
  Eimer                                      Bucket                         Tonne      Barrel     Knoten                                    Knot         Schleife   Favor
  Möwe[\*](#tfn4){ref-type="table-fn"}       Seagull                        Spatz      Sparrow    Pilz                                      Mushroom     Blume      Flower
  Tiger                                      Tiger                          Löwe       Lion       Maske                                     Mask         Kostüm     Costume
  Fuchs                                      Fox                            Wolf       Wolf       Gürtel[\*](#tfn4){ref-type="table-fn"}    Belt         Hose       Trousers
  Schwan                                     Swan                           Adler      Eagle      Spritze                                   Syringe      Tablette   Tablet
  Wurst[\*](#tfn4){ref-type="table-fn"}      Sausage                        Käse       Cheese     Schleife                                  Favor        Knoten     Knot
  Mütze                                      Cap                            Hut        Hat        Waage                                     Scale        Kompass    Compass
  Hammer                                     Hammer                         Zange      Pincer     Knochen                                   Bone         Haut       Skin
  Zwiebel                                    Onion                          Tomate     Tomatoe    Tafel[\*](#tfn4){ref-type="table-fn"}     Blackboard   Kreide     Chalk
  Schaf[\*](#tfn4){ref-type="table-fn"}      Sheep                          Ziege      Goat       Brille                                    Glasses      Lupe       Loupe
  Harfe                                      Harp                           Geige      Violin     Panzer[\*](#tfn4){ref-type="table-fn"}    Tank         Kanone     Canon
  Mantel                                     Coat                           Jacke      Jacket     Krone                                     Crown        Zepter     Scepter
  Nase                                       Nose                           Mund       Mouth      Feuer                                     Fire         Wasser     Water
  Fuß[\*](#tfn4){ref-type="table-fn"}        Foot                           Bein       Leg        Pfeil                                     Arrow        Frisbee    Frisbee
  Mond                                       Moon                           Sonne      Sun        Insel[\*](#tfn4){ref-type="table-fn"}     Island       Strand     Beach

*\*Excluded for re-analysis of Experiment 3 (see text for details)*.
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