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CHAPITRE 1
Introdution
1.1 Contexte et motivations de la thèse
On s'intéresse dans ette thèse à la onduite optimisée de entrales de prodution d'énergie
pour lesquelles on dispose de modèles physiques. L'utilisation de modèles basés sur les premiers
prinipes physiques (aussi appelés modèles de onnaissane boîte blanhe) s'est beauoup dé-
veloppée es dernières années dans le domaine des proédés et de la prodution d'énergie,
poussée par le développement de langages de modélisation de plus en plus sophistiqués et de
ompilateurs de plus en plus performants. EDF développe dans ette optique une librairie
nommée ThermoSysPro pour la simulation statique et dynamique de entrales d'énergie. Les
modèles physiques développés possèdent de nombreux avantages par rapport à des modèles
identiés boîte noire ou des modèles linéaires simpliés : ils permettent en eet de simuler le
omportement d'une installation ave préision sur toute sa plage de fontionnement, et de
prédire l'évolution de grandeurs physiques [3℄[4℄. Les modèles physiques peuvent aussi être
utilisés dans une optique de surveillane : le modèle physique, alibré lors du fontionnement
normal de l'installation sert alors de référene pour déteter un omportement anormal de la
entrale, ou une variation de ertains paramètres [5℄. Enn, les modèles physiques peuvent
également être utilisés dans une optique de dimensionnement : dans e as, on reherhera les
aratéristiques des omposants permettant d'aboutir à un point de fontionnement donné [6℄.
Une piste enore peu explorée onerne l'utilisation des modèles physiques pour le pilotage
optimisé des installations, qui vise à la fois l'optimisation (hors-ligne) du planning de produ-
tion et la ommande de l'installation en temps réel. Les modèles physiques ont été utilisés dans
e ontexte hez [7℄[8℄[9℄[10℄[11℄. Le besoin en pilotage optimisé s'est réemment aru depuis
la dérèglementation et la mise en onurrene du marhé de l'énergie, qui modient progres-
sivement les règles du jeu pour les produteurs, ave notamment l'introdution de prix de
l'életriité variant dans le temps, la tendane vers des moyens de prodution déentralisés, la
gestion simultanée de diérentes ommodités (életriité, haleur, vapeur,... ), l'introdution
de stokages, ou enore l'apparition de nouvelles opportunités de servies-système (réserve
seondaire). Ces divers aspets introduisent une dimension temporelle qui impate fortement
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l'optimisation éonomique d'une installation.
Optimisation du planning de prodution
Aujourd'hui, l'optimisation du planning de prodution est souvent réalisée en utilisant la
Programmation Linéaire en Nombres Entiers (PLNE) ar 'est une méthode qui permet de
modéliser un grand nombre de problèmes, de prendre en ompte des aspets disrets (démar-
rages et arrêts), et qui ore de plus des garanties de onvergene vers une solution globalement
optimale. EDF développe dans e adre un logiiel nommé PILOT : l'installation y est modéli-
sée par des stokages et des omposants apables de transformer des ommodités (életriité,
haleur, ombustible, et.) en d'autres ommodités selon des ourbes de rendement anes
par moreaux. La plupart du temps, les grandeurs onsidérées dans es modèles sont ainsi
dérites par des ouples puissane/énergie ou débits/volume, mais rarement par des gran-
deurs physiques telles que des pressions ou des températures. Or es grandeurs du système
sont souvent soumises à des ontraintes : en onséquene, un planning optimal fourni par
un modèle de PLNE, réalisable d'un point de vue énergétique, peut s'avérer infaisable dans
l'installation réelle (on doit alors vérier la faisabilité par simulation a posteriori). L'utilisa-
tion de modèles physiques pour l'optimisation prend alors tout son sens ar elle permet de
formuler expliitement les ontraintes sur es variables. Cependant ette approhe a été peu
onsidérée jusqu'alors en raison de la omplexité des modèles mis en jeu : il s'agit de modèles
non linéaires ave souvent des aspets hybrides (le système peut se trouver dans diérents
modes). Des méthodes adaptées, prenant en ompte es deux spéiités doivent êtres déve-
loppées. En partiulier, la omplexité du modèle d'optimisation doit souvent être réduite par
rapport à un modèle de simulation détaillé, et la prise en ompte d'aspets disrets dans un
adre non linéaire devra être onsidérée.
Dans ette thèse, on développe une méthodologie d'optimisation dynamique pour une lasse
de modèles hybrides qui inlut les entrales de prodution d'énergie étudiées. Cette métho-
dologie fournit des trajetoires optimisées et permet de prendre en ompte des ontraintes
à la fois sur les variables ontinues et sur les aspets disrets du problème. Le formalisme
permet ainsi de onsidérer des plages de fontionnement diérentes pour haun des modes
du système ainsi que des durées minimales de marhe et d'arrêt pour les omposants.
Commande des entrales d'énergie
L'autre piste omplémentaire étudiée dans ette thèse onerne l'utilisation de modèles
physiques pour la ommande des entrales d'énergie, et en partiulier la ommande préditive.
La ommande préditive, ou MPC, est une tehnique de ommande fondée sur l'optimisation
d'un modèle de l'installation sur un horizon glissant. Le MPC est partiulièrement intéressant
ar il permet de prendre en ompte des ontraintes sur les ommandes (omme la plupart des
régulateurs lassiques) mais aussi et surtout sur les sorties de l'installation. Son prinipe est
le suivant : à haque pas d'éhantillonnage de la ommande, un problème d'optimisation sous
ontraintes est résolu sur un horizon de prédition ni, et le premier terme de ette séquene
de ommande optimale est appliqué au système. Cette proédure est ensuite répétée aux pas
d'éhantillonnage suivants.
On pourrait en théorie appliquer toute la séquene de ommande optimisée. Cependant, de
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nombreux fateurs tels que des perturbations agissant sur le système, ou enore des erreurs
de modélisation, font que le système réel n'évolue pas exatement omme prévu lors de l'op-
timisation. Le fait de realuler à haque pas de temps une nouvelle ommande prenant en
ompte l'état du système est ainsi une façon d'introduire une rétroation dans le système.
Cependant, on peut noter que par rapport à une régulation lassique (PID, ...), la ommande
ne s'exprime en général plus de façon expliite, mais omme le résultat d'une séquene de
problèmes d'optimisation. Cette dénition impliite de la ommande apporte une omplexité
évidente dans l'analyse de stabilité du système en boule fermée.
Par ailleurs le MPC introduit des problématiques liées à son appliation en temps réel : il
s'agit de garantir que le problème d'optimisation peut être résolu dans un temps ompatible
ave le pas d'éhantillonnage. La onvergene de l'optimisation, ou a minima l'obtention d'une
solution faisable est ainsi néessaire, faute de quoi la ommande devient indéterminée. C'est
une des raisons pour lesquelles la grande majorité des algorithmes de ommande préditive
implémentés onsidèrent un modèle linéaire, des ontraintes linéaires et une fontion objetif
quadratique. Le problème résultant est un problème onvexe qui peut être résolu en temps
polynomial. Dans le as non linéaire en revanhe, les problèmes d'optimisation sont souvent
non onvexes, et auune garantie ne peut être donnée sur le temps de résolution, qui reste for-
tement lié à l'initialisation des variables. Des tehniques spéiques peuvent alors être mises
en plae pour respeter la ontrainte temps réel, en jouant par exemple sur la struture du
problème, la parallélisation ou enore l'initialisation d'un problème MPC d'après la solution
préédente (warm start). Une introdution aux problématiques du MPC non linéaire (NL-
MPC) peut par exemple être trouvée dans [12℄[13℄.
Pour éviter les diultés posées par le MPC non linéaire, on développe dans ette thèse une
ommande MPC à mi-hemin entre le MPC linéaire et non linéaire : le modèle Modelia
détaillé de la entrale y est utilisé pour élaborer des modèles linéarisés tangents, menant à
une ommande MPC linéaire variant dans le temps ave oût quadratique que l'on dénomme
TL-MPC. Cette ommande est utilisée pour le suivi du planning optimisé de prodution, an
de orriger les éarts dus aux perturbations et erreurs de modélisation.
1.2 Arhiteture de ommande proposée et organisation du
manusrit
Dans ette thèse, le hapitre 2 fait gure de hapitre introdutif et traite de la modélisa-
tion et de la simulation des entrales de prodution d'énergie à l'aide du langage Modelia.
On y rappelle à la fois des aspets onernant la modélisation physique mais également le
formalisme mathématique employé par Modelia et les algorithmes utilisés pour, partant d'un
jeu d'équations, aboutir à une trajetoire du système.
Le plan de ette thèse s'artiule ensuite autour de l'arhiteture de ommande proposée en
Figure 1.1, qui a pour but la génération d'une trajetoire optimale pour l'installation d'une
part, et le suivi de ette trajetoire optimale en temps réel d'autre part. Les diérentes briques
de ette arhiteture sont les suivantes :
1. Outil de prévision. Un outil de prévision génère les trajetoires de référene wr pour
les perturbations, qui sont des entrées exogènes du système (demande de haleur, ap-
ports externes...). Ces prévisions sont utilisées par la suite lors de l'optimisation de
trajetoire. Cette partie ne sera pas traitée dans ette thèse, aussi on onsidèrera par la
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Figure 1.1  Première arhiteture de ommande
suite wr omme une donnée d'entrée.
2. Optimisation de trajetoire long terme. L'optimisation du planning de prodution
s'eetue sur un modèle physique simplié ou un modèle de PLNE et fournit des tra-
jetoires de référene optimales pour les entrées (u∗) et les sorties (y∗) sur un horizon
H long. Le hapitre 3 est onsaré au développement d'un algorithme d'optimisation
dynamique hybride remplissant ette fontion.
3. Génération de trajetoires de référene admissibles. Cet aspet est aussi briève-
ment traité dans le hapitre 3. Comme le modèle d'optimisation est souvent un modèle
simplié, il ne dénit pas néessairement les variables de la même façon que le mo-
dèle détaillé de l'installation. Pour ette raison, les trajetoires optimales de référene
doivent être redénies pour les variables du modèle détaillé. On applique alors une mé-
thode permettant de générer des trajetoires de référene ur, xr, yr respetivement pour
les ommandes, états et sorties du modèle non-linéaire, ohérentes ave y∗, u∗.
4. Ajustement de trajetoire temps réel. Le système réel est soumis à diverses pertur-
bations, et dière du modèle utilisé pour l'optimisation. Pour es raisons, un ajustement
δu doit être apporté à la trajetoire de ommande ur dans le but d'assurer au mieux
le suivi de la trajetoire xr ou yr. On propose dans le hapitre 4 de remplir ette fon-
tion par l'algorithme de ommande préditive TL-MPC. Celui-i fontionne ave un pas
d'éhantillonnage Ts et onsidère un horizon de prédition de P ∗ Ts << H.
Le hapitre 5 apporte enn des onlusions sur la solution proposée et des perspetives d'amé-
lioration.
CHAPITRE 2
Modélisation des entrales d'énergie
EDF développe depuis plusieurs années ThermoSysPro, une librairie de omposants ther-
mohydrauliques pour la modélisation de entrales d'énergie (thermique, nuléaire, solaire).
Cette librairie de omposants est érite dans le langage de modélisation Modelia [14℄, un
langage libre soutenu par l'assoiation éponyme.
Ce hapitre est onsaré à la modélisation à l'aide de Modelia des entrales d'énergie étudiées
dans ette thèse. Après une brève introdution au langage Modelia en 2.1.1, on présente en
2.1.2 le formalisme de modélisation employé dans la librairie ThermoSysPro d'EDF : la mo-
délisation 0D / 1D. La ompréhension de ette modélisation est en eet néessaire dans la
perspetive d'obtenir des modèles adaptés à l'optimisation, e qui fera l'objet du hapitre 3.
On dérit ensuite plus généralement la formulation mathématique employée par Modelia en
2.2 : les systèmes d'équations algébro-diérentielles (DAE). Les DAE regroupent une large
lasse de modèles, et englobent les équations diérentielles ordinaires (ODE) omme un as
partiulier.
Pour traiter les systèmes DAE, les ompilateurs Modelia emploient une ombinaison d'al-
gorithmes de manipulations symboliques an de mettre les modèles dans une forme adaptée
pour les algorithmes d'intégration numérique. On présentera es méthodes en 2.2.2 ar elles
nous permettront d'obtenir des modèles dans une forme adaptée à la ommande, qui sera
exploitée dans les hapitres 3 et 4, puis l'on donne quelques rappels sur les algorithmes d'in-
tégration numérique en 2.2.3.1.
Enn, an d'illustrer les onepts introduits, on présente deux as d'étude : un premier modèle
de ompresseur issu de la librairie ThermoSysPro et un seond modèle simplié de entrale
de ogénération, qui sera repris par la suite dans le hapitre 3.
2.1 Modélisation des systèmes étudiés
2.1.1 Présentation de Modelia
Modelia est un langage pour la simulation de systèmes multi-physiques, e qui est ty-
piquement le as des entrales d'énergie que nous allons étudier, dans lesquelles peuvent se
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retrouver des aspets hydrauliques, de la ombustion, de la neutronique dans le as des ins-
tallations nuléaires, ou enore de l'optique dans le as des entrales solaires. Modelia est un
langage orienté objet où la onstrution de modèles omplexes (une entrale de prodution
d'énergie) se fait par assemblage de omposants élémentaires (une vanne, une turbine,et.).
Les omposants possèdent pour ela des onneteurs, qui jouent le rle d'interfae ave les
autres omposants du système, leur permettant d'éhanger deux types d'informations : des
grandeurs intensives (pression, température), et des ux traversant la onnexion (débits, in-
tensités). On introduit d'ores et déjà la notation "." (point) utilisée par Modelia pour dérire
ette omposition des systèmes à l'aide de omposants élémentaires. A titre d'exemple, la va-
riable V présente dans le onneteur C d'un omposant E sera notée
E.C.V
La onnexion de deux omposants E1 et E2 génère des équations de onnexions :
 E1.C.V = E2.C.V si V est une variable intensive
 E1.C.V + E2.C.V = 0 si V est une variable de ux
D'un point de vue utilisateur, Modelia est un langage équationnel (dit aussi délaratif) : les
modèles y sont dérits par un ensemble d'équations diérentielles, algébriques et disrètes,
dans un formalisme nommé Hybrid DAE qui sera présenté en 2.2. On verra dans la partie
2.1.2 que e formalisme est tout a fait adapté à la modélisation retenue pour les entrales
d'énergie.
L'intérêt d'un langage équationnel omme Modelia est que la représentation délarative per-
met de dérire omment le système fontionne sans se souier de la façon dont les variables sont
alulées. Cette tâhe est laissée au programme de ompilation, dont l'objetif est de trans-
former le jeu d'équations en un ode exéutable par une mahine. La ompilation onsiste en
un traitement symbolique des équations du modèle permettant de les réorganiser et de al-
uler les valeurs des variables de façon séquentielle. Elle permet également de transformer le
modèle sous une forme adaptée aux algorithmes d'intégration numérique utilisé. Ces diverses
manipulations du modèle par le ompilateur permettent à l'utilisateur de se onentrer sur
la partie modélisation à proprement parler, sans avoir à rééhir aux aspets de résolution
numérique du problème.
La ontrepartie de et avantage indéniable est qu'il est beauoup plus diile de traer
les erreurs dans le modèle. La mise à plat et le traitement automatisé de toutes les équations
empêhent en eet tout déboggage pas à pas par l'utilisateur lors de la ompilation ou de
la simulation. Il est don important de omprendre les diverses manipulations eetuées par
le ompilateur pour pouvoir omprendre les erreurs qu'il ahe, et qui peuvent parfois être
diiles à interpréter.
Par ailleurs, les méthodes développées dans la suite de ette thèse néessitent que les modèles
soient donnés sous forme d'Equations Diérentielles Ordinaires (ODE), et 'est justement e
que permettent les algorithmes introduits préédemment.
On donne don dans e hapitre une présentation suinte de es algorithmes de traitement
symbolique en partie 2.2.2 en s'appuyant sur des exemples simples de réseaux hydrauliques.
2.1.2 Modélisation 0D/1D des entrales d'énergie
On introduit dans ette partie le formalisme de modélisation utilisé pour représenter les
entrales d'énergie étudiées dans ette thèse : la modélisation 0D/1D.
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Les entrales d'énergies sont des installations thermo-hydrauliques utilisant divers uides de
travail. On onsidère ii des modèles physiques de es installations, 'est-à-dire des modèles
apables de représenter les températures, pressions, débits et puissanes au sein des diérents
omposants. On ne s'intéressera que dans ertains as partiuliers à la distribution spatiale de
es propriétés. An d'obtenir des modèles de taille raisonnable mais susamment préis pour
fournir le niveau d'information souhaité, la modélisation retenue pour es installations est la
modélisation dite 0D/1D, en opposition aux odes de simulation 2D/3D utilisés en méanique
des uides.
Dénition (Modèle 0D/1D) Un modèle 0D est un modèle ignorant la notion de dimension
spatiale pour le omposant onsidéré. Cette simpliation est souvent réalisée en onsidé-
rant des valeurs moyennes ou des lois de onservation marosopiques. Dans un modèle 1D,
une dimension spatiale est onsidérée, résultant la plupart du temps de la disrétisation du
phénomène par une méthode par diérenes nies.
D'autres simpliations peuvent parfois être utilisées pour réduire la omplexité du modèle,
lorsque ertains phénomènes peuvent être négligés aux éhelles de temps onsidérées :
 Équivalene lent/onstant : les variables évoluant très lentement peuvent être onsidé-
rées omme des paramètres onstants pour le système.
 Équivalene rapide/instantané : les variables ayant des onstantes de temps ourtes
atteignent rapidement un état d'équilibre. Il est alors possible de onsidérer des équa-
tions statiques (autrement dit à l'équilibre) pour es équations, e qui permet d'éliminer
également des variables diérentielles.
Enn, la omplexité peut être réduite en ne modélisant que la physique néessaire. Il n'est
par exemple pas néessaire de modéliser la onservation des espèes himiques pour un uide
ne subissant pas de transformation himique.
2.1.2.1 Choix des variables d'état
L'état thermodynamique d'un uide peut être dérit par plusieurs jeux de variables. Ainsi,
en l'absene de réation himique, il est par exemple possible d'utiliser indiéremment le
ouple pression/enthalpie spéique (P, h), le ouple masse volumique/énergie interne (ρ, u)
ou enore le ouple masse volumique/enthalpie spéique (ρ, h). Le ouple (P, T ) peut être
employé pour les uides qui demeurent monophasiques pendant toute la période étudiée.
Cependant, lors d'un hangement de phase, en raison du palier de température qui se produit,
la donnée (P, T ) n'est plus susante pour aratériser l'état du uide et il faut alors préiser
la fration de vapeur α du uide, un entier ompris entre 0 et 1 (ou utiliser le ouple (P, h)).
2.1.2.2 Shéma à grille déalée (Staggered Grid)
Les modèles de entrales étudiés sont onstruits par assemblage de omposants élémen-
taires et tirent ainsi parti de la modélisation orientée objet de Modelia. Le fontionnement
de haque omposant, régi par des lois de onservation, est formulé au sein de haque om-
posant par un jeu d'équations. A elles-i s'ajoutent des équations dites de onnexion. En
eet, lorsque deux omposants sont assemblés, eux-i partagent au niveau de la onnexion
des variables intensives (pression, température, tension, et.) et des variables de ux (débit,
vitesse, intensité, et). On distingue prinipalement deux types de omposants :
 Les omposants bi-ports (turbines, valves, éhangeurs, analisations, et.)
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Figure 2.1  Shéma thermohydraulique à grille déalée
 Les éléments de volume (n÷uds de mélange, ballons, et.)
Le shéma dit à grille déalée est utilisé dans la librairie ThermoSysPro. Dans e shéma, les
quantités intensives sont alulées au sein des volumes où l'on suppose qu'un mélange parfait
existe (et don que l'état thermodynamique peut être dérit par des propriétés moyennes).
Les variables de ux sont quant à elles alulées aux jontions entre es volumes ('est de
là que vient le nom de grille déalée). Chaque omposant bi-ports doit don être relié à des
omposants de volume, omme illustré en Figure 2.1.
Le shéma à grille déalée est également utilisé à l'intérieur de ertains omposants où
la modélisation d'une dimension spatiale présente un intérêt. C'est notamment le as de
omposants tels que les éhangeurs ou enore les stokages thermiques, pour lesquels le prol
de température est important (stratiation dans le stokage, pinement pour l'éhangeur).
Le omposant est disrétisé spatialement en un nombre ni de volumes sous l'hypothèse de
propriétés homogènes au sein de haque volume (lumped approximation). Les Équations aux
Dérivées Partielles (EDP) qui dérivent le modèle sont ainsi onverties en un système ODE
ou DAE qui sera par la suite résolu de la même façon que le reste du système.
2.1.2.3 Lois de onservation sur un volume de ontrle
La modélisation des systèmes thermo-hydrauliques s'appuie sur les lois de onservation de
la masse M , de l'énergie E et de la quantité de mouvement I au sein d'un volume V donné
que l'on appelle volume de ontrle. Dans le as des systèmes à plusieurs phases (omme un
mélange eau/vapeur), es lois de onservations s'appliquent à haune des phases et une des-
ription des éhanges entre phases doit être ajoutée. Les équations de onservation présentées
i-dessous permettent de modéliser l'évolution d'un système uide au ours du temps. Sous
l'hypothèse 0D/1D, le uide est unidiretionnel et un tronçon élémentaire de ontrle est
montré en Figure 2.2. De manière générale [1℄, le taux de variation d'une quantité extensive
Ψ au sein du volume de ontrle s'obtient en intégrant sur elui-i la variable intensive (par
unité de masse) ψ = dΨdM orrespondante.
dΨ
dt
=
d
dt
∫
V
ρψdV =
∫
V
∂(ρψ)
∂t
dV +
∫
A
ρψ ~ωA~ndA (2.1)
ave ωa la vitesse de déplaement de la frontière de surfae A et ~n son veteur normal. Il
existe deux approhes pour le hoix du volume de ontrle :
2.1 Modélisation des systèmes étudiés 9
Figure 2.2  Volume de ontrle d'après [1℄
 Approhe Lagrangienne : on onsidère que le volume de ontrle ontient toujours les
mêmes partiules uides. Dans e as, le volume est "mobile", sa surfae se déplae à la
vitesse des partiules ω = ωa et le volume de ontrle a une masse onstante :
dM
dt = 0.
 Approhe Eulérienne : le volume de ontrle est ii xé : ωa = 0, et le deuxième terme
de (2.1) s'annule. On retiendra par la suite ette approhe qui orrespond mieux à la
modélisation omposant par omposant adoptée (on s'intéresse aux ux traversant les
omposants).
Les lois de onservation de la quantité extensive Ψ dans le volume de ontrle relient son taux
de variation aux ux entrants et sortants. Par exemple, la loi de onservation de la masse
nous indique que la variation de masse dans un volume de ontrle xe est liée aux débits
massiques q sortant (négatifs) et entrant (positifs) dans e volume. On dérive i-dessous les
équations de onservation sur un volume xe V , ainsi que leur version statique dans le as où
l'éhelle de temps des phénomènes étudiés permet de négliger es transitoires.
1. Conservation de la masse.
La onservation de la masse orrespond au as ψ = 1.
dM
dt
=
d(ρV )
dt
= V
dρ
dt
=
np∑
j=1
qj (2.2)
La version statique de la onservation de la masse se réduit à 0 =
np∑
j=1
qj .
2. Conservation de l'énergie.
La onservation de l'énergie pour un système fermé est quant à elle dérivée du premier
prinipe de la thermodynamique, qui indique que la variation de l'énergie totale est
égale à l'éhange de travail W et de haleur Q ave le milieu extérieur : E = W + Q.
On montre ii omment dériver la loi de onservation de l'énergie dans un as simplié
où l'on néglige les énergies inétique et potentielle du uide (hypothèse souvent vériée
dans les systèmes étudiés [1℄) : on a ainsi E ≈ U ave U l'énergie interne. La onservation
de l'énergie orrespond alors au as ψ = u, et sous l'hypothèse que u est onstante dans
le volume de ontrle on peut érire E = ρV u . On montre ii l'équation de onservation
de l'énergie pour les ouples de variables d'état (ρ, u) et (P, h). Le passage des variables
(ρ, u) aux variables (P, h) utilise les relations suivantes : ρ = f(P, h) et h = u + Pv,
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ave v le volume spéique du uide valant v = 1/ρ.
dρ
dt
=
∂ρ
∂P
∣∣∣∣
h
dP
dt
+
∂ρ
∂h
|P dh
dt
du
dt
=
d(h− Pv)
dt
=
dh
dt
−
dPρ
dt
La onservation de l'énergie s'érit :∑
i
qihi +
∑
j
Qj +
∑
j
Wj =
dE
dt
=
d(ρV u)
dt
= V
d(ρ(h− Pρ ))
dt
= V
d(ρh− P )
dt
= V
(
h
(
∂ρ
∂P
dP
dt
+
∂ρ
∂h
dh
dt
)
+ ρ
dh
dt
− dP
dt
)
= V
((
h
∂ρ
∂P
|h − 1
)
dP
dt
+
(
ρ− h ∂ρ
∂h
∣∣∣∣
P
)
dh
dt
)
(2.3)
La version statique de la onservation de l'énergie est quant à elle
0 =
np∑
j=1
qjhj + Pin − Pout (2.4)
Les termes soures Pin et Pout sont l'apport et le prélèvement d'énergie respetive-
ment. Dans l'équation i-dessus, les hj sont les enthalpies spéiques en amont de la
branhe, pris dans le sens eetif du débit. Cela pose en pratique ertaines diultés de
modélisation lorsque le sens des débits dans les branhes n'est pas onnu a priori mais
résulte d'une équation de onservation. On verra par la suite que la première approhe
qui onsiste à traiter ette question par un test onditionnel sur le sens du débit est
problématique à la fois en simulation et en optimisation.
3. De façon similaire, il est possible de dériver des équations de onservation pour la
quantité de mouvement et la quantité de matière. On pourra se référer à [1℄.
2.1.2.4 Éléments bi-ports
Parmi les éléments biports se renontrant fréquemment dans les entrales d'énergie, on
peut iter les onduites, les turbines, les pompes, les éhangeurs de haleur, les vannes, et
d'une façon générale tous les omposants liés à une perte de harge. Dans la modélisation
0D/1D, l'expression de la perte de harge peut être fontion de paramètres agrégés (omme
le rendement isentropique pour les pompes et turbines), ou donnée par des orrélations empi-
riques sur des grandeurs adimensionnelles (omme les nombres de Reynolds, de Nusselt, et.).
Les orrélations sont souvent utilisées pour déterminer le transfert de haleur ou la perte de
harge, lorsque la géométrie des omposants est trop omplexe pour en donner une formule
expliite.
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2.1.2.5 Modélisation des propriétés physiques
On présente ii suintement omment sont modélisées les propriétés des trois prinipaux
uides que l'on renontre dans les systèmes étudiés : l'eau / vapeur, les gaz et les ombustibles.
Tables de l'eau
Le standard de modélisation pour le alul des propriétés de l'eau / vapeur est donné
par l'International Assoiation for the Properties of Water and Steam (IAFPWS)[15℄. Les
tables IAPWS-IF97 sont déoupées en 5 régions qui sont fontion de la température T et de
la pression P omme montré en gure 2.3. Comme l'on peut le voir sur la gure, les limites
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Figure 2.3  Régions (P, T ) des tables de l'eau IAPWS-IF97 d'après [2℄
entre régions ont un omportement monotone pour les variables (P, T ). Ainsi, les régions sont
délimitées par les fontions mono-variables T14(P ), T42(P ), T32(P ) et les bornes T13, T25.
Dans haune de es régions, des équations diérentes sont ensuite utilisées pour le alul des
propriétés.
Cependant, omme mentionné préédemment, une subtilité dans la modélisation des pro-
priétés est que plusieurs ouples de variables thermodynamiques peuvent être utilisés pour
dérire le uide. Ainsi, le ouple de variables retenues pour les onneteurs uides est souvent
le ouple (P, h) et non le ouple (P, T ). Ave es variables, l'arbre de déision pour déterminer
dans quelle région se trouve le uide n'est alors plus aussi diret omme on peut le voir en
Figure 2.4.
Par ailleurs, il peut arriver dans ertains as que les équations se formulent plus failement
en fontion de variables autres que elles des onneteurs (P, h) (par exemple (P, T ), (P, u)
ou (P, s)). Dans e ontexte, un point fort des tables IAPWS-IF97 est de fournir des équa-
tions inverses sur haque région r, par exemple T = fr(P, h), e qui dans la pratique évite la
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résolution de problèmes d'inversion qui nuisent à l'eaité de la simulation.
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Figure 2.4  Régions (P, h) des tables de l'eau IAPWS-IF97
Les systèmes étudiés dans ette thèse se limitent normalement aux régions 1 (eau liquide),
2 (vapeur sous-ritique) et 4 (mélange eau/vapeur).
Gaz
Dans ThermoSysPro, les gaz (du moins eux qui ne sont pas onsidérés omme des om-
bustibles, à l'instar du gaz naturel) sont donnés par leur omposition massique dans les quatre
gaz O2, CO2, H2O et SO2. Ces données sont susantes pour la plupart des gaz étudiés qui
sont souvent de l'air ou des fumées de ombustion. Les propriétés sont alulées selon le stan-
dard NASA [16℄.
La librairie Media de la librairie standard Modelia ore quant à elle une desription plus
générale des uides, en utilisant les apaités d'héritage permises par Modelia : tous sont
dérits par un tableau de omposition massique mais le alul des propriétés est spéique au
uide onsidéré. Ave ette approhe, la même desription est utilisée pour l'eau, les gaz et
les autres uides (uides ryogéniques par exemple). Il devient également possible de modier
le uide de travail dans un omposant sans avoir à redénir elui-i.
Combustibles
Dans les entrales d'énergie étudiées, la haleur peut être produite par ombustion entre
un gaz omburant (le plus souvent de l'air) et un ombustible. Dans ThermoSysPro, les om-
bustibles sont dérits par leur Pouvoir Calorique Inférieur (PCI) ainsi que leur omposition
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Figure 2.5  Dénition des sens positifs des débits. Noeud de mélange (gauhe), Composant
bi-ports (droite)
massique dans les éléments C, H, O, N et S. Ces omposants sont en eet les onstituants
prinipaux des ombustibles usuels. La réation de ombustion onsidérée peut être plus ou
moins omplexe. Dans ThermoSysPro, l'hypothèse est faite que les réations de ombustion
sont faites en exès d'air, 'est-à-dire qu'il n'y a pas de formation de monoxyde de arbone
dans les fumées (un gaz qui ne fait d'ailleurs pas partie des 4 gaz ités dans le paragraphe
préédent). La réation onsidérée est ainsi :
CxHyOzNrSt + u02 + vN2 → aC02 + bH2 + cS02 + dN2 + eO2
Lors d'une réation de ombustion, les lois de onservation de la masse s'appliquent sur
haque élément CHONS et sur la masse totale. Ces deux équations permettent de déterminer
la masse de 02, C02, H20 et S02 dans les fumées. La onservation de l'énergie prend quant à
elle en ompte le PCI du ombustible et la variation d'enthalpie des omposants formés lors
de leur montée en température et permet de déterminer la température des fumées.
2.1.2.6 Modélisation des inversions de débit
La modélisation des inversions de débit requiert une attention partiulière. On retient ii
omme variables le ouple (P, h) et l'on onsidère deux as : les n÷uds de mélange et les
éléments biports. Dans un n÷ud de mélange idéalisé, on dénit omme positifs les débits
sortants du n÷ud (respetivement entrant dans les omposants onnetés). Une onnexion de
n omposants orrespond aux équations de onservation de la masse et de l'énergie suivantes :
0 =
n∑
p=1
qp
0 =
n∑
p=1
qp ∗
{
h, si qp > 0
hp, si qp ≤ 0
Où h est l'enthalpie au n÷ud de mélange et hp l'enthalpie en amont du omposant p. Cette
situation est représentée sur la gure de gauhe en Figure 2.5.
La première façon de modéliser ette onnexion, et qui est elle retenue dans la librairie Ther-
moSysPro, est une transription direte du jeu d'équations suivant, en utilisant des branhes
onditionnelles if. h et hp sont ii dénies au sein des onneteurs uide, et leur valeur est
déterminée par des équations au sein des omposants auxquels ils appartiennent.
Dans le as de deux omposants onnetés à un n÷ud statique (n=2), il est aisé de onstater
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que h est disontinu lors d'une inversion de débit, passant diretement de h1 à h2 lorsque le
débit devient négatif. On onstate également que lorsque le débit est nul (q1 = q2 = 0), l'équa-
tion de onservation de l'énergie est satisfaite pour n'importe quelle valeur de h et il n'est plus
possible de la dénir uniquement. On parle de singularité. Ces deux aspets peuvent poser
problème lors de la résolution du système. Pour ette raison, ThermoSysPro propose pour la
plupart des omposants une régularisation pour des débits inférieurs à un débit minimal qǫ.
La onvention est qu'au sein des omposants de perte de harge, on ne alule l'enthalpie de
mélange h que pour le onneteur en amont du débit. Pour les éléments biports, le sens positif
du débit est déni par onvention : le onneteur en amont par défaut est le onneteur 1
omme montré dans l'illustration de droite en Figure 2.5. On pose alors q = q1 = −q2.
0 =


h2 − C2.h, si q < −qǫ
h1 − 12
(
C1.h+ C2.h+ (C1.h− C2.h) sin(π2 qqǫ )
)
, si −qǫ ≤ q ≤ qǫ
h1 − C1.h, si q > qǫ
La deuxième formulation que l'on va présenter est inspirée de elle retenue dans la li-
braire Media du standard Modelia [14℄, qui introduit un nouveau type de donnée dans les
onneteurs uides : stream. Une variable stream orrespond à une grandeur qui transite
par une variable de ux (ii le débit). C'est le as par exemple de l'enthalpie ou de la om-
position massique d'un uide. Les onneteurs uides dénis ave e standard ontiennent
ainsi omme variable stream l'enthalpie hi en amont du omposant. L'enthalpie de mélange
ne fait plus partie du onneteur lui-même. A la plae, une fontion nommée inStream est
utilisée an de aluler pour haun des omposants i onnetés ensemble la valeur qu'aurait
h si le débit allait du n÷ud vers e omposant (soit qi > 0) . C'est omme si l'on alulait
n versions possibles de h. Ces n versions permettent omme on le verra par la suite de régu-
lariser la transition lors d'une inversion de débit. La formulation inStream n'utilise plus des
tests onditionnels omme préédemment mais une version régularisée de la fontion max.
L'expression de inStream pour le onneteur i relié au noeud de mélange est la suivante :
inStream(hi) =
∑
j=1..n,j 6=i
max(−qj, 0)hj∑
j=1..n,j 6=i
max(−qj, 0) (2.5)
Comme on peut le onstater, ette formulation pose problème lorsque tous les débits sont
nuls. Pour ette raison, une régularisation est aussi introduite lorsque tous les débits entrant
dans le n÷ud de mélange sont prohes de 0, 'est-à-dire |σi| ≤ qǫ, ave
σi =
∑
j=1..n,j 6=i
max(−qj, 0) (2.6)
La régularisation employée pour |σi| ≤ qǫ et que l'on retiendra par la suite dière quelque
peu de elle employée dans ThermoSysPro. Elle sera importante dans le hapitre 3 onsaré
à l'optimisation, où l'on requiert que les modèles soient diérentiables.
Régularisation des inversions de débit :
On introduit la fontion diérentiable posMaxǫ,w(x) représentée dans la Figure 2.6. Le
paramètre w dénit la largeur de la zone de régularisation de la fontion et ǫ sa valeur
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Figure 2.6  Fontion posMax
minimale. Cette fontion vérie posMaxǫ,w(x < 0) = ǫ, posMaxǫ,w(x > ǫ) = x et est dénie
par :
posMaxǫ,w(x) =


ǫ, si τ < 0
(2ǫ− w)τ3 + (2w − 3ǫ)τ2 + ǫ, si 0 ≤ τ ≤ 1
x, si τ > 1
, ave τ =
x
w
(2.7)
On pourra omettre les paramètres w et ǫ pour raourir la notation.
Inversion de débit ave la fontion posMax :
La fontion posMax peut être employée dans le shéma à grille déalée, par exemple utilisé
lors de la disrétisation spatiale d'une EDP. Dans e as, l'enthalpie au sein de la maille i est
notée hvol,i :
Hi−1 −Hi = ρiVidhvol,i
dt
(2.8)
Ave Hi donné par :
Hi = q
{
hvol,i, si q ≥ 0
hvol,i+1, si qi < 0
(2.9)
Un lissage de ette expression s'eetue en remplaçant les équations de (2.9) par
Hi = posMax(q)hvol,i−1 − posMax(−q)hvol,i+1
Ce prinipe sera appliqué dans le as d'étude 2.3.2.
2.2 Formalisme DAE pour la modélisation 0D/1D
On a présenté jusqu'alors des onepts de modélisation pour les entrales d'énergie. Dans
ette partie, on détaillera le formalisme mathématique utilisé dans Modelia pour la modé-
lisation de es systèmes et le prinipe des algorithmes mis en ÷uvre pour les simuler. La
16 Modélisation des entrales d'énergie
ompréhension de es étapes est néessaire pour érire onvenablement les équations du sys-
tème à modéliser, et omprendre les messages d'erreur lorsque l'initialisation ou la simulation
du modèle éhoue. Disposer d'un modèle robuste à l'initialisation et à la simulation sera
notamment un point essentiel dans l'arhiteture de ommande proposée.
2.2.1 Equations Algébro-Diérentielles (DAE)
Un formalisme assez général pour modéliser les systèmes dérits préédemment est elui
des systèmes d'équations algébro-diérentielles ou DAE (Dierential Algebrai Equations).
Les DAE font intervenir des variables diérentielles notées x (dont l'évolution est aratérisée
par une équation diérentielle), des variables algébriques notées z, des ommandes u, des
paramètres p, ainsi que le temps t. Plusieurs lasses de DAE peuvent être retenues et sont
présentées i-dessous.
2.2.1.1 Équations diérentielles ordinaires (ODE) - modèle d'état
Le formalisme DAE englobe omme as le plus simple les systèmes d'équations diéren-
tielles ordinaires (ODE). Les variables algébriques z sont dénies expliitement en fontion
de x (équations de sortie).
x˙ = f(x, u, p, t)
z = g¯(x, u, p, t)
x(0) = x0
(ODE)
2.2.1.2 DAE Semi-expliite
Une forme plus générale de DAE est la forme semi-expliite
x˙ = f(x, z, u, p, t)
0 = g(x, z, u, p, t)
x(0) = x0
(DAEse)
Le théorème des fontions impliites indique que z peut être alulé omme une fontion
de x : z = g¯(x, u, p, t) si g est inversible, 'est-à-dire si le jaobien de g en z ∇zg(x, z, u, p, t)
n'est pas singulier. En eet, si l'on dérive la seonde équation, on obtient :
0 = ∇xgx˙+∇zgz˙ +∇ugu˙+∇tg
Si ∇zg est inversible on obtient l'équation diérentielle suivante pour z (sur des intervalles
où u est diérentiable) :
z˙ = −(∇zg)−1 (∇xgx˙+∇ug¯u˙+∇tg) (2.10)
Il peut arriver que e jaobien soit toujours singulier : on parlera alors de singularité strutu-
relle, ou qu'il le devienne uniquement pour ertaines valeurs des variables : on parlera alors
de singularité loale.
Dans la pratique, z ne sera pas alulé par intégration de z˙, mais par reherhe du 0 de la
fontion g. Cela se traduit par la résolution d'une ou plusieurs boules algébriques, un point
qui sera évoqué en partie 2.2.2.
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2.2.1.3 Forme générale : DAE impliite
Sous sa forme la plus générale, un DAE peut se représenter sous forme impliite :
F (x, x˙, z, u, p, t) = 0
x(0) = x0
(DAEi)
Si l'on note X =
(
x˙
z
)
le veteur omposé des variables diérentielles et algébriques, alors X
peut être résolu si ∇XF (x,X, u, p, t) est inversible.
2.2.2 Traitement symbolique des DAE
On a présenté pour l'instant la modélisation mathématique des systèmes étudiés. Cela ne
présage en rien de la façon dont sont résolus es systèmes d'équations. Cette tâhe est remplie
par les ompilateurs du langage Modelia, qui sont apables de générer un ode exéutable
pour résoudre numériquement es systèmes d'équations.
La simulation d'un système physique modélisé par un DAE onsiste à assigner à tout
instant t une valeur numérique vériant le jeu d'équations aux variables x(t), z(t) et x˙(t). La
présene de variables diérentielles implique de plus le ouplage ave un algorithme d'inté-
gration numérique. Deux problèmes doivent ainsi être résolus : un problème d'initialisation
qui permet de trouver un jeu ohérent de variables diérentielles et algébriques à t0, puis un
problème d'intégration numérique. Dans ette partie, on s'intéresse aux traitements symbo-
liques eetués par les ompilateurs Modelia pour résoudre les systèmes DAE ainsi qu'aux
prinipaux algorithmes d'intégration numérique utilisés. Cette ompréhension nous permettra
de mieux appréhender les deux hapitres suivants : dans le hapitre 3 on fera usage d'une
méthode d'intégration numérique onnue sous le nom de méthode de olloation, et dans
hapitre 4 l'algorithme de ommande préditive développé suppose que le modèle a été trans-
formé symboliquement dans une forme adaptée.
Deux approhes se dégagent pour la simulation des systèmes DAE. Une première est de trans-
former symboliquement le DAE en ODE (ODE) pouvant être alors résolue par un intégrateur
ODE. La seonde approhe résout diretement le système impliite (DAEi) en utilisant des
intégrateurs appropriés pour les DAE tels que DASSL [17℄, sur lequel on reviendra en partie
2.2.3.2.
On dérit ii la première méthode permettant d'aboutir à un système d'équations sous forme
de modèle d'état. Cette méthode fait intervenir plusieurs algorithmes de traitement symbo-
lique, très bien détaillés dans le livre [18℄ et dont on donne ii un bref aperçu. Les prinipales
étapes permettant permettant d'aboutir à un ode de simulation sont les suivantes :
 On détermine une ausalité pour le alul des variables x˙ et z à l'aide d'un algorithme
de manipulation de graphe présenté en 2.2.2.1 : l'algorithme de Tarjan [19℄.
 Si le système d'équation ontient des boules algébriques ('est-à-dire des dépendanes
yliques entre les variables), l'algorithme de Tarjan ne parviendra pas à dénir une
ausalité pour les variables impliquées. Des méthodes pour traiter les boules algébriques
et débloquer l'algorithme de Tarjan sont présentées en 2.2.2.2 .
 Il peut aussi arriver que le système présente des singularités, 'est-à-dire des points où
le système est indéterminé. Une singularité peut se produire pour ertaines valeurs des
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variables (division par 0 par exemple), ou provenir de ouplages entre ertaines variables
diérentielles dans le jeu d'équations, auquel as on parlera de singularité struturelle.
Un système présentant une singularité struturelle est dit d'index élevé et ne peut pas
être simulé par un intégrateur ODE. On présente en 2.2.2.3 un algorithme de rédution
d'index symbolique permettant de traiter e as partiulier.
 Enn, une fois la ausalité établie, les variables x sont alulées par intégration des x˙
grâe à un algorithme d'intégration numérique, et les étapes préédentes sont réitérées
à haun des pas d'intégration.
Remarque : Les modèles Modelia sont onstruits par assemblage de omposants. Une pre-
mière étape pour obtenir le DAE du système onsiste à regrouper les équations de tous les
omposants ainsi que les équations générées par les onnexions de es omposants entre eux
(égalité des variables de potentiel et loi des n÷uds pour les variables de ux). Cette étape est
appelée attening [14℄.
2.2.2.1 Causalisation des équations
Initialement, un DAE onsiste en un ensemble aausal d'équations reliant les variables
entre elles. Par aausal, on entend qu'il n'y a pas d'orientation dans le alul des variables
d'une équation au sens des entrées/sorties (et non pas que les phénomènes modélisés déent
la ausalité). On présente ii l'algorithme de Tarjan [19℄ qui permet d'assigner une valeur aux
variables de façon séquentielle, établissant ainsi une ausalité de alul. Les variables d'états
x(t) sont supposées onnues ar fournies par la sortie de l'algorithme d'intégration. Il en va
de même pour les entrées u qui sont données de façon externe. En revanhe, les variables
diérentielles x˙, tout omme les variables algébriques z sont les inonnues du problème de
ausalisation. On s'intéresse aux systèmes d'équations omplets (arrés), 'est-à-dire possé-
dant le même nombre d'équations et d'inonnues.
La struture de tels systèmes d'équations peut être transrite de façon matriielle par la ma-
trie d'inidene ou par un graphe nommé digraphe. Ces deux outils équivalents dénissent
quelles variables interviennent dans une équation et dans quelles équations intervient une
variable.
Dénition (Digraphe) Le digraphe struturel est un graphe orienté dans lequel les ars relient
les équations aux variables qu'elles font intervenir.
Dénition (Matrie d'inidene) Dans une matrie d'inidene M ∈ MN , haque ligne
représente une équation, haque olonne une variable. mij = 1 si la variable j apparaît dans
l'équation i, 0 sinon.
An d'illustrer les méthodes présentées, des exemples vont être présentés dont ertains
inspirés par [20℄ et [18℄.
L'algorithme de Tarjan a pour but d'établir l'ordre dans lequel les variables sont alulées.
Les équations permettant de déterminer es variables sont numérotées par n ∈ 1..N . Une
interprétation visuelle est souvent donnée pour et algorithme, et proède en olorant les ars
du digraphe omme détaillé dans l'Algorithme 1.
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Algorithme 1 Algorithme de Tarjan
Entrées: Digraphe struturel de N équations et N inonnues. Tous les ars sont noirs.
n = 1
Répéter
Tant que Il existe au moins une équation dont est issu un seul ar noir Faire
Choisir une de es équations. La variable assoiée est x˜n.
Colorer en rouge et ar et numéroter l'équation n.
Colorer en bleu les ars noirs issus de x˜n.
n← n+ 1
Fin Tant que
Tant que Il existe au moins une variable dont est issu un seul ar noir Faire
Choisir une de es variables. L'équation assoiée est e˜N−n.
Colorer en rouge et ar et numéroter l'équation N − n.
Colorer en bleu les ars noirs issus de e˜N−n.
Fin Tant que
Jusqu'à Plus auun ar ne peut être oloré selon les règles préédentes
Retourner Système d'équations triées e˜n, n ∈ 1..N
Figure 2.7  Modèle hydraulique 1 : shéma, matrie d'inidene et digraphe
On illustre le fontionnement de et algorithme sur le réseau hydraulique très simple
présenté en Figure 2.7. On donne aussi la matrie d'inidene et le digraphe du système
d'équations de e système. Le réseau est modélisé de façon apaitive : les pertes de harges
sont équivalentes à des résistanes R et les volumes à des apaités C. Le réseau est onstitué
d'une pompe donnant un débit q0, et de deux volumes reliés par une perte de harge. Le
dernier volume est à pression onstante. On utilise la notation p pour les pressions et q pour
les débits. L'appliation de et algorithme au problème préédent est représenté dans la Figure
2.8. La première boule Tant que de l'algorithme de Tarjan est ii susante pour rendre les
équations ausales.
On onstate dans la Figure 2.9 que la matrie d'inidene du système trié par l'algorithme
de Tarjan est triangulaire inférieure.
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Figure 2.8  Causalisation des équations du modèle hydraulique 1
Figure 2.9  Matrie d'inidene du modèle hydraulique 1 avant et après ausalisation
Un système pourra être omplètement ausalisé si sa matrie d'inidene est triangulaire
inférieure après réorganisation des lignes et des olonnes par l'algorithme de Tarjan. Il peut
arriver que l'algorithme de Tarjan aboutisse à un forme Blo Triangulaire Inférieure (BLT) de
la matrie d'inidene (sur le digraphe, les équations restantes font intervenir au moins deux
variables et haune des variables restantes apparaît dans au moins deux équations). Une telle
situation est le signe de la présene de boules algébriques dans le système. Le traitement des
es boules algébriques est dérit dans le paragraphe suivant.
2.2.2.2 Traitement des boules algébriques
On onsidère maintenant le réseau hydraulique représenté en Figure 2.10. Dans e modèle,
la pression p2 est onsidérée omme une variable algébrique et non omme une variable dié-
rentielle, e qui est possible si on néglige ette dynamique rapide. L'algorithme de Tarjan est
à nouveau appliqué à e système omme montré en Figure 2.11. On onstate que l'algorithme
ne parvient pas à assigner de ausalité à quatre des équations pour aluler p2, p1,q2 et q3.
La matrie d'inidene est ii blo-triangulaire inférieure (BLT), la zone enadrée en rouge
orrespond à la boule algébrique. Une boule algébrique impliquant na variables peut se
mettre sous forme d'une équation impliite de la forme H(X) = 0 ave H : Rna → Rna . Pour
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Figure 2.10  Modèle hydraulique 2 : shéma, matrie d'inidene et digraphe
l'exemple présenté, on peut ainsi érire
0 = H(p2, q3, q1, q2) =


q3 − q1 − q2
p2 − p1 +R1q1
p2 − p1 +R2q2
p0 − p2 +R3q3


Ii les équations impliquées sont linéaires, et il est possible de résoudre le système de façon
matriielle. Dans le as non linéaire, la résolution de la boule algébrique onsiste à reher-
her simultanément la valeur des inonnues X solution de H(X) = 0. Cette tâhe peut être
eetuée par l'algorithme de Newton que l'on présente en Annexe B.
Remarque L'algorithme de Newton est un algorithme de reherhe loale qui néessite la
plupart du temps d'être initialisée ave des valeurs des variables prohes de la solution. Trouver
un veteur ohérent pour initialiser un algorithme de reherhe loale peut être problématique
pour les systèmes thermohydrauliques. Une des raisons est l'appel à des tables de propriétés
dénies par des équations dénies par zone. Ainsi, la mauvaise équation peut être utilisée si
une variable inonnue est mal initialisée. Par ailleurs, des ordres de grandeurs très diérents
pour les variables et leurs dérivées peuvent oexister dans les systèmes physiques. La norma-
lisation de es grandeurs est indispensable pour obtenir un bon onditionnement numérique
du jaobien qui intervient dans l'algorithme de Newton.
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Figure 2.11  Modèle hydraulique 2 : bloage de l'algorithme de Tarjan
Algorithme de séparation (Tearing)
Il est possible de réduire la taille d'une boule algébrique de façon symbolique. Dans
l'exemple préédent, si l'on supposait par exemple que la variable q2 était onnue (ar vert)
par l'équation (eq.4) (ar violet), alors la ausalité pourrait être établie pour le restant des
variables selon l'algorithme de Tarjan omme montré dans la Figure 2.12.
Figure 2.12  Modèle hydraulique 2 : hypothèse q2 onnue, (eq.4) utilisée omme équation
des résidus, débloage de l'algorithme de Tarjan
A la n de et algorithme (4me shéma), on onstate que l'équation (eq.2) permet à son tour
de déterminer q2, la variable au niveau de laquelle on avait "ouvert" la boule. Le système sera
alors résolu si ette équation, que l'on peut réérire sous la forme 0 = q3− q1− q2 est vériée.
Or omme e n'est pas néessairement le as (q2 peut être initialisé de façon arbitraire), on
introduit une nouvelle variable r := q3−q1−q2 nommée résidu. Le système ausalisé devient :
q0 := f(t) (eq. 5)
p2 := p1 −R2q2 (eq. 4)
q1 :=
p1 − p2
R1
(eq. 3)
q3 :=
p2 − p0
R3
(eq. 6)
r := q3 − q1 − q2 (eq. 2)
P˙1 :=
q0 − q1 − q2
C1
(eq. 1)
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Le système sera alors résolu lorsque l'on aura trouvé q2 tel que :
0 = r(q2) = r(q3(q2, q1(p2(q2), q2), p2(q2)), q1(q2, p2(q2)), q2)
Ce qui peut se faire omme préédemment grâe à la méthode de Newton. Cependant, omme
on peut le onstater, l'itération ne se fait plus sur la fontion H : R4 → R4 mais sur la fontion
r : R→ R. On est ainsi passé d'un problème de 4 à 1 variable. On formalise maintenant ette
démarhe onnue sous le nom d'algorithme de séparation, ou tearing.
Dénition (Variables de séparation). Soit Xa = {xt1, . . . , xtnt , xs1, . . . , xsns} un ensemble de
na = nt + ns variables impliquées dans une boule algébrique de la forme H(X
a) = 0 ave
H : Rna → Rna . Les variables xti du sous ensemble Xt = {xt1, . . . , xtnt} de Xa sont appelées
variables de séparation (Tearing variables) si il existe une fontion h : Rnt → Rns vériant
Xs = h(Xt) [21℄.
La résolution des variables d'une boule algébrique peut alors s'eetuer ainsi de façon sé-
quentielle :
xr1 := h1(X
t)
xr2 := h2(X
t, xr1)
xr3 := h3(X
t, xr1, x
r
2)
.
.
.
xrr := hr(X
t, xr1, . . . , xr−1)
Remarque La fontion h(Xt) itée i-dessus peut se retrouver en employant des substitu-
tions suessives
Xa = h(Xt) =


Xt
h1(X
t)
h2(X
t, h1(X
t))
.
.
.
hr(X
t, h1(X
t), . . . , hr−1(X
t . . . , hr−1(X
t, . . . , hr−2(. . . ))))


Les variables de séparation permettent ainsi d'ouvrir la boule de ausalité. On introduit
maintenant la fontion des résidus qui permet de la lore.
Dénition (Fontion des résidus) La fontion des résidus assoiée à la résolution de l'équa-
tion H(Xa) = 0 est une fontion r : Rnt → Rnr telle que r(Xt) = 0⇒ H(Xa) = 0.
La fontion des résidus se onstruit d'après le digraphe :
 On identie les équations permettant de dénir les variables de séparation, qui sont de
la forme xti = fj(X
a)
 On exprime es équations en fontion de Xt à l'aide de la relation Xa = h(Xt) :
xti = fj ◦ h(Xt)
 On érit le résidu i omme ri = x
t
i − fj ◦ h(Xt)
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L'intérêt de résoudre r(xt) = 0 plutt que H(x) = 0 vient de la rédution de la dimension
du problème. Cependant, le hoix des variables de séparation et des équations des résidus
n'est pas unique. Par exemple dans l'exemple préédent, les jeux de variables de séparation
q2,p2,{q2, p2},q1,et permettent tous d'établir la ausalité. Certaines heuristiques permettent
de hoisir un petit ensemble de variables de séparation :
 Déterminer les équations d'où partent le plus grand nombre d'ars noirs (les "plus
indéterminées")
 Pour haune des variables impliquées (au bout de l'ar), déterminer elles qui sont
impliquées dans le plus d'équations (d'où part le plus grand nombre d'ars). Noter
ombien d'équations peuvent être rendues ausales si haune de es variables est sup-
posée onnue.
 Utiliser omme variable de séparation les variables qui permettent de rendre le plus
d'équations ausales.
2.2.2.3 La notion d'index pour les DAE
On parle de singularité lorsque la valeur d'une variable ne peut pas être alulée d'après le
jeu d'équations fourni. Dans le adre des systèmes modélisés par (DAEse) par exemple, on a
vu qu'une ondition néessaire pour résoudre z était que le gradient ∇gz soit inversible (don
de rang plein). Il peut arriver que ∇gz ne soit pas inversible pour une valeur partiulière de
x, mais aussi qu'il ne le soit jamais : on parle alors de singularité struturelle.
Dénition (Index d'un DAE) [18℄ Un DAE sans boule algébrique est dit d'index 0, un DAE
ontenant des boules algébriques mais auune singularité struturelle est d'index 1. Pour les
autres, on parlera de DAE d'index élevé. Les DAE sous forme (ODE) sont ainsi d'index 0 et
les DAE sous forme (DAEse) ave g inversible sont d'index 1.
Les singularités struturelles sont dues à l'existene de ouplage entre ertaines variables
diérentielles [20℄. Ces ouplages peuvent être dus au hoix des variables d'état ou à la présene
de dynamiques négligées. La onséquene est que les variables x˙i ne sont en fait pas toutes des
inonnues et ne peuvent plus être intégrées séparément : le système est sur-ontraint. Dans e
as, l'algorithme de Tarjan aboutira sur des équations de ontraintes, 'est-à-dire des équations
qui ouplent ertaines variables sans pour autant permettre de leur attribuer une valeur. Par
exemple si l'équation x1 = x2 est présente dans un système, il n'est évidemment pas possible
d'intégrer séparément x1 =
∫
x˙1dt et x2 =
∫
x˙2dt pour n'importe quelle ondition initiale.
Une première tehnique pour identier de nouvelles relations entre les variables onsiste alors
à diérentier les équations de ontraintes : ainsi, si à tout instant l'équation x1(t) = x2(t)
est vériée, l'équation x˙1(t) = x˙2(t) l'est aussi : on onstate que seule une des variables (par
exemple x1) est réellement une variable d'état, l'autre (x2) est en fait une variable algébrique
z qui doit être ajoutée aux inonnues. Puis an d'éviter toute onfusion, omme x˙2 n'est
plus envoyée à un intégrateur, on la renomme derx2 (on parle de dummy derivative). Ce
prinipe est à la base des proédures symboliques de rédution d'index dont la plus onnue
est l'algorithme (2) de Pantelides, qui est implémenté dans le logiiel Dymola. Des expliations
plus poussées sont données dans [18℄ et [22℄.
Dans ette thèse, on fera par la suite l'hypothèse que les systèmes sont sous formes de DAE
d'index au plus 1. L'algorithme de Pantelides pourra être utilisé pour s'y ramener lorsque e
sera néessaire.
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Algorithme 2 Algorithme de Pantelides
Entrées: Système d'équation traité par l'algorithme de Tarjan et de Séparation si néessaire
Tant que Une équation de ontrainte apparaît (équation ave des ars bleus uniquement)
Faire
Diérentier l'équation de ontraintes
Ajouter ette équation au système
Transformer une des nouvelles variables x˙i en variable algébrique derxi, et ajouter xi
omme nouvelle inonnue (équilibre du nombre d'équations et d'inonnues)
Si la diérentiation a fait apparaître de nouvelles variables x˙j , diérentier toutes les
équations où apparaissent xj
Fin Tant que
En pratique, même si l'on a rendu le système régulier à l'aide de l'algorithme de Pantelides,
il se peut que des singularités apparaissent pour ertaines valeurs. Certains algorithmes [23℄
peuvent alors hanger de jeu de variables d'état en ours de simulation (Pivoting dummy
derivatives).
2.2.2.4 Diérentiation automatique
La diérentiation automatique (Automati Dierentiation), abrégée AD, est une tehnique
algorithmique permettant de aluler des informations sur les gradients des variables en même
temps que les valeurs de elles-i. Cette méthode s'appuie sur une appliation systématique de
la règle de dérivation en haîne pour les fontions omposées. La ausalisation des équations
dans Modelia, qui assigne une valeur aux variables v pour un jeu de variables indépendantes
u peut être érite omme les ne étapes de alul suivantes :
v1 := f1(u)
v2 := f2(v1, u)
.
.
.
vn−1 := fn−1(v1, v2, . . . , vne−1)
y := F (v1, v2, . . . , vne−1)
(les fontion fi et F utilisées ii n'ont rien à voir ave elles utilisées pour les équations de la
dynamique). La ausalisation dénit en fait les fi omme les fontions omposées suivantes :
vk(u) = fk(f1(u), f2(f1(u), u), . . . , . . . , fk−1(fk−2(. . . ), . . . , u)), ∀k ∈ 1..ne
L'appliation de la règle de dérivation en haîne donnerait ii
dvk
du
=
∂f1
∂u
+
∂f2
∂f1
∂f1
∂u
+ . . .
Le alul simultané de y = F (v), ave F : Rnv → Rne et de son jaobien J = dFdv en un point
v¯ peut ainsi s'eetuer selon l'Algorithme 3 [24℄ :
Des variantes de et algorithme existent pour ne aluler les dérivées que dans ertaines
diretions, par exemple
∂F
∂v3
, ou pour ertaines équations, par exemple
∂f1
∂v . Dans le premier
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Algorithme 3 Calul de y = F (v¯) et J = dFdv
∣∣
v¯
v0 ← v¯
dv0
dx ← Id
Pour k = 1 à n Faire
vk ←
({vi}i∈1..k−1)
ddvkdx ←
∑
i∈1..k−1
∂fk
∂vi
dvi
dx
Fin Pour
y ← vn
J ← dvndx
Retourner y, J
Système DAE
Intégrateur
Itération de Newton
x˙ x
Xt Xa
Figure 2.13  Éléments néessaires à la simulation d'un DAE
as, on parle de mode avant (forward mode of AD), dans le seond de mode arrière (reverse
mode of AD). Ces deux variantes permettent de limiter la mémoire allouée au programme s'il
n'est pas néessaire de aluler intégralement le jaobien.
Dans le adre de ette thèse, la diérentiation automatique, disponible dans les logiiels
Dymola et JModelia, sera utilisée pour obtenir les matries de linéarisation du système le
long de ertaines trajetoires, et servira d'élément majeur pour l'algorithme de ommande
préditive présenté au Chapitre 4.
2.2.3 Simulation des systèmes DAE
2.2.3.1 Algorithmes d'intégration pour les ODE
Les algorithmes de traitement symbolique dérits préédemment permettent d'aboutir à
un ode de alul apable de déterminer en haque instant t les valeurs des variables x˙(t)
et z(t) en fontion de x(t) et u(t). Ce ode de alul inlut éventuellement des instrutions
pour résoudre les boules algébriques si elles-i sont présentes dans le modèle. Cependant,
an de simuler le système, il onvient de prendre en ompte le fait que x˙(t) = dx(t)dt . Cette
tâhe est remplie par un algorithme d'intégration numérique, omme illustré en Figure 2.13.
On présente ii les méthodes de Runge Kutta, dont l'exemple le plus simple est le shéma
d'Euler avant.
Un algorithme d'intégration numérique a pour but de aluler la trajetoire des variables
diérentielles x aux instants tk d'une grille temporelle. On onsidère pour l'instant un pas de
temps T xe sur toute la grille, 'est-à-dire tk+1− tk = T . La ième oordonnée de x à l'instant
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Figure 2.14  Illustration de l'algorithme d'intégration numérique RK4
tk est notée x
i
k. On ommene par rappeler que la valeur de x
i
k+1 peut être déterminée d'après
l'approximation de Taylor autour du point xik par :
xik+1 = x
i
k + T x˙
i(tk) +
T 2
2
x¨i(tk) + . . .
Les algorithmes d'intégration à un pas utilisent plus ou moins diretement e résultat pour
déterminer réursivement xk+1 d'après xk. La méthode d'intégration la plus simple est ainsi
la méthode d'Euler avant (FE), qui tronque ette série au premier ordre :
xik+1 = x
i
k + T
dxi
dt
∣∣∣∣
tk
= xik + Tf(xk, u(tk), z(tk), tk)
(2.12)
Pour abréger la notation, on pose maintenant f¯(xk, tk) = f(xk, u(tk), z(tk), tk) . Dans les
algorithmes de Runge Kutta d'ordre plus élevé, plutt que d'évaluer toutes les dérivées
dxi
dt ,
d2xi
dt2 , . . . au point (xk, tk), l'idée est de aluler
dxi
dt en plusieurs points de l'intervalle [tk, tk+1].
La méthode de Runge Kutta la plus onnue est elle d'ordre 4 (RK4), qui utilise 3 points
intermédiaires de oordonnées (xP1 , tk+1/2), (xP2 , tk+1/2) et (xP3 , tk+1), omme illustrée dans
la Figure 2.14.
k1 = f¯(x
i
k, tk) Étage 0
k2 = f¯(x
i
k + T/2k1, tk + T/2) Étage 1
k3 = f¯(x
i
k + T/2k2, tk + T/2) Étage 2
k4 = f¯(x
i
k + Tk3, tk + T ) Étage 3
xik+1 = x
i
k +
T
6
(k1 + 2k2 + 2k3 + k4) Étage 4
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Les oeients utilisés ainsi que les endroits d'évaluation des dérivées ont été hoisis pour
garantir que l'approximation est exate jusqu'à l'ordre 4, 'est-à-dire qu'il n'y a pas d'erreur
sur le développement de Taylor pour les termes jusqu'à T 4 [18℄. Les méthodes FE et RK4 sont
dites expliites ar il est possible de aluler séquentiellement les diérents termes néessaires
au alul de xik. A l'inverse, ertaines méthodes sont dites impliites, l'exemple le plus simple
étant la méthode d'Euler arrière (BE) :
xik+1 = x
i
k + T f¯(xk+1, tk + T ) (2.13)
La solution de ette équation néessite ii la résolution d'une boule algébrique pour la variable
xk+1, 'est pour ela que la méthode est qualiée d'impliite. De la même façon, il existe des
méthodes de RK impliites. Les méthodes impliites sont en général plus stables mais plus
gourmandes en aluls (en raison de la présene d'une boule algébrique) [18℄.
On introduit enn dans les grandes lignes une dernière méthode d'intégration numérique qui
sera utilisée et présentée plus en détails dans le hapitre suivant : la méthode de olloation.
Le prinipe de la méthode de olloation est de dérire la trajetoire d'état xi(t) omme
un polynme x˜i(t) de degré nc, qui respete l'équation de la dynamique en un nombre nc
de points distints de l'intervalle [tk, tk+1]. Ces points sont donnés par leur fration τc de
l'intervalle (on a ainsi 0 ≤ τc ≤ 1, ∀c ∈ 1..nc)
x˜i(tk) = x
i
k
˙˜xi(tk + τcT ) = f¯(x˜
i(tk + τcT ), tk + τcT ), c ∈ 1..nc
(2.14)
Il est possible de montrer que la méthode de olloation est en fait équivalente à une méthode
de RK impliite [25℄.
2.2.3.2 Algorithmes d'intégration pour les DAE
Les algorithmes préédents supposaient que le système puisse être mis sous forme de
modèle d'état (ODE) ou de DAE semi-expliite (DAEse) an de pouvoir déoupler le alul
des variables diérentielles et algébriques. Cette approhe a été présentée en partie 2.2.2.
Cependant, il existe des algorithmes d'intégration pouvant traiter diretement les systèmes
sous forme de DAE impliite (DAEi), sans avoir à onvertir le système. Le plus onnu d'entre
eux est DASSL [17℄ qui est l'algorithme par défaut de Dymola. En posant X = [x, z], un
système impliite peut s'exprimer sous la forme générale suivante :
F (X˙,X, t) = 0
X(0) = X0
X˙(0) = dX0
(2.15)
L'idée majeure de DASSL est de remplaer X˙ par son approximation par une méthode d'in-
tégration. Dans le as de la méthode d'Euler arrière (BE) ela donne :
0 = F
(
X˙k+1,Xk+1, tk+1
)
≈ F
(
xk+1 − xk
T
,Xk+1, tk+1
)
Il s'agit d'une équation impliite qui peut être résolue par la méthode de Newton en une seule
étape (alors que sinon la résolution de deux boules algébriques est néessaire : une pour
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trouver le 0 de la fontion F , la seonde pour résoudre le pas de la méthode BE qui est une
méthode impliite). Une itération m de ette boule se formule omme :
Xm+1k+1 = X
m
k+1 −∇F−1F
(
Xk+1 −Xk
T
,Xk+1, tk+1
)
= Xmk+1 −
(
∂F
∂X˙
+
1
T
∂F
∂X
)−1
F
(
Xmk+1 −Xk
T
,Xmk+1, tk+1
)
2.2.3.3 Algorithmes d'intégration à pas variable, à ordre variable et ontrle de
l'erreur
Jusqu'alors, on a onsidéré un pas d'intégration T xe. En réalité, la plupart des algo-
rithmes utilisés (dont DASSL) sont des algorithmes à pas variable Tk. L'utilisation d'un pas
variable se justie ar il peut exister ertains intervalles de temps où le système évolue rapide-
ment (raideurs dans le système autour du point ourant, variations importantes des entrées),
et ertains intervalles où le système est prohe d'un état d'équilibre. Dans le premier as, un
pas n peut être néessaire pour onserver une préision susante alors que dans le seond
l'utilisation de pas long permettrait de limiter le nombre de pas et don d'améliorer la préi-
sion. Cette stratégie néessite néanmoins une mesure de l'erreur an de déterminer quel pas
de temps Tk hoisir sur un élément k. En d'autres termes, l'adaptation du pas permet de
ontrler l'erreur d'intégration. Dans ertaines méthodes, dites à ordre variable, le ontrle
de l'erreur se fait en alternant entre des méthodes d'intégration d'ordre faible (rapides mais
moins préises) et des méthodes d'ordre élevé (souvent des méthodes impliites néessitant la
résolution de boules algébriques). Le ontrle de l'erreur d'intégration est une problématique
qui interviendra plus tard dans le hapitre 3 et dans un soui de onision nous ne détaillerons
pas ii les méthodes mises en ÷uvre.
2.2.4 Modélisation ausale et aausale
Ce paragraphe a pour voation d'élairir les avantages et inonvénients de l'utilisation
de Modelia pour la ommande, vis à vis de la modélisation sous forme de shémas-blos
traditionnellement utilisée dans le domaine de l'automatique. Dans une modélisation par
shémas-blos la ausalité de alul est déterminée au moment de la oneption par le mo-
délisateur : les diérents blos ommuniquent entre eux par des signaux orientés a priori.
Ce formalisme est notamment elui retenu dans les logiiels MATLAB Simulink ou Sios.
Cette dénition proédurale permet de maîtriser l'ordre de alul des variables et de loaliser
aisément une soure d'erreur dans le modèle, mais elle présente ertains inonvénients :
 Le modélisateur doit être apable de dénir la ausalité de alul à l'éhelle du système.
Bien que des méthodes d'analyse struturelle telles que les graphes de liaison (bond
graphs) puissent l'aider dans ette tâhe [26℄, toute modiation struturelle du système
(insertion ou retrait d'un omposant) peut invalider la ausalité établie auparavant,
surtout en présene de boules algébriques. L'adaptabilité des modèles est alors limitée.
 En présene de boules algébriques, il inombe au modélisateur de dénir quelles seront
les variables de séparation ainsi que la proédure numérique permettant de résoudre la
boule algébrique. Cette tâhe peut devenir très omplexe lorsque les boules algébriques
sont de grande taille.
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Figure 2.15  Modèle ThermoSysPro d'un ompresseur
 Un modèle en shéma-blo ne peut être utilisé que dans l'optique pour laquelle il a été
réé et ne permet pas d'eetuer des aluls néessitant une inversion de la ausalité
(omme l'identiation d'un paramètre).
A l'inverse, les traitements symboliques réalisés au moment de la ompilation d'un modèle
Modelia permettent d'établir automatiquement une ausalité de alul dans le modèle. La
desription équationnelle permet une dénition plus modulaire des omposants, qui peuvent
alors être utilisés dans plusieurs ontextes. Il devient alors possible de réutiliser un même mo-
dèle pour plusieurs besoins diérents, en xant ertaines variables et en en relaxant d'autres.
Par ailleurs, la résolution des boules algébriques est automatisée ave des heuristiques per-
mettant d'en aroître l'eaité (algorithme de séparation). La ontrepartie de ette plus
grande abstration dans la modélisation est que l'utilisateur n'a plus autant de ontrle sur
la façon dont sont alulées les variables, e qui peut ompliquer la reherhe d'une soure
d'erreur. Le modélisateur doit par ailleurs dénir orretement les onditions limites pour que
le modèle possède un nombre égal d'équations et d'inonnues. Les messages d'erreurs ahés
par les ompilateurs quand e n'est pas le as sont souvent peu informatifs même si des pro-
grès ont été faits dans e sens. Enn, la résolution automatisée des boules algébriques peut
avoir un eet ollatéral : le modélisateur peut avoir tendane à n'y prendre plus garde et dé-
rire les équations du modèle d'une façon qui génèrera des boules algébriques impliquant un
grand nombre de variables. Cela s'avère problématique ar l'algorithme de résolution utilisé
(méthode de Newton) peut avoir un domaine de onvergene restreint et il est alors néessaire
de fournir une bonne initialisation simultanée pour toutes es variables, hose qui n'est pas
évidente. En onlusion, Modelia est un langage de modélisation orant au modélisateur des
algorithmes de traitement symbolique performants pour la simulation de systèmes omplexes,
en lui tant la diulté de déterminer la ausalité de alul dans le modèle. Cependant, la
ompréhension de es algorithmes reste utile pour interpréter et orriger les messages d'erreur
fournis par le ompilateur.
2.3 Cas d'étude
2.3.1 Compresseur
On présente en Figure 2.15 un iruit de vapeur réalisé à l'aide de la librairie ThermoSys-
Pro. Cette partie a pour but de montrer sur un exemple simple ertains des points développés
dans e hapitre : la modélisation et simulation d'un système thermohydraulique ave Mode-
lia d'une part, l'appliation des algorithmes de traitement symbolique d'autre part.
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Il ontient une soure de vapeur à pression et enthalpie onstante, et qui permet de
ontrler le débit massique. La soure est reliée à un ompresseur par une onduite, lui
même relié à un puits. Les propriétés de la vapeur sont alulées d'après le standard IF97.
Le ompresseur est un élément biport (tout omme les onduites). Il possède un onneteur
d'entrée Ce et un onneteur de sortie Cs ontenant les variables pressions P , enthalpie
spéique h et débit q. Les paramètres du ompresseur sont son fateur de ompressions
π = cs.P/Ce.P et son eaité isentropique ηis :
ηis = αm
his −Ce.h
Cs.h− Ce.h (2.16)
Où αm est la moyenne de la fration de vapeur αe en entrée et αs en sortie. Dans ette formule,
l'enthalpie his orrespond au as idéal d'une transformation isentropique, où l'entropie se à
l'entrée du ompresseur est identique à l'entropie en sortie.
Suivant ette dénition, il est possible de aluler his en utilisant les fontions du standard
IF97 : tout d'abord la fontion sPh(P, h) donnant l'entropie en fontion de la pression et de
l'enthalpie est utilisée en entrée du ompresseur, puis la fontion hPs(P, s) qui est une de ses
fontions inverses est utilisée en sortie du ompresseur :
se = sPh(Ce.P, Ce.h)
his = hPs(Cs.P, se)
(2.17)
En réalité, dans ThermoSysPro, toutes les propriétés du uide (cp, ρ, T , α...) sont stokées
dans des tables de propriétés prop, remplies en un seul appel à une fontion de la forme
prop := llPropPh(P, h). Ainsi, les propriétés à l'entrée du ompresseur sont dans une table
prope et on aède à se par se := prope.s.
On néglige par ailleurs l'aumulation de masse dans le ompresseur (omme 'est fréquem-
ment le as pour les éléments biports). Pour ette raison, Ce.q = −Cs.q = q. Ave ηm le
rendement méanique du ompresseur, la puissane méanique soutirée peut alors être déter-
minée par :
W = ηmq ∗ (Cs.h− C1.h)
Ce système est simulé ave une rampe sur le débit en entrée. L'algorithme DASSL est utilisé
ave une tolérane sur l'erreur relative de 10−4. Les résultats sont montrés en Figure 2.16.
On onstate une baisse de la température et pression en sortie lorsque le débit augmente,
ainsi qu'une augmentation de la puissane soutirée. Pour e système, DASSL a utilisé des pas
Tk ∈ [0.01s, 4, 89s] et une méthode d'ordre au plus 2. Ces informations font partie d'un hier
généré par Dymola nommé dslog.txt.
Par ailleurs, lors de la ompilation d'un modèle, il est possible de générer ave Dymola
un hier nommé dsmodel.mof détaillant la ausalisation du modèle par les étapes dérites
en 2.2.2. Ce hier présente notamment les boules algébriques isolées par l'algorithme de
Tearing. A titre d'exemple, une boule algébrique est présente dans le ompresseur ar on
a onsidéré pour le titre de vapeur moyen αm : elui-i dépend des propriétés du uide en
entrée et en sortie, or d'après (2.16) et (2.17) Cs.h dépend de his qui à son tour dépend de
αm. L'algorithme de Tearing donne ainsi :
 Variables de séparation Xt
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Figure 2.16  Simulation du ompresseur ThermoSysPro
 Cs.h
 αm
 Variables séparées :
 αs := −αe + 2αm
 props := llPropPh(Cs.P, Cs.h)
 Equation des résidus r = (r1, r2) = (0, 0) :
 r1 := Ce.h− αmηis(Cs.h− Ce.h)
 r2 := αs − props.α
La résolution de l'équation des résidus r(Cs.h, αm, propss, αs) = 0 se fait en utilisant l'al-
gorithme de Newton, qui néessite le alul du jaobien ∇Xtr de ette fontion. Dymola est
apable de générer elui-i de façon analytique en appliquant la proédure de diérentiation
automatique dérite en 2.2.2.4. Tout d'abord les expressions des variables séparées sont ré-
introduites dans l'équation des résidus pour aboutir à une équation des résidus de la forme
r(Xt) = r(Cs.h, αm) = 0. On a par ailleurs besoin de la dérivée diretionnelle de la fontion
llPropPh par rapport à sa variable Cs.h. Dymola génère automatiquement ette fontion
dérivée dh(P, h) d'après la proédure dérite en [27℄.
dh(P, h) =
∂llProp
∂h
∣∣∣∣
(P,h)
En notant dih la omposante de dh orrespondant à la variable de séparation αm. On aboutit
au jaobien suivant :
∂r
∂Xt
=
(−αmηis −(Cs.h− Ce.h)ηis
−di 2
)
On a ii montré un exemple des transformations symboliques appliquées par Dymola. Le
système était d'index 1 et n'a pas néessité de rédution d'index mais omprenait deux boules
algébriques (dont elle présentée). Une remarque intéressante est que si l'on avait plutt
hoisi le titre de vapeur αe à l'entrée du ompresseur dans l'équation 2.16 (e qui est une
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simpliation aeptable dans ertains as), ette boule algébrique aurait disparu. Il existe
ainsi des ompromis entre la justesse de la modélisation adoptée et une plus grande eaité
lors de la simulation (rédution du nombre de boules algébriques ou de variables impliquées
dans elles-i).
Une autre remarque à e sujet onerne le hoix des variables thermodynamiques séletionnées.
A titre d'exemple, on a vu préédemment qu'en l'absene de hangement de phase, un uide
pouvait être identiquement dérit par les ouples (P, h) ou (P, T ) ar es variables sont liées
par des relations de la forme T = f1(P, h) ou h = f2(P, T ). Il est possible que l'utilisateur
érive son modèle en appelant la fontion f1 mais que T néessite d'être alulé avant h
lors de la ausalisation. Cette situation amène à résoudre une boule algébrique sur h alors
qu'il aurait été plus judiieux d'utiliser la fontion inverse f2. An d'éviter ette situation, le
langage Modelia ore une syntaxe donnant la possibilité d'indiquer au ompilateur l'existene
de fontions inverses.
2.3.2 Modèle simplié de ogénération
Desription du système
On détaille maintenant la modélisation simpliée d'une entrale de ogénération alimen-
tant un réseau de haleur. Ce modèle sera utilisé dans le hapitre suivant traitant de l'op-
timisation dynamique. Les hypothèses simpliatries utilisées permettent de disposer d'un
modèle de taille adaptée à l'optimisation (qui est une proédure beauoup plus gourmande
que la simulation), tout en onservant une modélisation physique susamment préise pour
nos besoins.
Le système est représenté en Figure 2.17. Le uide de travail qui alimente le réseau de ha-
leur est de l'eau liquide. La entrale omporte un moteur produisant életriité et haleur
(réupérée au niveau du système de refroidissement du moteur et des fumées), une haudière
ne produisant que de la haleur, un stokage thermique. Une branhe de régulation qret est
présente en entrée du réseau de haleur an de pouvoir ontrler la température fournie. La
ogénération a pour fontion de fournir au réseau une puissane thermique Wnet égale à la
demande Wdemand, à une température Tnet prohe de sa référene Tnet,ref = 87 °C. Le stok
thermique peut ontenir de l'eau entre 70 °C et 90 °C. L'état de harge (SOC) du stok est
un nombre ompris entre 0 et 1 (0 si toute l'eau est à 70 °C, 1 si toute l'eau est à 90 °C).
On note q les débits, T les températures, W les puissanes et load les harges. Les indies
suivants sont utilisés : f pour le ombustible, h pour la haleur, e pour le moteur, b pour la
haudière, sto pour le stok, net pour le réseau, c pour le retour. Pour le moteur et la haudière,
i désigne l'entrée et o la sortie. L'eau en sortie de es deux omposants est olletée dans un
mélangeur noté mix. Les entrées ontrlées du système sont les suivantes :
 La harge du moteur loade = Wfe/Wfe,max ∈ [0; 1]
 La harge de la haudière loadb = Wfb/Wfb,max ∈ [0; 1]
 Le débit au réseau qnet > 0
 Le débit au moteur en marhe qe ∈ [0 kg/s, 20 kg/s]
 Le débit à la haudière en marhe qb ∈ [0 kg/s, 15 kg/s]
 Le débit dans la branhe de régulation qret > 0
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Figure 2.17  Modèle simplié de ogénération ave stokage
Hypothèses de modélisation
La plage de température utilisée dans l'installation est relativement restreinte ([70 °C,
90 °C]), et auun hangement de phase n'a lieu. Par ailleurs, omme on ne s'intéresse pas dans
notre as d'étude aux pertes de harge, on onsidèrera pour l'eau des propriétés onstantes,
en partiulier la apaité alorique Cp et la masse volumique ρ seront désormais onsidérées
omme des paramètres. Ces hypothèses permettent d'érire les équations de onservation de
la masse et de l'énergie en fontion de la température uniquement.
Modélisation du réseau
On onsidère ii que la température de retour du réseau Tc est xe. Par ailleurs, omme on
ne s'intéresse pas ii à la dynamique du réseau, on onsidère une loi de onservation statique
de l'énergie dans e dernier :
Wnet = qnetcp(Tnet − Tci) (2.18)
Modélisation du moteur et de la haudière
On fait le hoix ii de ne pas modéliser les réations de ombustion mais de dérire le
moteur et la haudière par des ourbes de rendement (non-linéaires) η, fontion de la puissane
ombustible en entrée. La notation • est utilisée pour désigner selon le as le moteur ou la
haudière : • = {e; b} :
Wh,• = η•(Wf,•)Wf,• (2.19)
Le uide en entrée du moteur et de la haudière est à température Tci. L'élévation de tempé-
rature est donnée par :
Wh,• = q•Cp(T•,o − Tci)
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N÷uds de mélange
Un n÷ud de mélange statique est utilisé pour la boule de régulation. La onservation de
la masse et de l'énergie s'érivent :
qnet = qnet,mix + qret
qnetTnet = qnet,mixTmix + qretTc
(2.20)
Deux n÷uds de mélange dynamique sont plaés en entrée et sortie du groupe moteur +
haudière (respetivement de température Tci et Tmix). Une version statique de la onservation
de la masse est utilisée omme préédemment (pas d'aumulation de masse) :
qnet,mix = qb + qe − qsto (2.21)
La onservation de l'énergie est en revanhe modiée. Dans le n÷ud de sortie, elle-i s'érit :
Mmix
dTmix
dt
= qeTeo + qbTbo− (posMaxqǫ,w(qsto) + qnet,mix)Tmix + posMaxqǫ,w(−qsto)Tsto,1
On onstate ii l'utilisation de la fontion posMax introduite en 2.1.2.6 pour traiter les in-
versions de débit dans la branhe du stokage. Cette fontion n'était pas néessaire dans
l'équation de onservation de l'énergie préédente ar les sens des débits étaient imposés
(qnet ≥ qnet,mix > qret ≥ 0).
Modélisation du stokage
La fontion posMax est également utilisée dans la modélisation du stokage de haleur.
Il s'agit d'un stokage stratié ontenant une masse d'eau Msto. La stratiation onsiste à
laisser un gradient de température s'établir entre le haut et le bas de la uve. An de maintenir
ette stratiation au mieux et ne pas mélanger eau haude et froide, l'injetion et le soutirage
d'eau haude se font par le haut. Pour modéliser le stokage, on utilise une variante du shéma
à grille déalée dérit en 2.1.2.2. Le volume de stokage V est divisé en un nombre N de strates
de volume V/N , et l'on érit sur haun de es éléments les équations de onservation. Les
propriétés intensives, ii les températures, sont alulées au entre des strates (dans lesquelles
on suppose un mélange parfait). Dans notre as on note Tsto,i, i ∈ 1..N la température de la
strate i. Les variables pour le alul des ux sont quant à elles prises aux frontières des strates,
on les note Ti, i ∈ 0..N . On retient pour et exemple d'autres hypothèses simpliatries :
on néglige les eets de onvetion et la diusion thermique entre les strates : il n'y a alors
pas d'éhange thermique à débit nul, toute l'énergie est transportée par le débit. Par ailleurs,
on suppose qu'il n'y a pas d'aumulation de masse dans les éléments, 'est-à-dire que tous
les éléments sont traversés par le même débit qsto = qi. Les variables Ti valent alors Tsto,i si
q > 0, Tsto,i+1 sinon et peuvent être éliminées des équations qui vont suivre. La onservation
de la masse dans les strates (intermédiaires et onnetées au reste du système) s'érit ainsi :
Msto
N
dTsto,i
dt
=

posMaxqǫ,w
(qsto)(Tnet,mix − Tsto,1)− posMaxqǫ,w(−qsto)(Tsto,1 − Tsto,2) , i = 1
posMaxqǫ,w
(qsto)(Tsto,i−1 − Tsto,i)− posMaxqǫ,w(−qsto)(Tsto,i − Tsto,i+1) , i ∈ 2..N − 1
posMaxqǫ,w
(qsto)(Tsto,N−1 − Tsto,N)− posMaxqǫ,w(−qsto)(Tsto,N − Tci) , i = N
(2.22)
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Simulation du système
On introduit ii la problématique de pilotage du système. Le pilotage du système onsiste
à déterminer en haque instant la valeur des ommandes u(t) de telle sorte que les ontraintes
de l'installation soient respetées. Dans le hapitre 3, ette tâhe sera réalisée en faisant
appel à l'optimisation dynamique. Une autre approhe onsiste à intégrer des régulations
prédénies au sein du modèle de simulation. Celles-i permettent de déterminer expliitement
la ommande u(t) en fontion de mesures sur l'état x(t) ou la sortie y(t). C'est une approhe
qui reste ependant spéique à haque installation. Pour l'illustrer, on donne ii un exemple
de régulation possible pour la ogénération :
 On suppose que les entrées loade et loadb sont imposées par l'exploitant
 On xe les débits dans le moteur et la haudière à leur valeur maximale lorsque le
omposant est en marhe (respetivement 20 kg/s et 15 kg/s), au débit minimal qǫ
sinon. Cette ontrainte impose les températures en sortie du moteur d'après (2.19).
 L'objetif de la régulation est d'ajuster les ommandes qnet et qret an de fournir au
réseau une puissaneWnet égale à la demandeWdemand, à une température Tnet égale à la
valeur de onsigne Tnet,ref . On suppose dans un premier temps que la régulation pour es
deux grandeurs est idéale. Dans e as, les ommandes qnet et qret à appliquer peuvent
être déterminées par inversion du modèle, en ajoutant les égalités Wnet = Wdemand et
Tnet = Tnet,ref (es deux débits peuvent en eet être alulés d'après la onservation de
l'énergie dans le réseau (2.18) et la loi de mélange des températures (2.20).
Le débit au stokage qui n'est pas un débit ommandé peut dès lors être alulé d'après la
onservation de la masse (2.21).
L'appliation de ette loi de ommande est illustrée en Figure 2.18. Malheureusement, ette
régulation assez simpliste ne sut pas la plupart du temps à respeter les ontraintes de
l'installation. A titre d'exemple, on montre en Figure 2.19 que le débit qret dans la branhe
de régulation (alulé par inversion) ne respete pas toujours la ontrainte qret > 0. Dans e
as, l'ajout d'un ontrleur garantissant le respet des ontraintes sur les ommandes est alors
préférable à un alul inverse (on aurait pu utiliser par exemple un PI ave anti-windup). En
revanhe, il est moins évident de garantir le respet des ontraintes sur les sorties et états du
modèle, puisque leur évolution ne dépend qu'impliitement des ommandes. Par ailleurs, des
ouplages non-linéaires peuvent exister entre les diérentes variables. Pour onlure, la mise
en plae d'une régulation assurant le respet simultané de toutes les ontraintes et à tout
instant néessite une onnaissane avanée de l'installation.
La solution que l'on propose, basée sur l'optimisation de modèles physiques, est une autre
approhe plus générique à e problème. Elle permet de prendre en onsidération les ontraintes
de l'installation à la fois sur les ommandes mais aussi sur les états et sorties du système,
tout en optimisant la performane de la régulation vis à vis d'un ritère.
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Figure 2.18  Simulation de la entrale de ogénération ave régulation automatique des
débits
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Figure 2.19  Simulation de la entrale de ogénération ave régulation automatique des
débits : non respet de la ontrainte sur qret

CHAPITRE 3
Optimisation dynamique pour les systèmes hybrides
Dans e hapitre, on s'intéresse à la fontion "Optimisation de trajetoire long terme"
présentée dans le Chapitre 1 que l'on peut voir en Figure 1.1. On présente une méthode d'op-
timisation dynamique sous ontrainte pour les entrales d'énergie. Cette méthode a pour but
de générer des trajetoires optimales pour les ommandes du système, sur un horizon d'une
ou plusieurs journées. Après avoir introduit ertains rappels sur l'optimisation dynamique
des modèles ontinus, on fait le onstat que les systèmes énergétiques modélisés font aussi
intervenir des aspets hybrides, qui devront être pris en ompte dans la résolution du pro-
blème d'optimisation. Ceux-i inluent notamment la présene de omposants pouvant être
inativés, ou de omposants dont les équations dièrent selon le mode de fontionnement.
On formalise alors un problème de ommande optimale hybride, puis on introduit une lasse
de méthodes andidates pour sa résolution : les méthodes diretes. En partiulier, on présente
la méthode de olloation qui sera à la base de l'algorithme développé dans ette thèse. Ce-
pendant, dans leur forme originale, les méthodes diretes ne s'appliquent qu'à des modèles
ontinus et ne permettent pas de prendre en ompte les aspets hybrides que l'on vient de
mentionner. On présente alors en parallèle ertaines des méthodes numériques ouramment
utilisées pour traiter les aspets hybrides en optimisation.
La méthode développée, qui ombine optimisation dynamique et traitement des aspets hy-
brides, est enn introduite. On valide pour onlure son appliation sur l'exemple d'une
ogénération.
3.1 Problème d'optimisation dynamique hybride
3.1.1 Problème d'optimisation dynamique
3.1.1.1 Formulation du problème de ommande optimale
On s'intéresse tout d'abord à l'optimisation dynamique de systèmes DAE non hybrides,
puis l'on étendra les résultats présentés à une lasse de DAE hybrides. On suppose désormais
que le modèle est donné sous forme de DAE semi-expliite (DAEse), ou qu'il est possible de
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s'y ramener lors de la ompilation du ode Modelia, en utilisant les algorithmes dérits pré-
édemment en partie 2.2.2. Cette hypothèse implique que les variables algébriques z peuvent
être déterminées impliitement d'après les états x. On utilisera parfois la notation zx pour
indiquer que z peut être alulé à partir de x à tout instant.
Le problème d'optimisation dynamique, ou problème de ommande optimale (OCP, Op-
timal Control Problem) onsiste à déterminer sur un horizon [t0, tf ] les ommandes u(t) à
appliquer au système an de minimiser une fontion objetif, tout en respetant un ensemble
de ontraintes.
On onsidère une fontion objetif salaire J sous la forme générale dite forme de Bolza. La
forme de Bolza est onstituée d'un terme intégral nommé terme de Lagrange et d'un oût
terminal nommé terme de Mayer. La valeur du ritère s'exprime ainsi par :
J(u, tf ) =
∫ tf
t0
L(x(t), zx(t), u(t))dt︸ ︷︷ ︸
terme de Lagrange
+ Φ(x(tf ))︸ ︷︷ ︸
terme de Mayer
(3.1)
Le problème de ommande optimale sous ontrainte se formule :
min
u(•)
J(u, tf ) (3.2a)
s..(DAEse) Equations algébro-diérentielles (3.2b)
hI(x(t), z(t), u(t)) ≤ 0 Contraintes inégalités sur les variables (3.2)
r(x(tf )) = 0 Contraintes nales (3.2d)
On notera J∗ le oût optimal sur l'horizon [t0; tf ], u
∗
et x∗ les trajetoire optimales
assoiées.
Hypothèse H1. (Faisabilité) On suppose qu'il existe au moins une ommande u permettant
de respeter les équations du modèle (DAEse) et les ontraintes (3.2).
On herhe désormais à résoudre e problème. On ommene pour ela par présenter un
résultat lassique permettant de donner des onditions néessaires d'optimalité de e pro-
blème : le prinipe du minimum. Des rappels sur les onditions d'optimalité en dimension
nie sont donnés en Annexe A.
3.1.1.2 Conditions d'optimalité en optimisation dynamique : Prinipe du mini-
mum
On s'intéresse maintenant aux onditions d'optimalité du problème (3.3), que l'on donne
pour des raisons de simpliité dans le as d'un système sous forme d'ODE (l'hypothèse que
le système est d'index 1 garantit qu'il est possible de s'y ramener).
La reherhe d'une trajetoire de ommande optimale est un problème de dimension innie,
ar elle onsiste à trouver pour tout instant t ∈ [0, tf ] la valeur des ommandes à appliquer. On
se trouve ainsi dans le adre de l'optimisation d'une fontionnelle, 'est-à-dire d'une fontion
prenant en argument des fontions (ii la ommande u(t)) et non des variables. Pour ela, une
théorie diérente de l'optimisation en dimension nie est néessaire. On dérive dans e as des
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onditions néessaires d'optimalité non plus autour d'un point mais autour d'une trajetoire
optimale (x∗(t), u∗(t)) en utilisant le alul des variations. Ces onditions ne seront ependant
que des onditions d'optimalité loale.
Par ailleurs, dans le problème de ommande optimale, la ontrainte de respet de la dynamique
doit être satisfaite à haque instant. Les "multipliateurs de Lagrange" assoiés aux équations
dynamiques deviennent ainsi variants dans le temps eux aussi. Pour ela, on préfère dès lors
les nommer états adjoints assoiés aux ontraintes dynamiques x˙i − fi(x, u) = 0,∀i ∈ 1..nx.
Le Lagrangien pour le problème de ommande optimale ave l'état adjoint λ(t) s'érit :
min
u(•),λ(•)
J¯(x, u, λ) = Φ (x(tf )) +
∫ tf
t0
L(x, u)dt+ λT (t) (f(x, u)− x˙) dt (3.3)
s.. x˙(t) = f(x(t), u(t)) (3.4)
x(t0) = x0 (3.5)
hI(x(t), u(t)) ≤ 0 ∀t ∈ [t0, tf ] (3.6)
r(x(tf )) = 0 (3.7)
On introduit la fontion H nommée Hamiltonien du système :
H(x, u, λ, µ) = L(x, u) + λT f(x, u) + µThI(x, u)
ave µ le multipliateur assoié à la ontrainte (3.6). Ainsi que le Lagrangien au temps nal :
Lf (x(tf ), ν) = Φ (x(tf )) + νT r(x(tf )) (3.8)
ave ν le multipliateur assoié à la ontrainte nale (3.7). Les onditions néessaires
d'optimalité de e problème sont donnés dans un élèbre théorème : le prinipe du minimum
[28℄. Ce prinipe permet de aluler la ommande optimale u∗(t) point à point (à haque
instant t).
Théorème 3.1. Prinipe du minimum : Si le problème de ommande optimale (3.3) admet
une solution (x∗(t), u∗(t), λ∗(t)) , alors il existe des multipliateurs de Lagrange λ∗(t) aussi
nommés états adjoints, ainsi que µ∗(t) et ν∗ tels que presque partout sur [t0, tf ] on ait :
x˙ =
∂H
∂λ
= f(x, u∗) (3.9a)
x(t0) = x0 (3.9b)
λ˙∗T = −∂H
∂x
(3.9)
λ∗T (tf ) = −
∂Lf
∂x∗
(x∗(tf ), u
∗(tf ), λ
∗(tf ), µ
∗(tf ), ν
∗) (3.9d)
hI(x
∗(t), u∗(t)) ≤ 0 (3.9e)
r(x(tf )) = 0 (3.9f)
µ∗(t) ≥ 0 (3.9g)
0 = µ∗(t)ci(x
∗(t), u∗(t)) (3.9h)
u∗(t) = argmin
v
H(x∗(t), v, λ∗(t), µ∗(t)) (3.9i)
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Le problème à résoudre est dit problème aux deux bouts ar il y a une ondition initiale
sur les variables primales x(t) et une ondition nale sur les variables adjointes λ(t).
La dernière équation (3.9i) est une ondition de minimisation point à point qui permet d'ob-
tenir une trajetoire pour les ommandes : dans le as sans ontrainte, u(t) peut ainsi se
aluler à tout instant d'après :
0 =
∂H
∂u
= λT
∂f
∂u
+ µT
∂hI
∂u
(3.10)
Dans le as où u n'apparaît pas expliitement dans l'expression, l'équation (3.9i) doit être
diéreniée jusqu'à obtenir une dépendane en u. On parle dans e as de ontrle optimal
singulier.
Toutes les méthodes de résolution numérique du problème de ommande optimale doivent
ainsi permettre de retrouver es onditions d'optimalité. On introduit maintenant les plus
ourantes de es méthodes.
Les algorithmes de résolution du problème de ommande optimale peuvent se sinder
en deux atégories : les méthodes diretes, et les méthodes indiretes. Dans les méthodes
indiretes, on reherhe des trajetoires pour u(t), x(t) et λ(t) qui vérient les onditions
néessaires d'optimalité en haque instant tout en respetant la ontrainte initiale sur x et
nale sur λ. La résolution de e problème aux deux bouts néessite pour ela l'intégration
numérique des trajetoires de x(t) et de λ(t). Pour ette raison, les méthodes indiretes sont
parfois nommées First optimize, then disretize.
A l'inverse, dans les méthodes diretes, le problème (3.3) est tout d'abord disrétisé dans le
temps. Le problème initialement de dimension innie devient alors un problème de dimension
nie que l'on peut traiter numériquement. Pour ette raison, on appelle parfois les méthodes
diretes First disretize, then optimize.
Les méthodes indiretes sont onnues pour leur grande préision numérique mais la prise en
ompte des ontraintes y est partiulièrement diile. Leur onvergene néessite également
une initialisation prohe de la solution optimale et une onnaissane de la struture d'ativa-
tion des ontraintes ('est-à-dire l'ordre dans lequel elles-i deviennent atives ou inatives)
si elles-i sont présentes, e qui induit une dimension ombinatoire. A l'inverse, les méthodes
diretes permettent une prise en ompte aisée des ontraintes, mais peuvent être moins pré-
ises [29℄.
Pour les systèmes onsidérés dans ette thèse, qui sont des systèmes de grande taille soumis
à de nombreuses ontraintes, et pour lesquels la préision de l'optimisation n'est pas ruiale,
les méthodes diretes sont les plus adaptées. On s'intéressera don par la suite aux méthodes
diretes uniquement, que l'on présentera dans la partie 3.2.
On reviendra ensuite sur un des aspets que l'on a négligé jusqu'alors : les systèmes onsidérés
ontiennent ertains aspets hybrides. Le formalisme DAE doit ainsi être adapté pour les
prendre en ompte. De même, les méthodes diretes que l'on va présenter en 3.2 devront être
modiées. Ces adaptations sont au entre de la méthode d'optimisation développée dans ette
thèse, que l'on présente en 3.4.
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3.1.2 Modèles onsidérés et modes dans les systèmes hybrides
3.1.2.1 Aspets hybrides dans les systèmes énergétiques
La modélisation de entrales d'énergie peut faire intervenir des aspets hybrides : un
système peut ainsi présenter plusieurs ongurations, aussi nommées modes, dans lesquels les
équations de fontionnement ou les paramètres vont diérer. On peut iter à titre d'exemple
les phénomènes suivants :
 Inversions de débits : lorsque les phénomènes de diusion ne sont pas modélisés dans les
volumes de ontrle, l'enthalpie de mélange est prise omme elle en amont du volume
dans le sens du débit. On obtient ainsi une disontinuité dans l'enthalpie de mélange
lorsque le débit s'inverse.
 Tables de l'eau : les tables de l'eau donnent les propriétés physiques de elle-i. Les
tables sont divisées en 5 zones, haune dénie par des équations propres. De plus, les
propriétés ne sont pas diérentiables à la jontion entre les zones.
 Composants pouvant être allumés ou éteints
 Automatisme pouvant omporter des hystéresis : une mémoire de l'état (montant ou
desendant) doit être stokée
 Vannes anti-retour : l'équation de perte de harge n'est valable que dans un sens du
débit.
 et.
Le formalisme DAE est étendu à elui des Équations Algébro Diérentielles Hybrides (H-
DAE ). La modélisation fait ainsi apparaître des branhes onditionnelles. On peut alors
introduire des variables logiques Y ∈ {0; 1} pour déterminer si une branhe est ative (1)
ou non (0), et don le jeu d'équation du système à un instant donné. On appelle modes les
ongurations possibles du système : un mode orrespond à une valeur partiulière prise pour
les variables logiques. Suivant ette dénition, un seul mode est atif à haque instant.
Dans les notations i-dessous, les variables logiques seront indiéremment dénies par leur
représentation sous forme binaire ({0; 1}) ou sous forme de booléen (V/F).
Dénition (Disjontion) On appelle disjontion un ensemble de variables logiques mutuelle-
ment exlusives. Parmi elles exatement une des variables vaut 1, les autres 0. Une disjontion
D de nY termes Y
i
est représentée par un ensemble d'entiers 1..nY odant pour haun des
hoix possibles. La relation orrespondant à une disjontion est notée ⊻i∈1..nY
Y i ( ⊻ sans
indie désignant le "OU EXCLUSIF") :
⊻
i∈1..nY
Y i = {(Y 1 ⊻ Y 2 ⊻ · · · ⊻ Y nY ) = 1}
Pour un système hybride, on peut ainsi dire qu'il existe une disjontion entre tous les modes
possibles ar seul un mode est atif à haque instant, 'est-à-dire une seule ombinaison des
variables logiques parmi toutes elles possibles.
On s'intéresse maintenant à la façon de représenter les modes. Dans les systèmes hybrides que
nous étudions, les variables logiques orrespondent souvent à l'état d'un omposant du sys-
tème. Les diérents modes possibles peuvent ainsi soit être dénis en énumérant les diérentes
ombinaisons possibles des variables logiques, soit être dénis omme la réunion des modes
des diérents omposants. Ces deux formes sont respetivement appelées la forme normale
disjontive et onjontive.
Formes Normales Disjontives (DNF) et Conjontives (CNF) :
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Pour élairir e propos, on donne l'exemple d'un système possédant deux omposants indexés
par j ∈ {1; 2} ayant haun deux états possibles : soit allumé (i = 1), soit éteint (i = 2). On
note Y ji les variables logiques dérivant l'ativation de la branhe "le omposant j est dans
l'état i". Le mode ourant orrespond don à une valeur partiulière du veteur des variables
logiques Y . Son ensemble de dénition est onstitué des nω = 4 modes suivants :
Ω(Y ) = {(Y 11,¬Y 12, Y 21,¬Y 22)︸ ︷︷ ︸
ω1
, (Y 11,¬Y 12,¬Y 21, Y 22)︸ ︷︷ ︸
ω2
, (¬Y 11, Y 12, Y 21,¬Y 22)︸ ︷︷ ︸
ω3
,
(¬Y 11, Y 12,¬Y 21, Y 22)︸ ︷︷ ︸
ω4
} (3.11)
L'ensemble admissible pour les variables logiques est ainsi dérit par :
Ω(Y ) = ω1(Y ) ⊻ ω2(Y ) ⊻ ω3(Y ) ⊻ ω4(Y )
Cette forme est appelée forme normale disjontive (DNF) [30℄. Le mode atif, nommé m est
déni omme :
m(t) = {i t.q. ωi(Y ; t) = 1}
Cependant, il existe une autre façon de onsidérer les modes : en regardant le système om-
posant par omposant. Dans e as, il n'y aura plus une disjontion parmi tous les modes,
mais nd disjontions :
Ω(Y ) = (Y 11 ⊻ Y 12) ∧ (Y 21 ⊻ Y 22)
Cette seonde forme est nommée forme normale onjontive (CNF). Dans la forme onjon-
tive, plusieurs variables sont néessaires pour dérire le mode ourant, que l'on ode omme
un veteur m =
(
m1 . . . mnd
)T
. Les omposantes mj de e veteur orrespondent à la
branhe ative de haque disjontion j, ainsi :
mj(t) = {i ∈ ⊻Dj = 1..njω t.q. Y ji(t) = 1} ∀j ∈ 1..nd
Elimination de variables logiques : dans l'exemple présenté, haque omposant a seulement
deux états possibles, on a Y i1 = ¬Y i2 et une de es variable peut être éliminée, mais nous
ne le faisons pas ii dans un soui de généralité (on pourrait par exemple onsidérer ii un
troisième état "en veille" pour les omposants).
3.1.2.2 Traitement des singularités
Une modélisation hybride peut être adoptée pour les omposants d'un système pouvant
être inativés. Cependant, dans le adre des systèmes énergétiques, une telle modélisation
doit être eetuée ave préaution : en eet, pour es systèmes, l'inativation d'un omposant
orrespond souvent à la présene de puissane ou débit nuls dans la branhe où elui-i se
trouve, e qui peut amener à des singularités. Pour l'illustrer, on onsidère l'exemple simple
d'un éhangeur de haleur statique où le ux W té haud est xé. On suppose que la
température té froid Tci est donnée et l'on reherhe la température Tco en sortie en fontion
du débit qc. Le liquide dans la branhe froide vérie :
W = qccp(Tco − Tci)
3.1 Problème d'optimisation dynamique hybride 45
On onstate que ette équation est problématique pour les débits nuls :
Tco = Tci +W/(qccp)
L'équation de onservation statique ne permet plus de déterminer Tco. Ce problème peut être
résolu par l'ajout d'un volume de ontrle dynamique en sortie de l'éhangeur, qui jouera
le rle de "mémoire" pour Tco, au prix d'une augmentation de la taille du système. Si qc
est un débit ontrlé, on peut également imposer un débit minimum qǫ > 0. Une troisième
approhe onsiste enn à disposer de plusieurs modèles, un ontenant ette branhe et possé-
dant qc ≥ qmin omme entrée, l'autre ne ontenant pas ette branhe et non inuené par qc.
Cette approhe permet d'éviter les singularités, mais requiert que l'algorithme d'optimisation
ombine les diérents modèles. Nous ne retiendrons pas ette approhe par la suite. Enn,
omme évoqué dans le hapitre préédent, le as des inversions de débit, qui peut induire des
disontinuités dans l'enthalpie néessite aussi ertaines régularisations, omme elles intro-
duites en 2.1.2.6.
Pour onlure, une attention partiulière doit ainsi être portée dans la dénition des équations
et ontraintes an d'éviter la présene de singularités dans les modèles d'optimisation.
3.1.2.3 Transitions dans les systèmes hybrides
3.1.2.3.1 Types de transitions
Le passage d'un mode au suivant est appelé transition. Il est possible de dénir plusieurs
lasses de transitions qui n'auront pas le même impat sur les méthodes d'optimisation em-
ployées par la suite.
1. Les transitions expliites sont elles pour lesquelles l'instant de ommutation est dé-
terminé de façon expliite. Par exemple, un omposant se met en marhe à un instant
onnu.
2. Les transitions expliites ommandées sont un as partiulier où l'instant de ommu-
tation est déterminé par une entrée ommandée du système. Par exemple une vanne
ommandée qui était fermée est ouverte.
3. Les transitions impliites dépendent de l'état du système et ne peuvent résulter qu'im-
pliitement des ommandes appliquées au système. On peut iter l'exemple d'un ther-
mostat délenhant un hauage lorsque la température T < Ton et l'arrêtant lorsque
T > Toff .
4. Les transitions stohastiques sont délenhées à un instant de transition qui suit une loi
aléatoire. Par exemple un omposant devient défetueux après un ertain temps.
3.1.2.3.2 Fontion de transition
Une façon d'établir la transition d'un mode au suivant est d'utiliser une fontion de
transition. Soit φa,b(x, z, u, t) la fontion de transition du mode a au mode b. Supposons que
le mode a soit atif pour t ∈ [tk−1, tk] et que la transition de a à b ait lieu à l'instant tk.
Alors : {
φa,b(x(t), z(t), u(t), t) > 0 t ∈ [tk−1, tk]
φa,b(x(tk), z(tk), u(tk), tk) = 0
(3.12)
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L'instant de transition orrespond à l'instant où la fontion de transition s'annule. Les dié-
rents types de transition présentés i-dessus orrespondent à diérentes fontions de transi-
tion :
Les fontions de transition expliites sont de la forme
φa,b(u(t), t)
Les fontions de transitions expliites ommandées sont de la forme
φa,b(u(t))
Les fontions de transition impliites sont de la forme
φa,b(x(t), z(t), u(t), t)
Le as des transitions stohastiques sort de notre as d'étude déterministe.
Dans la méthode d'optimisation développée, on onsidèrera uniquement le as des transi-
tions expliites ommandées, et l'on supposera que les transitions impliites peuvent quant à
elles être reformulées de façon ontinue par lissage, un point qui a déjà abordé pour les inver-
sions de débit. Des reformulations similaires pour un grand nombre de omposants thermo-
hydrauliques sont par exemple données dans la librairie Modelia ThermoOpt détaillée dans
[8℄.
On doit don introduire une ommande pour délenher les transitions. La ommande intro-
duite est une ommande logique odant le mode ourant, que l'on note par la suite ω pour la
diérentier des ommandes ontinues u. On adopte pour ω la Forme Normale Conjontive :
en d'autres termes, ela suppose que le mode du système peut être dérit omme la réunion
des modes des diérents omposants.
3.1.3 Problème d'optimisation dynamique hybride
On formalise maintenant le problème d'optimisation dynamique hybride que l'on herhe à
résoudre. Comme on s'intéresse aux systèmes hybrides ave transitions ommandées, le mode
atif fait partie des variables de déision au même titre que les ommandes ontinues u. Les
restritions suivantes sont faites sur les DAE onsidérés :
Hypothèse H2. La dimension des variables diérentielles x et algébriques z est invariante.
De plus l'état x reste ontinu aux instants de transition.
Le point suivant introduit une séparation entre les équations du modèle valables pour
toutes les ongurations, et les équations spéiques à la onguration ourante. Cela évite
la répétition des équations globales dans haque terme de la disjontion. On suppose don
que les variables diérentielles x et algébriques z peuvent être déomposées en plusieurs sous
ensembles : les variables "globales" dérites par des équations générales à tous les modes
notées xg, zg et des variables dérites par les équations spéiques à haque disjontion xj ,
zj , où j fait référene à la jème disjontion Dj, j ∈ 1..nd. On utilise la notation \ pour
dérire le omplément des variables d'un ertain type. Ainsi, les variables spéiques aux
modes xm et zm (non "globales") sont dénies xm = x \ xg et zm = z \ zg. u(t) est le veteur
des ommandes ontinues. On introduit des ommandes binaires ωji(t) ∈ {0; 1} i ∈ Dj qui
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indiquent si la branhe i de la disjontion Dj est ative à l'instant t. La notation ⊻ empruntée
à la programmation disjontive [31℄ est un OU EXCLUSIF n-aire : les équations listées
sous ωji ne sont ajoutées au système que pour la variable valant ωji(t) = 1 . On onsidère les
systèmes de la forme :
x˙g(t) = f(x(t), z(t), u(t))
x(t0) = x0
zg = g¯g(x(t), z(t), u(t))
0 ≥ hgI(x(t), z(t), u(t))
(DAEg)
⋃
j∈1..nd
⊻
i∈Dj
ωji(t)


ωji(t)
x˙j(t) =f ji (x(t), z(t), u(t))
zj(t) =g¯ji (x(t), z(t), u(t))
0 ≥hjI,i(x(t), z(t), u(t))

 (DAEm)
Hypothèse H3. Le système (DAEg-DAEm) est un DAE d'index au plus 1 pour tous les
modes.
Le problème d'optimisation dynamique hybride onsiste don à déterminer sur un horizon
[t0, tf ] la séquene optimale d'ativation des modes (i(t)), ainsi que les ommandes ontinues
u(t) à appliquer au système, tout en respetant les ontraintes hgI , h
j
I,i.
min
u(t),ω(t)
J = Φ(x(tf )) +
∫ tf
t0
L(x, u)dt
s.. (DAEg), (DAEm) (H-OCP)
Ave J une fontion salaire, Φ la fontion oût terminal, L la fontion oût intégral, x =[
xgT ;xmT
]T
et z =
[
zgT ; zmT
]T
. On note ependant qu'il est toujours possible de se ramener
uniquement à un terme de Mayer ou de Lagrange en introduisant un état supplémentaire xJ
tel que
dxJ
dt = L(x, u, t) +
dΦ(x(t)
dt , xJ(0) = 0 [32℄. En eet, J =
∫ tf
t0
[L(x, u, t) + dΦ(x(t)dt ]dt =
xJ(tf ).
La dimension ombinatoire de e problème a été réduite en onsidérant la forme onjon-
tive plutt que disjontive (il n'est pas néessaire d'énumérer toutes les ombinaisons possibles
de ωji pour dérire le mode ourant). Cependant, un autre aspet ombinatoire provient de la
dimension temporelle du problème lorsqu'on herhe à le résoudre numériquement : une grille
temporelle de dimension nie est alors souvent utilisée pour dénir les instants possibles de
ommutation. Dans le as où toutes les transitions entre modes sont autorisées, le nombre de
séquenes possibles sur une grille de ne éléments s'élève ainsi à Ns = (nd
∑
j n
j
ω)ne . On note
aussi par ailleurs que la disrétisation temporelle retenue pour les aspets hybrides ontraint
les instants de ommutation du problème.
3.2 Méthodes diretes en optimisation dynamique
Les paragraphes préédents ont présenté le problème d'optimisation dynamique hybride
que l'on herhe à résoudre. Celui-i dière du problème d'optimisation dynamique introduit
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en 3.1.1 par l'ajout de ommandes ωji qui n'ont pas valeur dans un sous ensemble de R
mais dans l'ensemble disret {0; 1}. Pour ette raison, les onditions d'optimalité présentées
en 3.1.1.2 ne s'appliquent plus. Cependant, on verra dans les prohaines parties omment il
est possible de relaxer le problème hybride an de se ramener à un problème d'optimisation
ontinu. On pourra alors employer des méthodes de résolution lassiques pour le problème
relaxé. Dans ette partie, on introduit la lasse de méthodes numériques que l'on utilise par
la suite pour la résolution du problème de ommande optimale : les méthodes dites diretes.
Les méthodes diretes proèdent en disrétisant problème d'optimisation avant sa résolution.
L'horizon est segmenté en ne éléments de durée Tk = tk−tk−1 (eux même ontenant nc points
intermédiaires dans ertaines méthodes). Les ommandes sont disrétisées par projetion sur
une base de fontions, on parle de paramétrisation du veteur de ommande (Control Vetor
Parametrization).
Dans les méthodes dites de tir diret, la fontion de ommande est envoyée à un simu-
lateur, qui renvoie alors la trajetoire assoiée et les informations de sensibilité néessaires à
l'optimiseur. On parle pour ela de méthodes séquentielles. En revanhe, dans la méthode dite
de olloation, on se passe du simulateur en intégrant au problème d'optimisation le shéma
d'intégration numérique des variables d'état. On parle pour ela de méthodes simultanées.
3.2.1 Choix de la paramétrisation (grille et base de fontions)
Le hoix de la grille et de la base de fontions utilisées pour paramétrer les trajetoires
des ommandes et des états a une grande inuene sur les résultats des méthodes diretes.
La paramétrisation utilisée dans le problème disrétisé doit en eet laisser assez de degrés de
liberté pour permettre de reproduire la trajetoire optimale que l'on aurait obtenue pour le
problème en dimension innie. On ommene don par s'intéresser aux aratéristiques de es
trajetoires de ommande.
On nomme ar un intervalle de temps pendant lequel un ertain jeu de ontraintes est atif
(la dénition des ontraintes atives est donnée en Annexe A). Une première remarque est
que la trajetoire optimale onsiste en une suession d'ars qui dépendent des ontraintes
atives [33℄[34℄. En eet, l'ativation d'une ontrainte équivaut à ajouter une ontrainte égalité
au problème pendant une ertaine durée, e qui peut amener à des ouplages entre variables
suseptibles de modier l'index du système. Ainsi, le nombre de ommandes libres du système,
'est-à-dire de ommandes non déterminées par une ontrainte ative, peut varier dans le
temps. On peut ainsi identier quatre types d'ars pour les ommandes :
 la ommande est au maximum : ui = uimax (ar maximal)
 la ommande est au minimum : ui = uimin (ar minimal)
 la ommande est déterminée par une ontrainte d'état ative : ui = uix (ar ontraint)
 la ommande n'est pas saturée. L'optimisation reherhe la stationnarité de l'Hamilto-
nien,
∂H
∂u = 0 d'où le nom de Sensitivity-seeking ar : u
i = uisens (ar singulier)
Cette dépendane entre les ontraintes sur les états et la ommande est partiulièrement
problématique dans le as des méthodes séquentielles, mais moins dans le as de la méthode
simultanées, ar les états et les ommandes sont disrétisées dans le même problème.
Par ailleurs, l'instant où se produit le passage d'un ar au suivant doit pouvoir être déelé
par la méthode d'optimisation retenue. Il existe par exemple dans ertains as partiuliers des
ontrles optimaux dits bang-bang, où la ommande passe diretement d'un ar minimal à un
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ar maximal. La grille de disrétisation utilisée doit alors permettre de loaliser es instants
de ommutation.
Pour ela, une première méthode est d'utiliser une adaptation de la grille temporelle. L'idée
sous-jaente aux méthodes de ranement de la grille de disrétisation est de déteter la
séquene des ars sur l'horizon, ainsi que les instants de ommutation entre es ars.
On appliquera dans ette thèse un raisonnement similaire lors de la résolution du problème
de ommande optimale hybride : en eet, les trajetoires optimales des ommandes binaires
ωji(t) peuvent en être onsidérées une suession d'ars minimaux (ωji = 0) et maximaux
(ωji = 1). Cependant, on résout en réalité un problème relaxé où ωji(t) ∈ [0; 1], il peut exister
des ars où la ommande n'est pas saturée. Le ranement de la grille temporelle pourra ainsi
être utilisé pour loaliser les instants de ommutation dans e as. Cette méthode sera dérite
en 3.4.3.3.
3.2.2 Algorithme de tir simple diret (Single Shooting)
On présente maintenant la méthode d'optimisation direte la plus faile à implémenter :
la méthode de tir simple diret. Dans ette méthode, on reherhe les ommandes permettant
d'atteindre les onditions de stationnarité du Lagrangien rappelées en Annexe A pour le
problème disrétisé. L'optimiseur dénit une fontion de ommande paramétrée u(p, t), que
le simulateur applique au système, e qui permet d'évaluer la fontion objetif au temps nal.
La sensibilité de la fontion objetif aux paramètres p de la ommande, qu'il onviendra
d'évaluer numériquement ou par intégration de fontions de sensibilité, est alors utilisée pour
remettre à jour la fontion de ommande.
3.2.3 Algorithme de tir multiple diret (Diret Multiple Shooting)
La méthode de tir simple diret présente un inonvénient : la valeur nale de la fon-
tion objetif est d'autant plus sensible aux variations des paramètres (de la ommande) que
l'horizon de prédition est long. Si le modèle est non linéaire, la fontion objetif peut avoir
une dépendane non linéaire forte aux paramètres de la ommande u, e qui peut ralentir
la onvergene des algorithmes d'optimisation. La méthode de tir simple néessite ainsi une
très bonne initialisation. De plus, seuls les points initiaux et naux sont aessibles pour
l'optimiseur, et il n'est pas possible de onsidérer des points intermédiaires lors de l'initiali-
sation. Pour réduire es inonvénients, l'idée du tir multiple [35℄[36℄[37℄[13℄ est d'appliquer la
méthode de tir simple sur haun des éléments de la grille temporelle plutt que sur tout l'ho-
rizon de ontrle. On introduit pour ela des variables d'état loales sk(t) sur haque élément
(orrespondant à x(t) sur l'intervalle [tk−1, tk]) omme montré en Figure 3.1. La dépendane
de la fontion objetif à la ommande sur haque élément est ainsi moins non linéaire. Les
valeurs sk de l'état au début de haque élément sont traitées omme de nouvelles inonnues
et des équations de ontinuité sont ajoutées au problème d'optimisation an de garantir la
ontinuité de l'état : sk(tk) = s
k+1
0 . On obtient ainsi un problème d'optimisation de taille
plus importante (on a ajouté ne ∗ nx variables sk0 et autant de ontraintes de ontinuité),
mais moins non linéaire. Un autre avantage de ette formulation est qu'elle rend le alul
parallélisable, les ne simulations des trajetoires sk pouvant être réalisées simultanément.
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Figure 3.1  Algorithme de tir diret multiple
3.2.4 Méthode de olloation
3.2.4.1 Notations utilisées pour les grilles temporelles
On présente maintenant plus en détail la méthode qui sert de support pour le déve-
loppement de l'algorithme d'optimisation dynamique hybride développé dans ette thèse :
la méthode de olloation. L'intérêt prinipal de la méthode de olloation est la prise en
ompte des ontraintes sur l'état diretement dans le problème d'optimisation, et 'est pour
ela que nous l'avons retenue. Cette méthode fait appel à une disrétisation du problème de
ommande optimale dérite en 3.2.4.2. Dans un soui de larté, on ommene ii par redénir
les diverses façons de représenter une même grille temporelle de N éléments. On utilise pour
ela le même nom mais des polies de aratère diérentes :
 Une grille peut être représentée par les instants qui limitent ses éléments. Ces grilles
ontiennent N + 1 termes et sont notées ave une polie alligraphiée :
T = {t0; . . . ; tk; . . . tN+1 = tf}
 Une grille peut être représentée par la durée de ses éléments. Ces grilles ontiennent N
termes et sont notées en lettres apitales :
T = {T1; . . . ;Tk; . . . TN}, ave Tn = tn − tn−1
 Une grille peut être donnée omme un sous-ensemble d'une autre grille. Ce type de
grille peut par exemple être utilisé si une ommande onstante par moreaux n'est
pas autorisée à varier à tous les pas de temps. La grille S de M ≤ N termes et dénie
omme un sous-ensembles de T peut ainsi être représentée omme un veteur ontenant
les indies des instants ommuns aux deux grilles. Ces grilles d'indies sont notées en
gras :
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s = {sl, l ∈ 1..M}, ave sl ∈ 1..N + 1 (3.13)
Dans le as où la grille S ouvre l'horizon [t0, tf ], on aura ainsi s1 = 0 et sM = N + 1
ar le dernier instant tf a pour indie N + 1 dans la grille support T .
3.2.4.2 Disrétisation du problème de ommande optimale
Dans la méthode de olloation, en plus d'utiliser une paramétrisation du veteur de
ommande, les trajetoires des états sont approhées sur haque élément par un polynme.
Le shéma d'intégration numérique, qui permet d'obtenir les trajetoires d'état en fontion des
évaluations de la dérivée des états en ertains points, est ii inlus diretement sous forme de
ontraintes dans le problème d'optimisation [38℄. On peut ainsi montrer que les méthodes de
olloation implémentent sous forme de ontraintes dans le NLP un shéma d'intégration de
Runge Kutta impliite [39℄. L'appel à un simulateur pour fournir les trajetoires d'état n'est
alors plus néessaire. Le problème d'optimisation obtenu est un problème de plus grande taille
mais présente une struture qui peut être exploitée pour résoudre le problème eaement.
Dans la méthode de olloation loale, l'horizon est sindé en ne éléments. Les limites des
éléments dénissent la grille temporelle
T0 = {t0, t1, . . . , tne = tf}
Chaun de es éléments peut avoir une longueur Tk = tk − tk−1 diérente, le hangement
en variables loales suivant est introduit an de pouvoir se généraliser sur tous les éléments :
tk(τ) = tk−1 + Tkτ, τ ∈ [0, 1],∀k ∈ 1..ne
Au sein de haque élément, on dénit nc points de passage nommés points de olloation.
On suppose que le nombre de points de olloation nc ainsi que leurs positions τc au sein
de haque élément sont identiques dans tous les éléments. Les oordonnées en temps loal
des points d'interpolation sont (τc, xkc, x˙kc) pour les états et leurs dérivées, (τc, zkc) pour les
variables algébriques et (τc, u
c
kc) pour les entrées ontinues. Certaines entrées peuvent être
maintenues onstantes sur un élément, on les note ub (entrées bloquées). Leurs oordonnées
sont (τc, u
b
k,∀c ∈ 0..nc). La méthode de olloation assure que la dynamique du système
est respetée pontuellement aux points de olloation par l'ajout de ontraintes d'égalité
reliant les variables que l'on vient d'introduire. La grille temporelle dénissant les instants de
olloation est dénie omme :
T1 = {t1,0 = t0, t1,1, t1,2, . . . , t1,nc . . . , tne,nc−1, tne,nc = tf}
On illustre en Figure 3.2 les grilles T0, T1, ainsi qu'une grille S ⊂ T0, que l'on représente aussi
sous forme d'un tableau d'indies s. La méthode de olloation est ainsi une transription du
système original sous forme d'un problème NLP de dimension nie. Le veteur des variables
d'optimisation est ii
VNLP =
(
Tk, xkc, x˙kc, zkc, u
c
kc, u
b
k
)
, k ∈ [1..ne] , c ∈ [0..nc] (3.14)
Cependant, on utilisera la plupart du temps une grille temporelle xée par l'utilisateur (e
qui ne veut pas néessairement dire que tous les éléments ont la même longueur). Dans e as,
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Figure 3.2  Intervalles de temps utilisés dans les méthodes diretes
les Tk seront retirés de VNLP . On note V
f
NLP e nouveau veteur. Grâe à es veteurs, les
équations de la dynamique aux points de olloation, les ontraintes de ontinuité de l'état
entre deux éléments onséutifs, ainsi que le shéma d'intégration numérique, peuvent alors
failement être intégrés omme des ontraintes dans le problème NLP.
Choix des instants de olloation :
Les instants des points de olloation τc ne font pas partie des variables d'optimisation ar
en les hoisissant d'une ertaine manière (points de Gauss, de Radau ou de Lobatto), il est
possible d'obtenir une préision optimale, ou ertaines propriétés utiles. An d'expliquer les
propriétés des points de Gauss, Radau et Lobatto, on rappelle que les shémas d'intégration
numérique de Runge Kutta onsistent à approher la solution exate de l'équation diéren-
tielle, donnée par :
x(tk) = x(tk−1) +
tk∫
tk−1
x˙dt (3.15)
par la formule de quadrature suivante sur haque élément
x(tk) = x(tk−1) + Tk
nc∑
c=1
wcdxkc, ave dxkc = x˙(tk−1 + Tkτc) (3.16)
Où dxkc est déni par :
 dxkc = f(xkc, [u
c
kc, u
b
k]) dans le as d'une ODE ou d'un DAE d'index au plus un
 la solution de la fontion impliite F (xkc, dxkc, zkc, [u
c
kc, u
b
k]) = 0 dans le as d'un DAE
impliite
Dans la méthode de olloation, les trajetoires de l'état et de sa dérivée sont supposées être
des polynmes P (t) = x(t) et Pd(t) = x˙(t) qui vérient
dP (t)
dt = Pd(t) aux points de olloation.
Par la suite, on utilise la notation "tilde" pour le polynme représentant la trajetoire d'une
variable (x˜ pour les états, z˜ pour les variables algébriques, et). Comme l'intégrale d'un
polynme peut être alulée de façon analytique, le hoix des points de olloation et des
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pondérations wc peut ainsi être fait de telle sorte à maximiser la préision de la quadrature
(3.16). L'intégrale sera même exate si la trajetoire réelle x˙ est un polynme de degré au
plus N , ave N = 2 ∗nc− 1 pour les points de Radau et N = 2 ∗nc pour les points de Gauss.
On utilise par la suite les points dits de Radau ar es points ont la propriété intéres-
sante de dénir un instant de olloation à la n de haque élément : τnc = 1, e qui permet
d'érire simplement les ontraintes de ontinuité de l'état entre deux éléments onséutifs et
les ontraintes ou oûts terminaux.
Modélisation des dérivées x˙ :
Il est à noter que selon les implémentations, dxkc peut être soit traité omme une variable
d'optimisation, soit alulé (et dans e as éliminé du veteur VNLP ). Les variables dxkc
peuvent en eet être alulées d'après le polynme x˜(t), en supposant que d˜x n'est autre que
la dérivée du polynme x˜, ou aussi être dénies omme nx ∗ ne ∗ nc variables du problème
d'optimisation. Dans e as, il faudra également ajouter au problème les ontraintes
dxkc =
dx˜(t)
dt
∣∣∣∣
tkc
L'intérêt de ette formulation est que des ontraintes ou pénalisations sur x˙kc peuvent être
introduites dans le problème d'optimisation, pour limiter les variations brusques de l'état par
exemple.
Représentation des variables ontinues :
Les polynmes utilisés pour approher la trajetoire d'une variable ζ sur un élément k peuvent
se représenter de plusieurs façons. On retiendra ii la formulation sous forme de polynmes
de Lagrange : ζsk(τ) (3.17). Les polynmes représentés sous la forme de Lagrange présentent
en eet un intérêt pratique : ils sont paramétrés par la valeur des points de passage ζk,i, e
qui permet d'utiliser de façon direte les variables dénies préédemment.


ζsk(τ) =
nc,k∑
c=s
ζkcℓ
s
c(τ)
ℓsc(τ) =
∏
p∈[s..nc]\c
τ − τp
τc − τp
(3.17)
On justie maintenant l'utilisation de l'indie de départ s dans l'expression (3.17), qui
orrespond à l'indie du premier point utilisé dans les polynmes de Lagrange. On a vu que
l'intégrale de x˙ était exate ave les points de Radau pour des polynmes jusqu'à un degré
N = 2 ∗ nc − 1. Comme le polynme Pd représentant la trajetoire de x˙ est de degré nc − 1,
le polynme P représentant la trajetoire de x peut être hoisi de degré nc sans perte de
préision [38℄, e qui autorise l'ajout d'un point d'interpolation supplémentaire pour elui-i.
Le hoix est fait ii d'ajouter e point d'interpolation au début de haque élément, aux instants
tk0 (orrespondant à τ0 = 0 en variables loales). Il sera ainsi aisé d'érire la ontinuité des
variables d'état x entre deux éléments onséutifs. Dans (3.17), on a ainsi s = 0 pour les états,
mais s = 1 pour les dérivées dx. Comme par ailleurs on n'impose pas la ontinuité entre deux
éléments pour les ommandes u et les variables algébriques z, il n'est pas néessaire d'avoir
un point d'interpolation à τ = 0 ; on hoisit alors s = 1 pour es variables.
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Remarque La ontinuité des trajetoires entre deux éléments ne s'applique qu'aux états.
Les variables algébriques z, les ommandes u et les valeurs des dérivées dx peuvent être
disontinues à la frontière de deux éléments. Le polynme représentant la trajetoire de x
doit ainsi avoir un degré de liberté supplémentaire pour garantir la ontinuité. C'est pour
ela que dans la formule 3.18, un point à τ0 = 0 est ajouté pour les états, et que la somme
impliquée dans le polynme de Lagrange (3.17) ommene à s = 0 pour x et à s = 1 pour u
et z et dx.
Pour simplier la notation, seul un oût terminal J = Φ˜(x(tf )) est onsidéré ii. On
rappelle ii qu'il est toujours possible de ramener un ritère de Bolza sous ette forme omme
évoqué en 3.1.3.
min
V
J = Φ(xne,ncne ) s..
0 = g(xkc, zkc, [u
c
kc, u
b
k], τc) Equations algébriques
dxkc =
1
Tk
nc∑
c=0
xkcℓ˙
0
c(τc) Equations de olloation
dxkc = f(xkc, zkc, [u
c
kc, u
b
k], τc) Equations dynamiques
xk,0 = xk−1,nck Equations de ontinuité
0 ≥ hI(xkc, zkc, ukc) Contraintes inégalité

x
dx
z
u

 ≤


xkc
dxkc
zkc
ukc

 ≤


x
dx
z
u

 Contraintes de bornes
(3.18)
Une implémentation de la méthode de olloation est présente dans le logiiel d'optimi-
sation JModelia [40℄, et utilise le logiiel CasADi pour l'obtention de dérivées symboliques
[24℄. Les développements proposés ii ont été réalisés ave JModelia et sont des extensions
de ette implémentation.
3.3 Méthodes pour les problèmes MINLP
Le problème d'optimisation dynamique hybride (H-OCP) fait intervenir des variables
ontinues et des variables logiques. Dans la partie préédente, on a montré omment un
problème d'optimisation dynamique peut être transformé en un programme non linéaire à
l'aide des méthodes diretes (tir, tir multiple, olloation). Le ouplage de es deux aspets
résulte en un problème de dimension nie mêlant variables ontinues x ∈ Rnx et logiques
y ∈ {0; 1}ny faisant partie de la lasse Mixed Integer Nonlinear Programming, abrégé MINLP
(on fait la remarque que dans ette partie x et y font référene aux variables ontinues et
logiques et non plus aux états et sorties dénies préédemment). Dans le problème onsidéré,
les variables yi sont utilisées pour représenter le mode ourant ou l'état d'ativation d'un
omposant. Certaines ontraintes ne sont ainsi ajoutées au problème que lorsque la variable
yi orrespondante vaut 1. On s'intéresse don au problème MINLP suivant :
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min
x,y
J(x, y)
s.. G(x, y) ≤ 0
H(x, y) = 0
⊻i∈1..ny

 yiGi(x, y) ≤ 0
H i(x, y) = 0


(3.19)
La propriété "Un seul mode atif à haque instant" que l'on a appelée disjontion est notée ⊻
et peut être modélisée par l'utilisation de la propriété SOS1 (empruntée à la programmation
linéaire en nombres entiers) :
Dénition (Propriété SOS1 Speial Ordered Set 1, SOS1) Les variables logiques y1, . . . , yny
vérient la propriété SOS1 si
ny∑
i=1
yi = 1, yi ∈ {0; 1} ∀i ∈ 1..ny (3.20)
On présente ii ertaines des méthodes pouvant être employées pour résoudre les problèmes
MINLP du type (3.19). La plupart d'entre elles s'appuient sur des problèmes relaxés :
Dénition (Problème relaxé) On appelle problème relaxé un problème qui admet les solu-
tions du problème initial omme un as partiulier. Dans le as des problèmes MINLP (3.19),
des problèmes relaxés peuvent être obtenus en remplaçant des ontraintes yi ∈ {0; 1} par
yi ∈ [0, 1]
3.3.1 Déomposition ontinu/logique, algorithmes Branh & Bound
L'algorithme Branh & Bound est inspiré de la PLNE, et peut sous ertaines onditions
être étendu au as non linéaire. On suppose pour l'instant que le problème est non linéaire
mais onvexe (la onvexité était garantie dans le as linéaire), puis on montre les modiations
néessaires dans le as non onvexe. Dans la version originale de l'algorithme Branh & Bound,
la partie logique du problème est représentée par un arbre de déision 2-aire ('est à dire
omposé de n÷uds ayant haun deux branhes lles), où haque n÷ud représente une variable
binaire yi et ses deux branhes lles le as yi = 0 et yi = 1. Il y a don au plus N = 2nω
n÷uds dans l'arbre (e nombre peut être restreint par les ontraintes logiques). On donne
l'exemple d'un système pouvant être dans une des trois ongurations montrées en Figure
3.3, haune de es ongurations étant dénie sur R
2
par Gi(x1, x2) ≤ 0. La onstrution de
l'arbre orrespondant est montré sur la droite. Comme la disjontion ontraint les variables
logiques a être mutuellement exlusives, et arbre n'a que 3 n÷uds terminaux (et non pas
23 = 8).
Des problèmes relaxés (NLP) peuvent alors être onstruits en parourant les branhes de
l'arbre jusqu'à un n÷ud k, 'est-à-dire en xant ertaines des variables yf soit à 0, soit à 1
et en utilisant la relaxation [0, 1] pour les autres. Par abus de notation, les variables yi de
yf xées à 1 sont notées y
i
, elles xées à 0 ¬yi. On note Jbin,∗ la valeur optimale de la
fontion objetif pour le problème original et Jrel,∗yf la valeur de la fontion objetif pour le
problème relaxé ourant. La valeur de l'optimum lorsque toutes les variables binaires sont
xées à 0 ou 1, orrespondant à un veteur Yf ∈ {0; 1}N , 'est-à-dire lorsqu'on a atteint un
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Figure 3.3  Algorithme de Branh & Bound sur une disjontion de 3 modes
n÷ud terminal k dans l'arbre de déision, est notée Jk,∗. On a supposé pour l'instant que les
ontraintes du problème relaxé sont onvexes, e qui garantit que es minima sont globaux.
Dans l'algorithme Branh & Bound, on reherhe des bornes inférieures et supérieures Jmin
et Jmax pour J
bin,∗
. Les propriétés suivantes sont utilisées, en onservant à haque fois en
mémoire les meilleures bornes J∗min et J
∗
max trouvées jusqu'alors :
 Jbin,∗k est une solution faisable mais pas forément optimale pour le problème initial ar
elle orrespond à un hoix arbitraire des variables logiques. Pour ette raison, Jbin,∗ ≤
Jbin,∗k donne une borne supérieure Jmax = J
k,∗
pour la fontion objetif.
 Les problèmes relaxés vérient Jrel,∗ ≤ Jbin,∗. Jrel,∗ fournit ainsi une borne inférieure
Jmin pour la fontion objetif.
 Si le problème relaxé fournit une solution binaire pour les variables relaxées yr, alors
ette solution fournit une borne supérieure Jmax = J
rel,∗
.
 Si le problème relaxé est infaisable, alors le hoix des variables yf xées n'est pas faisable,
et toutes les branhes sous e sous-arbre peuvent être éliminées.
 Si le problème relaxé sur un sous arbre donne une valeur de l'objetif moins bonne que
la meilleure borne supérieure (Jrel,∗ > J∗max), alors le sous-arbre peut être éarté des
reherhes.
Dans la version de l'algorithme Branh & Bound proposée par [41℄ le problème entièrement
relaxé est résolu, puis l'on xe de façon réursive des noeuds (branh). Pour haque nouveau
noeud yf xé, deux problèmes relaxés sont réés orrespondant à la branhe 0 et 1. Cepen-
dant, omme les problèmes relaxés doivent fournir des bornes inférieures de l'objetif, il est
important que eux-i soient des minima globaux. Dans le as non linéaire, ela peut être fait
en onvexiant le problème relaxé :
 On surestime le domaine des ontraintes par un ensemble onvexe (ensemble gris sur la
Figure 3.3)
 On rée un sous-estimateur onvexe pour la fontion objetif
Le parours de l'arbre se poursuit ensuite en éliminant si besoin des sous-arbres omme
dérit préédemment, jusqu'à atteindre un n÷ud terminal, ou obtenir une solution relaxée
entière. Ces deux as fournissent en eet une borne supérieure Jmax. L'algorithme s'arrête
lorsque la diérene entre J∗max et J
∗
min est sous une tolérane dénie par l'utilisateur.
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Des améliorations du Branh & Bound dans le as non linéaire ont été proposées, on i-
tera notamment l'algorithme Logi Based Outer Approximation initialement proposé par [42℄
et rané dans [30℄ puis [43℄, et dont l'appliation première est l'optimisation struturelle de
proédés. Dans ette méthode, une superstruture du proédé permettant d'obtenir toutes
les ongurations possibles est réée. Le modèle est don potentiellement de grande taille.
L'idée prinipale de l'algorithme est alors de réduire la dimension des problèmes relaxés en
ne onservant que les omposants orrespondant au hoix des variables logiques données par
le problème maître ('est de là que vient l'appellation Logi Based). Les problèmes relaxés
sont ainsi des problèmes réduits. Une méthode nommée Outer Approximation (OA) est alors
employée pour onvexier es problèmes réduits.
3.3.2 Reformulations ontinues
Une autre approhe onsiste à reformuler les ontraintes logiques à l'aide de variables
ontinues. Dans ette approhe, les variables binaires sont relaxées, le plus souvent par y ∈
[0, 1]. L'utilisation de ontraintes spéiques ou de pénalisation de la fontion objetif permet
par la suite de respeter le aratère binaire des solutions. Ce type d'approhe permet d'éviter
l'aspet ombinatoire des préédentes méthodes et la résolution d'un grand nombre de sous-
problèmes mais peut engendrer des diultés numériques lors de la résolution du problème.
Il onvient de faire la distintion entre les deux types de ontraintes suivants qui néessitent
un traitement diérent :
 La onvexiation des ontraintes spéiques aux modes, qui donne une surestimation
de l'ensemble admissible
 La reformulation ontinue des ontraintes disjontives de type SOS1
3.3.2.1 Reformulation ontinue des ontraintes spéiques aux modes
La modélisation hybride peut être utilisée pour modéliser des ontraintes spéiques à
haque mode. Certaines ontraintes Gi(x) ≤ 0 ne seront ainsi ativées que lorsque la variable
logique yi orrespondante sera ative. On peut alors faire appel à une des reformulations
ontinues suivantes, qui fournissent une dénition exate des ontraintes spéiques au mode
atif dans les as limites où toutes les variables sont binaires.
 Par multipliation binaire :
yiGi(x) ≤ 0, ∀i ∈ 1..ny,
ny∑
l=1
yl = 1 (3.21)
 Par la méthode Big-M :
Gi(x) ≤M
∑
l 6=i
yl,
ny∑
l=1
yl = 1 (3.22)
M est ii une onstante susamment grande pour que Gi(x) ≤M soit toujours vériée.
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 Par l'enveloppe onvexe du domaine des ontraintes [31℄. On introduit ii nω veteurs
νi ≥ 0 et θ tels que :
nω∑
i=1
yi = 1, θ =
nω∑
i=1
νi
yiGi(
νi
yi
, t) ≤ 0
0 ≤ νi ≤ yiνimax
(3.23)
Ces méthodes peuvent également s'appliquer aux ontraintes égalité, dans le as de la méthode
Big-M en reformulant les ontraintes égalité omme deux inégalités. En pratique, on peut
être amenés à utiliser des relaxations de es formulations : dans e as, les yi ne sont plus
des variables binaires mais dénies par yi ∈ [0, 1]. Dans e as relaxé, toutes les formulations
ne sont alors plus équivalentes : l'enveloppe onvexe donne la relaxation la plus resserrée de
l'ensemble admissible mais est plus ompliquée à mettre en pratique que la méthode Big-M,
notamment ar les ontraintes doivent être reformulées ave les nouvelles variables νi. Par
ailleurs, une régularisation doit être utilisée pour la troisième ontrainte de (3.23) (division
par 0). Enn, la multipliation binaire doit être elle aussi régularisée pour pouvoir être traitée
numériquement, la façon la plus simple étant d'introduire une variable ǫ > 0 (que l'on peut
xer ou minimiser) :
yiGi(x) ≤ ǫ
Ces relaxations seront utilisées pour reformuler les ontraintes spéiques aux modes du
problème de ommande optimale hybride H-OCP et seront détaillées pour e as spéique
en partie 3.4.1.4.
3.3.2.2 Traitement des disjontions par l'ajout de ontraintes ontinues
On a vu pour l'instant la reformulation des ontraintes ontinues spéiques à haque
mode. Cependant, les problèmes hybrides peuvent aussi faire intervenir des ontraintes sur
les variables logiques yi elles mêmes. Dans notre as, on supposera que les disjontions sont
les seules ontraintes de e type.
An de reformuler de façon ontinue les ontraintes de disjontion, on utilise des fontions
auxiliaires Φ qui ont la partiularité de s'annuler pour tous les points admissibles. En rempla-
çant les ontraintes logiques par des ontraintes du type Φ(y) = 0 le problème peut alors être
résolu sur les variables relaxées. Cependant, le domaine admissible dérit par une disjontion
est disjoint et ave un intérieur vide. Or e type de ontrainte, onnu sous le nom de ontraintes
de omplémentarité pose typiquement des problèmes aux algorithmes d'optimisation omme
nous allons le voir i-dessous.
Dénition Un problème de omplémentarité (MPCC, Mathematial Problem with Comple-
mentarity Constraints) ontenant mc ontraintes de omplémentarité est dérit par le jeu de
ontraintes suivant :
Ci1(x) ≥ 0
Ci2(x) ≥ 0
Ci1(x)C
i
2(x) = 0, ∀i ∈ [1..mc]
On l'abrègera parfois en Ci1(x) ⊥ Ci2.
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L'approhe la plus direte pour reformuler une disjontion de façon ontinue est sous
forme du problème MPCC suivant :∑
i∈Dj
yji = 1 (3.24a)
yjiyj,l 6=i = 0 ∀i ∈ Dj (3.24b)
0 ≤ yi,j (3.24)
Cependant, ette formulation est peu souhaitable ar elle enfreint la plupart des ritères
de qualiation des ontraintes en haque point admissible omme détaillé i-dessous. Or la
qualiation des ontraintes est un pré-requis pour le suès des algorithmes que nous allons
utiliser.
Qualiation des ontraintes pour les problèmes MPCC :
Le ritère LICQ déni en Annexe A est un des ritères de qualiation des ontraintes qui
garantit que les onditions KKT sont des onditions néessaires d'optimalité. C'est un ritère
assez restritif mais faile à tester (test sur le rang du gradient des ontraintes atives). On
montre ii que la formulation (3.24) viole le ritère LICQ en tout point admissible. Tout
d'abord, la ondition SOS1 garantit qu'au moins une des onditions y1 > 0 ou y2 > 0 est
vériée. Supposons que e soit y1. En raison de la omplémentarité, les ontraintes atives
inluent y2 = 0 et y1y2 = 0. Les lignes orrespondantes dans le gradient des ontraintes
atives sont ainsi linéairement dépendantes :
∂
∂(y1, y2,X)
(
y1y2
y2
)
=
(
y2 = 0 y1 . . . 0
0 1 . . . 0
)
Le même problème s'observe lorsque l'on utilise la méthode de multipliation binaire dérite
préédemment : le ritère LICQ est mis en défaut en haque point qui vérie yi = 0, hmI,i(x) = 0
[44℄. De plus, ette formulation est problématique pour les algorithmes de points intérieurs
tels qu'IPOPT [45℄, qui néessitent d'être initialisés ave une solution admissible stritement à
l'intérieur du domaine des ontraintes. Or ii toute solution admissible n'est pas intérieure au
domaine des ontraintes : en eet, une solution admissible implique que pour au moins un des
i, yi = 0. On montre également que le ritère MFCQ (présenté en Annexe A), moins restritif,
est également enfreint en tout point admissible [46℄. La reformulation ontinue des ontraintes
de omplémentarité sous la forme (3.24) semble ainsi inappropriée pour e type d'algorithme
qui est malheureusement elui que nous allons utiliser par la suite. Une première solution pour
ontrer e problème est d'utiliser des algorithmes adaptés à e type de problèmes. On peut
notamment iter IPOPT-C [47℄, une version modiée d'IPOPT, qui utilise une régularisation
des ontraintes de omplémentarité : les ontraintes de omplémentarité sont ainsi relaxées
à l'aide d'un paramètre δ et duries à haque itération (µ est ii le paramètre de la fontion
barrière de l'algorithme) :
yiyl = 0 est relaxé par yiyl ≤ δµ, µ le paramètre de barrière, µ→ 0 et δ > 0
Des variables d'éart sont ensuite ajoutées sur ette nouvelle formulation :
yiyl + eil = δµ, eil ≥ 0
Cela permet de traiter la ontrainte de omplémentarité relaxée sans les problèmes préi-
tés, et à la limite µ = 0, la ondition de omplémentarité est respetée.
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Traitement de la omplémentarité par les fontions NCP
Une alternative à l'utilisation des ontraintes (3.24) utilise les fontions dites NCP (Nonlinear
Complementarity Problem), qui sont des appliations φNCP : R
2 → R possédant la propriété
suivante :
φNCP (x, y) = 0⇔ x ≥ 0, y ≥ 0, xy = 0 (3.25)
Une fontion NCP onnue est la fontion de Fisher Burmeister dénie par
φFB = (x+ y)−
√
x2 + y2 (3.26)
Cette fontion a ertaines propriétés intéressantes en optimisation. Elle est notamment
diérentiable partout sauf en (0, 0) (qui n'est par ailleurs pas un point admissible dans le as
d'une disjontion)
∇φFB =

1− 2x√x2+y2
1− 2y√
x2+y2


(3.27)
Une disjontion ⊻
i∈1..nω
ωi peut ainsi se reformuler en utilisant des fontions NCP omme
suggéré par [48℄ :
ΦFB

ωi,∑
j 6=i
ωj

 =0 (3.28)
nω∑
k=1
ωk ≥1 (3.29)
ωk ≥ 0 ∀k ∈ 1..nω (3.30)
La présene de variables logiques est ainsi remplaée par l'ajout de ontraintes égalité non
linéaires, qui ajoutent des non-onvexités au problème. Ces non onvexités sont souvent pro-
blématiques lors de la résolution du problème, même si et inonvénient peut être tempéré
en utilisant une relaxation pour la ontrainte 3.28 :ΦFB
(
ωi,
∑
j 6=i
ωj
)
≤ µ(n), ave µ(n) une
onstante que l'on fait déroître à haque itération n de l'optimisation.
Une autre alternative est d'utiliser des fontions NCP régularisées omme elles dérites dans
[46℄. L'utilisation de la fontion suivante garantit par exemple une onvergene vers des points
M-stationnaires (dénis en Annexe A) :
ΦK(a, b; t) =
{
(a− t)(b− t) , a+ b ≥ 2t
−12((a− t)2 + (b− t)2) , sinon
Où t ≥ 0 est un paramètre que l'on fait tendre progressivement vers 0. Cette fontion
peut ainsi être utilisée pour représenter une disjontion en ajoutant au problème ontinu
la ontrainte :
ΦK

ωi,∑
j 6=i
ωj; t

 = 0, ∀i ∈ 1..nω
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3.3.2.3 Traitement des disjontions par pénalisation
An d'éviter les diultés induites par la omplémentarité, une autre approhe est de re-
laxer la ontrainte de omplémentarité mais de pénaliser toute déviation [49℄,[50℄. Le problème
d'optimisation devient :
min
x,ǫ
J(x) + ρǫ (3.31)
t.q.Gi1(x)G
i
2(x) ≤ ǫ (3.32)
ǫ > 0, G1(x) ≥ 0, G2(x) ≥ 0, ∀i ∈ [1..mc] (3.33)
La onvergene est alors garantie pour ρ susamment grand. Comme tous les Gi1(x) et
G2(x)
i
sont positifs, il est également possible de remplaer (3.32) par la formulation aggrégée
suivante (produit salaire) :
G1(x)G2(x) ≤ ǫ (3.34)
Il est également possible de dénir ǫ omme une onstante et non omme une variable d'op-
timisation. La méthode la plus ourante est de résoudre le problème (3.31-3.33) de manière
itérative en réduisant progressivement la valeur de ǫ.
Le domaine dérit est non onvexe mais n'est plus disjoint, e qui autorise à nouveau
l'utilisation d'algorithmes de points intérieurs.
Dans la pratique, es méthodes se sont révélées très sensibles à l'initialisation. Pour ette
raison, elles n'ont pas été retenues dans la méthode d'optimisation développée. Celle-i utilise
néanmoins ertains des aspets présentés dans ette partie :
 On forme un problème relaxé qui utilise les onvexiations dérites en 3.3.2.1.
 Branh & Bound : la résolution alterne entre la résolution du problème relaxé et d'un
problème où l'on xe les variables logiques jusqu'à e que l'éart entre les deux solutions
passe en dessous d'un seuil.
Le respet des ontraintes de disjontion est en revanhe traité d'une manière qui n'a pas
enore été abordée. Dans la solution proposée, les trajetoires des ommandes binaires sont
onstruites d'après le résultat du problème relaxé à l'aide d'une méthode spéique que l'on
présente en 3.4.2.
3.4 Développement d'une méthode d'optimisation dynamique
hybride
Dans ette partie, on présente une extension de la méthode de olloation au problème
d'optimisation dynamique pour les systèmes hybrides ave transitions expliites dérit en
(H-OCP). La solution proposée ombine les méthodes d'optimisation dynamique et les mé-
thodes MINLP présentées dans les deux parties préédentes. Le problème de ommande op-
timale initial de dimension innie est tout d'abord disrétisé dans le temps, et en partiulier
les trajetoires des entrées logiques ω(t). Le problème disrétisé ainsi obtenu est un problème
MINLP, mais qui a la partiularité de représenter une dimension temporelle. Cette partiula-
rité peut être exploitée à l'aide de tehniques de résolution spéialisée. On peut ainsi identier
trois grands types de méthodes pour le traitement des aspets logiques dans le problème de
ommande optimale.
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La première approhe utilise une déomposition ontinu/logique du problème. La résolution
fait appel à deux problèmes hiérarhisés : un problème "maître" optimise les variables logiques,
puis des sous-problèmes de ommande optimale ontinus sont résolus ave la trajetoire des
variables logiques xées. C'est une approhe similaire à elle utilisée dans les algorithmes
Branh & Bound ou Outer Approximation. Ii, les variables logiques du problème repré-
sentent l'état des omposants sur haque élément.La diulté de l'utilisation de e type de
méthodes pour l'optimisation dynamique est liée à sa nature ombinatoire : le nombre de
séquenes de ommutations possible roit exponentiellement ave le nombre d'éléments de
la grille de disrétisation. Pour pallier et inonvénient [31℄ suggère de ne onsidérer qu'un
nombre restreint de séquenes probables en utilisant la programmation disjontive [51℄[52℄.
Cependant ette phase de modélisation est très spéique au problème onsidéré.
Pour éviter et aspet ombinatoire, une seonde approhe passe par la reformulation
ontinue des aspets disjontifs omme évoqué en 3.3.2.2. L'ajout de ontraintes ontinues
au problème relaxé remplae les ontraintes logiques du problème initial, et notamment les
disjontions qui déterminent le mode ourant. Une approhe par pénalisation, où l'on durit
progressivement la pénalité sur le aratère non binaire des variables logiques peut aussi être
envisagée, omme mentionné en 3.3.2.3. Le problème à résoudre est ainsi ramené à un simple
NLP, mais ette formulation amène les mêmes problèmes numériques que eux évoqués en
3.3.2.2 : elle ajoute des non linéarités fortes dans les ontraintes ou la fontion objetif qui
rendent le problème très sensible à l'initialisation des variables. Cette approhe a été expéri-
mentée mais donnait des résultats non satisfaisants même pour des as simples et n'a pas été
retenue par la suite.
La troisième est une méthode qui prend en ompte la dimension temporelle de e problème
MINLP. Son prinipe est de onstruire les trajetoires des variables logiques d'après les tra-
jetoires relaxées de es mêmes variables. Cette dernière approhe a été retenue dans la thèse
pour ses performanes numériques et les garanties théoriques de la méthode employée. Son
fondement s'appuie sur des résultats initialement présentés par [53℄ pour les systèmes om-
mutés à deux modes : soit les trajetoires des variables logiques obtenues sur le problème
relaxé sont déjà des solutions du problème hybride (solutions de type Bang Bang où les om-
mandes relaxées "sautent" entre 0 et 1), ou soit les variables relaxées prennent une valeur
intermédiaire, mais il est dans e as possible de onstruire sur ette grille temporelle une
trajetoire binaire sous-optimale telle que la diérene entre les deux trajetoires résultantes
soit bornée. La méthode utilisée dans ette thèse introduite par [54℄ et présentée en 3.4.2
permet de minimiser ette borne.
On formule maintenant les exigenes pour la méthode de résolution numérique du pro-
blème de ommande optimale hybride auxquelles la méthode développée devra répondre.
 La méthode doit fournir des trajetoires binaires pour les entrées logiques
 La solution du problème disrétisé doit être admissible pour le problème réel en temps
ontinu. En partiulier, les ontraintes doivent être respetées en dehors des instants de
disrétisation. Cette exigene implique que la granularité de la disrétisation doit être
assez ne pour obtenir la préision requise pour les trajetoires alulées (par rapport
aux trajetoires réelles).
 Les instants de ommutation optimaux doivent pouvoir être loalisés. Il est important
de noter à e stade que la disrétisation temporelle hoisie inuene le nombre et les
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instants de ommutations possibles pour le système. La grille temporelle doit ainsi
pouvoir être adaptée par la méthode d'optimisation.
An de mieux appréhender les onepts développés dans la suite de e hapitre, on présente
à titre introdutif les résultats obtenus par la méthode itérative d'optimisation dynamique
hybride sur un exemple simple : l'osillateur de Van Der Pol (VDP), régi par les équations
suivantes :
x˙1 = (1− x22)x1 − x2 + u
x˙2 = x1
J˙ = ep1(x21 + x
2
2 + u
2)
x1(t0) = 0, x2(t0) = 1, J(t0) = 0
0 ≤ u ≤ 0, 75
Ave x1, x2 les états du système, u la ommande, p1 un paramètre et J(tf ) la fontion
objetif visant à amener le système en (xs, us) = ((0, 0), 0). Les deux graphes sur la Figure
3.4 montrent de haut en bas les trajetoires des états x1 et x2, de la ommande u et de la
fontion objetif J à la première et à la dernière itération (3) de la méthode proposée. La grille
temporelle ourante est matérialisée par les traits vertiaux. L'optimisation est initialement
réalisée sur une grille temporelle à grosse maille (gure du haut). Les trajetoires des sorties
prédites par la méhtode de olloation sont en trait pointillé. Le système est ensuite simulé
ave les trajetoires de ommande optimales données par la méthode de olloation (trait
plein pour les sorties). On onstate qu'en raison de la disrétisation trop grossière utilisée, les
trajetoires simulées du système s'éartent de elles prédites par l'optimisation. An d'obtenir
une bonne ohérene entre es deux trajetoires, la grille est alors ranée aux endroits où la
préision de la méthode de olloation est insusante. L'erreur est ii alulée d'après une
méthode qui sera présentée au paragraphe 3.4.3.1 On onstate sur le deuxième graphe de la
Figure 3.4 que le ranement de la grille d'optimisation a permis d'améliorer la stabilisation
de l'osillateur tout en onservant un nombre de pas de temps adapté (e qui permet de
restreindre la taille du problème disrétisé sans altérer la préision des solutions).
Dans le as des systèmes hybrides, la grille est également ranée dans un autre but : elui de
déteter les instants de ommutation. La méthode d'optimisation proposée alterne entre la
résolution de problèmes relaxés où ω(t) ∈ [0, 1] et de problèmes où les trajetoires ω(t) sont
xées et binaires (ω(t) ∈ {0; 1}), en ranant à haque étape la grille temporelle. Pour illustrer
la méthode d'optimisation sur un système hybride, on introduit une ontrainte hybride dans
l'osillateur de Van der Pol : on onsidère que l'entrée u présente désormais une bande morte et
ne peut pas être ativée en dessous d'un seuil um = 0, 1. L'ativation de u est ainsi modélisée
par l'ajout d'une variable logique ON telle que :{
u ∈ [0, 1; 0, 75] , ON = 1
u = 0 , ON = 0
Les résultats de la méthode après 8 itérations sont présentés dans la Figure 3.5. La traje-
toire de la variable binaire ON est insérée sur le quatrième graphique. Sur le graphiques 4, la
trajetoire de la ommande logique ON (trait plein bleu) est onstruite d'après la trajetoire
relaxée de ette variable (trait pointillé vert). Sur les autres graphiques, les trajetoires en
trait pointillé vert représentent l'optimisation sur le problème relaxé et elles en trait bleu
ontinu l'optimisation sur le problème où l'on a xé la trajetoire de la variable ON . On
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Figure 3.4  Optimisation dynamique de l'osillateur de VDP - Itération 1 et 3
onstate que la grille n'est pas ranée de manière homogène. L'entrée u est ativée au début
de l'horizon (de 0 à 4s), puis brièvement après 8s. Autour de et instant, on remarque que la
trajetoire relaxée pour ON n'est pas à 0 ni 1. Le ranement de la grille permet de loaliser
préisément l'instant d'ativation de l'entrée u, et d'obtenir une fontion objetif similaire sur
le problème hybride (24.510) et le problème relaxé (24.468).
Comme on a pu le onstater dans es deux exemples introdutifs, la méthode développée fait
intervenir les aspets suivants :
 La mise en forme des modèles hybrides et la reformulation des ontraintes hybrides
selon un formalisme partiulier. Cette partie sera détaillée en 3.4.1.
 La génération de trajetoires binaires d'après des trajetoires relaxées pour les entrées
logiques telles que la variable ON . Cette partie est développée en 3.4.2.
 Le alul de l'erreur sur la grille d'optimisation que l'on présente en 3.4.3.1.
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Figure 3.5  Optimisation dynamique de l'osillateur de VDP hybride - Itération 8
 L'adaptation itérative de ette grille en fontion de l'erreur et de la trajetoire des
variables logiques relaxées. Cette partie est détaillée en 3.4.3.3.
On présentera enn en 3.4.5 ertaines améliorations de la méthode an de pouvoir prendre
en ompte des oûts de transition, ainsi que des durées minimales pour haun des modes.
3.4.1 Reformulations ontinues des problèmes dynamiques hybrides
Dans ette partie, on présente une méthode pour mettre les systèmes (DAEg-DAEm)
sous une forme adaptée à la méthode d'optimisation proposée. Les modèles obtenus sont des
modèles ontinus relaxés, qui sont anes en la ommande ω. Cette mise en forme des modèles
fait appel à :
 Une représentation spéique des ommandes logiques ω et ontinues u
 Une reformulation des équations dynamiques spéiques aux modes dans (DAEm)
 Une reformulation des ontraintes spéiques aux modes dans (DAEm). On s'attahera
en partiulier aux ontraintes représentant une plage de fontionnement en marhe.
La reformulation ontinue des aspets disjontifs évoquée en 3.3.2.2 n'est pas utilisée ii.
A la plae, on propose d'utiliser une heuristique nommée Sum Up Rounding permettant
de onstruire a posteriori des trajetoires pour les variables binaires tout en respetant les
ontraintes de disjontion, et e d'après les trajetoires du problème relaxé.
Par ailleurs, la modélisation des fontions de transition n'est pas néessaire dans notre as : en
eet, on a fait l'hypothèse que les transitions impliites étaient reformulées de façon ontinue
par lissage, et l'on n'a formulé auune restrition sur les transitions expliites ommandées.
3.4.1.1 Modélisation des modes
On retient la modélisation du système hybride sous la forme normale onjontive, où le
mode ourant est la réunion des modes de haque omposant, plutt qu'un unique mode déni
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à l'éhelle du système. Les raisons pour ela sont les suivantes :
 La forme disjontive demande au modélisateur d'énumérer les diérentes ombinaisons
valables des variables logiques. Cela ne va pas dans le sens d'une modélisation orientée
objet, où les propriétés d'ensemble du système sont générées automatiquement par
assemblage de omposants élémentaires.
 La forme CNF permet également de dénir plus failement les ontraintes spéiques à
l'état de fontionnement d'un omposant (par exemple un débit minimal si le omposant
est atif). En eet, dans le as de la forme disjontive, es ontraintes devraient être
dupliquées pour haun des modes où le omposant est atif.
Le modèle ontient un nombre nd de disjontions notées Dj , j ∈ 1..nd, ayant haune un
nombre njω de termes. Des variables logiques ωji(t) ∈ {0; 1} sont introduites pour dérire
l'ativation de la branhe i de la disjontion j. Cependant, dans le as njω = 2 (odant par
exemple les états ON/OFF), on se limite à l'introdution d'une variable ωj(t), l'autre terme
pouvant se déduire par 1 − ωj(t). On appelle disjontion binaire ette première atégorie de
disjontion où njω = 2. Les disjontions ave n
j
ω > 2 sont quant à elles nommées disjontions
SOS1, et utilisent les variables logiques à deux indies ωji(t). On note que l'élimination d'une
variable serait également possible pour e type de disjontion en utilisant la propriété SOS1
(3.35), mais induit une formulation plus ompliquée des ontraintes spéiques à haque
mode.
Le mode atif du système à l'instant t est dérit par un veteur m(t) de longueur nd. Comme
elui-i est maintenu onstant sur haque élément, on note mk sa valeur sur le pas de temps
k. Les omposantes mjk de e veteur dérivent la branhe ative de la disjontion j. Dans
le as des disjontions binaires on a ainsi mjk = ω
j
k, et dans le as des disjontions SOS1
mjk = i t.q. ω
ji
k = 1.
Durées minimales : Dans les systèmes énergétiques, il est très fréquent que la durée des modes
d'un omposant soit ontrainte (temps minimum de marhe, d'arrêt, et.). Les méthodes
développées doivent don tenter de prendre en ompte e fateur. On peut onsidérer deux
façons de modéliser les durées minimales :
 On onsidère une durée minimale par disjontion, valable pour tous les termes de la
disjontion (durée minimale ON égale à la durée minimale OFF)
 On onsidère une durée minimale pour haun des termes de la disjontion (durée
minimale de marhe diérente de la durée minimale d'arrêt). Cette deuxième option
est plus réaliste mais présente une implémentation beauoup plus ompliquée dans la
méthode proposée. Pour ette raison, on se limitera à la première formulation.
L'interfae ave l'algorithme d'optimisation et le modèle ontient ainsi les éléments suivants :
 Une liste de nd termes ontenant les noms des variables ω
ji
ou ωj des diérentes dis-
jontions
 Une liste des durées minimales T jmin de haque disjontion
Par ailleurs, le respet des durées minimales rend néessaire la prise en ompte des modes atifs
dans haque disjontion au début de l'horizon d'optimisation. Ainsi, auune ommutation ne
doit être autorisée pour la disjontion j tant que le mode ourant n'est pas atif depuis une
durée au moins égale à T jmin. On a ainsi besoin de onnaître pour haque disjontion j :
 Le mode mjpre = mj(t
−
0 ) atif dans haque disjontion avant le début de l'horizon
 La durée T jpre depuis laquelle les modes mj ont été ativés avant le début de l'horizon
A titre d'exemple voii les informations Dj , T
j
min, m
j
pre et T
j
pre ommuniquées à l'algorithme
d'optimisation pour un modèle ontenant 3 disjontions (2 disjontions binaires et une dis-
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jontion SOS1), de durées minimales diérentes :
([(ω1), 10s, 1, 5s], [(ω21 , ω22, ω23), 2s, 3, 2s], [(ω3), 5s, 0, 7s])
A l'état initial, le système est ainsi dans le mode m =
(
1 3 0
)T
. La ommutation n'est pas
permise dès l'instant initial pour la première disjontion ar le mode 1 n'est atif que depuis
5 s alors que la durée minimale est de 10 s.
3.4.1.2 Modélisation des entrées
3.4.1.2.1 La notion d'entrée bloquée
On utilisera par la suite des entrées dites bloquées, 'est-à-dire des entrées onstantes par
moreaux maintenues (bloquées) à une même valeur sur un ou plusieurs éléments onséutifs,
omme évoqué en 3.2.4.2. Dans le adre du MPC, les entrées bloquées sont souvent utilisées
pour réduire la dimension du veteur de ommande tout en maintenant un horizon de prédi-
tion susamment long (par exemple on peut onsidérer que les entrées varient uniquement
sur les premiers pas de temps, ou qu'elles ne sont autorisées à varier qu'à ertains instants).
Les instants où u est autorisé à varier sont donnés par leurs indies dans la grille de olloation
T0. Cette liste d'indies est dénie omme
bu = {bl l ∈ 1..nbu}
Elle orrespond aux instants
Bu = {t0; tb1 ; . . . ; tbl ; . . . ; tbnbu }
3.4.1.2.2 Modélisation des ommandes logiques
Comme évoqué préédemment, la disrétisation retenue pour les variables doit être à même
de représenter les trajetoires optimales du problème OCP initial, qui est de dimension innie.
Les trajetoires des variables binaires sont omposées d'ars où elles prennent les valeurs 0 ou
1 ; pour ette raison, des fontions onstantes par moreaux sont utilisées pour les modéliser.
Ave njs le nombre maximal d'ars pour la disjontion Dj , on note Sj = {s1, . . . , sns+1 = tf}
la grille des njs + 1 instants de ommutation possibles (même si les ommutations à tf ne
sont pas onsidérées). Dans la méthode de olloation, l'implémentation est simpliée si l'on
suppose que les ommutations ne sont possibles qu'à la frontière des éléments. Les Sj sont
don des sous-ensembles de la grille T0 et peuvent être aratérisées pour haque entrée par
une liste d'indies bω. On note que omme les entrées binaires sont onstantes sur haque
élément, il n'est pas néessaire d'indexer ii les points de olloation. Ainsi ωjik est la valeur
de ωji(t) sur le segment Tk : ω
ji(t) = ωjik , ∀t ∈ [tk−1, tk],∀i ∈ Dj .
On note Sjk = sl− sl−1,∀f ∈ 1..nns la durée des éléments des grilles Sj . Ils orrespondent
à la durée minimale possible pour haque mode. Idéalement, la disrétisation retenue pour
les entrées binaires doit permettre de loaliser les instants de ommutation optimaux. Deux
approhes sont alors possibles :
 on peut traiter la grille T0 omme une variable d'optimisation. Dans la pratique, e sont
les durées Tk des éléments qui sont introduites omme ne nouvelles variables. Cette
approhe a l'avantage de onsidérer les instants de ommutation diretement dans le
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problème d'optimisation. En revanhe, la retransription des équations de olloation
ave es nouvelles variables introduit ertaines non linéarités qui n'existaient pas dans
le as d'une grille xée, rendant la résolution du problème plus omplexe.
 on peut adapter la grille de façon itérative et a posteriori an de loaliser les om-
mutations. On onserve dans e as pour haque problème une retransription sur une
grille xée, mais plusieurs itérations peuvent être requises pour loaliser l'instant de
transition optimal.
On notera que pour es deux approhes le nombre maximal de ommutations reste limité par
le nombre de pas de temps de la grille, même si l'on ne peut pas savoir a priori le nombre
optimal de ommutations du problème en dimension innie.
Un autre aspet onerne le respet des durées minimales de haque mode. La façon la plus
simple pour le garantir est de hoisir Sjk = T
j
min. Cette solution n'est pas très satisfaisante
ar elle ontraint les instants de ommutation à être également répartis. Il est don plus
intéressant de garantir Sjk ≥ T jmin mais en loalisant le début de haque ar. On présentera
deux méthodes permettant de garantir ette ontrainte lors de la onstrution des trajetoires
binaires. Ces deux méthodes implémentent des stratégies diérentes pour loaliser les instants
de ommutation au pas le plus n dont nous disposons, en l'ourrene la grille T0.
3.4.1.2.3 Modélisation des entrées ontinues
Dans la méthode de olloation, les entrées ontinues u(t) peuvent être modélisées de
plusieurs façons. Comme e hoix est laissé à l'utilisateur, on présente ii es diérentes re-
présentations.
Entrées polynomiales par moreaux : La première option est d'utiliser les mêmes points de
olloation que pour les états et variables algébriques. A la diérene des états ependant, les
entrées peuvent être disontinues à la jontion de deux éléments. Les entrées sont ainsi des
fontions polynomiales par moreaux de degré nc − 1 sur haque élément.
Continuité des entrées : Parfois, il est ependant souhaitable de maintenir la ontinuité
de u. Une méthode ouramment employée est d'introduire dans le problème la ommande
du = u˙. u est alors éliminée des entrées et devient un état du système. Cette méthode pré-
sente d'autres avantages : l'introdution expliite de du omme nouvelle variable dans le
problème d'optimisation permet d'ajouter une pénalité sur e terme dans la fontion objetif,
ou de le restreindre à un ertain domaine. Ces deux manipulations ont tendane à limiter les
variations brusques de la ommande qui ne sont pas souhaitées en général.
Entrées onstantes par moreaux : Une troisième option pour la modélisation des entrées
est d'utiliser les fateurs bloquants, e qui permet d'obtenir des fontions onstantes par mor-
eaux.
Entrées anes ontinues : Enn, la dernière approhe, qui mêle les deux préédentes,
permet d'obtenir une ommande ontinue ane par moreaux. Les fateurs bloquants sont
utilisés sur la ommande du nouvellement introduite an d'obtenir du onstant sur haque
élément et par onséquent u ane. Les ommandes anes par moreaux présentent un grand
intérêt pratique : elles garantissent le respet des ontraintes de bornes sur u sur tout l'hori-
zon. En eet, un problème souvent renontré lorsque l'on utilise les polynmes de Lagrange
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pour modéliser les entrées est la nature osillatoire des trajetoires interpolées, qui peuvent
amener à des violations des ontraintes de bornes en dehors des points de olloation. Les
entrées anes par moreaux semblent ainsi un bon ompromis entre un nombre de degrés de
liberté susant et des trajetoires moins suseptibles d'osiller ou de violer des ontraintes. La
modélisation des entrées anes par moreaux est la suivante : u˙ = du sur la grille Bdu = T0
où la ommande est autorisée à hanger.
3.4.1.3 Formulation onvexe des DAE
On herhe maintenant à disposer d'un modèle adapté pour l'optimisation par la méthode
de olloation, 'est-à-dire un modèle ontinu soumis à des ontraintes ontinues elles aussi.
Pour ela, on présente une méthode pour relaxer le système hybride initial. Les modiations
à apporter au modèle onernent les équations et ontraintes spéiques aux modes. On se
plae dans le adre des systèmes modélisés par (DAEg)-(DAEm). Ce problème hybride peut
être embarqué dans un même modèle à l'aide de la formulation suivante, parfois nommée
Outer Convexiation ou Embedding.
x˙j =
∑
i∈Dj
ωjif ji (x, z
g, u) (3.35a)
zj =
∑
i∈Dj
ωjig¯ji (x, z, u) (3.35b)
∑
i∈Dj
ωji = 1, 0 ≤ ωji ≤ 1, ∀j ∈ 1..nd (3.35)
Ave Dj = 1..n
j
ω. Une reformulation ontinue est possible en relaxant les ommandes binaires
ωji(t) ∈ {0; 1} (selon les méthodes, ette relaxation se fera sur l'intervalle [0, 1], ou [0,∞[). Le
modèle obtenu à e stade est alors un DAE sous forme de modèle d'état (ODE) pouvant être
traité par la méthode de olloation. Il reste néanmoins à reformuler les ontraintes spéiques
aux modes.
Dans la suite de e hapitre on utilisera parfois la notation plus préise x(t) = x(x0, u, ω; t)
et z(t) = z(x0, u, ω; t) pour les trajetoires de x et z orrespondant à l'intégration du système
(3.35) pour les entrées [u(t), ω(t)], ave ω(t) = {ωji(t), j ∈ 1..nd, i ∈ 1..njω}
3.4.1.4 Reformulation des ontraintes de plage de fontionnement
On présente ii la reformulation des ontraintes spéiques aux modes pour un as parti-
ulier qui se retrouve fréquemment dans les systèmes énergétiques : les ontraintes de plage
de fontionnement en marhe. Autrement dit, un omposant peut être soit éteint, soit ma-
n÷uvré entre un minimum et un maximum tehnique. On suppose que les omposants en
question sont ommandables et que l'état (allumé/éteint) est une variable de déision. Une
telle hypothèse s'intègre failement ave une desription du mode sous forme CNF (où une
variable logique ω peut oder l'état d'un omposant). La ontrainte originale est la suivante :{
u = 0 , ω = 0
u ∈ [u;u] , ω = 1
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La première formulation est la méthode Big-M dérite en (3.22) :
0 ≤ u ≤ ωu (3.36)
u− u ≤ (1− ω)M (3.37)
ω ∈ [0, 1] (3.38)
Ave M ≥ u. Cependant, dans la pratique, la reformulation Big-M semble tomber fai-
lement dans des minima loaux. On propose don la formulation suivante : On propose de
relaxer e type de ontrainte en introduisant deux ommandes : une ommande ontinue umod
et une ommande logique ω. La ommande ω est modélisée omme une entrée onstante par
moreaux. La ommande umod peut être polynomiale, ane ou onstante par moreaux. La
ommande u réellement appliquée au système devient une variable algébrique :
u = umodω, umod ∈ [u;u], ω ∈ [0, 1] (3.39)
Ave ette formulation, la valeur de umod n'a pas d'impat sur la solution tant que ω = 0.
3.4.2 Méthode Sum Up Rounding
On a vu jusqu'alors omment transformer le modèle hybride (DAEg-DAEm) sous une
forme onvexiée (3.35), en introduisant des ommandes binaires ω odant les modes om-
mandés, et en reformulant de façon ontinue les modes soumis à des transitions impliites. En
relaxant les ommandes ω par ω ∈ [0, 1], le modèle obtenu est un modèle ontinu et diéren-
tiable, sur lequel on peut résoudre le problème de ommande optimale (ii ave la méthode de
olloation). Cependant, en raison de la relaxation de la ontrainte ω ∈ {0; 1}, il est possible
que les trajetoires alulées lors de l'optimisation ne soient pas des trajetoires du système
hybride initial. On propose don une phase de restauration permettant de générer des tra-
jetoires binaires pour les ommandes ω, en s'appuyant sur une méthode nommée Sum Up
Rounding, initialement présentée dans [54℄. On ommene par revenir sur ertains résultats
théoriques justiant l'emploi de ette méthode.
3.4.2.1 Génération de trajetoires binaires
Dans [53℄ apparaît un résultat important pour les systèmes ommutés à deux modes
relaxés selon (3.35). Le système original (ommuté) est donné par :
x˙(t) = fω(t)(x(t), u(t)), ω(t) ∈ {0; 1} (3.40)
Le système relaxé (embedded) :
x˙(t) = (1− ω(t))f0(x(t), u(t)) + ω(t)f1(x(t), u(t)), ω(t) ∈ [0, 1] (3.41)
Proposition 3.2. [53℄ L'ensemble des trajetoires du système ommuté (3.40) est dense dans
l'ensemble des trajetoires du système (3.41).
Deux as se présentent alors : soit le problème relaxé (3.35) admet une solution binaire
pour ω, la trajetoire obtenue est alors aussi solution du système ommuté, soit il existe
des intervalles où ω ∈]0, 1[ et d'après la Proposition 3.2 il est possible de onstruire une
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trajetoire sous-optimale admissible pour le système ommuté arbitrairement prohe de la
solution relaxée. Ce résultat est par la suite généralisé aux systèmes à nω modes dans [55℄.
Par extension à notre as, les trajetoires du système hybride (DAEg)-(DAEm) sont denses
dans l'ensemble des trajetoires du système DAE onvexié (3.35). Il reste maintenant à
déterminer la façon de onstruire ette trajetoire sous-optimale admissible pour le système
ommuté.
La méthode Sum Up Rounding (SUR) proposée par [54℄[56℄ est une méthode permettant de
générer sur une grille temporelle une trajetoire binaire
ωbin : [t0, tf ]→ {0; 1}nω
d'après une trajetoire relaxée
ωrel : [t0, tf ]→ [0, 1]nω
La méthode s'applique aux systèmes hybrides onvexiés selon (3.35). On ommene par
introduire un premier résultat sur l'évolution d'un système (3.35) lorsqu'on lui applique les
mêmes entrées ontinues u˜ mais deux entrées binaires ωa(t) et ωb(t) diérentes. Soient don
xa(t) = xa(x0, u˜, ωa; t) et xb(t) = xb(x0, u˜, ωb; t)
les deux trajetoires d'état orrespondantes, qui satisfont :
x˙a(t) = ωa(t)f(xa(t), u˜(t))
x˙b(t) = ωb(t)f(xb(t), u˜(t))
.
Hypothèse H4. On fait les hypothèses suivantes :
 ‖ωa(t)‖ ≤ 1, ‖ωb(t)‖ ≤ 1
 f est Lipshitz en x : ‖f(x, u˜)− f(y, u˜)‖∞ ≤ Lx‖x− y‖∞ (voir Annexe B)
 f et sa dérivée sont bornées :
‖f(x, u˜)‖∞ ≤M,
∥∥∥∥df(x, u˜)dt
∥∥∥∥
∞
≤ C
 Les trajetoires ωa et ωb vérient ∀t ∈ [t0, tf ] :∥∥∥∥∥∥
t∫
t0
[ωa(τ)− ωb(τ)] dτ
∥∥∥∥∥∥
∞
= max
j∈1..nω
∣∣∣∣∣∣
t∫
t0
[
ωja(τ)− ωjb(τ)
]
dτ
∣∣∣∣∣∣ ≤ ǫ (3.42)
La dernière hypothèse sera vériée par onstrution omme détaillé ensuite. Le théorème
3.3 de [56℄ donne une borne sur l'éart entre les trajetoires xa(t) et xb(t) :
Théorème 3.3. ([56℄) Sous les hypothèses (H4), l'erreur entre les trajetoires xa et xb est
bornée par
‖xa(t)− xb(t)‖∞ ≤ (‖xa(0)− xb(0)‖∞ + (M + Ct)ǫ) eLxt, ∀t ∈ [t0, tf ]
Ou, si l'on onsidère que xa(0) = xb(0)
‖xa(t)− xb(t)‖∞ ≤ eLxt(M + Ct)ǫ
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La démonstration se fait en utilisant un as partiulier du Lemme de Grönwall introduit
en Annexe B. Comme l'on peut le onstater, l'éart maximal entre les trajetoires xa(t) et
xb(t) dépend linéairement de la borne ǫ introduite en (3.42).
Un as partiulier du Théorème 3.4 est le suivant : ωa ← ωrel ∈ [0; 1] et ωb ← ωbin ∈ {0; 1}
(admissible pour le système hybride). Partant de e onstat, et étant donnée une trajetoire
relaxée ωrel, on peut herher à onstruire une trajetoire binaire ωbin qui minimise l'intégrale
(3.42) (et don la borne ǫ), et par onséquent minimise aussi la borne sur l'éart entre les
trajetoires des états xrel et xbin orrespondantes.
On a vu par ailleurs que la forme de Bolza de la fontion objetif peut toujours se mettre
sous forme xJ(tf ) ave
dxJ
dt = Φ(x(t))+ Cette stratégie est l'essene même de la méthode Sum
Up Rounding. Deux versions de ette méthode sont données, la première dans le as où les
omposantes de ω vérient la propriété SOS1 (3.35), la deuxième sans ette restrition.
Pour le as des disjontions de type binaire, la méthode SUR originale est donnée dans
l'Algorithme 4 et illustrée en Figure 3.6. La trajetoire de la variable relaxée ωrel est repré-
sentée sur la ligne du haut. Sur la ligne du bas, on présente le déroulement de l'algorithme
sur les 4 premiers pas de temps pour produire la trajetoire ωbin. L'algorithme SUR onsiste
à omparer l'intégrale de la solution relaxée jusqu'au pas de temps tk+1 (aire grise) ave l'in-
tégrale de la solution binaire jusqu'à l'instant tk (aire noire) an de dénir progressivement la
valeur ωbin,k de ωbin pour le pas de temps k (trait plein noir sur la deuxième ligne). ωbin,k est
ainsi xé à 1 sur le pas k si la diérene entre les deux intégrales est supérieure à 0, 5Tk, à 0
sinon. Cette stratégie permet de minimiser la diérene entre les aires grises et noires omme
mentionné dans le Théorème 3.4. Un autre algorithme et une version similaire de e théorème
sont également donnés pour les disjontions SOS1.
Algorithme 4 Sum Up Rounding binaire
Entrées: Grille Wrel = [ωrel,k], durée des éléments Tk : T = [Tk], i ∈ 1..nω, k ∈ 1..ne
Pour k = 1 à ne Faire
qk ←
k∑
n=1
ωrel,nTn −
k−1∑
n=1
ωbin,nTn
ωbin,k ← 1 Si qk ≥ 0, 5Tk Sinon 0
Fin Pour
Retourner Wbin = [ωbin,k], k ∈ 1..ne
Théorème 3.4. ([56℄) Si ωrel : [t0, tf ]→ [0, 1] est une fontion mesurable et ωbin : [t0, tf ]→
{0; 1} est onstruit selon l'Algorithme 4, alors∣∣∣∣
∫ tf
t0
ωbin(t)− ωrel(t)dt
∣∣∣∣ ≤ 0, 5max
1..ne
Tk
Dans le as où ω(t) est un veteur, la méthode SUR est appliquée à haune des ompo-
santes ωi(t) et l'on remplae la valeur absolue de l'intégrale par la norme innie.
3.4.2.2 Méthode SUR sur une grille bloquée
La méthode SUR dérite préédemment autorise la ommutation à tous les instants de la
grille. Or omme mentionné préédemment, ertains modes peuvent avoir des ontraintes
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Figure 3.6  Illustration de la méthode SUR sur une disjontion binaire
de durées minimales. On propose don ii une version adaptée de la méthode Sum Up
Rounding. La modiation par rapport à [54℄ onerne la restrition des instants de om-
mutation possibles à eux d'une grille Sj ⊆ T0 spéique à haque disjontion j : Sj =
{ts1 , . . . , tsl , . . . , tsns[j]+1 = tf}, l ∈ 1..ns[j]. Dans ette thèse, on propose une méthode per-
mettant de réer es grilles de façon séquentielle an de loaliser les ommutations sur la
grille la plus ne dont on dispose (T0) et de garantir la durée minimale Tmin des modes sans
toutefois imposer à l'avane une grille de ommutation à la maille de Tmin.
Plusieurs des grilles temporelles dénies en 3.2.4.1 vont être utilisées : la grille des éléments
T0, elle de leur durée T , ainsi que des grilles d'indies s orrespondant aux indies de ertains
instant tk de T0. Les grilles sont représentées sous forme de tableaux, ave les indies entre
rohets. Les indies suivants sont utilisés :
 k ∈ 1..ne : les éléments de la grille de olloation T0
 j ∈ 1..nd : les disjontions du système
 i ∈ 1..nω[j] : les termes de la disjontion j
 l ∈ 1..ns[j] : les éléments Sj des grilles de ommutation
Pour simplier les notations dans les algorithmes, on introduit maintenant la fontion
indie(ondition,var) qui retourne le premier indie de la grille vériant la ondition en faisant
varier la variable var.
Dans la méthode SUR, les ωibin,k sont dénis séquentiellement de la façon suivante : sur
haque pas de temps [tk, tk+1[, l'algorithme évalue pour haque mode la valeur de (3.42)
attendue si on ne le séletionne pas sur et intervalle, 'est-à-dire l'augmentation de ǫ or-
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respondante sur e pas de temps. Cette dégradation est alulée par les variables auxiliaires
qik. On séletionne alors le mode orrespondant à la plus grande valeur q
i
k. Si une ambiguïté
existe entre deux modes, priorité est donnée au mode ayant le plus petit index k.
Algorithme 5 Sum Up Rounding sur une grille de ommutation
Entrées: Grille Wrel = [ωirel,k], durées des éléments Tk : T = [Tk], i ∈ 1..nω, k ∈ 1..ne,
grille de ommutation s[sl], l ∈ 1..ns , mode initial ω0 à t−0
1: ωbin,k ← 0, ∀k ∈ 1..ne
2: ωbin,k ← ω0, ∀k ∈ 0, s1
3: Pour f = 1 à ns Faire
4: qis ←
sl∑
n=1
ωirel,nTn −
sl−1∑
n=1
ωibin,nTn, ∀i ∈ 1..nω
5: Si nω > 1 alors
6: m← indie(qik ≥ qjk ∀j 6= i, i)
7: ωmbin,k ← 1, ∀k ∈ sl..sl+1
8: Sinon
9: ω1bin,k ← 1 Si q1s ≥ 0, 5Tk Sinon 0 , ∀k ∈ sl..sl+1
10: Fin Si
11: Fin Pour
12: Retourner Wbin = [ωibin,k], ∀k ∈ 1..ne
3.4.3 Ranement de la grille
On propose ii un algorithme de ranement de la grille temporelle ayant deux objetifs.
Le premier est la loalisation des instants optimaux des ommutations, elles-i n'étant per-
mises qu'à la jontion de deux éléments. On a ainsi Sj ⊆ T0, ∀j ∈ 1..nd. Le seond est de
garantir la préision de la méthode de olloation, du fait que les trajetoires des variables
X˜(t) = [x˜(t), ˙˜x(t), z˜(t)] alulées par la méthode ne sont que des approximations polynomiales
des trajetoires réelles X(t) = [x(t), x˙(t), z(t)], obtenues pour la même trajetoire de om-
mande optimale u˜(t). La préision de X˜(t) dépend ainsi du nombre d'éléments et de points
de olloation hoisis, qui à leur tour inuent sur la dimension du problème. Enn, il existe
souvent un ompromis entre la proximité de la solution du problème original et relaxé et un
nombre élevé de ommutations. Dans le as des systèmes énergétiques, les ommutations fré-
quentes sont souvent peu souhaitables. Pour pallier e problème, une solution est d'imposer
pour haque entrée logique une durée minimale pour haque mode et don une ertaine "gra-
nularité" des grilles de ommutation Sj utilisées. Le prix à payer est un éart potentiellement
plus important entre les trajetoires binaires et relaxées (don également un éart plus grand
entre Jrel et Jbin) omme suggéré par le Théorème 3.4.
La diulté posée ii est due à la quantiation des instants de ommutation possibles
imposée par la grille T0, et le fait que elle-i doive être utilisée omme support pour toutes
les disjontions j, qui n'ont a priori auune raison de partager les mêmes instants de ommu-
tation. On a fait le hoix ii de raner la grille temporelle en adaptant uniquement le nombre
et la durée des éléments, 'est-à-dire en modiant la grille T0. On aurait pu également adapter
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la grille de olloation T1, en ajustant le nombre de points de olloation au sein de haque
élément. Ajouter des points de olloation sur un élément permet en eet d'aroitre l'ordre
de la méthode d'intégration et d'améliorer loalement la préision aux endroits néessaires.
Cependant, l'implémentation atuelle de la méthode de olloation dans JModelia impose
un nombre de points de olloation similaire sur tous les éléments. L'adaptation du nombre
de points de olloation n'est don pas onsidérée pour l'instant.
La première étape est maintenant de quantier l'erreur due à la méthode de olloation, avant
d'exposer la stratégie mise en plae pour la ontrler.
3.4.3.1 Estimation de l'erreur de la méthode de olloation
Deux notions sont importantes pour quantier la préision de la méthode de olloa-
tion, que l'on apparente à une méthode d'intégration numérique à un pas : l'erreur loale,
et l'erreur globale. L'erreur globale tout d'abord orrespond simplement à l'erreur entre la
trajetoire réelle et simulée. C'est elle qui nous intéresse en pratique. On note X˜T (t) =
[x˜T (t), ˙˜xT (t), z˜T (t)] les trajetoires obtenues par optimisation et X(t) = [x(t), x˙(t), z(t)] elles
obtenues par simulation ave la trajetoire de ommande optimale u˜(t). En supposant que les
trajetoires X(t) et X˜(t) sont orretement normalisées, on peut retenir la dénition suivante
pour l'erreur globale sur un élément k :
Ek =
∥∥∥∥∥∥∥
tk∫
tk−1
∣∣∣X(t)− X˜(t)∣∣∣ dt
∥∥∥∥∥∥∥
∞
(3.43)
Cette mesure de l'erreur n'est pas vraiment adaptée pour arbitrer le ranement de la
grille ar elle ne tient pas ompte du fait que l'erreur tend à s'aumuler au ours du temps.
Le ranement de la grille est ainsi suseptible de diviser inutilement la grille en n d'horizon
alors qu'il aurait parfois été néessaire de le faire avant que la tolérane sur l'erreur globale
ne soit dépassée. On s'intéresse don à une autre mesure de l'erreur : l'erreur loale.
Pour les méthodes d'intégration numérique à un pas, l'erreur loale sur un élément orrespond
à l'erreur d'intégration sur un pas, partant des mêmes onditions initiales X¯k. Or omme
mentionné préédemment, les trajetoires X et X˜ dièrent, et ne partagent pas les mêmes
valeurs aux instants tk : la ondition X(tk) = X˜(tk) = X¯k n'est alors pas vériée. On introduit
don sur haque pas de temps k une trajetoire estimée Xˆk ayant pour ondition initiale
Xˆk = X¯k pour servir de référene au alul de l'erreur loale. Deux hoix sont alors possibles
pour l'initialisation des Xˆk : on peut soit poser X¯k = Xˆ
k(tk) = X(tk), soit X¯k = Xˆ
k(tk) =
X˜(tk). On retiendra la deuxième solution, 'est-à-dire que le résultat issu de la méthode de
olloation nous donne les valeurs d'initialisation pour les trajetoires estimées Xˆk. L'erreur
globale peut alors être vue omme l'aumulation des erreurs loales et leur propagation à
travers le système simulé. On propose maintenant deux façons de dénir l'erreur loale.
Erreur loale sur les variables :
La première méthode est basée sur l'erreur par rapport à Xˆk et est alulée omme suit :
on initialise l'état estimé d'après le résultat d'optimisation Xˆk(tk) = X˜(tk), puis on simule le
système sur un pas ave la trajetoire u˜, en utilisant une tolérane très faible. L'erreur loale
peut alors être dénie sur la grille T0 omme :
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ǫk = ‖e(tk+1)‖∞ , ave e(t) = Xˆk(t)− X˜(t) (3.44)
On peut aussi onsidérer la forme intégrale suivante.
ǫk =
∥∥∥∥∥∥∥
tk∫
tk−1
|e(t)|dt
∥∥∥∥∥∥∥
∞
(3.45)
Cependant, les trajetoires Xˆk obtenues par simulation ne sont données que par un ensemble
disret de points. Il est don néessaire de les interpoler dans un premier temps an d'obtenir
es trajetoires omme une fontion ontinue Xˆk(t) et pouvoir évaluer l'intégrale.
Erreur loale sur la dynamique :
Dans la deuxième méthode, on évalue plutt le respet de la dynamique le long de la
trajetoire alulée. Dans l'implémentation de la méthode de olloation de JModelia, le
DAE est onsidéré sous forme impliite (DAEi), et le respet de ette équation n'est garanti
qu'aux points de olloation tkc :
F (X˜(tkc), u˜(tkc)) = F (xkc, x˙kc, zkc, ukc) = 0, ∀k ∈ 1..ne, c ∈ 1..nc (3.46)
On dénit ainsi l'erreur instantanée sur la dynamique omme : η(t) = F (X˜(t), u˜(t)).
Cependant η(t) qui vaut exatement 0 aux points de olloation est suseptible d'osiller
entre es points, générant des ompensations dans l'intégrale. Pour ette raison, on retient
omme mesure l'erreur loale absolue ζk [57℄ dénie par :
ζk =
∥∥∥∥∥∥∥
tk∫
tk−1
|η(t)|dt
∥∥∥∥∥∥∥
∞
(3.47)
Cette méthode est intéressante ar elle ne néessite pas l'appel à un algorithme d'intégra-
tion numérique. Son implémentation néessite les éléments suivants :
 les trajetoires X˜(t) et u˜(t) qui sont les polynmes d'interpolation utilisés dans la mé-
thode de olloation et peuvent être déduits failement des points X˜ik, u˜ik
 l'intégrale de la fontion dans (3.47) est alulée par la méthode de quadrature de
Romberg omme suggéré par [58℄. Cette méthode permet d'évaluer l'intégrale d'une
fontion (ii |η(t)|) en évaluant elle-i en ertains points de l'intervalle. La quadrature
de Romberg peut aussi être utilisée pour évaluer l'intégrale dans (3.45).
Erreur loale de l'optimalité des solutions :
Une hypothèse impliite que l'on a faite pour les deux méthodes préédentes est l'exati-
tude de la trajetoire de ommande alulée : u(t) = u∗(t) = u˜(t), mais omme souligné par
[57℄, les trajetoires optimales des entrées doivent normalement aussi vérier les équations ad-
jointes. Réemment, les auteurs [59℄ ont fait une proposition pour prendre en ompte l'erreur
sur les onditions d'optimalité des variables duales dans le ranement de la grille. Cependant,
les états adjoints ne sont pas onsidérés expliitement dans les méthodes diretes telles que la
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méthode de olloation (même si ertaines orrespondanes existent entre les états adjoints
et les multipliateurs de Lagrange assoiés dans le NLP [39℄), et nous ne les onsidèrerons pas
ii. Dans notre as, le ranement de la grille utilisé ontrle don seulement la préision des
résultats pour une trajetoire u(t) donnée mais ne prend pas en ompte son optimalité.
3.4.3.2 Normalisation de l'erreur
On herhe à garantir une erreur loale relative sur la grille d'optimisation. Pour ette
raison, la mesure de l'erreur doit être normalisée. Cela est ruial pour les modèles physiques
qui font intervenir des variables ayant des ordres de grandeur très diérents (impat sur le
alul de (3.44)), et peuvent mêler des dynamiques lentes et rapides (impat sur le alul
de (3.47) . Pour la méthode (3.44), les valeurs nominales des diérentes omposantes sont
utilisées (l'indie temporel est ii laissé ar il est possible de dénir une trajetoire nominale
plutt qu'une valeur nominale dans l'algorithme de olloation). Pour haque omposante i
du veteur X, l'erreur est donnée par
ǫ
(i)
rel,k =
ǫ
(i)
k
max(X
(i)
nom,k, δ)
(3.48)
Ave δ un petit nombre servant à régulariser l'expression. Dans JModelia, il est également
possible de travailler diretement ave des variables normalisées. L'implémentation est dé-
taillée dans [60℄.
Pour la deuxième méthode (3.47), la façon de normaliser est moins évidente. Un premier om-
mentaire que l'on peut faire est que la trajetoire X˜ alulée par la méthode de olloation
peut être onsidérée omme une trajetoire perturbée autour de la trajetoire réelle Xˆ, qui
elle satisfait en tout point F (Xˆ(t), u˜(t)) = 0. Pour ette raison, on peut utiliser pour η(t) une
approximation du premier ordre autour de Xˆ :
η(t) = F (X˜(t), u˜(t))| = |F (Xˆ(t) + e(t), u˜+ δu) ≈ F (Xˆ, u˜) +∇F (Xˆ, u˜)
[
e(t) δu(t)
]T
≈ ∇F (Xˆ, u˜) [e(t) 0]T
Ii, δu(t) = 0 ar la même trajetoire des entrées u˜ est utilisée pour générer Xˆ et X˜ .
De ette expression, il peut sembler raisonnable d'utiliser une normalisation s'appuyant
sur les valeurs de ∇F , évalué le long de la trajetoire (Xˆ(t), u˜(t)). Un point intéressant à
noter est qu'il s'agit d'une quantité alulée pour d'autres raisons par le solveur IPOPT : les
équations de olloation (3.46) sont en eet des ontraintes du NLP, et sont linéarisées au
moment de la résolution par IPOPT. Or IPOPT eetue également une normalisation des
ontraintes. On utilisera don ii les fateurs de normalisation donnés par IPOPT plutt que
de herher à en réer de nouveau. La normalisation utilisée par IPOPT pour ∇Fj(Xik, uik)
('est-à-dire pour haque omposante j de Fj) est la suivante :
(∇Fj(Xik, uik))nom = dijk∇Fj(Xik, uik), dijk = min
{
1,
gmax∥∥∇Fj(X0ik, u0ik)∥∥∞
}
Ave gmax un paramètre d'IPOPT (100 par défaut) et [X
0
ik, u
0
ik] les valeurs initiales données à
l'algoritme. Dans JModelia, es valeurs proviennent des trajetoires d'initialisation fournies
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à l'algorithme (option init_traj ) ou des attributs InitialGuess si es trajetoires ne sont pas
renseignées. On souligne au passage l'importane d'une bonne initialisation des variables du
problème disrétisé (3.18) résolu par IPOPT, qui est un algorithme d'optimisation loale.
3.4.3.3 Stratégies d'adaptation de la grille
L'erreur loale, qui onditionne la préision des résultats obtenus par simulation dépend
prinipalement de la méthode d'intégration employée (même s'il existe d'autres fateurs d'er-
reur tels que les erreurs d'arrondi). La préision d'une méthode d'intégration peut être ara-
térisée par son ordre :
Dénition (Ordre d'une méthode d'intégration numérique) Une méthode d'intégration nu-
mérique est d'ordre n si l'erreur loale est en O(T n), T étant la durée du pas. On appelle
aussi ette erreur "erreur de tronature", en référene à l'approximation de f (dans le as
d'une ODE) par son développement en série de Taylor.
Les méthodes de olloation introduites brièvement en 2.2.3.1 sont des méthodes de Runge
Kutta impliites. Leur ordre p dépend des points de olloation employés : les points de
Gauss Legendre donnent une méthode d'ordre 2 ∗ nc, et eux de Gauss-Radau (un point de
olloation en τ = 1) une méthode d'ordre 2 ∗ nc − 1 [39℄. On peut ainsi approher l'erreur
loale omme :
ǫk ≈ ckT pk
Ave ck une onstante. Cependant, il est noté dans [58℄ qu'en présene d'un DAE d'ordre
supérieur à 1 ou de ontraintes atives, l'ordre de la méthode peut être dégradé. Un entier r
est ainsi introduit pour quantier ette rédution d'ordre, mais dont la détermination reste
empirique.
ǫk ≈ ckT p−rk
En première approximation et sans onsidérer r, il est possible d'évaluer l'erreur prédite à
l'itération n+ 1 si l'on sinde ou fusionne deux éléments par :
ǫ
(n+1)
p,k = ǫ
(n)
(
T
(n)
k
T
(n+1)
k
)p
(3.49)
Le ranement de la grille peut ainsi être vu omme un moyen de ontrler indiretement
l'erreur globale en agissant sur la taille des éléments, et don l'erreur loale. Cependant, et
notamment dans le as de systèmes instables, il est possible que le ranement de la grille basé
sur l'erreur loale uniquement soit insusant : par exemple, dans le problème de stabilisation
de l'osillateur de Van Der Pol (instable), le résultat de la Figure 3.7. Ii, on onstate que
l'optimisation amène bien les états à l'origine. Cependant, la simulation du système montre
que eux-i divergent en réalité. La raison est la suivante : les erreurs loales sont alulées en
prenant omme point de départ la trajetoire d'optimisation, qui atteint l'état stationnaire
(xs, us) = (0, 0) à un instant ts. Or la trajetoire simulée dière quelque peu de ette tra-
jetoire, et n'atteint pas exatement e point stationnaire mais (xǫ, 0) à ts. S'agissant d'un
système instable, ette erreur se propage et devient de plus en plus grande.
On a présenté jusqu'alors une mesure de l'erreur loale sur un élément, que l'on souhaite
garder en dessous d'une ertaine tolérane tolǫ. On peut alors hoisir de sinder les éléments
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Figure 3.7  Ehe de stabilisation de l'osillateur VDP ave un ranement de grille basé
sur l'erreur loale (haut) - Amélioration ave le ontrle de l'erreur globale (bas)
ne respetant pas e ritère, ar omme évoqué préédemment, réduire le pas d'intégration
augmente la préision numérique.
La grille peut aussi être ranée dans l'objetif de loaliser les instants de ommutation,
et l'on doit disposer également d'un ritère pour déider si un élément doit être sindé
dans ette optique. On ommene par dénir l'ensemble des modes admissibles pour une
disjontion ontenant nω variables, qui est noté M(nω). Ainsi, M(1) = {0; 1} et M(3) =
{[1, 0, 0], [0, 1, 0], [0, 0, 1]}. On peut alors hoisir de sinder les éléments où les variables logiques
relaxées n'appartiennent pas à es ensembles. Dans la pratique, une ertaine tolérane tolb
est aordée sur le aratère binaire des solutions. On note M
tolb
(nω) l'ensemble des valeurs
relaxées admissibles pour les ommandes binaires. On autorise ainsi ω ∈ [0; tolb]∪ [1− tolb; 1].
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On présente maintenant l'Algorithme 6 utilisé pour le ranement de la grille ourante, et
pour la génération de trajetoires binaires respetant les durées minimales des modes. La grille
ourante T n0 de l'itération n est adaptée en modiant le nombre d'éléments ne et leur durée
Tk, an de préparer la future grille T n+10 . L'anienne grille est parourue progressivement
pour préparer la suivante et l'on sinde les éléments sur lesquels la préision est insusante,
ou sur lesquels la solution relaxée n'est pas binaire pour au moins une des disjontions.
Par ailleurs, omme les modes doivent respeter des ontraintes de durées minimales, les
transitions ne sont pas permises pour tous les instants de la grille T n+10 . L'algorithme onstruit
don progressivement des grilles de ommutation Sn+1[j] pour toutes les disjontions. Pour
des raisons de ommodité, on utilise pour les grilles de ommutation la notation sous forme
de tableau d'indies s introduite en (3.13).
Les trajetoires binaires sont alors générées au fur et à mesure de la onstrution de la
grille Sn+1[j] en appliquant la méthode SUR de l'Algorithme 5. Le dernier indie sM ontenu
dans s[j] détermine jusqu'à quel pas de temps ts[j][M ] la méthode SUR est appliquée. Les
valeurs des variables binaires relaxées sont stokées dans Wnrel[j], et les durées des pas de
temps de ette grille sont données dans T [k]n. Le mode ourant est déterminé par m[j] = mj
qui représente la branhe ative pour haque disjontion j (on a ωjm
j
= 1). La variable Tpre[j]
indique depuis ombien de temps mpre est le mode atif à t0. On utilise également au sein
de l'algorithme une variable Ta[j] qui stoke la durée depuis laquelle le mode mk est atif à
l'instant k.
L'Algorithme 6, nommé SURminT proède selon les étapes suivantes :
1. l.1 à l.9 : La grille ourante T n est tout d'abord ranée aux endroits où la préision nu-
mérique est insusante et/ou aux endroits où les solutions relaxées ne sont pas binaires.
On obtient ainsi la grille T n+1 sur lequel l'algorithme SURminT est appliqué.
2. l.10 à l.11 : initialisation et parours des disjontions
3. l.12 à l.17 : à l'instant initial, le mode mjpre est atif depuis une durée T
j
pre et ne peut
hanger tant qu'il n'a pas atteint sa durée minimale T jmin. On parourt don les indies
k de la grille en maintenant mjk = m
j
pre et en omptabilisant la durée totale d'ativation
dans la variable Ds jusqu'à e que la ondition T
j
pre +Ds > T
j
min soit vériée.
4. l.18 à 40 : parours des indies k de la grille
5. l.19 à 24 : reherhe de l'indie k
next
jusqu'auquel le prohain mode devra être maintenu
si une ommutation se produit à l'instant k (tel que tk
next
− tk ≥ T jmin).
6. l.25 à 31 : détermination du mode ourant, le terme auxiliaire q de la méthode SURminT
utilise l'intervalle [tk; tk
next
] omme horizon de omparaison (et non pas [tk; tk+1] omme
dans la méthode SUR)
7. l.32 à 39 : détermination du mode ourant mjk. Le prohain instant de ommutation
possible est k
next
si une ommutation a eu lieu, k + 1 sinon.
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Algorithme 6 Sum Up Rounding ave durée minimale des modes (SURminT)
Entrées: Grille temporelle T n, trajetoires relaxées Wnrel =
[
ωjirel,k / ω
j
rel,k
]
et erreur loale
ǫ sur T n, modes initiaux mpre et leur durée d'ativité Tpre à l'instant initial, toléranes
tolb et tolǫ
1: Pour k = 1 à ne Faire
2: y[j]←Wnrel[j][k], ∀j ∈ 1..nd
3: Si ǫ[k] ≥ tolǫ OU ∃j ∈ 1..nd t.q. |y[j] /∈Mtolb(nω[j]) alors
4: Wn+1rel ⊳ [y, y] ; T n+1 ⊳ [T
n[k]
2 ,
Tn[k]
2 ]
5: Sinon
6: Wn+1rel ⊳ y ; T n+1 ⊳ T n[k]
7: Fin Si
8: Fin Pour
9: ne ← longueur(T n+1)
10: Wbin[j][k]← 0, ∀j ∈ 1, nd, k ∈ 1, ne
11: Pour j = 1 à nd Faire
12: m← mjpre, Ds ← T jpre
13: k ← 0
14: Tant que Ds < T
j
min ET k < ne − 1 Faire
15: k ← k + 1, Ds ← Ds + Tk
16: ωjm
bin,k
← 1
17: Fin Tant que
18: Tant que k < ne Faire
19: k
next
← k + 1
20: Ds ← Tk
next
21: Tant que Ds < T
j
min ET knext < ne Faire
22: Ds ← Ds + Tk
next
23: k
next
← k
next
+ 1
24: Fin Tant que
25: Si nω > 2 alors
26: qi ←∑knextn=1 ωji
rel,n
Tn −
∑k
n=1 ω
ji
bin,n
Tn, ∀i ∈ 1, njω
27: mnew ← index({qi ≥ ql ∀l 6= i}, i)
28: Sinon
29: q ←∑knextn=1 ωj
rel,n
Tn −
∑k
n=1 ω
j
bin,n
Tn
30: mnew ← 1 Si q ≥ 0.5Ds Sinon 0
31: Fin Si
32: Si mnew 6= m alors
33: m← mnew
34: ωjm
bin,n
← 1 Si nω > 2 Sinon ωj
bin,n
← m , ∀n ∈ k, k
next
35: k ← k
next
36: Sinon
37: ωjm
bin,k
← 1 Si nω > 2 Sinon ωj
bin,k
← m
38: k ← k + 1
39: Fin Si
40: Fin Tant que
41: Fin Pour
42: Retourner W
bin
=
[
ωji
bin,k
/ ωj
bin,k
]
, T n+1
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La méthode est illustrée dans la Figure 3.8 pour une disjontion de type ON/OFF. Le
graphique du haut montre la trajetoire de la ommande binaire relaxée (bleu) et elle de la
trajetoire d'état (orange). La trajetoire en trait plein représente la trajetoire prédite par
l'optimisation et elle en pointillés la trajetoire réelle du système obtenue par simulation
(l'illustration est quelque peu inexate puisque la trajetoire x∗simu donne une mesure de
l'erreur globale alors que la mesure qui est utilisée pour le ranement de la grille s'appuie
sur l'erreur loale). Le résultat du ranement de la grille ourante selon les ritères évoqués
préédemment (split/keep) est présenté dans le deuxième shéma.
Figure 3.8  Ranement de la grille et génération de trajetoires binaires
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Les graphes 3, 4 et 5 de la Figure 3.8 illustrent l'algorithme SURminT prenant en ompte
la durée minimale des modes. On suppose que le système est dans l'état ON avant t0, mais
n'a pas enore atteint la durée minimale Tmin. Pour ette raison, la ommutation n'est pas
permise avant t2 et le mode ON est maintenu jusqu'à et instant (graphique du haut). A partir
de et instant, la ommutation est possible et le prohain mode est alulé en s'intéressant à la
solution relaxée sur [tk; ts]. Sur le deuxième graphique, le mode ON est enore séletionné, et
l'algorithme progresse depuis tk+1. Sur le dernier graphique, on observe que la ommutation
a eu lieu. Le mode OFF est alors maintenu sur une durée susante pour garantir le respet
de Tmin, puis la proédure est réitérée.
3.4.4 Algorithme d'optimisation hybride
Dans ette partie, on présente l'algorithme itératif d'optimisation dynamique hybride, qui
fait intervenir les diérentes briques que l'on vient d'introduire : la méthode de olloation,
l'estimation de l'erreur sur la grille ourante, et la méthode SURminT qui sert à générer des
trajetoires binaires et préparer la grille suivante. Cet algorithme est représenté dans la Figure
3.9. On initialise l'algorithme ave une grille temporelle T 00 et nc points de olloation par
élément. Puis les étapes suivantes sont répétées à haque itération n jusqu'à atteindre l'un
des ritères d'arrêt de l'algorithme :
1. Le problème de ommande optimale hybride relaxé est résolu. On obtient les trajetoires
prédites par la méthode de olloation pour l'état x∗nrel et les ommandes ω
∗n
rel et u
∗n
rel
2. On simule le système ave les ommandes ω∗nrel et u
∗n
rel. On obtient la trajetoire préise
x∗nrel,sim pour les états ainsi que la valeur de la fontion objetif J
n
rel
3. On alule l'erreur loale ǫ sur la grille de olloation T n0 en utilisant la dénition de
l'erreur (3.44) ou (3.47)
4. On applique l'Algorithme 6 (SURminT) de ranement de la grille pour T n0 , ω
∗n
rel , ǫ. On
obtient la nouvelle grille de olloation T n+10 ainsi que les trajetoires binaires ω
n+1
bin sur
ette grille.
5. Le problème de ommande optimale où l'on a xé les trajetoires ωn+1bin (t) est résolu sur
la grille T n+10 . On obtient les trajetoires prédites par la méthode de olloation pour
l'état x∗nbin et les ommandes ontinues u
∗n
bin. Ces trajetoires servent pour l'initialisation
du problème d'optimisation à l'étape n+ 1.
6. On simule le système ave les ommandes ωnbin et u
∗n
bin. On obtient la trajetoire préise
x∗nbin,sim pour les états ainsi que la valeur de la fontion objetif J
n
bin
7. On inrémente l'itération ourante : n← n+ 1
8. On teste si l'un des ritères d'arrêt déni i-dessous est vérié, auquel as on sort de la
boule. Sinon la proédure est réitérée.
Les ritères d'arrêt sont les suivants :
 la solution relaxée a un omportement binaire sur toute la grille ave une tolérane tolb
sur le aratère binaire et la préision relative des solutions est sous une tolérane tolǫ
 l'éart entre la fontion objetif relaxée et binaire est en dessous d'une ertaine tolérane
tolJ et la préision relative des solutions relaxées est sous une tolérane tolǫ
 le ranement de la grille est trop important : soit le nombre d'éléments est trop grand
(ne > ne,max), soit la longueur du plus petit élément est inférieure à une limite Tǫ
(min
k
Tk < Tǫ). On peut onserver seulement la première ondition si l'on impose qu'un
élément ne peut être sindé lorsque Tk/2 < Tǫ)
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Figure 3.9  Algorithme d'optimisation dynamique hybride
 un nombre maximal d'itérations a été atteint (n > nmax)
Ces ritères permettent à l'algorithme de terminer en un nombre ni d'itérations. Il est
important de noter que la proédure d'arrondi modie la solution optimale du problème relaxé.
Il est ainsi possible qu'après arrondi, les ommandes ontinues u∗nrel amènent à des violations
de ontraintes sur les états. C'est pour ette raison que l'on proède à une ré-optimisation
des ommandes ontinues après avoir xé les variables binaires. Cette méthode permet de
garantir à nouveau le respet des ontraintes si une solution existe, mais ne garantit pas
l'existene de ette solution. Cependant, on peut s'attendre à e que la probabilité d'avoir
un problème relaxé faisable et un problème arrondi infaisable diminue ave le pas de temps
hoisi, le Théorème 3.4 assurant que l'éart entre les états pour le problème relaxé et arrondi
soit borné par une borne dépendant linéairement de la durée du plus grand pas de temps.
3.4.5 Prise en ompte des oûts de transition et de modulation
Il peut être intéressant dans ertaines situations de prendre en ompte des oûts de tran-
sition lors du passage d'un mode à l'autre. Dans le as des entrales d'énergie, les oûts de
démarrage à froid d'un omposant en sont un exemple typique ; ils orrespondent souvent au
surout de maintenane assoié aux phases transitoires. De même, des oûts de modulation
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à la hausse ou à la baisse peuvent parfois être onsidérés pour ertaines ommandes de l'ins-
tallation.
Dans ette partie, on présente une méthode pour reformuler de façon ontinue la variation
à la hausse ou à la baisse de ertaines des ommandes bloquées (ommandes onstantes par
moreaux) du système. La reformulation est intégrée lors de la génération du NLP par la
méthode de olloation (e qui néessite de lui apporter quelques modiations alors que les
algorithmes préédents lui étaient extérieurs). Il est alors possible de omptabiliser les oûts
assoiés à es variations dans la fontion objetif. Dans le as partiulier des ommandes ω,
les modulations autorisées sont le passage de 1 à 0 ou de 0 à 1 uniquement. En onstatant
que dans la forme onjontive, l'état d'un omposant j peut être dérit par une variable ωj , il
est alors possible de dénir un oût d'arrêt cdown pour le premier as (passage de 1 à 0) et un
oût de démarrage cup pour le seond (passage de 0 à 1). Un démarrage à un instant tk de la
grille orrespond alors à {ωjk−1 = 0;ωjk = 1}, ou enore ∆ωjk = 1 ave ∆ωjk = ωjk−ωjk−1. Dans
la suite de e paragraphe, on s'intéresse uniquement au as des ommandes binaires ω, i.e.
aux oûts de démarrage/ arrêt mais le même raisonnement peut s'appliquer aux ommandes
ontinues bloquées ub. La méthode est ii présentée pour les oûts de démarrage (variations
à la hausse), l'adaptation aux oûts d'arrêts se déduit failement. On introduit pour haque
variable ωj assoiée à un oût de démarrage des variables upjk dénies de la façon suivante :
up
j
k = max(∆ω
j
k; 0),∀k ∈ 1..ne (3.50)
La fontion objetif J , que l'on présente ii sous forme intégrale est alors modiée de la façon
suivante :
Jup = J +
nd∑
j=1
cjup
ne∑
k=1
up
j
k
=
∫ tf
t0
L(x, u)dt︸ ︷︷ ︸
Terme intégral
+
nd∑
j=1
cjup
ne∑
k=1
up
j
k︸ ︷︷ ︸
Somme
(3.51)
Cette formulation est exate si ωj(tk) ∈ {0; 1}. A e stade, deux remarques importantes
doivent être formulées :
 La méthode SUR donne une borne sur l'éart maximal entre les états xbin du problème
original hybride et les états xrel du problème relaxé. Cette propriété s'applique aussi à
la valeur de la fontion objetif : la borne sur l'éart entre Jbin et Jrel est due au fait que
J peut s'exprimer omme la valeur nale d'un état xJ déni par l'équation diérentielle
x˙J(t) = L(x(t), u(t)). Malheureusement, la fontion objetif modiée Jup ne peut plus
être mise sous ette forme en raison de la présene du terme Somme dans (3.51). Les
méthodes SUR et SURminT ne sont don plus adaptées pour générer les trajetoires
binaires en présene de oûts de démarrage.
 La fontion max utilisée dans 3.50 n'est pas diérentiable et ne peut être traitée ave
un solveur NLP standard.
En réponse à es deux problématiques, deux solutions sont apportées. La méthode pro-
posée ne présente pas les garanties théoriques de onvergene de la méthode SUR mais a
fourni des résultats onvenables dans la pratique. Conernant la génération de trajetoires
binaires, on propose tout d'abord d'utiliser une méthode d'arrondi simple ave respet des
temps minimaux à la plae de la méthode SURminT pour les variables ω présentant des oûts
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Figure 3.10  Comparaison de l'arrondi donné par la méthode SURminT et un arrondi
standard
de démarrage lorsque eux-i ont une importane signiative dans la fontion objetif. Cette
solution reherhe la proximité instantanée entre les trajetoires ωrel(t) et ωbin(t) plutt que
la proximité de leurs intégrales et évite les ommutations induites par la méthode SUR. La
Figure 3.10 illustre les problèmes pouvant se produire sinon : ii, la solution ωrel de l'opti-
misation relaxée ave une valeur initiale imposée à 0 est identiquement à 0.2 (graphique du
haut), e qui orrespond à un oût de variation à la hausse de 0, 2 ∗ cup sur tout l'horizon,
alors que l'appliation de la méthode SURminT génère un oût de variation à la hausse de
2 ∗ cup (deux démarrages), e qui est problématique si e terme est prépondérant sur le terme
intégral. Dans l'exemple, l'arrondi simple produit quant à lui une solution identiquement égale
à 0, orrespondant à un oût de démarrage nul. La méthode d'arrondi simple ave respet
des temps minimaux onsiste à remplaer la ligne 4 de l'Algorithme 5 par :
qis ←
sl∑
n=1
ωirel,nTn −
sl−1∑
n=1
ωirel,nTn, ∀i ∈ 1..nω
En e qui onerne la non-diérentiabilité du terme (3.50), on propose de ré-exprimer
la fontion max sous forme d'un problème MPCC, s'inspirant de la démarhe proposée par
[32℄. Le prinipe de ette méthode est de reformuler ette fontion omme le résultat d'un
problème d'optimisation sous ontrainte. En eet, on a :
up
j
k = ∆ω
j
k − y∆ωjk (3.52)
y = arg
{
min
yˆ
yˆ∆ωjk, s.. 0 ≤ yˆ ≤ 1
}
(3.53)
Les onditions d'optimalité du problème (3.53) sont alors utilisées omme des ontraintes pour
(3.52). Le Lagrangien de (3.53) fait intervenir de nouvelles variables duales que l'on nomme
ajk et b
j
k :
L(y, aj , bj) = y∆ωjk + yaj + (1− y)bj
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Les onditions d'optimalité s'érivent alors :
∆ωjk − ajk + bjk = 0
0 ≤ ajk ⊥ y ≥ 0
0 ≤ bjk ⊥ (1− y) ≥ 0
Après simpliations de y, on obtient le jeu d'équations suivant pour déterminer les variables
up
j
k = ∆ω
j
k + b
j
k (3.54)
∆ωjk = a
j
k − bjk (3.55)
0 ≤ ajk ⊥ bjk ≥ 0 (3.56)
La ontrainte (3.56) est une ontrainte de omplémentarité. La notation ⊥ signie que les
variables ajk et b
j
k ne peuvent être toutes les deux stritement positives (elles peuvent en
revanhe être toutes les deux nulles). Cette ontrainte ne peut être implémentée diretement
dans IPOPT en raison des problèmes numériques déjà évoqués (elle pourrait l'être uniquement
dans une version dérivée nommée IPOPT-C, mais qui n'est pas disponible depuis JModelia).
On propose don de la traiter par pénalisation dans la fontion objetif. Pour synthétiser, le
problème d'optimisation original est modié en y ajoutant les ontraintes (3.54- 3.55) et en
onsidérant la fontion objetif suivante.
J˜ = Jup + ρ
nd∑
j=1
ne∑
k=1
ajkb
j
k (3.57)
Ave ρ une onstante positive. Comme on peut le onstater, ette méthode néessite l'ajout
dans la méthode de olloation de nouvelles variables, de nouvelles ontraintes et modie la
fontion objetif du problème initial.
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On s'intéresse dans ette partie à l'optimisation éonomique du planning journalier de la
entrale de ogénération présentée au hapitre 2. Dans ette installation, les gains proviennent
de la revente d'életriité au réseau, à un prix variant dans le temps Celec(t), montré en Figure
2.18. Les oûts onernent quant à eux l'ahat de ombustible, à un prix xe Cf . Ces deux
prix sont normalisés par rapport au prix maximal de l'életriité Celec,max, et leur valeur
donnée sur [0, 1 p.u.]. Un prix de 0.54 p.u. est utilisé pour le ombustible. L'objetif est alors
de minimiser le oût d'exploitation tout en fournissant au réseau une puissane thermique
Wnet égale à la demande Wdemand, à une température Tnet prohe de sa référene Tnet,ref . On
onsidère la fontion objetif suivante :
J =
∫ tf
t0
[(Wfb(t) +Wfe(t))Cf −Welec(t)Celec(t)] dt︸ ︷︷ ︸
ost
+
+
∫ tf
t0
[
(ρW (Wnet(t)−Wdemand(t)))2 + (ρT (Tnet(t)− Tnet,ref))2
]
dt︸ ︷︷ ︸
Jpen
(3.58)
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Ii, le suivi de puissane et de température s'eetue en pénalisant l'éart à la référene. Les
pénalités ρT et ρW ont été hoisies après quelques essais an d'obtenir un bon suivi et une
ontribution négligeable de Jpen dans J après onvergene. La revente de haleur n'a pas été
intégrée dans la fontion objetif ar la demande en haleur doit être satisfaite exatement
dans tous les as et n'inuene pas l'optimisation.
Certaines ontraintes doivent être respetées dans l'installation. Pour les ommandes, on
impose les ontraintes suivantes :
 La harge du moteur loade = Wfe/Wfe,max ∈ [0, 5; 1], si ONe, 0 sinon
 La harge de la haudière loadb = Wfb/Wfb,max ∈ [0, 6; 1], si ONb, 0 sinon
 Le débit au réseau qnet > 0
 Le débit au moteur qe ∈ [0 kg/s, 20 kg/s]
 Le débit à la haudière en marhe qb ∈ [qǫ kg/s, 15 kg/s], si ONb, qǫ sinon
 Le débit dans la branhe de régulation qret ∈ [0, 01; 0, 2qnet ]
Cependant, quelques modiations sont apportées à la modélisation des ommandes pour
démontrer les points évoqués en 3.4.1. Tout d'abord, on souhaite modéliser le débit qeng et la
harge loade du moteur omme des signaux anes par moreaux. On substitue pour ela es
entrées u ave leur dérivée deru, puis l'on utilise les fateurs bloquants sur deru. Les autres
entrées ont été modélisées par des signaux onstants par moreaux en utilisant les fateurs
bloquants également. Des polynmes d'ordre supérieur n'ont pas été utilisés pour les entrées
en raison des osillations parfois observées (qui peuvent amener à des violations de ontraintes
entre les points de olloation).
Un autre ommentaire sur la modélisation des ommandes onerne le débit qret dans la
branhe de régulation : elui-i est une variable d'ajustement pour la température au réseau,
et ne doit pas représenter une fration trop importante du débit qnet. C'est pour ela que
la ontrainte sur qret n'est pas donnée en valeur absolue, mais omme une fration de qnet
(ii limitée à 20% de elui-i). qret est don remplaée par une nouvelle ommande fraret ∈
[0, 01; 0, 2] dans le modèle :
fraret ∈ [0; 0, 2], ave fraret = qret
qnet
Si l'on avait utilisé diretement qret omme variable de ommande, il aurait fallu ajouter la
ontrainte 0 ≤ qret ≤ 0, 2qnet au problème d'optimisation. Ce hoix n'a pas été retenu ar
l'algorithme de points intérieurs utilisé traite de façon plus eae les ontraintes de bornes
sur les variables que les autres ontraintes.
Des ontraintes sur les températures de l'eau dans l'installation sont également présentes an
d'éviter les phénomènes d'ébullition. On impose par ailleurs que l'état de harge en n de
journée soit supérieur ou égal à elui en début de journée :
SOC(tf ) ≥ SOC(t0)
Enn, des ontraintes hybrides sur les temps minimum de marhe sont ajoutées dans la
dénition du problème : une heure pour le moteur, une demi-heure pour la haudière. L'état
de la haudière et du moteur avant t0 sont supposés inonnus pour l'instant. La méthode est
initialisée ave ne = 12 éléments et nc = 3 points de olloation par élément.
La Figure 3.11 montre le résultat de l'optimisation pour l'état de harge du stokage et les
puissanes moteur et haudière à l'itération 1 et 3. On peut lire dans le titre d'une part la
valeur de la fontion objetif (Obj. IPOPT) qui inlut le terme de pénalisation Jpen, d'autre
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part l'objetif éonomique (ost) seul, pour le problème relaxé (sur la grille T n0 ) et pour le
problème binaire (sur la grille T n+10 ). On onstate que le moteur est mis en marhe toute la
journée alors que la haudière onnaît des démarrages et arrêts. Pour la deuxième et dernière
itération, le prol de température dans le stokage ainsi que la température envoyée au réseau
sont montrés en Figure 3.13, les ommandes ω et la ourbe de prix en Figure 3.12.
3.5.1 Comparaison de la méthode de olloation hybride ave la PLNE
Un modèle de l'installation en PLNE, alibré sur les mêmes données que le modèle non
linéaire a été réalisé pour omparer les résultats des deux méthodes. Ce modèle a été réa-
lisé ave le logiiel EDF PILOT et est représenté en Figure 3.14. Il s'agit d'un modèle en
énergie. Les rendements du moteur et de la haudière ont été dénis omme onstants (une
modélisation onstante par moreaux est également possible), alors qu'ils sont dénis par un
polynme dans le modèle non linéaire. Le problème est résolu sur une journée au pas de la
demi-heure en prenant pour haque pas de temps la valeur moyenne de la demande sur ette
période. On a ainsi N = 48 pas de temps. On demande à e que la demande soit satisfaite
exatement par l'ajout d'une ontrainte égalité. Auune ontrainte sur les températures ne
peut être ii ajoutée ar elles-i ne sont pas modélisées dans ette formulation. Le problème
d'optimisation équivalent est le suivant :
Jlin =
N∑
k=1
(Wfb,k +Wfe,k)Cf −Welec,kCelec,k
On souhaite maintenant omparer les résultats des deux méthodes, et l'on utilise pour ela le
modèle non linéaire, le plus détaillé omme modèle de validation. Un problème qui se pose pour
ette omparaison est que le modèle de PNLE possède des ommandes qui ne orrespondent
pas aux ommandes du système réel. Dans le as de la entrale de ogénération, les ommandes
sont ainsi :
 La puissane de ombustible au moteur Wfe que l'on onvertit en harge loade
 La puissane de ombustible à la haudière Wfb que l'on onvertit en harge loadb
Il est don néessaire dans un premier temps de générer des trajetoires pour les autres
ommandes (débits). Cela peut être fait de plusieurs façons :
1. En intégrant dans le modèle des régulations pour les ommandes inonnues de la forme
u(t) = c(u∗(t), y∗(t)). Ces régulations seront probablement sous optimales mais devront
permettre néanmoins le respet des ontraintes. Dans la pratique, ette stratégie est
très dépendante de l'installation onsidérée et néessite une onnaissane métier qui ne
fait pas l'objet de ette thèse.
2. En utilisant un observateur à entrées inonnues. On estime ii les trajetoires de l'état
x(t) et de la ommande u(t) d'après les valeurs des sorties y∗(t) données par le modèle
simplié.
3. En posant un problème inverse sur les trajetoires du modèle non linéaire. On résout
alors un nouveau problème de ommande optimale sur le modèle non linéaire où l'obje-
tif est de minimiser la distane entre les trajetoires des variables [u∗(t), y∗(t)] ommunes
aux deux modèles (ii les trajetoires en puissane et énergie). Cette stratégie se pose
sous forme d'un problème d'optimisation et permet de prendre en ompte les ontraintes
du modèle non linéaire.
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Figure 3.11  Optimisation de la ogénération ave la méthode de olloation hybride -
Puissanes et énergie à l'itération 1 (haut) et 3 (bas)
La première méthode, qui requiert la synthèse de lois de ommande admissible s'est avérée
plus ardue que prévu. La diulté se situe dans la garantie du respet simultané de toutes
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Figure 3.12  Optimisation de la ogénération ave la méthode de olloation hybride -
Températures
les ontraintes de l'installation. Le respet de es ontraintes est en eet un pré-requis pour
pouvoir omparer deux solutions d'optimisation (la fontion objetif valant en théorie l'inni
si une ontrainte n'est pas respetée). On ne retiendra don pas ette approhe, ni la mise en
plae d'un observateur à entrées inonnues qui pourrait faire l'objet de futurs développements.
On se onentre don sur la dernière solution qui nous servira à établir une omparaison entre
la méthode de olloation hybride et la PLNE. On retient omme variables ommunes au mo-
dèle non linéaire et au modèle de PLNE les variables suivantes : V = [Whb,Whe,SOC, Tnet,Wnet].
Tnet n'est pas à proprement parler une variable du modèle de PLNE mais doit suivre une ré-
férene onstante. Par ailleurs les déisions d'engagement (ON/OFF) de la haudière et du
moteur ne sont pas remises en ause. Le ritère quadratique suivant est retenu :
Jident =
∫ tf
t0
[(V (t)− Vref (t))TQ(V (t)− Vref )]dt
Ave Q = diag(1e− 7, 2e− 7, 3e3, 1e3, 1e− 4). Les ontraintes sur les variables ontinues sont
les mêmes que préédemment. Le résultat de ette méthode est illustré en Figure 3.15. La
méthode permet de trouver des ommandes admissibles (gure de droite) tout en gardant
une grande similitude pour les sorties (gure de gauhe).
La omparaison des deux méthodes peut maintenant être faite ave toutefois ertaines ré-
serves. En partiulier l'identiation des trajetoires pour les entrées inonnues se fait sans
prendre en ompte la fontion objetif (3.58), et en partiulier le terme de pénalité. Les
ommandes identiées sont également inuenées par les pondérations appliquées sur les dif-
férentes sorties lors de l'identiation (matrie Q). Pour es raisons, le oût Jlin prédit par la
92 Optimisation dynamique pour les systèmes hybrides
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0
1
0
1
O
N
 e
n
g
in
e
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
lo
ad
 e
ng
in
e
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0
1
0
1
O
N
 b
o
ile
r
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
lo
a d
 b
o
ile
r
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time [h]
0.5
0.6
0.7
0.8
0.9
1.0
1.1
P 
e
le
c 
sc
a
le
d
 ne = 31 / 58 - Obj. IPOPT : [bin = 18.609, rel = 18.610] 
 cost : [bin = 18.490, rel = 18.493]
Figure 3.13  Optimisation de la ogénération ave la méthode de olloation hybride -
Modes et prix de l'életriité
Figure 3.14  Modèle PILOT (PLNE) de l'installation de ogénération
PLNE (18,332) dière légèrement du oût J orrespondant à la trajetoire identiée (18,206).
La omparaison des deux méthodes est donnée en Figure 3.16. Les résultats obtenus pour
la méthode PLNE ave identiation des entrées inonnues sont en trait pointillé bleu (MILP)
et eux obtenus par la méthode de olloation hybride sont en trait plein violet (SURminT).
On onstate que les deux méthodes fournissent des plannings d'engagement diérents mais
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Figure 3.15  Identiation des variables du modèle non linéaire ave elles du modèle PLNE
(gauhe) - Estimation des entrées inonnues (droite)
une valeur similaire pour la fontion objetif.
En onlusion, les deux méthodes donnent des résultats assez similaires sur e modèle
en e qui onerne la valeur de la fontion objetif même si les trajetoires de l'installation
dièrent. La méthode de olloation hybride a permis de traiter orretement les aspets
logiques d'engagement des unités tout omme la PLNE. On note ependant que dans le as
de la PLNE, les résultats présentés ont néessité la résolution supplémentaire d'un problème
d'optimisation non linéaire an de reonstruire les trajetoires des ommandes manquantes
(ii les débits), faute de quoi auune garantie n'était donnée sur le respet des ontraintes
physiques dans le modèle non linéaire.
Par ailleurs, dans e as d'étude, l'hypothèse de propriétés onstantes de l'eau permet de
réduire fortement la non linéarité du modèle, et explique que l'on arrive à trouver une aussi
bonne onordane entre le modèle non linéaire et le modèle de PLNE. Malheureusement,
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Comparaison SURminT / MILP - Obj. MILP= 18.206 / SURminT = 18.609, cost up = 0
Figure 3.16  Comparaison de la méthode de olloation hybride ave la PLNE - stok,
puissane ombustible à la haudière et au moteur
ette hypothèse ne peut plus être formulée lorsqu'on onsidère des entrales utilisant de l'eau/
vapeur omme uide de travail. L'optimisation sur le modèle physique prend alors toute son
importane. Un tel exemple a été traité et est présenté en Annexe F. On s'intéresse maintenant
à un autre aspet de la méthode proposée : la prise en ompte de oûts de démarrage dans la
fontion objetif.
3.5.2 Coûts de démarrage
On teste ii l'optimisation en présene de oûts de démarrage et l'on onstate les diérenes
ave le as de référene (sans oût de démarrage) de la Figure 3.11. Dans e as de référene,
on onstate des démarrages et arrêts fréquents de la haudière, mais qui respetent néanmoins
la durée minimale autorisée (une demi-heure). On introduit alors pour la haudière un oût de
démarrage élevé de 3 p.u. mais sans faire de restrition sur le mode dans lequel elle se trouve
avant le début de l'horizon. Les résultats sont présentés en Figure 3.17. Comme évoqué en
3.4.5, la génération de la trajetoire binaire orrespondant à l'état de la haudière est générée
en utilisant un arrondi simple respetant la durée minimale des modes et non pas la méthode
SURminT. On onstate maintenant que la haudière est à l'état ON sur tout l'horizon, e qui
évite de payer des oûts de démarrage. La omparaison des résultats donnés par la méthode
de olloation hybride et la PLNE sur e as est donné en Figure 3.18. Enn, dans le dernier
as, on impose en plus à la haudière d'être arrêtée avant le début de l'horizon omme montré
en Figure 3.19. On onstate que la haudière n'est plus jamais allumée. La onséquene est
que le système ne parvient plus à satisfaire aussi bien la demande en haleur (l'optimisation
juge qu'il est préférable de payer le prix de la pénalité Jpen dans (3.58)).
La méthode de olloation hybride a par ailleurs été testée sur un système de plus grande
taille : il s'agit d'un réseau de haleur alimenté par une ogénération à yle vapeur issu de
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 ne = 22 / 38 - Obj. IPOPT : [bin = 20.393, rel = 19.343] - cost : [bin = 20.155, rel = 19.115]
Figure 3.17  Optimisation de la ogénération : ajout d'un oût de démarrage de 3 u pour
la haudière, mode initial libre
l'étude [9℄. Le gain en omplexité est signiatif puisque le modèle en question inlut une
représentation lissée des tables de l'eau/vapeur ainsi qu'une modélisation des retards dans le
réseau. Ces résultats sont présentés en Annexe F.
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Comparaison SURminT / MILP - Obj. PILOT = 20.230 / SURminT = 20.393, cost up = 3
Figure 3.18  Comparaison de l'optimisation de la ogénération ave un oût de démarrage
de 3 u
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 ne = 24 / 48 - Obj. IPOPT : [bin = 25.912, rel = 19.250 - cost : [bin = 18.235, rel = 18.716]]
Figure 3.19  Optimisation de la ogénération ave un oût de démarrage de 3 u pour la
haudière et la ontrainte ωb(t
−
0 ) = 0
CHAPITRE 4
Commande préditive basée sur des modèles linéarisés tangents
4.1 Suivi de trajetoires d'état par ommande préditive : as
idéal
4.1.1 Motivation
On dérit dans e hapitre un algorithme de ommande préditive remplissant la fontion
"Ajustement de trajetoire temps réel", dérite dans le Chapitre 1 et montrée en Figure 1.1.
La méthode dérite au hapitre préédent, ou d'autres méthodes telles que la Programmation
Linéaire en Nombres Entiers (PLNE) permettent de dénir des trajetoires optimales pour le
système sur un horizon long. Ces trajetoires peuvent être données pour les état xr, les sorties
yr et les ommandes ur. Ces méthodes sont toutefois limitées à des modèles simpliés pour
des raisons de puissane de alul ou des limitations sur les lasses de systèmes onsidérées
(par exemple l'optimisation par PLNE ontraint à utiliser des modèles linéaires). Ce fait
s'aompagne d'une erreur de modélisation parfois importante entre le système réel et le
modèle utilisé pour l'optimisation. Il est même ourant que les trajetoires fournies par le
modèle d'optimisation ne dénissent pas exatement de la même façon les entrées, sorties ou
états du système. A titre d'exemple, un modèle de PLNE fournira ouramment des trajetoires
en puissane et énergie mais ne donnera pas d'information sur la trajetoire des pressions et
températures dans le système. De plus, des perturbations aetent le système et doivent
être prises en ompte an de maintenir une ohérene entre les trajetoires prévues et elles
réalisées. On onsidère que le système étudié est soumis à ertaines perturbations w. Un sous
ensemble wm de es perturbations est mesuré. Une orretion en temps réel de la trajetoire
du système s'avère don néessaire pour prendre en ompte les perturbations et erreurs de
modélisation, et assurer le respet des ontraintes sur un horizon donné. Dans ette optique
de ommande, il est intéressant d'utiliser le modèle physique (non linéaire) du système ar il
s'agit du modèle le plus détaillé dont on dispose, et qui fournit les préditions les plus préises
sur l'évolution du système.
La ommande préditive, ou MPC (Model Preditive Control) onsiste à optimiser la séquene
de ommandes u à appliquer à un système en s'appuyant sur les préditions d'un modèle de
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elui-i. La ommande et les préditions sont faites dans un adre éhantillonné. Le MPC est
une tehnique de ommande intéressante ar en plus de fournir des trajetoires optimisées,
il permet de prendre en ompte aisément les systèmes ayant plusieurs ommandes, plusieurs
sorties (MIMO), et surtout les ontraintes sur es variables. Dans une ommande MPC,
l'optimisation est faite sur un horizon de prédition glissant, puis réitérée à haque pas de
temps. Cependant, seul le premier terme de la séquene de ommande alulée est appliquée au
système ar les nouvelles ommandes alulées sont réputées meilleures que elles alulées à
l'instant préédent. En eet, au pas de temps suivant, les nouvelles mesures issues du système
pour les sorties et les perturbations mesurées (ymes et w
m
mes) sont prises en ompte, e qui
introduit un retour d'état dans la boule de ommande. Le MPC est très bien étudié dans
le adre des modèles linéaires invariants dans le temps, on itera notamment les ouvrages de
référene [61℄,[62℄. La plupart du temps, le MPC a pour objetif la stabilisation autour d'un
point d'équilibre (xs, us) (problème de stabilisation), ou d'une suession de points d'équilibre
(problème de traking). Pour ette raison, un ritère quadratique à horizon ni de la forme
suivante est très souvent utilisé pour la fontion objetif du MPC, ave Q et R des matries
de pondération (Q dénie positive, R semi-dénie positive) :
J(x, u) =
∫
[(x− xs)TQ(x− xs) + (u− us)TR(u− us)]dt
Plusieurs travaux étendent la ommande préditive au adre des systèmes non linéaires tels
que eux étudiés ii (NMPC). Une bonne synthèse est donnée dans [63℄. Dans es méthodes,
on herhe à résoudre des problèmes de ommande optimale sur le modèle non linéaire ave
un horizon glissant, en utilisant ertaines des stratégies présentées au hapitre préédent (tir
simple, tir multiple, olloation). An de tenir les ontraintes du temps réel, des stratégies
sont mises en plae pour réduire la taille du problème ou pour exploiter au mieux sa stru-
ture [64℄[13℄. Par ailleurs, les trajetoires alulées entre deux problèmes MPC onséutifs
sont souvent prohes. Cette aratéristique peut être exploitée pour initialiser le nouveau
problème MPC à partir du préédent (warm start), omme évoqué dans [65℄ pour la méthode
de olloation, e qui est important pour la rapidité de onvergene des algorithmes d'op-
timisation loale employés (SQP ou points intérieurs le plus souvent). Enn des tehniques
informatiques telles que la parallélisation ou la génération eae de ode ompilé peuvent
être mises en plae.
Dans ette thèse, on propose une autre façon d'aborder la ommande MPC pour les sys-
tèmes non linéaires modélisés à l'aide de Modelia. En eet, es modèles physiques détaillés
utilisés pour la simulation sont souvent de dimension trop importante pour pouvoir servir de
modèle interne à un MPC non linéaire. Ii, plutt que de résoudre un problème de ommande
optimale sur le modèle non linéaire, une approhe hiérarhisée est proposée. Elle est un om-
promis permettant de bénéier de la préision du modèle non linéaire tout en gardant une
omplexité aeptable pour le problème d'optimisation : la stratégie de ommande préditive
pour le suivi de trajetoires s'appuie ainsi sur des modèles linéarisés tangents issus du modèle
non linéaire de la entrale. On nomme ette ommande TL-MPC (Tangent Linear MPC ).
Les modèles linéarisés tangents s'expriment dans les variables (δx, δu) représentant l'éart à
la trajetoire nominale (qui elle s'exprime en (x, u)). Ils sont une approximation du premier
ordre valable à tout instant autour de la trajetoire nominale et permettent en plus de béné-
ier de ertaines propriétés du MPC linéaire, notamment la grande rapidité de onvergene
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de l'optimisation.
L'utilisation dans le MPC d'un modèle linéarisé autour d'un point d'équilibre est une pratique
assez ourante [66℄. En revanhe, la linéarisation autour d'une trajetoire non stationnaire l'est
moins. Cette piste est évoquée dans [67℄ pour le suivi de référene pour la diretion assistée
d'un véhiule mais le modèle linéarisé tangent est onstruit manuellement d'après un modèle
ODE. On propose ii une proédure automatique pour remplir ette fontion, basée sur l'uti-
lisation de modèles Modelia, qui sont potentiellement donnés sous forme de DAE.
On s'intéresse alors à la stabilité de la ommande TL-MPC. Cependant, l'analyse de stabilité
du MPC qui utilise un modèle en variations (δx, δu) soulève ertaines diultés théoriques
supplémentaires par rapport au MPC linéaire invariants dans le temps. D'une part on doit
étudier la stabilité non plus pour un modèle [A,B] mais pour une famille de modèles [Ak, Bk] ;
d'autre part le domaine admissible exprimé dans les variables (δx, δu) devient lui aussi va-
riant dans le temps, e qui néessite une nouvelle dénition pour les ontraintes et l'ensemble
terminal notamment. Au vu de es diultés, on propose une analyse de stabilité de la om-
mande TL-MPC sous ertaines hypothèses simpliatries. On présente ensuite l'algorithme
réellement utilisé, qui montre de bonnes performanes en pratique mais n'inlut pas tous les
éléments du adre théorique. Cette version du MPC ontient notamment des améliorations
axées sur les spéiités des entrales d'énergie : il permet une normalisation des variables, la
prise en ompte de ontraintes hybrides de type ON/OFF et peut utiliser ertaines hypothèses
pour améliorer la rapidité de alul.
4.1.2 Notations
Le MPC proposé est à temps disret au pas de temps Ts, mais les trajetoires du système
sont simulées en temps ontinu, e qui néessite d'élairir les notations utilisées. Ainsi, pour
une même variable v, vk fait référene à la valeur de v à l'instant tk, v(t) à la valeur de v à
un instant t, et v à la trajetoire de la variable v (v étant alors traité omme un signal).
Pour la valeur des variables diérentielles x à l'instant t, on utilisera alternativement la
notation x(t), ou elle plus préise x(x0, u, w; t) signiant que la trajetoire a été obtenue par
intégration de x˙ ave omme ondition initiale x0 et omme entrées les signaux u et w.
Dénition (Trajetoire d'un système) Une trajetoire d'un système est une solution des
équations diérentielles qui le modélisent et est notée
P = (x, y, u,w) = {(x(t), y(t), u(t), w(t)), t ∈ [t0; tf ]}
Par abus de langage, on dira que ette trajetoire est une solution du modèle.
La trajetoire de référene que l'on herhe à suivre est notée
Pr = (xr, yr, ur, wr)
Les notations suivantes sont liées au aratère éhantillonné et à l'horizon glissant em-
ployés dans le MPC : tout d'abord, l'exposant i est utilisé lorsque ela est néessaire pour
signier qu'une variable a été alulée à l'instant ti ; par exemple la valeur prédite à ti de la va-
riable v pour l'instant ti+1 s'érira v
i(ti+1). Par ailleurs, le MPC alule la valeur des variables
sur un horizon ni (horizon de ommande ou de prédition) aux instants d'éhantillonnage.
Pour haune des variables, es préditions peuvent alors être représentées sous forme de ve-
teurs. On utilisera des lettres majusules pour se référer à es veteurs. V i ontiendra ainsi
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les valeurs futures vii+k de v sur un horizon donné, alulées à l'instant ti. Lorsqu'il n'y a pas
d'ambiguité, on omettra parfois l'exposant i.
La notation ∆ est nalement introduite pour dérire la variation d'une variable v entre
deux instants d'éhantillonnage : ∆vk = vk − vk−1.
4.1.3 Modèles onsidérés
Plusieurs modèles vont être onsidérés par la suite et néessitent d'être bien dénis pour
l'analyse de stabilité qui va suivre.
4.1.3.1 Système physique
On suppose que le système physique est dérit par un système d'équations algébro-
diérentielles, qui après traitement symbolique par les méthodes présentées au Chapitre 2
peut être mis sous forme de modèle d'état (à la seule diérene qu'il existe maintenant plu-
sieurs types d'entrées : u et wp) :{
x˙p(t) = fp(xp(xp0, u, wp; t), u(t), wp(t))
yp(t) = hp(xp(t))
(4.1)
ave xp ∈ Rnx les états, yp ∈ Rny les sorties. Les entrées sont maintenant subdivisées en deux
atégories (on ne onsidérait que u dans le hapitre préédent) :
 u ∈ Rnu les entrées ommandées du système optimisées par le MPC
 wp ∈ Rnw les entrées non ommandées du système (perturbations)
Les sorties yp peuvent être des états xp ou des variables algébriques zp. zp n'apparaît don
pas expliitement dans ette formulation mais peut s'exprimer omme une fontion de x.
Pour simplier les notations, ertaines variables seront parfois omises dans les fontions si
elles n'existent pas dans le modèle en question. Pour un système non perturbé par exemple,
on pourra érire x˙p(t) = fp(xp(xp0, u; t), u(t)).
4.1.3.2 Modèle non linéaire du système
Le modèle le plus détaillé du système dont on dispose est le modèle non linéaire, modélisé
à l'aide du langage Modelia. Celui-i peut également être mis sous forme de modèle d'état.{
x˙(t) = f(x(x0, u, w; t), u(t), w(t))
y(t) = h(x(t))
(NL)
Ave la ondition initiale x(t0) = x0.
Le modèle non linéaire est utilisé pour générer à haque instant ti ertaines trajetoires
appelées trajetoires nominales autour desquelles seront alulés des modèles linéarisés. Ces
trajetoires sont alulées sous l'hypothèse que les entrées suivent leurs valeurs de référene
et s'érivent :
P
i
nom = (xnom, ynom, ur, wr)
Ces trajetoires sont solutions de

xinom(ti) = xnom,i
x˙inom(t) = f(x
i
nom(t), ur(t), wr(t))
yinom(t) = h(x
i
nom(t))
(NLnom)
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Les trajetoires nominales orrespondent ainsi à la réponse en boule ouverte du système non
linéaire initialisé en un point xnom,i ave en entrée les trajetoires de référene données par
l'étage d'optimisation supérieur.
Par ailleurs, pour simplier la notation en temps disret, on donne une expression du modèle
sous sa forme éhantillonnée, ave un pas d'éhantillonnage Ts :{
xk+1 = f
(d)(xk, uk, wk;Ts)
yk = h(xk)
(NLd)
La fontion f (d) renvoie l'état au prohain pas d'éhantillonnage et orrespond à l'intégration
de (NL) sur ette période. On utilisera la même notation pour le système réel (fontion f
(d)
p ).
4.1.3.3 Modèle linéarisé tangent
On dérive du modèle (NL) des modèles linéarisés tangents autour de la trajetoire
nominale Pnom. On présente ii la façon de les obtenir. L'opérateur δ est introduit pour
dénir l'éart d'une variable à sa valeur nominale (par exemple δx(t) = x(t) − xnom(t),
δy(t) = y(t)− ynom(t), δu(t) = u(t)− ur(t),...). Dans un voisinage de la trajetoire nominale
Pnom, on peut érire
˙δx =f(xnom + δx, ur + δu,wr + δw) − f(xnom, ur, wr(t))
˙δx(t) =
∂f
∂x
∣∣∣∣
t
δx(t) +
∂f
∂u
∣∣∣∣
t
δu(t) +
∂f
∂w
∣∣∣∣
t
δw(t) + g(δx(t), δu(t), δw(t))
=A(t)δx(t) +Bu(t)δu(t) +Bw(t)δw(t) + g(δx(t), δu(t), δw(t))
Ii, la fontion g(δx, δu, δw) représente la partie non linéaire résiduelle du modèle. On dénit
alors le modèle linéarisé tangent en temps ontinu de la façon suivante
{
˙δx(t) = A(t)δx(t) +Bu(t)δu(t) +Bwδw(t)
δy(t) = c(t)δx(t)
(TanL)
Par la suite, on utilisera la fontion δf pour abréger les notations :
δf(δx(t), δu(t), δw(t)) = A(t)δx(t) +Bu(t)δu(t) +Bw(t)δw(t)
Dans la première implémentation du MPC présentée dans ette partie, on suppose que
la trajetoire de référene Pr = (xr, yr, ur, wr) est une trajetoire solution du modèle non
linéaire (NL) et peut don être utilisée omme une trajetoire nominale. C'est l'hypothèse
que nous ferons dans la partie 4.2 :
Pnom = Pr
La dénition de la trajetoire nominale sera en revanhe modiée dans la partie 4.3.
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4.1.3.4 modèle linéarisé tangent en temps disret
Ce dernier modèle aussi nommé modèle interne est elui utilisé par le MPC pour l'optimisa-
tion de trajetoires. Le MPC est appliqué dans un adre éhantillonné. On fait l'hypothèse que
les entrées ommandées mais également les perturbations peuvent être onsidérées onstantes
sur un pas d'éhantillonnage (zero-order hold). Sous ette hypothèse, le modèle (NL) peut
être approhé par le modèle linéaire variant dans le temps (LTV) disret suivant :{
δxk+1 = Akδxk +Bu,kδuk +Bw,kδwk
δyk = ckδxk
(TanLd)
Ak, Bu,k, Bw,k et ck résultent de la disrétisation temporelle des matries de linéarisa-
tion A, Bu, et. autour du point Pnom(tk). La disrétisation par shéma d'Euler avant ave
l'hypothèse zero order holder est utilisée dans notre as. On pose
Fk(δxk, δuk, δwk) = Akδxk +Bu,kδuk +Bw,kδwk (4.2)
Les trajetoires prédites par le MPC s'appuient sur l'hypothèse que les perturbations suivent
leur valeur nominale : δwk = 0. La notation .¯ est introduite pour les fontions et variables
orrespondant à e as. On dénit ainsi :
F¯k(δxk, δuk) = Akδxk +Bukδuk
Les trajetoires non perturbées par rapport aux prévisions sont alors solution de
x¯k+1 = xnom,k+1 + F¯k(δxk, δuk) (4.3)
4.1.4 Commande préditive TL-MPC
On introduit ii une nouvelle formulation de ommande préditive nommée TL-MPC
(Tangent Linear MPC ), qui utilise omme modèle interne des modèles linéarisés tangents
du système à ontrler. On rappelle que l'on a pour l'instant déni la trajetoire nominale
omme Pnom = Pr, et que par onséquent xr = xnom, yr = ynom. L'objetif de ommande est
de suivre au mieux les trajetoires alulées par le programme d'optimisation long terme, tout
en respetant les ontraintes de l'installation. Le suivi de trajetoire onerne ii les sorties
omme ela est ouramment le as, mais également les ommandes du système. En eet, la
trajetoire des ommandes peut avoir une inuene sur le ritère éonomique utilisé dans
l'optimisation long terme, ou orrespondre dans ertains as à des engagements d'ahat.
Dans la proédure MPC, un problème de ommande optimale est résolu à haque instant
ti, an de aluler le meilleur ajustement δui à la trajetoire de ommande sur l'horizon de
prédition du MPC. La ommande u réellement appliquée au système est ainsi déterminée
par des variations autour de la trajetoire de référene ur, 'est-à-dire u = ur+ δu. On dénit
alors les veteurs suivants, alulés à l'instant ti, qui entreront dans la dénition du problème
d'optimisation du MPC : les futurs ajustements de la ommande sont δU i et orrespondent
au veteur de ommande U i. La trajetoire prédite pour les états est quant à elle Xi :
δU i =

 δui..
.
δui+P−1

 , U i =

 ui..
.
ui+P−1

 , Xi =

 xi..
.
xi+P

 , δXi =

 δxi..
.
δxi+P


4.1 Suivi de trajetoires d'état par ommande préditive : as idéal 103
On retient pour le problème MPC à l'instant d'éhantillonnage ti la fontion objetif
quadratique suivante, omposée de la somme de oûts d'étapes l(δx, δu) et d'un oût terminal
Φ(δx), ave
l(δx, δu) = ‖δx‖2Q + ‖δu‖2R et Φ(δx) = ‖δx‖2S
Ji = Φ(δxi+P ) +
i+P−1∑
k=i
l(δxk, δuk)
= ‖δxi+P ‖2S +
i+P−1∑
k=i
‖δxk‖2Q + ‖δuk‖2R
= ‖xi+P − xr,i+P‖2S +
i+P−1∑
k=i
‖xk − xrk‖2Q + ‖uk − ur,k‖2R
(4.4)
Ave Q une matrie dénie positive, R une matrie semi-dénie positive et S une matrie
dénie positive symétrique (se référer à l'Annexe B).
Les deux premiers termes quantient la qualité de suivi des trajetoires de référene, pour
les ommandes et les états respetivement. Les matries de pondération R et Q permettent de
dénir le ompromis entre es deux objetifs. Le MPC doit également prendre en ompte les
ontraintes sur l'état et les entrées. Soit X ⊆ Rnx l'ensemble des états admissibles et U ⊂ Rnu
l'ensemble des ommandes admissibles.
Hypothèse H5. Les ensembles X ⊆ Rnx et U ⊂ Rnu sont onvexes.
Il est également possible de dénir es ensembles de façon loale autour des trajetoires
de référene. Les ensembles selon ette dénition deviennent variants dans le temps. Une
ontrainte terminale est également onsidérée : on requiert que l'état à la n de l'horizon
appartienne à un ensemble δΩi+P ontenant δxi+P = 0. L'ensemble δΩi+P est déni pour les
variables en variations (δx) mais on pourra le dénir de façon équivalente pour les variables
du modèle original (x) : on le notera dans e as Ωi+P . L'indie i+P utilisé fait référene au
fait que le l'ensemble terminal onerne δx à l'instant i+P ( mais il s'agit bien de l'ensemble
terminal pour le problème MPC i). L'ensemble terminal est ainsi variant dans le temps.
Ωi+P = R
nx
orrespond au as où l'état terminal est libre.
On ajoute l'hypothèse suivante sur l'ensemble terminal :
Hypothèse H6. Ωi+P est un ensemble ompat ontenant xr,i+P dont la frontière est dénie
omme une ligne de niveau du oût terminal :
Ωi+P =
{
δxi+P | ‖δxi+P ‖2S ≤ ri+P
}
Ω peut don aussi être dérit par la trajetoire de r.
Le problème d'optimisation (MPC)i à l'instant d'éhantillonnage ti est alors le suivant :
min
δU i
Ji(δU
i, δXi)
s.. (TanLd)
δxi+P ∈ Ωi+P
δxi+k ∈ δX i+k, δui+k−1 ∈ δU i+k−1 ∀k ∈ 1..P
(4.5)
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4.2 Vers une preuve de stabilité de la ommande TL-MPC
Dans ette partie, on ommene par rappeler les dénitions retenues pour la stabilité, puis
les fontions de Lyapunov qui sont un moyen de onlure sur la stabilité d'un système au sens
déni préédemment. Dans notre as, le système étudié est un système Linéaire Variant dans
le Temps sous ommande TL-MPC. Comme il n'existe pas de façon générique de réer une
fontion de Lyapunov pour un système, on présente ertains résultats de la littérature pour les
systèmes sous ommande MPC d'une part, pour les systèmes linéaires variant dans le temps
d'autre part. La ombinaison de es deux aspets ajoute des diultés théoriques aux preuves
de stabilité : en partiulier les ensembles admissibles pour les ontraintes deviennent variant
dans le temps, et la stabilité doit être prouvée non plus pour un modèle (de la forme [A,B])
mais un ensemble de modèles ([Ak, Bk]) qu'il faudra tout d'abord réussir à aratériser. Au vu
de es diultés, des hypothèses supplémentaires sur le système ont été formulées. On donne
alors dans ette partie une preuve de stabilité pour le système sous ommande TL-MPC dans
un adre simplié.
4.2.1 Dénitions de la stabilité
On rappelle ii quelques dénitions lassiques de la stabilité dans le adre éhantillonné,
pour le as général des systèmes variant dans le temps. La stabilité d'un point d'équilibre xe
traduit l'aptitude du système à se maintenir dans un ertain voisinage de xe, tant que la tra-
jetoire débute susamment près de e point. Une notion plus forte est elle de onvergene,
qui assure que toutes les trajetoires du système ommençant dans une région d'attration
autour de xe tendent asymptotiquement vers e point. Par ailleurs, lorsque les équations du
système étudié varient dans le temps, la dynamique n'est plus semblable en tout instant, et
il faut alors préiser l'instant initial t0 dans les dénitions de la stabilité. On dira que le
point xe est stable à l'instant t0. La stabilité uniforme, qui traduit la stabilité du système
indépendamment de l'instant initial peut alors être une propriété souhaitable. De façon plus
formelle, en notant Bd la boule dénie par ‖x‖ < d et en introduisant les onstantes positives
r (borne sur l'état initial à t0) et R (borne sur l'état à tout instant ti), on établit les dénitions
suivantes :
Dénition (Stabilité) Le point d'équilibre xe = 0 est stable au sens de Lyapunov au temps t0
si pour R > 0, on peut trouver r(R, t0) > 0 tel que si x(t0) ∈ Br alors x(ti) ∈ BR, ∀ti > t0.
Remarque En temps disret, ette dénition reste valable ave ti = i ∗ Ts, i ∈ N.
On parlera de stabilité uniforme si r peut être hoisi indépendamment de t0. La notion de
onvergene vers un point xe (ou onvergene du point xe par abus de langage) est liée
quant à elle à l'existene de domaines d'attration : toute trajetoire débutant dans un do-
maine d'attration autour de xe tend asymptotiquement vers e point. On parlera de stabilité
asymptotique si le point est à la fois stable et onvergent.
Dénition (Convergene) Le point d'équilibre x = 0 est onvergent à t0 si ∀R > 0 on peut
trouver r(t0) > 0 et T (R, t0) ≥ 0 tel que si x(t0) ∈ Br, x(ti) ∈ BR, ∀ti ≥ t0 + T
La onvergene est uniforme lorsque r et T peuvent être hoisis indépendamment de t0.
Ce qui dière dans notre as d'étude est que l'on ne reherhe pas la stabilité autour d'un point
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xe, mais d'une trajetoire, en l'ourrene Pr = (xr(t), ur(t)), la trajetoire de référene. Il
est ependant possible de se ramener à un problème de stabilisation si l'on onsidère le système
linéarisé (δx(t), δu(t)). La stabilité de x(t) en xr(t) est alors équivalente à la stabilité du point
(δx, δu) = (0, 0), mais pour un système variant dans le temps (le système linéarisé tangent).
4.2.2 Fontions de Lyapunov
L'analyse de stabilité peut reourir à l'utilisation de fontions de Lyapunov, que l'on évalue
le long de la trajetoire du système. Montrer que le système admet une fontion de Lyapunov
pour le point xe = 0 (en utilisant au besoin des hangements de variables) équivaut à prouver
la stabilité de e point.
Les fontions de Lyapunov font intervenir ertaines lasses de fontions que l'on introduit
ii :
Dénition (Fontion V (x) dénie positive) : Une fontion V : Rn → R+ est dénie positive
si :
 V (0) = 0
 V (x) > 0, ∀x 6= 0
Dénition (Fontion W (x, k) dénie positive) : Une fontion W : D×N+ → R+ est dénie
positive sur D si :
 W (0, k) = 0, ∀k ≥ 0
 Il existe une fontion dénie positive V1(x) telle que V1(x) ≤W (x, k), ∀x ∈ D,∀k
Il existe deux dénitions pour les fontions de Lyapunov : la première onerne les systèmes
invariant dans le temps (les équations sont les mêmes en haque instant), la seonde onerne
les systèmes variant dans le temps, e qui est le as des modèles linéarisés tangents étudiés
ii.
On donne maintenant les deux théorèmes suivants qui relient la stabilité d'un point d'équilibre
à l'existene d'une fontion de Lyapunov pour le système. Le Théorème 4.1 onerne le as
invariant :
Théorème 4.1. (Stabilité pour les systèmes invariant à temps disret) Le point d'équilibre
xe = 0 est stable dans un voisinage BD s'il existe une fontion dénie positive V (x) : R→ R+
appelée fontion de Lyapunov et une fontion V3 dénie positive telles que le taux de variation
de V le long d'une trajetoire de x vérie
∆V (xk) = V (xk+1)− V (xk) ≤ −V3(xk) ∀xk ∈ BD (4.6)
Le Théorème 4.2 est une généralisation au as variant dans le temps :
Théorème 4.2. (Stabilité uniforme pour les systèmes à temps disret variants dans le temps)
Le point d'équilibre xe = 0 est uniformément stable dans un voisinage BD si il existe une
fontion V (x, k) : R × N → R appelée fontion de Lyapunov et trois fontions V1, V2, V3
dénies positives telles que

V1(xk) ≤ V (xk, k) ≤ V2(xk) ∀xk ∈ BD (4.7)
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 Le taux de variation de V le long d'une trajetoire de x est semi-déni négatif
∆V (xk, k) = V (xk+1, k + 1)− V (xk, k) ≤ −V3(xk) ∀xk ∈ BD (4.8)
Si la deuxième ondition est renforée par ∆V (xk, k) < −V3(xk) ∀xk ∈ BD le point d'équi-
libre 0 est asymptotiquement (uniformément) stable.
Les preuves de stabilité néessitent don la reherhe de fontions V , V1, V2, V3 (V et V3
dans le as invariant) et d'un domaine BD vériant es onditions.
4.2.3 Etat de l'art : stabilité pour le MPC et les systèmes LTV
On présente ii ertains résultats de la littérature permettant de onlure à la stabilité :
 De la ommande MPC dans le as de la stabilisation des systèmes invariant dans le
temps
 Des systèmes linéaires variant dans le temps
 De la ommande MPC pour les systèmes linéaires variant dans le temps
La preuve de stabilité de la ommande TL-MPC proposée ensuite ombine ertains éléments
de es approhes.
4.2.3.1 Preuves de stabilité MPC pour les systèmes invariants
Dans le très ité artile [68℄, une synthèse est faite sur un ensemble de briques élémentaires
garantissant la stabilité de la ommande MPC pour les systèmes invariants dans le temps,
linéaires ou non linéaires. Le problème étudié est elui de la stabilisation autour du point
d'équilibre xe = 0 en présene de ontraintes sur l'état et la ommande. On onsidère un
ritère de la forme
Ji = Φ(xi+P ) +
i+P−1∑
k=i
l(xk, uk)
Il y est noté l'importane des ingrédients suivants :
 Un ensemble terminal Ω ⊂ X ontenant 0. La ontrainte xi+P ∈ Ω est ainsi ajoutée au
problème MPCi.
 Un horizon de prédition P susamment long pour garantir la faisabilité initiale : à
l'instant initial, l'ensemble terminal Ω est atteignable en P pas de temps en respetant
les ontraintes sur x et u.
 La onnaissane d'un ontrleur terminal u = Kf (x, k) apable de prendre le relais
du MPC sur Ω au delà de l'horizon de prédition ni. Le but de e ontrleur est
de prouver qu'il existe au moins une stratégie admissible permettant de ompléter la
trajetoire pour le prohain pas : elle onsistant à appliquer la ommande optimale
alulée par le MPC jusqu'à l'instant i+ P , puis Kf (xi+P+k). L'optimisation eetuée
par le MPC ne pourra qu'améliorer ette solution existante. Le ontrleur terminal Kf
est lié à l'ensemble terminal Ω. Il doit répondre à deux exigenes : fournir un retour
d'état admissible pour tous les points de l'ensemble terminal : Kf (x) ∈ U ,∀x ∈ Ω, et
rendre l'ensemble terminal positivement invariant :
xk+1 = f(xk,Kf (xk)) ∈ Ω,∀xk ∈ Ω
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En d'autre termes, une fois que l'ensemble terminal est atteint, l'état x y est maintenu
pour tous les pas suivants, assurant le respet des ontraintes en x et u au delà de
l'horizon du MPC. Il faut ependant noter qu'en raison de l'horizon glissant du MPC,
e ontrleur n'est en réalité jamais appliqué au système réel.
 Un oût terminal Φ(x) dans la fontion objetif permettant de pénaliser l'état nal
xi+P . Ce oût terminal interviendra dans les preuves de stabilité qui vont suivre en
utilisant l'hypothèse suivante :
Hypothèse H7. Le oût terminal Φ(x) et le ontrleur terminal Kf (x) vérient
Φ (fk(xk,Kf (xk)))− Φ(xk) ≤ −l(xk,Kf (xk)), ∀xk ∈ Ω, k ∈ N (4.9)
Cette dernière ondition permet d'utiliser la valeur de la fontion objetif J∗i omme
fontion de Lyapunov. La preuve de stabilité du système en boule fermée onsiste à trouver
des fontions dénies positives V, V3 et un domaine BD respetant les onditions du théorème
4.2. Il faut par ailleurs veiller au respet des ontraintes indépendamment de la stabilité. Les
grandes lignes de la démonstration sont les suivantes :
1. La fontion l(x, u) permet sous ertaines hypothèses de garantir l'existene d'une fon-
tion V1(x) ≤ l(x, u) ≤ J∗i telle que J∗i soit dénie positive. Dans le adre des systèmes
invariant dans le temps, il n'est pas néessaire de prouver que J∗i est déroissante.
2. Pour le problème (MPCi+1), une solution est la ommande onsistant à appliquer U
∗
i
alulée au pas i de i+ 1 à i+ P − 1, puis le ontrleur terminal Kf . Sous l'hypothèse
d'un modèle parfait, ette trajetoires donnera les mêmes états X∗i de i+1 à i+P , puis
xi+P+1 = Kf (xi+P ). Cette solution est assoiée à un oût sous optimal Ji+1 ≥ J∗i+1 qui
peut s'érire sous la forme
Ji+1 = J
∗
i +Φ(fk (xi+P ,Kf (xi+P )) + l (fk(xi+P ,Kf (xi+P ))− Φ(xi+P )− l(x∗i , u∗i ))
3. L'hypothèse H7 permet alors d'érire Ji+1 − Ji ≤ J∗i+1 − J∗i ≤ −l(x∗i , u∗i ). Moyennant
ertaines hypothèses sur l(x, u), ette fontion joue le rle de V3 dans le théorème 4.2.
Les onditions sont alors réunies pour utiliser J∗i omme une fontion de Lyapunov et
onlure à la stabilité du système sous ommande MPC dans le as nominal.
Remarque En présene de perturbations, on ne peut garantir que l'état onverge vers un
point, mais seulement vers un ensemble borné. On utilisera alors d'autres notions relaxées de
la stabilité omme la stabilité entrée-état (ISS), faisant intervenir un autre type de fontions
de Lyapunov.
4.2.3.2 Preuves de stabilité pour les systèmes LTV
Les preuves de stabilité pour les systèmes linéaires variant dans le temps sont quelque peu
diérentes. Une approhe est de les reformuler omme des systèmes Linéaires à Paramètres
Variants (LPV). Les LPV sont une façon de formuler les modèles linéaires variant dans le
temps en fontion de ertains paramètres (ξ) (donnant A(ξ(t)), B(ξ(t)),et.) et non en fon-
tion du temps omme nous l'avons fait jusqu'à présent (donnant A(tk), B(tk),et.), même si
tehniquement on pourrait onsidérer l'instant k ∈ i, .., i + P omme le paramètre en ques-
tion. Dans [69℄, une preuve de stabilité est donnée pour les systèmes Linéaires à Paramètres
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Variants (LPV) pour lesquels la matrie B est onstante :
xk+1 = A(ξ(tk))xk +Buk
On suppose par ailleurs qu'il existe un ensemble de matries sommets Ai dénissant
l'ensemble onvexe des matries A(ξ). La dénition de l'enveloppe onvexe de matries est
donnée par la dénition B.2 de l'Annexe B. De plus B étant onstant, on a ii
[A(ξ(tk)), B] =
nA∑
i=1
ξi(tk)[A
i, B] (4.10)
nA∑
i=1
ξi(tk) = 1, ξi(tk) ≥ 0 (4.11)
Ave [A,B] la représentation d'état du système LTV. Chaun des systèmes sommets [Ai, B], i ∈
1..nA est assoié à une fontion de Lyapunov quadratique Vi(x(tk)) = x(tk)
TPix(tk), mais
ela n'est pas susant pour garantir la stabilité du système pour toute valeur du paramètre
ξ. Une ondition néessaire et susante pour que
V (x(tk), ξ(tk)) =
nA∑
m=1
ξm(tk)Pm
soit une fontion de Lyapunov globale valable pour toute évolution de ξ(k) est donnée par
le théorème suivant :
Théorème 4.3. [69℄ Le système (4.10) est stabilisable par un retour d'état linéaire de la
forme :
uk =
nA∑
i=1
ξi(tk)Kixk
(gain sheduled state feedbak) si et seulement si il existe des matries Si, Sj dénies positives
et des matries Gi et Ri solution de[
Gi +Gi
T − Si ⋆
AiGi +BRi Sj
]
≥ 0, ∀i ∈ 1..nA, ∀j ∈ 1..nA (4.12)
Où ⋆ est une notation utilisée pour remplaer les termes transposés dans les matries symé-
triques. Les ontrleurs Ki sont alors donnés par
Ki = RiGi
−1
Et la fontion suivante est une fontion de Lyapunov du système :
P (ξ(tk)) =
nA∑
i=1
ξi(tk)S
i−1
On parle alors de stabilité poly-quadratique. [70℄ propose une version moins onservative
de e théorème dans le as où la variation temporelle de ξ(k) est bornée, e qui est souvent
le as en pratique. Le résultat de stabilité est étendu au as où la matrie B dépend de ξ en
onsidérant une forme plus générale pour la fontion de Lyapunov andidate Ces résultats
dièrent de notre as d'étude, puisque la ommande reherhée est une ommande MPC et
non un retour d'état linéaire. Cependant, ils nous seront utiles pour la synthèse du ontrleur
nal Kf évoqué préédemment.
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4.2.3.3 Preuves de stabilité MPC pour les sytèmes LTV
Dans le adre des systèmes variant dans le temps, le problème de suivi nominal de la
setion 4.2.4.2 est traité par [71℄ dans le as de systèmes linéarisés tangents à temps ontinu
autour d'une trajetoire de référene xr(t). En supposant que ette trajetoire de référene
est une trajetoire solution du système non linéaire, on herhe ii à stabiliser l'erreur e(t),
dont la dynamique est donnée par :
e˙(t) = x˙(t)− x˙r(t) = f(x(t), u(t))− x˙r(t)
C'est à notre onnaissane le adre d'étude le plus prohe du ntre. La stabilité de la om-
mande MPC est prouvée dans le as où les trajetoires de référenes atteignent un état
stationnaire à partir d'un instant T . Le onept introduit dans [71℄ est elui d'ensembles Ω(t)
positivement invariants sous un ontrleur linéaire δu(t) = K(t)δx(t), 'est-à-dire que pour
tout point x(t) dans Ω(t) à l'instant t génère une trajetoire qui restera dans Ω dans le futur
si l'on applique le ontrleur K(t) :
∀τ, x(t) ∈ Ω(t)⇒ x(t+ τ) ∈ Ω(t+ τ)
Comme on peut le onstater, le ontrleur K ainsi que l'ensemble Ω évoluent au ours du
temps. L'invariane positive permet de garantir l'existene d'un ontrle admissible (satisfa-
tion réursive des ontraintes) sur tout l'horizon, donnant par là même une borne supérieure
pour la fontion oût. Le ontrleur K est ii alulé omme solution d'une équation de Riatti
variant dans le temps, l'hypothèse sur la stationnarité de la référene à t = T (x˙r(T ) = 0)
nous donnant la ondition limite sur la matrie de ovariane : P (T ) = 0.
Le as où la référene est donnée pour les sorties yr en supposant elles-i de lasse C1 est aussi
abordé, mais les onditions de onvergene vers la référene sont données sous des hypothèses
plus fortes : on suppose notamment qu'il existe une trajetoire d'entrée telle que yr(t) =
h(x(t)) (output trakability), et l'on impose la ontrainte terminale yr(ti + T ) = h(xi(t+ T ))
pour haque problème MPCi.
Par ailleurs les ensembles Ω(t) sont hoisis omme des ellipsoïdes de rayon Π(t). L'auteur
donne alors une façon approhée de aluler es ensembles Ω(t) an qu'ils soient les plus
grands possibles. Par la suite, l'erreur de modélisation est prise en ompte en onsidérant une
marge de séurité sur es ensembles, 'est-à-dire en dénissant un ensemble Ωr ⊂ Ω de telle
sorte que Ωr reste invariant pour toutes les réalisations possibles de l'inertitude. Ωr est ii
onstruit omme une ontration homothétique de Ω (soit pour le rayon Πr(t) < Π(t)).
Cette approhe, où l'on xe la forme de l'ensemble terminal mais on en modie la taille
par homothétie, se retrouve hez [72℄[73℄[74℄ (ensembles polytopiques). Dans notre as, on
retiendra une approhe quelque peu similaire. Cependant, la ondition de stationnarité des
trajetoires de référene n'est en général pas vériée dans notre as. Plutt que de garantir
la stabilité sur un horizon inni, on se restreindra alors à une ondition d'invariane à M
pas au delà de l'horizon de prédition P , nous garantissant que le problème restera réalisable
pour les M problèmes MPC suivants. L'horizon P +M peut être hoisi susamment long
pour qu'une proédure de séurité puisse être délenhée si une infaisabilité est détetée. La
démonstration qui suit onsidère M = 1.
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4.2.4 Analyse de stabilité de la ommande préditive TL-MPC pour le
modèle idéal non perturbé
Dans ette partie, on propose une analyse de stabilité pour une version simpliée de
la ommande TL-MPC. On ommene par dérire le système étudié et les limites du adre
d'étude de la stabilité dans e que l'on nomme le as nominal. La démonstration fait intervenir
ertaines hypothèses sur l'ensemble terminal, le oût terminal et sur l'existene d'un ontrleur
terminal rendant l'ensemble terminal invariant. On montre alors omment il est possible de
onstruire es diérents éléments an que les hypothèses formulées soient vériées.
4.2.4.1 Évolution du système en boule fermée
La ommande ui appliquée au système à haque instant d'éhantillonnage ti résulte de
l'optimisation des trajetoires du modèle (TanLd) qui minimisent le ritère Ji. Cette om-
mande dépend ainsi impliitement de l'état ourant mais aussi de l'instant d'optimisation
puisque les modèles linéarisés tangents Fk qui interviennent dans Ji varient dans le temps. La
ommande alulée par le MPC peut alors être exprimée omme un retour d'état impliite
variant dans le temps noté κ :
u∗k = κ(xk, k) (4.13)
L'évolution du système en boule fermée est alors donnée par
xp,k+1 = f
(d)
p (xp,k, κ(xk, k), wpk) (4.14)
On fait maintenant l'hypothèse que l'inertitude liée aux perturbations et à l'erreur du mo-
dèle interne peut être représentée omme une perturbation additive dk. La relation entre les
trajetoires prédites par le MPC (4.3) et l'évolution réelle de la entrale peut alors être dénie
omme :
xk+1 = x¯k+1 + dk = xr,k+1 +Akδxk +Bukδuk + dk (4.15)
4.2.4.2 Stabilité dans le as nominal
On propose ii une analyse de stabilité du système sous ommande TL-MPC(4.14), dans
le as nominal suivant :
Hypothèse H8. Le as nominal orrespondant à dk = 0 est lié aux hypothèses suivantes :
 L'optimisation est faite sous l'hypothèse que les perturbations w suivent leurs trajetoires
de référene wr. Les perturbations sont don nulles pour le modèle interne en variations
δw = 0
 Le modèle de prédition (TanLd) est supposé parfait. Il prédit exatement l'évolution
du système lorsque δw = 0. Ainsi, la trajetoire de référene Pr = (xr, ur, wr) est une
trajetoire solution de (TanLd).
On énone i-dessous les propriétés souhaitées pour le système en boule fermée dans le
as nominal :
Problème (Problème de suivi nominal) Étant donnée une trajetoire de référene en l'état
xr solution de (4.1), le MPC doit satisfaire :
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 Convergene L'état de la entrale onverge vers la référene :
lim
k→∞
‖xp,k − xr,k‖ = 0
 Respet des ontraintes Les ontraintes sur les entrées et les états sont respetées à tout
instant :
∀t ≥ 0, xp(t) ∈ X , u(t) ∈ U
Dans le MPC, la ommande appliquée au système est le résultat d'un problème d'optimisation,
et n'est donnée que de façon impliite. L'étude de la stabilité pour le système sous ommande
MPC est don par nature plus omplexe que elle de la stabilité d'un système en boule fermée
pour une loi de ommande onnue. On herhe don à vérier si appliquer le premier terme
d'une ommande optimale realulée à haque pas de temps sur un nouvel horizon permet de
répondre au problème de suivi nominal.
Le problème MPCi résolu à haque pas de temps est elui dérit en (4.5), ayant pour
fontion objetif
Ji = ‖δxi+P ‖2S +
i+P−1∑
k=i
‖δxk‖2Q + ‖δuk‖2R (4.16)
On herhe à prouver la stabilité du système autour de la trajetoire de référene (xr, ur),
e qui, en faisant le hangement de variables en variables loales (δx, δu) revient à prouver
la stabilité du modèle en variation (TanLd) autour de (δx, δu) = (0, 0). L'étude du système
(TanLd) permet de nous rapproher du problème de stabilisation autour de l'origine introduit
dans le paragraphe préédent. Cependant, il existe une diérene majeure ave e qui a été
présenté jusqu'alors : le modèle onsidéré est maintenant variant dans le temps, et il en va de
même pour le domaine admissible des ontraintes lorsqu'on les exprime non plus en fontion
de (x, u) mais en fontion de (δx, δu). Pour ette raison, les éléments introduits préédemment
doivent être adaptés.
En partiulier, on introduit un ontrleur terminal Kf et un ensemble terminal δΩ pour le
modèle en variations, qui à la diérene de e qui était suggéré préédemment, est maintenant
autorisé à varier dans le temps.
Hypothèse H9. Le ontrleur terminal est un ontrleur linéaire variant dans le temps
Kf (δx, k) = Kkδx (4.17)
Il vérie
ur,k +Kf (δx, k) ∈ U , ∀δxk ∈ δΩk (4.18)
L'ensemble terminal de δxi+P pour le problème MPCi est hoisi omme un ensemble
ompat variant dans le temps noté δΩi+P . Pour les variables (x, u) du modèle original,
et ensemble orrespond don également à un ensemble Ωi+P ompat ontenant xr,i+P . Sa
onstrution sera détaillée par la suite.
Hypothèse H10. ( Invariane positive de l'ensemble terminal sous Kf ) L'ensemble terminal
et le ontrleur Kf satisfont les propriétés suivantes :
 Invariane positive :
(Ak+P +Bk+PKk+P )δxk+P ∈ δΩk+P+1, ∀δxk+P ∈ δΩk+P , ∀k
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 Respet des ontraintes :
δxk+P ∈ δXk+P , Kk+P δxk+P ∈ δUk+P , ∀k
Ces deux dernières hypothèses garantissent qu'une fois que l'état a atteint l'ensemble
terminal, le ontrleur terminal permet de l'y maintenir tout en garantissant le respet des
ontraintes. L'ensemble terminal est dit invariant positivement sous le ontrleur Kf , un terme
qui peut ii porter à onfusion ar Ωk varie dans le temps. Une méthode pour vérier es deux
dernières hypothèses sera donnée par la suite dans la partie 4.2.4.4.
On introduit maintenant une hypothèse similaire à l'hypothèse H7. Comme on le montrera
par la suite, ette hypothèse va permettre d'utiliser J∗i , la valeur de la fontion objetif
du MPC omme une fontion de Lyapunov V du système. Dans notre as, l'hypothèse H7
s'exprime de la façon suivante :
Hypothèse H11. Le ontrleur Kf (δx, k) = Kkδx et les matries S, Q et R vérient :
‖Fk(δxk,Kkδxk)‖2S − ‖δxk‖2S ≤ −(‖δxk‖2Q + ‖Kkδxk‖2R), ∀δxk ∈ δX k, k ∈ N (4.19)
On ommene par introduire un résultat intermédiaire utile dans la preuve de stabilité
qui donne une borne supérieure pour J∗i .
Lemme 4.4. Si ‖δxi‖2S ≤ ri (où ri dénit la frontière de l'ensemble terminal), et l'hypothèse
H11 est vériée, alors J∗i ≤ ‖δxi‖2S
Démonstration. La borne est obtenue en omparant la trajetoire de ommande optimale
alulée par le MPC sur l'horizon [ti, ti+P ] ave la ommande (sous-optimale) alulée par
le ontrleur nal Kf (x, k). Par l'hypothèse H10, l'appliation du ontrleur Kf (x, k) fournit
une trajetoire admissible pour tout t > ti. On note J
Kf
i le oût assoié à ette ommande.
D'après l'hypothèse H11, on peut érire :
‖Fi(δxi,Kiδxi)‖2S − ‖δxi‖2S + (‖δxi‖2Q + ‖Kiδxi‖2R) ≤ 0
Si le ontrleur terminal Kf est appliqué sur l'horizon [ti, ti+P ], alors la trajetoire réelle du
système vériera δxi+k+1 = Fi+k(δxi+k,Kkδxi+k). On peut alors érire la même égalité pour
tous les k ∈ 0..P − 1 :
‖Fi+k(δxi+k,Ki+kδxi+k‖2S − ‖δxi+k‖2S −
(‖δxi+k‖2Q + ‖Ki+kδxi+k‖2R) ≤ 0
⇔ ‖δxi+k+1‖2S − ‖δxi+k‖2S −
(‖δxi+k‖2Q + ‖Ki+k(δxi+k)‖2R) ≤ 0
La somme de es P inégalités donne :
‖δxi+P ‖2S − ‖δxi‖2S +
P−1∑
k=0
(‖δxi+k‖2Q + ‖Kkδxi+k‖2R) ≤ 0 ⇔ JKfi ≤ ‖δxi‖2S (4.20)
Par optimalité, on onlut que
J∗i ≤ JKfi ≤ ri, ∀δxi ∈ Ωi
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Figure 4.1  Trajetoires optimales et sous-optimales utilisées dans la preuve de stabilité
Le résultat suivant démontre l'existene d'une fontion de Lyapunov pour le système
ommandé par TL-MPC dans le as nominal, et par onséquent sa stabilité. La preuve fait
intervenir ertaines trajetoires montrées dans la Figure 4.1 que l'on détaille ii. La première
trajetoire est dénie de la façon suivante : à l'instant ourant ti, l'état est en xi et une
trajetoire optimale est alulée, montrée en trait plein. L'appliation de son premier terme
u∗i amène le système en xi+1 à l'instant ti+1 (ourbe hahurée). En raison de l'hypothèse
de modèle parfait et de l'absene de perturbations, xi+1 = x
∗
i+1 et de même pour les pas
suivants si l'on applique la ommande optimale U i,∗ (ourbe en trait plein). A la n de
l'horizon du problème MP i, l'état est en x∗i+P et on applique alors le ontrleur terminal
Kf (δx∗i+P , i + P ) pour ompléter la trajetoire jusqu'en ti+P+1 (ourbe en pointillés). Cette
trajetoire est don optimale sur [ti, ti+P ] mais pas sur [ti+1, ti+P+1] La seonde trajetoire
(ourbe en tirets) orrespond quant à elle à la ommande optimale du problème MPCi+1
alulée en ti+1 et partant de l'état xi+1. Cette trajetoire est don optimale sur [ti+1, ti+P+1]
Théorème 4.5. Sous les hypothèses H8 et H11, le système (TanLd) est stabilisé en (δx, δu) =
(0, 0) pour tout δx0 = δx(t0) tel que ‖δx0‖2S ≤ r0.
Démonstration. 1. Les matries S, Q et R sont dénies positives. Par onséquent,
J∗i = ‖δx∗i+P ‖2S +
i+P−1∑
k=i
‖δx∗k‖2Q + ‖δu∗k‖2R ≥ ‖δx∗i ‖2Q
Soit V1(δx) = ‖δx‖2Q. V1 est dénie positive ar Q est une matrie dénie positive, d'où
J∗i ≥ V1(δx). Par onséquent, J∗i est une fontion dénie positive.
2. On montre ensuite que le taux de variation de J∗i est semi-déni négatif. Pour ela, on
ommene par onstruire une séquene de ommande admissible (mais pas forément
optimale) pour le problème (MPCi+1) et l'on étudie la variation du oût dans e sénario.
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J∗i orrespond à la ommande optimale du problème (MPCi) :
U i,∗ =

 δu
∗
i
.
.
.
δu∗i+P−1


A l'instant ti, le MPC applique δu
∗
i au système. Comme on fait l'hypothèse que le
modèle est parfait, le problème suivant (MPCi+1) a pour ondition initiale la valeur
prédite δx∗i+1 = Aiδx
∗
i +Buiδu
∗
i , et il en est de même pour les termes δx
∗
i+k suivants si
l'on applique le reste de la séquene U i,∗. U i,∗ est don une ommande admissible pour
le problème (MPCi+1) de ti+1 à ti+P−1. Pour le dernier pas i + P + 1 qui n'était pas
dans l'horizon du problème préédent, on peut hoisir d'appliquer le ontrleur nal.
On note U¯ i+1 ette stratégie de ommande sous-optimale pour le problème (MPCi+1) :
U¯ i+1 =


δu∗i+1
.
.
.
δu∗i+P−1
Ki+P δxi+P


On alule maintenant la variation de J pour ette stratégie. En raison de l'hypothèse
modèle parfait, les termes de i+ 1 à i+ P se simplient.
∆Ji+1 =Ji+1 − J∗i
=‖δxKi+P+1‖2S +
i+P∑
k=i+1
‖δx∗k‖2Q + ‖δu∗k‖2R
−
(
‖δxi+P ‖2S +
i+P−1∑
k=i
‖δx∗k‖2Q + ‖δu∗k‖2R
)
=‖δxi+P+1‖2S − ‖δxi+P ‖2S + ‖δxi+P ‖2Q + ‖δu∗i+P−1‖2R −
(‖δx∗i ‖2Q + ‖δu∗i ‖2R))
En utilisant l'hypothèse H11, on a
∆Ji+1 ≤ −
(‖δx∗i ‖2Q + ‖δu∗i ‖2R)) ≤ −‖δx∗i ‖2Q
Soit
V3(xi) = V1(xi) = ‖δx∗i ‖2Q
V3 est une fontion dénie positive. De plus, par optimalité on a : ∆J
∗
i+1 ≤ ∆Ji+1. On
obtient pour la variation du oût optimal
∆J∗i+1 ≤ −V3(xi) (4.21)
Le taux de variation de J∗i est don semi-déni négatif.
3. Le lemme 4.4 donne J∗i ≤ ‖δxi‖2S , ∀‖δxi‖2S ≤ ri. V2(x) = ‖x‖2S étant une fontion
dénie positive, on en onlut que J∗i est majorée par une fontion dénie positive.
J∗i est ainsi une fontion de Lyapunov pour le système variant dans le temps (TanLd).
On en onlut la stabilité uniforme du système en δx = 0 pour tout δxi tel que ‖δxi‖2S ≤ ri .
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4.2.4.3 Satisfation de l'hypothèse H11
On va maintenant herher des matries S et Kk satisfaisant l'hypothèse H11. Les pro-
priétés utiles à la démonstration, traitant des inégalités matriielles, sont rappelées en Annexe
B (omplément de Shur, ongruene de matries, résolution simultanée de plusieurs LMI) .
Dans la partie préédente, on a montré qu'il était possible de onlure à la stabilité du sys-
tème si l'on fait l'hypothèse H11. On montre maintenant omment il est possible de onstruire
Ki+P et S pour que ette hypothèse soit toujours vériée. Sans perte de généralité et pour
simplier la notation, on remplae l'indie i+ P par un indie k ∈ P..H
‖δxKk+1‖2S − ‖δxk‖2S + ‖δxKk ‖2Q + ‖Kkδxk‖2R ≤ 0
⇔‖(Ak +BkKk)δxk‖2S − ‖δxk‖2S + ‖(Ak +BkKk)δxk‖2Q + ‖Kkδxk‖2R ≤ 0
⇔ δxTk
(
(Ak +BkKk)
TS(Ak +BkKk)− S +Q+KTk RKk
)
δxk ≤ 0
La dernière inéquation est toujours vériée si ∀k ∈ P..H les inégalités matriielles suivantes
sont vériées.
(Ak +BkKk)
TS(Ak +BkK)− S +Q+KTk RKk ≤ 0
⇔ −S − ((Ak +BkKk)T KTk Inx)

−S 0 00 −R 0
0 0 −Q



Ak +BkKkKk
Inx

  0
En appliquant le omplément de Shur (B.1), on obtient :
Mk =


−S (Ak +BkKk)T KTk Inx
(Ak +BkKk) −S−1 0 0
Kk 0 −R−1 0
Inx 0 0 −Q−1

  0, ∀k ∈ N (4.22)
Si S est une variable d'optimisation, l'inégalité (4.22) n'est pas une LMI ar elle fait intervenir
S et son inverse. Cependant, il est possible de se ramener à une LMI en utilisant la propriété
de ongruene. On ommene par rappeler que ST = S ar S est par hypothèse symétrique.
La matrie Mk peut être fatorisée de la façon suivante :
Mk = L
T


−S−1 S−1ATk + S−1KTk BTk S−1KTk S−1
AkS
−1 +BkKkS
−1 −S−1 0 0
KkS
−1 0 −R−1 0
S−1 0 0 −Q−1


︸ ︷︷ ︸
M˜k
L  0, ∀k ∈ N
Ave
L =


S 0 0 0
0 Inx 0 0
0 0 Inu 0
0 0 0 Inx


On pose Yk = KkS
−1
et Z = S−1. Ainsi
M˜k(Ak, Bk, Yk, Z) =


−Z ZTATk + Y Tk BTk Y Tk S−1
AkZ +BkYk −Z 0 0
Y 0 −R−1 0
Z 0 0 −Q−1


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L est une matrie diagonale par blo omposée de matries semi-dénies positives. Par onsé-
quent L est semi-dénie positive, et l'on peut utiliser la propriété de ongruene introduite
dans l'Annexe B pour Mk et M˜k.
Mk ≺ 0⇔ M˜k = M˜(Ak, Bk, Yk, Z) ≺ 0 (4.23)
Les inégalités M˜k ≺ 0 sont des inégalités matriielles en Yk et Z et peuvent être résolues.
Cependant, la diulté de ette formulation réside dans le fait qu'il faut garantir les inégalités
pour tous les instants k, et don pour tous les ouples (Ak, Bk) renontrés, e qui d'après le
Lemme B.3 revient à :
DM = diag(M˜0, M˜1, . . . , M˜H−N ) ≺ 0
Dans la pratique, ela néessiterait d'évaluer à l'avane toutes les matries (Ak, Bk) le long
de la trajetoire Pr au pas d'éhantillonnage du MPC et de résoudre DM ≺ 0. Cette solution
ne semble pas envisageable en raison de la quantité d'information à stoker et du nombre
d'inonnues résultantes dans la LMI. On introduit don les hypothèses H12 et H13 qui sont
similaires à elles proposées dans [69℄ pour rendre le problème de taille plus raisonnable.
Hypothèse H12. On onnaît un ensemble de matries sommets
C(A) = {An, n ∈ 1..nA}
dénissant l'enveloppe onvexe des matries Ak, k ∈ N..H :
Ak =
nA∑
n=1
ξ¯k,nA
n,
nA∑
n=1
ξ¯k,n = 1 (4.24)
Où ξ¯k, de omposantes ξ¯k,n est la réalisation partiulière de ξ orrespondant à l'instant k.
Hypothèse H13. La matrie Bk est onstante. On pose alors Bk = B
On montre que sous es deux hypothèses, il est susant de se limiter à la résolution pour
les matries sommets :
M(An,Bn,Yn, Z) ≺ 0, ∀n ∈ 1..nA (4.25)
On obtient ainsi nA ontrleurs K
n = YnS. Un ontrleur nal garantissant le respet de
(4.23) pour tout Ak ∈ co(A) peut alors être onstruit omme une ombinaison linéaire des
Kn.
Lemme 4.6. Sous les hypothèses H13,H12, si l'inéquation (4.25) admet une solution {Z, Yk, k ∈
1..nA} , ave Kn = YnZ et S = Z−1, alors pour tout instant k, le retour d'état donné par
Kk =
nA∑
n=1
ξnK
n, où ξ vérie (4.24)
satisfait l'hypothèse H11.
Démonstration. Par hypothèse, et en utilisant l'équivalene (4.23), S et les Kn ont été déter-
minés et satisfont les inéquations
Mn =


−S (An +BKn)T KnT Inx
An +BKn −S−1 0 0
Kn 0 −R−1 0
Inx 0 0 −Q−1

  0, ∀n ∈ 1..nA
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On a Kk =
nA∑
n=1
ξ¯k,nK
n
. Par hypothèse, ξ¯k ≻ 0. On peut don érire l'inégalité suivante :
nA∑
n=1
ξ¯k,nM
n ≺ 0
⇒


−
nA∑
n=1
¯ξk,nS
−1 ∗ ∗ ∗
nA∑
n=1
¯ξk,nA
n +B(
nA∑
n=1
ξ¯k,nK
n) −S−1 ∗ ∗
nA∑
n=1
ξ¯k,nK
n 0 −R−1 ∗
Inx 0 0 −
nA∑
m=1
ξmQ
−1


≺ 0
⇔


−S−1 ∗ ∗ ∗
Ak +BKk) −S−1 ∗ ∗
Kk 0 −R−1 ∗
Inx 0 0 −
nA∑
m=1
ξmQ
−1

  0
(4.26)
L'équation (4.22) est don satisfaite pour toutes les réalisations de Ak. Par onséquene,
le retour d'état
Kf (δx, k) = Kkδx =
nA∑
n=1
ξ¯k,nK
n, ave ξ¯k tel que
nA∑
n=1
ξ¯k,n = 1,
nA∑
n=1
ξ¯k,nA
n
assure le respet de l'hypothèse H7 pour toutes les valeurs de Ak.
4.2.4.4 Satisfation de l'hypothèse H10 : ensemble terminal
On herhe ii à onstruire les ensembles terminaux Ωi+P pour assurer le respet réur-
sif des ontraintes. On ommene par poser ii ertaines hypothèses supplémentaires sur le
domaine des ontraintes :
Hypothèse H14. Les ensembles X ⊆ Rnx et U ⊂ Rnu sont polytopiques. On a
X = {x|Mxx ≤ bx} U = {u|Muu ≤ bu} (4.27)
Il est également possible de dénir es ensembles de façon loale autour des trajetoires
de référene. Les ensembles selon ette dénition deviennent variant dans le temps.
X ≡ δX i = {δx|Mx(xr,i + δx) ≤ bx} = {δx|Mxδx ≤ bx,i} (4.28)
U ≡ δU i = {δu|Mu(ur,i + δu) ≤ bu} = {δu|Muδu ≤ bu,i} (4.29)
Ave bx,i = bx −Mxxr,i et bu,i = bx −Muur,i.
Les ensembles polytopiques permettent notamment de modéliser des ontraintes de type
bornes sur les variables, e qui est typiquement le genre de ontraintes que l'on renontre. La
méthode [71℄ évoquée préédemment pour des modèles linéarisés à temps ontinu permet de
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dénir des ensembles terminaux Ω(t) qui garantissent la satisfation réursive des ontraintes
mais néessite pour ela que la trajetoire de référene se maintienne à un état stationnaire
(xs, us) à partir d'un instant T ni (x(t ≥ T ) = xs, et f(xs, us) = 0) . Comme e n'est pas le
as des trajetoires renontrées dans les appliations onsidérées ii, on se limitera à l'étude
de l'invariane à un ou à V pas, 'est-à-dire en onstruisant un ensemble terminal qui garantit
la faisabilité pour les V problèmes suivants.
On suppose que les nA sommets de l'enveloppe onvexe des matries Ak sont onnus et ont
permis de déterminer les nA retours d'état K
n
par résolution de (4.22) ainsi que la matrie
S utilisée pour dénir la fontion de oût terminal Φ(δx) = ‖δx‖S . Pour haque point xr,i+P
on peut don aluler le veteur ξi+P tels que
Ai+P =
nA∑
n=1
ξi+P,nA
n
puis le ontrleur linéaire dérit dans le Lemme 4.6 :
Ki+P =
nA∑
n=1
ξi+P,nK
n
On rappelle que l'ensemble terminal est déni par
δΩi+P =
{
δxi+P | ‖δxi+P ‖2S ≤ ri+P
}
δΩ peut don aussi être dérit par la trajetoire de r. On souhaite ainsi déterminer ri+P tel
que δΩi+P satisfasse les trois onditions suivantes :
1. δΩi+P est admissible :
δΩi+P ⊂ δX (4.30)
2. Le ontrleur nal Kf (δx, i + P ) = Ki+P δx est admissible sur δΩi+P :
∀δx ∈ δΩi+P ,
{
Ki+P δx ∈ δU i+P
(Ai+P +BKi+P )δx ∈ δX i+P (4.31)
3. δΩii+P est positivement invariant à un pas sous le ontrleur Kf :
(Ai+P +BKi+P )δx ∈ δΩi+P+1 ∀δx ∈ δΩi+P (4.32)
Calul du plus grand ensemble terminal admissible en x :
L'ensemble terminal δΩi+P = {δxi+P | ‖δxi+P ‖2S ≤ ri+P } orrespond à un ellipsoïde de
rayon ri+P en norme S. Pour ontraindre le problème le moins possible, on herhe ainsi la
valeur maximale de ri+P permettant de satisfaire (4.30-4.32). Soit Ri+P la distane entre
le point xr,i+P et l'ensemble admissible X en norme S. Ainsi, Ωi+P ⊂ X si ri+P ≤ Ri+P .
Graphiquement, aluler Ri+P revient à herher le plus petit ellipsoïde (en norme S) qui
touhe la frontière de X (première ativation d'une ontrainte). On traduit ette ontrainte
en introduisant des variables d'éart aux ontraintes s(j), j étant l'index de la ontrainte dans
les matriesMx etMu dénies en (4.27). On note ej le veteur unitaire dont la j
me
omposante
vaut 1. Ri+P est ainsi la valeur de la fontion objetif du problème d'optimisation suivant :
max
s,δxi+P
Ri+P = ‖δxi+P ‖2S
s.. eTj Mxδxi+P + s
(j) − b(j)x,i+P = 0
s(j) ≥ 0, ∀j ∈ 1..nc
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Figure 4.2  Ensemble terminal invariant à un pas
On nomme et ellipsoïde maximale admissible en x
Xmaxi+P = {δxi+P | ‖δxi+P ‖2S ≤ Ri+P } (4.33)
Cependant, omme il existe des ontraintes sur u, l'ensemble admissible pour le ontrleur
terminal peut être plus petit que Xmaxi+P . On reherhe la plus grande approximation en norme
S de et ensemble admissible, que l'on note X adi+P :
X adi+P = {δxi+P ∈ Xmaxi+P | ‖δxi+P ‖2S ≤ Rui+P } (4.34)
Ces diérents ensembles sont représentés sur la Figure 4.2. Les onditions (4.31) reviennent
à résoudre le problème d'optimisation suivant.
max
δxi+P ,s
Rui+P = ‖δxi+P ‖2S
s.. eTj Mxδxi+P + s
(j) − b(j)x,i+P = 0
δxTi+P (Ai+P +BKi+P )
TS(Ai+P +BKi+P )δxi+P ≤ Ri+P+1
MuKi+P δxi+P ≤ bδu,i+P
s(j) ≥ 0, ∀j ∈ 1..nc
Il s'agit d'un problème SOCP (Seond Order Cone Programming) qui peut être résolu par
des solveurs d'optimisation onvexe tels CVX [75℄[76℄ .
4.2.5 Conlusions et perspetives pour l'analyse de stabilité
La partie 4.2.4 a fourni une analyse de stabilité pour le système sous ommande TL-MPC
dans le as nominal H8, qui suppose que le système réel se omporte exatement omme le
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modèle (TanLd). Cependant, il existe plusieurs soures d'erreur responsables d'une diérene
entre les préditions du modèle interne du MPC et leur réalisation. La première onerne les
perturbations w (entrées non ontrlées) pour lesquelles on ne dispose que de prévisions. Une
seonde soure d'erreur provient de l'erreur de modélisation du modèle interne. Il existe ainsi
dans la littérature ertaines formulations modiées du MPC permettant de prendre en ompte
es inertitudes dans l'algorithme an d'en aroitre la robustesse, l'idée étant de garantir le
respet des ontraintes pour toutes les réalisation de l'inertitude. Or trouver une ommande
admissible dans e as peut être très onservatif et dégrader l'optimalité ou le domaine de
faisabilité du problème [77℄. Pour ette raison, au lieu de aluler une séquene de ommande
U irob ertaines formulations MPC dites en boule fermée alulent une séquene de lois de
ommandes de la forme uk = U(xk, wk) (paramétrées la plupart du temps pour limiter la
omplexité de la formulation).
Le MPC min-max [77℄[78℄ envisage quant à lui le problème de ommande omme un jeu entre
deux adversaires : le ontrleur u qui herhe à minimiser la fontion objetif et les pertur-
bations w qui herhent à la maximiser.
En raison de l'inertitude, la onvergene asymptotique vers un point ne peut plus être assu-
rée. Les notions de stabilité présentées dans le paragraphe préédent sont alors adaptées en
onséquene : on se onentre plutt sur la onvergene vers un domaine borné dépendant de
la taille des perturbations. Ces exigenes sont formalisées dans la notion de stabilité entrée-
état ISS (Input to State Stability), ou de stabilité ISpS (Input to State Pratial Stability),
qui autorisent de plus la présene d'erreurs persistantes). Ces nouvelles dénitions de la sta-
bilité font appel à des fontions de Lyapunov modiées nommées fontions de Lyapunov ISS
(respetivement ISpS).
Stabilité Entrée Etat
On a fait l'hypothèse en (4.15) que l'erreur entre les préditions du modèle (TanLd) et le
système réel pouvait s'exprimer omme une perturbation addiditve d : xk+1 = x¯k+1 + dk.
Dénition (Stabilité IsPS ([79℄)) Le système sous ommande MPC (4.14) est loalement ISS
si il existe des onstantes non négatives r, dM , D, une fontion β de lasse K et une fontion
γ de lasse K telles que
‖xk‖ ≤ β(‖x0‖, k) + γ( max
n∈0..k
‖dn‖) +D
pour toute valeur initiale ‖δx0‖ ≤ r et toute perturbation additive ‖dk‖ ≤ dM
Les dénitions des fontions de lasse K, K∞ et KL sont données en Annexe B.
L'erreur d ontient en fait deux fateurs distints :
 l'erreur de modélisation : même en l'absene de perturbations, le modèle interne (TanLd)
dière du système réel (4.1).
 la présene de perturbations δw
Comme la notion de stabilité ISpS fait intervenir la taille de l'erreur, il est néessaire de
pouvoir borner elle-i. On présente don en Annexe D un premier résultat permettant de
quantier l'erreur de modélisation sous ertaines hypothèses. La quantiation de l'inertitude
due aux perturbations δw, et les autres pistes évoquées feront quant à elles l'objet de travaux
futurs visant à établir une preuve de stabilité dans le as perturbé.
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4.3 Suivi de trajetoires optimales pour les entrales de pro-
dution d'énergie
4.3.1 Diultés soulevées par l'arhiteture dans le as idéal
On présente dans ette partie une arhiteture MPC légèrement diérente de elle intro-
duite préédemment pour des raisons que l'on justie i-après.
Tout d'abord, il peut être diile en pratique d'obtenir des trajetoires de référene Pr =
(xr, ur, wr) qui soient solutions de (NL). D'une part, le modèle d'optimisation simplié et le
modèle de ommande ne partagent pas néessairement le même veteur d'état ni d'ailleurs
le même veteur de ommande. Les trajetoires optimales P
∗
du modèle d'optimisation sim-
plié sont ainsi données le plus souvent pour ertaines ommandes u∗ et sorties y∗ qu'il va
falloir assoier à des grandeurs du modèle de ommande (NL). Dans l'exemple de la entrale
de ogénération, si l'on utilise un modèle de PLNE omme modèle d'optimisation, les om-
mandes u∗ étaient les puissanes de ombustible, les sorties y∗r les puissanes thermiques et
életriques produites, et l'état x∗r la harge du stok. Dans le modèle non linéaire en revanhe,
les ommandes u sont non seulement les puissanes de ombustible mais aussi les débits dans
les diérentes branhes. De même, l'état x a une dimension plus importante dans le modèle
(NL) : par exemple l'état du stokage qui était de dimension 1 dans le modèle de PLNE
est désormais dérit par l'état thermodynamique (Pi, hi) du uide dans haune des strates i
modélisées.
Une première approhe onsiste ainsi à reonstruire une trajetoire de référene xr en l'état
pour le modèle non linéaire d'après P
∗
. Cet aspet a déjà été évoqué en partie 3.5.1 dans un
autre ontexte (on herhait alors à ne reonstruire que yr et ur, mais xr s'obtient de la même
façon). En d'autres termes, il s'agit de résoudre un problème d'inversion sur le modèle non
linéaire. Dans l'exemple préédent, la taille du modèle permettait enore d'appliquer ette
méthode. Cependant dans la plupart des as, et en partiulier pour les modèles faisant inter-
venir des tables de propriétés, la omplexité du modèle non linéaire rend la résolution de e
problème inverse trop omplexe.
Pour ette raison, dans ette seonde implémentation du MPC, on onsidère désormais des
trajetoires de référene (yr, ur) données pour la sortie et la ommande plutt que de herher
à obtenir des trajetoires de référenes (xr, ur) données pour l'état et la ommande. Ces tra-
jetoires de référene assoiées au trajetoires (u∗, y∗) du modèle d'optimisation sont fournies
par le blo "Génération de référenes admissibles" montré en Figure 1.1. On lève don ii la
restrition que es trajetoires de référene soient des trajetoires solution de (NL).
Le fait que xr ne soit plus déni soulève deux problèmes : d'une part ette donnée est
néessaire dans la preuve de stabilité énonée préédemment pour dénir un ensemble termi-
nal, d'autre part la linéarisation ne peut plus se faire autour de xr ar elui-i est désormais
inonnu. On propose don une autre dénition pour la trajetoire nominale qui est utilisée
pour dériver les modèles linéarisés tangents. Désormais, la trajetoire nominale P
i
nom à l'ins-
tant ti orrespond à la simulation du modèle non linéaire sur l'horizon de prédition du MPC
ave pour entrée (ur, vr, wr) et pour point initial l'état ourant (estimé ou mesuré) xˆi+1. Elle
orrespond à l'évolution prédite du système en boule ouverte.
En aord ave ette dénition, une diérene majeure ave la trajetoire nominale Pnom = Pr
utilisée préédemment est que elle-i hange à haque itération, même dans le as d'un mo-
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dèle parfait sans perturbation. En eet, au pas de temps i, une ommande diérente de la
ommande nominale, ui 6= ur,i est appliquée au système. De fait, le prohain état dière
lui aussi de sa valeur nominale xi+1 = x(xi, ui; ti+1) 6= xinom,i+1. En supposant que pour
un modèle parfait le point de départ de la prohaine trajetoire nominale est xˆi+1 = xi+1
on onstate que P
i+1
nom et P
i
nom ne sont pas onordantes (ne partagent pas les mêmes points
de passage). Cette partiularité de non onordane des trajetoires nominales entre deux
problèmes MPC onséutifs ne pose pas de problème dans l'implémentation pratique mais
omplique les analyses de stabilité, ar les linéarisations se font autour de points diérents.
En première approhe, on veillera ainsi à hoisir un pas d'éhantillonnage susamment n et
une adaptation δu de la ommande susamment limitée pour que les trajetoires nominales
P
i
nom et P
i+1
nom ne s'éloignent pas trop. De même, on supposera que les trajetoires Pnom et Pr
sont susamment prohes pour que l'approximation par un modèle linéarisé tangent dans un
voisinage de Pr reste aeptable.
4.3.2 Arhiteture TL-MPC adaptée aux entrales d'énergie
4.3.2.1 Arhiteture du MPC
Dans ette arhiteture modiée, on dispose seulement d'une trajetoire de référene pour
les entrées ur et les sorties yr. L'obtention de modèles linéarisés tangent autour de xr n'est
alors plus possible, et le MPC s'appuie désormais sur des modèles linéarisés tangents de la
entrale non plus autour de xr, mais autour d'une trajetoire nominale. La trajetoire nomi-
nale utilisée est désormais realulée à haque instant d'éhantillonnage ti : elle orrespond
à elle prédite par le modèle non linéaire auquel on appliquerait ur en boule ouverte, en
partant de l'état ourant estimé (xinom(ti) = xˆi).
On fait ii l'hypothèse que la trajetoire de référene est susamment prohe de la tra-
jetoire nominale. La trajetoire nominale des états est nommée xnom, elle des sorties ynom.
On remarque alors que pour les entrées uniquement, on a l'équivalene ur. Les grandes lignes
de l'algorithme proposé, illustrées par la Figure 4.3 sont les suivantes :
 Initialisation : les trajetoires de référene sont obtenues pour les ommandes (ur) et
les sorties (yr) sur un grand horizon H. Cette étape se fait hors ligne.
 Étape 1 : Un estimateur d'état évalue l'état atuel du modèle Modelia d'après les
mesures faites sur la entrale réelle. L'estimateur utilise le modèle non linéaire en phase
de prédition et les matries de linéarisation pour la mise à jour du ltre et du gain
d'observation.
 Étape 2 : Le modèle Modelia est simulé ave ur en entrée pour prédire les trajetoires
nominales des sorties et obtenir les matries de linéarisations du modèle autour de ette
trajetoire. Cette étape se fait sur un horizon de prédition P ≪ H.
 Étape 3 : Le MPC adapte les ommandes à appliquer au système et trouve un ompromis
entre le suivi des entrées et des sorties sur l'horizon P .
 Étape 4 : Seule la première ommande alulée à l'étape 3 est appliquée au modèle, et
les étapes 1 à 4 sont répétées.
La Figure 4.4 montre la trajetoire de référene (trait plein) et la trajetoire orrigée par
le MPC (roix) des entrées (unom et u). La trajetoire nominale de la sortie (tiret-pointillé)
alulée à l'instant ti orrespond au résultat de simulation du modèle non linéaire ave les
ommandes unom. Cette trajetoire a pour ondition initiale x
i
nom,i = xNL,i, et l'on peut voir
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Figure 4.3  Arhiteture du MPC linéarisé tangent
qu'elle dière de la trajetoire de référene pour la sortie (trait plein). Enn, la prédition
éhantillonnée du MPC pour les P prohains pas est matérialisée par les roix bleues.
Figure 4.4  Dénition des trajetoires d'entrée et de sortie (as 1 entrée, 1 sortie)
4.3.2.2 Problème d'optimisation MPC
En tenant ompte des remarques préédentes, la fontion objetif (4.4) est modiée pour
pénaliser les éarts à la référene des variables de sorties. On introduit alors le veteur des
sorties prédites (original et en variations) qui remplaera maintenant le veteur des états
prédits dans la nouvelle dénition du ritère et de la fontion objetif :
Y i =

yi+1..
.
yi+P

 , δY i =

δyi+1..
.
δyi+P


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L'indie ommene ii à i + 1 ar la sortie yi à ti n'est pas inuenée par la ommande et
peut être retirée du problème d'optimisation MPCi. De même, on onsidère les sorties jusque
i+ P en raison de l'absene du oût terminal (en d'autres termes S = Qy ii). On onsidère
désormais la fontion objetif suivante :
Ji = ‖U i − U ir‖2Qu + ‖Y i − Y ir ‖2Qy + ‖∆U i‖2R (4.35)
= ‖δiU‖2Qu + ‖δY i + Y inom − Y ir ‖2Qy + ‖∆U i‖2R (4.36)
Les ontraintes suivantes sont onsidérées. Il s'agit de ontraintes de bornes
 Des bornes sur les ommandes umin ≤ u ≤ umax
 Des bornes sur les sorties ymin ≤ y ≤ ymax
 Des bornes sur l'éart à la trajetoire nominale δumin ≤ δu ≤ δumax et δymin ≤ δy ≤
δymax
Composants extinguibles :
Dans les as d'appliation qui nous intéressent, ertains omposants peuvent être allumés ou
éteints. Les ommandes orrespondantes doivent alors souvent respeter des ontraintes du
type "éteint (0) ou ompris dans une plage de fontionnement [lmin, lmax]". On dénit nu
Booléens extinguibles indiquant si la omposante us du veteur u doit respeter e type de
ontrainte. On suppose que le MPC ne remet pas en ause les déisions d'engagement d'un
omposant, e qui reviendrait à hanger le mode du système. Or dans e as, l'utilisation
d'un modèle linéarisé tangent, valable loalement autour d'une trajetoire nominale, ne peut
plus se justier. Ainsi, si une variable extinguible a une valeur de référene nulle pour un
pas de temps donné, le MPC n'a pas la liberté de moduler ette valeur. En revanhe, si
le omposant est allumé, il devra respeter la plage de fontionnement [lmin, lmax]. Cette
fontionnalité est réalisée en modiant de façon dynamique les bornes des variables dans le
problème d'optimisation. On introduit les Booléens OFFs,k = {us,r,k = 0}. Les bornes des
variables us s'expriment omme :
us,min,k =
{
0 si extinguibles et OFFs,k
lmin sinon
(4.37)
us,max,k =
{
0 si extinguibles et OFFs,k
lmax sinon
(4.38)
Ces ontraintes sont reformulées de la sorte :
us,min,k = lmin ∗ [(1−OFFs,k) ∗ extinguibles + (1− extinguibles)]
us,max,k = lmax ∗ [(1−OFF ) ∗ extinguibles + (1− extinguibles)]
4.3.3 Formulation matriielle du MPC
4.3.3.1 Obtention de deux modèles internes augmentés
La présene d'un terme intégrateur dans un modèle linéaire permet d'éviter une erreur
statique sur la sortie. Dans ette optique, [61℄[62℄ suggèrent d'utiliser dans la formulation
MPC la variation de la ommande plutt que la ommande elle même. Dans notre as, ela
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revient à utiliser ∆δu omme variable de ommande plutt que δu. Ces deux variables sont
reliées par l'intégrateur suivant :
δuk = δuk−1 +∆δuk
On présente ii deux modèles augmentés utilisant ∆δu omme veteur de ommande. Le
premier utilise l'état augmenté xa,k =
(
∆δxk
δyk
)
, le seond utilise xa,k =
(
∆δxk
δuk
)
. On montre
alors omment il est possible de reformuler de façon expliite les ontraintes et la fontion
objetif du MPC en fontion du nouveau veteur de ommande :
∆δU i =

 ∆δui..
.
∆δui+P−1


Expression des entrées
On ommene dans un premier temps par exprimer les termes relatifs aux ommandes
en fontion du veteur d'optimisation ∆δU i, ar ils seront similaires dans les deux modèles
augmentés. Les expressions pour les sorties dièrent quant à elles et seront présentées sépa-
rément pour haun de es modèles. Les expressions pour les termes relatifs aux ommandes
peuvent être données sous forme vetorielle (pour un pas de temps), ou matriielle (pour tous
les pas de temps de l'horizon), et sont synthétisés dans la Table 4.1. On montre i-dessous le
détail des aluls :
Pour le pas de temps k, on a :
∆δuk = δuk − δuk−1 = uk − ur,k − uk−1 + ur,k−1
= ∆uk −∆ur,k
k∑
n=0
∆ur,n = ur,0 − ur,−1 + ur,1 − ur,0 + · · ·+ ur,k − ur,k−1 = ur,k − ur,−1
ui+k = ui−1 +
k∑
n=0
∆ui+n = ui−1 +
k∑
n=0
(∆δui+n +∆ur,i+n)
L'entrée ui+k peut ainsi être ramenée à la variable d'optimisation ∆δui+k de la façon
suivante :
ui+k = ui−1 +
∑k
n=0∆ui+n
= ui−1 +
∑k
n=0 (∆δui+n +∆ur,i+n)
= ui−1 +
∑k
n=0∆δui+n + ur,i+k − ur,i−1
= δui−1 + ur,i+k +
∑k
n=0∆δui+n
Pour présenter e résultat sous forme matriielle, on introduit la matrie arrée L de té nu :
L =


1 0 . . . 0
1 1 . . . 0
.
.
.
.
.
.
.
.
. 0
1 1 . . . 1


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Dénition Expression salaire Expression matriielle
Commande
ui+k = ui−1 +
k∑
n=0
(∆δur +∆ur,n) U
i =


ui−1
.
.
.
ui−1

+ L (∆δU i +∆Un,i)
ui+k = δui−1 + ur,i+k +
k∑
n=0
∆δur,i+k U
i =


δui−1
.
.
.
δui−1

+ U ir + L∆δU i
Variation de
la ommande
∆ui+k = ∆δui+k +∆ur,i+k ∆U
i = ∆δU i +∆U ir
Éart de la
ommande au
nominal
δui+k = δui−1 +
k∑
n=0
∆δui+n δU
i =


δui−1
.
.
.
δui−1

+ L∆δU i
Table 4.1  Expressions expliites des termes du MPC relatifs aux entrées en fontion de la
variable d'optimisation
Modélisation des perturbations
A l'inverse des entrées ommandées qui sont des variables d'optimisation, des hypothèses
doivent être faites sur l'évolution des entrées non ommandées w. Pour les perturbations non
mesurées w\wm et en l'absene d'information supplémentaire, on fait l'hypothèse que δw = 0.
Cette hypothèse est ohérente ave la modélisation utilisée dans l'estimateur d'état, et qui les
onsidère omme un bruit blan. Pour wm en revanhe, on dispose de mesures qui permettent
de raner ette hypothèse.
A haque pas de temps ti, une nouvelle mesure w
m
mes,i des perturbations mesurées w
m
est
disponible. La trajetoire du modèle non linéaire satisfait ainsi la ondition initiale wmi =
wmmes,i. On peut ainsi aluler à ti une nouvelle trajetoire nominale pour w
m
prenant en
ompte ette information. Pour le modèle linéarisé tangent, ela se traduit par δwmi = w
m
i −
wmr,i = 0. Pour les pas suivants, on peut par exemple onsidérer pour∆δw
m
i+k les trois situations
suivantes représentées dans la Figure 4.5.
 La perturbation suit sa valeur nominale (préditions) après i,
 L'éart au nominal à l'instant i se maintient de ti à ti+P
 La perturbation wmi,mes mesurée à l'instant i se maintient onstante de ti à ti+P .
Il y a alors deux façons de prendre en ompte les perturbations mesurées dans l'arhiteture
de ommande :
 On peut générer le veteur δW i orrespondant à l'hypothèse retenue. Dans e as, les
ontraintes et la fontion objetif devront être ré-exprimées en fontion de e terme.
 On peut modier la trajetoire de référene wmr à haque pas de temps : à haque pas
de temps ti, une nouvelle mesure w
m
mes,i des perturbations mesurées w
m
i est disponible.
La trajetoire du modèle non linéaire peut alors être redénie pour vérier wmr,i =
wmi = w
m
mes,i, et respeter l'hypothèse retenue pour les pas i + k. Les perturbations
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Figure 4.5  Hypothèses sur la trajetoire des perturbations mesurées
mesurées wm seront alors prises en ompte au moment de la génération de la trajetoire
nominale, et non plus dans le modèle interne du MPC. On pourra alors, tout omme
pour les perturbations non mesurées, faire l'hypothèse δwm = wm − wmr = 0
La deuxième méthode a été retenue ar elle permet de retirer le terme δwm des modèles
internes augmentés présentés par la suite et simplie l'expression des ontraintes et de la
fontion objetif.
Expression du premier modèle interne augmenté
Le premier modèle augmenté est dérivé de elui proposé par[62℄. L'état δxk est remplaé
par sa variation entre deux pas d'éhantillonnage ∆δxk = δxk−δxk−1, et la sortie est ajoutée
à l'état. Comme mentionné préédemment, on suppose que les perturbations w suivent leur
trajetoire nominale wr. On a don δw = 0, et l'on retirera es variables du modèle interne.
On sépare par la suite la matrie B en deux matries Bu et Bw orrespondant aux entrées
u et w respetivement, de telle sorte que Bk = [Bu,k, Bw,k]. L'évolution de l'état ∆δxk peut
s'exprimer omme :
∆δxk+1 = δxk+1 − δxk
= Akδxk +Bk
(
δuk
δwk
)
− δxk +Akδxk−1 − Akδxk−1 +Bk
(
δuk−1
δwk−1
)
−Bk
(
δuk−1
δwk−1
)
= Ak∆δxk +Bk
(
δuk
δwk
)
+
(
Akδxk−1 +Bk
(
δuk−1
δwk−1
)
− δxk
)
= Ak∆δxk +Bk
(
δuk
δwk
)
+ (δxk − δxk)
= Ak∆δxk +Bu,k∆δuk +Bw,k∆δwk
Par ailleurs, on a pour les sorties
δyk+1 = ckδxk+1 = ck (δxk +∆δxk+1)
= ckδxk + ck (Ak∆δxk +Bu,k∆δuk +Bw,k∆δwk)
= δyk + ckAk∆δxk + ckBu,k∆δuk + ckBw,k∆δwk
(4.39)
L'évolution de l'état augmenté xa,k =
(
∆δxk
δyk
)
est alors donnée par le modèle d'état
suivant :
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xa,k+1︷ ︸︸ ︷(
∆δxk+1
δyk+1
)
=
Ψk︷ ︸︸ ︷[
Ak 0
ckAk I
](
∆δxk
δyk
)
+
Γk︷ ︸︸ ︷[
Bu,k
ckBu,k
]
∆δuk +
Gk︷ ︸︸ ︷[
Bw,k
0
]
∆δwk
δyk =
[
0 I
]︸ ︷︷ ︸
C
(
∆δxk
δyk
) (4.40)
Expression du seond modèle interne augmenté
On retient dans e as l'état augmenté suivant suggéré par [61℄ :
xa,k =
(
δxk
δuk−1
)
En utilisant les résultats préédents, l'évolution du système augmenté est donnée par
xa,k+1︷ ︸︸ ︷(
δxk+1
δuk
)
=
Ψk︷ ︸︸ ︷[
Ak Bk
0 I
](
δxk
δuk−1
)
+
Γk︷ ︸︸ ︷[
Bu,k
I
]
∆δuk +
Gk︷ ︸︸ ︷[
Bw,k
0
]
δwk
δyk =
[
ck 0
]︸ ︷︷ ︸
Ck
(
δxk
δuk−1
) (4.41)
Le veteur U i des ommandes peut alors s'exprimer en fontion de l'état augmenté omme :
U i =
([
I 0
]
xa,i
)
+ U ir + L∆δU
i
4.3.3.2 Expression des sorties
On herhe à ré-exprimer la sortie du modèle augmenté à l'instant i + k, ar les termes
yi+k interviennent dans les ontraintes et la fontion objetif. An d'alléger la notation, on
supposera sans perte de généralité i = 0.
On montre ii que pour les deux modèles augmentés, le veteur des sorties peut s'exprimer
à l'aide des matries Six, S
i
u et S
i
w. Le premier modèle augmenté respete l'équation :
δYi = S
i
xxa,i + S
i
u∆δU
i + Siw∆δW
i
(4.42)
Le seond modèle augmenté selon :
δYi = S
i
xxa,i + S
i
u∆δU
i + SiwδW
i
(4.43)
Seule l'expression des matries Si• dépend du modèle interne augmenté que l'on onsidère. On
rappelle que les préditions du modèle interne sont faites sous l'hypothèse δW i = 0. Dans e
as, le veteur de sortie s'exprime alors omme :
Yi = Y
i
nom + S
i
xxa,i + S
i
u∆δU
i
(4.44)
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Sorties du premier modèle augmenté
En utilisant les matries introduites dans le modèle (4.40), on montre omment il est
possible d'exprimer la sortie en fontion de ∆δU i et ∆δW i . On ommene ii par donner
l'exemple pour l'instant i+ 3 :
δy3 = Cxa,3
= C [Ψ2xa,2 + Γ2∆δu2 +G2∆δw2]
= C [Ψ2 (Ψ1 (Ψ0xa,0 + Γ0∆δu0 +G0∆δw0) + Γ1∆δu1 +G1∆δw1) + Γ2∆δu2 +G2∆δw2]
= C [Ψ2Ψ1Ψ0xa,0 +Ψ2Ψ1 (Γ0∆δu0 +G0∆δw0) + Ψ2 (Γ1∆δu1 +G1∆δw1)
+Γ2∆δu2 +G2∆δw2]
La formule qui généralise ette expression est :
δyk = C
[(
k∏
n=1
Ψk−n
)
xa,0 +
k∑
n=1
[(
k−n∏
m=1
Ψk−m
)
(Γn−1∆δun−1 +Gn−1∆δwn−1)
]]
Les matries Six et S
i
u de l'équation (4.42) sont alors dénies de la façon suivante :
Six =


CΨi
CΨi+1Ψi
.
.
.
CΨi+P . . .Ψi+1Ψi

 (4.45)
Siu =


CΓi 0 . . . 0
CΨi+1Γi CΓi+1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
C
P−2∏
n=1
Ψi+P−1−nΓi C
P−3∏
n=1
Ψi+P−1−nΓi+1 . . . CΓi+P−2
C
P−1∏
n=1
Ψi+P−nΓi C
P−2∏
n=1
Ψi+P−nΓi+1 . . . CΓi+P−1


(4.46)
La matrie Siw s'obtient en remplaçant Γ par G dans l'équation de S
i
u mais ne sera pas utilisée
par la suite en raison de l'hypothèse que les perturbations w suivent leur référene (∆δw = 0).
Sorties du seond modèle augmenté
En utilisant le deuxième modèle augmenté, les matries Six et S
i
u de l'équation (4.43) sont
dénies de la façon suivante :
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Siu =


Ci+1Γi 0 . . . 0
Ci+2Ψi+1Γi Ci+2Γi+1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
Ci+P−1
P−2∏
n=1
Ψi+P−1−nΓi Ci+P−1
P−3∏
n=1
Ψi+P−1−nΓi+1 . . . Ci+P−1Γi+P−2
Ci+P
P−1∏
n=1
Ψi+P−nΓi Ci+P
P−2∏
n=1
Ψi+P−nΓi+1 . . . Ci+PΓi+P−1


(4.47)
Six =


Ci+1Ψi
Ci+2Ψi+1Ψi
.
.
.
Ci+PΨi+P−1 . . .Ψi+1Ψi

 (4.48)
Ii, les matries Ck, Ψk et Γk sont elles de (4.41). Les aluls sont donnés en annexe E.
4.3.3.3 Expression des ontraintes
On rappelle ii les ontraintes du problème MPC que l'on reformule à l'aide des variables
∆δui+k. Une synthèse est donnée en (4.54a) et (4.55).
 Contraintes sur u
umin ≤ ui+k ≤ umax
umin ≤ δui−1 + ur,i+k +
k∑
n=0
∆δui+P ≤ umax
On a ainsi les deux ensembles de ontraintes suivants :
−
k∑
n=0
∆δui+P ≤ −umin + δui−1 + ur,i+k
k∑
n=0
∆δui+P ≤ umax − δui−1 − ur,i+k
Ou sous forme matriielle
−L∆δU i ≤ (δui−1 − umin)1+ U ir
L∆δU i ≤ (umax − δui−1)1− U ir
 Contraintes (symétriques) sur δu
−δumax ≤ δui+k ≤ δumax
−δumax ≤ δui−1 +
k∑
n=0
∆δui+P ≤ δumax
Sous forme matriielle
−L∆δU i ≤ (δui−1 − δumax)1
L∆δU i ≤ (δumax − δui−1)1
4.3 Suivi de trajetoires optimales pour les entrales de prodution d'énergie 131
 Contraintes (symétriques sur ∆u)
−∆umax ≤ ∆ui+k ≤ ∆umax
−∆umax ≤ ∆δui+k +∆δur,i+k ≤ ∆umax
Sous forme matriielle
−∆δU i ≤ (∆Umax −∆U ir)
∆δU i ≤ (∆Umax −∆U ir)
 Contraintes sur y : d'après (4.44)
Ymin ≤ Yi ≤ Ymax
Ymin ≤ Y inom + Sixxa,i + Siu∆δU i ≤ Ymax
Sous forme matriielle
Siu∆δU
i ≤ Ymax − Y inom − Sixxa,i
−Siu∆δU i ≤ Y inom − Ymin + Sixxa,i
 Contraintes (symétriques) sur δy
δYmax ≤ δYi ≤ δYmax
Donne
Siu∆δU
i ≤ δYmax − Sixxa,i
−Siu∆δU i ≤ δYmax + Sixxa,i
4.3.3.4 Expression de la fontion objetif
On reformule maintenant la fontion objetif (4.35) en fontion de ∆δU i
Ji = ‖U i − U ir‖2Qu + ‖Y i − Y ir ‖2Qy + ‖∆U i‖2R
D'après la Table 4.1 et l'équation (4.44),
δU i =

δui−1..
.
δui−1


︸ ︷︷ ︸
δU i
l
+L∆δU i (4.49)
∆U i = ∆δU i +∆U ir (4.50)
Y i − Y ir = Sixxa,i + Y inom − Y ir︸ ︷︷ ︸
δYl
+Siu∆δU
i
(4.51)
La fontion objetif s'exprime alors en ∆δU i omme :
J i = ‖δU il + L∆δU i‖2Qu + ‖δY il + Siu∆δU i‖2Qy + ‖∆δU i +∆U ir‖2R
Cette forme se développe pour donner la forme quadratique suivante :
J i(∆δU i) = ∆δU i
T
S∆δU i + h∆δU i + st
132 Commande préditive basée sur des modèles linéarisés tangents
Les matries S et h sont données dans l'équation suivante. Comme elles impliquent des quan-
tités variant dans le temps, es matries doivent être realulées à haque pas de temps :
J i = ∆δU i
T
(
LTQuL+ S
i
u
T
QyS
i
u +R
T∆U ir
)
︸ ︷︷ ︸
S
∆δU i
+ 2
(
LTQuδU
i
l + S
i
u
T
QyδY
i
l +R
T∆U ir
)
︸ ︷︷ ︸
h
∆δU i
+ δU il
T
QuδU
i
l + δY
i
l
T
QδY il +∆U
i
r
T
R∆U ir︸ ︷︷ ︸
onstante
(4.52)
4.3.3.5 Problème d'optimisation MPC
Pour synthétiser, le problème d'optimisation quadratique initial ayant pour variables d'op-
timisation (U i, Y i) (P (nu + ny) variables) a été reformulé en un problème d'optimisation de
∆δU i ( Pnu variables). Celui-i s'érit :
min
∆δU i
‖δU il + L∆δU i‖2Qu + ‖δY il + Siu∆δU i‖2Qy + ‖∆δU i +∆U ir‖2R (4.53)
s..
(umin − δui−1)1 ≤ L∆δU i + U ir ≤ (umax − δui−1)1 (4.54a)
(δui−1 − δumax)1 ≤ L∆δU i ≤ (δumax − δui−1)1 (4.54b)
Ymin − Y in ≤ Siu∆δU i ≤ Ymax − Y in (4.54)
−δYmax ≤ Siu∆δU i ≤ δYmax (4.54d)
Ave U il =

δui−1..
.
δui−1

 = δui−11, δY il = Y inom − Y ir , et 1 un veteur de taille appropriée ne
ontenant que des 1. Pour simplier la notation, on regroupera par la suite les ontraintes
(4.54a) sous l'inégalité matriielle
A∆δU i ≤ b (4.55)
4.3.3.6 Initialisation des modèles
Initialisation du modèle non linéaire (NL) :
Le modèle Modelia non linéaire est ensé représenter l'état réel du système. Ainsi, à
haque instant ti du MPC, elui-i est réinitialisé ave le dernier état estimé noté xˆi. On a
alors
xi(ti) = xˆi = x
i
n(ti)
La trajetoire nominale est ensuite alulée en partant de e point, en appliquant au modèle
Modelia la ommande U ir donnée par l'optimisation long terme. Cela permet notamment
d'obtenir la valeur nominale du point suivant, notée xin(ti+1)
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Figure 4.6  Illustration des trajetoires réelles et nominales de y entre deux pas du MPC
Initialisation du premier modèle interne augmenté (4.40)
L'initialisation du premier modèle augmenté n'est pas évidente : elui-i fait intervenir
des états qui dépendent d'une trajetoire nominale. Or les trajetoires nominales entre deux
problèmes MPC onséutifs ne oïnident pas, puisque elles-i sont realulées à haque pas
de temps. Pour rappel la trajetoire nominale dépend de la valeur initiale de l'état et des
entrées nominales appliquées au système. La dénition de la valeur initiale pour le problème
MPCi : ∆δxi = δxi−δxi−1 est don problématique en soi. En eet, pour le problème suivant,
on peut soit onsidérer
 ∆δx(ti+1) = δx
i(ti+1)− δxi(ti)
 ∆δx(ti+1) = δx
i+1(ti+1) − δxi(ti). Or par onstrution des trajetoires nominales,
δxi+1(ti+1) = δx
i(ti) = 0. Cela revient à initialiser le modèle à haque pas de temps
ave ∆δxi = 0.
Ces deux situations sont illustrées dans la Figure 4.6 et implémentées dans l'algorithme.
Initialisation du seond modèle interne augmenté (4.41) :
Le seond modèle augmenté a pour état initial xa,i =
(
δxi
δui−1
)
. On rappelle δui−1 =
ui−1 − ur,i−1. Comme la trajetoire de référene des ommandes ur reste la même pour deux
problèmes MPC onséutifs, il n'y a pas la même ambiguïté que elle renontrée préédemment
pour les états. Le modèle interne augmenté est ainsi réinitialisé pour haque problème MPCi
ave
xa,i =
(
0
δui−1
)
On retiendra par la suite e seond modèle augmenté ar sa ré-initialisation n'est pas ambiguë
ontrairement au premier modèle augmenté.
4.3.3.7 Normalisation
Les modèles onsidérés font intervenir simultanément des grandeurs physiques qui peuvent
avoir des ordres de grandeur très diérents. Il est don important de normaliser elles-i, à la
fois pour des raisons de préision numérique, mais aussi de onvergene lors de la résolution du
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problème quadratique. On propose la normalisation suivante, basée sur les valeurs nominales
des variables x, u et y (on a regroupé w dans u pour alléger la notation). Les variables
normalisées x˜, u˜, y˜ sont respetivement l'état, la ommande et la sortie normalisés.
x = Nxx˜ u = Nuu˜ y = Nyy˜ (4.56)
Les matries Nv sont les matries diagonales de normalisation ave pour terme à la ligne
i : Nv,i = vmax,i − vmin,i. L'approximation linéaire tangent normalisée est alors{
x˜k+1 = Nx
−1AkNxδx˜k +Nx
−1BkNuδu˜k
δy˜k = Ny
−1ckNxδx˜k +Ny
−1dkNuδu˜k
(4.57)
Conernant le ritère, il est plus évident pour l'utilisateur de dénir les pondérations sur
les grandeurs normalisées, sans se souier des unités. Le ritère est ainsi modié de la façon
suivante dans l'implémentation de l'algorithme :
Ji = ‖U˜ i − U˜ ir‖2Qu + ‖Y˜ i − Y˜ ir ‖2Qy + ‖∆U˜ i‖2R
= ‖Nu−1(U i − U ir)‖2Qu + ‖Ny−1(δY i − Y ir )‖2Qy + ‖Nu−1∆U i‖2R
= ‖Nu−1(U i − U ir)‖2Qu + ‖Ny−1(δY i − Y ir )‖2Qy + ‖Nu−1∆U i‖2R
= ‖U i − U ir‖2Nu−1TQuNu−1 + ‖δY
i − Y ir ‖2Ny−1TQyNy−1 + ‖∆U
i‖2
Nu−1
T
RNu−1
On onstate ainsi que la normalisation n'a pas aeté la forme du ritère (4.35), seules les
matries de pondération sont modiées pour prendre en ompte la normalisation. Le veteur
b donnant les bornes des ontraintes doit également être modié.
4.3.3.8 Elimination de la matrie D
Il est possible que les modèles Modelia présentent un ouplage diret entre ertaines
entrées et ertaines sorties. Notons uc les ommandes ouplées à au moins une sortie, et u\uc
les autres. Dans e as, l'équation pour les sorties s'exprime
y = h(x, uc)
et non
y = h(x)
Le modèle linéarisé tangent (TanLd) possède ainsi une matrie de ouplage entrée / sortie
Dk non nulle. Les termes non nuls sont présents dans les olonnes de D orrespondant à uc.
On a : {
δxk+1 = Akδxk +Bk
(
δuk δwk
)T
δyk = ckδxk +Dk
(
δuTk δw
T
k
)T (4.58)
Comme évoqué dans le paragraphe 4.3.3.1, on onsidère par la suite δw = 0 dans le modèle
interne.
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Par ltrage des entrées
Une première façon d'éliminer es termes est de modier le modèle de simulation en
introduisant des ltres rapides du premier ordre sur les ommandes uc. On note ic les indies
de es olonnes, et i \ ic les autres indies. Les lignes d'indies I d'une matrie M sont notées
M(I). Un ltre du premier ordre a pour équation :
˙˜uc(t) =
1
T
(uc(t)− u˜c(t))
En hoisissant T petit devant les onstantes de temps aratéristiques du système, la om-
mande u˜c onverge rapidement vers uc. Le système prend alors la forme


(
˙δx
˙δu˜c
)
=
[
A(t) B(ic)(t)
0 − 1T
](
δx(t)
δu˜c(t)
)
+
(
0
1
T
)
δuc(t) +
(
B(ic)(t)
0
)
δuk
δy(t) =
[
c(t) d(ic)(t)
]( δx(t)
δu˜c(t)
)
(4.59)
La disrétisation temporelle appliquée à e système ne fera plus apparaître de matrie D, et
l'on pourra alors utiliser la formulation MPC dérite préédemment sans plus de modiations.
Cependant, ette solution n'est pas aeptable ar elle demande à l'utilisateur d'une part de
modier le modèle de simulation, d'autre part de onnaître les entrées responsables d'un
ouplage diret entrée/sortie. On propose don dans le paragraphe suivant les modiations
néessaires à la formulation MPC pour prendre en ompte e ouplage sur le modèle initial.
Par hangement de variable pour les sorties
La prise en ompte de la matrie D dans l'algorithme MPC se fait en reourant au han-
gement de variable suivant : δy˜k = δyk − dkδuk.
Le modèle interne devient{
δxk+1 = Akδxk +Bk
(
δuTk δw
T
k
)T
δ˜yk = ckδxk
(4.60)
Cette reformulation a des impats sur l'expression de la fontion objetif et des ontraintes
sur les sorties. Le veteur des sorties s'exprime alors omme :
Y i = Y inom + δY
i
= Y inom + δY˜
i + SidδU
i
= Y inom + δY˜
i + Sid
(
δui−11+ L∆δU
i
)
Ave Sid une matrie diagonale par blo de dimension (ny ∗ P )× (nu ∗ P ) :
Sid =


di+1 0 . . . 0
0 di+2 . . . 0
.
.
. . . .
.
.
.
.
.
.
0 0 0 di+P−1


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On a :
Y i = Y inom +
(
SidL+ S
i
u
)
∆δU i + Sid (δui−11) + S
i
xxa,i
En posant :
δY˜l = Y
i
nom − Y ir + Sixxa,i + Sid (δui−11) (4.61)
la fontion objetif (4.35) peut alors être reformulée de la façon suivante
Ji = ‖U i − U ir‖2Qu + ‖Y i − Y ir ‖2Qy + ‖∆U i‖2R (4.62)
= ‖δU il + L∆δU i‖2Qu + ‖δY˜ il + Siu∆δU i‖2Qy + ‖∆δU i +∆U ir‖2R (4.63)
Les ontraintes en y se réérivent :
(Siu + S
i
dL)∆δU
i ≤ Ymax − Y inom − (δui−11)− Sixxa,i (4.64)
−(Siu + SidL)∆δU i ≤ Y inom − Ymin + Sid (δui−11) + Sixxa,i (4.65)
(Siu + S
i
dL)∆δU
i ≤ δYmax − Sixxa,i − Sid(δui−11) (4.66)
−(Siu + SidL)∆δU i ≤ δYmax + Sixxa,i + Sid(δui−11) (4.67)
4.3.3.9 Aélération du MPC
Dans la proédure MPC dérite en 4.1.4, on réalise à haque pas i du MPC P linéarisations
du modèle orrespondant aux P prohains instants d'éhantillonnage. Or en raison de l'horizon
glissant, on onstate que les matries Ψ et Γ sont alulées plusieurs fois pour les mêmes
instants. La seule raison qui justie ela est que la trajetoire réelle évolue diéremment de la
trajetoire nominale, don que le point de linéarisation pour un même instant hange entre
deux problèmes MPC onséutifs. Cependant, l'horizon MPC reste relativement ourt, et
l'hypothèse a été faite que l'on reste dans un voisinage du point de référene. Pour diminuer
le temps de alul, on peut ainsi supposer que les matries de linéarisation alulées pour un
instant tk ne varient pas beauoup entre deux problèmes MPC onséutifs. Il est alors possible
de faire un "démarrage à haud", ou warm start pour le problème MPC suivant. Ave ette
nouvelle hypothèse, on onstate que les matries Su et Sx pour le problème MPCi+1 sont
très semblables à elles alulées pour le problème MPCi. On donne ii le détail des aluls
pour le modèle augmenté (4.40)
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Évolution de Su entre deux itérations MPC
Entre deux problèmes MPC onséutifs, si l'on onsidère que les matries de linéarisation
sont identiques, on a :
Siu =


CΓi 0 . . . 0
CΨi+1Γi CΓi+1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
C
P−2∏
n=1
Ψi+P−1−nΓi C
P−3∏
n=1
Ψi+P−1−nΓi+1 . . . CΓi+P−2
C
P−1∏
n=1
Ψi+P−nΓi C
P−2∏
n=1
Ψi+P−nΓi+1 . . . CΓi+P−1


Si+1u =


CΓi+1 0 . . . 0
CΨi+2Γi+1 CΓi+2 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
C
P−2∏
n=1
Ψi+P−nΓi+1 C
P−1∏
n=1
Ψi+P−nΓi+1 . . . CΓi+P−1
C
P−1∏
n=1
Ψi+P+1−nΓi+1 C
P−2∏
n=1
Ψi+P+1−nΓi+2 . . . CΓi+P


On onstate que seule la dernière ligne fait apparaître des éléments qui n'avaient pas enore
été alulés : Ψi+P et Γi+P . On dénit la matrie arrée C˜ de dimension ny × P
C˜ =


C 0 . . . 0
0 C . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . C


ainsi que la matrie S˜iu réellement stokée dans le programme :
S˜iu =


Γi 0 . . . 0
Ψi+1Γi Γi+1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
P−2∏
n=1
Ψi+P−1−nΓi
P−3∏
n=1
Ψi+P−1−nΓi+1 . . . Γi+P−2
P−1∏
n=1
Ψi+P−nΓi
P−2∏
n=1
Ψi+P−nΓi+1 . . . Γi+P−1


(4.68)
La matrie Si+1u peut ainsi se onstruire d'après S
i
u de la façon suivante :
 Premières lignes : Reopie déalée de la partie inférieure droite de S˜iu : S˜
i+1
u [i, j] :=
S˜iu [i+ 1, j + 1] , (i, j) ∈ 1..P − 12
 Dernière ligne : égale à la multipliation par Ψi+P de l'avant dernière ligne par la gauhe
 Terme inférieur droit : Γi+P
 Retour à Su : S
i+1
u = C˜S˜
i+1
u
Ainsi, à haque problème MPC, une seule linéarisation à l'instant ti+P+1 est maintenant
néessaire au lieu de P.
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Évolution de Sx entre deux itérations MPC
En e qui onerne l'évolution de la matrie Sx, on a :
Six =


CΨi
CΨi+1Ψi
.
.
.
CΨi+P−1 . . .Ψi+1Ψi


Si+1x =


CΨi+1
CΨi+2Ψi+1
.
.
.
CΨi+P−1 . . .Ψi+1
CΨi+PΨi+P−1 . . .Ψi+1


De nombreux termes se retrouvent également, sauf pour les termes à gauhe et à droite.
Pour onstruire la matrie Six, on introduit une matrie auxiliaire que l'on nomme S˜x pour
stoker les valeurs de Ψk. Entre deux itérations suessives, si l'on suppose que les matries
de linéarisation sont onservées, on a ainsi :
S˜ix =


Ψi
Ψi+1
.
.
.
Ψi+P−1

, S˜i+1x =


Ψi+1
.
.
.
Ψi+P−1
Ψi+P

 (4.69)
On eetue seulement ensuite les multipliations néessaires pour aboutir à Six : la matrie
Sx se onstruit en multipliant tout d'abord de façon réursive les blos-lignes de S˜x par la
gauhe, puis en multipliant la matrie obtenue par la matrie C˜ (par la gauhe également) :
Six =


C 0 . . . 0
0 C . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . C




Ψi
Ψi+1Ψi
.
.
.
Ψi+P . . .Ψi

 = C˜


Ψi
Ψi+1Ψi
.
.
.
Ψi+P . . .Ψi

 (4.70)
Dans le modèle augmenté (4.41), la seule diérene réside au niveau de la matrie C˜ qui varie
dans le temps et est dénie omme C˜i = diag(Ci+k, k ∈ 1..P ).
4.3.4 Estimateur d'état
On présente dans ette partie l'estimateur utilisé pour estimer l'état réel de la entrale.
Celui-i doit être onçu pour prendre en ompte les diverses erreurs pouvant exister entre
les préditions du modèle non linéaire et la réalité. Ces erreurs sont retransrites dans une
matrie Pk variant dans le temps, appelée matrie de ovariane. On onsidère les soures
d'erreur suivantes :
 la présene de perturbations non mesurées w = wr+ δw, où δw orrespond à une erreur
de prévision, pouvant être modélisée par un bruit blan de ovariane W
 la présene de bruit de mesure υ que l'on suppose être un bruit blan de ovariane V ,
venant s'ajouter à la sortie réelle
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 des erreurs de modélisation wm venant s'ajouter à l'état dans l'équation (TanLd). Ces
erreurs sont onsidérées elles aussi omme un bruit de ovariane Wm.
Ainsi, en appelant ǫk l'erreur de prédition à tk, la réponse réelle de la entrale et les sorties
mesurées peuvent s'érire sous la forme suivante :

xp,k = x(tk) + ǫk
xp,k+1 = f
(d)
p (xp,k, uk, wk) + wm
ymes,k = h(xp,k) + υk
(4.71)
On utilise un ltre de Kalman étendu (EKF), variant dans le temps, pour l'estimation d'état,
en se basant sur le modèle non linéaire pour la phase de prédition, et sur le modèle linéaire
tangent (TanLd) pour la mise à jour de la matrie de ovariane et la phase de orretion.
Une desription du ltre de Kalman étendu peut être trouvée dans [80℄. Le ltre de Kalman
est tout d'abord initialisé ave une matrie de ovariane P0 = Bw,0WB
T
w,0 +Wm.
Phase de prédition : La prédition de la valeur de l'état et de la sortie au pas i se fait
au pas i − 1 par simulation du modèle non linéaire sur un pas de temps. On suppose que
les ommandes sont maintenues onstantes sur la période d'éhantillonnage (zero order hold
approximation), et que les perturbations sont à leur valeur nominale (mesurée si l'information
existe). {
x˜i = f
(d) (xi−1, ui−1, wr,i−1;Ts)
y˜i = h(x˜i)
(4.72)
Phase de orretion : A l'instant ti, la mesure réelle des sorties devient disponible. On orrige
don l'état x˜i obtenu en phase de prédition en tenant ompte de ette nouvelle information.
L'état estimé xˆi par le ltre au pas de temps i se alule alors omme :
Ki = Pic
T
i
(
cTi P
T
i ci + V
)−1
(4.73)
xˆi = x˜i +Ki(ymes,i − y˜i) (4.74)
Mise à jour du ltre : Enn, la matrie de ovariane P est mise à jour à la n de haque
pas :
Pi+1 = Ai(I −Kici)ATi +Bw,iWBTw,i +Wm (4.75)
4.3.5 Algorithme MPC détaillé
L'algorithme MPC est détaillé sous forme de diagramme dans la Figure 4.7, dans une
version simple où toutes les matries de linéarisation sont realulées à haque pas de temps.
La fontion linéariser prend en entrée l'état initial, le temps ourant et l'instant de linéarisa-
tion, ainsi que les veteurs Ur, Vr,Wr. La fontion c2d permet la onversion des matries de
linéarisation en temps disret, ave un pas d'éhantillonnage Ts.
4.4 Appliation à la ogénération
Présentation du as d'étude :
L'algorithme TL-MPC est testé sur le modèle physique d'une entrale de ogénération,
illustré sur la Figure 4.8. Ce modèle est un modèle plus omplexe que le modèle d'optimisation
140 Commande préditive basée sur des modèles linéarisés tangents
Mise en forme du problème
paramètres MPC
dymosim.exe,dsin.txt
TrajRef.mat
i := 0
linearize(xˆ0, t0, t0)
ti := t0 + iTs
Aquisition de yimes, v
i
mes
Prépare les ve-
teurs U ir,Y
i
r ,V
i
r ,∆U
i
r
Filtre de Kal-
man : alul de Ki
Filtre de Kal-
man : MàJ de x˜i
k := 0
tk := kTs
linearize(xˆi, ti, tk)
k > 0 ? MàJ G,Ψi,Γi
MàJ blo-ligne k de S˜iu
MàJ Ynom [k]
Calul de Ψk et
Γk dans S˜x et S˜u
k = P − 1 ?
Constrution de Sx et Su
Préparation de l'objetif
Préparation des
ontraintes : A et b
Optimisation QP
Simulation
Mise à jour de
l'état augmenté
Filtre de Kal-
man : MàJ de Pk
c0, P
0
k
xˆi
xnom, ynomΨk,Γk
oui
non
oui
k := k + 1
δYl,δUl h,H
ui ∆δui
∗
yi+1
xa,i+1
P i+1k
i := i+ 1
Figure 4.7  Algorithme MPC simple
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Figure 4.8  Modèle Modelia de la ogénération de Barkantine
présenté en partie 3 : il ontient deux stokages d'eau haude en série disrétisés en 9 strates,
deux haudières d'appoint, la ombustion est modélisée dans le moteur et les propriétés de
l'eau sont alulées suivant le standard IF97 [81℄. Ce modèle possède 31 états et 726 variables
algébriques. La régulation automatique des deux haudières ainsi que le pilotage de la harge
du moteur ont été retirés et sont désormais plaés sous le ontrle du MPC. Certaines régu-
lations internes sont présentes dans le modèle : ainsi, les débits d'eau, de ombustible et d'air
dans la branhe du moteur et elles des haudières sont pilotés en fontion de la harge de
eux-i. Le veteur de ommande est ainsi u =

load Engine
load B1
load B2


(harge életrique du moteur
et débit d'eau dans les deux haudières). La demande Wdemand du réseau de haleur et le prix
de l'életriité sont modélisés omme des entrées mesurées mais non ommandées du modèle,
d'où wm =
(
W demand
C ele
)
.
Le logiiel PILOT est utilisé pour dénir un programme de prodution optimal (d'un
point de vue éonomique) sur un horizon d'une journée, an de donner les trajetoires de
référene yr et ur pour le MPC. Les trajetoires optimales ont été alulées au pas de temps
de la demi-heure en utilisant les prévisions de demande. Les ontraintes suivantes sont prises
en ompte :
 Puissanes minimales et maximales de fontionnement pour le moteur et les deux hau-
dières
 Stok minimal et maximal
 Contrainte nale sur le niveau de stok
 Deux démarrages par jour au maximum pour le moteur
Le système sous ommande TL-MPC est simulé sur les Figures 4.9 et 4.10 pour un jour
de printemps, en utilisant la ourbe de demande en haleur réellement observée e jour. Les
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trajetoires de référene sont en roix bleues et les résultats de simulation en trait plein noir.
La trajetoire de référene wm1,r(t) de la demande est onstruite d'après les prévisions obtenues
par un modèle statistique Generalized Additive Model (GAM) dérit en [82℄. Ce modèle de
prévision de ourbe de harge prend en ompte de nombreux fateurs inluant les prévisions
météorologiques (température, vent) et la saisonnalité. La ourbe de harge est représentée sur
le dernier graphique de la Figurre 4.10 : les prévisions sont en roix bleues, la demande réelle
est en trait plein noir. Dans une optique de omparaison, on simule également le système sans
orretion MPC, 'est à dire en appliquant en boule ouverte les trajetoires de ommande ur
et les perturbations réelles wm. Les résultats de ette simulation sont en trait tiret-pointillé
magenta sur la Figure 4.9.
Le MPC est paramétré ave un horizon P = 10 et une période d'éhantillonnage de 10
minutes (soit un horizon de 1 h 40 min). En raison de la taille importante du modèle, la
version aélérée pour le alul des matries dérite en 4.3.3.9 a été utilisée (il y a don une
linéarisation et non P linéarisations à haque pas d'éhantillonnage). Deux sorties ont été
onsidérées pour le suivi de trajetoire et sont représentées en Figure 4.9 : l'énergie totale
Esto ontenue dans les stoks et la température Tnet de l'eau fournie au réseau. Les entrées
sont quant à elles représentées en Figure 4.10 : la harge életrique au moteur puis les harges
thermiques des haudières 1 et 2. Dans es deux gures, les roix bleues représentent la
trajetoire de référene (ur ou yr) et les lignes rouges pointillé les ontraintes sur la variable.
Enn, à la n de l'horizon, les tirets verts représentent la séquene de ommande alulée par
le MPC pour les P prohains pas.
Dénitions de l'objetif et des ontraintes :
On s'intéresse tout d'abord aux ommandes du système. Le moteur et les haudières
sont des omposants extinguibles omme dérit en 4.3.2.2. Les ontraintes sur les entrées
load Engine, load B1 et load B2 évoluent don dans le temps : lorsque l'état de es ompo-
sants est OFF dans la solution du MILP, les bornes umin et umax sont mises à 0. En revanhe,
les bornes suivantes sont utilisées lorsque le omposant est ON : [0.5; 1] pour le moteur et
[60; 100%] pour la harge des haudières. Comme il s'agit de variables ommandées, on uti-
lise ii des ontraintes dures. On s'intéresse maintenant aux pondérations sur les ommandes
dans la fontion objetif, et don au hoix des matries Qu et R utilisées. Les haudières étant
très exibles, on ne pondère pas leur déviation par rapport à ur, en revanhe, les variations
brusques sur le moteur doivent être évitées, et l'éart à la référene ne doit pas être trop im-
portant ar il orrespond à un gain en terme de vente d'életriité. Au vu de es remarques, les
matries de pondérations suivantes sont hoisies : Qu = diag(1, 0, 0) and R = diag(0.01, 0, 0).
En e qui onerne les sorties, on onsidère que le plus important est de suivre le prol de
harge du stokage an de garantir la faisabilité sur toute la journée. Pour la température de
l'eau envoyée au réseau en revanhe, l'exigene de suivi n'est pas aussi strite : on requiert
seulement que elle-i soit omprise dans une bande de 90+ 2oC. Pour es raisons, on hoisit
la matrie de pondération suivante pour y : Qy = diag(10, 0), et l'on ajoute au problème des
ontraintes sur la apaité maximale du stokage et la température au réseau. Contrairement
aux entrées, des ontraintes doues sont employées pour les sorties : l'exursion en dehors
des bornes est autorisée mais fortement pénalisée, e qui permet d'éviter les problèmes de
faisabilité du problème MPC.
4.4 Appliation à la ogénération 143
Analyse des résultats :
Un premier point que l'on note est que la température envoyée au réseau durant les
premières heures passe bien en dessous de la limite autorisée (mais qui ne met pas le MPC en
éhe en raison des ontraintes doues sur les sorties). La raison en est la suivante : au début
de l'horizon, le moteur et les deux haudières sont à l'état OFF d'après l'optimisation MILP.
Comme le MPC ne remet pas en ause e type de déisions logiques, les trois entrées sont
forées à 0 par le MPC, e qui signie que seul le stok est utilisé pour répondre à la demande
de haleur durant les premières heures. La température de elui-i baisse don inexorablement.
Ce type de omportement n'est pas surprenant ar l'on a utilisé un modèle MILP en énergie
qui ne prend pas en ompte le prol de température dans le stok. Pour ontrer e problème,
et an de ne pas passer sous un seuil de température ritique, un lanement d'urgene de
la haudière 1 est présent dans le modèle. On onstate que ette proédure (qui bypasse la
ommande MPC) s'ative de 5 h à 6 h environ (trait tiret-pointillé yan).
Après ette première phase, les haudières puis le moteur sont allumés. On onstate sur la
Figure 4.9 que le système sous ommande TL-MPC parvient à mieux suivre le prol du
stokage et à mieux respeter les bornes sur la température envoyée au réseau par rapport à
la solution sans MPC (magenta), malgré la présene de perturbations sur la demande.
Un autre point intéressant à noter est que dans la solution sans MPC, l'état du stok s'éarte
beauoup des prévisions. Cela peut avoir des onséquenes fâheuses lorsque l'on se rapprohe
des ontraintes, qui peuvent esser d'être respetées dans le système réel alors qu'elles l'étaient
dans les prévisions MILP.
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Figure 4.9  Simulation du MPC sur une ogénération ave la demande réeelle : sorties
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Figure 4.10  Simulation du MPC sur une ogénération ave la demande réeelle : entrées
(ommandes et perturbations)
CHAPITRE 5
Conlusion et perspetives
5.1 Synthèse du travail eetué
Cette thèse propose un ensemble de méthodes pour le pilotage optimisé de entrales de
prodution d'énergie en utilisant des modèles physiques des installations développés dans le
langage Modelia. Modelia est un langage de modélisation de haut niveau permettant de
réer des modèles omplexes par assemblage de omposants élémentaires ave une approhe
orientée objet. Dans ette thèse, on met à prot les apaités de traitement symbolique des
modèles oertes par e langage dans le adre de deux algorithmes : le premier onerne
l'optimisation du planning de prodution des installations, le seond la ommande préditive
pour le suivi de e planning en temps réel.
5.1.1 Optimisation dynamique hybride
Dans le as des entrales d'énergie modélisées de façon physique, l'optimisation du plan-
ning de prodution est un problème d'optimisation dynamique non-linéaire hybride, les as-
pets hybrides étant dus notamment à la présene de omposants pouvant être inativés ou
opérer dans diérents modes de fontionnement. Ce type de problème est don à la roisée
des problèmes d'optimisation dynamique, qui se formulent uniquement sur des modèles onti-
nus, et des problèmes d'optimisation impliquant des variables disrètes, la Programmation
Linéaire en Nombres Entiers en étant l'exemple le plus ourant.
La méthode développée, qui mêle es deux aspets onerne deux points :
 on énone un ensemble de règles pour mettre le modèle sous une forme adaptée à
l'optimisation : ette reformulation s'eetue en introduisant de nouvelles ommandes
ωji(t), qui indiquent si un omposant j du système se trouve dans le mode i à l'instant t (
ωji(t) = 1) ou non (ωji(t) = 0). Ces ommandes sont par la suite relaxées sur l'intervalle
[0, 1] et utilisées pour onvexier les équations et ontraintes du système hybride initial.
En partiulier, on détaille un moyen permettant de reformuler les ontraintes hybrides
dénissant une plage de fontionnement lorsqu'un omposant est ativé. Le modèle
obtenu est un modèle ontinu qui admet les trajetoires du modèle hybride omme un
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as partiulier (lorsque ωji(t) ∈ {0; 1}).
 on applique alors sur le modèle réé une méthode itérative d'optimisation dynamique
hybride, qui alterne entre la résolution d'un problème de ommande optimale sur le
modèle relaxé et la génération de trajetoires de ommande admissibles pour le modèle
hybride (non relaxé). A haque itération, un algorithme de ranement de la grille
temporelle utilisée pour l'optimisation est appliqué. Son objetif est la loalisation des
instants de ommutation optimaux pour le système hybride, et le ontrle de l'erreur
de la méthode d'optimisation utilisée.
Dans ette approhe, les points suivants ont ainsi été développés :
Méthode de olloation ave ontrle de l'erreur
La méthode d'optimisation dynamique utilisée dans ette thèse pour résoudre le problème
relaxé est la méthode de olloation, implémentée dans le logiiel JModelia. Cette méthode
s'appuie sur une disrétisation de l'horizon temporel, des ommandes et des états du système
et transforme le problème de ommande optimale en un problème d'optimisation non linéaire
(NLP). Cette approximation des trajetoires de ommande et d'état s'aompagne d'une
erreur qui dépend de la nesse de la grille temporelle utilisée et de la dynamique du système.
On propose don de raner de façon itérative la grille temporelle support an d'atteindre une
préision donnée. Deux ritères pour évaluer l'erreur relative de la méthode de olloation sur
haque pas de temps sont ainsi proposés dans ette thèse et servent de base au ranement de
la grille ourante. Ce ranement prend également en ompte la trajetoire des ommandes
binaires relaxées : la grille est ainsi anée sur les pas de temps où ette trajetoire n'a pas
un aratère binaire (ωji(t) ∈ {0; 1}).
Méthode SURminT
La méthode permettant de générer les trajetoires des variables binaires est une variante
de la méthode Sum Up Rounding (SUR) [54℄. Dans la méthode SUR initiale, auune restri-
tion n'est faite sur les ommutations, et il est possible d'obtenir des ommutations à haque
instant de la grille temporelle support, e qui n'est pas souhaitable dans le as des entrales
d'énergie, où des ommutations fréquentes peuvent endommager les omposants, ou n'être
tout simplement pas autorisées (respet des temps minimum de marhe et d'arrêt). L'amélio-
ration prinipale de la méthode SUR que l'on propose dans ette thèse, dénommée SURminT
onerne la prise en ompte de temps minimums Tmin pour haun des modes sans pour
autant restreindre les ommutations à des instants t = k ∗Tmin. La méthode prend également
en ompte le mode à l'instant initial dans ette ontrainte (ainsi que la durée depuis laquelle
e mode est atif).
Par ailleurs, les règles de modélisation formulées dans ette thèse permettent de dénir le
mode ourant d'un système hybride omme la réunion des modes de ses diérents ompo-
sants (forme normale onjontive CNF), alors que dans sa forme initiale l'algorithme SUR
néessitait une énumération par l'utilisateur de toutes les ombinaisons possibles à l'éhelle du
système (forme normale disjontive DNF). Des temps minimum de marhe et d'arrêt peuvent
alors être exprimés pour haque omposant. Cette nouvelle formulation s'intègre mieux dans
l'approhe orientée objet de Modelia.
La méthode itérative de résolution du problème d'optimisation dynamique hybride est syn-
thétisée en Figure 3.9. La méthode SURminT qui est une brique de ette méthode est dérite
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dans l'Algorithme 6.
Coûts de transition dans la méthode de olloation
Des modiations ont été apportées à l'algorithme de olloation pour prendre en ompte
des oûts de transition ou plus généralement des oûts de modulation à la hausse ou à la baisse
des entrées onstantes par moreaux. Dans le as des entrales d'énergie, les oûts de transition
peuvent typiquement être utilisés pour modéliser les oûts de démarrage (ou d'arrêt) d'un
omposant. Ils font partie des aspets hybrides et sont liés au passage d'une ommande binaire
ωji de 0 à 1 (ou vie-versa). On montre que es transitions peuvent se reformuler omme un
problème MPCC (Mathematial Problem with Complementarity Constraints). Les oûts de
transition peuvent alors être intégrés dans le NLP résultant de la méthode de olloation.
Cependant, les hypothèses de onvergene de la méthode SUR ne sont plus vériées lorsque la
fontion objetif inlut des oûts de transition : en lieu de elle-i, l'utilisation d'une méthode
d'arrondi simple ave respet des temps minimaux de ommutation a fourni des résultats
satisfaisants pour le as d'étude.
Résultats obtenus
La méthodologie développée est une alternative à la Programmation Linéaire en Nombres
Entiers pour le pilotage optimisé de entrales de prodution d'énergie, lorsque des ontraintes
sur les variables physiques doivent être prises en omptes ou qu'une modélisation linéaire de
l'installation s'avère inappropriée. La méthode est démontrée sur deux as d'étude et permet
de générer des trajetoires optimisées qui respetent les ontraintes physiques des installations,
les durées minimales de marhe et d'arrêt des diérents omposants, ainsi que leurs oûts de
démarrage.
5.1.2 Commande préditive TL-MPC
La méthode préédente, tout omme la Programmation Linéaire en Nombres Entiers uti-
lisée atuellement à EDF dans le logiiel PILOT, permettent de générer une trajetoire opti-
misée pour l'installation. Cette optimisation se fait hors ligne sur un horizon long en se basant
sur des prévisions pour les entrées inertaines du système (typiquement des ourbes de harge
ou de prix). Cependant, deux soures d'erreur doivent être prises en ompte pour le suivi de
ette trajetoire optimisée en temps réel : d'une part les entrées inertaines ont une réalisation
diérente des prévisions, d'autre part les simpliations néessaires pour obtenir un modèle
(linéaire ou non-linéaire) adapté à l'optimisation sur un horizon long font que le système réel
nira par dévier des trajetoires prévues. On propose dans ette thèse un algorithme de om-
mande préditive pour assurer le suivi des trajetoires de ommandes optimales et le respet
des ontraintes de l'installation en temps réel. L'algorithme de ommande préditive, nommé
Tangent Linear Model Preditive Control (TL-MPC) s'appuie sur un modèle physique détaillé
de l'installation. De e modèle sont dérivés en temps réel des modèles linéarisés tangents de
l'installation sur l'horizon du MPC le long d'une trajetoire nominale, en mettant à prot les
apaités de traitement symbolique (mise sous forme de modèle d'état) et de diérentiation
automatique oertes par Modelia.
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Stabilité de la ommande TL-MPC dans le as nominal
Un premier résultat de stabilité de la ommande TL-MPC est fourni dans le as nominal
(en l'absene de perturbations et d'erreur de modélisation), lorsque les trajetoires de référene
sont données en l'état et la ommande. La preuve utilise un ontrleur terminal apable de
stabiliser le système dans un ensemble terminal à la n de l'horizon de prédition du MPC.
L'utilisation de modèles linéarisés tangents omplexie sensiblement l'analyse de stabilité par
rapport à l'utilisation de modèles linéarisés autour d'un point d'équilibre. Une des raisons
prinipales est que le domaine admissible des ontraintes, le ontrleur terminal et l'ensemble
terminal utilisés dans la preuve de stabilité deviennent variants dans le temps eux aussi. On
donne de façon théorique une méthode pour aluler les ontrleurs et ensembles terminaux
par la résolution d'une inégalité matriielle (LMI).
La variation dans le temps du domaine des ontraintes rend aussi diile la preuve de la
faisabilité réursive. Plutt que de faire l'hypothèse que les trajetoires de référene deviennent
stationnaires au delà d'un ertain temps (e qui n'est pas notre as), on propose de garantir
à haque itération de ommande la faisabilité pour le problème MPC suivant. Cette stratégie
a du sens si l'on suppose que l'horizon MPC est susamment long pour qu'une proédure de
séurité puisse être délenhée si l'on détete qu'une violation des ontraintes va se produire.
Commande TL-MPC adaptée aux entrales d'énergie
Outre les diultés théoriques évoquées préédemment, le modèle d'optimisation et le
modèle physique détaillé ont souvent des veteurs d'état diérents. Pour ette raison, l'ar-
hiteture MPC implémentée dans ette thèse utilise des trajetoires de référene données
pour les sorties ommunes aux deux modèles plutt que sur les états. Une onséquene de e
hangement de paradigme est que l'ensemble terminal évoqué préédemment ne peut plus être
déni. Cependant, on observe en pratique un bon omportement des systèmes sous ommande
TL-MPC pour des horizons de préditions susamment longs et une période d'éhantillon-
nage adaptée. On dérit don une implémentation modiée de la ommande préditive. Cette
implémentation prend en ompte ertaines spéiités propres aux systèmes énergétiques, no-
tamment la normalisation des variables (amélioration du onditionnement numérique), et la
non remise en ause des déisions d'engagement (il n'est pas possible d'ajuster les ommandes
d'un omposant inativé).
La méthode a été démontrée en simulation en utilisant le modèle physique d'une installation
développé ave la librairie EDF ThermoSysPro.
5.2 Perspetives de développement
5.2.1 Optimisation dynamique hybride
Plusieurs pistes d'amélioration sont envisagées pour la méthode de olloation hybride :
Durées minimales des modes
Jusqu'alors, les durées minimales des modes sont dénies pour haque disjontion. Cela
signie par exemple que la même valeur est utilisée pour les durée minimales de marhe et
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d'arrêt d'un omposant. La méthode SURminT doit être adaptée pour prendre en ompte
une durée minimale diérente pour haun des termes d'une disjontion.
Modes atifs à l'instant initial
La méthode SURminT prend en ompte la durée depuis laquelle les modes sont atifs
à l'instant initial lors de la génération de trajetoires binaires. Ainsi, si le mode atif d'une
disjontion j n'a pas enore atteint sa durée minimale, les entrées ωji orrespondantes sont
maintenues à leur valeur le temps néessaire, jusqu'à un instant tjmin. Elles ne peuvent don pas
être optimisées à proprement parler sur l'intervalle [t0, t
j
min℄. L'optimisation sur les variables
ωji relaxées devrait ainsi ommener à partir de tjmin. Cela néessiterait de modier le ode
de olloation en éliminant les variables ωjik des variables de déision, sur les éléments k
orrespondants.
Ranement de la grille temporelle
Dans ertains as, des problèmes de onvergene ont été observés lorsqu'une grille trop
ne est utilisée ou que le problème NLP devient trop grand. A l'heure atuelle, la méthode
de ranement ne peut qu'aroître le nombre de pas de temps utilisés dans la méthode de
olloation, bien que dans une version initiale des fusions entre deux éléments onséutifs
étaient onsidérées (mais ela restreignait les instants de ommutation possibles). Une mé-
thode d'adaptation de la grille permettant d'augmenter loalement l'ordre de la méthode de
olloation (plutt que le nombre d'éléments) pourrait également être envisagée an d'aug-
menter la préision numérique à moindre oût. Il pourrait enn être intéressant de voir si
l'utilisation d'une grille temporelle exible (où les durées des éléments sont une variable d'op-
timisation) permettrait une meilleure loalisation des instants optimaux de ommutation (au
prix d'une nonlinéarité arue dans le problème NLP).
5.2.2 Commande préditive TL-MPC
Extension des preuves de stabilité
La preuve de stabilité présentée dans ette thèse, valable dans un adre nominal, a soulevé
les diultés théoriques posées par la formulation de la ommande TL-MPC. Cette preuve
fait appel à des ontrleurs linéaires à temps variants qui stabilisent le système dans un
ensemble terminal. La méthode proposée pour les onstruire suppose ependant que la matrie
de linéarisation B soit onstante et que l'on onnaisse l'enveloppe onvexe des matries de
linéarisation Ak. Dans la pratique, une méthode numérique pour déterminer ette enveloppe
onvexe doit enore être trouvée, et il faudra vérier par la suite que le nombre des matries
sommets obtenues est ompatible ave une résolution par LMI. Par ailleurs, l'utilisation d'une
enveloppe onvexe amène du onservatisme dans le alul des trajetoires et des ensembles
terminaux. Des solutions devront être apportées si e onservatisme est trop important. On
pourrait par exemple envisager de regrouper les points en plusieurs zones.
Par ailleurs, les inertitudes dues à la présene de perturbations et les erreurs de modélisation
doivent être onsidérées pour ompléter la preuve de stabilité. L'étude de la stabilité entrée
état (ISS ou ISpS) brièvement introduite en 4.2.5 semble être le adre adapté à ette étude.
Ces méthodes néessitent ependant de onnaître des bornes sur l'inertitude. Un premier
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pas dans e sens est la quantiation de l'erreur de modélisation montrée en Annexe D. La
prohaine étape onsiste maintenant à borner l'erreur due aux perturbations.
Compromis omplexité préision
Le MPC utilise des modèles linéarisés à temps variant, e qui permet d'avoir un modèle
valable tout au long de la trajetoire (notamment lors de transitoires), mais ajoute une er-
taine omplexité à la formulation. Il pourra être intéressant de quantier le gain apporté par
ette omplexité en fontion des appliations étudiées.
Plateforme de démonstration
Les solutions proposées ont été testées en simulation et semblent pouvoir fontionner en
temps réel. Aussi le développement d'une plateforme de démonstration en temps réel (ou
aéléré) pourrait permettre de valider les aspets temps réel de la méthode. Une arhiteture
logiielle utilisant le standard de ommuniation OPC de Mirosoft (OLE for Proess Control)
ou le standard libre FMI (Funtionnal Mok-up Interfae) peut être envisagée. Les eets des
erreurs de modèles pourront être testés en utilisant omme entrale virtuelle le même modèle
que le modèle du MPC mais ave des variations sur les paramètres.
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Annexes

ANNEXEA
Optimisation en dimension nie
On ommene ii par ertains rappels sur la résolution de problèmes d'optimisation sous
ontrainte. Le veteur des variables d'optimisation est noté x. On s'intéresse au problème
suivant :
min
x
J(x) (A.1)
s..hI(x) ≤ 0 (A.2)
hE(x) = 0 (A.3)
A.1 Conditions néessaires d'optimalité
Dénition (ontraintes atives) Les ontraintes atives en un point x¯ sont les ontraintes
inégalités indexées par i pour lesquelles h
(i)
I (x¯) = 0. On note A(x¯) l'ensemble de es indies.
Une solution x∗ est optimale si elle est admissible et qu'auune variation autour de e point
n'améliore la fontion objetif J . Si l'objetif et les ontraintes sont susamment régulières au
voisinage du point optimal x∗, alors une approximation linéaire est possible et permettra de
dériver des onditions d'optimalité. Cette ondition de régularité peut s'exprimer par diverses
onditions sur les ontraintes que l'on appelle qualiation des ontraintes. On introduit pour
le problème (A.1) la fontion L nommée Lagrangien, qui onsiste à adjoindre à la fontion
objetif initiale une pénalisation de la violation des ontraintes, ave des paramètres de pé-
nalisation λi (ontraintes d'égalité) et µi (ontraintes d'inégalité), nommés multipliateurs
de Lagrange. On herhera alors à minimiser le Lagrangien plutt que la fontion objetif
initiale. Le Lagrangien s'érit
L(x, λ, µ) = J(x) + λThE(x) + µThI(x) (A.4)
Les veteurs λ et µ sont des veteurs appelés multipliateurs de Lagrange. Chaque omposante
de e veteur est assoiée à une ontrainte. Ils représentent le oût assoié au respet de ette
ontrainte. Il est possible de dériver pour un point x∗ des onditions néessaires d'optimalité
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pour le problème (A.1) : elles-i sont nommées onditions de Karush Kuhn Tuker (KKT)
[83℄[84℄. Les premières onditions KKT sont obtenues d'après des approximations au premier
ou seond ordre du problème (A.1) autour de x∗. Une ondition dite de qualiation des
ontraintes est alors présente pour garantir le bien fondé de es approximations autour de x∗.
Les onditions KKT sont les suivantes :
 Stationnarité du Lagrangien : La ondition de stationnarité est ∇vL(x∗, λ∗, µ∗) = 0
 Faisabilité : Les ontraintes hI(x
∗) ≤ 0, he(x∗) = 0 sont satisfaites
 Complémentarité : Les ontraintes d'inégalité inatives hjI(x) < 0 (j
me
ontrainte)
n'inuent pas la solution et doivent avoir un multipliateur assoié λj nul. Pour les
ontraintes égalité et les ontraintes inégalité atives hjI = 0, les multipliateurs de
Lagrange doivent interdire les déplaements vers l'extérieur du domaine admissible,
'est à dire dégrader la fontion objetif, d'où les onditions suivantes sur µ et λ :
hjI(x
∗)T .λ∗ = 0, µ ≥ 0
 Conditions de seond ordre : An de bien identier un minimum loal et pas un maxi-
mum ni un point selle, les onditions suivantes sont ajoutées. Elles traduisent le om-
portement de la solution pour un déplaement dans la diretion d > 0 autour de x∗.
Ainsi, une ourbure positive du Lagrangien dans toutes les diretions admissibles d est
garantie par
∇xxL(x∗, λ∗, µ∗) ≃ 0
∇vhE(v∗)Td = 0 ∀d > 0
∇vhjI(x∗)Td = 0, j ∈ {j | hjI(x∗) = 0, µ∗j > 0}
∇vhjI(x∗)Td ≤ 0, j ∈ {j | hjI(x∗) = 0, µ∗j = 0}
A.2 Qualiation des ontraintes
Les onditions d'optimalité KKT sont basées sur une approximation linéaire des ontraintes
atives autour d'un point. Or omme le problème original est non linéaire, il est nées-
saire que les ontraintes soient susamment régulières en son voisinage pour garan-
tir le bon omportement des algorithmes d'optimisation. Plusieurs onditions sur les
ontraintes, plus ou moins ontraignantes, permettent de garantir ette propriété. On
peut iter
 la ontrainte d'indépendane linéaire des ontraintes atives en un point x∗ (LICQ)
qui requiert l'indépendane linéaire du gradient des ontraintes atives et des ontraintes
égalité en x∗ :
∇hE(x∗), ∇h(i)I (x∗) i ∈ A(x∗)
LICQ garantit l'existene de multipliateurs de Lagrange bornés et uniques [39℄
 la ontrainte MFCQ, moins restritive, qui ne requiert l'indépendane linéaire que
pour le gradient des ontraintes d'égalité et l'existene d'une diretion de reherhe
admissible d autour du point x∗ (on utilise ii une dérivée diretionnelle pour les
ontraintes inégalité plutt que le gradient, qui orrespond à toutes les diretions de
reherhe possibles).
∇hE(x∗)Td < 0, ∇h(i)I (x∗)Td i ∈ A(x∗)
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La ondition MFCQ garantit l'existene de multipliateurs de Lagrange bornés (mais
non leur uniité).
A.3 Qualiation des ontraintes pour les problèmes MPCC
Un problème MPCC est un problème d'optimisation ontenant le jeu de ontraintes suivant
Gi1(x) ≥ 0
Gi2(x) ≥ 0
Gi1(x)G
i
2(x) = 0, ∀i ∈ [1..mc]
On l'abrègera parfois en Gi1(x) ⊥ Gi2.
Comme les qualiations habituelles des ontraintes (LICQ, MFCQ...) éhouent pour les
problèmes de omplémentarité, de nouvelles qualiations, plus faibles, sont introduites. Elles
garantissent à ertaines méthodes de onverger vers des points stationnaires. Les qualiations
des ontraintes adaptées aux MPCC, ainsi que les preuves de onvergene détaillés dans [46℄
se basent sur la dénition des ensembles suivants
A = i t.q. hI(x) = 0
A00 = i t.q. Gi1(x) = 0, Gi2(x) = 0
A01 = i t.q. Gi1(x) = 0, Gi2(x) > 0
A10 = i t.q. Gi1(x) > 0, Gi2(x) = 0
On note ν1 les multipliateurs de KKT assoiés à G1(x) et ν2 eux assoiés à G2(x) et λ eux
assoiés aux autres ontraintes gin(x)(x).
On dénit diérents types de points stationnaires pour les MPCC :
 les points faiblement stationnaires :
∇xL = 0, νi2 = 0 ∀i ∈ A01, νi1 = 0 ∀i ∈ A10, λi > 0, λigin = 0 ∀i ∈ A
 les points C-stationnaires : les points faiblement stationnaires vériant
νi1ν
i
2 ≥ 0, ∀i ∈ A00
 les points M-stationnaires : les points faiblement stationnaires vériant
νi1ν
i
2 = 0, OU ν
i
1 > 0 OU ν
i
2 > 0, ∀i ∈ A00
 les points fortement stationnaires : les points faiblement stationnaires vériant
Plusieurs approhes existent pour relaxer la ondition de omplémentarité [85℄, et générer
une suite de problèmes onvergents vers le problème initial. Les diérents algorithmes de
relaxation qui peuvent être mis en plae pour résoudre le MPCC garantissent la onvergene
vers un type de point stationnaire.
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ANNEXEB
Rappels mathématiques
B.1 Méthode de Newton
La méthode de Newton est une méthode de reherhe loale du zéro d'une fontion dié-
rentiable r : Rx → Ry. La méthode est illustrée en dimension 1 en Figure B.1.
Algorithme 7 Algorithme de Newton : reherhe de la raine de f(x) = 0
Entrées: Valeur initiale x0 , tolérane ǫ > 0
k ← 0
Répéter
Résoudre le système ∆xk = −∇−1x f(xk)
xk+1 = xk +∆xk
k ← k + 1
Jusqu'à ‖∆xk‖ ≤ ǫ
B.2 Matries
Dénition (Matrie dénie (semi-)positive) Une matrie A est dénie semi-positive si xTAx ≥
0, ∀x. Elle est dénie positive si l'inégalité est strite. On notera respetivement A  0 et
A ≻ 0.
La notation ‖A‖2N est utilisée pour dérire la norme N de A : ATNA, ave N une matrie
dénie positive.
Lemme B.1. (Complément de Shur) Soit X une matrie symétrique de la forme
X =
[
A B
BT C
]
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xk−1
∂f
∂x
∣∣∣
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Figure B.1  Méthode de Newton
Si A est non singulière, S := C −BTA−1B est appelé le omplément de Shur de A dans X
et l'on a les équivalenes suivantes :
X  0⇔ A ≻ 0, S  0 (B.1a)
X  0⇔ A ≺ 0, S  0 (B.1b)
Dénition (Congruene) Deux matries A et B de même dimension sont ongruentes si pour
une ertaine matrie U non singulière on a
B = UTAU
Lemme B.2. Si A et B sont deux matries ongruentes, alors
A  0⇔ B  0 (B.2)
Lemme B.3. La résolution simultanée de n inégalités matriielles Mn  0 revient à résoudre
l'inégalité matriielle
diag(M0,M1, . . . ,Mn)  0
Dénition (Enveloppe onvexe de matries) L'ensemble de matries sommetsM = {Mm,m ∈
1..nM} permet de dénir l'enveloppe onvexe notée co(M) des matries M¯ de la façon sui-
vante :
co(M) = {M¯ tel que M¯ =
nM∑
i=1
ξiM
i
, ave
nM∑
i=1
ξi = 1, ξ ≥ 0
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B.3 Fontions
Dénition (Norme innie) La norme innie d'une fontion f : E ⊂ Rn → Rm, de ompo-
santes fi(x) est dénie omme
‖f‖∞ = max
i∈1..m
sup
x∈E
|fi(x)|
Dénition (Lipshitz) Une appliation f : S ⊆ Rm → Rn est Lipshitz si il existe une
onstante L ≥ 0 tel que ∀(x,y) ∈ S2 on a
‖f(x)− f(y)‖ ≤ L‖x− y‖ (B.3)
On dira que la fontion f(x1, x2, . . . , xm) est Lipshitz en x1 si il existe une onstante Lx ≥ 0
tel que ∀(w, z) ∈ R2 on a
‖f(w, x2, . . . , xm)− f(z, x2, . . . , xm)‖ ≤ Lx‖w − z‖ (B.4)
On retiendra dans ette thèse la norme innie.
Lemme B.4. (Cas partiulier du lemme de Grönwall) [56℄ Soient ψ(t) et y(t) deux fontions
ontinues à valeur positive sur un intervalle [t0, tf ]. Si pour une onstante L ≥ 0 on a pour
presque tout t ∈ [t0, tf ]
y(t) ≤ ψ(t) + L
t∫
t0
y(τ)dτ
Alors pour presque tout t ∈ [t0, tf ] :
y(t) ≤ ψ(t) + L
t∫
t0
eL(t−τ)ψ(τ)dτ
Si de plus ψ(.) est mesurable et bornée (apparient à L∞([t0; tf ],R)), alors presque partout sur
[t0, tf ] on a :
y(t) ≤ ‖ψ(.)‖t∞eL(t−t0)
Dénition Une fontion f : R+ → R+ est de lasse K si elle est ontinue, stritement
roissante et f(0) = 0
Dénition Une fontion f : R+ → R+ est de lasse K∞ si elle est de lasse K est n'est pas
bornée
Dénition Une fontion g : R+ × R+ → R+ est de lasse KL si p → g(p, t) est de lasse K
pour tout t et t→ g(p, t) est déroissante pour tout p
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ANNEXE C
Implémentation logiielle dans JModelia
C.1 Implémentation logiielle
On présente ii les développements logiiels orrespondants au Chapitre 3. Ces dévelop-
pements ont été réalisés dans la plateforme open-soure JModelia dans le langage Python.
JModelia propose un formalisme pour la modélisation des problèmes d'optimisation dyna-
mique : Optimia.
C.1.1 Présentation d'Optimia
Optimia est une extension du langage Modelia permettant de dérire un problème d'op-
timisation ou de ommande optimale sur un modèle Modelia. Comme les problèmes d'op-
timisations ne font pas partie des spéiations du langage Modelia, JModelia utilise des
hiers d'extension .mop pour dérire les modèles et problèmes d'optimisation (au lieu de
.mo pour les modèles Modelia). La Figure C.1 montre omment s'eetue la desription
d'un problème d'optimisation.
Le modèle est tout d'abord dérit en langage Modelia. Les entrées qui seront onsidérées pour
l'optimisation sont les variables introduites par le mot lé input. Puis le problème d'optimi-
sation est dérit dans une lasse optimization. L'utilisation du mot lé extends signie que
le problème d'optimisation hérite de toutes les équations du modèle. La fontion objetif est
dérite entre parenthèses. Ii, la valeur de la variable Cout à la n de l'horizon (nalTime)
est onsidérée. On a pour ela introduit dans le modèle une nouvelle variable diérentielle
nommée Cout. Optimia permet également de dérire diretement e type d'objetif sans
ajouter de nouvelle variable en utilisant objetiveIntegrand au lieu d'objetive dans la
dénition de la lasse. Des ontraintes peuvent aussi être ajoutées dans le problème d'optimi-
sation dans une setion nommée onstraint. Les ontraintes qui y sont dénies sont appelées
path onstraints. Il est également possible de dérire des ontraintes de bornes pour les va-
riables à l'aide des mots lés Modelia min et max. Il est d'ailleurs hautement reommandé
d'utiliser es attributs pour les ontraintes de bornes, même si elles-i peuvent être dérites
dans la setion onstraint. La raison est qu'IPOPT traite diéremment les ontraintes de
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Figure C.1  Spéiation d'un problème d'optimisation ave JModelia
bornes et les autres ontraintes, et sera d'autant plus eae que les bornes sont spéiées
(IPOPT étant un algorithme de points intérieurs, l'information des bornes permet de mieux
erner le domaine admissible pour une variable).
C.1.2 Arhiteture de JModelia
La partie de JModelia touhant à l'optimisation est développée en langage Python. JMo-
delia fontionne par défaut ave Python 2.7. L'installateur de JModelia propose d'ailleurs
également d'installer Python 2.7 ainsi que les librairies utiles. JModelia utilise plusieurs
logiiels tiers pour l'optimisation que l'on présente dans la Figure C.2 :
 CasADi est un logiiel de diérentiation automatique [24℄. La diérentiation automa-
tique permet de aluler de façon symbolique des informations sur les dérivées d'une
fontion (dérivées diretionnelles, gradients, Hessiens...) en un point donné, e qui garan-
tit à la fois une grande préision numérique et des temps de alul très réduits. CasADi
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Figure C.2  Fihiers utilisés pour l'optimisation dans JModelia
implémente également l'interfae ave un ertain nombre de solveurs d'optimisation.
Nous utilisons par la suite IPOPT.
 IPOPT [45℄ est un solveur d'optimisation non linéaire utilisant un algorithme de points
intérieurs. IPOPT est un standard en optimisation non linéaire, partiulièrement adapté
aux problèmes de très grande taille, e qui est souvent le as des NLP résultant de la
méthode de olloation.
 Des solveurs linéaires. Le solveur venant ave le logiiel par défaut est MUMPS. Cepen-
dant, des gains substantiels en puissane et temps de alul sont possibles ave d'autres
solveurs tels que MA57 qui a été utilisé ii.
Les résultats obtenus sont stokés dans une instane de la lasse ResultDymolaTextual fournie
dans le hier io.py. et sont également érits sous formes de hiers textes dans le même format
que Dymola.
C.1.3 Modiations apportées au ode de olloation
On présente ii les modiations apportées au ode de olloation (asadi_olloation.py).
Ces modiations onernent la lasse LoalDAEColloator dans laquelle la représentation
symbolique du problème de ommande optimale est transformée en un problème NLP, et la
lasse BlokingFators qui est utilisée pour dérire les entrées onstantes par moreaux. Les
deux autres lasses importantes dans e hier sont OptimizationSolver, une lasse utilisée
pour extraire les informations du solveur non linéaire (IPOPT dans notre as) et d'autres
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Figure C.3  Struture des variables du problème NLP dans la méthode de olloation de
JModelia
données pour l'analyse des résultats. Enn la lasse ExternalData permet quant à elle de
fournir à l'algorithme des trajetoires d'entrées externes, omme par exemple les trajetoires
des perturbations (ourbe de demande dans notre as), où enore des trajetoires mesurées
pour renseigner un algorithme d'estimation d'état.
Dénition des variables du NLP :
Les variables d'optimisation résultant de la méthode de olloation sont empilées dans un
grand veteur selon un ordre prédéni. On présente ii l'aspet de e veteur dans la Figure
C.3. On utilise ii les notations présentes dans le ode Python. Les variables orrespondent à
plusieurs informations :
 Un type : état x, dérivée dx, variable algébrique w, entrée non éliminée unelim_u,
valeur initiale ou nale init_nal, paramètre pouvant être optimisé p_opt, longeur
des éléments h_opt. On y ajoute les deux nouveaux types slak_u_a et slak_u_b
orrespondant aux variables sa et sb des équations (3.54)et (3.57) (les variables up ne
sont pas ajoutées au problème mais alulées omme des fontions de sa et sb.
 Un indie var_ind pour haune des variables appartenant à type.
 Un élément k auquel elle est assoiée (si néessaire)
 Un point de olloation  auquel elle est assoiée (si néessaire)
Le veteur est ainsi onstitué de sous-veteurs pour haque type. Au sein de es veteurs, la
progression temporelle est respetée : on parourt d'abord les variables, puis les points de
olloation, puis les éléments. De nombreuses strutures de données permettent par ailleurs
de retraer l'évolution d'une variable, ou des valeurs des variables en un point donné.
Dénition des entrées :
La dénition des oûts de démarrage (ou par extension des oûts à la hausse pour une entrée
qui ne serait pas une entrée binaire) n'a de sens que si l'entrée en question est onstante par
moreaux.
Dans l'implémentation informatique de JModelia, de telles entrées peuvent être dénies à
l'aide de fateurs bloquants (bloking fators). Les fateurs bloquants pour une entrée u se
présentent sous la forme d'un veteur bu dont les termes représentent le nombres de pas de
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temps sur lesquels l'entrée u sera maintenue onstante (bloquée). La somme des termes est
ainsi égale au nombre d'éléments de disrétisation ne utilisé dans la méthode de olloation.
A titre d'exemples, pour ne = 5, on pourra utiliser bu = [1, 1, 1, 1, 1] ou enore bu = [1, 2, 2].
Les fateurs bloquants pour un problème d'optimisation sont dénis à l'aide de la lasse Blo-
kingFators dans le hier asadi_olloation.py. Cette lasse dénit les veteurs bu utilisés
pour haune des entrées bloquées.
Comme les entrées pour lesquelles sont dénis des oûts de démarrage doivent être des entrées
bloquées, la lasse BlokingFators a été modiée de la façon suivante :
 Paramètre optionnel cup pour une entrée u dénissant le oût d'une unité à la hausse
(équivalent au oût de démarrage si l'entrée ω est la variable qui dénit l'état du om-
posant)
 Paramètre optionnel cd dénissant le oût d'une unité à la baisse
 Paramètre optionnel penCompl dénissant le oeient de pénalisation ρ de la non-
omplémentarité dans (3.57).
Modiation des ontraintes et de la fontion objetif :
Deux types de ontraintes ont été ajoutées dans la lasse LoalDAEColloator : des ontraintes
de bornes sur les variables sa ≥ 0, sb ≥ 0, ainsi que les égalités reliant sak, sbk, ωk, ωk−1
dérites dans les équations (3.54-3.55). Ces équations sont en réalité adaptées pour prendre en
ompte les fateurs bloquants, qui font que les ommutations ne sont possibles qu'en ertains
éléments de la grille de olloation.
La fontion objetif est enn modiée en y ajoutant les oûts de démarrage et la pénalisation
de la non-omplémentarité des variables sa et sb omme dérit en (3.51) et (3.57).
C.1.4 Présentation du ode hybrid_tools
Tous les outils relatifs à la proédure Sum Up Rounding et au ranement de la grille
de olloation ont été réunis dans un sript Python nommé hybrid_tools.py, plaé dans le
dossier pyjmi/optimization où se trouve également la méthode de olloation. Il ontient
les méthodes suivantes
 SUR_loop : il s'agit de la méthode prinipale. Elle prend en entrée un modèle d'opti-
misation ainsi que des options de onguration, et retourne les résultats des diérents
problèmes d'optimisation (relaxé, à entrées logiques xées)
 SUR_minT : ette méthode implémente l'Algorithme 6 (SURminT) et est appelée par
SUR_loop.
 simu_opt : ette méthode simule le modèle pour une trajetoire des variables de om-
mande provenant de l'optimisation. Elle permet de omparer la trajetoire prévue par
la méthode de olloation ave la trajetoire obtenue par simulation (plus préise).
 olloation_error_romberg : Cette méthode alule l'erreur loale sur la grille de ollo-
ation d'après la méthode dérite en 3.4.3.1.
 rene_grid : ette méthode prend en entrée les trajetoires des variables binaires re-
laxées sur la grille ourante et l'erreur loale sur ette grille. Elle fournit la grille ranée
pour la prohaine itération ainsi que les trajetoires des variables logiques arrondies par
la méthode SUR dérite dans l'Algorithme 5.
 with_xed_bin : ette méthode réalise l'optimisation du problème pour une trajetoire
xée des entrées binaires
 plot_SUR_result : ette méthode permet l'ahage de variables séletionnées par l'uti-
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lisateur. Elle prend en entrée une struture de donnée dénissant les diérentes gures
à réer et la disposition des graphiques dans es gures.
ANNEXED
Quantiation de l'erreur du modèle (TanLd) en l'absene de perturbations
On herhe ii à exprimer l'erreur du modèle interne (TanLd) utilisé dans le MPC par rap-
port au système réel (4.1). On a vu dans la partie 4.1.3 que plusieurs étapes sont néessaires
pour arriver au modèle interne (TanLd) : le système physique (4.1) est modélisé à l'aide du
formalisme DAE (NL), puis e modèle non-linéaire est linéarisé (TanL) et enn disrétisé
pour aboutir à (TanLd) (on note que l'utilisation du modèle augmenté onsiste juste en un
hangement de variable et ne modie pas (TanLd)).
On ommene par introduire l'hypothèse suivante an de quantier l'erreur entre le sys-
tème réel et son modèle non linéaire (NL).
Hypothèse H15. L'erreur de modélisation non linéaire est bornée
‖fp(x, u,w) − f(x, u,w)‖ ≤ emod
On rappelle ensuite que le modèle non linéaire en temps ontinu peut se déomposer en
une partie linéaire (le modèle linéarisé tangent) et une nonlinéarité :
f(x(t), u(t), w(t)) = A(t)δx(t) +Bu(t)δu(t) +Bw(t)δw(t) + g(δx(t), δu(t), δw(t)
Hypothèse H16. g(δx, δu, δw) est Lipshitz en (δx, δu, δw) de onstantes Lgx,L
g
u,L
g
w et sa-
tisfait g(0, 0, 0) = 0. On en déduit que f est également Lipshitz en x, u,w de onstantes Lfx,
Lfu, L
f
w.
Les modèles linéarisés variants dans le temps (LTV) utilisés dans le MPC proviennent de
linéarisations du modèle non linéaire autour d'une trajetoire nominale dérite en (NLnom),
puis d'une disrétisation par un shéma d'Euler avant des modèles linéarisés. On herhe ii à
borner l'erreur entre l'état du modèle LTV disret utilisé dans le MPC et elui du modèle non
linéaire, au bout d'un pas d'éhantillonnage et en l'absene de perturbations. Cette erreur est
dénie par
ǫLTV = x(xnom,k + δxk, ur,k + δuk; tk+1)− x¯k+1 (D.1)
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Ave x¯k+1 = x(xnom,k, ur,k; tk+1). On suppose que les ommandes sont onstantes sur haque
pas de temps. Le modèle exat pour l'éart au nominal est donné par
˙δx =δf(δx, δu) = f(xnom + δx, ur + δu,wr)− f(xnom, ur, wr) (D.2)
Théorème D.1. L'erreur du modèle linéarisé tangent ǫLTV sur un pas ave l'hypothèse Zero
Order Hold pour les entrées δu et en l'absene de perturbations (δw = 0) est en O(T 2s ).
Démonstration. Par la méthode d'Euler,on a :
δxk+1 = F¯k(δx, δu) =
(
I + Ts
∂f
∂x
∣∣∣∣
(xnom,k ,ur,k)
)
δx+
(
Ts
∂f
∂u
∣∣∣∣
(xnom,k,ur,k)
)
δu
Sans perte de généralité, on pose tk = 0 et on note δx[j] la j−ème omposante de δx. F¯k étant
une fontion linéaire, on peut appliquer le théorème de la moyenne qui assure qu'il existe
s ∈ [0, Ts] tel que :
δx[j](Ts) = δx[j](0) + Ts
dδx[j](t)
dt
∣∣∣∣
t=0
+
s2
2
d2δx[j](t)
dt2
∣∣∣∣∣
t=s
L'erreur de tronature est donnée omme
ǫLTV = δx[j](Ts)−
(
δx[j](0) + Ts
dδx[j](t)
dt
∣∣∣∣
t=0
)
Cette erreur est bornée par le maximum de
s2
2
d2δx[j](t)
dt2
∣∣∣
t=s
, que l'on va herher à détermi-
ner. L'erreur de tronature ǫLTV à (δx, δu) xé vérie ainsi sur un pas de temps, omposante
par omposante :
‖ǫLTV,[j](δx, δu)‖ ≤
T 2s
2
max
s∈[0,Ts]
∣∣∣∣∣ d
2δx[j](t)
dt2
∣∣∣∣∣
t=s
∣∣∣∣∣
=
T 2
2
max
s∈[0,Ts]
∣∣∣∣∣ d
˙δx[j](t)
dδx
dδx[j](t)
dt
+
d ˙δx[j](t)
dδu
dδu(t)
dt
∣∣∣∣∣
t=s
∣∣∣∣∣
On s'intéresse ii à l'erreur sur un pas de temps. Comme les entrées sont onstantes par
moreaux, sur un pas de temps, on a
dδu(t)
dt = 0. On passe ensuite en norme innie en
onsidérant la valeur la plus grande parmi les omposantes j du veteur δx.
‖ǫLTV (δx, δu)‖∞ ≤ T
2
s
2
∥∥∥∥dδf(δx, δu, 0)dδx
∥∥∥∥
∞
∥∥∥ ˙δx(δx0, δu; t)∥∥∥
∞
Tout d'abord, une borne entre l'état initial et l'état ourant peut être alulée :
‖x(s)− x(0)‖ ≤ s max
τ∈[0,s]
‖f(x(τ), u¯, 0)‖
≤ smax
τ
(‖f(x(0), u¯, 0)‖+ ‖f(x(τ), u¯, 0)− f(x(0), u¯, 0)‖)
≤ s‖f(x(0), u¯, 0)‖ + sLfx‖x(s)− x(0)‖
‖x(s)− x(0)‖ ≤ s
1− sLfx
‖f(x(0), u¯, 0)‖
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Par ailleurs la dérivée exate de l'état
˙δx du modèle non linéaire peut se réérire omme :
˙δx(δx0, δu; t) =f(x(t), ur + δu,wr)− f(xnom(t), ur, wr)
=f(x(t), ur + δu,wr)− f(x(0), ur + δu,wr) + f(x(0), ur + δu,wr)
− f(x(0), ur, wr) + f(x(0), ur, wr)− f(xnom(0), ur , wr)
+ f(xnom(0), ur , wr)− f(xnom(t), ur, wr)
On a alors pour TsL
f
x < 1 (qui est de toutes façon la ondition de stabilité requise pour
utiliser la disrétisation par la méthode d'Euler expliite) :
‖ ˙δx(δx0, δu;Ts)‖∞ ≤Lfx‖x(Ts)− x(0)‖∞ + Lfu‖δu‖∞ + Lfx‖δx0‖∞ + Lfx‖xnom(Ts)− xnom(0)‖∞
≤ Ts
1− LfxTs
(‖f(xnom(0), ur, wr)‖∞ + ‖f(x(0), ur, wr)‖∞) . . .
· · ·+ Lfu‖δu‖∞ + Lfx‖δx0‖∞
δf(δx1, δu, 0) − δf(δx2, δu, 0) = A(t)(δx1 − δx2) + g(δx1, δu, 0) − g(δx2, δu, 0)
‖δf(δx1, δu) − δf(δx2, δu)‖ ≤ (σ(A(t)) + Lgx)‖δx1 − δx2‖
En posant σ(Ai) la plus grande valeur propre de A(t) à l'instant ti, on en déduit une onstante
de Lipshitz pour la fontion δf : Lδx = σ(Ai) + L
g
x∥∥∥∥dδf(δx, δu, 0)dδx
∥∥∥∥
∞
=
∥∥∥∥ limh→0 δf(δx+ h, δu, 0) − δf(δx, δu, 0)h
∥∥∥∥
∞
≤
∥∥∥∥ limh→0 Lδxhh
∥∥∥∥
∞
= Lδx
En généralisant à un instant tk quelonque, l'erreur sur δx due à la linéarisation puis disré-
tisation du modèle non linéaire est alors bornée par :
‖ǫLTV (δxk, δuk)‖∞ ≤ LδxT
2
s
2
(
Ts
1− LfxTs
(‖f(xnom(tk), ur,k, wr,k)‖∞ + ‖f(x(tk), ur,k, wr,k)‖∞)
+Lfu‖δuk‖∞ + Lfx‖δxk‖∞
)
(D.3)
L'erreur de linéarisation est ainsi en O(T 2s ).
Si l'on xe le pas d'éhantillonnage Ts, en rappelant que ‖f(x, u,w)‖ ≤M , on peut mettre
l'erreur de modélisation sous la forme suivante :
‖ǫLTV (δxk, δuk)‖∞ ≤ c1 + c2‖δuk‖∞ + c3‖δxk‖∞
Ave c1 =
MLδxT
3
s
1−LfxTs
, c2 =
LδxLxu
fT 2s
2(1−LfxTs)
et c3 =
LδxL
f
xT
2
s
2(1−LfxTs)
.
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ANNEXE E
Expression des sorties du seond modèle augmenté
Le seond modèle augmenté (4.41) a pour état augmenté
xa,k =
(
∆δxk
δuk
)
Le modèle d'état est le suivant :
xa,k+1︷ ︸︸ ︷(
δxk+1
δuk
)
=
Ψk︷ ︸︸ ︷[
Ak Bk
0 I
](
δxk
δuk−1
)
+
Γk︷ ︸︸ ︷[
Bu,k
I
]
∆δuk +
Gk︷ ︸︸ ︷[
Bw,k
0
]
δwk
δyk =
[
ck 0
]︸ ︷︷ ︸
Ck
(
δxk
δuk−1
) (E.1)
On herhe ii à dériver une expression pour la sortie au rang i+ k. Sans perte de généralité,
on suppose i = 0 pour alléger la notation et l'on donne un exemple de e alul pour le as
k = 3. On généralise ensuite ette expression pour i+ k.
δy3 = C3xa,3
= C3 [Ψ2xa,2 + Γ2∆δu2 +G2δw2]
= C3 [Ψ2 (Ψ1 (Ψ0xa,0 + Γ0∆δu0 +G0δw0) + Γ1∆δu1 +G1δw1) + Γ2∆δu2 +G2δw2]
= C3 [Ψ2Ψ1Ψ0xa,0 +Ψ2Ψ1 (Γ0∆δu0 +G0δw0) + Ψ2 (Γ1∆δu1 +G1δw1)
+Γ2∆δu2 +G2δw2]
La formule qui généralise ette expression est :
δyi+k = Ck
[(
k∏
n=1
Ψi+k−n
)
xa,i +
k∑
n=1
[(
k−n∏
m=1
Ψi+k−m
)
(Γi+n−1∆δui+n−1 +Gi+n−1∆δwi+n−1)
]]
(E.2)
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ANNEXE F
Test de la méthode de olloation hybride sur un as omplexe
Dans ette partie, on présente l'appliation de la méthode de olloation hybride sur un
autre as industriel qui a fait l'objet de l'étude [9℄ : il s'agit d'un réseau de haleur alimenté
par une ogénération à yle vapeur. La haleur peut également être produite par deux unités
auxiliaires, dont une peut être ativée ou inativée. Un aumulateur d'eau haude est par
ailleurs présent dans le réseau. Le modèle de ogénération développé par la soiété Modelon
est montré en Figure F.1 et le système omplet (ogénération + réseau de haleur + stokage
+ unités auxiliaires) en Figure F.2. La omplexité du modèle réside au niveau de sa taille et
de la modélisation des propriétés physiques de l'eau vapeur.
La Figure F.3 montre les résultats obtenus sur l'installation à la deuxième itération de
l'algorithme. Les résultats de l'optimisation relaxée sont en vert et eux de l'optimisation à
variables logiques xées sont en bleu. Les ourbes en tirets orrespondent aux trajetoires
prédites par l'optimisation et les ourbes en trait plein le résultat de simulation pour les
trajetoires de ommande optimales. Les traits vertiaux matérialisent la grille temporelle à
l'itération ourante (trait plein) et pour la prohaine grille d'optimisation (trait tiret poin-
tillé). Le graphique du haut orrespond à la harge de l'unité pouvant être ativée (de 12% à
100%) ou inativée. Cet aspet hybride est traité par l'ajout d'une ommande binaire ω. On
onstate que l'optimisation ative ette unité de 3 h à 22 h environ. Le deuxième graphique
montre le débit au réseau, le troisième graphique la pression au ondenseur et le dernier gra-
phique la pression à la turbine. L'optimisation respete les ontraintes sur le débit maximal
dans la pompe et la pression minimale au ondenseur. Dans le as de la pression au onden-
seur, on observe ependant que le résultat de simulation et d'optimisation sont enore assez
éloignés sur ertains éléments, et qu'un ranement supplémentaire de la grille d'optimisation
est néessaire pour prendre en ompte la dynamique rapide de l'installation sur es pas de
temps. La valeur maximale de l'erreur relative sur la grille ourante atteint en eet 38.4 %,
e qui est au delà de la tolérane xée.
La Figure F.4 montre quant à elle dans l'ordre : la puissane thermique fournie par la o-
génération, elle soutirée par les lients, la température en sortie de la ogénération et la
température reçue par les lients. (On n'a pas représenté ii la puissane soutirée du stokage
ni des unités auxiliaires). On onstate que l'installation respete la température minimale
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Figure F.1  Cogénération à yle vapeur
Figure F.2  Système énergétique omplet
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injetée au réseau et elle fournie aux lients.
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Figure F.3  Optimisation d'une ogénération vapeur 1
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Figure F.4  Optimisation d'une ogénération vapeur 2
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