Jackson's theorem [GR, p. 35, eq. (2.6. 2)], and (b) is a special case of Watson's q-analog of Whipple's theorem ( [GR, p. 35, eq. (2.5.1) ], see also [A2,p. 118, eq. (4.311 .) The discovery of (b) was motivated by [Sll and [S2] .
We see fairly clearly how to do the Zsquare theorem (a different instance of Jackson's theorem replaces (a)); however the theorems for 6 and 8 squares apparently require (using this approach) some instance of the ,q6 summation theorem [GR, p. 128, (5.3.1) ] (see [Al, for details). Since we do not know a finitary analog of the ,q6 summation, the question of a similar result for 6 and 8 squares is of interest.
ACKNOWLEDGMENT. The referee made several helpful comments. Denoting the area of the triangle KLM by S, , , ,
and therefore
The generalization of Lemma 1will be given later, in Lemma 3. Now we will prove Hilbert's inequality. Writing and using Schwarz's inequality we find where Lemma 1was used. Obviously the last inequality is strict unless one of the sequences (a,) or (b,) is identically zero. Now we will prove that rr cannot be replaced by any smaller constant. To prove that '~i -is the best constant in Hilbert's inequality we will consider -' Ti-.
Hence '~i -is the optimal constant in Hilbert's inequality. The proof of Proposition 1 is now complete. Now we will generalize Lemma 1.
Lemma 3. For each positive number rn and real number
sin-
To prove the last equality one can show that is an entire and bounded holomorphic function (we put ~( z ) = 0 when z is an integer) and therefore (by Liouville's theorem) it is identically zero. For z = l/p we obtain the desired equality. There is also another way to prove Lemma 3-the integral 1," dt/t1lp(l + t) can be done by contour integration (see chapter 3.6, the fourth type of integrals, H. Cartan Thkorie klkmentaire des fonctions analytiques d'une ou plusieurs variables complexes, Hermann, Paris, 1961).
Therefore, using similar reasoning we can extend Proposition 1 as follows. 
