White matter hyperintensities (WMH) appear as regions of abnormally high signal intensity 3 on T2-weighted magnetic resonance image (MRI) sequences. In particular, WMH have been 4 noteworthy in age-related neuroscience for being a crucial biomarker for Alzheimer's disease 5 and brain aging processes. However, the automatic WMH segmentation is challenging because 6 of the variable intensity range, size and shape. U-Net tackled this problem through the dense 7 prediction and showed competitive performances on not only WMH segmentation/detection but 8 also on varied image segmentation tasks, but it still accompanies a high complexity of the network 9 architecture. In this study, we propose to use Saliency U-Net architecture and irregularity age 10 map(IAM) to decrease the U-Net complexity without a performance loss. We trained Saliency 11 U-Net using both T2-FLAIR MRI sequence and IAM. Since IAM guides where irregularities, in 12 which WMH is possibly included, exist on the MRI slice, Saliency U-Net performs better than the 13 original U-Net trained only using T2-FLAIR. The better performance was achieved with fewer 14 parameters and shorter training time. Moreover, the application of dilated convolution enhanced 15 Saliency U-Net to recognise the shape of large WMH more accurately by learning multi-context 16 on MRI slices. This network named Dilated Saliency U-Net improved Dice coefficient score to 17 0.5588 which is the best score among our experimental models, and recorded a relatively good 18 sensitivity of 0.4747 with the shortest train time and the least number of parameters. In conclusion, 19 based on the experimental results, incorporating IAM through Dilated Saliency U-Net resulted an 20 appropriate approach for WMH segmentation. 21 22 25
INTRODUCTION
White matter hyperintensities(WMH) are commonly identified as signal abnormalities with intensities 23 higher than other normal regions on T2-FLAIR magnetic resonance imaging(MRI) sequence. WMH 24 have clinical importance in the study and monitoring of Alzheimer's disease (AD) and dementia Dif f erence = θ · |max(s − t)| + (1 − θ) · |mean(s − t)|
(1) where s and t mean a source patch and a target patch each, also θ was set to 0.5. For one each patch, 126 only 100 largest difference values are averaged as an age value of the patch. After that, four age maps of 127 different patch sizes are made of normalised age values between 0 and 1. Each age map is up-sampled into 128 the original image size and then smoothed by Gaussian filter. The final age map is produced by blending 129 these four age maps like Eqn 2.
130
F inal age map = α · AM 1 + β · AM 2 + γ · AM 4 + δ · AM 8
where AM x means the age map of x × x sized patches and α + β + γ + δ = 1. Finally, the final age map is as sections of the cortex that could be hyperintense. To compensate these flaws and take advantage of 137 its usefulness, we developed a new scheme that uses IAM as an auxiliary guidance map for training 138 deep neural networks rather than producing final WMH segmentation results. LOTS-IM algorithm, as 139 an unsupervised learning method, generates IAM fast without the need of any manual process to create 140 ground-truth data or training. a more challenging circumstance where lack of data for training process is a common problem. U-Net 146 deals with this challenge with dense prediction of the input image using up-sampling layers that produce 147 equal-sized input and output. This approach was drew by fully convolutional networks (Long et al., 2015) . 
Saliency U-Net

159
Saliency U-Net was first introduced to detect anomalies in medical images using a combination of raw 160 (medical) images and simple regional maps (Karargyros and Syeda-Mahmood, 2018). Saliency U-Net 161 performed better than U-Net while using less number of parameters. Architecture with less number of 162 parameters is preferable as it is easier and faster to be trained. Karargyros and Syeda-Mahmood showed that 163 convolution layers are not needed to extract more relevant features from raw images if auxiliary information 164 of regional map is given as input. The Saliency U-Net architecture has two branches of layers in the 165 encoding part (Figure 3 (b) ). Each branch extracts features from raw image and regional map independently, 166 and the extracted features are fused before the decoding part.
167
Segmentation results from Saliency U-Net showed more precise localisation and better performance than 168 the original U-Net, which contained a larger number of convolution layers. Therefore, we proposed to use 169 Saliency U-Net to take T2-FLAIR as raw input image and IAM as regional map for WMH segmentation. between each input pixel. k is called dilation factor. In numerical form, a dilated convolution layer with a 179 dilation factor k and a n × n filter is expressed as follows: The additional advantage of dilated convolution is to widen the receptive field without increasing the 182 number of parameters. Large receptive fields learn the global context by covering a wider area over the 183 input feature map, but brings a memory leak and time consumption out for a growing number of parameters.
184
Dilation can expand the receptive field of the convolution layer as much as skipped pixels without extra 185 parameters. For instance, as shown in Figure 2 (a) and (c), the filter with dilation factor 3 has 7 × 7 sized 186 receptive field, while the filter with dilation factor 1 has 3 × 3 sized receptive field.
In this study, we propose the incorporation of dilated convolution to Saliency U-Net for WMH segmentation. Since the size of WMH is variable, it is necessary to recognise different sizes of spatial 189 context for more accurate delineation of WMH. We believe that dilated convolutions can manage varying 190 size of WMH from different sizes of receptive field. 191 2.6 Our Experimental Models 192 We examined three different models in order to apply IAM as an auxiliary input data to learning WMH Table 1 . 
220
For this reason, we standardised the intensity of our train and test data by normalising them. Voxels only 221 included in brain tissue were normalised. Non-brain tissue voxels whose intensity value is zero constitute 222 the majority in each MRI slice. Thus normalising intensities from all voxels together can bias whole 223 intensity values close to zero and reduce the effect of normalisation especially on brain tissue voxels. Brain 224 tissue voxels were filtered using CSF and the intracranial volume (ICV) masks as follows:
For the normalisation, we altered the brain tissue voxels on each slice into a distribution with zero-mean and 226 unit variance by subtracting the mean value from eachvoxel value and dividing the result by the standard 227 deviation.
228
Even though WMH segmentation can be regarded as the binary classification of voxels, we made the 229 ground-truth data with three labels. Considering the intensity distributions, voxels would be divided into two 230 main groups, brain tissue and non-brain. Brain tissue voxel intensity distribution, in WMH segmentation 231 task, will have two sub-distributions comprised of WMH and non-WMH voxel intensities each. Therefore, 232 we made ground-truth data marking three different regions of non-brain, non-WMH brain tissue and WMH.
233 Figure 4 shows the example of a T2-FLAIR slice, the same slice after preprocessing and normalisation, 234 and the ground-truth slice. Ground truth data with three labels. Blue region is non-brain area, green region is non-WMH brain tissues and red region is WMH. 
RESULTS
In this section, we present how experiments were processed, and analyse and compare the experimental 256 results. , train time and the number of parameters for our five experimental models. These results were yielded on whole train and test dataset described in Section 2.8. Value in bold is the highest score and in italic is the second highest one. In the bracket behind model names, input data type is specified. 'FLAIR' is equivalent to T2-FLAIR and 'F+I' refers to taking both T2-FLAIR and IAM as input. for input data produced better WMH segmentation in general (5 th -7 th columns of Figure 5 ). In this experiment, we evaluate our models based on the WMH volumes of the MRI scan (i.e., WMH 297 burden) to examine the influence of WMH burden on the performance of WMH segmentation. WMH 298 burden of each MRI scan is calculated by multiplying the number of WMH voxels and the unit voxel 299 volume of the scan. We grouped MRI scans into three groups according to the range of WMH volume.
300 Table 2 shows the range of WMH volume which become criteria of the groups and the number of scans 301 included in each group. Figure 6 (a) shows that MRI scans of each group are obviously divided without 302 any ambiguously classified scan. which are used for overall performance evaluation in Section 3.2. Thus, the two evaluations could have a 306 slightly different tendency. Also, we make clear that larger WMH volume does not exactly correspond to 307 that the MRI scan contains one single large WMH. Scans of the Large group might have small but many 308 WMH regions rather than one large WMH region.
309
All models tested in this study showed high median values of DSC scores in the Medium group, which 310 is better than the other groups. In the Large group, U-Net(FLAIR) and U-Net(F+I) models performed 311 similarly well, but U-Net(IAM) noticeably performed worse. Furthermore, U-Net(FLAIR) was the best 312 model in the Medium group and U-Net(F+I) model could be regarded as the best model for the Small group.
313
Although the median value of U-Net(FLAIR) and U-Net(F+I) are similar in the Small group, U-Net(F+I) 314 showed higher average of DSC score than the others. Regarding Saliency and Dilated Saliency U-Net 315 models, the application of dilation factors showed the improvement on DSC score in the Medium and 316 Small groups with better distribution of the results. Mean, median and standard deviation (std.) values of 317 DSC score distribution in each group are shown in Table 3 Yunhee Jeong et al. Table 3 . Mean, median and standard deviation values of DSC score distribution from our experimental models according to different WMH volume groups. DSU-Net 1242 was used for Dilated Saliency U-Net model evaluated in Section 3.3. In order to figure out the effectiveness of Saliency U-Net architecture, we compare the original U-Net 320 and Saliency U-Net models in which both of them are trained with T2-FLAIR and IAM. As shown in Table   321 1, Saliency U-Net yielded higher DSC score than U-Net(F+I) despite high sensitivity value of U-Net(F+I).
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322
This can be interpreted as U-Net(F+I) creates more false positives or false negatives. Figure 7 shows that 323 Saliency U-Net successfully gets rid of some false positive segmentation from the U-Net(F+I) result. 324 We also investigated the change in the performance of Saliency U-Net's in relation to Saliency U-Net's Saliency U-Net to detect more detailed shape of WMH regions. Because of that, it is important to know the 343 influence of different dilated convolution configuration in Dilated Saliency U-Net for WMH segmentation.
344
In order to find the most appropriate configuration of dilation factors, we compared different sequences 345 of dilation factors. Figure 3 ( Additionally, we investigated the influence of dilation factors in DSC score performance per WMH 355 volume of MRI scans. Evaluation was conducted on three groups of the test dataset described in Table   356 2. Figure 9 shows that DSU-Net 1242 outperformed other models in every group. The report of mean, 357 median and standard deviation of DSC score distribution in each group can be seen in Table 3 . Table 4 . Encoder architecture of Dilated Saliency U-Net with different dilation factors and their performances. Model name DSU-Net abcd refers to Dilated Saliency U-Net model with dilation factors a, b, c, d in order from the first to the fourth convolutional layers, and its trend of dilation factor pattern is specified in the bracket. These dilation factors are applied on convolution layers in the encoding part (i.e., before concatenating T2-FLAIR and IAM feature maps) of CONV blocks, which consists of convolution, ReLU, and batch normalisation layers. Three numbers in the CONV block stans for 'filter size × filter size × filter number' and 'd' means a dilation factor. Figure 9 . DSC score of three groups based on WMH volume in MRI scans. The group information is described in Table 2 . 'x' and bar at the middle of box indicate mean and median each. Bottom and top of each box means the first and third quartile.
DISCUSSION
In this study, we explored the use of IAM as an auxiliary data to train deep neural networks for WMH 359 segmentation. IAM produces a probability map of each voxel to be considered a textural irregularity vol. 10575 of Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series, 105751T.
