A detailed explanation of the 2D classical Ising model is given in this Online Resource.
The classical Ising model was introduced by Wilhelm Lenz in 1920. The 2D Ising model (in the absence of an external magnetic field) was solved by Onsager in 1944 (Brush, 1967) . It was introduced to explain the interactions of magnetic spins mathematically. The physical system (a magnet) is represented by a lattice configuration in the Ising model. Each lattice site has a spin 's' which could take only two possible values, either up (+1) or down (−1) (Figure 1 ). Thus, it is a collection of +1 and −1s representing the spins. This configuration is kept in a thermal bath of temperature T. Interactions between the spins are always influenced by this temperature and allow the system to reach an equilibrium energy state while resulting in different equilibrium spin configurations with different properties at different temperatures. The energy of this spin system at any state x in the absence of an external magnetic field can be calculated using Equation 1:
where J is the coupling constant, s i and s j represent the spins of the i th and j th site respectively, and N is the size of the lattice. For the calculation of energy in the 2D Ising model, only the nearest neighbour interactions are considered together with equal coupling (J = 1). The probability of finding the system in the state x with energy E(x) is given by Equation 2:
where k B is the Boltzmann constant, T is the temperature of the heat bath and Z is the partition function.
Equation 3 illustrates the partition function of the system which describes the statistical properties of the spin system in thermodynamic equilibrium. The summation is over all possible 2 N spin configurations.
At equilibrium, thermodynamic properties such as magnetization, magnetic susceptibility and the specific heat of the system can be calculated using Equations 4, 5 and 6 respectively where s i is the spin of the i t h spin site. Magnetization simply is an order parameter which explains the state of the spin system, either an ordered state or a disordered state. Magnetic susceptibility is the derivative of magnetization which captures the changes of magnetization. This is used to identify the critical temperature of the spin system by noting the temperature which maximizes the susceptibility (or the temperature which gives the highest variation of magnetization). Specific heat tells us how much does the energy of the spin system changes with changing temperature.
When a 2D lattice configuration is considered, there are two extreme equilibrium configurations of spins it can hold, one for lower temperatures (sub-critical) and the other one for higher temperatures (super-critical). When the temperature is very low, all the spins prefer to be aligned along the same direction, with very large clusters of the same spin, either up or down (ordered) resulting in high magnetization even in the absence of an external magnetic field (Figure 2 (a) ). In the other end, when the temperature is very high, the spins are a mixture of up spins as well as down spins (disordered) without any order which will result in zero magnetization (Figure 2 (c) ). In between these two extremes, there exists a critical temperature (T c ) (Das et al, 2014) where the system exhibits transition from ordered phase to the disordered phase (Figure 2 (b) ). As the figure illustrates, at this temperature there is a mixture of ordered spins as well as disordered spins. Additionally, the system acquires its maximum susceptibility or the maximum change in magnetization at T c . Even a single spin flip can change the entire system (Chialvo, 2010) , and the perturbation introduced by a single spin flip can spread over the entire system rapidly. Therefore, with different temperatures of the heat bath, the system could exhibit completely different properties (Brush, 1967) which depend only on the temperature of the system. To impose the dynamics to the classical Ising model, the Metropolis Monte Carlo algorithm is used. The Metropolis algorithm involves the construction of a new state based on the current state of the system with a transition probability. It is used in the Ising model to find the equilibrium energy state starting from a random spin configuration for a constant temperature (Landau and Binder, 2014) . This algorithm is used in the classical Ising model with the periodic boundary conditions. Periodic boundary conditions were introduced to the system to restrain the finite size effects.
In the simplest way, spins of the Ising model can be considered as equivalent to the BOLD activity in the brain with +1 for the activity higher than the baseline activity and −1 for the activity lower than the baseline activity. The classical Ising model exhibits long range correlations at the critical temperature, which explains the observed interactions of the spins that are spatially distant from each other. This fact can be compared with the functional integration observed in the brain. The brain maintains a balance between the functional integration and segregation in order to perform efficiently (Tononi et al, 1998; Sporns and Honey, 2006) . As observed in the behaviour of the brain, there are separate regions which are specialized to perform certain functions. While functioning separately, these regions need to exchange information with each other in order to function as a complete system. This process is explained as the functional integration and can be compared with the long range correlations observed in the Ising model. Thus the classical Ising model was chosen to model the oscillations observed in BOLD signal for comparison.
