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Motivated by recent progress on non-Hermitian topological band theories, we study the energy
spectrum of a generic two-band non-Hermitian Hamiltonian. We prove rigorously that the complex
energy spectrum of such a non-Hermitian Hamiltonian is restricted to the lower complex plane,
provided that the parameters of the Hamiltonian satisfy a certain constraint. Furthermore, we
consider one specific scenario where such a non-Hermitian Hamiltonian can arise, namely a two-
band model coupled to an environment, and show that this aforementioned constraint orignates
from very general physical considerations. Our findings are relevant in the definition of the energy
gap in non-Hermitian topological band theories and also have implications on simulations of such
theories using quantum systems.
I. INTRODUCTION
Topological band theory was originally proposed to
describe a new type of phase of matter in electronic
systems[1–5], namely the symmetry protected topolog-
ical phases. Now it has found wide applications also
in photonic materials, cold atoms, as well as mechan-
ical systems[6–9]. Very recently, the topological band
theory was extended to describing open systems gov-
erned by non-Hermitian Hamiltonians, where certain
topological properties are found to be robust against
non-Hermicity[10–107]. A non-Hermitian version of
bulk-edge correspondence can be established[33, 41, 42]
and the physical connection between Hall conductance
and a non-hermitian topological invariant is found[49].
Many new phenomena unique to the non-Hermitian sys-
tems, such as the existence of topological bulk Fermi
arcs[37, 40, 99], non-Hermitian skin effects[23, 25, 35, 41,
42, 44, 46, 54, 69, 83, 90, 91] and non-Hermitian knotted
Fermi ribbons[45, 60] have also been discovered.
Of central importance in the non-Hermitian topologi-
cal band theory is defining an energy gap, which is not as
straightforward as for the Hermitian courterpart due to
the fact that the energy spectrum here is generally com-
plex. In previous studies, concepts such as point gap and
line gap are introduced[48, 62, 75]; the former means that
the complex spectrum does not enclose the origin of the
complex energy plane while the latter depicts a scenario
where the complex spectrum can be separated into two
parts by a line. Classification theories of non-Hermitian
bands are proposed based on whether these mathemati-
cal gaps are protected by certain symmetries[48, 62, 75].
An implicit assumption made in these discussions of the
non-Hermitian energy gap, however, is that the energy
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spectrum of the non-Hermitian models exist in both the
upper and lower complex plane. But it is not obvious
that this is always the case for any non-Hermitian sys-
tem. In other words, are there any constraints on the
non-Hermitian models when the physical origins of such
models are taken into account? If so, what are the con-
sequences of such constraints in relation to the energy
spectrum of the non-Hermitian models?
In this paper, we address these important questions
in the context of a generic two-band system coupled to
an environment. We demonstrate that such a coupling
generally leads to the following effective non-Hermitian
Hamiltonian for the system
Heff(k) = [d(k) + iγ(k)] · σ + iγ0(k)σ0, (1)
where d(k) and γ(k) are two three-component vectors,
σ = (σx, σy, σz) are the Pauli matrices and σ0 = I is
the identity matrix. In deriving the effective Hamilto-
nian we find the following mathematical constraint for
the parameters of the Hamiltonian
−γ0(k) ≥
√
γ2x(k) + γ
2
y(k) + γ
2
z (k). (2)
Further, we prove rigorously that this constraint leads
to a crucial property of the non-Hermitian Hamiltonian,
namely that the imaginary part of all its eigenvalues must
be non-positive. We will also show that these seemingly
mathematical statements in fact result from very general
physical considerations. Finally, as a concrete example,
we consider a one-dimensional system coupled to a chain
of tight-binding baths and determine explicitly the pa-
rameters in the effective Hamiltonian as well as the real
space behaviour of the non-Hermitian terms.
The structure of the paper is as follows. In Section
II we will begin with the non-Hermitian Hamiltonian in
(1) and prove that all its eigenvalues have non-positive
imaginary parts if (2) is obeyed. Next, in Section III
we will provide the derivation of such a non-Hermitian
Hamiltonian from system-environment coupling and in
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2doing so show that the constraint (2) is indeed satisfied.
We then study the behaviour of non-hermitian terms in
real space in Section IV and provide concluding remarks
in Section V.
II. PROPERTIES OF THE EIGENVALUES FOR
A TWO-BAND NON-HERMITIAN MODEL
We consider the following two-band non-hermitian ef-
fective hamiltonian
Hˆeff =
∑
k
ψ†kHeff(k)ψk (3)
where Heff(k) is given by (1), the summation is over the
crystal momenta in the first Brillouin zone and ψk =
(ψ↑,k, ψ↓,k)T is a two-component spinor.
Such an effective Hamiltonian has been used in most of
the studies on topological phases of non-Hermitian sys-
tems. We will prove an important property of this Hamil-
tonian, namely that all its complex eigenvalues must have
a non-positive imaginary part, provided that the inequal-
ity (2) is satisfied for all k. In the next section, we will
show that the constraint (2) in fact follows naturally from
general physical considerations.
We denote the eigenvalues of the non-Hermitian matrix
Heff(k) in (3) by λ±(k), which are determined by
det
(
λ±(k)I−Heff(k)
)
= 0.
The imaginary part of these eigenvalues can be written
as
Imλ±(k) = γ0(k)±M(k)
where
M =
[
(|d|2 − |γ|2)2 + (2d · γ)2]1/4 sinϕ (4)
with
ϕ =
1
2
tan−1
(
2d · γ
|d|2 − |γ|2
)
. (5)
Defining the function f =
[(|d|2 − |γ|2)2 + (2d · γ)2]1/4,
we find from (5)
sin2 ϕ =
1
2
(
1− |d|
2 − |γ|2
f2
)
.
Substituting this expression in (4) we obtain
|M | = f | sinϕ| = 1√
2
√
f2 − |d|2 + |γ|2.
Since
f2 ≤ [(|d|2 − |γ|2)2 + 4|d|2|γ|2]1/2 = |d|2 + |γ|2,
we have
|M(k)| ≤ |γ(k)|. (6)
Together with the condition (2), (6) implies that
Imλ±(k) ≤ 0, (7)
namely all the eigenvalues of Heff(k) have a non-positive
imaginary part. In other words, the complex eigenval-
ues of the non-Hermitian Hamiltonian must all lie in
the lower half complex plane. We emphasise that the
above analysis is a rigorous mathematical discussion on
the property of a generic two-band non-Hermitian Hamil-
tonian and the conclusion stands regardless of the origin
of this Hamiltonian. In the following section, we will dis-
cuss the origin of (2) and the physical implication of (7)
in the context of a system coupled to an environment.
III. CONSTRUCTION OF THE
NON-HERMITIAN MODEL FROM
SYSTEM-ENVIRONMENT COUPLING
In this section, we show how the effective non-
Hermitian Hamiltonian (3) can be obtained by consid-
ering a two-band system coupled to an environment. By
tracing out the degrees of freedom of the environment
within certain approximations, we not only derive the ef-
fective Hamiltonian (3) but also prove that the constraint
in (2) is always fulfilled. To be specific, we consider a
general two-band model described by the Hamiltonian
Hˆsys =
∑
k
ψ†k [d0(k) · σ]ψk =
∑
k
ψ†kHsys(k)ψk,
where d0(k) is a three-component vector. Such a model
is realised in a bipartite lattice with N unit cells and
the up and down arrows in ψk = (ψ↑,k, ψ↓,k)T are used
to distinguish the sites within a unit cell. The particles
on each site are locally coupled to an individual bath
with many internal modes. In addition, the particles in
the same internal mode can hop between the baths such
that the collection of the baths forms the environment
described by the Hamiltonian
Hˆbath =
∑
k,α
b†k,αHbathbk,α
where bk,α = (b↑,k,α, b↓,k,α)T and
Hbath =
(
ωα Jk
J∗k ωα
)
. (8)
Here ωα is the mode energy in the bath and
Jk = |Jk|eiφk
describes the coupling between the baths. Hbath can be
diagonalised by an unitary transformation Uk
Uk =
√
2
2
(
eiφk −eiφk
1 1
)
, (9)
3such that
Hˆbath =
∑
k,α
β†k,α
(
+k,α 0
0 −k,α
)
βk,α,
where βk,α = U
†
kbk,α and
±k,α = ωα ± |Jk|.
Finally, since the system-bath coupling is local, the part
of the Hamiltonian describing the interaction between the
system and the environment can be written as
Hˆint =
∑
n,α
[
ψ†nKbn,α + h.c.
]
,
where n labels the unit cells, K = diag(κ1, κ2) contains
real coupling strengths κ1 and κ2, and
bn,α =
1√
N
∑
k
eik·Rnbk,α
ψn =
1√
N
∑
k
eik·Rnψk.
Here Rn denotes the lattice vector. Transforming back
to Fourier space and adopting the diagonalised basis for
the baths, we obtain
Hˆint =
∑
k,α
[
ψ†kKbk,α + h.c.
]
=
∑
k,α
[
ψ†kKU
†
kβk,α + h.c.
]
.
The full Hamiltonian for the system-environment is thus
given by
Hˆf = Hˆsys + Hˆbath + Hˆint. (10)
To obtain an effective Hamiltonian from (10), we study
the retarded Green’s function for the system defined as
GR(k, t− t′) = −iΘ(t− t′)
×
〈{ψ↑,k(t), ψ†↑,k(t′)}〉 〈{ψ↑,k(t), ψ†↓,k(t′)}〉〈{
ψ↓,k(t), ψ
†
↑,k(t
′)
}〉 〈{
ψ↓,k(t), ψ
†
↓,k(t
′)
}〉 ,
where ψ↑,k(t) ≡ eiHˆf tψ↑,ke−iHˆf t and 〈· · · 〉 stands for the
average over the system and the environment. Using the
standard Keldysh formalism, we integrate out the degrees
of freedom of the baths and obtain the Dyson’s equa-
tion for the retarded Green’s function in the momentum-
frequency space as
[GR(k, )]−1 = [GR0 (k, )]
−1 − ΣR(k, ). (11)
Here GR0 (k, ) is the Green’s function in the absence of
coupling to the baths, whose inverse is given by
[GR0 (k, )]
−1 = I−Hsys(k).
ΣR(k, ) is the self-energy given by
ΣR(k, ) = KUk
[∑
α
ΠR0,α(k, )
]
U†kK
†,
where ΠR0,α(k, ) = [I − diag(+k,α, −k,α) + i0+]−1 is
the retarded Green’s function for the bath mode
α. Introducing the spectral function A(k, ) =
diag(A+(k, ), A−(k, )), where
A±(k, ) ≡ 2pi
∑
α
δ(− ±k,α), (12)
we can write∑
α
ΠR0,α(k, ) =
∫
dω
2pi
A(k, ω)
− ω + i0+
= P
∫
dω
2pi
A(k, ω)
− ω − i
1
2
A(k, ).
Thus ΣR(k, ) contains a dispersion (real) part and a dis-
sipation (imaginary) part. We shall assume that the self-
energy is slowly varying in  around the Fermi energy µ,
whereby we can approximate it to be independent of ,
i.e.,
ΣR(k, ) ≈ ΣR(k, µ).
This is a good approximation for weak couplings between
the environment and the system. Under this approxima-
tion we can write
ΣR(k, ) ≈ Hdisp + iHdiss,
where
Hdisp = KU†k
[
P
∫
dω
2pi
A(k, ω)
µ− ω
]
UkK
†
Hdiss = −1
2
KUkA(k, µ)U
†
kK
†. (13)
Now in order to extract an effective Hamiltonian for
the system, we recall that in the absence of coupling to
the baths, the single particle Hamiltonian of the system
can be obtained directly from (11) as
Hsys = I− [GR0 (k, )]−1.
Analogously, in the presence of the baths we obtain the
effective single particle Hamiltonian as
Heff = I− [GR(k, )]−1
≈ Hsys +Hdisp + iHdiss. (14)
By writing
Hsys +Hdisp = d(k) · σ
and
Hdiss = γ0σ0 +
∑
i=x,y,z
γiσi, (15)
4we arrive at the effective Hamiltonian given in (3).
We next show that the previously assumed constraint
(2) follows from the physical consideration that the baths
have finite density of states. From (15) we can calculate
the γi coefficients as
γi =
1
2
Tr(σiHdiss) (16)
where i = 0, x, y, z. Using (13) and (9) in (16) we find
γ0(k) = −κ
2
1 + κ
2
2
8
[A+(k, µ) +A−(k, µ)] (17)
γx(k) = −κ1κ2 cosφk
4
[A+(k, µ)−A−(k, µ)] (18)
γy(k) = −κ1κ2 sinφk
4
[A+(k, µ)−A−(k, µ)]
γz(k) = −κ
2
1 − κ22
8
[A+(k, µ) +A−(k, µ)] . (19)
It is clear from (17) that γ0 is always non-positive
because the spectral functions of the baths are non-
negative. A straightforward calculation yields
γ2x + γ
2
y + γ
2
z
γ20
= 1− 16κ2
2κ1
2A+A−
(κ21 + κ
2
2)
2(A+ +A−)2
.
Again, since the spectral functions of the bath are non-
negative, it is easy to show from the above expression
that
0 ≤ γ
2
x + γ
2
y + γ
2
z
γ20
≤ 1
This result, along with the fact that γ0 is non-positive,
immediately leads to the constraint in (2).
In the previous section we have proven that the con-
straint in (2) means that the imaginary part of the eigen-
values of the effective non-Hermitian Hamiltonian must
be non-positive. Now we are in a position to discuss the
physical implication of this property. From (14) we can
write
GR(k, ) =
(
I−Heff(k) + i0+
)−1
.
The density of states of the system is thus given by
Deff() = − 1
piNΩ
∑
k
Tr
[
ImGR(k, )
]
= − 1
piNΩ
∑
k
∑
s=±
Imλs(k)
(− Reλs(k))2 + (Imλs(k))2 .
We now see that the property in (7) ensures that the
density of states of the system is non-negative, which is
a physical requirement for any non-Hermitian effective
Hamiltonian.
FIG. 1. (Color online) One-dimensional example of a SSH
chain, coupled to an environment composed of tight-binding
local baths. The unit cell is comprised of two sites, yielding
a two-band model.
IV. REAL SPACE BEHAVIOUR OF THE
NON-HERMITIAN TERMS
In the previous section we have seen that the γi pa-
rameters in the non-Hermitian effective Hamiltonian are
momentum dependent, indicating that the dissipation of
the system is generally non-local in real space. Although
this is to be expected because the baths are coupled to
each other, it is instructive to examine a specific example
and study how the properties of the baths affect the real
space behaviour of the non-hermitian terms. In this sec-
tion, we consider a two-band chain (e.g. a Su-Schrieffer-
Heeger (SSH) model) with a bath at every lattice site,
as illustrated in Fig. 1. The coupling between the baths
is described by (8). For simplicity, we take the tight-
binding coupling between the baths for which
Jk = −t(1 + eika),
where t is the nearest neighbour hopping parameter, a is
the spacing between the adjacent unit cells and −pi/a <
k ≤ pi/a is the wave vector in the first Brillouin zone. We
thus find the bath band dispersion is given by
±k,α = ωα ± 2t cos
ka
2
.
and the phase of the coupling is determined by
eiφk = eika/2.
Lastly, we assume that each local bath is Ohmic, namely
the density of states of the local bath can be written as
Dbath() ≡ 2pi
∑
α
δ(− ωα) = D0Θ().
Under this assumption and using (12), the spectral func-
tion of the collection of baths is given by
A±(k, µ) = D0
(
µ∓ 2t cos ka
2
)
Θ
(
µ∓ 2t cos ka
2
)
.
(20)
Now we can determine the real space behaviour of the
non-hermitian parameters by performing the Fourier
5transform
γ˜i(n) ≡ a
2pi
∫ pi/a
−pi/a
dkeiknaγi(k), (21)
where n = 0,±1,±2, · · · is the relative distance (in units
of a) between two unit cells. It is clear from (17) and
(19) that
γ˜0(n) =
κ21 + κ
2
2
κ21 − κ22
γ˜z(n).
Using (20) and (18)-(19) in (21), we find
γ˜x(n) =
κ1κ2
8pi
D0t
[
4(pi − θ)δn,0 + 2pi(δn,1 + δn,−1) + 2 sin 2nθ
(4n2 − 1)n (1− δn,0) +
sin 2(n+ 1)θ
2n2 + 3n+ 1
− sin 2(n− 1)θ
2n2 − 3n+ 1
]
(22)
γ˜y(n) = i
κ1κ2
8pi
D0t
[
2pi(δn,1 − δn,−1) + 4 sin 2nθ
4n2 − 1 −
sin 2(n+ 1)θ
2n2 + 3n+ 1
− sin 2(n− 1)θ
2n2 − 3n+ 1
]
γ˜z(n) = −κ
2
1 − κ22
8pi
D0t
[
4(pi − θ) cos θδn,0 + 2 sin 2nθ cos θ
(4n2 − 1)n (1− δn,0)−
4 cos 2nθ sin θ
4n2 − 1
]
, (23)
where θ = 0 for µ ≥ 2t and θ = cos−1(µ/2t) for µ < 2t.
From (22)-(23) we immediately see that for small hopping
amplitudes of the bath particles, more specifically for t ≤
µ/2, the dissipation of the system is restricted to on-site
or to the nearest neighbour sites. Interestingly, the real-
space non-Hermitian terms exhibit a type of universal
behaviour in this parameter region, namely we see that
γi(n)/t are independent of the hopping parameter t when
t ≤ µ/2. For t > µ/2, in contrast, the dissipation spreads
beyond the nearest neighbour sites, which is expected due
to the increasing mobility of the bath particles.
V. CONCLUDING REMARKS
In this paper, we study one possible origin of the non-
Hermitian Hamiltonians used in the non-Hermitian topo-
logical band theories, namely a quantum system coupled
to an environment. We show that the effective non-
Hermitian Hamiltonian of such a system will generally
carry a constraint, which can affect the complex energy
spectrum of the Hamiltonian in a significant way. In the
Hermitian case, it is known that the topological band the-
ory can be simulated by quantum systems such as cold
atomic gases as well as by classical systems such as pho-
tonic crystals. For non-Hermitian topological band the-
ories, however, our study suggests that their simulation
using quantum systems may encounter some difficulties,
due to the constraint on the complex energy spectrum of
the resulting non-Hermitian Hamiltonian. On the other
hand, it will be interesting to investigate the topologi-
cal properties of such constrained non-Hermitian models.
This will be the subject of future studies.
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