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О СТОХАСТИЧЕСКОМ МОДЕЛИРОВАНИИ  
КРИПТОГРАФИЧЕСКИХ ГЕНЕРАТОРОВ  
НА ОСНОВЕ МАЛОПАРАМЕТРИЧЕСКИХ МОДЕЛЕЙ 
 
М. В. МАЛЬЦЕВ, Ю. С. ХАРИН 
 
НИИ прикладных проблем математики и информатики БГУ 
 
Для надежного шифрования необходимы криптографические генераторы – про-
граммные, аппаратные или программно-аппаратные устройства, вырабатывающие по-
следовательности случайных или псевдослучайных чисел [1, 2]. Выходные последо-
вательности стойкого криптографического генератора должны быть неотличимы от 
равномерно распределенной случайной последовательности (РРСП) [1]. Элементы 
РРСП независимы в совокупности, но псевдослучайные последовательности выраба-
тываются генераторами по определенным детерминированным алгоритмам и в таких 
последовательностях присутствуют зависимости, как правило, большой глубины. Для 
описания таких зависимостей адекватной моделью является цепь Маркова поряд-
ка s >> 1 (ЦМ(s)) [3]. К сожалению, использовать ее на практике зачастую невозмож-
но, поскольку число параметров D этой модели c N состояниями увеличивается экс-
поненциально с ростом s: 
D = Ns(N–1). 
В связи с этим необходимы так называемые малопараметрические (parsimonious) мар-
ковские модели, число параметров которых зависит от s полиномиально [4]. Примера-
ми малопараметрических моделей являются MTD-модель Рафтери [5], цепь Маркова 
переменного порядка [6], цепь Маркова условного порядка [7]. Поскольку по мере раз-
вития криптографии усложняется структура разрабатываемых генераторов, то возника-
ет потребность в построении новых математических моделей для их анализа.  
В данной работе представлены две новые модели, построенные на основе цепи Марко-
ва s-го порядка c r частичными связями (ЦМ(s, r)) [8]. 
Первая модель, рассматриваемая в данной работе, – цепь Маркова с частичными 
связями с переменным шаблоном. Модель ЦМ(s, r), разработанная в Белорусском госу-
дарственном университете, является вероятностной моделью регистра сдвига с линей-
ной обратной связью. Для этой модели условное распределение вероятностей будущего 
состояния временного ряда зависит не от всех s предыдущих состояний, а лишь от r из-
бранных, определяемых так называемым шаблоном связей. ЦМ(s, r) с переменным 
шаблоном описывает более сложные зависимости, при которых шаблон изменяется 
с течением времени. Подобная ситуация встречается в криптографических генераторах. 
К примеру, в прореживающем (self-shrinking) генераторе на каждом такте при выработ-
ке очередного бита выходной последовательности происходит выбор одного из двух 
полиномов обратной связи [9]. 
Приведем математическое описание ЦМ(s, r) с переменным шаблоном.  
Po
lo
ts
kS
U
КОМПЛЕКСНАЯ ЗАЩИТА ИНФОРМАЦИИ  121 
Примем обозначения: N – множество натуральных чисел; A = {0, 1,..., N – 1} – 
множество мощности |A| = N ≥ 2;  
mn,mnAjjJ nmmnmn ≤∈∈= +−  N,,),,( 1… , – 
мультииндекс (последовательность индексов); { Axt ∈  : t∈N} – цепь Маркова порядка s 
с пространством состояний A и матрицей вероятностей одношаговых переходов 
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N∈u  – число шаблонов связи; f(t) : },{1, u…→N  – некоторая функция; M(1),..., M(u) – 
u независимых шаблонов связей, представляющих собой целочисленные r-вектора с 
упорядоченными компонентами: 
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Определение 1. Цепь Маркова xt называется цепью Маркова s-го порядка с r час-
тичными связями с переменным шаблоном, если ее вероятности одношаговых перехо-
дов имеют вид: 
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.     (1) 
Формула (1) означает, что вероятность перехода )(
11 ,
tp
s
s JJ +
 зависит не от всех s 
предыдущих состояний, а от r избранных, как и для модели ЦМ(s, r). Отличие обоб-
щенной модели (1) состоит в том, что в каждый момент времени функция f определяет 
один из u шаблонов связей и соответствующую матрицу переходов, в зависимости от 
выбранного шаблона выбираются r из s последних состояний цепи Маркова, которые 
определяют элементы матрицы Q(f(t)), используемые для генерирования будущего со-
стояния. Число независимых параметров ЦМ(s, r) с переменным шаблоном при некото-
рой фиксированной функции f составляет: 
D1 = u(Nr(N–1) + r – 1)). 
В таблице 1 представлено сравнение числа параметров двоичных ЦМ(s) 
и ЦМ(s, r) c переменным шаблоном при u = 4 для различных значений порядка s 
и числа связей r. 
 
Таблица 1 – Сравнение числа параметров ЦМ(s) и ЦМ(s, r) 
(s, r) (8, 2) (16, 4) (32, 6) (64, 8) (128, 16) (256, 16) 
D 256 65536 ≈4,3·109 ≈1,8·1019 ≈3,4·1038 ≈1,2·1077 
D1 20 76 276 1052 262204 262204 
 
Вторая модель, рассматриваемая в работе, обобщает ЦМ(s, r) для векторной це-
пи Маркова. Она построена для обнаружения зависимостей между блоками данных 
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в выходных последовательностях криптографических генераторов. Представим ее ма-
тематическое описание. Обозначим: m∈N – число, которое будем называть размерно-
стью цепи Маркова; Bi = (bi1,..., bim)∈Am, i ∈N – m-мерный целочисленный вектор; 
{ mtmtt AxxX ∈= ),,( 1 …  : t∈N} – однородная векторная цепь Маркова порядка s 
(ВЦМ(s)) с пространством состояний Am и матрицей вероятностей одношаговых пере-
ходов )(
11 ),,,( += ss BBBpP … , 
m
s ABB ∈+11 ,,… : 
11 ),,,( +ss BBBp … = },...,|{P 111 BXBXBX ststst === −−+ , t = s+1, s+2,...;         (2) 
Q = )(
11 ),,...,( +rr Iiiq  – некоторая стохастическая 
mr NN × – матрица, Aii r ∈,,1 … , 
m
r AI ∈+1 ; 
}1,1:),{()},(,),,(),,{( *2211 mlsklkMlklklkM rrr ≤≤≤≤=⊆= …  –  
шаблон-множество, представляющее собой упорядоченный в лексикографическом по-
рядке набор 1 ≤ r ≤ sm различных значений пар индексов, причем k1 = 1; 
rMS (Bt,..., Bt+s–
1) = ),...,( ,1,1 11 rr lktlkt bb −+−+ , t = 1, 2,..., – функция-селектор, которая в соответствии с шаб-
лон-множеством Mr "вырезает" r компонент из множества ms компонент {bu,l : 
t ≤ u ≤ t+s–1, 1 ≤ l ≤ m}. 
 
Определение 2. Если вероятности одношаговых переходов (2) допускают сле-
дующее малопараметрическое представление: 
1,1,11111 ),,...,(),,...,(),,,( +++ == slrrklkssrMss BbbBBBSBBB qqp … , 
m
s ABB ∈+11 ,,…
,       (3) 
то такая цепь Маркова называется векторной цепью Маркова с r частичными связями 
(ВЦМ(s, r)). 
Из формулы (3) следует, что условное распределение вероятностей состояния Xt 
временного ряда в момент времени t зависит не от всех ms компонент s прошлых со-
стояний, а только от r избранных компонент, которые определяются шаблон-
множеством Mr. Если r = sm, то Mr = M*, и в этом случае приходим к полносвязной век-
торной цепи Маркова s-го порядка. Если m = 1, то ВЦМ(s, r) превращается в ЦМ(s, r). 
Число независимых параметров ВЦМ(s, r) определяется по формуле 
D2 = Nr(Nm–1) + 2r – 1. 
В таблице 2 представлено сравнение двоичных ВЦМ(s) и ВЦМ(s, r) при m = 4 
для различных значений порядка s и числа связей r. 
 
Таблица 2 – Сравнение числа параметров ВЦМ(s) и ВЦМ(s, r) 
(s, r) (1, 2) (2, 4) (4, 6) (8, 8) (16, 10) (32, 16) 
D 240 3840 983040 ≈6,4·1010 ≈2,8·1020 ≈5,1·1039 
D2 63 247 971 3855 15379 983071 
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ШИФРОВАНИЕ ИЗОБРАЖЕНИЙ НА ОСНОВЕ  
ГЕНЕТИЧЕСКОГО АЛГОРИТМА С ИСПОЛЬЗОВАНИЕМ  
ХАОТИЧЕСКОЙ ДИНАМИКИ 
 
А.В. СИДОРЕНКО 
 
Белорусский государственный университет 
 
Широкое распространение информационных технологий и Интернета вызывают 
проблемы обеспечения безопасного хранения и передачи данных в виде изображений. 
Одним из наиболее эффективных способов для решения этой задачи является шифро-
вание информации. Стандартные методы шифрования, включая AES, DES или RSA, из-
за особенностей, свойственных изображениям, для этого практически не дают эффекта.  
В последние годы появилось ряд алгоритмов шифрования изображений, исполь-
зующих для маскирования динамический хаос. Благодаря присущим динамическому 
хаосу особенностям, связанным с наличием чувствительности к начальным условиям 
и случайности, такие методы подходят для шифрования изображений с высокой степе-
нью защиты. При этом шифрование, как правило, происходит с использованием пере-
становки и диффузии. При перестановке с помощью хаотического отображения произ-
водится перераспределение пикселей изображения без изменения уровня их яркости. 
На стадии диффузии путем применения хаотической последовательности к изображе-
нию изменяется значение каждого пикселя. 
В данной работе предлагается генетический алгоритм шифрования изображений 
с использованием модели дезоксирибонуклеиновой кислоты (ДНК) и динамического 
хаоса. В схеме предложенного нами алгоритма шифрования выделяются три этапа: 
инициализация, генерация изображений-шифров и использование генетического алго-
ритма. Два последних этапа могут повторяться до тех пор, пока не будут удовлетворять 
выбранным критериям. В нашем случае в качестве критерия используется достижение 
соответствующего уровня информационной энтропии в зашифрованном изображении, 
что обусловлено необходимостью обеспечения лучшего быстродействия функциониро-
вания алгоритма. Рассмотрим подробнее этапы алгоритма. 
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