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and uncued sufﬁxes. Two different tasks were used involving either choosing the sufﬁx-
dependent meaning of the words, or pressing a button when the word ended.
To determine whether effects were in fact due to association of tones with lexical material,
delexicalized stimuli were also used. High tones in lexical items produced an increase in the
P2 component in both tasks, interpreted as showing passive anticipatory attention allocated
to the associated upcoming sufﬁx. This effect was absent for delexicalized forms, where
instead an N1 increase was found for high tones, indicating that the high pitch was
unexpected in the absence of lexical material, and did not lead to anticipatory attention.
A P600 effect was found for uncued high-associated sufﬁxes in the semantic task, which was
also where the largest increase was found in reaction times. This suggests that the tonal cues
were most important when participants were required to process the meaning of the words.
& 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-ND license. Elsevier B.V.
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A salient change in a sound is likely to draw our attention to
its location (Näätänen, 1992). Similarly, a salient change in
prosody can trigger anticipatory attention to upcoming gram-
matical information (Roll and Horne, 2011). An illustrative
example is Central Swedish, where word stems with a high
tone, e.g. lekH–‘game’ are followed by a certain class of
sufﬁxes including plural –ar, as in lekH–ar ‘games.’ Low stem
tones are followed by another class of sufﬁxes, including the
singular deﬁnite morpheme –en as in lekL–en ‘the game’
(Fig. 1A). Since the choice of stem tone depends on which
sufﬁx is attached to the stem, sufﬁxes can be referred to as
‘high tone-inducing’ (e.g. plural –ar) or ‘low tone-inducing’(e.g. singular deﬁnite –en). The perception of a rise to a high
stem tone has previously been found to produce an increased
P2 component at 200–300 ms after onset in event-related
potentials (ERP) (Roll et al., 2010). The positivity has been
thought to indicate allocation of passive anticipatory atten-
tion to the tone-inducing sufﬁxes (Roll and Horne, 2011; Roll
et al., 2011b). High tone-inducing sufﬁxes (e.g. plural –ar) not
preceded by their required high stem tone accordingly pro-
duced a P600-like effect at 400 to 900 ms after their onset,
indicating that they were unexpected. The aim of the present
study was to test to what extent these ERP effects can be
attributed to the lexical association of the tone with sufﬁxes,
and not just to attention triggered by the sudden pitch
change.
Fig. 1 – Example stem (A) lek– ‘game’ with intonation contour showing high (black) and low (gray) stem tones, as well as the low
tone-associated singular –en and high tone-associated plural –ar sufﬁxes. ERPs at the central electrode CZ at stem onset (B) for
high (black lines) and low (gray lines) stem tones during the semantic task (ST), lexical boundary task (LB), and delexicalized
boundary task (DB). In lexical stems, high tones produced a P2 increase, with a centroanterior distribution in both ST (C) and LB
(D). In delexicalized stems, high tones instead increased the N1 component. At sufﬁx onset, ERPs for high tone-associated
sufﬁxes following low stem tones showed increased positivity at 400–550 ms (E).
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processing of prosodic cues is indexed by a centrally dis-
tributed negative deﬂection around 100 ms (N1), and a cen-
troanterior positivity at around 200 ms (P2). The N1 increase
was assumed to reﬂect the detection of a salient pitch pattern
that may be relevant for further linguistic processing. The N1
is likely to be larger for detection of unexpected changes in
intonation (cf. Mietz et al., 2008; Schön et al., 2004). The P2
increase was hypothesized to show allocation of ‘passive
anticipatory attention’ to the grammatical information asso-
ciated with the prosodic cue. P2 effects have been observed
for left-edge boundary tones which are claimed to activate
main clause structure (Roll et al., 2009; Roll et al., 2011a) and
for right-edge boundary tones signaling an upcoming clause
boundary (Roll and Horne, 2011). Further support for the
passive anticipatory attention hypothesis comes from an
auditory artiﬁcial language study where learners developed
an increasing P2 for a class of syllables that could be used to
predict a class of other, non-immediately adjacent syllables
(De Diego Balaguer et al., 2007). At a later stage of learning,
there was a correlation with behavioral results showing that
the more participants correctly used syllable class as a
predictive cue, the larger their P2 was.
It is often assumed that in Central Swedish the association
between high tones and sufﬁxes is speciﬁed in the mental
lexicon, whereas low word tones are thought to be assigned by
default post-lexically (Riad, 2012). Evidence for the post-lexical
status of low word tones comes, e.g., from loan words which
typically are pronounced with low stem tones (Bruce, 1977). The
P600-like effect observed only for uncued high tone-inducing
sufﬁxes supports this idea (Roll et al., 2010). Thus, the P2
increase previously observed could indicate greater use of high
tones as cues for their associated sufﬁxes in accordance with
the processing model in Roll and Horne (2011). However, in
Söderström et al. (2012), it was observed that when test personswere instructed to judge grammatical meaning related to the
sufﬁx in verbs, both mismatching high and low stem tones
increased response times, suggesting that both stem tones
might be used to predict their associated sufﬁxes. Therefore,
the P2 difference could also be thought to be due to the high
tone's inherently greater salience per se, attracting exogenous
attention to the high tone.
The present study tested the ERP effects of high and low
stem tones in spoken nouns with matching and mismatching
sufﬁxes (see Table 1) as well as ‘delexicalized’ versions of the
same forms. Three different tasks were used. The ﬁrst two
involved the same stimuli, whereas in the third task, delex-
icalized stimuli were presented:1. Semantic task (ST). To press right or left index ﬁnger
buttons as quickly as possible after deciding whether the
word denoted “one” or “many” things.2. Lexical word boundary task (LB). To alternately press right or
left index ﬁnger as soon as possible after the word ended.3. Delexicalized word boundary task (DB). To alternately press
right or left index ﬁnger as soon as possible after the
“hum” ended, where “hums” were delexicalized words.The delexicalized words sounded like hummed versions of
the corresponding sufﬁxed words. Thus, if the P2 effect for
high tones is due to attention exogenous to language proces-
sing, it should be present even for the delexicalized forms.
The present study also explored whether there is an N1
difference for delexicalized forms, where the absence of
segmental and lexical information could make a high tone
unexpected. It could be expected that, as suggested in Roll
and Horne (2011), the N1 time range is more associated with
exogenous attention, more speciﬁcally, detection of salient
Table 1 – The independent variables tone and sufﬁx, and
the resulting test conditions. The same design was used in
three different tasks.
Sufﬁx
Low-inducing (L-i) High-inducing (H-i)
Tone Low (L) LL-i LH-i
High (H) HL-i HH-i
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sing, giving a stronger effect for unexpected sound changes.
Roll et al. (2010) did not ﬁnd any N1 difference for stem tones.2. Results
2.1. Behavioral data
In the semantic task, high tone-inducing sufﬁxes yielded
generally longer response times than low tone-inducing
sufﬁxes, F(1, 16)¼5.62, p¼0.031. However, the sufﬁx effect
was modiﬁed by an interaction with tone, F(1, 16)¼4.75,
p¼0.045, revealing signiﬁcantly longer response times for
high tone-inducing sufﬁxes, M¼767 ms, SD¼40, than low
tone-inducing sufﬁxes, M¼719 ms, SD¼39, after low tones,
F(1, 16)¼15.99, p¼0.001, but no difference between high tone-
inducing sufﬁxes, M¼756 ms, SD¼40, and low-associated
sufﬁxes M¼737 ms, SD¼35, following high stem tones,
F(1, 16)¼1.44, p¼0.248. For the boundary task, there was only
a main difference between high tone-inducing sufﬁxes,
M¼210 ms, SD¼50, and low tone-inducing sufﬁxes, M¼196
ms, SD¼48, F(1, 16)¼5.62, p¼0.031.
Accuracy was high, but low tone-inducing sufﬁxes were
marginally more accurately judged, M¼99.5%, SD¼0.2%, than
high tone-inducing sufﬁxes, M¼98.6%, SD¼0.5%, F(1, 16)¼
3.77, p¼0.070.
2.2. ERP data
Fig. 1 shows the ERPs at CZ for high and low stem tones (A) in
the three different tasks: semantic (ST), lexical word boundary
(LB), and delexicalized word boundary (DB) (B). The topographic
distribution of the P2 effects in semantic (C) and lexical word
boundary (D) are also seen, as well as the ERPs for low tone- and
high tone-inducing sufﬁxes following low tone stems (E).
2.2.1. Stem tone onset
2.2.1.1. N1 (100–150 ms). High tones in delexicalized forms
produced a negative deﬂection at 100–150ms as compared to
low tones, reﬂected in a main effect for tone, F(1, 16)¼6.31,
p¼0.023 (N1 in Fig. 1A). There was no effect in this time
window for either the semantic or lexical word boundary tasks.
2.2.1.2. Early P2 time window (160–200 ms). Visual inspec-
tion suggested a P2 onset before 200 ms. We therefore
added a time window between the N1 and P2 windows, at
160–200 ms. In the semantic task, there was a tone lat
interaction, F(2, 32)¼4.44, p¼0.025. High tones produced
increased positivity as compared to low tones in mid RoIs, F(1, 16)¼5.01, p¼0.040. The lexical word boundary task yielded
a toneantpost interaction, F(2, 32)¼4.06, p¼0.040. ERPs for
high tones were more positive at central leads, F(1, 16)¼4.97,
p¼0.041. The delexicalized word boundary task showed no
effect, F(1, 16)¼1.15, p¼0.299.
2.2.1.3. P2 (200–300 ms). For the semantic task, there were
toneantpost, F(2, 32)¼8.55, p¼0.003, and tone lat, F(2, 32)
¼4.67, p¼0.027, interactions. High tone was more positive
than low tone in frontal, F(1, 16)¼12.16, p¼0.003, and central,
F(1, 16)¼12.84, p¼0.002, RoIs (Fig. 1C). The effect size was
larger over mid, F(1, 16)¼15.55, p¼0.001, η2¼0.493, and right,
F(1, 16)¼11.84, p¼0.003, η2¼0.425, than over left electrodes, F
(1, 16)¼5.66, p¼0.030, η2¼0.261. For the lexical word bound-
ary task, a toneantpost interaction was seen, F(2, 32)¼5.98,
p¼0.010. High tones produced more positivity at frontal,
F(1, 16)¼6.34, p¼0.023, and central, F(1, 16)¼22.59, po0.001,
leads (Fig. 1D). There was no signiﬁcant effect for delexica-
lized speech, F(1, 16)¼1.55, p¼ .231.
2.2.2. Sufﬁx onset: Late positivity (400–550)
In the semantic task ERPs, there was a tone sufﬁx interac-
tion between 400 and 550 ms following sufﬁx onset, F(1, 16)¼
4.63, p¼0.047. High tone-inducing sufﬁxes produced
increased positivity as compared to low tone-inducing suf-
ﬁxes following low stem tones (Fig. 1E), F(1, 16)¼5.84,
p¼0.028, but not following high stems, F(1, 16)¼0.01,
p¼0.921. There were no signiﬁcant effects for the lexical or
delexicalized word boundary tasks. The negativities for high
tone-inducing sufﬁxes preceding and following the positivity
were not signiﬁcant.3. Discussion
It has been hypothesized that the early stages of prosodic
processing are reﬂected in variations in the N1 and P2
components. N1 increase is thought to show detection of
salient auditory features that might be relevant for speech
processing, whereas a P2 increase would index allocation of
anticipatory attention to upcoming grammatical information
cued by the prosodic features. The present study tested the
ERP effects of high and low word-stem tones in Central
Swedish. As previously found, high stem tones increased
the P2 amplitude as compared to low tones. Crucially, how-
ever, this was not the case for the delexicalized versions of
the same stimuli. This ﬁnding supports the hypothesis that
the P2 effect indexes allocation of attention to upcoming
grammatical information – in this case, high stem tone-
associated sufﬁxes – which was not available in the delex-
icalized stimuli. The fact that the P2 effect was also present in
the lexical boundary task blocks, where the stem tone was
irrelevant for the task, might suggest that the P2 in fact
indexes “passive” anticipatory attention. It should be noted
that native speakers are often unconscious of the existence of
high and low stem tones in Swedish. This is similar to the
case of left-edge boundary tones, where the P2 has been
argued to show passive anticipatory attention to upcoming
main clause structures. The P2 onset was further found to be
rather early, around 160 ms rather than the 200 ms onset
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tone onset and thereby earlier tone processing in the present
study.
Rather than exhibiting a P2 effect, high tones in delexica-
lized forms showed an increase in the N1, an effect probably
more related to exogenous attention, indicating that the
sudden pitch change was rather unexpected in the absence
of recognizable language segments. This effect was not
signiﬁcant for the lexical stimuli.
As found previously, there was a late positivity for high
tone-inducing sufﬁxes incorrectly preceded by a low stem
tone. It had the same onset (400 ms) as in Roll et al. (2010), but
its duration was shorter, probably due to noise introduced by
the interfering hand movement, which occurred on average
around 700 ms after sufﬁx onset. The positivity was only
found in the blocks involving the semantic task. This was
also the only task yielding a corresponding interaction
between stem tone and sufﬁx in the response times. This
would suggest that the positivity does indeed show some
kind of reprocessing of the uncued high tone-inducing sufﬁx,
i.e. a P600-like effect.4. Experimental procedure
4.1. Participants
Seventeen right-handed native speakers of Central Swedish,
age 23.5 years, SD¼3.8, 9 women, participated in the study.
All were undergraduate students at Lund University.Fig. 2 – RoIs used for statistical analysis.4.2. Procedure and stimuli
Thirty different words per condition, 360 in total, were
presented in 6 blocks in pseudorandomized order with SOA
jittered between 4 and 8 s. Stimulus nouns containing two
syllables with voiceless stops at the boundary between stem
and sufﬁx were chosen for ease of splicing. Two male Central
Swedish speakers recorded the words in an anechoic cham-
ber. The words were pronounced in isolation without any
focal prominence. Test-words were cut between stem and
sufﬁx in order to create mismatching stem–sufﬁx combina-
tions, and the intensity was normalized over stems and
sufﬁxes separately. The stem/sufﬁx fragments were then
spliced to obtain words with match and mismatch between
stem tone and sufﬁx. Stems were on average 631 ms long for
high tones, SD¼91, and 648 ms long for low tones, SD¼85.
High tone-inducing sufﬁxes (plural) were 835 ms, SD¼57, and
low tone-inducing sufﬁxes (singular deﬁnite) were 715 ms,
SD¼49. The high tone was 10.9 semitones (st), SD¼0.7, and
fell to 3.5 st, SD¼2.4 during 388 ms, SD¼117. The correspond-
ing low tone was 3.2 st, SD¼0.71 st, falling to 2.2 st, SD¼1.1,
with a duration of 406 ms from the lowest to the highest
point, SD¼154.
Response times in the semantic task were measured from
sufﬁx onset, i.e. the unique disambiguation point where the
test words could be identiﬁed as being either singular or
plural. Reaction times in the boundary tasks were measured
from word offset, i.e. the word boundary.4.3. Electroencephalography
A 129-channel HydroCel Geodesic Sensor Net from Electrical
Geodesics Incorporated (EGI) recorded the EEG at a sampling
rate of 250 Hz. Band-pass ﬁlter with cutoff frequencies 0.01–
70 Hz was used online, and a 0.1–30 Hz ﬁlter was applied
ofﬂine. Impedances were kept below 50 kΩ (manufacturer's
recommendation, high impedance ampliﬁers). CZ was used
as online reference, and average re-referencing was com-
puted ofﬂine. Ground reference had a centroparietal location.
At word onset, ERP epochs of 400 ms were extracted to
compare perception of high and low tones. Since sufﬁx onset
occurred more than 200 ms after epoch offset, words invol-
ving both matching and mismatching sufﬁxes were used,
yielding 60 epochs per subject and condition. At sufﬁx onset,
30 epochs of 600 ms were extracted per subject and condition.
A 100 ms prestimulus time window was used for baseline
correction. Epochs exceeding7100 μV after compensation for
eye artifacts using independent component analysis (Jung
et al., 2000) were rejected, M¼11%, SD¼14% for word onset,
M¼10%, SD¼14% for sufﬁx onset.
To test the hypotheses, ERP averages of all unrejected
epochs of nine regions of interest (RoIs) in three different
time windows were submitted to repeated measures ANO-
VAs. At word onset, test factors were tone (high, low), antpost
(anterior, central, posterior), and laterality (left, mid, right).
The time windows 100–150 ms (N1) and 200–300 ms (P2) were
used based on previous ﬁndings (Roll et al., 2010; Roll and
Horne, 2011). Since visual inspection suggested an earlier
onset of the P2 effect, we also included an intermediate
analysis time window between 160 and 200 ms. At sufﬁx
onset, the factor sufﬁx (high tone-inducing, low tone-indu-
cing) was added, and a 400–550 ms time window was tested
based on previous ﬁndings and visual inspection (Roll et al.,
2010). Signiﬁcant and marginal interactions were broken
down by the topographical factor. Greenhouse–Geisser cor-
rection was used when applicable. All and only signiﬁcant
effects are reported. RoIs (Fig. 2) were left anterior (electrodes
25, 22, 32, 26, 23, 34, 33, 27, 24, 28, 20), mid anterior (21, 14, 15,
b r a i n r e s e a r c h 1 5 2 0 ( 2 0 1 3 ) 1 1 6 – 1 2 012016, 18, 10, 19, 11, 4, 12, 5), right anterior (9, 8, 3, 2, 1, 124, 123,
122, 118, 117, 116), left central (29, 35, 30, 40, 36, 41, 46, 42, 37,
47, 53), mid central (13, 6, 112, 7, 106, 31, 129, 80, 55, 54, 79),
right central (111, 105, 110, 104, 103, 109, 87, 93, 86, 98, 102),
left posterior (50, 51, 52, 58, 59, 60, 64, 65, 66, 69, 70), mid
posterior (61, 78, 62, 67, 77, 72, 71, 76, 75, 74, 82), and right
posterior (92, 85, 97, 101, 91, 84, 96, 85, 90, 95, 89).Acknowledgements
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