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SUMMARY 
A large amount of resources are spent on constructing new facilities and maintaining 
the existing ones. The total cost of facility ownership can be minimized by focusing on 
reducing the facilities life-cycle costs (LCC) rather than the initial design and construction 
costs. This thesis presents a research project that developed a machine learning-enabled 
facility life-cycle cost analysis (LCCA) framework using data provided by Building 
Information Models (BIM) and the Internet of Things (IoT). 
First, a literature review and a questionnaire survey were conducted to determine the 
independent variables affecting the facility LCC. The potential data sources were 
summarized, and a data integration process introduced. Then, the framework for 
developing machine learning models for facility LCCA was proposed. A domain ontology 
for machine learning-enabled LCCA (LCCA-Onto) was developed to encapsulate 
knowledge about LCC components and their roles in relation to sibling ontologies that 
conceptualize the LCCA process. After that, a series of experiments were conducted on a 
university campus to demonstrate the application of the proposed machine learning-
enabled LCCA framework. Finally, the author’s vision of the future smart built 
environment was discussed. 
This research contributes to the body of knowledge by investigating the feasibility 
of forecasting facilities’ LCCs by implementing machine learning on historical data. By 
exploring the new possibility for better prediction of a facility’ LCC through leveraging 
historical data housed in heterogeneous building systems across a continuous network of 
buildings, this research has a greater impact than simply studying the LCC of an individual 
xiv 
project in the design phase. The impact involves data-based LCC inputs in future facilities 
thus enabling cost benchmarking and informing project developments based on owned 
historical data. Using existing available data to benchmark facility costs can assist decision 
making, and new data can be incorporated as they become available. It is an iterative 
knowledge accumulation of facility costs that could not only identify performance trends 
and operation and maintenance expense “hot spots”, but also identify the best practices of 
facility design, construction, and operation from a cost efficiency perspective. 
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CHAPTER 1 INTRODUCTION 
This chapter gives an overview of the study and briefly explains the opportunities 
and challenges that machine learning has introduced to the domain of facility Life-cycle 
Cost Analysis (LCCA). Building Information Modeling (BIM) and the Internet of Things 
(IoT) are proposed as solutions to the challenges of developing LCCA machine learning 
models, such as data insufficiency. The significance of developing a comprehensive and 
generalizable framework for BIM and IoT-enabled LCCA machine learning model 
developments is also discussed. In addition, this chapter outlines the research objectives, 
hypotheses, research scope, and contributions. 
1.1 Research Motivation and Problem Statement 
Because of the long life spans of buildings, robust decisions regarding the economic 
efficiency of alternative materials, components, and systems demand a full lifecycle 
perspective that goes beyond the initial cost and regular maintenance and repair [1]. The 
LCCA has become increasingly important in new building design and existing building 
retrofitting, refurbishment, and renovations. However, despite its importance, researchers 
and industry professionals are facing challenges when practicing LCCA in the Architecture, 
Engineering, Construction, and Owner-operated (AECO) industry. Two of the main 
barriers are the shortage of life-cycle cost (LCC) data [2,3] and the complexity of predicting 
real future costs [3,4].  
Currently, most LCCA methods, such as the ones introduced in [5,6], assume that 
we can estimate a building component’s LCC by knowing its price, life expectancy, and 
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the cost of all the operating and maintenance activities associated with it [2]. However, the 
real service lives and costs of many buildings and their systems are difficult to predict for 
multiple reasons. One is that there is always a mismatch between the predicted energy 
performance of buildings and actual measured performance, typically addressed as “the 
performance gap” [7]. Another reason is that many building systems and components, with 
proper maintenance and repair, can function beyond the warranty, which makes their true 
costs are difficult to predict because the facility owners typically do not know how much 
money and labor is needed to repair them when malfunction after the warranty expires. 
Moreover, even the same type of systems used in different buildings may have different 
LCCs because the monetary and labor costs vary depending on each facility manager’s 
operational profile on building systems. 
Machine learning is an automated process that extracts patterns from data [8]. In the 
field of predictive data analytics, machine learning is a method used to devise complex 
prediction algorithms and models [8,9]. These analytical models enable data analysts to 
uncover hidden insights, predict future values, and produce reliable, repeatable decisions 
through learning from historical relationships and trends in the data [10]. As a viable 
alternative to simulation tools, machine learning techniques can give an accurate 
quantitative estimation of energy demand for different building systems [11] and predict 
facility related costs [12]. However, there are gaps in research regarding the development 
of machine learning models for LCCA. They are listed as follows: 
Overall facility LCC prediction. Although machine learning techniques have been 
implemented in forecasting construction costs, utility consumption, and Operation and 
maintenance (O&M) costs, respectively, its application in predicting a building’s whole 
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LCC is rarely found in the literature. More studies that utilize machine learning to predict 
a building’s overall LCC and shed light on the underlying relationships between each cost 
components (initial design and construction costs, O&M costs, utility costs, etc.) are 
needed.  
Generalizable machine learning frameworks for facility LCCA. Most of the 
developed machine learning models are only applicable to one type of building projects, 
such as housing [13,14], educational buildings [15], and office buildings [16]. The nature 
of predictive models involves assumptions and simplifications based on the similarities of 
the studied subjects. The uniqueness of different building projects basically makes it 
impossible to use one model to predict more than one type of building’s LCC [14,17,18]. 
However, it is possible to establish generalizable frameworks for developing facility LCCA 
machine learning models. These frameworks would specify the means and process of 1) 
identifying potential descriptive attributes (the input of machine learning models), such as 
by literature review and survey, 2) data acquisition, such as by exporting from BIM, the 
Building Automation System (BAS), and the Computerized Maintenance Management 
System (CMMS), by finding the records in drawings and specifications, and by survey, 3) 
attributes selection, 4) machine learning algorithm selection, and 5) model evaluation. 
Currently, this kind of frameworks is yet to be developed. 
Data availability, accessibility, and quality. Many research challenges discussed in 
this field can be attributed to data insufficiency, including a lack of sufficient metering and 
accessibility, and poor data quality [19]. The machine learning models in many studies 
were established based on a very limited data set [20,21]. As Milion et al. [22] pointed out, 
“data survey is the most difficult challenge in estimation studies”. Limited and uncertain 
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information make the accurate prediction of construction-related costs difficult [23]. The 
lack of reliable and consistent data also limits the application of LCCA in the early design 
stage [24]. What data to record and how organizations should record the facility data for 
machine learning-based LCCA are seldom discussed in the literature.  
1.2 Hypothesis, Research Objectives, and Research Questions  
An IoT is a network that connects uniquely identifiable “things” that have 
sensing/actuation and potential programmability capabilities [25]. “Through the 
exploitation of unique identification and sensing, information about the ‘Thing’ can be 
collected and the state of the ‘Thing’ can be changed from anywhere, anytime, by anything” 
[25]. IoT envisions a future in which digital and physical entities can be linked through 
embedded identification, sensing, and/or actuation capabilities to enable various innovative 
applications and services that improve the quality of human life.  
Building Information Modeling (BIM) is "an improved planning, design, 
construction, operation, and maintenance process using a standardized machine-readable 
information model for each facility, new or old, which contains all appropriate information 
created or gathered about that facility in a format useable by all throughout its lifecycle” 
[26,27]. The referred building information model is “the shared digital representation of 
physical and functional characteristics of any built object” [26,28,29]. BIM is a maturing 
paradigm for the development of higher-level semantic information assets for facilities [26]. 
For the past two decades, the AECO industry has been evolving from two-dimensional 
symbolic drawing documents to BIM: three-dimensional, metadata rich, object models 
representing building spaces, components, and their relations. With the advancement of 
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cloud data stores and now IoT, BIM models offer a clear potential as the “digital twin” of 
the built environment. In recent years, the proliferation of BIM has provided designers and 
builders with new opportunities to achieve better quality buildings at lower cost and shorter 
project duration [26,30-32]. BIM technology has the potential to provide value to the 
owners and operators by offering them a powerful means to retrieve information from a 
virtual model of the facility [33].  
The author’s hypothesis is that BIM and the IoT network embedded in evolving 
building systems – such as BAS, CMMS, and Building Energy Management Systems 
(BEMS) – already contain many valuable data for LCCA but not being used because they 
are not connected, available to analysts in a consumable way. By extracting relevant data 
from BIM and IoT, integrating them on a comprehensive building data platform, and 
implementing machine learning on the data, we can have a better understanding of the 
facility’s LCC and overcome multiple barriers of current LCCA methods, and thus to 
achieve more informed decisions in building design, construction, and facility management. 
This research systematically investigates the feasibility of forecasting facilities’ 
LCCs by implementing machine learning on historical data. It proposes a comprehensive 
and generalizable framework for developing facility LCCA machine learning models. This 
framework specifies the data requirements, methods, and expected results in each step of 
the model development process. It is a guidance for formalizing knowledge in facility 
LCCA by capturing necessary information from diverse data sources and reasoning about 
the captured data with machine learning techniques. It is envisioned that by capturing and 
analyzing historical data relevant to facility costs, tacit knowledge of LCCA can be semi-
automatically extracted and formalized, which will reduce the reliance on individual 
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researchers for knowledge formalization. A series of experiments were conducted to 
validate the proposed framework and to demonstrate its implementation process.  
The primary objective of this research is to develop a data-driven knowledge 
formalization approach for facility LCCA in new and renovation construction projects. 
Secondary objectives are to use the formalized knowledge to improve LCCA efficiency, 
facilitate structured learning from historical data, provide guidance for facility cost-related 
data management, and support the decision making of capital planning and facility 
management. The following research questions have been developed in support of the 
research objectives. 
Question 1 – Data requirements. What are the factors that have a significant 
influence on facility LCC and can be explicitly captured?  
Question 2 – Data acquisition. Where to find the data and how to efficiently extract 
the data from the data source(s)? 
Question 3 – LCC component derivation. How to derive the LCC components 
(initial cost, utility cost, and O&M costs) from the data collected? 
Question 4 – Analysis and evaluation. Which machine learning method(s) yields the 
best prediction results? How effective is the developed machine learning models? 
1.3 Research Scope and Contributions 
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Numerous costs are associated with the design, construction, installation, operating, 
maintaining, and disposing of a building or building system. According to [6], Building-
related costs usually fall into the following categories:  
• Initial costs – purchase, acquisition, design, and construction costs; 
• Utility costs – electricity, water, gas, and garbage costs;  
• Operation, maintenance, and repair (O&M) costs; 
• Replacement costs – capital replacements of building systems that have 
different service lives; 
• Residual values – resale or salvage values or disposal costs; 
• Finance charges – loan interest payments; 
• Non-monetary benefits or costs – such as the benefits derived from a quiet 
HVAC system or improved lighting. 
This research investigates how to implement machine learning on the historical data 
to forecast the costs of the first four categories – initial costs, utility costs, O&M costs, and 
replacement costs. The prediction of residual values, finance charges, and non-monetary 
benefits or costs are out of this research’s scope. In addition, this research only considers 
monetary costs. Other cost factors such as environmental impacts and human welfares are 
not studied in this research. 
This research contributes to the body of knowledge by investigating the feasibility 
of forecasting facilities’ LCCs by implementing machine learning on historical data. By 
exploring the new possibility for better prediction of a facility’ LCC through leveraging 
historical data housed in heterogeneous building systems across a continuous network of 
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buildings, this research has a greater impact than simply studying the LCC of an individual 
project in the design phase. The impact involves data-based LCC inputs in future facilities 
thus enabling cost benchmarking and informing project developments based on owned 
historical data. Using existing available data to benchmark facility costs can assist decision 
making, and new data can be incorporated as they become available. It is an iterative 
knowledge accumulation of facility costs that could not only identify performance trends 
and operation and maintenance expense “hot spots” [34], but also identify the best practices 
of facility design, construction, and operation from a cost efficiency perspective.  
The proposed LCCA framework 1) specifies the potentially influential factors 
pertaining to the whole LCC of a facility, 2) utilizes BIM and IoT (embedded in 
heterogeneous building systems) as the data sources to provide robust data stream for 
analysis, and 3) implements multiple machine learning algorithms to forecast each critical 
LCC component and analyze their interrelationships. Compared with conventional LCCA 
methods, the proposed approach has improvements in the following aspects: 
Implementing multiple machine learning algorithms. This research discusses 
multiple applicable machine learning algorithms for facility LCC prediction. In the data 
analysis field, there is no one solution or one approach that fits all. Different algorithms 
have different requirements and applicable scenarios. In the experiments of this study, with 
the LCC-related data in the building systems extracted, cleaned, and stored in one database, 
multiple machine learning algorithms were implemented to develop LCC forecasting 
models and the results are comparatively analyzed. The proposed framework can serve as 
a comprehensive guideline that directs researchers and practitioners to implement machine 
learning in facility LCCA. 
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Data source. Many challenges for machine learning implementations in the AECO 
sector discussed in the literature can be attributed to data insufficiency, including a lack of 
sufficient metering and accessibility, and poor data quality [12]. With the developments of 
building systems, an increasing amount of facility-related data are being generated, such 
as the progressively detailed energy consumption data in the BAS and maintenance work 
order history in CMMS. However, this kind of historical data has not yet been widely used 
to forecast facility costs. This research develops innovative methods to use the data housed 
in BIM and IoT (ubiquitous building systems) to solve the data insufficiency issue. 
Limited human intervention and improved transparency. The data inquiry process 
of LCCA can be challenging for many researchers because some stakeholders tend to be 
very protective of the money-related data. Moreover, people make mistakes – more people 
involved in the data processing and analysis process usually means more human errors. 
Using BIM, IoT, and relevant software applications, the proposed framework minimizes 
human involvements to the greatest extent possible. Only the generation of maintenance 
work order records still rely on human input; other data are extracted and processed in an 
automated or semi-automated fashion without any human intervention. The knowledge 
related to LCC is developed directly based on the raw data generated by the building 
systems rather than depending on human-made reports. This more transparent approach 
provides reliable insights into facility LCC patterns than conventional LCCA methods. 
Value and Applicability in the whole life cycle. Many building LCCA research 
studies are focusing on LCCA for design decisions but it is also important during the 
facility operation phase. The recursive LCCA can serve as both a cost prediction for facility 
changes (retrofitting/refurbishment/renovation) and an indicator to identify areas to 
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improve – find out which buildings, systems, or devices cost more resources than they 
should. The knowledge developed through the proposed framework is valuable and 
applicable in the whole life cycle of a facility.   
1.4 Research Methodology and The Organization of the Thesis 
The scope of this research is to study the feasibility of utilizing data housed in BIM 
and facility IoT network to predict the facility LCC through machine learning. The overall 
research framework is shown in Figure 1. 
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Figure 1. 1 The overall research framework 
12 
 
This thesis is organized in a sequence that highlights a step-by-step progression of the 
development of the proposed machine learning LCCA framework and its realization by means of 
the proof-of-concept. There are eight chapters that form the thesis and they are organized as 
followed: 
Chapter 2 – Literature Review 
Chapter 2 investigates how LCCA is carried out in the current building cost estimation 
practice and summarizes the machine learning applications in facility cost prediction. It identifies 
the challenges faced in the current LCCA practice and the research gaps in machine learning for 
LCCA in the AECO industry. The combination of BIM and IoT is proposed as a viable solution 
to these challenges and provides a means to partially address the research gaps. In addition, the 
BIM applications in facilities management and LCCA are also summarized and discussed in this 
chapter. 
Chapter 3 – Building Data Collection and Integration 
Chapter 3 answers the first two research questions: what are the factors that have a significant 
influence on facility LCC and can be explicitly captured, and where to find the data and how to 
efficiently extract the data from the data source(s)?  
The data requirements for facility LCCA, the potential data sources, and data acquisition and 
integration methods are discussed in this chapter. A literature review and a questionnaire survey 
were conducted to determine the independent variables affecting the initial construction costs, 
utility consumption costs, and O&M costs. Major building systems – the BAS, CMMS, BEMS – 
are summarized and the data they can provide are discussed. This chapter also proposes a data 
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integration framework that enables the utilization of the data housed in separate building systems 
for facility LCCA. 
Chapter 4 – Deriving LCC Components through Machine Learning 
Chapter 4 answers the third research question: how to derive the LCC components (initial 
cost, utility cost, and O&M costs) from the data collected? 
This chapter first proposes the framework for machine learning-based facility LCC 
component prediction, and then summarizes the most commonly used machine learning methods 
for facility cost prediction. It also discusses the attribute selection process and the applicability of 
these methods in the prediction of each LCC component – initial cost, utility cost, and O&M cost. 
The validation methods and performance measures are also discussed. 
Chapter 5 – The Overall LCCA Process 
A framework for developing machine learning models for facility LCCA is presented in 
Chapter 5. A domain ontology for machine learning-enabled LCCA (LCCA-Onto) is developed to 
encapsulate knowledge about LCC components and their roles in relation to sibling ontologies that 
conceptualize the LCCA process. This domain ontology is then tailored to be the cornerstone (the 
knowledge base) that will enable the automated LCCA data collection from building systems. The 
contents presented in this section can be used as an institutional guideline for facility LCC 
monitoring and prediction. 
Chapter 6 – Proof-of-Concept Validation 
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Chapter 6, in a case specific context, answers the last research questions: which machine 
learning method(s) yields the best prediction results? How effective is the developed machine 
learning models? 
This chapter presents a series of experiments conducted on a university campus using the 
proposed LCCA framework. It also discusses the implementation process of the framework in 
detail. The overview of the experiments is presented first. Then, the data acquisition, processing, 
and integration works are demonstrated. After that, Machine learning model developments, 
evaluation, and comparison are discussed. The findings of the experiments are discussed at the end 
of this chapter. 
Chapter 7 – The BIM and IoT-enabled Smart Built Environment 
Chapter 7 extends the discussion to the author’s vision of the future BIM and IoT-enabled 
smart built environment. First, the background of IoT, Cyber-physical System (CPS), and the 
Smart Built Environment are introduced. Then, an architecture of the envisioned smart city is 
presented and the idea of the “Basic Facility Data Package” (BFDP), which is the foundation of 
the data infrastructure for the envisioned smart city, is proposed and discussed. This research is 
one of the use cases enabled by the BFDP and a proof of concept for the envisioned future BIM 
and IoT-enabled smart built environment. 
Chapter 8 – Conclusions 
Chapter 8 summarizes the contributions, findings, and limitations of this research and gives 
recommendations for future research.  
1.5 Additional Notes 
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Because “Building Information Modeling” and “Building Information Model” are often used 
interchangeably [26], in this thesis, the abbreviation “BIM” is used to represent both the Building 
Information Modeling (the related process and technology) and the Building Information Model 
(the digital representation of built objects).  
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CHAPTER 2 LITERATURE REVIEW 
This chapter investigates how LCCA is carried out in the current building cost estimation 
practice and summarizes the machine learning applications in facility cost prediction. It identifies 
the challenges faced in the current LCCA practice and the research gaps in machine learning for 
LCCA in the AECO industry. The combination of BIM and IoT is proposed as a viable solution 
to these challenges and provides a means to partially address the research gaps. In addition, the 
BIM applications in facilities management and LCCA are also summarized and discussed in this 
chapter.  
2.1 The Life-cycle Cost Analysis in the AECO Industry 
LCCA is an analysis technique that “encompasses the total cost of a system over a specified 
period in its lifetime” [35]. The concept of LCC was first applied by the US Department of Defense 
(DoD) [36]. Its importance received the attention of DoD because of the findings that operation 
and support costs for typical weapon systems accounted for approximately 75% of the total cost 
[35,36]. In the AECO industry, LCCA refers to a method for assessing the total cost of the facility 
ownership, involving all costs of acquiring, owning, and disposing of a building or building system 
[6]. It is used as “an economic evaluation tool for choosing among alternative building investments 
and operating strategies by comparing all of the significant differential costs of ownership over a 
given time period in equivalent economic terms” [37]. This subsection discusses 1) the typical 
process of LCCA, 2) the components of building LCC, 3) common assumptions, 4) LCC 
calculation models, 5) guidelines and data sources, and 5) the challenges.  
2.1.1 The Typical Process of LCCA 
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Currently, the main purpose of building LCCA is to consider whether increased initial costs 
– such as more durable materials or equipment that require less operation and maintenance costs 
– can be compensated by the savings in the future [37]. Although there are no universal procedures 
that assure all analyses reflect similar definitions or assumptions, several guidelines have been 
developed for LCCA. A standard LCCA practice established by American Society for Testing and 
Materials (ASTM International) specified the steps to calculate the LCC for a building or building 
system [5]: 
1) Identify objectives, alternatives, and constraints. 
2) Establish basic assumptions for the analysis. 
3) Compile cost data. 
4) Compute the LCC for each alternative. 
5) Compare LCCs of each alternative to determine the one with the minimum LCC. 
6) Make the final decision, based on LCC results as well as consideration of risk and 
uncertainty, unquantifiable effects, and funding constraints (if any). 
The estimators have to forecast the LCC of each alternative option for each building element. 
The LCC of each option may consist of several cost items, whose performance and cost data should 
be acquired because the cost data are expressed in unit rates and the estimator has to predict each 
cost based on the option’s physical characteristics [2]. In addition, the building-wide costs, such 
as energy consumption, insurance, and janitorial costs, are also estimated. Then, all costs are 
discounted, added up, and projected over the building’s life cycle” [2].  
2.1.2 The Components of Building LCC 
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Numerous costs are associated with the design, construction, installation, operating, 
maintaining, and disposing of a building or building system. According to [6], Building-related 
costs usually fall into the following categories:  
• Initial costs – purchase, acquisition, construction costs. 
• Utility costs – electricity, water, gas, and garbage costs. 
• Operation, maintenance, and repair (O&M) costs. 
• Replacement costs – capital replacements of building systems that have different 
service lives. 
• Residual values – resale or salvage values or disposal costs. 
• Finance charges – loan interest payments. 
• Non-monetary benefits or costs – such as the benefit derived from a quiet HVAC 
system or improved lighting. 
2.1.3 Common Assumptions in LCCA 
The National Research Council [37] summarized the common assumptions in LCCA, as 
follows:  
1) All costs are measurable in monetary terms. In practice, LCCA is often restricted to 
financial costs alone – the expense of purchasing building-related goods and services. 
2) All alternatives in LCCA deliver the same performance throughout their service lives. 
This assumption is violated, for example, when decisions made to reduce future maintenance costs 
resulted in indoor air quality problems.  
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3) There is an easy interchangeability of present and future costs. For example, “spending 
more initially to purchase durable materials or systems to achieve future savings in a building's 
maintenance costs, or choosing less costly and durable materials and systems that can be 
maintained at higher cost (i.e., by painting or lubrication) to yield the same service” [37]. 
Typical LCCA does not consider many uncertainties in cost estimates, such as a system or 
material may fail prematurely, or maintenance efforts may be ineffective [37]. These uncertainties 
may invalidate the results of LCCA. 
2.1.4 LCC calculation models 
In the industry, LCCA refers to the utilization of fundamental economic evaluation 
approaches – such as the annual worth method, the net present value method, and the 
savings/investments ratio method – to evaluate the various cash flows of facility’s LCC [38]. 
There are three possible ways for modeling LCC computation, involving the deterministic 
calculation model, the stochastic calculation model, and the fuzzy calculation model [39].  
The deterministic calculation model computes the present value of the LCC from the time 
series of projected cash flows; all future costs and benefits (LCC components) are discounted to 
the net present value (NPV) using a certain discount rate, and then added up [39]. Sensitivity 
analysis can be carried out to test the LCC variation with the changes of input parameters. The 
following is a generic present value formula for the LCC deterministic calculation model [39]: 
 









LCC is the present value of a facility’s total ownership cost. 
𝐶𝑡 is the sum of facility LCC. 
n is the number of years of the studied period. 
d is the discount rate. 
𝐶𝑝 is the initial capital costs.  
 
The stochastic calculation model assumes each cost element, the discount rate, and the study 
period are randomly distributed according to one of the probability distribution forms, such as the 
normal distribution and the gamma distribution [39]. Each cost element is treated stochastically 
and the present value of cash flow in each year is described as probability density functions (PDF) 
or uncertain cash flow profiles. If the PDF or cash flow profile of each LCC component and the 
discount parameter are known or can be simulated, the total LCC can be estimated using the 
following equation [39]: 
 







𝑓(𝑃𝑉) is the probability distribution function of total LCC in present value. 
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𝑓(𝐶𝑡𝑖) is the probability distribution of LCC with a center of i in period t. 
n is the number of years of the studied period. 
𝑓(𝑑) is the probability distribution of discount rate. 
𝑓(𝐶𝑝 ) is the probability distribution of initial capital costs. 
 
The fuzzy calculation model, considering human and processes subjectivity, estimates LCC 
and present value parameters by using expert judgment and statistical techniques [39]. Fuzzy set 
theory is proposed as a device for modeling fuzzy variables in a mathematical domain [40]. The 
term ‘fuzzy’ refers to the situation where ambiguity and vagueness exist [41]. Estimators use fuzzy 
numbers to calculate present values of LCC and thus overcome the difficulty of uncertainty. For 
example, the following is a formula for computing fuzzy present value [42]:  
 












































 is the right representation of the cash at time t. 
𝑟𝑡
𝑙(𝑦)
 is the left representation of the interest rate at time t. 
𝑟𝑡
𝑟(𝑦)
 is the right representation of the interest rate at time t. 
 
There are formulas for the analyses of fuzzy present value, fuzzy equivalent uniform annual 
value, fuzzy future value, fuzzy benefit-cost ratio, and fuzzy payback period [43,44]. 
2.1.5 Guidelines and data sources 
Several organizations have established standard or recommended procedures for evaluating 
the LCC of a building or building system and for comparing the LCC of alternative building 
designs that satisfy the same functional requirements. These organizations involve the National 
Institute of Standards and Technology (NIST) [6,45,46],  U.S. Department of Energy (DOE) 
Federal Energy Management Program (FEMP) [47], American Society of Civil Engineers (ASCE) 
[48], National Research Council [37], and ASTM International [5].  
Organizations such as NIST [49], RSMeans data [50], and Whitestone [51,52], publish 
annual statistics for the energy price [49], the discount factor [49], and the expected maintenance, 
repair, and replacement cost [50,51], and the operation cost [52], basing on facility characteristics 
such as the facility type, location, age, etc. These data sources provide estimators with the statistic-
based LCC component reference, which answers questions such as “How much does it cost to 
maintain a facility over its service lifetime? What is the historic inflation rate of maintenance and 
repair construction costs? How do maintenance and repair costs vary across different areas? What 
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is the lifetime of a specific asset component ?” [51]. In the industry, LCCA is typically based on 
these statistic-based data. 
2.1.6 Challenges 
There are several important challenges in the application of LCCA in the AECO industry. 
These challenges can be grouped into two major categories: the technical challenges and the 
management challenges. 
The three major technical challenges involve: 
1) Data availability and data acquisition frameworks: the basis of LCCA is the historical 
data of each LCC component, without which the application of LCCA is not possible. 
However, the availability of LCC data is rather limited [2,37]. The main reason for this 
is the lack of any frameworks or mechanisms for collecting and storing the data [53]. 
For example, [37] pointed out that “the accounting systems used by building managers 
and contractors seldom make it possible to identify accurately the costs of maintenance 
and repair of specific components”. 
2) The difficulty in predicting real future costs: many factors that influence the future 
costs of building components are uncertain. These factors involve external factors, such 
as discount rates and energy prices [4], and internal factors, such as the future behavior 
of materials and mechanical and electrical systems [37]. Forecasting these factors over 
a long period of time is challenging. In addition, the assumptions reflected in LCCA 
parameter selections – such as building service life and discount rate – may or may not 
reflect well the conditions that actually occur in the future [37]. The results of LCCA 
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depend on these assumptions and different assumptions may require different courses 
of action [37]. 
3) The complexity of application: LCCA is a rather complex exercise. Because 
improvements in one area may have negative effects in others, complex iterations 
between alternative building components may make it difficult to select the best option 
[2]. As the number and range of alternative increase, the level of effort required in 
LCCA increases rapidly, while the ability of an estimator to find the best option is 
always limited by the data and time available [37].  
The three major management challenges involve: 
1) Incentives for builders to reduce LCC:  capital costs and operating expenses are usually 
met by different parties, hence there is no incentive for builders to reduce the operation 
costs [54]. In addition, many decision makers tend to minimize the initial expenditures 
to increase the return on investment or to meet budgetary restrictions [37]. 
2) Short term versus long term: owners or operators with the short-term responsibility for 
a building may fail to consider effectively the longer-term impact of their decisions on 
the building's O&M requirements [37]. The National Research Council found that “the 
most difficult obstacles to controlling total costs of ownership are those raised by 
administrative procedures and managerial or political decisions driven by short-term 
gains” [37]. For example, budgeting processes that divorce capital costs and operating 
expenses make it difficult to identify and manage total costs of ownership [37]. 
3) Restrictions: many restrictions are hindering building managers and operators of 
government agencies from selecting the best option to achieve the lowest LCC [37]. 
These restrictions involve legislative budget procedures, procurement regulations that 
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limit design specificity to enhance competition, and administrative separation of 
responsibilities for design, construction, and maintenance [37]. 
2.2 Machine Learning Applications on Facility Cost Prediction 
“Machine learning” is a broad term that refers to multiple techniques that give computer 
systems the ability to "learn" with data [55]. Depending on whether the input and output are 
available to a learning system, these techniques can be categorized as following types: supervised 
learning, unsupervised learning, semi-supervised learning, and reinforcement learning [56]. 
Supervised learning is suitable for building the models used in predictive data analytics 
applications [8]. In this research, the author focus exclusively on supervised learning and use the 
terms “supervised learning” and “machine learning” interchangeably. The purpose of supervised 
learning techniques is to establish a relationship model between a set of descriptive attributes (also 
referred as descriptive features) and a target attribute (also referred as target features) based on a 
set of historical instances, and then this model can be used to make predictions for new instances 
[8]. For example, the two hundred buildings’ electricity consumption data in the past decade can 
be used to predict the following five years’ electricity consumption of a new campus building, or 
an existing one. In this case, the descriptive attributes can be the building’s floor area, purpose, 
age, hours of operation, occupant density, vendors of building systems, etc.; and the target attribute 
is the electricity consumption. The relationship between them may be found by supervised learning, 
and if it is found, the relationship model can be established and be used to predict any existing or 
new building’s future electricity consumption. 
The basic process of machine learning consists of three phases – the training phase, the 
validation phase, and the application phase [57]. In the training phase, the model can be trained by 
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mapping the input descriptive attributes with expected output target attribute. The dataset used to 
train the model is called the “training set”. Then, in the validation phase, the quality of the model 
is evaluated by testing the validation data (validation set) and observing the outputs. The quality 
of the model depends on the size of data, the algorithm used, the assumptions, etc. In the 
application phase, the established model is used to predict future values. 
In recent years, the developments of machine learning techniques provide building experts 
with new opportunities to achieve more accurate predictions of facility-related costs in the early 
design phase or even programming phase. This section synthesizes and presents a summary of 
current research developments of machine learning techniques for LCC. The identified research 
gaps are discussed in Section 1.1 Research Motivation and Problem Statement. 
2.2.1 Initial Construction Costs Prediction 
Accurate estimation in the early design stage is vital for the successful execution of a 
construction project. Using machine learning techniques, research studies have provided 
practitioners with decision-support tools for estimating construction duration and costs before the 
completion of a project's design stage, or even during the programming phase [13,14,16]. The 
construction costs prediction studies can be categorized into three major groups based on the 
methods used, which are 1) regression analysis [20,58-63] 2)  Case-based Reasoning 
[13,14,16,64,65], and 3) Artificial Neural Network [17,21,66-68]. 
Studies have been conducted to compare the cost prediction performance of models based 
on different machine learning methods. For example, Kim et al. [69] compared the accuracy of 
Multiple Regression Analysis (MRA), Artificial Neural Network (ANN), and Case-based 
Reasoning (CBR) by experimenting on 530 residential buildings’ construction costs. The results 
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indicated that although the ANN model yields more accurate results than the MRA and the CBR 
models, the CBR model performed better than the ANN model in terms of ease of updating and 
consistency in the variables stored for long-term use. Researchers have also studied the 
performance of machine learning methods in specific cost prediction cases. Based on 71 projects 
conducted by a medium sized electrical contractor, Aibinu et al. [70] concluded that the cost 
forecasting models based on ANN outperform regression models in predicting the costs of light 
wiring, power wiring, and cable pathways. Sajadfar & Ma [71] compared the prediction accuracies 
of the models based on Linear Regression, Multilinear Regression, K-Nearest Neighbors (KNN) 
Regression, Decision Tree Regression, and ANN. They found that the ANN model shows to be 
the most accurate for welding operations.  
 The most commonly used descriptive attributes for developing the construction cost 
prediction models in above-mentioned references involve 1) building floor area, 2) number of 
floors, 3) structure type, 4) number of rooms, 5) roof type, 6) foundation type, 7) topography & 
soil condition, and 8) construction duration.  
2.2.2 Utility Consumption Prediction 
Understanding the underlying dynamics of building utility consumption (energy, water, and 
gas) and predicting the consumption are essential for building resource planning, management, 
and conservation [72,73]. Energy (electricity) consumption prediction is the most extensively 
studied topic in the facility LCC prediction field. This is probably because the electricity meters 
and sensors distributed in facilities provide sufficient high-resolution data – hourly or even quarter-
hourly – for researchers to investigate the utility costs in detail [74-76]. The most commonly used 
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machine learning methods for energy forecasting involve: 1) Artificial Neural Network [74,75,77], 
2) Support Vector Machines (SVM) Regression [78,79], and 3) Case-based Reasoning [80,81].  
Most of the reviewed studies in the utility consumption prediction field developed multiple 
machine learning models and compared their performance [82,83]. For example, Geysen et al. [84] 
developed a thermal load forecasting system that incorporates a collection of machine learning 
methods – linear regression (LR), extremely randomized trees regression (ETR), ANN, and SVM 
regression. The experiment results indicated that the LR performs worst while the ANN and ETR 
are slightly better than the SVM. The study conducted by Moon et al. [76] also showed that the 
ANN-based model outperforms the SVM regression-based model in electric load forecasting. 
However, Idowu et al. [85]’s study showed SVM gave the best prediction performance compared 
to ANN and multiple linear regression in forecasting the thermal load in district heating substations. 
Although attribute importance (weight) depends on the specific machine learning model, yet 
certain attributes will always dominate the attribute space [72]. The most commonly used 
descriptive attributes for utility consumption models are 1) building age, 2) building function/type, 
3) building floor area, and 4) number of floors. Advances in machine learning techniques enabled 
researchers to develop prediction models without a large quantity of data. Li et al. [86] proposed 
an extreme deep learning approach that can extract most influential building energy consumption 
attributes and improve the prediction accuracy. 
2.2.3 Operation and Maintenance Costs Prediction 
Studies on using machine learning to predict O&M costs are relatively rare. This is probably 
because obtaining accurate maintenance data is a challenging [87]. The most commonly used 
machine learning methods in O&M costs forecasting are multiple regression [15,24,88,89] and 
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ANN [15,90]. Au-Yong et al. [88] found that the characteristics of condition-based maintenance 
of the office buildings directly influence the cost performance. Based on these relationships, they 
developed a regression model for maintenance planning and prediction. Krstić & Marenjak [89] 
developed a multiple regression model to predict the O&M costs for university buildings during 
the initial design phase. Li & Guo [15,91] developed maintenance cost prediction models for 
university buildings using simple linear regression, multiple regression, and back-propagation 
ANN. The results indicated that the back-propagation ANN model outperforms the other two 
models. They also found that, for university buildings, the first peak of renovation will be around 
20 years of age and second peak 35; for a building with more than five floors, the first and second 
peak of renovation will be 15 years and 30 years, respectively. 
The most commonly used descriptive attributes for developing the O&M costs prediction 
models involve 1) building age, 2) number of rooms, 3) building floor area, and 4) number of 
floors. 
2.3 BIM Applications in Facilities Management and LCCA  
Building Information Modeling (BIM) is one major progress in the Architecture, 
Engineering, Construction, and Operations (AECO) industry [26]. BIM technology involves the 
creation and utilization of digital building models. It has various applications in building design, 
construction, and facilities management, including 3D visualization, design checking, various 
building performance analysis, constructability checking, improved facility operation and 
maintenance, etc. BIM, as the digital representation of buildings, can serve as a comprehensive 
database that provides the building component information for the LCCA. In this research, BIM 
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serves as the building data source in the proposed framework. Descriptive attributes (model inputs) 
related to buildings are extracted from BIM in an automated fashion.  
2.3.1 BIM Applications in Facility Management 
Effective facility LCC management requires the operator to take proper O&M actions – 
operations, maintenance, repair, and renewal programs, because inadequate O&M efforts may 
raise the costs of ownership well above the levels anticipated in the LCCA [37]. For example, 
spending less on routine maintenance may substantially decrease the service life of the equipment 
and increase costs of repair and replacement. BIM has the potential to advance and transform 
facility management by providing a platform for owners and operators to retrieve, analyze, and 
process building information in a digitalized 3D environment, and thus to improve the efficiency 
and effectiveness of facility O&M. This subsection presents a review of recent publications on 
BIM applications on facilities management.  
The most common problem facility managers face is the information accessibility issues 
[92]. During the facility operation phase, they usually do not have easy and quick access to the 
needed information to process work orders [93-95]. To address this issue, BIM is used to integrate 
the fragmented FM information that is housed within different building management systems and 
to provide an intuitive information access interface [93-103]. 
BIM-enabled date exchange and the integration of separate systems are extensively 
discussed. Industry foundation classes (IFC) has been used as the data exchange schema between 
BIM and CMMS [103,104], EIC [105], GIS [106], and BAS [107]. Researchers also used 
commercial software applications to perform the data exchange, such as AutoCAD Civil 3D as a 
means of data exchange between BIM and GIS [97] and Revit DB Link to enable exchanging data 
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between BIM and CMMS [108]. The concept of Central Facility Repository (CFR) proposed by 
the General Services Administration (GSA) describes the comprehensive information system built 
around a central facility database, which serves as the data foundation for FM-related software 
applications [109]. Although CFR is a promising development direction, current BIM-O&M 
studies seldom show the effort of establishing the CFR. Rather than creating a comprehensive CFR, 
loosely coupled system integration solutions are more commonly used approaches 
[94,103,104,107]. Shen et al. [110] claimed that the most promising system integration approach 
for the construction industry is the “distributed loosely coupled integration solution using 
intelligent agents and Web services technologies” because using a single central repository to store 
all the information is not a viable option due to “the fragmented nature and adversarial behavior 
that characterizes the industry” [94,111]. Using this approach, Shen et al. [94] developed a system 
framework for providing decision support to facility management and maintenance. One 
advantage of this approach is that it has better generalizability than establishing a centralized 
comprehensive FM database. In this research, the proposed approach can theoretically integrate 
BIM with multiple building systems, such as HVAC control system, local weather station, building 
façade monitoring system, equipment and people tracking system, equipment condition 
monitoring system, fire response, and evacuation simulation system. However, the article did not 
show much evidence of the developed system prototype and the authors did not conduct 
experiments to validate its effectiveness. In another example, Motamedi et al. [104] integrated the 
data housed in CMMS, Condition Assessment System (CAS), Computer Aided Facilities 
Management (CAFM), and the data in Construction Operations Building Information Exchange 
(COBie) format. They linked these systems’ databases by identifying a unique ID for each building 
element and using it in all related applications. This kind of loosely coupled integration lies the 
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interoperability foundation for automated data transmission among the existing and proposed 
building systems. However, to fully realize the automation in data exchange still requires extensive 
work.  
Once the required information is ready-to-use, the next question is how to make the 
information available and accessible for facility managers when needed and how to present the 
information in an intuitional fashion such that maintenance personnel can easily comprehend it. 
To achieve these goals, researchers have adopted barcodes, RFID, and Augmented Reality (AR) 
together with BIM to facilitate maintenance and repair activities [95,96,99,100,112].  
Barcodes and RFID. Barcodes and RFID tags serve as identifications of building items to 
access the relevant information which is linked with the corresponding objects in the database. By 
scanning the barcode or RFID tag of the item, the mobile device will present the corresponding 
3D BIM component and its information, such as instruction manuals, photos, videos of operations, 
maintenance history, and manufacturer information, etc. [100,113]. The RFID has some 
advantages over the 2D barcode. RFID tags can be scanned from a distance and do not require 
line-of-sight or clean environments, which are necessary for 2D barcodes [113]. Additionally, each 
RFID tag has a chip that can store some modifiable data, which gives the RFID tag some 
flexibilities when used in an environment not connected to the remote information server (ibid.). 
The RFID also has some shortcomings, including the interference among each tagged component 
and the interference between the tagged component and some materials [113,114]. 
Augmented Reality (AR). By providing the superimposed geometric representation on the 
physical space along with the relevant BIM-based facility information in real-time, AR provides a 
suitable interface for O&M fieldwork support [95,96,99]. Similar to barcode and RFID-based 
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systems, AR systems also require installing identification tags on facility items to identify them. 
As pointed out by Lee & Akin in [96], the computer vision-based AR technology can only 
recognize pre-defined physical markers to identify building components. Hence, the proposed AR-
based BIM-maintenance system will not function properly if the markers cannot be seen clearly. 
Another challenge is that deploying physical markers to all the maintainable building components 
is neither economical nor realizable. These issues were partially addressed by a later study 
conducted by Koch et al. [99], who used natural markers (such as exit signs, position marks of fire 
extinguishers, and signs with textual information hints) as the defined visual markers that can be 
captured by the BIM-AR system. The relative position between the visual marker and the user, 
together with the camera’s orientation, are used to locate the user’s position; hence the 
maintenance related information can be accurately displayed on the screen, overlaying on top of 
the identified equipment. This system still has some limitations. It fails to locate the user’s position 
and orientation when 1) no pre-defined natural marker is in the camera view, 2) the distance 
between two markers is larger than 10 meters, and 3) the same marker appears at multiple locations 
(ibid.).  
2.3.2 BIM Applications related to Facility LCCA 
Among the many publications on building cost prediction and analysis in the past decade, 
the ones that have discussed BIM applications only account for a little proportion. BIM-based 
frameworks have been developed for building economic assessments [115-119]. For example, 
Marzouk et al. [120] proposed a framework that integrates BIM with the green building rating 
system LEED (Leadership in Energy and Environmental Design) and calculates building LCC 
using Genetic Algorithms (GA) optimization. This framework acts as a decision-making tool to 
select optimum building materials by expanding the materials library in BIM software and using 
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Application Programming Interface (API) to integrate BIM with the developed GA model. This 
integration allows extracting data from the BIM to the GA model, importing the optimization 
results to BIM after analysis, and modifying BIM based on these results.  
Some preliminary attempts of using BIM for facility LCCA have been made since 2003 
[121]. Fu et al. presented a prototype of an IFC-based modeling tool that can predict building LCCs 
[121]. However, this article only described high-level ideas and did not demonstrate the detailed 
methodology of using IFC for LCCA nor the experiment to test the proposed prototype. Dawood 
et al. [122] proposed a life-cycle energy assessment framework that uses Revit models for 
visualization. Chen et al. [123] proposed a BIM-based framework for selection of cost-effective 
green building design. Hosny & Elhakeem [124] proposed a design analysis framework for 
buildings in the desert environment that aims to achieve environmental friendly designs with 
minimum LCC. This framework uses BIM to serve as an interactive database that houses the data 
useful for evaluating design success measures, such as the LCC and embodied energy based on a 
material breakdown. 
Researchers also used BIM in their environmental impact analyses. Marzouk et al. [118,120] 
proposed two frameworks that use BIM to select optimum sustainable building materials and to 
calculate the building LCCs. Jalaei et al. [116] proposed a method that integrates BIM with 
decision-making approaches to optimize the selection of sustainable building components during 
the conceptual design phase. Liu et al. [117] proposed a BIM-based building design optimization 
method to optimize building designs and improve buildings’ sustainability. They applied a revised 
particle swarm optimization (PSO) algorithm to calculate the trade-off between LCC and life cycle 
carbon emissions (LCCE) of building designs. Nour et al. [125] implemented a Genetic Algorithm 
(GA) with IFC, an energy simulation software program, and a LCC estimation model to achieve 
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“an optimal allocation of energy saving elements to buildings' external envelopes, the use of which 
allows for a positive return on additional investment in energy saving elements”. Shin & Cho [126] 
mapped the required information of facility LCCA and the information that could be obtained 




CHAPTER 3 BUILDING DATA COLLECTION AND INTEGRATION 
This chapter answers the first two research questions: what are the factors that have a 
significant influence on facility LCC and can be explicitly captured, and where to find the data and 
how to efficiently extract the data from the data source(s)? 
The data requirements for facility LCCA, the potential data sources, and data acquisition and 
integration methods are discussed in this chapter. A literature review and a questionnaire survey 
were conducted to determine the independent variables affecting the initial construction costs, 
utility consumption costs, and O&M costs. Major building systems are summarized and the data 
they can provide discussed. This chapter also proposes a data integration framework that enables 
the utilization of the data housed in separate building systems for facility LCCA. 
3.1 The Data Requirements of Facility LCCA 
The first and most challenging task of conducting  LCCA for a buildings is to determine the 
economic effects of alternatives and to quantify these effects and express them in monetary 
amounts [6]. The author’s hypothesis is that by extracting and formatting the LCC-related data 
generated by and housed in different building and computerized systems, and applying appropriate 
machine learning techniques, we can forecast each LCC component of a new building as early as 
the programming phase. A literature review and a questionnaire survey were conducted to 
determine the potentially influential factors that affect the overall LCC, which are also the potential 
descriptive attributes of the LCCA machine learning models.  
To identify related publications involving machine learning applications in the facility LCC 
prediction field, a keyword search is performed in academic databases, including ELSEVIER, 
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EMERALD, EBSCO, WILEY, ASCE, CIB, SPRINGER, T&F, and ISPRS. Articles with abstracts 
contain “machine learning” or “prediction” and the keywords “building cost”, “energy 
consumption”, “operation cost”, and “maintenance cost” are identified and reviewed. 88 related 
publications are identified and reviewed. Each reviewed paper is examined in the following aspects: 
1) research methodology, 2) algorithm used, 3) applicable facility type, 4) what kind(s) of costs 
are considered, 5) what descriptive attributes are used in the prediction model, 6) has a case 
study/experiment or not, and 7) the size of the data set. The results and findings regarding the 
descriptive attributes used in the machine learning models are summarized in Table 3.2 to 3.4. 
Some influential factors not mentioned in the literature but tested in this research are incorporated 
in these tables. 
A set of questionnaires were designed to collect experts' opinion on the influential factors of 
facility LCC, and thus to supplement the results derived from the literature review and to ensure 
the comprehensiveness of the model attribute pool. The participate experts were grouped into three 
categories – experts of initial costs, utility costs, and O&M costs – and each expert was asked to 
fill out a corresponding questionnaire. These questionnaires were developed based on the literature 
review. The potential influential factors (descriptive attributes) were listed in the questionnaire and 
the experts were asked to rate on their influence on facility initial design and construction costs, 
utility costs, or O&M costs. In addition, the experts thought there were influential factors not listed 
in the questionnaire, they were also asked to specify them. The questionnaires are shown in 
Appendix A. 
The information of participants is shown in Table 3.1. The influential factors not mentioned 




Table 3. 1 The information of survey participants 
Expert in Title Year of experience 
Initial design and 
construction cost 
Cost estimator 5 
Cost estimator 3 
Cost estimator 2 
Cost estimator 11 
Registered architect 24 
Vice president 25 
Senior vice president 31 
Assistant vice president 34 
Energy consumption 
Postdoctoral researcher 5 
Ph.D. candidate 4 
Ph.D. candidate 4 
Ph.D. student 3 
Ph.D. student 3 
Ph.D. student 2 
O&M cost 
Communications manager 16 
Assistant vice president 26 
Associate director 14 
Project coordinator 12 











e.g. commercial building, medical building, residential building, 
educational building. 
[16,60] 
Project type New construction, adaptive reuse, historical preservation, etc. Identified in the survey 
LEED 
The green building rating system Leadership in Energy and 
Environmental Design (LEED). LEED certifications involve certified, 
silver, gold, and platinum. 
Proposed in this study 
Structural 
Structure type e.g. concrete, steel, masonry, and timber structure. [14,16,21,58,59,64,81,127] 
Type of floor 
structure 
e.g. Cast-in-place (CIP) concrete and precast concrete. [65] 
Building 
Geometry 
Building floor area 
(BFA)/ built-up 
area 





Including Gross floor area (GFA), gross internal area (GIA), usable floor 





Number of floors Including floors aboveground and underground. 
[13,14,16,17,20,23,58,59,64-
70,80,81,127,129] 
Floor height The average floor to ceiling height. [58,66,127] 
Total height The total building height. [17,21,62] 
External wall area 





The perimeter of a building measured on the internal face of the 
enclosing structural walls. 
[70] 
Footprint area The gross area of the ground floor. [65] 
Gross building 
volume (GRV) 
The total volume of all interior spaces in a building over the gross floor 
area. 
[66] 
The location of the 
core of the building 
The location of the vertical circulation system including stairs, elevators, 
and the service ducts. It can be at the sides or in the middle. “A central 
location requiring less cost than a side location which necessitates extra 




The sum of all fully enclosed and covered building areas at all floor 






The sum of all such areas at all building floor levels, including roofed 




Number of rooms e.g. the number of apartment units, classrooms, and households. [13,14,20,23,68,69,80,127,129] 
Percentage of usage e.g. 30% classroom, 50% laboratory, and 20% office. [11] 
Roof Roof type e.g. gable roof, flat roof, and hip roof. [13,68,69,80,127] 
Exterior 
Enclosure 
Façade type Different systems and materials used in the exterior of a building. [14,16,128] 
The surface area of 
exterior wall 
The value of external surface area subtracting the external window area. [67] 
Window type e.g. fixed windows, casement windows, and sliding windows. [16] 
The proportion of 
opening on external 
walls 
Area of external doors and windows divided by external wall area 
×100%. 
[17,128] 
Interior Finishing Finishing type/grade (e.g. luxurious, medium, and simple). [68,69,80] 
Occupancy Number of people Designed/predicted number of occupants. [81] 
Foundation Foundation type 
e.g. foundation system (pier, wall, slab) and basement system 




Foundation area The total area of the foundation. [21] 
Civil and 
landscape 
Topography & soil 
condition 
e.g. plan irregularity, soil condition (hard, medium, or soft). [14,59,66,67,129] 
Parking area The total area of the parking lot. [13,20] 





The period of time between the date of the construction contract start on 




Self-explanatory. Proposed in this study 
Construction site 
area 
The total area of the construction site. [20,129] 
Delivery method e.g. CM at risk, design-build, and design-bid-build. [23] 
Construction site 
access 















Security The security requirements Identified in the survey 
Information 
technology systems 
Communication/audio-visual/special Systems Identified in the survey 
 
Table 3. 3 Independent variables affecting utility consumption to be incorporated in the LCC prediction model 
Group Attribute Name Description Reference 
General 
Building age Self-explanatory. [11,72] 
Building function/type 




The green building rating system Leadership in Energy and 
Environmental Design (LEED). LEED certifications involve certified, 
silver, gold, and platinum. 
Proposed in this study 
Building 
Geometry 
Building floor area (BFA)/ 
built-up area 





Number of floors Including floors aboveground and underground. [11,83] 
Floor height The average floor to ceiling height. [11] 
Conditioned floor area 
(CFA) 
The total floor area of enclosed conditioned space on all floors of a 
building. 
[72] 
Gross building volume 
(GRV) 





Number of rooms e.g. the number of apartment units, classrooms, and households. [72] 
Percentage of usage e.g. 30% classroom, 50% laboratory, and 20% office. Proposed in this study 
Occupancy 
Number of computers and 
televisions 
e.g. desktop PC, laptops, TVs [11] 
Number of printers/ 
photocopiers 
Self-explanatory. [11] 
Number of kitchen 
electrical products 
e.g. conventional ovens and microwave ovens. [72] 
Occupants’ average time 
spent in the building 
e.g. none, medium, and long [72] 
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Electric vehicle number Self-explanatory. [72] 
Occupancy percentage 
The proportion of rooms occupied to the number of rooms available for 
the selected date or period. 
[11] 
Reduce energy cost 
willingness 
Yes/No [72] 
Number of regular 
occupants 
e.g. the number of employees or students. [11] 
Total hours open per week The total hours of operation each week. [11] 
Heating/cool
ing 
HVAC system used The HVAC system types and its corresponding control strategies 
Identified in the 
survey 
Heating percentage 
The percentage of the total floor space within the facility that is served by 
mechanical heating equipment. 
[11] 
Cooling percentage 
The percentage of the total floor space within the facility that is served by 
mechanical cooling equipment. 
[11] 
Programmable thermostat Have programmable thermostat? Yes/No. [72] 
Apparent temperature 
The temperature equivalent perceived by humans, caused by the 





Photovoltaic (PV) system Have PV system?  Yes/No. [72] 
Percent lit when open The percentage of lit area to total building area when open. [11] 
Percent lit off hours The percentage of lit area to total building area when close. [11] 
Weather 
Heating degree day (HDD) 
The number of degrees that a day's average temperature is below the 
degree which buildings need to be heated. 
[11,83] 
Cooling degree day (CDD) 
The number of degrees that a day's average temperature is above the 
degree which buildings need to be cooled. 
[11,83] 
Temperature The temperature at the building location throughout the year [72] 
Dew point 
The temperature to which air must be cooled to become saturated with 
water vapor. 
[72] 
Humidity The amount of water vapor present in air. [72] 
Daily average sky cover 
(Cloud cover) 
The daily average fraction of the sky obscured by opaque clouds when 











Total window area footage The total area of exterior windows. [72] 
 
Table 3. 4 Independent variables affecting O&M costs to be incorporated in the LCC prediction 
 Attribute Name Description Reference 
General 
Building age Self-explanatory. [15,89-91,131-135] 
Building function/type 
e.g. commercial building, medical building, residential building, 
educational building. 
[135] 
LEED The green building rating system Leadership in Energy and 
Environmental Design (LEED). LEED certifications involve 
certified, silver, gold, and platinum. 
Proposed in this study 
Structural Structure type e.g. concrete, steel, masonry, and timber structure. [91] 
Space 
distribution 
Number of rooms e.g. the number of apartment units, classrooms, and households. [89] 
Percentage of usage e.g. 30% classroom, 50% laboratory, and 20% office. [15,90,91,134] 
Occupancy Number of people Designed/predicted number of occupants. [89] 
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Number of shifts Shifts of operation and maintenance team. [89] 
Financial 
Average sale price The average price at which the building is sold in the market. [90,134] 
Budget constraint The budget constraint of operation and maintenance. [132] 
Building 
geometry 
Building floor area (BFA)/ 
built-up area 




Including Gross floor area (GFA), gross internal area (GIA), usable 
floor area (UFA), etc. 
[24,90,131,134] 
Number of floors Including floors aboveground and underground. [15,24,89-91,134] 
Building geometry in 
general 
Footprint area, building volume, etc. 
[135] 
Total height The total building height. [24] 
Floor height The average floor to ceiling height. [24] 
Performance 
Building performance index 
(BPI) 
BPI is a high-level indicator of building performance. It sometimes 
refers to energy use intensity and sometimes used to combine several 





Number of elevators Self-explanatory. [15,91] 
Technical equipment Number of certain equipment that needs special maintenance. [135] 
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3.2 The Data Sources 
Many building managers and operators are using building management and control systems 
in their daily work. These systems, such as the Building Automation System (BAS), the 
Computerized Maintenance Management Information System (CMMS), and the Building Energy 
Management Systems (BEMS), are constantly collecting or generating facility and human activity-
related data, a portion of which can serve as the raw data for LCCA. This section briefly introduces 
the major building systems and discusses the LCCA-related data they can provide. In addition, the 
BIM-based Central Facility Repository (CFR) is also introduced.  
3.2.1 Building systems 
Each building system is designed to provide specific functionalities for facilities 
management and control but, with the advancement of Information and Communication 
Technology (ICT), the vendors of modern building systems are expanding their products’ 
functionalities, thus there may be some overlaps among them. For example, some BAS may have 
certain energy management functions [136]. Regardless of the existing and potential overlaps, the 
mainstream building systems are summarized as follows: 
Building Automation System (BAS). The BAS is also known as the Building Management 
System (BMS). It is a computer-based system that monitors and controls the building's mechanical 
and electrical equipment such as heating, ventilation, air-conditioning (HVAC) systems, fire 
systems, and security systems [137,138]. A BAS uses sensors to collect data pertaining to the 
building conditions and uses actuators to conduct physical control. A large amount of records 
pertaining to temperature, power, flow rate and pressure, control signals, states of equipment, etc., 
are collected by the BAS stored in its database [139]. 
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Building Energy Management System (BEMS). A BEMS is a comprehensive approach to 
monitor and control the building's energy needs by collecting the building’s energy-related data, 
analyzing the performance status, and controlling corresponding equipment [140]. Similar to the 
BAS, the BEMS are generally applied to the control of active systems such as the HVAC system 
and lighting system. The main difference between a BEMS and other building systems is the 
characteristic of energy-related data collection, processing, and centralized and/or automated 
building control [141]. The role of the BEMS is known and significant because BEMS can 
contribute to the continuous energy management and therefore to achieve energy and cost savings 
and the comfort of the building occupants [142]. When the goal of energy saving is expanded to 
reducing environmental impacts, the name Environmental Management System (EMS) is used 
instead of BEMS.  
Computerized Maintenance Management Information System (CMMS). The CMMS, also 
known as the Computerized Maintenance Management Information System (CMMIS), is utilized 
by facilities maintenance organizations to record, manage, and communicate their daily operations 
[143]. The core function of a CMMS is “to manage information related to maintenance, including 
but not limited to work orders, asset histories, parts inventories, maintenance personnel 
management and the calculation of maintenance metrics” [144]. The CMMS is an essential tool 
for modern facility operation and maintenance work because it can 1) provide building component 
information for maintenance and repair work, 2) generate reports for managing resources, 3) 
prepare facilities key performance indicators (KPIs) metrics for evaluating the effectiveness of the 
current operations, and thus 4) support organizational decision makings [143].  
Integrated workplace management system (IWMS). An IWMS is a software platform 
designed to optimize an organization’s deployment of workplace resources, including real estate 
52 
 
management, capital project management,  asset management, and space management [145]. It 
sometimes includes the functionality of a CMMS and/or an enterprise resource planning system 
(ERP) [144].  
3.2.2 The potential data sources for each LCC component 
Data availability is the biggest challenge for facility LCCA [22,87]. The building systems 
introduced in the previous section are constantly collecting or generating facility and human 
activity-related data, a portion of which can serve as the raw data for LCCA. However, these data 
are rarely interpreted and utilized for LCC-related analysis. This research solves the data 
availability issue of facility LCCA by creating a framework for utilizing the data in building 
systems directly. The potential sources of the data that can be used to derive each LCC component 
are listed in Table 3.5.  
Table 3. 5 The LCC components and their potential data sources 
LCC Component Potential Data Source 
Initial design and 
construction costs 
IWMS – the capital planning and investment control module. 
The construction cost estimation report that records the detailed 
construction costs. 
The design contract that records the design costs. 
Utility costs (utility 
consumptions) 
The BAS / BMS  
The BEMS 




The same source as the initial costs 
CMMS 
 
3.2.3 The BIM-based Central Facility Repository (CFR) 
The concept of Central Facility Repository (CFR) proposed by the General Services 
Administration (GSA) describes the comprehensive information system built around a central 
facility database, which serves as the data foundation for FM-related software applications [109]. 
BIM can serve as the platform of a CFR by integrating 3D object parametric data, facility 
management data, building drawings and specifications, real-time sensor data, etc. [146,147]. The 
BIM-based CFR offers an efficient way to extract building data, and thus to obtain the descriptive 
attributes (listed in Table 3.2 to 3.4) for the LCCA machine learning models.  
3.3 Building Data Acquisition and Integration 
Currently, the inter-system data interoperability among the building systems is limited and 
the data formats vary based on different vendors. The data housed in these systems are not 
connected, available to analysts and developers in a consumable way. Therefore, these data are 
rarely utilized for LCC-related analysis or any other analysis in an integrated fashion. In this 
research, the universal set of all the data needed to establish the LCCA machine learning models 
is termed as “the LCCA data package”. This section proposes a building data acquisition and 
integration framework to establish the LCCA data package. 
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Figure 3.1 shows a high-level data acquisition process for LCCA. The design and 
construction documentation refer to the construction drawings, estimation reports, scheduling, 
manuals, and specifications. The BIM refers to the as-built building information model, which is 
the "digital twin" of a building [26]. The required building data can be automatically extracted 
from BIM if it is properly developed and include relevant information [148,149]. 
 
 
Figure 3. 1 The overall LCCA data acquisition process 
 
3.3.1 The framework to establish the LCCA data package  
The evolving building systems already contain the data needed for machine learning-based 
LCCA. By extracting relevant data from each building system, storing them in a federated database 
which consists of multiple connected individual databases, we can establish the LCCA data 
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package. The database connections can be established by using data exchange schemas, such as 
customized Extensible Markup Language (XML) schemas, which are derived from the data 












Figure 3. 2 Establishing the LCCA data package by linking the databases of building systems 
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Figure 3.2 illustrates a conceptual framework to establish the LCCA data package. Separate 
building systems with different data protocols generate various types of raw data, such as the 
electric system generates energy usage data and the water supply system generates water usage 
data. Some of the raw data need to be further processed by certain techniques, such as data mining 
and machine learning, to produce the data ready for LCCA (Figure 3.2a). The lack of means to 
integrate these building data is hindering the machine learning-based LCCA applications. A 
federated database network that can provide integrated and comprehensive building data for LCCA 
– the LCCA data package – by connecting multiple databases, which are based on various 
standards and protocols, is the basis of the efficient implementation of machine learning-based 
LCCA. 
If we examine the building systems from a perspective of IoT, they are already embedded 
with the IoT network which contains sophisticated sensing and actuation devices. BIM models 
offer a clear potential as the “digital twin” of the built environment – one that can provide 
significantly enhanced spatial context for the building IoT network. A strategy for connecting the 
data protocols used by the building systems with the BIM data schemas can provide a critical layer 
of spatial semantics to these IoT systems, such as device geo-positioning and metadata tagging, 
and can harmonize these data sources with various data protocols.  
Extensive work is needed to enable the data connections between different building systems 
and to establish the proposed federated database network and hence to acquire the LCCA data 
package. One of the prerequisites is a thorough investigation of the data standards and protocols 
of the IoT devices – sensors, cameras, actuators, etc. – and the BIM data schemas. The most 
commonly-used data protocols of building automation and control are summarized in Table 3.6. 
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1-Wire Dynet VSCP 
BACnet EnOcean xAP 
C-Bus KNX X10 
CC-Link LonTalk Z-Wave 
DALI Modbus ZigBee 
DSI oBIX INSTEON 
 
Industry Foundation Classes (IFC) specification is the leading neutral BIM data schema to 
describe, exchange and share building information [150]. Most of the BIM software applications 
support IFC. Currently, 653 entities (geometry, properties, and relationships of building 
components) can be defined in IFC and the capabilities of IFC as a data standard keep expanding 
[151]. gbXML [152] is another commonly used building data schema. CityGML is a city-level 
open data standard and exchange format to store digital 3D models of cities and landscapes [153]. 
3.3.2 The method for establishing the linkage among different databases 
The connections between the IoT data protocols with the BIM data schema can be 
established by identifying the overlaps between them and creating a federated data framework that 
enables the data collection, query, and exchange. Figure 3.3 shows an example in which the 
60 
 
overlaps of the data protocol in each level – device level, building level (BIM), and city/community 
level – are identified. Then, as Figure 3.4 shows, the overlaps can be used to establish the linkage 
among the databases of devices, buildings, and the city/community, thereby a federated database 
network can be established to provide real-time LCCA data package. 
 
 





Figure 3. 4 Federated database network for LCCA 
 
The challenge of establishing the linkage among the databases lies in how to align the 
“common” data – such as device ID and building ID – in each database. For example, the device 
ID is “abcd123” in the device database, but it may be “123-abcd” in the building database. XML 
schemas can be created to address this issue. They enable automatically editing and concatenating 
the values of the key data fields and thus to align the common data.  
3.3.3 An example experiment: connecting BACnet, IFC, and CityGML based databases  
An example experiment is designed to demonstrate the proposed method for establishing the 
federated data framework and prove its feasibility. In this experiment, BACnet, IFC, and CityGML 
are adopted as the data protocol of device level, building level, and city level, respectively. 
BACnet (A Data Communication Protocol for Building Automation and Control Networks) 
is the dominant protocol in the Building Automation Industry [154]. The BAS used in the 
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experiment – Johnson Controls’ Metasys system – is based on BACnet and its devices are BACnet 
compatible [155].  
Figure 3.5 shows the experiment framework. The data generated by the BAS’s sensor 
network deployed in multiple campus buildings are collected and stored in a MySQL database. 
The database of Metasys is not used directly due to the lack of privilege and changes need to be 
made in the database without disturbing the BAS' normal operations. An open-source tool named 
BCVTB (Building Controls Virtual Test Bed) [156] is used to read the data generated by BACnet 
devices and write them to the database. This approach can extract any type of building data from 
BACnet supported device networks. In this experiment, the electricity consumption data are used 
as the device level data to connect with the IFC-based building database.  
 
 





In the building level, to provide an efficient query-ability into BIM data, which is 
traditionally difficult and slow, two IFC models are transformed into a simplified RDBMS 
(Relational Database Management System) data format and stored in an Oracle Database Server 
(Oracle RDBMS). The tool the author used in this step is called BIMRL-ETL (BIM Rule Language 
- Extract, Transform and Load) [157], which is a plug-in of xBIM [158]. The xBIM project aims 
to provide developers the codebase for innovative BIM applications.  
In the community/city level, a CityGML city model is also transformed and stored in an 
Oracle Database Server. A tool named 3D City Database (3DCityDB) [159] is used to automate 
this process. The 3DCityDB is an open-source package consisting of a database schema and a set 
of software tools to import, manage, analyze, visualize, and export CityGML city models. “The 
database schema results from a mapping of the object-oriented data model of CityGML 2.0 to the 
relational structure of a spatially-enhanced relational database management system” (SRDBMS) 
[160]. 
To federate the data in each level’s database by using the common data fields, the author 
have identified the overlaps (not exhaustively) between BACnet XML [161] and ifcXML (IFC in 
the XML form) [162], that between BACnet XML and gbXML,and that between ifcXML and 
CityGML XML [163]. Please see Appendix B for the data mapping detail. The common data fields 
used for database federation in this experiment are shown in Table 3.7 and 3.8. 
 














Table 3. 8 The common data fields between IFC XML and CityGML 










Based on the identified overlaps of these data schemas, XML files are created in MapForce 
[164] to automatically edit and concatenate the values of the identified data fields, thus to align 
the common data in each database. 
This experiment demonstrates the process of establishing the federated databased network, 
which is: 1) studying different building IoT data schemas, 2) identifying common data fields 
between these schemas and BIM data schemas, 3) creating the tools (may be as simple as an XML 
schema) to establish the linkage between databases, and thus 4) establishing the federated data 
network. The proposed framework is scalable, which means if one type of building data can be 
extracted and stored in an SQL database, and this database can be linked to the building level 
database and then the community/city level database using the proposed methods, other types of 
data can also be processed by similar methods according to the framework, although the specific 




CHAPTER 4 DERIVING LCC COMPONENTS THROUGH MACHINE 
LEARNING 
The first and most challenging task of an LCCA for buildings or building systems is to 
determine the economic effects of alternatives and to quantify these effects and express them in 
monetary amounts [6]. After the cost-related data are extracted from the building systems and 
stored in one database, machine learning techniques can be implemented on them to forecast each 
LCC component of a building. This chapter first proposes the framework for machine learning-
based facility LCC component prediction, and then summarizes the most commonly used machine 
learning methods for facility cost prediction. It also discusses the attribute selection process and 
the applicability of these methods in the prediction of each LCC component – initial cost, utility 
cost, and O&M cost. The validation methods and performance measures are also discussed.  
4.1 The Process of Machine Learning-based Facility LCC Component Derivation 
The overall process of deriving LCC components is shown in Figure 4.1. The raw data used 
for deriving the initial design and construction costs, utility costs, and O&M costs are extracted 
from multiple building systems (discussed in Chapter 3). The data indexed in time order – utility 
consumption and O&M costs – are analyzed by time series methods, and projections are made 
when necessary, such as there are missing values because of sensors were not deployed before a 
certain time. The public statistics, such as the historical inflation rate, utility price, and labor rate, 
are incorporated into the analysis to calculate the monetary costs and to convert the costs to their 
present values, which are the LCC components (target attributes) for the LCCA machine learning 





Figure 4. 1 LCC component derivation 
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4.2 Machine Learning Methods for Facility Cost Prediction 
The literature review indicates machine learning methods, including linear regression, K-
Nearest Neighbors (KNN) regression, Support Vector Machines (SVM) regression, regression 
trees, and Artificial Neural Networks (ANN), have been implemented for building cost prediction 
[12]. This section introduces these machine learning methods, which were implemented in the 
experiments (Chapter 6). 
4.2.1 Linear regression and gradient descent 
Regression analysis is a technique for modeling the relationship between variables [165]. If 
the relationship between the independent variables (descriptive attributes) and the dependent 
variable (target attribute) is linear, then the model is called a linear regression model. The model 
involves only one independent variable is called a Simple Linear Regression (SLR) model; the one 
involves multiple independent variables is called a Multiple Linear Regression (MLR) model. If 
the relationship between the independent variable(s) x and the dependent variable y are modeled 
as an nth degree polynomial in x, it is called a polynomial regression model. Although the 
polynomial regression model is nonlinear from the data perspective, it is considered as a linear 
machine learning model. This is because the regression function is linear in the unknown 
parameters that are derived from the data. Therefore, polynomial regression is considered to be a 
special case of MLR [165].  
Gradient descent is a commonly employed iterative optimization algorithm to find the values 
of parameters (coefficients) of a function that minimizes a cost function [166]. It can be used to 
solve both a linear and a nonlinear system. In predictive analytics, MLR with gradient descent is 
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the most common approach to error-based machine learning, whose goal is to find the set of 
parameters for a model that minimizes the total error across the prediction made by the model [8]. 
4.2.2 Support Vector Machines (SVM) regression 
The Support Vector Machines (SVM) regression is another commonly used method of error-
based machine learning for predictive analytics. The Support Vector algorithm is a nonlinear 
generalization of the Generalized Portrait algorithm [167]. It grounded in the framework of 
statistical learning theory – characterizing properties of learning machines which enable them to 
generalize well to unseen data [167]. Support Vector Machines (SVMs) are a specific class of 
algorithms that are characterized by “usage of kernels, absence of local minima, sparseness of the 
solution, and capacity control obtained by acting on the margins, or on the number of support 
vectors” [168]. SVMs map input vectors into a high dimensional feature space, where a maximal 
margin hyperplane is constructed [169]. SVMs can be applied to regression problems by 
introducing an alternative loss function that is modified to include a distance measure 
[167,170,171]. 
4.2.3 K-Nearest Neighbors (KNN) regression 
The K-Nearest Neighbors (KNN) algorithm is a non-parametric method that can be used for 
regression analysis [172]. It is a type of instance-based learning, or lazy learning, and considered 
as one of the simplest o machine learning algorithms [166]. The output of a KNN regression is the 
object’s property value, which is the average of the values of the object’s k nearest neighbors [172]. 
The KNN regression model is a composition of each local model with the prediction made, which 
is a function of the target feature value of the instance in the dataset closest to the query, hence it 
is sensitive to noise in the target feature [8]. In addition, the KNN regression model uses the full 
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set of descriptive features when making a prediction, which makes it particularly sensitive to the 
occurrence of missing descriptive feature values [8]. The KNN is a similarity-based approach to 
machine learning, which comes from the idea that making predictions based on what has worked 
well in the past [8]. 
4.2.4 Regression Tree 
A decision tree is a hierarchical tree-like model composed of a root node, interior nodes, and 
leaf nodes [166]. The decision tree machine learning model uses a decision tree to start from the 
descriptions of an item (represented in the root node and interior nodes) to conclusions of the item's 
target value (represented in leaf nodes) [8]. Decision trees with the target variable can take 
continuous values are called regression trees. The decision tree is the fundamental structure used 
in information-based machine learning, which adopts information theory [173] as a method of 
determining the shortest sequence of descriptive feature tests required to make a prediction [8]. 
4.2.5 Time Series Forecasting and Backcasting 
A time series is a series of data points indexed in time order. One of the fundamental 
functions of the time series analysis is forecasting. Time series forecasting is the use of a model to 
predict future as yet unobserved values based on historical data [174]. The deterministic trend 
model is one of the most commonly used time series models for handling trends and seasonality 
in economic and business data [175]. It can be established by the method of ordinary least squares, 
thus can be easily interpreted [175]. An autoregressive integrated moving average (ARIMA) model 
is another commonly used model for predicting future time series data [174]. 
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While time series forecasting involves predicting the future based on the analysis of existing 
data, time series backcasting works in the opposite direction – using the existing data to estimate 
the unknown historical data, i.e. forecast in reverse time [176]. In this research, the future utility 
consumptions and O&M costs are predicted through time series forecasting approaches, while the 
unknown historical consumptions and costs data are estimated through time series backcasting 
approaches.  
4.2.6 Artificial Neural Network (ANN) and Multilayer Perceptron (MLP) 
Artificial Neural Networks (ANN) are computing systems inspired by the biological neural 
networks that constitute animal brains [177]. The ANN itself is not an algorithm but rather a 
framework to federate different machine learning algorithms for complex analysis [177]. The 
Multilayer Perceptron (MLP) is an ANN structure and is a nonparametric estimator that can be 
used for regression [166]. The MLP utilizes a supervised learning technique called 
backpropagation for training and consists of, at least, three layers of nodes: an input layer, one or 
multiple hidden layers, and an output layer [178-180]. One strength of MLP is the capability of 
distinguishing data that is not linearly separable [181]. MLP is also a method of error-based 
machine learning for predictive analytics [8]. 
4.3 Attribute Selection 
In machine learning, attribute selection, also known as feature selection or variable selection, 
is the process of selecting a subset of the relevant attribute (features, variables) for use in model 
construction. Attribute selection is an essential process of machine learning model development 
because it simplifies the model for easier interpretation, shortens the model training time, and 
enhances generalization by reducing overfitting [182]. In this research, the preliminary attribute 
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selection is conducted through a literature review and questionnaire survey (Chapter 3). This 
section introduces three general classes of attribute selection algorithms: filter methods, wrapper 
methods, and embedded methods. 
4.3.1 Filter Methods 
Filter methods use variable ranking techniques and act as a pre-processing step to rank the 
features wherein the highly ranked features are selected and applied to a predictor [183]. The 
predictor is one or more variables that are used to determine the target attribute (feature, or 
variable). In filter methods, the general characteristics of the training data, such as distances 
between classes or statistical dependencies, are used to select features with the independence of 
any predictor [184]. The commonly used filter methods involve the Relief algorithm [185], 
correlation based feature selection (CFS) [186], fast correlated-based filter (FCBF) method [187], 
and the INTERACT algorithm [188]. 
4.3.2 Wrapper Methods 
Wrapper methods search through subsets of variables and use the predictor performance as 
the objective function to evaluate the variable subset [183]. Wrapper methods are considered a 
superior alternative in supervised learning problems, but they generally have a high computational 
cost than filters methods because the search process requires a large number of executions [189]. 
The algorithms that can be used in wrapper methods can be broadly classified into Sequential 
Selection Algorithms and Heuristic Search Algorithms [183]. Sequential selection algorithms 
involve Sequential Feature Selection (SFS) algorithm [190,191], Sequential Backward Selection 
(SBS) algorithm [190], Sequential Floating Forward Selection (SFFS) algorithm [190,191], and 
Adaptive Sequential Forward Floating Selection (ASFFS) algorithm [192,193]. Heuristic Search 
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Algorithms involve the Genetic Algorithm (GA) [194], the CHCGA (a modified GA) [195,196], 
and the binary PSO algorithm [197].  
4.3.3 Embedded Methods 
Embedded methods aim to reduce the computation time of reclassifying the subsets – a 
process done in wrapper methods – mainly by incorporating the feature selection as part of the 
training process [183]. In contrast to the filter methods and the wrapper methods, in embedded 
methods, the learning part and the feature selection part cannot be separated [198]. Embedded 
methods may be more efficient than the wrapper methods in several respects: the available data 
are fully utilized because they do not need to be split into the training set and the validation set; 
moreover, the solution can be reached faster because embedded methods do not need to retrain a 
predictor from scratch for every variable subset investigated [199].  
4.4 LCC Components Derivation  
To build the dataset for training machine learning models, each of the LCC component – the 
initial cost, the utility cost, and the O&M cost – needs to be derived from the raw data (Figure 4.1). 
This section presents the general derivative formulas for the LCC components.  
4.4.1 The Initial Cost 
The present value of the initial cost is calculated by the following equation: 
 
𝑃𝑉𝐼𝐶 = 𝐼𝐶 × ∏ (1 + 𝑟𝑖)
𝑡





𝑃𝑉𝐼𝐶 is the present value of initial cost. 
IC is the amount of initial cost. 
t is the building age. 
𝑟𝑖 is the annual inflation rate of i years ago.  
 
4.4.2 The Utility Cost 
The utility consumptions of a facility are time-series data. To convert these data into roll-up 
present values, the studied time frame must be specified first, such as 20 years, 50 years, or 70 
years. The present value of the utility cost – electricity costs, water (and sewer) costs, and gas costs 
– can be calculated by the following equation: 
 




𝑗=1                       (2) 
 
Where: 
𝑃𝑉𝑈 is the present value of utility cost, which can be electricity cost, water (and sewer) 
cost, gas cost, etc. 
𝑈𝐶𝑗 is the annual utility consumption of j years ago. 
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𝑈𝑃𝑗 is the utility price of j years ago. 
n is the length of the study period in years. 
𝑟𝑖 is the annual inflation rate of i years ago.  
 
4.4.3 The Operation, Maintenance, and Repair Cost 
The O&M cost typically involves monetary costs – such as material costs, equipment costs, 
and labor costs when hiring a vendor to do the O&M work – and the labor hours of the 
organization’s employees spent on the O&M work. A specific time frame is also needed here since 
the O&M cost is also time-series data. The present value of the O&M cost can be calculated by 
the following equation: 
 




𝑗=1      (3) 
 
Where: 
𝑃𝑉𝑂𝑀 is the present value of O&M cost. 
𝐿𝐻𝑗 is the annual labor hours spent on O&M j years ago. 
𝐿𝑃𝑗  is the O&M labor rate j years ago. 
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𝑂𝑀𝐶𝑗 is the annual O&M monetary cost j years ago. 
𝑟𝑖 is the annual inflation rate of i years ago.  
 
4.5 Evaluation Methods 
This section summarizes four commonly used model performance evaluation methods and 
discusses when each is most appropriate.  
4.5.1 Hold-out Sampling 
The hold-out sampling method splits the dataset into a training set to train the model and a 
test set to evaluate it. Implementing this method requires that the training set is no more 
representative for the test set than for the population as a whole [200]. Hold-out sampling is a 
simple form of sampling that is suitable when a large dataset is available to ensure that the model 
is accurate and fully evaluated [8]. In some cases, a third dataset, the validation set, is needed for 
hold-out sampling when data outside the training set and test set are needed to tune particular 
aspects of a model [8]. 
4.5.2 k-Fold Cross Validation 
Cross-validation is an evaluation technique for assessing a machine learning model’s ability 
to predict new data that were not used in training it, and to give an insight on how the model will 
generalize to an independent dataset [201]. The k-fold cross-validation method randomly partitions 
the original sample dataset into k equal sized subsamples and uses one of these subsamples as the 
test set and uses the remaining k − 1 subsamples as the training set. The cross-validation process 
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repeats k times, with each of the subsamples used exactly once as the test set [202]. The k results 
can then be averaged to produce a single analysis accuracy. The advantage of this method is that 
all instances of the dataset are used for both training and validation, and each instance is used for 
validation exactly once [8].  
4.5.3 Leave-one-out Cross-validation 
Leave-one-out cross-validation is an extreme form of k-fold cross-validation in which the 
number of folds is the same as the number of training instances [8]. In this method, each fold of 
the test set contains only one instance, and the training set contains all the remaindering data. 
Leave-one-out cross-validation is suitable when the amount of data is limited such that no big 
enough training sets can be constructed for k-fold cross-validation [8].  
4.5.4 Bootstrapping 
When the dataset is very small (for example, fewer than 300 instances), bootstrapping 
approaches are preferred over cross-validation approaches [8]. Similar to the k-fold cross-
validation, the iteratively performs evaluation experiments using slightly different training and test 
sets each time to evaluate the performance of a model. For each iteration, a random selection of 
some instances is taken from the original dataset to generate a test set and the remaining ones are 
used as the training set, then a performance measure of the trained model is calculated for each 
iteration. The main difference between bootstrapping and cross-validation is that bootstrapping is 
resampling with replacement while k-fold cross-validation without, which means bootstrapping 
can have duplicate data while k-fold cross-validation cannot. The bootstrapping process is repeated 
for k iterations and the average of the individual performance measures gives the overall 
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performance of the model. The k here is typically greater than or equal to 200, which is much 
larger than that of the k-fold cross-validation method [8]. 
4.6 Performance Measures 
Multiple performance measures can be used to evaluate the effectiveness of machine 
learning models. This section summarizes four commonly used measures of error for regression 
machine learning models. 
4.6.1 Basic Measures of Error 
The basis of most common performance measures for regression machine learning models 
is the sum of squared errors of prediction (SSE), which is the sum of the squares of the errors – 
the deviations of predicted from observed data [8]. SSE is a measure of the discrepancy between 
the actual observations and the machine learning predictions. A small SSE indicates a tight fit of 
the model to the data [166]. SSE is given by [8]: 






n is the size of the dataset.  
𝑦𝑖 is a set of n expected target values. 




Mean Squared Error (MSE) is the average of the squares of the errors, i.e. the average 
squared difference between the estimated values and what is estimated [8]. The MSE is a 
commonly used measure of the quality of an estimator; it is always non-negative, and values closer 
to zero are better [57]. MSE is given by [8]: 
MSE =  





Where the notations are the same as the equation above. 
Root Mean Squared Error (RMSE) is the square root of MSE. It has the same units as the 
quantity being estimated.  
Because including the squared term, the RMSE tends to overestimate error as it 
overemphasizes individual large errors [8]. An alternative measure that addresses this problem is 
the Mean Absolute Error (MAE), which is given by [8]: 
MAE =  





Where the terms in the equation have the same meaning as before. Same as SSE, MSE, and 
RMSE, the smaller values of MAE indicate better model performance.  
4.6.2 Domain Independent Measures of Error 
The basic measures of error introduced above can give intuitive measures of the performance 
of a machine learning model. However, these measures by themselves are not sufficient for an 
analyst to judge whether a model is making accurate predictions without deep knowledge of a 
domain [8]. For example, without understanding the domain of construction and some information 
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of the project (such as the project size), one cannot judge whether a construction cost prediction 
model that has an RMSE of $500,000 is actually making accurate predictions or not. 
The coefficient of determination, R2, is a domain independent measure of model 
performance that is frequently used for predictive machine learning models. It is the proportion of 
the variance in the target attribute that is predictable from the descriptive attribute(s) [166]. R2 is 
calculated as [8]: 




Where SSE is the sum of squared errors of prediction introduced above, and SST is the 
performance of an imaginary model that always predicts the average values from the test set – the 
Total Sum of Squares, which is given by [8]: 













The values of R2 fall in the range of [0, 1) and larger values indicate better model 
performance. R2 is used as the model performance measure in the experiment demonstrated in 
Chapter 6.  
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CHAPTER 5 THE OVERALL PROCESS AND ONTOLOGY OF LCCA 
This chapter presents a framework for developing machine learning models for facility 
LCCA. A domain ontology for machine learning-enabled LCCA (LCCA-Onto) is developed to 
encapsulate knowledge about LCC components and their roles in relation to sibling ontologies that 
conceptualize the LCCA process. This domain ontology is then tailored to be the cornerstone (the 
knowledge base) that will enable the automated LCCA data collection from building systems. The 
contents presented in this section can be used as an institutional guideline for facility LCC 
monitoring and prediction.  
5.1 The Overall LCCA Framework 
5.1.1 Assumptions 
In this research, there are three underlying assumptions for utilizing the historical data to 
predict facility LCC: 
(1) All historical data are correct – all the readings of meters are accurate and the records 
in each building system, no matter automatically saved or manually inputted, are 
correct, with outliers of the data identified and processed. 
(2) The simulated data can reflect the actual costs – the missing data (because the sensors 
were not deployed or malfunctioning), such as utility consumptions and O&M costs, 
can be estimated by forecasting or backcasting based on the historical data. 
(3) The inflation rate related to building costs is the same as the general inflation rate – the 
author assume the discount rate for building costs in the U.S. can be represented by the 
general inflation rate provided by the U.S. Bureau of Labor Statistics [203].  
82 
 
5.1.2 A framework for developing machine learning models for facility LCCA 
The proposed framework for developing machine learning models for facility LCCA is 
shown in Figure 5.1. It consists of four major modules: 1) obtaining the descriptive attributes, 2) 
obtaining the target attributes, 3) training machine learning models, and 4) evaluating the models 






Figure 5. 1 The overall LCC machine learning model development 
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The potential descriptive attributes in the LCCA machine learning model are 
discussed in Chapter 3, listed in Table 3.2 to 3.4. The data related to those attributes can be 
provided by BIM [147,148]. However, for the organizations that do not have well-
developed BIM (e.g. BIM with a level of development 400) for all facilities, the required 
data can be found in the design and construction documentation. For example, design 
drawings contain building geometry, structural, foundation, and general building 
information, such as building age and function, while the construction documents contain 
construction management related information, such as the delivery method and 
construction duration. After operation, the buildings’ space allocations may change over 
time and this kind of change may not be timely reflected in the BIM. In this case, the up-
to-date space allocation data can be found in the integrated workplace management system 
(IWMS) or other space management system.  
The derivation of target attributes – the present value of initial costs, utility costs, 
and O&M costs – is discussed in Chapter 4. The process of facility LCC component 
derivation is shown in Figure 4.1. In contrast to the descriptive attributes, which are 
relatively static in a certain time period (such as three months), the target attributes are 
dynamic and can vary with the real-time utility consumption and O&M costs. Therefore, a 
framework to acquire and integrate the dynamic facility data in an automated fashion, as 
described in Section 3.3, is desirable for overall facility LCCA machine learning model 
development process.  
With the descriptive attributes and target attributes ready, the next step is to train the 
machine learning models based on these data. The machine learning methods listed here in 
the proposed framework are the ones that have been proved to be effective in building-
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related costs prediction [12]. The method pool of training regression models for facility 
LCCA is expandable. With the development of machine learning techniques in predictive 
data analytics, more methods can be adopted and implemented within the framework.  
Evaluating the models and selecting the outperformed machine learning algorithm 
for facility LCC prediction can be done by repeated random sampling and cross-validation, 
and then comparing their performance, as shown in Figure 5.2 [204]. First, the dataset is 
randomly split into the training set and test set with a proportion of, for example, 7:3. 
Multiple pairs of training set and test set are generated by the random sampling method 
(e.g. m pairs). For each pair (e.g. the pair j), its training set is used for training machine 
learning models implementing each algorithm, and then k-fold cross-validation is 
conducted to yield a series of evaluation results on each of these models (Pj1, Pj2, ..., Pjk). 
The average performance Pj is used to represent the performance of the corresponding 
algorithm. After repeating the training and cross-validation process for each of the 
randomly generated data pairs (m in total), each of the algorithms has m performance 
evaluation outcomes (P1, P2, …, Pj, …, Pm). These outcomes are then analyzed by the 
evaluation methods such as ANOVA or Kruskal-Wallis test to determine which algorithm 
outperforms others [204]. The most suitable machine learning method would possibly be 
different from case to case, depending on the length of studied time span, attributed used, 




Figure 5. 2 Algorithm evaluation and selection process (inspired by [204]). 
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5.1.3 Usage of the developed models 
The developed machine learning models can be used by the organization’s facility 
management and capital planning department to have a preliminary estimate of a building’s 
LCC, new or existing. Without any input of professional estimators nor the detailed 
building design, these models are expected to yield a reasonable prediction (e.g. with an 
error of 20%) based on limited input parameters, such as gross square footage, number of 
floors, structural type, and space allocation (such as 30% residential, 20% office, 20% 
general usage, etc.).  
The organization's management can have a better understanding of each facility’s 
operation profile based on the LCCA results. Representing facility design, construction, 
operation, and maintenance related activities in monetary terms makes it easier for the 
management to detect abnormal patterns of facilities management. For example, the 
management may find the predicted lifecycle energy cost of a new building with LEED 
Platinum certification is much higher than that of a similar-sized old building with the same 
function. This may indicate that the new building is not properly operated as the design 
intent. The machine learning-based LCCA tool provides the management with a means of 
monitoring to effectively detect the “hot spot” of facilities management and thus support 
the management to adjust strategies accordingly. Moreover, because the data used to train 
the machine learning models are directly acquired from the IoT network that embedded in 
the heterogeneous building systems, human intervention is minimized in the whole analysis 
process, which makes the analysis results more reliable and trustworthy.  
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The design and construction department of the organization can benefit from the 
knowledge developed from the LCCA results, and thus to achieve more informed decision 
makings. During the whole LCCA process, new knowledge can be developed based on the 
analysis of the historical cost and the projected future cost. For example, with the vendors 
of the major building systems inputted as descriptive attributes of the machine learning 
models, if these attributes have a significant influence on a certain LCC component (initial 
cost, utility cost, or O&M cost) or the overall LCC, the analysis can detect which vendor’s 
products consumes more energy than the others’ or require more labor and money to 
maintain. With this kind of knowledge, the design and construction team can have a better 
understanding of the trade-offs during the design and construction process. For example, 
based on the experience and projected future costs, this vendor’s products are inexpensive 
and energy efficient but usually require more maintenance, while the other one’s are more 
expensive and energy intensive but more robust and durable. The LCC prediction models 
developed based on the framework proposed in this research can provide the designers and 
builders quick estimates of different alternatives, given sufficient historical data. 
5.2 An Ontology for IoT and BIM-enabled Facility LCCA 
Conceptual analysis and knowledge representation often require ontological support, 
therefore, developing a domain ontology is one of the fundamental steps when developing 
a shared model of knowledge [205]. This section involves the development of a domain-
level ontology for machine learning-enabled LCCA (LCCA-Onto). The LCCA-Onto 
provides a formal, specific conceptualization of the involved entities (participants, data, 
and methods) and their relationships within the facility LCCA domain.  
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5.2.1 The Ontology methodology 
An ontology defines a common vocabulary for sharing information in a domain 
[206,207]. It includes both human-understandable and machine-interpretable definitions of 
concepts in the domain and relations among them [206,207]. Typically, an ontology 
involves the formal, explicit description of 1) concepts in a domain of discourse – usually 
referred as “classes” or “concepts”, 2) properties of each concept, describing various 
features and attributes of the concept – usually referred as “slots” or “properties”, and 3) 
restrictions on slots – usually referred as “facets” or “role restrictions” [206]. An ontology 
can be used 1) to share the structure of information among people or software agents, 2) to 
make domain assumptions explicit, and 3) to analyze and reuse domain knowledge [206]. 
Formal ontology is “the systematic, formal, axiomatic development of the logic of all forms 
and modes of being” [208]. Formal ontologies are a popular research topic in many fields, 
such as knowledge management, knowledge engineering, and artificial intelligence [209].  
The major steps of developing an ontology involve [206]: 
1) Determine the domain and scope of the ontology; 
2) Check the availability of existing ontologies in this domain, and consider 
reusing it, if there is any; 
3) Enumerate important terms in the ontology and define the classes (concepts) 
and the class hierarchy; 
4) Define the properties (slots) of classes; 
5) Define the facets of the properties, such as the value type, allowed values, and 
the number of values; 
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6) Create instances. 
5.2.2 LCCA-Onto: scope and language 
The domain ontology developed in this research, LCCA-Onto, is focused on machine 
learning-enabled facility LCCA using the data provided by BIM and IoT. Currently, there 
is no ontology can fulfil this purpose in the facility LCCA domain. Existing ontologies, 
such as IFC [150], UniFormat [210], and MasterFormat [211], are adopted to represent the 
classes (concepts) in the corresponding domain (e.g. IFC represents the building 
components, UniFormat and MasterFormat represent the construction work breakdown 
structure).  
LCCA-Onto is developed with the W3C Web Ontology Language (OWL). OWL is 
a Semantic Web language designed to represent ontologies [212]. The tool used to develop 
LCCA-Onto is protégé (version 5.5) [213]. The major classes involved in the LCCA-Onto 
are Community, Building, Building_system, Data, Data_standard, and MACH_LRN_tool 
(machine learning tool). A high-level representation of LCCA-Onto is shown in Figure 5.3.  
 
 
Figure 5. 3 A high-level representation of LCCA-Onto 
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5.2.3 LCCA-Onto: definition of class 
In LCCA-Onto, the classes Community and Building do not have any subclasses. The 
class Building_system contains five subclasses: BAS (Building Automation System), BEMS 
(Building Energy Management System), CMMS (Computerized Maintenance Management 
System), IWMS (Integrated Workplace Management System), and BIM (Building 
Information Model).  
The subclasses of MACH_LRN_tool represent the machine learning tools for 
predictive data analytics (non-exhaustive), which are listed in Table 5.1.  
 
Table 5. 1 Definition of MACH_LRN_tool’s subclasses 
Subclass Description 
Linear_regression Linear regression, discussed in Section 4.2.1 
SVM_regression Support Vector Machines regression, discussed in Section 
4.2.2 
KNN_regression K-Nearest Neighbors regression, discussed in Section 4.2.3 
Regression_tree  Regression tree, discussed in Section 4.2.4 
Time_series_regression Time series forecasting and backcasting, discussed in 
Section 4.2.5 
MLP_regression Multilayer perceptron regression, discussed in Section 4.2.6 
 
 92 
Data_standard contains subclasses: City_data_standard, Building_data_standard, 
and IoT_data_protocol. An instance of City_data_standard is CityGML, a city-level open 
data standard and exchange format to store digital 3D models of cities and landscapes [153]. 
Instances of Building_data_standard can be IFC [151] and gbXML [214], which are 
commonly used building data standard. Instances of IoT_data_protocol can be the data 
protocols of building automation and control, such as BACnet, Modbus, and Zigbee, which 
are listed in Table 3.5. 
The hierarchy of class Data is shown in Figure 5.4 and the corresponding 
descriptions are presented in Table 5.2.   
 
 
Figure 5. 4 The hierarchy of class Data 
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Data streams that update within a short period 
of time (such as less than a month)  
Static_data 
Data that do not change within a certain 
period of time (such as over six months) 
External_factor 
Inflation_rate 
The overall increase in the Consumer Price 
Index (CPI), which is a weighted average of 
prices for different goods 
Labor_rate 
The historical cost of labor that is used to 
deriving O&M related costs 
Utility_price 
The historical price of utilities, including 
electricity, gas, and water prices.  
Data_processed 
Life-cycle_cost 
The calculated LCC in present value, 
including the initial design and construction 
cost, the utility cost, and the O&M cost 
Occupancy_info 
The occupancy related data in a format that 
can be used in the machine learning model 
development 
Required_building_info 
The building data that are used as the 
descriptive attributes in the machine learning 
model 
Space_distribution 
The organization’s space management data 





The data predicted with the developed machine 
learning model, such as a building’s LCC or the 
LCC components 
 
The subclasses in LCCA-Onto are not exhaustive and can be further expanded. For 
example, when a new machine learning method is proved to be effective in predicting 
facility-related costs, it can then be added as a subclass of MACH_LRN_tool. Another 
example is that when there is a new type of building system is invented and can provide 
useful data for facility LCCA, it can be a new subclass of Building_system. 
5.2.4 LCCA-Onto: definition of property 
In OWL, a property is a characteristic of a class – “a directed binary relation that 
specifies some attribute which is true for instances of that class” [212]. Properties may have 
domains and ranges. The domain is the subject of a relation while the range is the object 
of that relation. For example, in LCCA-Onto, the property contains has a domain of 




Figure 5. 5 An example of OWL object property 
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There are two types of OWL property: Object property (owl:ObjectProperty) and 
Datatype property (owl:DatatypeProperty) [212]. The object property is used to represent 
relations between instances of two classes. The relation between the Community class and 
the Building class described above is an example for object property. Datatype property 
(owl: DatatypeProperty) is used to represent relations between object and data values, such 
as numerical values (e.g. integer, double and, float), boolean, and string. For example, the 
Building class has a datatype property ID, whose data type is string. A building instance 
whose ID=060A means the identification number of this building is 060A. Object 
properties of the LCCA-Onto are described in Table 5.3. Main object properties are shown 
in Figure 5.6, 5.7, and 5.8. 
 
Table 5. 3 Definition of object properties in LCCA-Onto 
Object property Domain Range Description 
contains Community Building Community contains buildings 
isEquippedWith Building Building_system 
Buildings are equipped with 
building systems 
exports Building_system Data_raw 
Building systems export the 
raw data 
isProcessedBy Data_raw MACH_LRN_tool 
The raw data is processed by 
machine learning tools 
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derives MACH_LRN_tool Data_processed 
Machine learning tools are used 
to derive the processed data 
predicts Data_processed Data_predicted 
The processed data is used to 






Data standards are used to 
describe buildings (e.g. IFC and 
gbXML), communities (e.g. 









Figure 5. 7 Object properties isProcessedBy, derives, and predicts 
 
 
Figure 5. 8 Object properties describes 
 
5.2.5 LCCA-Onto: incorporating existing ontologies 
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There are many ontologies applied in the AECO domain, including BIM open 
standard IFC (ifcOWL [215]), cost estimation work breakdown structure UniFormat II 
[210] and MasterFormat [211], the construction classification system for electronic 
databases – OmniClass [216], and the open data format for virtual 3D city models – 
CityGML [153], etc. Many of these ontologies were not developed with strict ontology 
development standards but they have become the de facto standards for concept 
communication in the AECO Industry [217].  
Buildings systems already incorporate proprietary networks of sophisticated sensors 
and devices in the form of BAS, BEMS, CMMS, IWMS, etc. These building systems are 
built based on different data protocols, such as BACnet [154], Modbus [218], and 
LonWorks [219]. These data protocols used for building automation are actually IoT data 
protocols applied in the building domain.  
In the LCCA-Onto, the existing AECO and IoT ontologies concerned with facility 
LCCA are incorporated as instances of the subclasses of Data_standard – 
City_data_standard, Building_data_standard, and IoT_data_protocol, as Figure 5.9 
shows. These data standards and protocols are used to describe the community, the building, 
or the data generated by building systems. Different standards/protocols can be used in 
different cases. For example, the BAS used by an organization may adopt BACnet while 
that of another organization may be LonWorks. The LCCA-Onto does not specifically 
integrate with certain existing ontologies but uses the subclasses of Data_standard to 
represent data standard/protocol ontologies in general, thus to be flexible for different 




Figure 5. 9 Existing AECO ontologies and corresponding instances in LCCA-Onto 
 
5.2.6 LCCA-Onto: the overall framework 
The LCCA-Onto is expandable to include any facility cost related building system, 
data standard, data, and machine learning tools. Figure 5.11 shows the overall framework 
of LCCA-Onto, which summarizes the main classes and their relationships (object 
properties). The LCCA-Onto provides a foundation for the machine learning-based facility 




Figure 5.11 - The overall framework of LCCA-Onto 
 
5.3 A Use Case Scenario: Facility LCC Prediction During the Programming Phase 
One of the challenges usually faced by an organization’s capital planning department 
and/or facility management department is that they do not have an effective means to 
quickly estimate a new facility’s LCC during the programming phase when no building 
design is available. Typically, during this phase, the decision makers have to determine the 
budget (estimated initial building cost) based on very limited information – the owner, the 
building function (user requirements), total building area, the number of floors, and, 
probably, the space distribution. It is already a challenging task without the consideration 
of the life-cycle utility and operation costs. Moreover, the predicted LCC data provided by 
survey and consulting companies, such as the Whitestone facility operation cost reference 
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[52] and maintenance and repair cost reference [51], may be overgeneralized and cannot 
reflect the organization’s facility operation profile. 
The proposed machine learning-based LCCA approach in this research provides 
organizations who own multiple facilities with a solution to the LCC prediction issue. The 
next chapter uses a case study on multiple facilities of a university to demonstrate the 




CHAPTER 6 PROOF-OF-CONCEPT VALIDATION 
A series of experiments have been conducted on a university campus (hereafter 
referred as “the university”) using the proposed LCCA framework. This chapter presents 
these experiments and discusses the implementation process of the framework in detail. 
The overview of the experiments is presented first. Then, the data acquisition, processing, 
and integration works are demonstrated. After that, Machine learning model developments, 
evaluation, and comparison are discussed. The findings of the experiments are discussed 
at the end of this chapter.  
6.1 The Overview 
6.1.1 About the university 
The university has been established for over 130 years and owns more than 250 
buildings, half of which are well metered with networks of sophisticated sensors and 
devices. These device networks embedded in the building systems are generating the data 
for developing the LCC prediction machine learning models. The building systems 
operated by the university involve BAS Metasys [155], CMMS AiM System [220], and 
the Capital Planning & Space Management System (CPSMS) INSITE [221].   
6.1.2 The goal 
In the experiments, the proposed machine learning-enabled LCCA framework was 
used to develop LCC prediction models for the university’s Budget Planning and 
Administration Department, and Facilities Management departments. These prediction 
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models were designed to forecast of facilities' LCCs during the programming phase using 
very limited input, such as Gross Square Footage (GSF), the owner of the building (which 
college), number of floors, and the space allocations. The goal is to provide these facility 
related departments a tool to quickly estimate the LCCs of the existing and to-be-built 
buildings (when building design is not available) without the input of building cost experts. 
6.1.3 The buildings studied 
Machine learning models were developed based on the historical data of 123 
buildings on campus. The basic statistics of these buildings are shown in Table 6.1. The 
building types include residential buildings, libraries, dining halls, athletic facilities, 
parking decks, and educational complexes that consist of laboratories, classrooms, and 
offices. 
 








Initial Cost (Present 
Value in 1999) 
Maximum 99 966,203 13 $113,216,000 
Minimum 2 384 1 $280,000 
Mean 39.37 96,871 3.9 $18,107,000 
Median 33 48,666 4 $9,560,000 
 
6.1.4 The programming phase  
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The programming phase is the first step in the building development process. During 
this phase, an estimation of a realistic project cost (initial design and construction costs) is 
typically needed for budget planning. The challenge in estimating the project cost at this 
point is that no design is available yet. The available information for cost estimation in the 
programming phase involves: 1) the building functions, 2) approximate building geometry, 
such as the GSF, the footprint, total height, and 3) space allocations, which are determined 
by user requirements. 
6.2 Data acquisition 
This section discusses the data acquisition from each building system – CPSMS, 
BAS, and CMMS. 
6.2.1 The initial cost and space allocation 
The university’s CPSMS publishes the space management data of each campus 
building through a web system [222], which is based on Tableau [223]. This website also 
contains each building’s initial cost. The raw data of initial cost and space allocation were 





Figure 6. 1 The web-based building information dashboard 
 
6.2.2 The utility consumption 
The utility consumption data – electricity, water, and gas – were generated by the 




Figure 6. 2 The website that publishes the utility consumption data 
 
For most buildings of the university, the utility consumption data are available since 
October 1st, 2012, with an interval of 15 minutes. In this research, the utility data used were 
from October 1st, 2012 to September 1st, 2018. The data (CSV files) were downloaded 
through Ion Data Grabber [225] from the EnergyWatch system developed by the 
university’s Aerospace Systems Design Laboratory [226]. An example of the electricity 
consumption raw data (a small portion) is shown in Appendix C. 
6.2.3 The O&M costs 
The university’s O&M work order records in the CMMS, AiM System, are available 
since 2006. Up to September 1st, 2018, there were over 750,000 lines of records. These 
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records were exported from the AiM System as a CSV file. Appendix D shows a small 
portion of the raw data of O&M work order records. 
6.3 Data processing 
6.3.1 Data cleaning 
Based on the raw data, each building’s utility weekly consumption and monthly 
consumption were calculated, and outliers removed. The MATLAB code used for this 
processing are presented in Appendix E. Most of the studied buildings’ monthly utility 




Figure 6. 3 Examples of building electricity consumption trends 
 
 108 
OpenRefine [227] and MATLAB were used to clean the O&M work order records 
and thus to obtain the annual O&M cost of each building. The OpenRefine operation 
history and MATLAB code for annual O&M cost calculation are presented in Appendix F 
and Appendix G, respectively. 
6.3.2 Time series backcasting 
In the experiments, the building costs are studied within a 20-year time frame – from 
1999 to 2018. During this time frame, for the buildings do not have some of the historical 
data before a certain year (because the building was newly built or sensors were not 
deployed), the author used time series backcasting to simulate the data. The machine 
learning software tool Microsoft R [228] to perform time series backcasting to simulate the 
past utility consumptions and O&M cost. The R code are presented in Appendix H. Figure 
6.4 shows three examples of building electricity consumption backcasting. The electricity 
consumptions revealed repeating patterns. In the figure, the darker blue area is the 
prediction interval of 95%; the lighter blue area is the prediction interval of 80%. For the 
buildings whose utility consumption or O&M cost did not show a repeating pattern, the 







Figure 6. 4 Three examples of building electricity consumption backcasting 
 
6.3.3 Discounting to present value 
The present value (in 1999) of the initial cost, utility cost, and O&M cost were 
calculated according to the equation (1), (2), and (3) in Section 4.4, correspondingly. The 
historical annual inflation rate used was based on the statistics of Consumer Price Index 
(CPI) provided by the Bureau of Labor Statistics (BLS) [203,229]. The utility price used 
was the Average Energy Prices provided by BLS [230]. The O&M labor rate used was 
based on the Current Employment Statistics (CES National) provided by BLS [231].  
6.4 Model development 
6.4.1 Descriptive attributes 
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Because the prediction models were designed to forecast of facilities' LCCs during 
the programming phase, hence the descriptive attributes (model inputs) used are the ones 
that can be determined in this phase. The descriptive attributes involved are listed in Table 
6.2. 
 
Table 6. 2 The descriptive attributes of the machine learning models 
Gross Square Footage (gsf) 
The Architect Company 
(architect) 
The General Contractor 
(contractor) 
The college (owner) Number of floors (floor) LEED Certification (leed) 
Centralized 
heating/cooling? (heat_cool) 
Building Service Area % 
(BLDG_SVC) 
Circulation Area % (CIRC) 
Mechanical Area % 
(MECH) 
Laboratory Facilities % 
(LAB_FAC) 
Classroom Facilities % 
(CLS_FAC) 
Office Facilities % 
(OFF_FAC) 
Study Facilities % 
(STDY_FAC) 
Residential Facilities % 
(RES_FAC) 
Special Use Facilities % 
(SPEC_USE) 
General Use Facilities % 
(GEN_USE) 
Support Facilities % 
(SUPP_FAC) 
Health Care Facilities % 
(HLTH_FAC) 
Other Usage % (other) Building Age (age) 
* The attribute names are in the brackets. 
 
Most of descriptive attributes are related to space allocation, such as the percentage 
of building service area, classroom facilities, and laboratory facilities. 
6.4.2 Data analysis  
 112 
This experiment involves the data of 123 buildings and 20 descriptive attributes. The 
linear correlation of each numerical attributes is presented in Appendix I. According to 
Appendix I.1, the total utility cost shows a strong positive correlation with the initial cost 
and O&M cost (0.68 and 0.70, respectively); the initial cost and O&M cost also show a 
moderate positive correlation of 0.58. The initial cost also shows a moderate positive 
correlation with GSF (0.56). These results are intuitive – in terms of the total cost, larger 
buildings are more expensive to build and to operate. The scatterplot matrix of the 




Figure 6. 5 The scatterplot matrix of the correlation of selected attributes 
 
Appendix I.2 presents the linear correlation of each numerical attributes, with the 
initial cost, utility cost, and O&M cost are changed to cost per square footage (SF). In terms 
of cost per SF, the initial cost shows weak positive correlations with the utility cost (0.27), 
O&M cost (0.34), special use facilities (0.33). This indicates that more expensive buildings 
(per SF) tend to cost more in utility and O&M. The buildings with more percentage of 
special use facilities are more expensive. The utility cost shows weak negative correlations 
with the number of floors (-0.30) and circulation area (-0.31). The O&M cost shows a weak 
positive correlation with office facilities (0.40) and negative correlations with the number 
of floors (-0.35), residential facilities (-0.41). These results imply that the buildings with 
more floors tend to cost less in utility and O&M. The buildings with more percentage of 
office facilities tend to be more expensive to operate and maintain, while residential 
buildings cost less in O&M. The scatterplot matrix of the correlation of selected attributes 




Figure 6. 6 The scatterplot matrix of the correlation of selected attributes (cost per 
SF) 
 
Figure 6.7 shows the number of buildings by the college/owner and the initial cost 
per SF. The College of Engineering and the Department of Housing (residential 
buildings) own most buildings. Buildings owned by the College of Engineering are more 
expensive on average. The residential buildings and parking decks are the least expensive 




Figure 6. 7 The count of buildings by the college/owner and the initial cost per SF 
 
Figure 6.8 shows the number of buildings by the college/owner and the utility cost 
per SF. Figure 6.9 shows the number of buildings by the college/owner and the O&M cost 
per SF. They indicate that the buildings owned by the College of Engineering are generally 
more energy intensive and cost more on O&M. There is an athletic facility and an 
administrative building cost more than $300 dollars per SF (present value in 1999) on 
utilities during the 20-year study period. The residential buildings and parking decks are 








Figure 6. 9 The count of buildings by the college/owner and the O&M cost per SF 
 
The R code for the basic data analysis presented in this subsection is shown in 
Appendix J. 
6.4.3 Model training and validation 
The author developed two kinds of machine learning models for LCC prediction – 
the single-target regression model and the multi-target regression model. The former 
assumes the LCC components (the target features) are independent of each other, while the 
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latter considers their intercorrelations. To develop the single-target regression model, the 
author tested multiple regression algorithms, involving 1) multilinear regression, 2) kNN, 
3) random forest, 4) SVM, and 5) multilayer perceptron. To develop the multi-target 
regression model, the author tested multi-output random forest and multilayer perceptron. 
To determine the best performing algorithm, the experiment repeated 100 times 
(loops). In each loop, the full dataset was randomly split into the training set and the test 
set with a proportion of 8:2. Then, the training set was used to train the machine learning 
models with each algorithm. The trained models were then tested with the test set and the 
mean absolute error (MAE) was used to evaluate the effectiveness. Finally, the MAEs of 
each model calculated in all the loops were averaged to produce a final evaluation result, 
which was used to compare the performance of each model. 
The multilinear regression models were developed with the R package stats version 
3.5.1 [232]. The method used for fitting was QR decomposition.  
The KNN regression models were developed with the R Package FNN version 1.1 
[233]. The experiment indicated that the most suitable number of neighbors considered (k) 
was 3, which yields the most accurate predictions. The nearest neighbor search algorithm 
used was KD Tree. 
The random forest regression models were developed with the R Package 
randomForest version 4.6-14 [234]. Five variables were randomly sampled as candidates 
at each split. The number of trees to grow was set to 500.  
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The SVM regression models were developed with the R Package e1071 version 1.7-
0 [235]. The kernel function used was polynomial. The gamma parameter, which defines 
how far the influence of a single training example reaches, was set to 1/(the number of 
descriptive attributes). The coef0 parameter was set to 0 and the degree 3. 
MLP single-target regression models were developed with the R Package keras 
version 2.1.6 [236]. The MLP models contained three hidden layers with 10 nodes, 8 nodes, 
and 5 nodes, correspondingly. The batch size (the number of samples per gradient update) 
was set to 80. The number of epochs to train the model was 100. 95% of the training set 
instances were used to train the model and 5% were used for validation in each epoch.  
The multi-output random forest model was developed with the R Package 
MultivariateRandomForest version 1.1.5 [237]. The number of trees in the forest was set 
to 100, and the number of randomly selected descriptive attributes considered for a split in 
each regression tree node was set to 10. The minimum number of samples in the leaf node 
was 40. 
MLP multi-target regression model was also developed with the R Package keras 
version 2.1.6 and contained three hidden layers with 10 nodes, 8 nodes, and 5 nodes, 
correspondingly. The batch size was set to 90. The number of epochs to train the model 
was also 100. 90% of the training set instances were used to train the model and 10% were 
used for validation in each epoch. Figure 6.10 shows the structure of the developed MLP 




Figure 6. 10 The structure of the MLP multi-target regression model for facility 
LCC prediction 
 
The R code for model training and validation is shown in Appendix K. 
6.5 Results and discussions  
The prediction results (MAE) of each model developed are shown in Table 6.3. When 
developing the model, the target attributes – initial, utility, and O&M costs – were 
normalized based on the mean and standard deviation of the overall data. Hence, the values 
of these target attributes are ranging from 0 to 1. This gives more intuitive results to 
interpret and to compare the accuracy of each model.  
 
Table 6. 3 The evaluation results of each machine learning model in MAE 
(normalized) 
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Multilinear regression 46.01% 60.99% 62.49% 
kNN regression 33.35% 44.09% 41.45% 
Random forest 30.23% 41.07% 38.80% 
SVM regression 27.97% 37.08% 39.40% 






46.44% 55.88% 58.84% 
Multilayer perceptron 51.68% 57.71% 57.35% 
 
The evaluation results indicated that the SVM regression models give the most 
accurate predictions and the single-target models perform better than the multi-target 
models. Based on the results of 100 experiments, the single-target regression models using 
SVM have average MAE of 27.97%, 37.08%, and 39.40% for the predictions of initial cost, 
utility cost, and O&M cost, respectively. The developed machine learning models provides 
decision makers a tool to quickly estimate the LCC of a facility.  
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The experiments presented in this Chapter demonstrated the implementation of 
proposed LCCA framework in detail. The data acquisition and processing, machine 
learning model developments, evaluation, and comparison are discussed. Even though 
these experiments were conducted on a university campus and the buildings studied are all 
associated with education, the proposed LCCA approach is applicable to any kind of 
organization that owns multiple facilities. 
In the envisioned future smart city (presented in Chapter 7), the facility LCCA can 
be one of the services provided by the city-level IoT network. As the historical facility 
cost-related data are collected by the network, the LCCA can be conducted by some 
computing providers and the results could be shared with interested stakeholders.  
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CHAPTER 7 THE BIM AND IOT-ENABLED SMART BUILT 
ENVIRONMENT 
So far, this dissertation has presented a literature review on facility related cost 
prediction, proposed a framework for developing machine learning models for facility 
LCCA, demonstrated how to implement the framework to obtain a quick estimation of 
facilities’ LCCs based on the historical data generated in a “smart-like” built environment 
that contains sensor network and BIM. The entire study is a use case identified and realized 
under an initiative of BIM and IoT-enabled smart built environment innovations [238]. 
This chapter extends the discussion to the author’s vision of the future BIM and IoT-
enabled smart built environment. First, the background of IoT, Cyber-physical System 
(CPS), and the Smart Built Environment are introduced. Then, an architecture of the 
envisioned smart city is presented and the idea of the “Basic Facility Data Package” 
(BFDP), which is the foundation of the data infrastructure for the envisioned smart city, is 
proposed and discussed. This research is a proof of concept for the envisioned future BIM 
and IoT-enabled smart built environment.  
7.1 The Cyber-physical Systems and the Smart Built Environment 
According to the United Nations, the world’s urban population is projected to grow 
by 2.5 billion from 2014 to 2050, and will account for 66 percent of the total global 
population by then [239]. The growing population in cities increases the demand for the 
fundamental needs of people living there, such as housing, utilities, medical care, welfare, 
education and employment [240]. To deal with challenges faced during the growth of cities, 
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the concept of Smart City has been envisioned, which denotes “the effective integration of 
physical, digital and human systems in the built environment to deliver a sustainable, 
prosperous and inclusive future for its citizens” [241]. As the cells of smart cities, Smart 
Buildings are buildings which integrate intelligence, enterprise, control, and materials and 
construction as an entire building system to meet the drivers for building progression: 
energy efficiency, longevity, comfort, and satisfaction [242]. In both the contexts of smart 
cities and smart buildings, the “smart” refers to the development, integration, and 
utilization of intelligent systems based on Information and Communication Technologies 
(ICT) and, more specifically, the CPS [243].  
7.1.1 The definition of CPS 
CPS refers to smart systems that include engineered interacting networks of physical 
and computational components [244]. It is also an umbrella term and concept that can 
represent many other words and phrases that describe similar or related intelligent systems, 
including the Internet of Things (IoT), machine-to-machine (M2M), industrial internet, 
digital city, etc. A CPS consists of the physical part – a device, a machine, or a building – 
and the digital or cyber part – the software system, communication network, and the data. 
The cyber part of CPS represents digitally the state of the physical part and impacts it by 
automated control or informing people of control actions. 
Researchers working in the CPS field are trying to connect the digital systems (the 
Internet, data, software applications, etc.) and the physical realm (machines, infrastructure, 
building components, etc.) to enable innovative applications and services. The built 
environment is a critical component of the IoT-enabled Smart City paradigm. Buildings, 
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along with infrastructures and vehicular/transit systems, comprise the platform into which 
ubiquitous computing and IoT systems are embedded. Buildings represent highly 
structured spatial environments – organizational systems of connect spaces and 
components – that can provide a strong semantic overlay on the organization and 
interaction between IoT devices and their environments. Buildings provide intrinsic 
organizational information about the communities, businesses and operations of the people, 
equipment and systems they house. Buildings systems already incorporate proprietary 
networks of sophisticated sensors and devices in the form of energy systems, security 
systems, and emerging smart home devices, albeit with limited inter‐system connectivity 
or exposure to the larger networks of IoT devices. These smart building sensor networks 
represent potential platforms for the deployment of more generalized IoT networks, and 
are sources of occupancy and space that can provide significantly enhanced value to new 
IoT systems. 
7.1.2 The NIST CPS Framework 
The National Institute of Standards and Technology (NIST) Engineering Laboratory 
is leading a program to advance Cyber-Physical Systems [243]. In this program, the NIST’s 
CPS Public Working Group has developed a CPS Framework that presents a set of high-
level concepts, their relationships, and a vocabulary for clear communication among 
stakeholders (e.g. designers, engineers, users) [244]. The goal of the CPS Framework is 
“to provide a common language for describing interoperable CPS architectures in various 
domains so that these CPS can interoperate within and across domains and form systems 
of systems” (SoS) [244]. Figure 1 shows the CPS framework developed by the NIST’s CPS 




Figure 7. 1 CPS Framework – Domains, Facets, Aspects [244] 
 
The NIST CPS framework can be used as guidance in designing, building, and 
verifying CPS and as a tool for analyzing complex CPS [244]. It consists of three major 
components: domains, aspects, and facets. The domains are the industries that the CPS can 
be specialized and applied to, such as manufacturing, transportation, and energy. The 
aspects are high-level groupings of cross-cutting concerns of CPS, involving functional, 
business, human, data, etc. Concerns are interests in a system relevant to one or more 
stakeholders. The facets are views on CPS encompassing identified responsibilities in the 
system engineering process. They contain well-defined activities and artifacts (outputs) for 
addressing concerns [244]. The three facets, conceptualization, realization, and assurance, 
deal with three major questions, respectively, which are 1) what things should be and what 
things are supposed to do, 2) how things should be made and operate, and 3) how to prove 
things work the way they should [244].  
7.1.3 The NIST IoT‐Enabled Smart City Framework 
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Effective smart city solutions are facing two major barriers. First, many current smart 
city ICT solutions are based on custom systems that are not interoperable, extensible, or 
cost-effective [245]. Second, many smart city standardization efforts, such as the ones 
carried out by ISO/IEC JTC1 [241], IEC [246], and IEEE [247], are currently underway 
but have not yet converged, creating uncertainty among stakeholders [245]. To reduce 
these barriers, NIST and its partners are convening an international public working group 
to develop a consensus framework of a common language/taxonomy and smart city 
architectural principles that can align existing smart city efforts that will support 
interoperable and portable smart applications [245]. The framework is named “IoT-
Enabled Smart City Framework” (IES-City Framework). It adopts the concepts defined in 
the NIST CPS framework (e.g. domains, aspects, concerns, and facets) and maps them to 
exemplary smart city deployments. 
The IES-City Framework is still under developing. This framework is requiring 
innovative IoT use cases to demonstrate how the concepts and tools enabled by IoT can be 
used in practice. The facility LCCA use case developed in this study is a proof of concept 
under the IES-City Framework. 
7.2 A Vision for Future Smart City – An IoT Network of Smart Facilities 
A conceptual BIM and IoT-enabled Smart City architecture in the perspective of a 
smart building network is proposed and shown in Figure 7.2. 
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Figure 7. 2 An architecture of the envisioned future Smart City – an IoT network of smart facilities 
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In this envisioned smart city, multiple smart buildings form a community and many 
communities – residential community, campus, healthcare, commercial, office, 
government, etc. – form a smart city. In the future, each facility will be “smart” enough to 
provide a certain amount of data to the smart city’s IoT network in real-time. The data flow 
generated in each building is collected by the data hub of each community, and then 
connected to the city-level IoT network. The data contents can vary based on the facility 
type but some of them are universal. The author names the data that will be provided by 
all smart buildings “the basic facility data package” (BFDP). The BFDP provides the 
fundamental data for the smart building IoT network and is the basis of innovative BIM 
and IoT-enabled smart city applications. The BFDP is evolving with time and may never 
be exhaustive. The LCCA data package presented in the Section 3.3.1 is a subset of the 
BFDP. The BFDP is a general dataset that can be used for many different use cases. A 
preliminary list of the BFDP’s contents is shown in Table 7.1 [238]. 
 
Table 7. 1 A preliminary list of the basic facility data package’s contents [238] 
# Basic Data Description 
1 Space occupancy rate 
The ratio of rented or used space compared to the 
total amount of available space 
2 People counting Number of people in a space during a certain time 
3 Electricity usage Real-time electricity consumption 
4 Water usage Real-time water consumption 
5 Lighting relevant information e.g. illuminance, natural lighting information 
6 Audio relevant information e.g. noise level 
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7 Access relevant information 
e.g. personnel attendance record, visitor access 
record 
8 Logistics 
e.g. inventory information, accessibility of the 
facility, RFID tagged goods in/out records 
9 Environmental information 
e.g. Real-time temperature, humidity, harmful 
substances content 
10 Emergency information 
e.g. smoke detection, fire alarm equipment 
information 





e.g. Internet usage, WIFI coverage 
 
Besides the basic data package, different data will be provided by certain types of 
facilities and the author names them “extra data”. For example, healthcare facilities (as 
shown in Figure 7.2) can provide information pertaining to medical resource availabilities, 
such as the doctors’ schedules and the blood bank inventory. They can also send an 
outbreak alert to the smart city network if an infectious disease case is identified. Another 
example of extra data is that the supermarket in the smart commercial community (as 
shown in Figure 7.2) can provide real-time commodity information to the smart city 
network so that citizens can locate the commodities they need. This is particularly crucial 
when natural disasters, such as the hurricane, tsunami, and sandstorm, are threatening the 
city and citizens are hoarding necessities. 
The smart buildings in the proposed architecture not only provide data to the network 
but also require services from it. The service requirements may vary based on the facility 
types but there are some common services required by all. The author names them “the 
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basic service package”. Some examples of the basic service package involve security, 
emergency assistance, data connection, operation and maintenance, etc. Besides the basic 
service package, different services may be requested by certain types of facilities and the 
author names them “extra service”. For example, a shopping mall may request the real-
time citizen flow information from the smart city network to predict the customer flow 
(Figure 7.2). Similar to the BFDP, the basic service package is also evolving with time and 
may never be exhaustive. A preliminary list of the basic service package’s contents is 
shown in Table 7.2 [238]. 
 
Table 7. 2 A preliminary list of the basic facility service package [238] 
# Basic Services Description 
1 Security 
Protection personnel and property from damage or harm, e.g. 
police patrol. 
2 Emergency Assistance e.g. first-aid 
3 Data Connection e.g. Internet connection 








e.g. garbage disposal and recycle resource 
7 Logistics e.g. the accessibility of a facility 
 
7.3 Use Cases for the Smart Built Environment 
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The research presented in this dissertation is a use case under the proposed 
framework of BIM and IoT enabled smart built environment. This facility LCCA use case 
has proven that with sufficient data, the LCC of facilities within a community can be 
predicted by machine learning models. BIM and IoT-related technologies provide the data 
platform for this kind of innovation.  
The envisioned future smart cities, as shown in Figure 7.2, will consist of smart 
communities. An innovation proven effective in a community level should also be feasible 
in a larger scope – the city level, given sufficient data availability and connectivity. The 
CPS is scalable – it may be a single device, or it can consist of one or multiple cyber-
physical devices that form a system, or it can be a System of Systems (SoS) that consists 
of multiple systems [243]. A smart city is a CPS, so is a smart building, a building 
automation system, and a device in the system. Therefore, a valid data acquisition 
framework implementable in a smart community context should also be implementable in 
a smart city context. In an ideal future scenario, each smart building provides the BFDP to 
the smart city IoT network, and as a subset, the LCCA data package (Section 3.3.1) of each 
building will be utilized by the smart city’s computation network. Thus, the machine 
learning-enabled LCCA can be conducted for every new and existing building in the city, 
based on the entire city’s historical data. 
This research uses an innovative use case enabled by BIM, IoT, and machine learning, 
to propose the author’s vision for the future Smart City, which is presented in this chapter. 
The author envision that buildings will be able to serve as intelligent data hubs and 
actuators connected in the IoT network of smart cities. With the rapid development of ICT 
such as Data Mining, Machine Learning, and Artificial Intelligence, the data provided by 
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smart buildings, such as data related to human behavior, energy and resource consumption, 
information exchange, will be increasingly valuable for scientific research and technology 
applications. As the built environment evolving towards the envisioned future “smartness”, 
more innovative uses cases as the one presented in this research will be developed.  
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CHAPTER 8 CONCLUSIONS AND RECOMMENDATIONS 
This thesis presents a research project that developed a machine learning-enabled 
facility life-cycle cost analysis (LCCA) framework using data provided by BIM and IoT. 
The main premise of this research is that the AECO industry demands facility LCCA but 
is facing the challenges of data shortage and complexity in predictive analysis. The 
framework proposed in this research uses data housed in BIM and IoT (ubiquitous building 
systems) to solve the data insufficiency issue, and implements machine learning methods 
to develop LCC forecasting models.  
8.1 Research Contributions 
This research contributes to the body of knowledge by systematically investigating 
the approach of obtaining a quick estimation of facilities’ LCCs by implementing machine 
learning on historical data. First, a literature review and a questionnaire survey were 
conducted to determine the independent variables affecting the facility LCC. The potential 
data sources were summarized, and a data integration process introduced. Then, the 
framework for developing machine learning models for facility LCCA was proposed. A 
domain ontology for machine learning-enabled LCCA (LCCA-Onto) was developed to 
encapsulate knowledge about LCC components and their roles in relation to sibling 
ontologies that conceptualize the LCCA process. After that, a series of experiments were 
conducted on a university campus and the proposed machine learning-enabled LCCA 
framework demonstrated. Finally, the author’s vision of the future smart built environment 
was discussed. 
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In the AECO industry, the data island (because of the unwillingness of sharing data, 
conflict of interest, and the lack of connectivity between systems) is hungering the 
development of facility-cost related decision making. This confirms the necessity of BIM 
and IoT-enabled data collection and analysis that can shed light on the inefficiencies of 
current facility LCCA practices. 
The proposed LCCA framework 1) specifies the potentially influential attributes 
pertaining to the whole LCC of a facility, 2) utilizes BIM and IoT, which is embedded in 
heterogeneous building systems, as the data sources to provide robust, automated data 
stream for analysis, and 3) implements multiple machine learning techniques to forecast 
each critical LCC component and analyze their interrelationships.  
This research innovatively implements machine learning to predict the whole life-
cycle cost of facilities, which has never been done before. The data housed in BIM and IoT 
are utilized to solve the data insufficiency issue commonly faced by facility LCC analysts. 
Nowadays, the main reason of data insufficiency may no longer be the inexistence of data 
but rather the lack of connectivity [238]. This research proves the capability of BIM and 
IoT in providing facility data for more advanced analysis. Moreover, the proposed 
framework minimizes human involvement to the greatest extent possible. People make 
mistakes – the more people involved in the data processing and analysis process, the more 
risk the analysis is exposed to human errors. In addition, some stakeholders tend to be very 
protective of the money-related data, which makes collecting historical data extremely 
difficult [24]. This research bypassed some of the artificial barriers in cost analysis and 
uses the data from building systems directly. The more transparent approach provides 
reliable insights into facility LCC patterns.  
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From a practitioner's perspective, by exploring the new possibility for better 
prediction of a facility’ LCC through leveraging historical data housed in heterogeneous 
building systems across a continuous network of buildings, this research has a greater 
impact than simply studying the LCC of an individual project in the design phase. The 
impact involves data-based LCC inputs in future facilities thus enabling cost benchmarking 
and informing project developments based on owned historical data. Using existing 
available data to benchmark facility costs can assist decision making, and new data can be 
incorporated as they become available. It is an iterative knowledge accumulation of facility 
costs that could not only identify performance trends and operation and maintenance 
expense “hot spots”, but also identify the best practices of facility design, construction, and 
operation from a cost efficiency perspective. 
8.2 Research Findings 
According to the literature review, survey, and the experiments, this research has 
three major findings: 
1) Current IoT networks (embedded in building systems) in buildings and BIM 
already contain the data that can be used for facility LCCA. The utility and 
O&M costs can be derived from the raw data generated by and housed in the 
corresponding systems, such as BAS, BEMS, and CMMS. Most descriptive 
attributes used for machine learning can be found in BIM and building systems 
such as IWMS and SMS. 
2) Integrating the data from IoT networks and BIM can streamline the machine 
learning-based LCCA process.   
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3) Machine learning methods are effective in facility LCC prediction. In the 
experiment that involves 123 buildings, the author developed single-target 
regression models – multilinear regression, kNN, random forest, SVM, and 
multilayer perceptron – and multi-target regression models – random forest and 
multilayer perceptron. Among these regression models, the SVM model gives 
the most precise prediction of facility LCC. Based on the results of 100 
experiments, the SVM model have average MAE of 27.97%, 37.08%, and 39.40% 
for the predictions of initial cost, utility cost, and O&M cost, respectively. 
8.3 Research Limitations 
The experiments conducted in this study have several limitations. Firstly, the 
implementation of the proposed LCCA framework was limited to develop machine 
learning models for the overall LCC predictions during the programming phase. This 
framework is applicable to all building design, construction, and facilities management 
phases, and machine learning models for building LCC analysis and prediction can be 
developed as soon as the relevant data (discussed in Section 3.1) become available. 
Currently, the author cannot test the framework with more use case scenarios, such as LCC 
prediction during the design phase or construction phase, because of the lack of detailed 
design and construction documentation (during the detailed design phase, pre-construction 
phase, etc.). Moreover, the models developed in the experiments can only predict the lump 
sum of the initial cost, utility cost, and O&M cost, respectively. With more detailed 
building cost data, such as the cost breakdown according to CSI MasterFormat structure or 
UniFormat structure, machine learning models for more detailed cost estimation can be 
developed based on the proposed framework. In that case, the correlations between the 
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descriptive attributes (model input) and the cost breakdowns (model output, such as the 
concrete cost, the finish cost, and the building envelope cost) can be studied and prediction 
models can be established to estimate each cost elements. However, the author does not 
have enough detailed building cost data to implement the proposed framework. 
Secondly, the author does not have a benchmarking tool (the baseline) to evaluate 
the improvements in prediction accuracy of the developed models. To the author’s 
knowledge, the studied university does not have a prediction tool to use during the 
programming phase. The university’s Budget Planning and Administration Department, 
and Facilities Management departments have not used the historical data for building LCC 
predictions before. Typically, cost estimators are hired to perform the initial cost prediction, 
but the author does not have these data to compare with the predictions produced by the 
developed machine learning models. Moreover, the utility and O&M cost estimation do 
not have a comparison base because the estimation of these costs, if any, is typically 
conducted after the design is available. The stakeholders in the university do not have a 
viable tool to conduct LCCA of utility and O&M costs during the programming phase. 
Thirdly, the analysis in the experiment did not consider the influence of technology 
development on utility consumption and O&M costs. Most of the buildings studied were 
constructed in different years, with equipment of various ages, brands, and capacities. 
Except for the descriptive attribute Building Age, the developed machine learning models 
did not have any other indicators that describe the potential influence of technology 
development on the LCC. Moreover, the author studied the buildings’ total costs for the 
past 20 years, while some of the buildings were less than 20 years old. These buildings 
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were treated as if they were built 20 years ago, with the data simulated. This simplification 
may have a negative influence on the accuracy of LCC prediction. 
In addition, there are some opportunities for further applications of the proposed 
LCCA framework: 
Large BIM model sample testing. In this research, an approach that extracts data 
from the BIM model to build the database of descriptive attributes is proposed and tested 
on several BIM models in the experiments. However, this approach is not fully 
implemented in the case study because most of the studied buildings do not have a well-
developed BIM model. Future studies with enough BIM models may further test the 
approach and establish the database solely by extracting information from BIM. 
Results visualization. BIM can serve as the platform for both acquiring building data 
and presenting LCC knowledge. This research does not involve the study of using BIM 
platforms (such as the Digital Building Lab Smart City [248]) to provide data visualizations 
of the analysis results. Hence, the LCCA results are presented in a “one-dimensional” form 
– only tables with numbers in them. Future studies may develop a BIM-based presentation 
platform to visualize the LCCA results in a multi-dimensional fashion that is 
comprehensible and intuitive for stakeholders. 
The impacts on decision making. In this research, validation refers to the process by 
which the proposed framework and the machine learning models developed based on it are 
proved valid. How these models influence decision makings, such as during the capital 
planning or programming phase, is not tested. Future studies may focus on the impacts of 
LCCA machine learning models on human decision makings. 
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8.4 Recommendations for Future Research 
Chapter 7 of this dissertation discusses the visions of future BIM and IoT-enabled 
smart built environment. This section proposes several recommended future research 
directions that can advance the AECO industry towards these visions.  
Identifying IoT stakeholders’ common data needs from facilities. Buildings – along 
with cities and transit systems – comprise the platform into which ubiquitous computing 
and IoT systems are embedded. However, currently, buildings are isolated and lack the 
data architecture foundation to connect with larger IoT networks. It is critical to identifying 
the building data requirements in the IoT paradigm and establishing a generalized facility 
data architecture in order a) to make the data generated in buildings, such as sustainability-
related data and human-behavior-related data, available and standardized for further 
scientific research; b) to enable valid data collection and transmission, thereby to establish 
a foundation for building-related IoT innovative applications and services; c) to improve 
the efficiency and effectiveness of facility management activities. 
Establishing the facility data infrastructure. With the rapid development of ICT 
such as Data Mining, Machine Learning, and Artificial Intelligence, the data provided by 
smart buildings, such as data related to human behavior, energy and resource consumption, 
information exchange, will be increasingly valuable for scientific research and technology 
applications. For example, given sufficient historical fire safety inspection data and fire 
detection device data, the data scientists can use machine learning techniques to recognize 
certain patterns related to fire hazard and identify the communities that have the biggest 
risk. Furthermore, if the fire detection devices of all the buildings in the same community 
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are connected through a cyber network, when a fire occurs in one building, occupants of 
the other buildings can be informed in real time. The widespread applications of this kind 
of technology require a well-established facility data infrastructure.  
Identifying and realizing use cases of the smart built environment. Proposed in this 
thesis, the innovative approach that uses machine learning to conduct facility LCCA is a 
use case of the envisioned smart built environment (Chapter 7), which involves BIM and 
IoT. More innovative use cases in the smart built environment paradigm are currently 
unknown and more studies are needed to further identify and realize them.  
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APPENDIX A. QUESTIONNAIRES TO IDENTIFY THE 
INFLUENTIAL FACTORS OF FACILITY LCC 
 This appendix presents the questionnaires used for identifying the influential 
factors of facility LCC. 
A.1 The questionnaire for estimators and project managers  
Dear Participant, 
 
Thank you very much for taking part in this survey. My name is Xinghua Gao, a 
Ph.D. candidate at Georgia Tech. I am trying to develop a building life-cycle cost 
prediction model using machine learning techniques. This questionnaire will help me 
identify the important factors that significantly affect the total construction cost of a 
building. Please imagine you are working in the programming phase of a building project. 
No design is available yet. 
 
This survey should not take more than 20 minutes. Please provide following 
information: 
 
Name: _____________________                        
Company/affiliation: _____________________ 
Title: ______________________                      
Email: _________________________________  
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Number of years working in the cost estimation/project management/building design 
field: _______ 
 
According to your experience, please indicate the extent to which the available 
options for each factor cause variations in construction cost. You may choose from 0 to 5, 
or Y or N, where: 
0 – the factor has no influence on construction cost variation at all  
1 – the factor has a little influence but almost negligible 
2 – the factor has some influence but not significant 
3 – the factor has influence and the influence degree varies depending on the specific 
project 
4 – the factor has significant influence on the construction cost 
5 – this is one of the determining factors of the construction cost 
Y – I know the factor has an influence on the construction cost, but not sure about the 
influence degree. 
N – I’m not sure about this. 
 
Here are the factors: 
Please input 0 
to 5, or Y or N 




e.g. commercial building, medical building, 
residential building, educational building. 
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 LEED LEED certified, silver, gold, or platinum 
 Structure type e.g. concrete, steel, masonry, timber structure. 
 Type of floor 
structure 
e.g. Cast-in-place (CIP) concrete, precast 
concrete. 
 Building floor area 
(BFA)/built-up area 
Gross floor area (GFA), gross internal area 
(GIA), usable floor area (UFA), etc. 
 
Number of floors 
Including floor number aboveground and/or 
underground. 
 Floor height Average floor to ceiling height. 
 Total height Total building height. 
 
External wall area 
External wall area is the difference between the 
external and internal gross areas. 
 Internal perimeter 
length 
The perimeter of building measured on the 
internal face of the enclosing structural walls. 
 Footprint area The gross area of the ground floor. 
 Gross building 
volume (GRV) 
The total volume of all interior spaces in a 
building over the gross floor area. 
 
The location of the 
core of the building 
The location of the vertical circulation system 
including stairs, elevators, and the service ducts. 
It can be at the sides or in the middle. 
 Fully enclosed 
covered area 
The sum of all fully enclosed and covered 
building areas at all floor levels, such as 
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The sum of all unenclosed areas at all building 
floor levels, including roofed balconies, open 
verandahs, porches and porticos, etc. 
 Number of rooms e.g. apartment units, classrooms, households. 
 Space distribution 
(percentage of usage) 
e.g. 30% classroom, 50% laboratory, 20% office. 
 Roof type e.g. gable roof, flat roof, hip roof. 
 Façade type e.g. Exterior wall. 
 Surface area of 
exterior wall 
The value of external surface area subtracting the 
external window area. 
 
Window type 
e.g. fixed windows, casement windows, sliding 
windows. 
 Proportion of 
opening on external 
walls 
Area of external doors and windows divided by 
external wall area ×100%. 
 
Finishing 
Finishing type/grade (luxurious, medium, 
simple). 
 Number of people Designed/predicted number of occupants. 
 
Foundation type 
e.g. Foundation system (pier, wall, slab), 
basement system (crawlspace, full, none, 
walkout). 
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 Foundation area  
 Topography & soil 
condition 
e.g. plan irregularity, soil condition (hard, 
medium, soft). 
 Parking area  
 Landscape area  
 Construction duration  
 The general 
contractor 
 
 Construction site area  
 Delivery method e.g. CM at risk, design build, design bid build. 
 Construction site 
access 




The type of mechanical systems, the 
vendors/subcontractors 
 Number of elevators  
 
Are there any other factors you think could significantly influence the total 






A.2 The questionnaire for energy experts  
Dear Participant, 
 
Thank you very much for taking part in this survey. My name is Xinghua Gao, a 
Ph.D. candidate at Georgia Tech. I am trying to develop a building life-cycle cost 
prediction model using machine learning techniques. This questionnaire will help me 
identify the important factors that significantly affect life-cycle energy cost of a building. 
Please imagine you are working in the programming phase of a building project. No design 
is available yet. 
 





Title: ______________________                      
Email: _________________________________  
Number of years working in the energy analysis field: _______ 
 
According to your experience, please indicate the extent to which each of the factors 
influence the energy cost, from 0 to 5, or you may choose Y or N, where: 
0 – the factor has no influence on the total energy cost variation at all  
1 – the factor has a little influence but almost negligible 
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2 – the factor has some influence but not significant 
3 – the factor has influence and the influence degree varies depending on the specific 
building 
4 – the factor has significant influence on the energy cost 
5 – this is one of the determining factors of the energy cost 
Y – I know the factor has an influence on the energy cost, but not sure about the 
influence degree. 
N – I’m not sure about this. 
 
Here are the factors: 
Please input 0 to 5, or 
Y or N in this column 
Attribute Name Description 
 Building age  
 
Building function/type 
e.g. commercial building, medical 
building, residential building, educational 
building. 
 LEED LEED certified, silver, gold, or platinum 
 Building floor area 
(BFA)/ built-up area 
Gross floor area (GFA), gross internal 
area (GIA), usable floor area (UFA), etc. 
 
Number of floors 
Including floor number aboveground 
and/or underground 
 Floor height Average floor to ceiling height 
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Conditioned floor area 
(CFA) 
The total floor area of enclosed 
conditioned space on all floors of a 
building. 
 Gross building volume 
(GRV) 
The total volume of all interior spaces in a 
building over the gross floor area. 
 Space distribution 
(percentage of usage) 
e.g. 30% classroom, 50% laboratory, 20% 
office. 
 Room number  
 Number of computers 
and televisions 
e.g. desktop PC, laptops, TVs 
 Number of printers/ 
photocopiers 
 
 Number of kitchen 
electrical products 
e.g. oven, microwave 
 Occupants’ average 
time spent in the 
building 
None, medium, long 
 Electric vehicle number  
 
Occupancy percentage 
The proportion of rooms occupied to the 
number of rooms available for the 
selected date or period. 




 Number of regular 
occupants 
e.g. employees, students 





The percentage of the total floor space 
within the facility that is served by 
mechanical heating equipment. 
 
Cooling percentage 
The percentage of the total floor space 
within the facility that is served by 
mechanical cooling equipment. 
 Programmable 
thermostat 
Have programmable thermostat? Yes/No 
 
Apparent temperature 
The temperature equivalent perceived by 
humans, caused by the combined effects 
of air temperature, relative humidity and 
wind speed. 
 Photovoltaic (PV) 
system 
Have PV system?  Yes/No 
 
Percent lit when open 
The percentage of lit area to total building 
area when open 
 
Percent lit off hours 
The percentage of lit area to total building 
area when close 
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Heating degree day 
(HDD) 
The number of degrees that a day's 
average temperature is below the degree 
which buildings need to be heated. 
 
Cooling degree day 
(CDD) 
The number of degrees that a day's 
average temperature is above the degree 
which buildings need to be cooled. 
 
Temperature 
The temperature at the building location 
throughout the year  
 
Dew point 
The temperature to which air must be 
cooled to become saturated with water 
vapor. 
 Humidity The amount of water vapor present in air. 
 
Daily average sky 
cover (Cloud cover) 
The daily average fraction of the sky 
obscured by opaque clouds when 
observed from the building. 
 Sprinkle head number  
 Total window area 
footage 
 
 Window types (e.g., 
operable window) 
 






Are there any other factors you think could significantly influence on the total 





A.3 The questionnaire for facility managers (operation and maintenance)  
Thank you very much for taking part in this survey. My name is Xinghua Gao, a 
Ph.D. candidate at Georgia Tech. I am trying to develop a building life-cycle cost 
prediction model using machine learning techniques. This questionnaire will help me 
identify the important factors that significantly affect the life-cycle operation and 
maintenance (O&M) cost of a building. Please do NOT consider utility cost (electricity, 
water, gas, etc.) in this survey. Please imagine you are working in the programming phase 
of a building project. No design is available yet. You are asked to provide expert opinion 
on what factors will influence the overall life-cycle O&M cost of the new building. 
 
This survey should not take more than 20 minutes. Please provide following 
information: 
 
Name: _____________________                        
Company/affiliation: _____________________ 
Title: ______________________                      
 153 
Email: _________________________________  
Number of years working in the facilities management field: _______ 
 
According to your experience, please indicate the extent to which each of the 
factors influence the construction cost, from 0 to 5, or you may choose Y or N, where: 
0 – the factor has no influence on the total O&M cost at all  
1 – the factor has a little influence but almost negligible 
2 – the factor has some influence but not significant 
3 – the factor has influence and the influence degree varies depending on 
the specific project 
4 – the factor has significant influence on the O&M cost 
5 – this is one of the determining factors of the O&M cost 
Y – I know the factor has an influence on the O&M cost, but not sure about 
the influence degree. 
N – I’m not sure about this. 
 
Here are the factors: 
Please input 0 
to 5, or Y or N 
in this column 
Factor Description 
 Building age  
 Average number of 
staffs 
The number of O&M staffs working on the 
building. 
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 Number of service 
types the building 
needs 
e.g. a) many building services (skill trades) are 
needed, b) regular number needed, or c) only a few 
needed.  
 
The building's level of 
complexity 
e.g. a) a complicated building like Klaus and 
Clough, b) a regular building like Mason, or c) a 
simple building like Caddell. 
 Number of complicated 
equipment 
Expensive, heavy, sophisticated mechanical, 
electrical, or plumbing equipment. 
 
Level of waste service 
needed 
e.g. a) only need regular waste service, b) need 
solid waste division service, or c) no waste service 
needed. 
 
Level of building data 
availability 
e.g. a) well-metered with many utility meters, 
lighting sensors, and occupancy sensors, b) have 
some meters, or c) do not have any meter at all. 
 Number of shifts Shifts of operation and maintenance team 
 
Building function/type 
e.g. library, healthcare building, residential 
building, laboratory building. 
 Building floor area 
(BFA)/built-up area 
Gross floor area (GFA), gross internal area (GIA), 
usable floor area (UFA), etc. 
 Number of floors Including floor number aboveground and/or 
underground. 
 LEED LEED certified, silver, gold, or platinum 
 Structural type e.g. concrete, steel, masonry, timber structure. 
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 Percentage of usage e.g. 30% classroom, 50% laboratory, 20% office. 
 Number of rooms e.g. apartment units, classrooms, households. 
 Number of people Designed/predicted number of occupants. 
 Budget constraint The budget constraint of operation and maintenance 
 Building geometry in 
general 
Footprint area, building volume, etc. 
 Total height Total building height 
 Floor height Average floor to ceiling height 
 Number of elevators  
 Classroom area  
 Teachers’ cabinets area  
 Hallways area  
 Sanitary area  
 Office area  
 Library area  
 Laboratory area  
 
Are there any other factors you think could significantly influence on the total 






APPENDIX B. DATA MAPPING BETWEEN BUILDING DATA 
STANDARDS 
 This appendix presents the data mapping between data standards: BACnet XML 
and ifcXML (B1), BACnet XML and gbXML (B2), ifcXML and CityGML XML (B3). 
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B.2 Overlaps between BACnet XML and gbXML 
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B.3 Overlaps between ifcXML and CityGML XML 
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APPENDIX C. AN EXAMPLE OF THE ELECTRICITY 
CONSUMPTION RAW DATA 
TimestampUTC2 TimestampUTC Active Energy Delivered-Received 
2012-10-01 04:00:00-05:00 EST 10/1/2012 4:00 769564.1875 
2012-10-01 04:15:00-05:00 EST 10/1/2012 4:15 769571.1875 
2012-10-01 04:30:00-05:00 EST 10/1/2012 4:30 769577.5625 
2012-10-01 04:45:00-05:00 EST 10/1/2012 4:45 769585 
2012-10-01 05:00:00-05:00 EST 10/1/2012 5:00 769591.3125 
2012-10-01 05:15:00-05:00 EST 10/1/2012 5:15 769597.5625 
2012-10-01 05:30:00-05:00 EST 10/1/2012 5:30 769604 
2012-10-01 05:45:00-05:00 EST 10/1/2012 5:45 769610.1875 
2012-10-01 06:00:00-05:00 EST 10/1/2012 6:00 769616.3125 
2012-10-01 06:15:00-05:00 EST 10/1/2012 6:15 769622.4375 
2012-10-01 06:30:00-05:00 EST 10/1/2012 6:30 769628.5 
2012-10-01 06:45:00-05:00 EST 10/1/2012 6:45 769634.5 
2012-10-01 07:00:00-05:00 EST 10/1/2012 7:00 769640.5 
2012-10-01 07:15:00-05:00 EST 10/1/2012 7:15 769646.4375 
2012-10-01 07:30:00-05:00 EST 10/1/2012 7:30 769652.375 
2012-10-01 07:45:00-05:00 EST 10/1/2012 7:45 769658.375 
2012-10-01 08:00:00-05:00 EST 10/1/2012 8:00 769664.25 
2012-10-01 08:15:00-05:00 EST 10/1/2012 8:15 769670.125 
2012-10-01 08:30:00-05:00 EST 10/1/2012 8:30 769677 
2012-10-01 08:45:00-05:00 EST 10/1/2012 8:45 769682.5625 
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2012-10-01 09:00:00-05:00 EST 10/1/2012 9:00 769688.5 
2012-10-01 09:15:00-05:00 EST 10/1/2012 9:15 769694.4375 
2012-10-01 09:30:00-05:00 EST 10/1/2012 9:30 769700.375 
2012-10-01 09:45:00-05:00 EST 10/1/2012 9:45 769706.375 
2012-10-01 10:00:00-05:00 EST 10/1/2012 10:00 769712.3125 
2012-10-01 10:15:00-05:00 EST 10/1/2012 10:15 769718.3125 
2012-10-01 10:30:00-05:00 EST 10/1/2012 10:30 769724.25 
2012-10-01 10:45:00-05:00 EST 10/1/2012 10:45 769730.1875 
2012-10-01 11:00:00-05:00 EST 10/1/2012 11:00 769736.1875 
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APPENDIX D. A SMALL PORTION OF THE RAW DATA OF O&M WORK ORDER RECORDS 
Columns 1 to 10 
Work 
Order 
Description Created By 
Date 
Created 























AREA 5 AIR COMPRESSOR 








U&E-SEWER / STORM 









364  REPLACE PARKING 










KING- EXHAUST FAN (SEMI-









MS&E-WATER LEAK IN 
ROOM G272 GPRATER 22:32.0 40 
GT-
MAIN MS&E 167 
  
45463-
2010 PETTIT AIR COMP OAUZLA 26:21.0 40 
GT-




MSE- CHECK AND CLEAN 
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Columns 11 to 20 
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0 
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0 
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S SR P-94-120 AREA 3 
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0 19.58 0.5 19.58 0 0 0 19.58 
0 2421.51 1 2399.82 21.69 0 0 2421.51 
0 58.74 1.5 58.74 0 0 0 58.74 
0 39.16 1 39.16 0 0 0 39.16 
0 156.64 4 156.64 0 0 0 156.64 
0 39.16 1 39.16 0 0 0 39.16 
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APPENDIX E. THE MATLAB CODE FOR CLEANING THE 
UTILITY CONSUMPTION DATA 
E.1 Utility consumption data cleaning and weekly consumption calculation 
% This is a MATLAB program for cleaning the utility consumption data 
% Developed by Xinghua Gao @ Georgia Tech 
% Email: gaoxh@gatech.edu 
% March 2019 
  
% Function: 
% Import all utility consumption (csv) files and process them 
% Generate the weekly energy consumption matrix of the buildings 
% The output of this program is the matrix "tar_merged" that records all the 
% utility consumption and the "header" records the facility name, sensor ID 
% and the start time. 
% the results are wrote to a csv file named "results" 
  








%%%%%%%%%%% Parameter Settings %%%%%%%%%%%%%% 
col_num = 300; % the column number of the target matrix 
row_num = 210000; % the row number of the target matrix 
start_path = fullfile('C:\test');% Define a starting folder.   
        % IMPORTANT:theoutput folder (current folder of MATLAB)  
        % must be the same folder. 
path = "C:\test\1\";  
max_week = 305; 
showplot = 0; % =1 to show the plot of each building, =0 not to  
plot = 0; % =1 to generate plot image files, =0 not to 
%outlier1 = 40000; % set he outlier threshold 
%%%%%%%%%%% Settings End %%%%%%%%%%%%%%%%%%%% 
  
% the target matrix 
raw = zeros (row_num,col_num); 
header = cell(4,col_num); % the header of target matrix 
  
% Import the csv files in each folder 





% Ask user to confirm or change. 
topLevelFolder = uigetdir(start_path); 
if topLevelFolder == 0 
    return; 
end 
  
% Get list of all subfolders. 
allSubFolders = genpath(topLevelFolder); 
% Parse into a cell array. 
remain = allSubFolders; 
listOfFolderNames = {}; 
while true 
    [singleSubFolder, remain] = strtok(remain, ';'); 
    if isempty(singleSubFolder) 
        break; 
    end 
    listOfFolderNames = [listOfFolderNames singleSubFolder]; 
end 
numberOfFolders = length(listOfFolderNames) 
  
% Process all csv files in those folders. 
  
column = 1; % The columns in the comprehensive table 
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for k = 1 : numberOfFolders 
    % Get this folder and print it out. 
    thisFolder = listOfFolderNames{k}; 
    fprintf('Processing folder %s\n', thisFolder); 
  
    filePattern = sprintf('%s/*.csv', thisFolder); 
        baseFileNames = dir(filePattern); 
    numberOfImageFiles = length(baseFileNames); 
       
    % A list of all files in this folder. 
    if numberOfImageFiles >= 1 
            % Go through all those image files. 
            for f = 1 : numberOfImageFiles 
                fullFileName = fullfile(thisFolder, baseFileNames(f).name); 
                fprintf('     Processing csv file %s\n', fullFileName); 
                 
                folder_name = extractAfter(thisFolder,path); 
                folder_name_2 = folder_name + "\"; % for the format of file_name 
                file_name = extractAfter(fullFileName,folder_name_2); 
                                   
                % check if the csv file is energy consumption 
                % 'Active Energy Delivered-Received'indicates that the   
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                % file records energy consumption data 
                 
                fileID = fopen(fullFileName,'r'); 
                %col_head = cell(1,1);                 
                col_head = textscan(fileID,'%*q %*q %q ',1,'Delimiter',','); 
                start_time = textscan(fileID,'%*q %q %*q ',1,'Delimiter',','); 
                fclose(fileID); 
                 
                % if the csv file is about energy consumption then record 
                if isequal(col_head[241]{1,1},'Active Energy Delivered-Received') 
                     
                    % write to the header table 
                    % the first row is the folder name (facility name) 
                    header{1,column} = folder_name;  
                     
                    % the second row is the sensor ID 
                    header{2,column} = file_name; 
                     
                    % the start time 
                    header{3,column} = start_time[241]{1,1}; 
                                       
                    % write to the table 
                    temp = csvread(fullFileName,1,2); % skip 1 row, 2 columns 
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                    % the size difference between temp and raw(:,column) 
                    [mm,nn] = size (temp); 
                    diff = row_num - mm; 
                     
                    num_weeks = fix(mm/672); 
  
                    % the number of weeks 
                    header{4,column} = num_weeks; 
                                         
                    % Pad the temp matrix to make it the same size as the  
                    % column size of the target matrix 
                    raw(:,column) = padarray(temp,diff,0,'post'); 
  
                    column = column +1; 
                 
                end 
            end 
            else 
            fprintf('     Folder %s has no csv files in it.\n', thisFolder); 




% Transfer the 15min data to weekly data 
% tar_total is the total consupmtion matrix (weekly record) 
tar_total = zeros(fix(row_num/672),col_num); 
for j = 1 : column - 1 
    for i = 1 : header{4,j}-1 
        temp_week = i*672; 
        tar_total(i,j)= raw(temp_week,j); 
    end 
end 
  
disp ('Total consumption matrix created'); 
  
% tar is the weekly consumption matrix 
tar = zeros(size(tar_total)); 
for j = 1 : column - 1 
  
%     % define outlier 
%     outlier(j) = (max(tar_total(:,j)) - min(tar_total(:,j)))/200; 
%     if outlier(j) <= 0 || outlier(j) >= outlier1; 
%         outlier(j) = outlier1; 
%     end 
     
    for i = 2 : header{4,j}-1  
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        tar(i-1,j) = tar_total(i,j) - tar_total(i-1,j); 
         
       % remove outliers 
       if i >=3 
           if  abs(tar(i-1,j)- tar(i-2,j)) >= abs(tar(i-2,j)*2)   
                 tar(i-1,j) =  tar(i-2,j); 
            elseif  tar (i-1,j) <= 0 % if negative value shows, use the last week data 
                 tar (i-1,j) = tar(i-2,j); 
            end   
       end                 
    end 
end 
  
% remove outliers 
% for j = 1 : column - 1 
%     % set the outlier, which is the average of the weekly consumption * 3; 
%     outlier(j) = mean(tar(:,j))*3; 
%     %outlier(j) = (max(tar_total(:,j)) - min(tar_total(:,j)))/300; 
%      
%     if outlier(j) <= 0 || outlier(j) >= 25000; 
%         outlier(j) = outlier1; 
%     end 
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%      
%     % remove outliers 
%     for i = 2 : header{4,j}-1 
%         if  tar(i,j)- tar(i-1,j)>= outlier(j)  
%              tar (i,j)=  tar(i-1,j); 
%         elseif  tar (i-1,j)<= 0 % if negative value shows, use the last week data 
%              tar (i-1,j)= tar(i-2,j);    
%         end 
%     end 
%      
% end 
  
disp ('Weekly consumption matrix created'); 
  
% merge the sensor data in the same building 
tar_merged = tar; 
header_merged = header; 
x =1; 
for j = 2:column -1 
    if isequal(header{1,j},header{1,j-1}) && isequal(header{3,j},header{3,j-1}) 
        a(x) = j; 
        x = x+1; 




[ma,na] = size (a); 
  
for k = na:-1:1 
    tar_merged(:,a(k)-1) = tar_merged(:,a(k)-1) + tar_merged(:,a(k)); 
    tar_merged(:,a(k)) = []; 
    header_merged(:,a(k)) = []; 
end 
  
% trim the merged matrix 
% max_week = max(cell2mat(header_merged(4,:))); 
% tar_merged(max_week+1:end,:) = []; 
tar_merged(max_week+1:end,:) = []; 
  
[mt,nt] = size(tar_merged); 
[mmt,nnt] = size(tar); 
new_column = column - (nnt-nt) - 1; 
tar_merged(:,new_column + 1:end)=[]; 
  
disp ('Weekly consumption matrix merged'); 
  
% write the results to a csv file 
 181 
% fid = fopen('results.csv', 'w') ; 
% for k=1:3 
%     for j = 1: col_num 
%         fprintf(fid, '"%s", ',header{k,j}) ; 
%     end 





% fclose(fid) ; 
  
% plot 
if plot ==1 
    for i = 1: new_column 
        if showplot == 0 
            h = figure('visible','off'); 
        else  
            h = figure('visible','on'); 
        end 
  
        %NZ_tar_merged=(~tar_merged(:,i)==0); 
        %plot(NZ_tar_merged); 
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        plot_tar_merged  = tar_merged(:,i); 
        plot_tar_merged (plot_tar_merged==0) = nan; 
        plot(plot_tar_merged); 
        title([header_merged{1,i},' weekly electricity consumption']); 
        grid on; 
        saveas(h,sprintf('%s.png',header_merged{1,i})); 




disp ('Calculation ends') 
 
E.2 CSV file generation 
% This script is used for generate the csv file. 
% Run the "one_utility_clean.m" first.  
  
fid = fopen('results.csv', 'w') ; 
for k=1:3 
    for j = 1: new_column 
        fprintf(fid, '"%s", ',header_merged{k,j}) ; 
    end 








disp ('Results.csv generated') 
 
E.3 Monthly consumption calculation and CSV file generation 
% This script is used for generate the monthly consumption csv file. 
% Run the "one_utility_clean.m" first.  
  
tar_month = zeros(ceil(mt/4),new_column); % assume 52 weeks per year 
k = 1; 
for j = 1 : new_column 
    for i = 1:mt 
        tar_month(k, j) = tar_month(k, j) + tar_merged(i,j); 
  
        if rem(i,4)==0 
            k = k+1; 
        end         
    end 




disp ('Monthly consumption calculated') 
  
fid = fopen('results_monthly.csv', 'w') ; 
for k=1:3 
    for j = 1: new_column 
        fprintf(fid, '"%s", ',header_merged{k,j}) ; 
    end 







disp ('Results.csv generated') 
 
E.4 Annual consumption calculation and CSV file generation 
% This script is used for generate the annual consumption csv file. 
% Run the "one_utility_clean.m" first.  
  
tar_year = zeros(ceil(mt/52),new_column); % assume 52 weeks per year 
k = 1; 
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for j = 1 : new_column 
    for i = 1:mt 
        tar_year(k, j) = tar_year(k, j) + tar_merged(i,j); 
  
        if rem(i,52)==0 
            k = k+1; 
        end         
    end 
    k = 1; 
end 
  
disp ('Annually consumption calculated') 
  
fid = fopen('results_annually.csv', 'w') ; 
for k=1:3 
    for j = 1: new_column 
        fprintf(fid, '"%s", ',header_merged{k,j}) ; 
    end 








disp ('Results.csv generated') 
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APPENDIX F. THE OPENREFINE OPERATION HISTORY FOR 
CLEANING THE O&M WORK ORDERS 
The OpenRefine operation.JSON: 
 
[ 
  { 
    "op": "core/column-split", 
    "description": "Split column Work Order by separator", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Work Order", 
    "guessCellType": true, 
    "removeOriginalColumn": true, 
    "mode": "separator", 
    "separator": "-", 
    "regex": false, 
    "maxColumns": 2 
  }, 
  { 
    "op": "core/column-rename", 
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    "description": "Rename column Work Order 1 to Work Order Number", 
    "oldColumnName": "Work Order 1", 
    "newColumnName": "Work Order Number" 
  }, 
  { 
    "op": "core/column-rename", 
    "description": "Rename column Work Order 2 to Year", 
    "oldColumnName": "Work Order 2", 
    "newColumnName": "Year" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Date Created", 
    "columnName": "Date Created" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Status", 
    "columnName": "Status" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Region", 
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    "columnName": "Region" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Project", 
    "columnName": "Project" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Problem Code", 
    "columnName": "Problem Code" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Contact", 
    "columnName": "Contact" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Contact Phone", 
    "columnName": "Contact Phone" 
  }, 
  { 
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    "op": "core/column-removal", 
    "description": "Remove column Contact Email", 
    "columnName": "Contact Email" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Budget", 
    "columnName": "Budget" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Desired Date", 
    "columnName": "Desired Date" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Customer Request", 
    "columnName": "Customer Request" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Reference", 
    "columnName": "Reference" 
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  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Edit Date", 
    "columnName": "Edit Date" 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Estimated Labor using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Estimated Labor", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
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    "description": "Text transform on cells in column Estimated Material using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Estimated Material", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Estimated Equipment using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Estimated Equipment", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
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    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Estimated Contract using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Estimated Contract", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Estimated Total using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
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      "facets": [] 
    }, 
    "columnName": "Estimated Total", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Estimated Hours using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Estimated Hours", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
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    "op": "core/text-transform", 
    "description": "Text transform on cells in column Encumbered Labor using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Encumbered Labor", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Encumbered Material using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Encumbered Material", 
    "expression": "value.toNumber()", 
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    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Encumbered Equipment using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Encumbered Equipment", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Encumbered Contract using 
expression value.toNumber()", 
    "engineConfig": { 
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      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Encumbered Contract", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Encumbered Total using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Encumbered Total", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
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  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Labor using expression 
value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Actual Labor", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Material using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Actual Material", 
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    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Equipment using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Actual Equipment", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Contract using 
expression value.toNumber()", 
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    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Actual Contract", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Total using expression 
value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Actual Total", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
 201 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Hours using expression 
value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Actual Hours", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Billed Labor using expression 
value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
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    "columnName": "Billed Labor", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Billed Material using expression 
value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Billed Material", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
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    "description": "Text transform on cells in column Billed Equipment using 
expression value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Billed Equipment", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Billed Contract using expression 
value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Billed Contract", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
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    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Billed Total using expression 
value.toNumber()", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Billed Total", 
    "expression": "value.toNumber()", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/column-addition", 
    "description": "Create column Estimated Cost at index 36 based on column Billed 
Total using expression grel:\"Labor \" + cells[\"Estimated Labor\"].value + \";\" + \" 
Material \" + cells[\"Estimated Material\"].value + \";\" + \" Equipment \" + 
cells[\"Estimated Equipment\"].value + \";\" + \" Contract \" + cells[\"Estimated 
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Contract\"].value + \";\" + \" Total \" + cells[\"Estimated Total\"].value + \";\"+ \" Hours \" 
+ cells[\"Estimated Hours\"].value + \";\"", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "newColumnName": "Estimated Cost", 
    "columnInsertIndex": 36, 
    "baseColumnName": "Billed Total", 
    "expression": "grel:\"Labor \" + cells[\"Estimated Labor\"].value + \";\" + \" 
Material \" + cells[\"Estimated Material\"].value + \";\" + \" Equipment \" + 
cells[\"Estimated Equipment\"].value + \";\" + \" Contract \" + cells[\"Estimated 
Contract\"].value + \";\" + \" Total \" + cells[\"Estimated Total\"].value + \";\"+ \" Hours \" 
+ cells[\"Estimated Hours\"].value + \";\"", 
    "onError": "set-to-blank" 
  }, 
    { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Hours using expression 
grel:if (value==0,  cells[\"Estimated Hours\"].value, value)", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
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    }, 
    "columnName": "Actual Hours", 
    "expression": "grel:if (value==0,  cells[\"Estimated Hours\"].value, value)", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Total using expression 
grel:if(value==0,cells[\"Actual Labor\"].value + cells[\"Actual Material\"].value + 
cells[\"Actual Equipment\"].value + cells[\"Actual Contract\"].value, value)", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Actual Total", 
    "expression": "grel:if(value==0,cells[\"Actual Labor\"].value + cells[\"Actual 
Material\"].value + cells[\"Actual Equipment\"].value + cells[\"Actual Contract\"].value, 
value)", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
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  }, 
  { 
    "op": "core/text-transform", 
    "description": "Text transform on cells in column Actual Total using expression 
grel:if(value==0, cells[\"Estimated Total\"].value, value)", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "columnName": "Actual Total", 
    "expression": "grel:if(value==0, cells[\"Estimated Total\"].value, value)", 
    "onError": "keep-original", 
    "repeat": false, 
    "repeatCount": 10 
  } 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Estimated Labor", 
    "columnName": "Estimated Labor" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Estimated Material", 
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    "columnName": "Estimated Material" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Estimated Equipment", 
    "columnName": "Estimated Equipment" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Estimated Contract", 
    "columnName": "Estimated Contract" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Estimated Total", 
    "columnName": "Estimated Total" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Estimated Hours", 
    "columnName": "Estimated Hours" 
  }, 
  { 
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    "op": "core/column-addition", 
    "description": "Create column Encumbered Cost at index 15 based on column 
Encumbered Labor using expression grel:\"Labor \" + cells[\"Encumbered Labor\"].value 
+ \";\" + \" Material \" + cells[\"Encumbered Material\"].value + \";\" + \" Equipment \" + 
cells[\"Encumbered Equipment\"].value + \";\" + \" Contract \" + cells[\"Encumbered 
Contract\"].value + \";\" + \" Total \" + cells[\"Encumbered Total\"].value + \";\"", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "newColumnName": "Encumbered Cost", 
    "columnInsertIndex": 15, 
    "baseColumnName": "Encumbered Labor", 
    "expression": "grel:\"Labor \" + cells[\"Encumbered Labor\"].value + \";\" + \" 
Material \" + cells[\"Encumbered Material\"].value + \";\" + \" Equipment \" + 
cells[\"Encumbered Equipment\"].value + \";\" + \" Contract \" + cells[\"Encumbered 
Contract\"].value + \";\" + \" Total \" + cells[\"Encumbered Total\"].value + \";\"", 
    "onError": "set-to-blank" 
  }, 
  { 
    "op": "core/column-move", 
    "description": "Move column Encumbered Cost to position 16", 
    "columnName": "Encumbered Cost", 
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    "index": 16 
  }, 
  { 
    "op": "core/column-move", 
    "description": "Move column Encumbered Cost to position 31", 
    "columnName": "Encumbered Cost", 
    "index": 31 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Encumbered Labor", 
    "columnName": "Encumbered Labor" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Encumbered Material", 
    "columnName": "Encumbered Material" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Encumbered Equipment", 
    "columnName": "Encumbered Equipment" 
  }, 
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  { 
    "op": "core/column-removal", 
    "description": "Remove column Encumbered Contract", 
    "columnName": "Encumbered Contract" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Encumbered Total", 
    "columnName": "Encumbered Total" 
  }, 
  { 
    "op": "core/column-addition", 
    "description": "Create column Actual Cost Detail at index 19 based on column 
Actual Total using expression grel:\"Labor \" + cells[\"Actual Labor\"].value + \";\" + \" 
Material \" + cells[\"Actual Material\"].value + \";\" + \" Equipment \" + cells[\"Actual 
Equipment\"].value + \";\" + \" Contract \" + cells[\"Actual Contract\"].value + \";\"", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "newColumnName": "Actual Cost Detail", 
    "columnInsertIndex": 19, 
    "baseColumnName": "Actual Total", 
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    "expression": "grel:\"Labor \" + cells[\"Actual Labor\"].value + \";\" + \" Material 
\" + cells[\"Actual Material\"].value + \";\" + \" Equipment \" + cells[\"Actual 
Equipment\"].value + \";\" + \" Contract \" + cells[\"Actual Contract\"].value + \";\"", 
    "onError": "set-to-blank" 
  }, 
  { 
    "op": "core/column-move", 
    "description": "Move column Actual Cost Detail to position 27", 
    "columnName": "Actual Cost Detail", 
    "index": 27 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Actual Labor", 
    "columnName": "Actual Labor" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Actual Material", 
    "columnName": "Actual Material" 
  }, 
  { 
    "op": "core/column-removal", 
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    "description": "Remove column Actual Equipment", 
    "columnName": "Actual Equipment" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Actual Contract", 
    "columnName": "Actual Contract" 
  }, 
  { 
    "op": "core/column-addition", 
    "description": "Create column Billed Cost Detail at index 21 based on column 
Billed Total using expression grel:\"Labor \" + cells[\"Billed Labor\"].value + \";\" + \" 
Material \" + cells[\"Billed Material\"].value + \";\" + \" Equipment \" + cells[\"Billed 
Equipment\"].value + \";\" + \" Contract \" + cells[\"Billed Contract\"].value + \";\"", 
    "engineConfig": { 
      "mode": "row-based", 
      "facets": [] 
    }, 
    "newColumnName": "Billed Cost Detail", 
    "columnInsertIndex": 21, 
    "baseColumnName": "Billed Total", 
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    "expression": "grel:\"Labor \" + cells[\"Billed Labor\"].value + \";\" + \" Material 
\" + cells[\"Billed Material\"].value + \";\" + \" Equipment \" + cells[\"Billed 
Equipment\"].value + \";\" + \" Contract \" + cells[\"Billed Contract\"].value + \";\"", 
    "onError": "set-to-blank" 
  }, 
  { 
    "op": "core/column-move", 
    "description": "Move column Billed Cost Detail to position 24", 
    "columnName": "Billed Cost Detail", 
    "index": 24 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Billed Labor", 
    "columnName": "Billed Labor" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Billed Material", 
    "columnName": "Billed Material" 
  }, 
  { 
    "op": "core/column-removal", 
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    "description": "Remove column Billed Equipment", 
    "columnName": "Billed Equipment" 
  }, 
  { 
    "op": "core/column-removal", 
    "description": "Remove column Billed Contract", 
    "columnName": "Billed Contract" 
  }, 
  { 
    "op": "core/column-rename", 
    "description": "Rename column Estimated Cost to Estimated Cost Detail", 
    "oldColumnName": "Estimated Cost", 
    "newColumnName": "Estimated Cost Detail" 
  }, 
  { 
    "op": "core/column-rename", 
    "description": "Rename column Encumbered Cost to Encumbered Cost Detail", 
    "oldColumnName": "Encumbered Cost", 
    "newColumnName": "Encumbered Cost Detail" 




APPENDIX G. THE MATLAB CODE FOR ANNUAL O&M COST 
CALCULATION 
% Georgia Tech Operation & Maintenance work order history cleaning program 
% Written by Xinghua Gao 
% email: gaoxh@gatech.edu, gaoxinghua1988@gmail.com 




%%%%%%%%% Input Parameters %%%%%%%%% 
facility_num = 312; 
start_year = 2006; 
end_year = 2018; 
table_name = temp3; 
%%%%%%%% End Input %%%%%%%%%%%%%%%%%% 
  
column_num = (end_year - start_year+1)*2 + 1; 
data = table2cell(table_name); 
  
% target table 
tar = cell(facility_num,column_num); 
tar (:,2:column_num) = {0}; 
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[m,n] = size(data); 
  
% create the map of facility name and number in this program 
map = cell(facility_num,2); 
for x = 1:facility_num 
    map(x,1) = {x}; 
end 
  
counter = 0; 
for x = 1: m 
    n = checkmap(data{x,2},facility_num,map); 
     
    if n == 0  
        counter = counter + 1; 
        map{counter,2} = data{x,2};  
        tar{counter,1} = data{x,2}; 
         
        for y = start_year:1:end_year 
            if data{x,1} == y 
                tar{counter,2*(y-2005)} = tar{counter,2*(y-2005)} + data {x,3}; 
                tar{counter,2*(y-2005)+1} = tar{counter,2*(y-2005)+1} + data {x,4}; 
            end 
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        end 
         
    else   
        for y = start_year:1:end_year 
            if data{x,1} == y 
                tar{n,2*(y-2005)} = tar{n,2*(y-2005)} + data {x,3}; 
                tar{n,2*(y-2005)+1} = tar{n,2*(y-2005)+1} + data {x,4}; 
            end 
        end 
    end 
     
    % show progress 
    r = rem (x,1000); 
    if r == 0 
        XX = [num2str(x), ' row calculated']; 
        disp (XX); 






function [y] = checkmap(x,facility_num,map) 
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    y = 0;     
    for i = 1:facility_num 
        if isequal(map{i,2},x) 
            y = i;  
        end 




APPENDIX H. THE R CODE FOR TIME SERIES BACKCASTING 
H.1 The R code for utility consumption data backcasting (weekly) 
# This is a R script for backcasting the utility consumption data (weekly) 
# Developed by Xinghua Gao @ Georgia Tech 
# Email: gaoxh@gatech.edu 
# March 2019 
 
############# Backcast functions ############ 
 
# Function to reverse time 
#source: https://otexts.com/fpp2/backcasting.html 
reverse_ts <- function(y) 
{ 
  ts(rev(y), start=tsp(y)[1L], frequency=frequency(y)) 
} 
 
# Function to reverse a forecast 
#source: https://otexts.com/fpp2/backcasting.html 
reverse_forecast <- function(object) 
{ 
  h <- length(object[["mean"]]) 
  f <- frequency(object[["mean"]]) 
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  object[["x"]] <- reverse_ts(object[["x"]]) 
  object[["mean"]] <- ts(rev(object[["mean"]]), 
                         end=tsp(object[["x"]])[1L]-1/f, frequency=f) 
  object[["lower"]] <- object[["lower"]][h:1L,] 
  object[["upper"]] <- object[["upper"]][h:1L,] 
  return(object) 
} 
 




############# Parameter setting ########## 
 
# How many months to forecast/backcast 
h <- 680 
 
# Starting month, format: if from Oct 1, 2012, then write as "2012+9/12" 
start_date = 2012+39/52 
 
# Time seres data frequency, if monthly fre = 12, if weekly fre = 52 
fre = 52 
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############ Parameter setting ends ######## 
 
# Import the monthly consumption data 
utility <- read.csv("weekly.csv", header = TRUE) 
 
ns <- ncol(utility) 
fcast <- matrix(NA,nrow=h,ncol=ns) 
 
 # i = 111 
 ns = 2 
 
for(i in 1:ns){ 
  zz <- as.numeric(utility[,i]) 
   
  # remove the data of last month (it is not correct) 
  n <- length(zz) 
  zz <- zz[1:(n-1)] 
   
  # convert to time series format 
  zz <- ts(zz, s= start_date, f = fre) 
   
  # backcast 
  zz %>% 
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    reverse_ts() %>% 
    auto.arima() %>% 
    forecast(h = h) %>% 
    reverse_forecast() -> bc 
   
  # record backcasted numbers 
  fcast[,i] <- bc$mean 
   
  # save the images to files 
  #pdf(names(utility)[i]) 
  #png(paste0(names(utility)[i],".png")) 
   
  #plot(bc, main = names(utility)[i]) 
  #autoplot(bc, main = names(utility)[i]) 
  #dev.off() 
   




autoplot(bc, main = names(utility)[i]) 
 




H.2 The R code for utility consumption data backcasting (monthly) 
# This is a R script for backcasting the utility consumption data (monthly) 
# Developed by Xinghua Gao @ Georgia Tech 
# Email: gaoxh@gatech.edu 
# March 2019 
 
############# Backcast functions ############ 
 
# Function to reverse time 
#source: https://otexts.com/fpp2/backcasting.html 
reverse_ts <- function(y) 
{ 
  ts(rev(y), start=tsp(y)[1L], frequency=frequency(y)) 
} 
 
# Function to reverse a forecast 
#source: https://otexts.com/fpp2/backcasting.html 
reverse_forecast <- function(object) 
{ 
  h <- length(object[["mean"]]) 
  f <- frequency(object[["mean"]]) 
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  object[["x"]] <- reverse_ts(object[["x"]]) 
  object[["mean"]] <- ts(rev(object[["mean"]]), 
                         end=tsp(object[["x"]])[1L]-1/f, frequency=f) 
  object[["lower"]] <- object[["lower"]][h:1L,] 
  object[["upper"]] <- object[["upper"]][h:1L,] 
  return(object) 
} 
 




############# Parameter setting ########## 
 
# How many months to forecast/backcast 
# h <- 199 # 2014 July 
# h <- 188 # 2013 July 
 h <- 178 # 2012 Oct 
# h <- 4 
 
# Input file name 
input_file = "group2.csv" 
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# Starting month, format: if from Oct 1, 2012, then write as "2012+9/12" 
# Where 12 is the frequency and 9 is the poropotion of time already passed. 
start_date = 2012+9/12 
 
############ Parameter setting ends ######## 
 
# Import the monthly consumption data 
utility <- read.csv(input_file, header = TRUE) 
 
ns <- ncol(utility) 
fcast <- matrix(NA,nrow=h,ncol=ns) 
 
# i = 8 
# ns =2 
 
# save the images to files 
#pdf("myOut.pdf") 
 
for(i in 1:ns){ 
  zz <- as.numeric(utility[,i]) 
   
  # remove the data of the first and last month (they may be incorrect) 
  n <- length(zz) 
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  zz <- zz[1:(n-1)] 
  zz <- zz[2:(n-1)] 
   
  # convert to time series format 
  zz <- ts(zz, s= start_date, f = 12) 
   
  # backcast 
  zz %>% 
    reverse_ts() %>% 
    auto.arima() %>% 
    forecast(h = h) %>% 
    reverse_forecast() -> bc 
   
  # record backcasted numbers 
  fcast[,i] <- bc$mean 
   
  # plot 
  #plot(bc, main = names(utility)[i]) 
   










#  ggtitle(paste("Backcasts from",bc[["method"]])) 
 
H.3 The R code for utility consumption data forecasting (monthly) 
In the experiments, sometimes forecasting is needed because some buildings have 
missing data from time to time. Hence, time series forecasting was used to simulate the 
data. 
 
# This is a R script for forecasting the utility consumption data 
# Developed by Xinghua Gao @ Georgia Tech 
# Email: gaoxh@gatech.edu 




############# Parameter setting ########## 
 
# How many months to forecast/backcast 
h <- 65 
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# Input file name 
input_file = "group2.csv" 
 
start_date = 2012+9/12 
 
############ Parameter setting ends ######## 
 
 
utility <- read.csv(input_file,header=TRUE) 
 
ns <- ncol(utility) 
fcast <- matrix(NA,nrow=h,ncol=ns) 
 
for(i in 1:ns){ 
  zz <- as.numeric(utility[,i]) 
   
  # remove the data of the first and last month (they may be incorrect) 
  n <- length(zz) 
  zz <- zz[1:(n-1)] 
  zz <- zz[2:(n-1)] 
   
  # convert to time series format 
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  zz <- ts(zz, s= start_date, f = 12) 
   
  # forecast 
  fc <-forecast(zz,h=h) 
   
  # record backcasted numbers 
  fcast[,i] <- fc$mean 
   
  # plot 
  #plot(fc, main = names(utility)[i]) 
   
  print(paste0("round ", i)) 
} 
 




H.4 The MATLAB code to prepare O&M cost data for backcasting 
% This is a MATLAB program for preparing the O&M cost data for backcasting 
% Developed by Xinghua Gao @ Georgia Tech 
% Email: gaoxh@gatech.edu 
% March 2019 
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% The annually monetary costs are saved in the variable "money" 
% The annually labor hours are saved in the variable "hours" 
 
% Use guide: 
 




start_path = fullfile('C:\test\4\');% Define a starting folder.   
        % IMPORTANT:theoutput folder (current folder of MATLAB)  
        % must be the same folder. 
path = "C:\test\4\";  
 
start_year = 2006; 
 
%%%%%%%%%%%%%%%%%%%% Parameter setting 
end %%%%%%%%%%%%%%%%%%%% 
 
[m,n] = size (omraw); % the size of the raw cost data 
end_year = start_year + m/2 -1; 
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money = zeros(m/2,n); 
hours = zeros(m/2,n); 
 
for j = 1:n 
    for i = 1:m/2 
        money(i,j) = omraw{(2*i-1),j}; 
        hours(i,j) = omraw{(2*i),j}; 
    end 
end 
 
H.5 The R code for O&M cost data backcasting 
# This is a R script for backcasting the O&M costs 
# Developed by Xinghua Gao @ Georgia Tech 
# Email: gaoxh@gatech.edu 
# March 2019 
 
############# Backcast functions ############ 
 
# Function to reverse time 
#source: https://otexts.com/fpp2/backcasting.html 
reverse_ts <- function(y) 
{ 




# Function to reverse a forecast 
#source: https://otexts.com/fpp2/backcasting.html 
reverse_forecast <- function(object) 
{ 
  h <- length(object[["mean"]]) 
  f <- frequency(object[["mean"]]) 
  object[["x"]] <- reverse_ts(object[["x"]]) 
  object[["mean"]] <- ts(rev(object[["mean"]]), 
                         end=tsp(object[["x"]])[1L]-1/f, frequency=f) 
  object[["lower"]] <- object[["lower"]][h:1L,] 
  object[["upper"]] <- object[["upper"]][h:1L,] 
  return(object) 
} 
 




############# Parameter setting ########## 
 
# How many years to forecast/backcast 
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h <- 8  
 
# Input file name 
input_file = "om_hours.csv" 
 
# Starting month, format: if from Oct 1, 2012, then write as "2012+9/12" 
# Where 12 is the frequency and 9 is the poropotion of time already passed. 
start_date = 2012  
 
############ Parameter setting ends ######## 
 
# Import the monthly consumption data 
utility <- read.csv(input_file, header = TRUE) 
 
ns <- ncol(utility) 
fcast <- matrix(NA,nrow=h,ncol=ns) 
 
# i = 8 
# ns =2 
 




for(i in 1:ns){ 
  zz <- as.numeric(utility[,i]) 
   
  # remove the data of the first and last month (they may be incorrect) 
  n <- length(zz) 
  zz <- zz[1:(n-1)] 
  zz <- zz[2:(n-1)] 
   
  # convert to time series format 
  zz <- ts(zz, s= start_date, f = 1) 
   
  # backcast 
  zz %>% 
    reverse_ts() %>% 
    auto.arima() %>% 
    forecast(h = h) %>% 
    reverse_forecast() -> bc 
   
  # record backcasted numbers 
  fcast[,i] <- bc$mean 
   
  # plot 
  #plot(bc, main = names(utility)[i]) 
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#  ggtitle(paste("Backcasts from",bc[["method"]])) 
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APPENDIX I. THE LINEAR CORRELATION OF ATTRIBUTES 
I.1 The linear correlation of attributes (total initial, utility, and O&M costs) 
 
initial utility om gsf floor age BLDG_SVC CIRC MECH CLS_FAC 
initial 1 0.684868 0.581039 0.568438 0.371307 -0.42186 -0.12596 0.113823 0.290264 0.146258 
utility 0.684868 1 0.701122 0.378617 0.203526 -0.25845 -0.00911 0.066591 0.256681 0.180344 
om 0.581039 0.701122 1 0.401407 0.213914 -0.09336 0.04279 0.092273 0.148799 0.259958 
gsf 0.568438 0.378617 0.401407 1 0.660785 -0.25741 -0.15456 0.307756 0.119881 0.03611 
floor 0.371307 0.203526 0.213914 0.660785 1 0.011293 -0.22561 0.216846 0.069083 0.07339 
age -0.42186 -0.25845 -0.09336 -0.25741 0.011293 1 0.148313 0.001716 -0.17005 0.05187 
BLDG_SVC -0.12596 -0.00911 0.04279 -0.15456 -0.22561 0.148313 1 -0.15885 -0.06879 0.112993 
CIRC 0.113823 0.066591 0.092273 0.307756 0.216846 0.001716 -0.15885 1 -0.17041 0.158131 
MECH 0.290264 0.256681 0.148799 0.119881 0.069083 -0.17005 -0.06879 -0.17041 1 -0.00608 
CLS_FAC 0.146258 0.180344 0.259958 0.03611 0.07339 0.05187 0.112993 0.158131 -0.00608 1 
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LAB_FAC 0.169365 0.227244 0.202816 -0.04981 -0.0908 -0.12282 0.008543 -0.2074 0.076187 0.080344 
OFF_FAC -0.06888 0.064727 0.225134 -0.20373 -0.1695 0.155501 0.466483 -0.14753 0.056382 0.163798 
STDY_FAC -0.00724 -0.00674 0.001975 -0.03805 0.174829 0.044973 -0.04658 -0.08239 0.06768 -0.03932 
SPEC_USE -0.00796 0.001679 -0.00612 -0.02672 -0.13699 -0.14955 0.218155 -0.25061 -0.14189 -0.08146 
GEN_USE -0.04105 -0.00348 0.033601 -0.10351 -0.20006 0.002292 0.047134 -0.1581 -0.19024 -0.03251 
SUPP_FAC -0.10168 -0.1111 -0.13889 0.150942 -0.09731 -0.14072 -0.21225 0.380931 -0.28294 -0.10799 
HLTH_FAC -0.03798 -0.05734 0.012893 -0.04848 -0.11287 -0.08454 -0.01957 -0.08807 -0.01781 -0.04407 
RES_FAC -0.13395 -0.26521 -0.37184 0.049476 0.285506 0.14945 -0.34769 -0.03759 0.025331 -0.26871 
other 0.44411 0.245702 0.111273 0.110487 0.092653 -0.09554 -0.0452 -0.03583 0.267505 -0.02927 
 
 LAB_FAC OFF_FAC STDY_FAC SPEC_USE GEN_USE SUPP_FAC HLTH_FAC RES_FAC other 
initial 0.169365 -0.06888 -0.00724 -0.00796 -0.04105 -0.10168 -0.03798 -0.13395 0.44411 
utility 0.227244 0.064727 -0.00674 0.001679 -0.00348 -0.1111 -0.05734 -0.26521 0.245702 
om 0.202816 0.225134 0.001975 -0.00612 0.033601 -0.13889 0.012893 -0.37184 0.111273 
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gsf -0.04981 -0.20373 -0.03805 -0.02672 -0.10351 0.150942 -0.04848 0.049476 0.110487 
floor -0.0908 -0.1695 0.174829 -0.13699 -0.20006 -0.09731 -0.11287 0.285506 0.092653 
age -0.12282 0.155501 0.044973 -0.14955 0.002292 -0.14072 -0.08454 0.14945 -0.09554 
BLDG_SV
C 0.008543 0.466483 -0.04658 0.218155 0.047134 -0.21225 -0.01957 -0.34769 -0.0452 
CIRC -0.2074 -0.14753 -0.08239 -0.25061 -0.1581 0.380931 -0.08807 -0.03759 -0.03583 
MECH 0.076187 0.056382 0.06768 -0.14189 -0.19024 -0.28294 -0.01781 0.025331 0.267505 
CLS_FAC 0.080344 0.163798 -0.03932 -0.08146 -0.03251 -0.10799 -0.04407 -0.26871 -0.02927 
LAB_FAC 1 0.070888 -0.15091 -0.12676 -0.24246 -0.14491 -0.06669 -0.40658 0.118302 
OFF_FAC 0.070888 1 -0.10131 -0.11232 -0.09328 -0.18588 0.022323 -0.53826 -0.02844 
STDY_FA
C -0.15091 -0.10131 1 -0.06275 -0.01546 -0.08506 -0.03001 -0.00414 -0.0434 
SPEC_US
E -0.12676 -0.11232 -0.06275 1 0.018696 -0.05921 -0.02006 -0.12069 -0.0151 
GEN_USE -0.24246 -0.09328 -0.01546 0.018696 1 -0.13723 -0.04232 -0.14876 -0.04989 
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SUPP_FA
C -0.14491 -0.18588 -0.08506 -0.05921 -0.13723 1 -0.03324 -0.18509 -0.04604 
HLTH_FA
C -0.06669 0.022323 -0.03001 -0.02006 -0.04232 -0.03324 1 -0.05395 -0.01389 
RES_FAC -0.40658 -0.53826 -0.00414 -0.12069 -0.14876 -0.18509 -0.05395 1 -0.08469 
other 0.118302 -0.02844 -0.0434 -0.0151 -0.04989 -0.04604 -0.01389 -0.08469 1 
 
I.2 The linear correlation of attributes (initial, utility, and O&M costs per square footage) 
 
initial utility om gsf floor age BLDG_SVC CIRC MECH CLS_FAC 
initial 1 0.271661 0.34364 -0.13415 -0.27608 -0.341 0.245097 -0.3204 0.084301 -0.04019 
utility 0.271661 1 0.212271 -0.15073 -0.30479 -0.10745 0.28977 -0.31107 0.072601 -0.03649 
om 0.34364 0.212271 1 -0.21926 -0.35417 0.094531 0.167198 -0.18463 0.01616 0.064605 
gsf -0.13415 -0.15073 -0.21926 1 0.660785 -0.25741 -0.15456 0.307756 0.119881 0.03611 
floor -0.27608 -0.30479 -0.35417 0.660785 1 0.011293 -0.22561 0.216846 0.069083 0.07339 
 241 
age -0.341 -0.10745 0.094531 -0.25741 0.011293 1 0.148313 0.001716 -0.17005 0.05187 
BLDG_SVC 0.245097 0.28977 0.167198 -0.15456 -0.22561 0.148313 1 -0.15885 -0.06879 0.112993 
CIRC -0.3204 -0.31107 -0.18463 0.307756 0.216846 0.001716 -0.15885 1 -0.17041 0.158131 
MECH 0.084301 0.072601 0.01616 0.119881 0.069083 -0.17005 -0.06879 -0.17041 1 -0.00608 
CLS_FAC -0.04019 -0.03649 0.064605 0.03611 0.07339 0.05187 0.112993 0.158131 -0.00608 1 
LAB_FAC 0.248154 0.234957 0.11369 -0.04981 -0.0908 -0.12282 0.008543 -0.2074 0.076187 0.080344 
OFF_FAC -0.03616 0.234126 0.397904 -0.20373 -0.1695 0.155501 0.466483 -0.14753 0.056382 0.163798 
STDY_FAC -0.04463 -0.05776 -0.0179 -0.03805 0.174829 0.044973 -0.04658 -0.08239 0.06768 -0.03932 
SPEC_USE 0.332761 -0.00593 0.033613 -0.02672 -0.13699 -0.14955 0.218155 -0.25061 -0.14189 -0.08146 
GEN_USE 0.12215 0.160932 0.257984 -0.10351 -0.20006 0.002292 0.047134 -0.1581 -0.19024 -0.03251 
SUPP_FAC -0.08401 -0.10231 -0.16563 0.150942 -0.09731 -0.14072 -0.21225 0.380931 -0.28294 -0.10799 
HLTH_FAC 0.013283 -0.04544 0.112292 -0.04848 -0.11287 -0.08454 -0.01957 -0.08807 -0.01781 -0.04407 
RES_FAC -0.24693 -0.26501 -0.40924 0.049476 0.285506 0.14945 -0.34769 -0.03759 0.025331 -0.26871 
other 0.184681 0.043633 -0.03679 0.110487 0.092653 -0.09554 -0.0452 -0.03583 0.267505 -0.02927 
 
 242 
 LAB_FAC OFF_FAC STDY_FAC SPEC_USE GEN_USE SUPP_FAC HLTH_FAC RES_FAC other 
initial 0.248154 -0.03616 -0.04463 0.332761 0.12215 -0.08401 0.013283 -0.24693 0.184681 
utility 0.234957 0.234126 -0.05776 -0.00593 0.160932 -0.10231 -0.04544 -0.26501 0.043633 
om 0.11369 0.397904 -0.0179 0.033613 0.257984 -0.16563 0.112292 -0.40924 -0.03679 
gsf -0.04981 -0.20373 -0.03805 -0.02672 -0.10351 0.150942 -0.04848 0.049476 0.110487 
floor -0.0908 -0.1695 0.174829 -0.13699 -0.20006 -0.09731 -0.11287 0.285506 0.092653 
age -0.12282 0.155501 0.044973 -0.14955 0.002292 -0.14072 -0.08454 0.14945 -0.09554 
BLDG_SVC 0.008543 0.466483 -0.04658 0.218155 0.047134 -0.21225 -0.01957 -0.34769 -0.0452 
CIRC -0.2074 -0.14753 -0.08239 -0.25061 -0.1581 0.380931 -0.08807 -0.03759 -0.03583 
MECH 0.076187 0.056382 0.06768 -0.14189 -0.19024 -0.28294 -0.01781 0.025331 0.267505 
CLS_FAC 0.080344 0.163798 -0.03932 -0.08146 -0.03251 -0.10799 -0.04407 -0.26871 -0.02927 
LAB_FAC 1 0.070888 -0.15091 -0.12676 -0.24246 -0.14491 -0.06669 -0.40658 0.118302 
OFF_FAC 0.070888 1 -0.10131 -0.11232 -0.09328 -0.18588 0.022323 -0.53826 -0.02844 
STDY_FAC -0.15091 -0.10131 1 -0.06275 -0.01546 -0.08506 -0.03001 -0.00414 -0.0434 
SPEC_USE -0.12676 -0.11232 -0.06275 1 0.018696 -0.05921 -0.02006 -0.12069 -0.0151 
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GEN_USE -0.24246 -0.09328 -0.01546 0.018696 1 -0.13723 -0.04232 -0.14876 -0.04989 
SUPP_FAC -0.14491 -0.18588 -0.08506 -0.05921 -0.13723 1 -0.03324 -0.18509 -0.04604 
HLTH_FAC -0.06669 0.022323 -0.03001 -0.02006 -0.04232 -0.03324 1 -0.05395 -0.01389 
RES_FAC -0.40658 -0.53826 -0.00414 -0.12069 -0.14876 -0.18509 -0.05395 1 -0.08469 
other 0.118302 -0.02844 -0.0434 -0.0151 -0.04989 -0.04604 -0.01389 -0.08469 1 
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APPENDIX J. THE R CODE FOR BASIC DATA ANALYSIS 
# This is a R script for analyzing the facility life-cycle cost data 
# Basic Data Analysis 
# Developed by Xinghua Gao @ Georgia Tech 
# Email: gaoxh@gatech.edu 
# March 2019 
 










################## Data importing and processing ################## 
 
# Load raw data 
data <- read.csv("train.csv", header = TRUE, check.names = TRUE) 
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# Change column name to solve the weird column header name issue 
names(data)[1] <- "id" 
 
# don't need the predictor "year" becasue already have the predictor "age" 
data <- data[,-6] 
 
# convert the predictors in Factor format to numeric 
# data %<>% mutate_if(is.factor, as.numeric) 
 
# Remove the instance with the largest utility cost: 189 Substation Control House 
# It is a control house, its utility data are representing many other buildings 
data <- data[-which.max(data$utility),] 
 
# Remove the instance with the largest om cost: 73 McCamish Pavilion 
# It is recently renovated in 2012 and the removation costs are recorded in the AiM 
system 
data <- data[-which.max(data$om),] 
 
# The utility consumption of building 138 is abnormal 
data <- data[-which(data$id==138),] 
 
# Remove the O'Keefe, Daniel C.building, which O&M cost is abnormal 
# It just had a major renovation recently and the cost is recorded as maintenance cost 
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data <- data[-which(data$id==33),] 
 
# Create the data frame for the cost per quare foot 
data.persf <- data 
data.persf$initial <- data.persf$initial*1000/data.persf$gsf 
data.persf$utility <- data.persf$utility*1000/data.persf$gsf 
data.persf$om <- data.persf$om*1000/data.persf$gsf 
 
# Remove the outliers of utility cost, based on the cost per SF 
data <- data[-which(data.persf$utility>=400),] 
data.persf <- data.persf[-which(data.persf$utility>=400),] 
 
# Remove the outliers of O&M cost, based on the cost per SF 
data <- data[-which(data.persf$om>=1000),] 
data.persf <- data.persf[-which(data.persf$om>=1000),] 
 
# Preparing for checking the correlations of main paramters 
data_2 <- data[, which(names(data) %in% 
c("initial","utility","om","gsf","floor","age"))] 
data.persf_2 <- data.persf[, which(names(data.persf) %in% 
c("initial","utility","om","gsf","floor","age"))] 
 
# the rate of initial to utility and om 
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rate_iu <- data$utility/data$initial 
rate_iom <- data$om/data$initial 
 
 
################## END Data importing and processing ################## 
 
 
################## Plot ################## 
 
### the correlations ### 
# plot the correlations 
pairs(data_2) 
#cor(data_2) # the correlation table (less attributes) 
cor <- cor(data[,-c(1:2,7:9,11,13)]) # the correlation table (all attributes) 
 
# the correlations of per sf data 
pairs(data.persf_2) 
#cor(data.persf_2) 
cor.persf <- cor(data.persf[,-c(1:2,7:9,11,13)]) 
 
### END the correlations ### 
 
### the cost per SF histrograms ### 
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### END the cost per SF histrograms ### 
 
### Find the building with largest rate ### 
# the id of the buidling with max rate of initial and utility 
max_iu <- data$id[which.max(rate_iu)] 
 
# the id of the buidling with max rate of initial and o&M 
max_iom <- data$id[which.max(rate_iom)] 
 
### END Find the building with largest rate ### 
 
### the number of buildings by owner and cost per SF ###  
# plot the count of buildings by owner and initial cost 
ggplot(data.persf[data.persf$owner != "n/a",], aes(x = initial)) + 
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  facet_wrap(~owner) + 
  geom_histogram(binwidth = 15) + 
  ggtitle("The count of buildings by owner and initial cost") +  
  xlab("Initial cost per SF") + 
  ylab("The number of buildings") 
 
# plot the count of buildings by owner and utility cost 
ggplot(data.persf[data.persf$owner != "n/a",], aes(x = utility)) + 
  facet_wrap(~owner) + 
  geom_histogram(binwidth = 15) + 
  ggtitle("The count of buildings by owner and utility cost") +  
  xlab("Utility cost per SF") + 
  ylab("The number of buildings") 
 
# plot the count of buildings by owner and O&M cost 
ggplot(data.persf[data.persf$owner != "n/a",], aes(x = om)) + 
  facet_wrap(~owner) + 
  geom_histogram(binwidth = 15) + 
  ggtitle("The count of buildings by owner and O&M cost") +  
  xlab("O&M cost per SF") + 
  ylab("The number of buildings") 
 




################## END Plot ################## 
 
################## Write file ################## 
 
write.table(cor, file = "Correlation.csv", sep = ",", col.names = NA, 
            qmethod = "double") 
 
write.table(cor.persf, file = "Correlation_persf.csv", sep = ",", col.names = NA, 
            qmethod = "double") 
 
################## END Write file ################## 
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APPENDIX K. THE R CODE FOR MODEL TRAINING AND 
VALIDATION 
# This is a R script for analyzing the facility life-cycle cost data 
# Machine learning models for single/multi target regression:    
# Developed by Xinghua Gao @ Georgia Tech 
# Email: gaoxh@gatech.edu 
# March 2019 
 
























################## Parameter setting ##################  
# how many iterations? (100 by default) 
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loop = 3 
 
# set a threshold for the buildng age;  
# the buildings older than this age won't be used in 
# the model development 
age = 100 
 
# set the model to train, 0 means not train, 1 means train 
MLR = 0 # Linear regression 
KNN = 0 # KNN 
tree = 0 # random forest 
SVM = 0 # SVM 
MLP = 0 # multilayer perceptron 
tree_multi = 0 # multi-output random forest 
MLP_multi = 1 # multilayer perceptron (multi-target) 
 
# number of descriptive attributes 
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num_des = 16 
 
# the k value of the KNN model 
knn_k = 3 
 
# epochs of the multilayer perceptron model training 
num_epo = 100 
 
# batch size of the multilayer perceptron model training 
num_batch = 90 
 
# the validation split of the multilayer perceptron model training 
# From 0.01 to 0.99, the percent of validation set. 
val_split = 0.02 
 
# descriptive attributes for initial cost prediction 
attri_initial <- initial ~ gsf + age + floor +  
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  BLDG_SVC + CIRC +MECH + CLS_FAC + LAB_FAC +  
  OFF_FAC + STDY_FAC + SPEC_USE + GEN_USE + 
  SUPP_FAC  + HLTH_FAC + RES_FAC + other 
 
# descriptive attributes for utility cost prediction 
attri_utility <- utility ~ gsf + age + floor +  
  BLDG_SVC + CIRC +MECH + CLS_FAC + LAB_FAC +  
  OFF_FAC + STDY_FAC + SPEC_USE + GEN_USE + 
  SUPP_FAC  + HLTH_FAC + RES_FAC + other 
 
# descriptive attributes for O&M cost prediction 
attri_om <- om ~ gsf + age + floor +  
  BLDG_SVC + CIRC +MECH + CLS_FAC + LAB_FAC +  
  OFF_FAC + STDY_FAC + SPEC_USE + GEN_USE + 
  SUPP_FAC  + HLTH_FAC + RES_FAC + other 
 




################## Data importing and processing ################## 
 
# Load raw data 
data <- read.csv("train.csv", header = TRUE, check.names = TRUE) 
 
# Change column name to solve the weird column header name issue 
names(data)[1] <- "id" 
 
# don't need the predictor "year" becasue already have the predictor "age" 
data <- data[,-6] 
 
# Remove the instance with the largest utility cost: 189 Substation Control House 
# It is a control house, its utility data are representing many other buildings 
data <- data[-which.max(data$utility),] 
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# Remove the instance with the largest om cost: 73 McCamish Pavilion 
# It is recently renovated in 2012 and the removation costs are recorded in the AiM 
system 
data <- data[-which.max(data$om),] 
 
# Remove the O'Keefe, Daniel C.building, which O&M cost is abnormal 
# It just had a major renovation recently and the cost is recorded as maintenance cost 
data <- data[-which(data$id==33),] 
 
# The utility consumption of building 138 is abnormal 
data <- data[-which(data$id==138),] 
 
# convert the predictors in Factor format to numeric 
data %<>% mutate_if(is.factor, as.numeric) 
 
# Create the data frame for the cost per quare foot 
data.persf <- data 
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data.persf$initial <- data.persf$initial*1000/data.persf$gsf 
data.persf$utility <- data.persf$utility*1000/data.persf$gsf 
data.persf$om <- data.persf$om*1000/data.persf$gsf 
 
# Remove the outliers of utility cost, based on the cost per SF 
data <- data[-which(data.persf$utility>=400),] 
data.persf <- data.persf[-which(data.persf$utility>=400),] 
 
# Remove the outliers of O&M cost, based on the cost per SF 
data <- data[-which(data.persf$om>=1000),] 
data.persf <- data.persf[-which(data.persf$om>=1000),] 
 
 
# Remove the instances with age older than the threshold 
data <- data[!(data$age >age),] 
data.persf <- data.persf[!(data.persf$age >age),] 
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################## END Data importing and processing ################## 
 
 
################## Define the result data array ################## 
# results <- data.frame("method" = c("MLR(single)", "KNN(single)", 
#                                    "tree(single)", "SVM(single)", "MLP(single)", 
#                                    "tree(multi)", "MLP(multi)"), 
#                       "initial" = 1:7, "utility" = 1:7, "om" = 1:7) 
 
# record each iteration 
result_table <- array(0,dim=c(7,3,loop)) 
 
# record the mean of all iteration 
result <- array(0,dim=c(7,3)) 
 
# The counter for valid loops 
# Sometimes the loop may be skipped 
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counter = 0 
 
################## END Define the result data frame ################## 
 
 
################## Loop starts ##################  
for (i in 1:loop){ 
 
################## Define the training set and test set ################## 
 
   
# set the random seed if needed 
# set.seed(123) 
   
# data partition 
ind <- sample(2, nrow(data), replace =T, prob = c(.8,.2)) 
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training <- data.frame(data[ind==1,-c(1:5,7:9,11,13)]) 
test <- data.frame(data[ind==2,-c(1:5,7:9,11,13)]) 
 
trainingtarget <- data.frame(data[ind==1, c(3:5)]) 




m <- colMeans(training) 
s <- apply(training,2,sd) 
 
# some times the m and s have zero elements, which make the training and test set 
have Nah 
# in this case, skip to the next loop 
if (any(m == 0)||any(s == 0)) { 
  print(paste0("round ", i, ", the loop is skipped")) 




training <- data.frame(scale (training, center = m, scale =s)) 
test <- data.frame(scale (test, center = m, scale =s)) 
 
# normalize targets to test  
m2 <- colMeans(trainingtarget) # here do use the mean and SD of the trainingtarget 
s2 <- apply(trainingtarget,2,sd) 
trainingtarget <- data.frame(scale (trainingtarget, center = m2, scale =s2)) 
testtarget <- data.frame(scale (testtarget, center = m2, scale =s2)) 
 
# individual targets for some R packages 
training.initial <- trainingtarget[c(1)] 
training.utility <- trainingtarget[c(2)] 
training.om <- trainingtarget[c(3)] 
 
test.initial <- testtarget[c(1)] 
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test.utility <- testtarget[c(2)] 
test.om <- testtarget[c(3)] 
 
# merge the training and test set for some R packages 
training.merge <- data.frame(trainingtarget,training) 
test.merge <- data.frame(testtarget,test) 
 




################## Model development and validation ################## 
 
### Multilinear regression model (single target) ### 
 
if (MLR == 1){ 
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# MRL for initial cost 
MLR_S_initial <- lm(attri_initial, data = training.merge) 
 
# MRL for utility cost 
MLR_S_utility <- lm(attri_utility, data = training.merge) 
 
# MRL for O&M cost 
MLR_S_om <- lm(attri_om, data = training.merge) 
 
 
# Predictions using the developed linear models 
pred_MLRSI <- predict (MLR_S_initial, test.merge) # initial 
pred_MLRSU <- predict (MLR_S_initial, test.merge) # utility 
pred_MLRSO <- predict (MLR_S_initial, test.merge) # om 
 
# MLR validation 
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# Root Mean Squared Error (RMSE) 
# RMSE = rmse(predY,test.merge$initial) 
 
# Mean squared error (MSE) 
#MSE = mse(predY,test.merge$initial) 
 
# Relative absolute error (RAE) 
#RAE = rae(test.merge$initial, predY) 
 
# Mean absolute error (MAE) 
MAE_MLRSI = mae(test.merge$initial,pred_MLRSI) 
MAE_MLRSU = mae(test.merge$utility,pred_MLRSU) 
MAE_MLRSO = mae(test.merge$om,pred_MLRSO) 
 
# record the results 
result_table[1,1,i] = MAE_MLRSI; 
result_table[1,2,i] = MAE_MLRSU; 
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### END Multilinear regression model (single target) ### 
 
### KNN regression model (single target) ### 
 
if (KNN == 1){ 
 
# predictions based on the test set 
# the experimens indicated that k = 3 yeilds best results 
pred_KNNSI <- knn.reg(training, test, training.initial, k = knn_k) 
pred_KNNSU <- knn.reg(training, test, training.utility, k = knn_k) 
pred_KNNSO <- knn.reg(training, test, training.om, k = knn_k) 
 
# Mean absolute error (MAE) 
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MAE_KNNSI = mae(testtarget$initial,pred_KNNSI$pred) 
MAE_KNNSU = mae(testtarget$utility,pred_KNNSU$pred) 
MAE_KNNSO = mae(testtarget$om,pred_KNNSO$pred) 
 
# record the results 
result_table[2,1,i] = MAE_KNNSI; 
result_table[2,2,i] = MAE_KNNSU; 




### END KNN regression model (single target) ### 
 
 
### Regression Tree model (single target) ### 
 
if (tree == 1){ 
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# random forest for initial cost 
forest_SI <- randomForest(attri_initial, 
                          data = training.merge) 
 
# random forest for utility cost 
forest_SU <- randomForest(attri_utility, 
                          data = training.merge) 
 
# random forest for O&M cost 
forest_SO <- randomForest(attri_om, 
                          data = training.merge) 
   
   
# predictions based on the test set 
pred_treeSI <- predict(forest_SI, test) 
pred_treeSU <- predict(forest_SU, test) 
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pred_treeSO <- predict(forest_SO, test) 
 
# Mean absolute error (MAE) 
MAE_treeSI <- mae(testtarget$initial,pred_treeSI) 
MAE_treeSU <- mae(testtarget$utility,pred_treeSU) 
MAE_treeSO <- mae(testtarget$om,pred_treeSO) 
 
# record the results 
result_table[3,1,i] = MAE_treeSI; 
result_table[3,2,i] = MAE_treeSU; 








### SVM Regression model (single target) ### 
 
if (SVM == 1){ 
 
# SVM regression for initial cost 
SVM_S_initial <- svm(attri_initial, 
                     data = training.merge) 
 
# SVM regression for utility cost 
SVM_S_utility <- svm(attri_utility, 
                     data = training.merge) 
 
# SVM regression for O&M cost 
SVM_S_om <- svm(attri_om, 
                     data = training.merge) 
 
# predictions based on the test set 
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pred_SVMSI <- predict(SVM_S_initial, test) 
pred_SVMSU <- predict(SVM_S_utility, test) 
pred_SVMSO <- predict(SVM_S_om, test) 
 
# Mean absolute error (MAE) 
MAE_SVMSI <- mae(testtarget$initial,pred_SVMSI) 
MAE_SVMSU <- mae(testtarget$utility,pred_SVMSU) 
MAE_SVMSO <- mae(testtarget$om,pred_SVMSO) 
 
# record the results 
result_table[4,1,i] = MAE_SVMSI; 
result_table[4,2,i] = MAE_SVMSU; 








# converge the data into matrix 
training_m <- as.matrix(training) 
trainingtarget_m <- as.matrix(trainingtarget) 
training.initial_m <- as.matrix(training.initial) 
training.utility_m <- as.matrix(training.utility) 
training.om_m <- as.matrix(training.om) 
test_m <- as.matrix(test) 
testtarget_m <- as.matrix(testtarget) 
test.initial_m <- as.matrix(test.initial) 
test.utility_m <- as.matrix(test.utility) 
test.om_m <- as.matrix(test.om) 
 
 
### Multilayer perceptron model (single target) ### 
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if (MLP == 1){ 
 
# create MLP model (empty) 
model_SI <- keras_model_sequential() 
model_SI  %>%  
  layer_dense(units = 10, activation = 'relu', input_shape = c(num_des)) %>% 
  layer_dense(units = 8, activation = 'relu') %>% 
  layer_dense(units = 5, activation = 'relu') %>% 
  layer_dense(units = 1) 
 
# compile 
model_SI  %>% compile(loss = 'mse', 
                  optimizer = 'rmsprop', 
                  metrics = 'mae') 
 
model_SU <- model_SI 
model_SO <- model_SI 
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# fit the MLP model for initial cost prediction 
MLP_SI <- model_SI  %>% 
  fit(training_m, 
      training.initial_m, 
      epochs = num_epo, 
      batch_size = num_batch, 
      validation_split = val_split) 
 
# fit the MLP model for utility cost prediction 
MLP_SU <- model_SU %>% 
  fit(training_m, 
      training.utility_m, 
      epochs = num_epo, 
      batch_size = num_batch, 
      validation_split = val_split) 
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# fit the MLP model for O&M cost prediction 
MLP_SO <- model_SO %>% 
  fit(training_m, 
      training.om_m, 
      epochs = num_epo, 
      batch_size = num_batch, 
      validation_split = val_split) 
 
# predictions based on the test set 
pred_MLP_SI <- model_SI %>% predict(test_m) 
pred_MLP_SU <- model_SU %>% predict(test_m) 
pred_MLP_SO <- model_SO %>% predict(test_m) 
 
# Mean absolute error (MAE) 
MAE_MLP_SI <- mae(testtarget$initial,pred_MLP_SI) 
MAE_MLP_SU <- mae(testtarget$utility,pred_MLP_SU) 
MAE_MLP_SO <- mae(testtarget$om,pred_MLP_SO) 
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# record the results 
result_table[5,1,i] = MAE_MLP_SI; 
result_table[5,2,i] = MAE_MLP_SU; 




### END Multilayer perceptron model (single target) ### 
 
 
### Regression Tree model (multi target) ### 
 
if (tree_multi == 1){ 
 
# Multivariate Random Forest model 
# build_forest_predict(trainX, trainY, n_tree, m_feature, min_leaf, testX) 
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forest_M <- build_forest_predict(training_m, trainingtarget_m, 100, 10, 40, test_m) 
 
# Evaluation 
MAE_forest_MI <- mae(testtarget$initial,forest_M[,1]) 
MAE_forest_MU <- mae(testtarget$utility,forest_M[,2]) 
MAE_forest_MO <- mae(testtarget$om,forest_M[,3]) 
 
# record the results 
result_table[6,1,i] = MAE_forest_MI; 
result_table[6,2,i] = MAE_forest_MU; 








### Multilayer perceptron model (multi target) ### 
 
if (MLP_multi == 1){ 
 
# create MLP model (empty) 
model_M <- keras_model_sequential() 
model_M  %>%  
  layer_dense(units = 10, activation = 'relu', input_shape = c(num_des)) %>% 
  layer_dense(units = 8, activation = 'relu') %>% 
  layer_dense(units = 5, activation = 'relu') %>% 
  layer_dense(units = 3) 
 
# compile 
model_M  %>% compile(loss = 'mse', 
                      optimizer = 'rmsprop', 
                      metrics = 'mae') 
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# fit the model 
MLP_SI <- model_M  %>% 
  fit(training_m, 
      trainingtarget_m, 
      epochs = num_epo, 
      batch_size = num_batch, 
      validation_split = val_split) 
 
# predictions based on the test set 
pred_MLP_M <- model_M %>% predict(test_m) 
 
# Mean absolute error (MAE) 
MAE_MLP_MI <- mae(testtarget$initial,pred_MLP_M[,1]) 
MAE_MLP_MU <- mae(testtarget$utility,pred_MLP_M[,2]) 
MAE_MLP_MO <- mae(testtarget$om,pred_MLP_M[,3]) 
 
# record the results 
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result_table[7,1,i] = MAE_MLP_MI; 
result_table[7,2,i] = MAE_MLP_MU; 




### END Multilayer perceptron model (multi target) ### 
 
 
################## Loop ends ##################  
print(paste0("round ", i, " finished")) 
 




################## Results Output ################## 
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for (i in 1:7){ 
  for (j in 1:3){ 
    for (k in 1:counter){ 
        result[i,j] = result[i,j] + result_table[i,j,k] 
    } 
    result[i,j] = result[i,j]/counter 
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