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Preface
Consider a container Ω filled with a Newtonian fluid. Suppose this fluid is
incompressible and has a viscosity ν. Starting to observe the fluid at time
t = 0, one measures at each point x ∈ Ω a velocity a(x), which defines an
initial velocity field at each point in the container. Letting the time pass,
the fluid motion can be described by means of
(NSE)

∂tu− ν∆u+ 〈u,∇〉u+∇pi = 0 in Ω, 0 < t < T
div(u) = 0 in Ω, 0 < t < T
u(0) = a in Ω
u = 0 on ∂Ω, 0 < t < T,
where for some T > 0, u : [0, T ) × Ω → R3 describes the velocity and
pi : [0, T )× Ω→ R the pressure of the fluid at a given time and location.
These equations are called the Navier-Stokes equations and appeared for
the first time in the first half of the 19th century in the physics literature.
In the following, we set ν = 1.
The mathematical foundations were laid in the 1930’s in the papers of
J. Leray [64–66] and continued by E. Hopf in [51]. In their honor, the
class of functions
L∞(0, T ; L2σ(Ω)) ∩ L2(0, T ; W1,20,σ(Ω))
is named the Leray-Hopf class. Here, the subscript σ indicates solenoidal,
i.e., divergence-free counterparts of the spaces L2(Ω;R3) and W1,20 (Ω;R3).
v
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The Leray-Hopf class plays an eminent role in the theory of the Navier-
Stokes equations, as the norm of this space represents the energy of u.
That is why weak solutions are required to be contained in this space.
Unfortunately, the Leray-Hopf class seems to be too large to deduce
uniqueness of weak solutions, as up to the present day, the uniqueness
(or non-uniqueness) question for weak solutions in the Leray-Hopf class is
unsolved. For a recent article concerning a possible non-uniqueness, see
H. Jia and V. Šverák [55].
To reduce the possible number of weak solutions, one can impose fur-
ther conditions. For example, in the class of all weak solutions u that
additionally fulfill the Serrin condition
u ∈ Lq(0, T ; Lp(Ω;R3)), with 2
q
+ 3
p
= 1, p ∈ (3,∞), q ∈ (2,∞),
one can establish uniqueness. Thus, it seems desirable to construct weak
solutions in the Leray-Hopf class, that fulfill the Serrin condition. This
desire leads to the necessity to set up an Lp-theory for the Navier-Stokes
equations with p 6= 2.
Another example for the advantages of additional Lp-estimates for weak
solutions is given by L. Escauriaza, G. Seregin, and V. Šverák [26].
In the case Ω = R3, these authors proved, that weak solutions in the
Leray-Hopf class, that additionally lie in the space
L∞(0,∞; L3(R3;R3))
are smooth in [0,∞) × R3. This space is often called to be a critical
space for the Navier-Stokes equations, because the norm of this space is
invariant under the natural scaling behavior of solutions to the Navier-
Stokes equations.
This is interesting in view of the famous global regularity problem of
the Clay Mathematics Institute [32], which calls for a resolution of the
question, whether solutions of the Navier-Stokes equations corresponding
to initial velocity fields in the Schwartz space are smooth in [0,∞) × R3
and lie in the space L∞(0,∞; L2(R3;R3)).
One cornerstone of an Lp-theory of the Navier-Stokes equations is the
development of the semigroup theory for its linearization, i.e., for the
vi
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Stokes equations
(SE)

∂tu−∆u+∇pi = 0 in Ω, t > 0
div(u) = 0 in Ω, t > 0
u(0) = a in Ω
u = 0 on ∂Ω, t > 0.
The Stokes semigroup is then the solution operator (e−tA)t≥0 to (SE) and
the Stokes operator A is interpreted to realize the expression “−∆u+∇pi”
in the first equation above.
With this semigroup at hand, the Navier-Stokes equations can be trans-
formed into an integral equation via the variation of constants formula. A
breakthrough to tackle the Navier-Stokes equations via this integral equa-
tion was performed by T. Kato and H. Fujita in [60]. Even though
the work of Kato and Fujita is still in the L2-setting, it gave rise to the
famous work of T. Kato [59], which provides some Lp-theory. In this
work, Kato proved the existence of global, so-called, strong solutions to
the Navier-Stokes equations in the critical space L∞(0,∞; L3(R3;R3)) if
a smallness condition is imposed on the initial datum a. To prove the
existence of such a solution, Kato defined an approximation scheme and
proved convergence of this scheme by requiring merely the following two
ingredients of the Stokes semigroup:
(1) Lp-Lq-estimates of the Stokes semigroup, i.e.,
‖e−tAf‖Lq(R3;R3) ≤ Ct−
3
2 (
1
p
− 1
q
)‖f‖Lp(R3;R3) (32 ≤ p ≤ q <∞);
(2) Gradient estimates of the Stokes semigroup, i.e.,
‖∇e−tAf‖L3(R3;R9) ≤ Ct− 12‖f‖L3(R3;R3).
Around the same time, Y. Giga proposed a similar iteration scheme
in [41], which produces strong solutions in the critical space and works
also on domains. This scheme bases upon the validity of Lp-Lq-estimates
of the Stokes semigroup for 1 < p ≤ q < ∞ and replaced the gradient
estimates by:
vii
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(2′) Estimates of the Stokes semigroup applied to a divergence form
structure
‖e−tAP div(F )‖Lp(R3;R3) ≤ Ct− 12‖F‖Lp(R3;R3×3) (1 < p <∞).
Here, P denotes the Helmholtz projection, which projects vector fields
in Lp(R3;R3) onto solenoidal vector fields in Lpσ(R3). To put (2′) into
play, Giga used the well-known identity to rewrite the nonlinearity for
solenoidal vector fields as
〈u,∇〉u = div(u⊗ u),
where u⊗u is the matrix, which arises by multiplying u with the transpose
of u. We emphasize that this is a structural information, that Giga
exploits in his proof and that is neglected by Kato.
Besides the techniques of Kato andGiga, there is another way to prove
the existence of solutions to the Navier-Stokes equations in Lp-spaces; this
way requires maximal Lq-regularity of the Stokes operator. Here, one
considers the inhomogeneous Stokes equations
(ISE)

∂tu−∆u+∇pi = f in Ω, t > 0
div(u) = 0 in Ω, t > 0
u(0) = 0 in Ω
u = 0 on ∂Ω, t > 0
for some f ∈ Lq(0,∞; Lpσ(Ω)) and asks, whether each of the terms ∂tu
and Au = −∆u+∇pi lie in Lq(0,∞; Lpσ(Ω)). If this is true, then abstract
arguments imply that one can estimate
‖∂tu‖Lq(0,∞;Lp(Ω;R3)) + ‖Au‖Lq(0,∞;Lp(Ω;R3)) ≤ C‖f‖Lq(0,∞;Lp(Ω;R3)).
Knowing that the Stokes operator has maximal Lq-regularity, one can
usually perform a fixed point argument in order to solve the Navier-Stokes
equations. The resulting solution then has also the property that
‖∂tu‖Lq(0,∞;Lp(Ω;R3)) + ‖Au‖Lq(0,∞;Lp(Ω;R3)) <∞.
viii
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If A is boundedly invertible, one finds u ∈ Lq(0,∞; Lp(Ω;R3)). Thus, if
p and q can be suitably chosen, one can construct solutions that fulfill
the Serrin condition. On bounded, smooth domains and with q = p,
the first verification of maximal Lq-regularity of the Stokes operator was
performed byV. Solonnikov in [91]. A modern approach to the maximal
Lq-regularity of the Stokes operator is given by M. Geissert, M. Hess,
M. Hieber, C. Schwarz, and K. Stavrakidis in [35].
In real world applications, however, the container that is filled with
the fluid does usually have some edges and corners. Thus, it is natural
to assume that Ω is merely a bounded Lipschitz domain. On Lipschitz
domains, there are mainly two problems that complicate the analysis:
(i) Second derivatives of u ∈ D(A) fail to be Lp-integrable;
(ii) most localization techniques fail due to the lack of smoothness of
the boundary.
To tackle the arising problems, techniques from harmonic analysis had
to be developed and these lead to the works of E. Fabes, C. Kenig,
and G. Verchota [28] dealing with the L2-Dirichlet problem for the
stationary Stokes equations and of Z. Shen [86] dealing with the same
problem in the instationary case.
Based on these works P. Deuring and W. von Wahl succeeded to
transfer the methods of Kato and Fujita to the case of bounded Lip-
schitz domains with connected boundary in [22]. This was ultimately
improved by M. Mitrea and S. Monniaux in [75], leading to the prob-
ably best result, that can be obtained by means of the method of Kato
and Fujita on bounded Lipschitz domains. In this context, we mention
the work of R. Farwig and H. Sohr [30], still basing upon L2-theory
of the Stokes semigroup, which characterizes the largest possible space of
initial values that provides the existence of local strong solutions in Ser-
rin’s class L8(0, T ; L4(Ω;R3)). The surprising fact here is that Ω is solely
assumed to be open and connected.
However, in the end of the 1990s an Lp-theory for the Stokes operator
seemed far away. At this time, M. Taylor made the following conjecture
in [93]:
For a given Lipschitz domain Ω ⊂ R3 there exists ε = ε(Ω) > 0
such that the Stokes operator generates an analytic semigroup
on Lpσ(Ω), provided that 3/2− ε < p < 3 + ε.
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Shortly after this conjecture was made, P. Deuring showed in [21] that
this interval of p’s cannot be larger. In other words, he showed that for a
given p /∈ [3/2, 3], there exists a bounded Lipschitz domain Ω, such that
the Stokes operator does not generate a strongly continuous semigroup
on Lpσ(Ω). It lasted twelve years until Z. Shen could resolve Taylor’s
conjecture affirmatively in his seminal paper [89].
Besides optimal embeddings of the domain of the Stokes operator on
Lpσ(Ω) into certain Bessel potential spaces derived by M. Mitrea and
M. Wright in [77], these results seem to be everything that is known
about the Stokes operator on Lpσ(Ω) in the case of Lipschitz domains and
Dirichlet boundary conditions. Note that for other, so-called “free bound-
ary” conditions, semigroup theory in Lp and theory for the solvability in
the critical space is known due to M. Mitrea and S. Monniaux [73,74].
However, for the Navier-Stokes equations on bounded Lipschitz domains
subject to Dirichlet boundary conditions there seems to be no existing
Lp-theory and this sets the starting point for this thesis.
Overview
The main objective of this thesis is to prove the existence of solutions to
the Navier-Stokes equations in the critical space L∞(0,∞; L3(Ω;R3)) on
bounded Lipschitz domains Ω ⊂ R3. In this context, we establish Lp-
Lq-estimates of the Stokes semigroup for 3/2 − ε < p ≤ q < 3 + ε in
Theorem 5.2.22. Furthermore, in the same theorem, we obtain a weaker
form of the gradient estimates in L3, namely
(2′′) ‖∇e−tAf‖Lq(Ω;R9) ≤ Ct−
1
2− 32 ( 1p− 1q )‖f‖Lp(Ω;R3),
whenever 3/2 − ε < p ≤ q < 3 with p ≤ 2. While this type of estimate
obstructs the way to follow Kato’s proof for the convergence of the it-
eration scheme, the hope is not lost in view of Giga’s proof. As it was
mentioned above, Giga exploits the special structure of the nonlinearity
of the Navier-Stokes equations. Peculiarly, this is not reflected in the esti-
mates he requires, as (2′) is simply the dual version of (2). In Section 6.3,
we review his proof and show that (2′) can be weakened to the dual version
of (2′′). This leads to the following main result:
x
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Theorem. For all a ∈ L3σ(Ω) there exists a time T0 > 0 such
that there exists a mild solution u to (NSE) on [0, T0) with
initial datum a and u ∈ L∞(0, T0; L3(Ω;R3)). Furthermore, if
a is small in the L3(Ω;R3)-norm, this solution is global, i.e.,
T0 =∞.
Pursuing an Lp-theory of the Navier-Stokes equations on bounded Lip-
schitz domains in three or more dimensions d via maximal Lq-regularity,
the first step is done in Theorem 5.2.24:
Theorem. There exists ε > 0 such that for all
2d
d+ 1 − ε < p <
2d
d− 1 + ε
the Stokes operator on Lpσ(Ω) has maximal Lq-regularity for
1 < q <∞.
Combining this result with the above mentioned embeddings of the domain
of the Stokes operator into Bessel potential spaces and other estimates
proven by R. Brown and Z. Shen in [13], reveals in three dimensions
the following existence theorem, which is Theorem 6.1.3 of this thesis:
Theorem. There is ε > 0 such that for all 2 ≤ p < 3 + ε
there is q(p, ε) ≥ 2 such that for all q(p, ε) < q < ∞ and all
initial data in the real interpolation space (Lpσ(Ω),D(A))1−1/q,q
that are small enough, there exists a global strong solution u
to (NSE). If p = 3 and q is large enough, the solution u lies
in the critical space L∞(0,∞; L3(Ω;R3)) and for p close to 3,
q can be chosen such that u satisfies Serrin’s condition.
In order to prove the maximal Lq-regularity of the Stokes operator in
Lpσ(Ω), we appeal to the characterization of maximal Lq-regularity via
square function estimates. As the square function estimates for p = 2
are immediate, we proceed by extrapolating their validity from p = 2 to
p > 2. This extrapolation bases upon a Banach space valued version of the
Lp-extrapolation theorem of Shen proven in [87]. We review his scalar-
valued proof in Chapter 3, extend it to the Banach space valued setting,
and weaken the required geometrical assumption of bounded Lipschitz
domains to mere open sets. The proof of the maximal Lq-regularity of
xi
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the Stokes operator in Lpσ(Ω) is then an imitation of Shen’s proof of the
resolvent estimates in the Banach space valued setting.
In Chapter 7, we show that this way of proving maximal Lq-regularity
does not only work for the Stokes operator, but also for higher-order ellip-
tic systems in divergence form with L∞-coefficients. Here, the ellipticity is
enforced by a Gårding type inequality and the operator is complemented
with homogeneous mixed Dirichlet/Neumann boundary conditions. The
geometric setup is far more general than the one of bounded Lipschitz
domains. In the case of pure Dirichlet boundary conditions, for example,
the underlying set is simply assumed to be open. This result is presented
in Theorem 7.2.4.
As it was mentioned above, we did not succeed to establish the gra-
dient estimates of the Stokes semigroup in L3. However, in Section 5.3,
we present two possible approaches to these estimates. The first approach
leads to the fact, that the boundedness of the H∞-calculus of the Stokes op-
erator is sufficient for the validity of the gradient estimates. Note that on
bounded Lipschitz domains, this is not a trivial fact, because the domain
of the Stokes operator does not coincide with a Sobolev space of second
order. The second approach imitates a proof of the gradient estimates in
the elliptic situation. The crucial ingredient in this elliptic situation is an
estimate arising from the regularity theory of the L2-Dirichlet problem of
the resolvent equation of the elliptic system at stake. We establish this
regularity theory for the L2-Dirichlet problem of the Stokes resolvent in
Chapter 4. Unfortunately, the estimate arising in this resolution contains
an additional term in comparison to the elliptic estimate. This is the same
term, which complicated the proof of the resolvent estimates of the Stokes
operator on Lpσ(Ω). The discussion on the gradient estimates closes with
a proof of the fact, that the imitation always fails if the additional term
is estimated in the most obvious way.
In Section 5.1, we deal with the boundedness of the Helmholtz projec-
tion on Lp(Ω;Cd) for d ≥ 2. Even though, this is already well-investigated
by E. Fabes, O. Mendez, and M. Mitrea [29] in three or more dimen-
sions and by D. Mitrea [72] in two dimensions, we provide a different
approach, which delivers weaker results in d ≥ 4 dimensions and the same
results in two and three dimensions. Moreover, our approach enables us,
to consider also special Lipschitz domains, i.e., domains above the graph
of a Lipschitz continuous function on Rd−1. This includes for example two
xii
Preface
dimensional domains that resemble a sector.
Finally, Chapter 1 and Chapter 2 do not contain new results. The
first chapter starts with an introduction to the required function spaces
and closes with a detailed overview over first-order Sobolev spaces on the
boundary of a Lipschitz domain. We spend much effort on this overview,
because the author felt that it is hard to find proofs of some of the fun-
damental facts concerning these matters. The second chapter introduces
to the basic operator theoretical notions and to the abstract theory of
maximal Lq-regularity that is needed later on.
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Zusammenfassung in deutscher Sprache
Der Hauptgegenstand dieser Dissertation sind die inkompressiblen Navier-
Stokes-Gleichungen auf einem beschränkten Lipschitz-Gebiet Ω im drei-
dimensionalen euklidischen Raum. Diese sind gegeben durch das folgende
System partieller Differentialgleichungen
(NSG)

∂tu− ν∆u+ 〈u,∇〉u+∇pi = 0 in Ω, 0 < t < T
div(u) = 0 in Ω, 0 < t < T
u(0) = a in Ω
u = 0 auf ∂Ω, 0 < t < T
und beschreiben das Geschwindigkeitsfeld u : [0, T )×Ω→ R3 eines Fluids
und den Druck pi : [0, T ) × Ω → R, der in dem Fluid herrscht. Die wei-
teren Größen in (NSG) sind eine Zeit T > 0, welche den Endzeitpunkt
darstellt, bis wann das Fluid betrachtet werden soll, und a beschreibt das
Geschwindigkeitsfeld, welches zum Anfangszeitpunkt der Betrachtungen
in Ω vorherrscht. Der Einfachheit halber wird im Folgenden die kinema-
tische Viskosität ν auf Eins gesetzt.
Das Ziel dieser Untersuchung ist die Übertragung zweier klassischer Zu-
gänge zur Lp-Theorie auf dem Ganzraum beziehungsweise auf beschränk-
ten Gebieten mit glattem Rand auf beschränkte Lipschitz-Gebiete. Der
erste Zugang entspricht dem von T. Kato [59] und Y. Giga [41] über
die Existenz von starken Lösungen im kritischen Raum
L∞(0, T ; L3(R3;R3)).
xv
Zusammenfassung in deutscher Sprache
Der zweite Zugang entspricht dem von V. Solonnikov um über die soge-
nannte maximale Lq-Regularität an die Existenz von Lösungen von (NSG)
zu gelangen. Das erste Hauptresultat dieser Arbeit ist die Verallgemeine-
rung der Resultate von Kato und Giga und ist im wesentlichen durch
den folgenden Hauptsatz widergegeben:
Hauptsatz. Für alle a ∈ L3σ(Ω) existiert eine Zeit T0 > 0, so-
dass eine milde Lösung u von (NSG) auf dem Intervall [0, T0)
mit Anfangsgeschwindigkeit a und u ∈ L∞(0, T0; L3(Ω;R3))
existiert. Ist die L3-Norm von a klein genug, so existiert die
Lösung sogar global in der Zeit, d.h. T0 =∞.
Dieser Hauptsatz ist in der Arbeit unter Theorem 6.1.6 zu finden. Wei-
terhin steht der Index σ bei L3σ(Ω) für „divergenzfrei“, d.h. dies ist der
abgeschlossene Untervektorraum von L3(Ω;C3) der divergenzfreien Vek-
torfelder auf Ω.
Um eine Lp-Theorie der Navier-Stokes-Gleichungen über den Zugang
der maximalen Lq-Theorie zu erlangen, haben wir in Theorem 5.2.24 auf
drei- und höherdimensionalen Lipschitz-Gebieten Ω folgenden Hauptsatz
bewiesen:
Hauptsatz. Es existiert eine Konstante ε > 0, sodass für alle
2d
d+ 1 − ε < p <
2d
d− 1 + ε
der Stokes-Operator A auf Lpσ(Ω) für alle 1 < q < ∞ die
Eigenschaft der maximalen Lq-regularität besitzt.
Basierend auf diesem Resultat ist es auf dreidimensionalen, beschränkten
Lipschitz-Gebieten möglich eine Fixpunktiteration durchzuführen, falls
der Definitionsbereich des Stokes-Operators auf Lpσ(Ω) in einen Bessel-
Potential-Raum mit einer Differenzierbarkeit größer als Eins einbettet und
falls bestimmte L∞-Abschätzungen für den Stokes-Operator auf L2σ(Ω) gel-
ten. Das Erstgenannte ist ein Ergebnis von M. Mitrea und M. Wright
in [77] und das Zweitgenannte von R. Brown und Z. Shen in [13]. Dies
führt zu folgendem Hauptsatz, der in der Arbeit unter Theorem 6.1.3 zu
finden ist:
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Zusammenfassung in deutscher Sprache
Hauptsatz. Es existiert eine Konstante ε > 0, sodass für al-
le 2 ≤ p < 3 + ε eine Konstante q(p, ε) ≥ 2 existiert, sodass
für alle q(p, ε) < q < ∞ und alle Anfangsgeschwindigkeiten
a, dessen Norm bezüglich der Norm des reellen Interpolations-
Raumes (Lpσ(Ω),D(A))1−1/q,q klein genug ist, eine globale star-
ke Lösung von (NSG) existiert. Ist im Falle p = 3 die Zahl q
groß genug, so liegt diese Lösung in L∞(0,∞; L3(Ω;R3)). Ist
p > 3 nahe genug an 3, so erfüllt diese Lösung die sogenannte
Serrin-Bedingung.
Um die Eigenschaft der maximalen Lq-Regularität des Stokes-Operators
auf Lpσ(Ω) zu beweisen, nutzen wir die Charakterisierung der maximalen
Lq-Regularität über sogenannte „square function estimates“. Diese sind
im Falle p = 2 eine einfache Folgerung der Resolventenabschätzungen
des Stokes-Operators auf L2σ(Ω). Um die Gültigkeit dieser „square func-
tion estimates“ für p > 2 zu erhalten, sollen diese von p = 2 auf p > 2
extrapoliert werden. Hierfür wird eine Banachraumwertige Version des Lp-
Extrapolationssatzes von Z. Shen, welcher im skalarwertigen Fall durch
Shen in [87] bewiesen wurde, benötigt. In Kapitel 3 wird diese Banach-
raumwertige Version bewiesen und dabei werden jegliche geometrischen
Voraussetzungen, welche von Shen benötigt wurden, abgeschwächt, so-
dass dieses Resultat nun auf beliebigen offenen Mengen gültig ist. Um
die Voraussetzungen dieses Banachraumwertigen Lp-Extrapolationssatzes
für den Stokes-Operator auf Lpσ(Ω) zu verifizieren, wird Shen’s Beweis
der Resolventenabschätzungen des Stokes-Operators auf Lpσ(Ω), welcher
in [89] geführt wurde, auf die Banachraumwertige Situation angepasst.
In Kapitel 7 zeigen wir, dass diese Art und Weise, um maximale Lq-
Regularität zu beweisen, auch für elliptische Systeme höherer Ordnung in
Divergenzform mit L∞-Koeffizienten funktioniert. Es werden solche Sys-
teme betrachtet, welche die Gårding’sche Ungleichung erfüllen. Weiter-
hin wird der Operator mit homogenen, gemischten Dirichlet/Neumann-
Randbedingungen komplementiert. Die Geometrie des Gebietes hängt von
der Wahl der Randbedingungen ab und ist um einiges allgemeiner als die
von beschränkten Lipschitz-Gebieten. Liegen zum Beispiel reine Dirichlet-
Randbedingungen vor, so reicht es aus, wenn Ω eine beschränkte offene
Menge ist. Dieses Resultat ist Theorem 7.2.4 dieser Arbeit.
Eine wichtige Zutat um Kato’s Zugang für die Lp-Theorie der Navier-
Stokes-Gleichungen zu folgen, sind die sogenannten Gradientenabschät-
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zungen der Stokes-Halbgruppe. Genauer gesagt, werden diese Abschät-
zungen in L3(Ω;R3) benötigt. Leider konnten diese im Verlaufe dieser
Dissertation nicht bewiesen werden. Dennoch können wir zwei interessante
Folgerungen aus zwei möglichen Ansätzen für einen Beweis der Gradien-
tenabschätzungen gewinnen, welche in Unterkapitel 5.3 diskutiert werden.
Aus dem ersten Ansatz gewinnen wir das Resultat, dass die Beschränkt-
heit des H∞-Kalküls des Stokes-Operators genügt um die Gradientenab-
schätzungen zu beweisen. Wir weisen darauf hin, dass dies nicht trivial
ist, da der Definitionsbereich des Stokes-Operators keinem Sobolev-Raum
zweiter Ordnung entspricht. Im zweiten Ansatz wird ein Vergleich zu ei-
nem Beweis der Gradientenabschätzungen für die Halbgruppe, welche von
einem elliptischen System zweiter Ordnung mit konstanten Koeffizienten
erzeugt wird, gezogen. Die essentielle Zutat für diesen Beweis sind Ab-
schätzungen, die in der Regularitätstheorie des L2-Dirichlet Problems des
Resolventenproblems ebendieser elliptischen Systeme auftreten. Diese Re-
gularitätstheorie wird in Kapitel 4 für die Stokes-Resolventen-Gleichung
entwickelt. Im Verlgeich zur elliptischen Situation tritt jedoch ein weiterer
Term in der eben erwähnten essentiellen Abschätzung auf. In der Diskus-
sion in Unterkapitel 5.3 beweisen wir schließlich, dass ein Imitat des Be-
weises der elliptischen Situation immer zu einem Widerspruch führt, wenn
der zusätzliche Term auf die offensichtlichste Art und Weise abgeschätzt
wird.
In Unterkapitel 5.1 studieren wir für d ≥ 2 die Helmholtz-Projektion
auf Lp(Ω;Cd). In drei und mehr Raumdimensionen wurde diese Projektion
in [29] bereits vollständig durch E. Fabes, O. Mendez und M. Mitrea
und in zwei Raumdimensionen durch D. Mitrea in [72] untersucht. Wir
werden einen alternativen Ansatz vorstellen, welcher im Vergleich zu obi-
gen Ergebnissen für d ≥ 4 schwächere Resultate und für d = 2 und d = 3
das selbe Resultat liefert. Weiterhin kann der hier vorgestellte Ansatz auch
auf eine bestimmte Klasse von unbeschränkten Lipschitz-Gebieten ange-
wendet werden. Diese sind solche Gebiete, welche oberhalb des Graphs
einer auf Rd−1 Lipschitz stetigen Funktion liegen. Diese Klasse von Gebie-
ten beinhaltet zum Beispiel in zwei Dimensionen sektorähnliche Gebiete.
Die ersten beiden Kapitel dieser Arbeit enthalten keine neuen Resulta-
te. Das erste Kapitel dient größtenteils der Begriffsbildung und beginnt
mit einer Einführung in diejenigen Funktionenräume, die in dieser Ar-
beit benötigt werden. Weiterhin geben wir eine detaillierte Einführung
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über Sobolev-Räume erster Ordnung auf dem Rand eines beschränkten
Lipschitz-Gebietes, da hier dem Autor aufgefallen ist, dass diese Räume
eine häufige Verwendung finden, jedoch stets sehr knapp eingeführt wer-
den. Im zweiten Kapitel werden die operatortheoretischen Grundlagen der
Arbeit geschaffen. Es umfasst einen kurzen Überblick über Funktionalkal-
küle und analytische Halbgruppen sowie eine Einführung in die abstrakte
Theorie der maximalen Lq-Regularität.
xix

CHAPTER 1
Preliminaries in the theory of function spaces
In this chapter, we will introduce the basic function spaces used in this
treatise and discuss their relevant properties. We will start by introducing
the Lebesgue, Sobolev, and Bessel potential spaces, as well as their vector-
valued analogues. For further reading consult the books of Yosida [101],
Triebel [94], and Hytönen, van Neerven, Veraar, and Weis [52].
Afterwards, we give an introduction to basic properties of the distribution
function of a function f and to weak Lebesgue spaces. Here, we rely
on Grafakos’ book [44]. As solenoidal analogues of some of the above
mentioned spaces play an eminent role in the study of fluid mechanics,
we include a short introduction to these spaces in the special case, where
the underlying domain is a bounded Lipschitz domain. These spaces were
thoroughly investigated by Fabes, Mendez, andM. Mitrea [29] and by
D. Mitrea [72]. Thereafter, we make a small detour via the complex and
real interpolation methods following the introduction of Lunardi [67].
In the theory of the Laplacian and the Stokes system on Lipschitz do-
mains notions like the non-tangential maximal function and non-tangential
convergence, as well as Sobolev spaces on the boundaries of Lipschitz do-
mains are fundamental. These are introduced in Section 1.3 which fills
the details into Verchota’s exposition [95]. This section is particularly
detailed because in the existing literature introductions to Sobolev spaces
on the boundaries of Lipschitz domains are rather short. However, note
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that the work of Mitrea and Wright [77] contains a short but nice
introduction to these spaces.
1.1 Function spaces
1.1.1 Bochner-Lebesgue spaces
Let X be a real or complex Banach space and (Ω,A, µ) be a σ-finite
measure space. Proceeding as Yosida in [101, Sec. V.5] one can introduce
the Bochner integral. A measurable function f : Ω → X is then called
Bochner integrable or simply integrable if the real-valued function ω 7→
‖f(ω)‖X is integrable in the sense on Lebesgue. We will write∫
Ω
f dµ
for the integral of f . If µ(Ω) is finite and not zero, we will sometimes write
−
∫
Ω
f dµ := 1
µ(Ω)
∫
Ω
f dµ
for the average of f over Ω. The Lp-spaces are introduced in the following
definition.
Definition 1.1.1. For 1 ≤ p ≤ ∞ let Lp(Ω, µ;X) denote the space of
all equivalence classes of measurable functions which coincide µ-a.e. and
whose Lp-norm
‖f‖Lp(Ω,µ;X) :=
( ∫
Ω
‖f‖pX dµ
) 1
p
(1 ≤ p <∞),
‖f‖L∞(Ω,µ;X) := inf{α ≥ 0 : µ({‖f‖X > α}) = 0}
is finite. If X = R or X = C, we write Lp(Ω, µ) for Lp(Ω, µ;X).
Definition 1.1.2. If Ω ⊂ Rd is a topological space and µ a measure,
whose σ-algebra contains the Borel sets on Ω, we write Lploc(Ω, µ;X) for
the set of all functions whose restrictions to K are in Lp(K,µ;X) for every
compact set K ⊂ Ω.
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Convention 1.1.3. The Lebesgue measure of a measurable set A ⊂ Rd
will be denoted by |A| and its volume element is denoted by dx. If Ω is
endowed with the Lebesgue measure, we write Lp(Ω;X) for Lp(Ω, µ;X).
The same applies to the spaces of locally Lp-integrable functions and to
all upcoming function spaces.
The following proposition establishes Young’s inequality for convolu-
tions if one function is defined only on a subset Ω of Rd.
Proposition 1.1.4. Let Ω ⊂ Rd, µ be a σ-finite measure on Ω, and
1 ≤ p < ∞. Let g : Rd \ {0} → C be a function such that the function
defined by Ω × Ω 3 (x, y) 7→ g(x − y) is measurable with respect to the
product measure µ× µ and such that
A+B := sup
x∈Ω
‖g(x− ·)‖L1(Ω,µ) + sup
y∈Ω
‖g(· − y)‖L1(Ω,µ) <∞.
If f ∈ Lp(Ω, µ), then x 7→ ∫Ω g(x− y)f(y) dµ(y) ∈ Lp(Ω, µ) and∥∥∥∥ ∫Ω g(· − y)f(y) dµ(y)
∥∥∥∥
Lp(Ω,µ)
≤ A1− 1pB 1p‖f‖Lp(Ω,µ).
Proof. Let first p = 1. By virtue of Tonelli’s theorem for σ-finite measure
spaces, see Billingsley [10, Thm. 18.3], the function
Ω 3 x 7→
∫
Ω
|g(x− y)| |f(y)| dµ(y)(1.1)
is measurable. The estimate directly follows from Tonelli’s theorem; Fu-
bini’s theorem [10, Thm. 18.3] shows that (1.1) is measurable without the
absolute value inside the integral.
Next, let p > 1 and let f be a simple function. An application of
Hölder’s inequality yields
∣∣∣∣ ∫Ω g(x− y)f(y) dµ(y)
∣∣∣∣ ≤ A 1p′( ∫Ω |g(x− y)| |f(y)|p dµ(y)
) 1
p
,
where p′ is the Hölder conjugate exponent of p. The convolution integral
is measurable in x as simple functions lie in L1(Ω). Taking the pth power
of this inequality, integrating over Ω, and applying Tonelli’s theorem gives∥∥∥∥ ∫Ω g(· − y)f(y) dµ(y)
∥∥∥∥p
Lp(Ω,µ)
≤ Ap−1
∥∥∥∥ ∫Ω |g(x− ·)| |f(·)|p dµ(x)
∥∥∥∥
L1(Ω,µ)
.
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This establishes the estimate for simple functions. As simple functions are
dense in Lp(Ω) the estimate follows for all Lp-functions and thus also the
measurability of (1.1) without the absolute value inside the integral.
Remark 1.1.5. Proposition 1.1.4 is often used in the theory of layer
potentials with Ω being the boundary of a bounded Lipschitz domain, µ
being the surface measure, and g a function that is closely related to a
fundamental solution of the given partial differential equation. However,
we have not found a proof of Proposition 1.1.4 and therefore decided to
present the proof here.
1.1.2 Sobolev and Bessel potential spaces on Rd
Let X be a complex Banach space and let Rd be endowed with the
Lebesgue measure. In what follows, the space of X-valued Schwartz func-
tions S(Rd;X) is defined via the usual family of seminorms and the space
of X-valued tempered distributions as S ′(Rd;X) := L(S(Rd;C), X) (the
space of bounded linear operators from S(Rd;C) into X), see Amann [3,
Subsec. III.4.1] for a detailed introduction.
Definition 1.1.6. For 1 ≤ p < ∞ and k ∈ N, define the Sobolev space
Wk,p(Rd;X) as the space of all regular distributions u ∈ S ′(Rd;X) such
that ∂αu ∈ Lp(Rd;X) for all multi-indices α ∈ Nd0 with |α| ≤ k endowed
with the norm
‖u‖Wk,p(Rd;X) :=
( ∑
|α|≤k
‖∂αu‖pLp(Rd;X)
) 1
p
.
Here, for a multi-index α ∈ Nd0, ∂αu denotes ∂α1 . . . ∂αdu.
In order to introduce the Bessel potential spaces denote the Fourier
transform on S(Rd;C) by F and define the Fourier transform of an element
in S ′(Rd;X) as usual, compare Amann [3, Subsec. III.4.2].
Definition 1.1.7. Let 1 ≤ p < ∞ and 0 ≤ s < ∞. The Bessel potential
space Hs,p(Rd;X) is defined as the space of all regular distributions u ∈
S ′(Rd;X) such that the Bessel potential norm
‖u‖Hs,p(Rd;X) := ‖F−1(1 + |ξ|2)
s
2Fu‖Lp(Rd;X)
is finite.
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Remark 1.1.8. It is clear that H0,p(Rd;X) = Lp(Rd;X). The connection
between Wk,p(Rd;X) and Hs,p(Rd;X) is discussed in Section 1.2, when
the notion of Banach spaces of class HT is introduced.
Let Ω ⊂ Rd be an open set. The counterparts of the Sobolev and Bessel
potential spaces on Ω are defined as follows.
Definition 1.1.9. Let 1 ≤ p < ∞, k ∈ N, and 0 ≤ s < ∞. Then the
Sobolev space Wk,p(Ω;X) and the Bessel potential space Hs,p(Ω; X) are
defined as the sets of all restrictions to Ω of elements in Wk,p(Rd;X) and
Hs,p(Rd;X), respectively. They are endowed with the quotient norm
‖u‖Wk,p(Ω;X) := inf{‖v‖Wk,p(Rd;X) : v ∈Wk,p(Rd;X) and v|Ω = u}
‖u‖Hs,p(Ω;X) := inf{‖v‖Hs,p(Rd;X) : v ∈ Hs,p(Rd;X) and v|Ω = u}.
The local Sobolev spaces Wk,ploc(Ω;X) are defined as the set of functions
whose derivatives up to order k lie in Lploc(Ω;X).
Remark 1.1.10. Another common way to define Sobolev spaces on open
sets is to say that Wk,p(Ω;X) is the space of functions u ∈ Lp(Ω;X) such
that the distributional derivatives ∂αu lie in Lp(Ω;X) for all multi-indices
α ∈ Nd0 with |α| ≤ k, endowed with the norm
‖u‖Wk,p(Ω;X) :=
( ∑
|α|≤k
‖∂αu‖pLp(Ω;X)
) 1
p
.(1.2)
If there is a Sobolev extension operator E : Wk,p(Ω;X) → Wk,p(Rd;X),
i.e., a bounded operator E who is a right inverse of the operator that
restricts functions to Ω, then we have Wk,p(Ω;X) = Wk,p(Ω;X) with
equivalent norms. This applies for instance if Ω is a bounded Lipschitz
domain and X = CN , N ∈ N, see Stein [92, Thm. VI.5]. Here, we say
that Ω is a bounded Lipschitz domain if Ω is a bounded domain, whose
boundary is locally represented as the graph of a Lipschitz continuous
function, cf. Definition 1.3.1.
In many occasions there appear vector fields, whose components van-
ish on some closed portions D1, . . . , DN of the boundary. Let us define
Sobolev spaces adapted to this special situation.
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Definition 1.1.11. Let D ⊂ ∂Ω be closed and
C∞D (Ω) := {ϕ|Ω : ϕ ∈ C∞c (Rd) with supp(ϕ) ∩D = ∅},
where C∞c (Rd) stands for all compactly supported, smooth functions on
Rd.
For 1 ≤ p < ∞ and k ∈ N define the space Wk,pD (Ω) as the closure of
C∞D (Ω) in the norm given by (1.2).
For N ∈ N, let D1, . . . , DN ⊂ ∂Ω be closed and D be the N -tuple
D := (D1, . . . , DN). Define
Wk,pD (Ω;CN) :=
N∏
i=1
Wk,pDi (Ω)
endowed with the usual product norm. If D = (∂Ω, . . . , ∂Ω), we also write
Wk,p0 (Ω;CN).
Remark 1.1.12. The definition for the scalar-valued Sobolev space with
partially vanishing trace appears in Ouhabaz [80, Sec. 4.2] and is system-
atically studied by Haller-Dintelmann, Jonsson, Knees, and Re-
hberg [47]. In the CN -valued case with Di = Dj, for 1 ≤ i, j ≤ N , these
spaces are studied by Brewster, Mitrea, Mitrea, and Mitrea [12].
1.1.3 The distribution function and weak Lp-spaces
Let Ω ⊂ Rd be endowed with the Lebesgue measure. For a measurable
function f : Ω→ C define the distribution function of f , df , by
df : [0,∞)→ [0,∞], α 7→ |{x ∈ Ω : |f(x)| > α}|.
The following proposition lists some elementary properties of the dis-
tribution function, see Grafakos [44, Prop. 1.1.3] for the first and third
property; the second one directly follows from the definition.
Proposition 1.1.13. Let f and g be two measurable functions on Ω. Then
for all α, β, γ > 0 we have
(1) |g| ≤ |f | a.e. implies that dg ≤ df ;
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(2) d|f |γ (α) = df (α
1
γ );
(3) df+g(α + β) ≤ df (α) + dg(β).
The distribution function is a useful tool in harmonic analysis, as it
encodes information on the Lp-norm of a function.
Proposition 1.1.14 ([44, Prop. 1.1.4]). For 1 ≤ p < ∞ and f ∈ Lp(Ω),
we have
‖f‖pLp(Ω) = p
∫ ∞
0
αp−1df (α) dα.
Finally, we define the weak Lp(Ω)-spaces.
Definition 1.1.15. For 1 ≤ p <∞, define the weak Lp-space Lp,∞(Ω) as
the set of equivalence classes of measurable functions such that
‖f‖Lp,∞(Ω) := sup{αdf (α)
1
p : α > 0}
is finite.
Note that the Lp,∞-norm fails to fulfill the sharp triangle inequality.
Instead it holds
‖f + g‖Lp,∞(Ω) ≤ 2{‖f‖Lp,∞(Ω) + ‖g‖Lp,∞(Ω)},
so that Lp,∞(Ω) turns into a quasi-normed space, see [44, Eq. (1.1.11)].
Moreover, the Lp-spaces are contained in the weak Lp-spaces, as the fol-
lowing proposition shows.
Proposition 1.1.16 ([44, Prop. 1.1.6]). For all 1 ≤ p <∞, we have that
Lp(Ω) ⊂ Lp,∞(Ω) and
‖f‖Lp,∞(Ω) ≤ ‖f‖Lp(Ω) (f ∈ Lp(Ω)).
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1.1.4 Spaces of solenoidal vector fields
There are solenoidal, i.e., “divergence free”, counterparts of the Lebesgue
and Sobolev spaces, which play an important role in the mathematical in-
vestigation of the motions of incompressible fluids. To define these spaces,
define for an open set Ω ⊂ Rd
C∞c,σ(Ω) := {ϕ ∈ C∞c (Ω;Cd) : div(ϕ) = 0}.
For a construction of a non-zero C∞c,σ-function, see the proof of Sohr [90,
Lem. II.2.2.1].
Definition 1.1.17. For 1 < p < ∞, define Lpσ(Ω) to be the closure of
C∞c,σ(Ω) in Lp(Ω;Cd) endowed with the Lp-norm. Furthermore, define
W1,p0,σ(Ω) to be the closure of C∞c,σ(Ω) in W1,p(Ω;Cd) endowed with the
W1,p-norm given by (1.2).
Remark 1.1.18. In the case p = 2 it is clear that, by the closedness of
L2σ(Ω) in L2(Ω;Cd), there exists an orthogonal complement of L2σ(Ω). This
can be characterized as
L2σ(Ω)⊥ = {f ∈ L2(Ω;Cd) : f = ∇g for some g ∈ L2loc(Ω)},
see [90, Lem. II.2.5.1]. We call the orthogonal projection P from L2(Ω;Cd)
onto L2σ(Ω) the Helmholtz projection.
Transferring these facts to the case p 6= 2 will in general fail if no further
assumptions on either the regularity of Ω or the range of the admissible
values of p are made. Fabes, Mendez, and M. Mitrea for example
proved the following theorem in [29, Thm. 11.1, Thm. 12.2].
Theorem 1.1.19. For each bounded Lipschitz domain Ω ⊂ Rd, d ≥ 3,
there exists a positive number ε > 0, depending on Ω, such that for each
p with 3/2 − ε < p < 3 + ε the operator P extends to a bounded linear
operator from Lp(Ω;Cd) onto Lpσ(Ω) and the operator Id−P extends to a
bounded linear operator from Lp(Ω;Cd) onto ∇W1,p(Ω). Hence, in this
range
Lp(Ω;Cd) = ∇W1,p(Ω)⊕ Lpσ(Ω),(1.3)
where the direct sum is topological.
On the other hand, for any p /∈ [3/2, 3] there exists a bounded Lipschitz
domain Ω ⊂ Rd for which the Lp-Helmholtz decomposition (1.3) fails.
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Remark 1.1.20. (1) A similar result holds for d = 2 and whenever
4/3− ε < p < 4 + ε, compare D. Mitrea [72, Thm. 4.4].
(2) Note that in [29] the theorem was formulated slightly differently.
There, the space Lpσ(Ω) was defined as
{u ∈ Lp(Ω;Cd) : div(u) = 0, 〈u, ν〉 = 0 on ∂Ω},
where ν denotes the exterior unit normal to ∂Ω and 〈·, ·〉 the inner
product of Cd. However, it is proven inGaldi [34, Thm. III.2.3] that
for bounded Lipschitz domains both definitions agree. Furthermore,
by [34, Thm. III.4.1], it is proven that
W1,p0,σ(Ω) = {u ∈W1,p0 (Ω;Cd) : div(u) = 0}(1.4)
for every 1 < p <∞ if Ω is a bounded Lipschitz domain.
In Section 5.1 we will give an alternative and much easier proof of
the existence of the Lp-Helmholtz decomposition. On the one hand, the
payoff is that in addition to Theorem 1.1.19 we are able to treat the case
d = 2 and also special Lipschitz domains, which are domains above the
graph of a Lipschitz function. On the other hand, the drawback is that
our proof only gives the Helmholtz decomposition for p’s in the range
2d
d+1 − ε < p < 2dd−1 + ε, which for d = 2 and d = 3 agrees with the ranges
given above, but becomes more restrictive for d > 3. However, this will
suffice for our purposes.
1.2 Interpolation
For the introduction of interpolation theory, we rely on the book of Lu-
nardi [67], other standard references are the books of Bergh and Löf-
ström [9] and of Triebel [94].
Let E and F be two real or complex Banach spaces. We say that the
couple (E,F ) is an interpolation couple if both E and F are continuously
embedded into a Hausdorff topological space V . For an interpolation cou-
ple the sum E + F := {e+ f : e ∈ E, f ∈ F} endowed with the norm
‖v‖E+F := inf{‖e‖E + ‖f‖F : e ∈ E, f ∈ F, v = e+ f}
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and the intersection E ∩ F endowed with the norm
‖e‖E∩F := max{‖e‖E, ‖e‖F}
are Banach spaces.
1.2.1 The complex interpolation method
In order to introduce the complex interpolation method, let (E,F ) be an
interpolation couple of complex Banach spaces. Define the strip
S := {z = x+ iy ∈ C : 0 ≤ x ≤ 1}
and let F(E,F ) be the space of all functions g : S → E + F such that
(1) g is holomorphic in the interior of S, and continuous and bounded
up to its boundary with respect to the norm of E + F ;
(2) the function t 7→ g(it) is an element of C(R;E) and the function
t 7→ g(1 + it) is an element of C(R;F ), such that the norm
‖g‖F(E,F ) := max
{
sup
t∈R
‖g(it)‖E, sup
t∈R
‖g(1 + it)‖F
}
is finite.
Now, complex interpolation between E and F is defined as follows.
Definition 1.2.1. For θ ∈ [0, 1] define the complex interpolation space
between X and Y with parameter θ as the set
[E,F ]θ := {g(θ) : g ∈ F(E,F )}
endowed with the norm
‖a‖[E,F ]θ := inf{‖g‖F(E,F ) : g ∈ F(E,F ) with g(θ) = a}.
This definition yields a Banach space as shown in Lunardi [67, Sec. 2.1].
Before being in the position to present the connections between Sobolev
and Bessel potential spaces under complex interpolation, we have to in-
troduce the notion of Banach spaces of class HT .
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Definition 1.2.2. A Banach space X is said to be of class HT if the
X-valued Hilbert transform
(Hf)(t) := p.v.
∫ ∞
−∞
1
t− sf(s) ds (f ∈ S(R;X))
extends to a bounded operator on Lp(R;X) for some 1 < p <∞.
Remark 1.2.3. (1) By the boundedness of the classical Hilbert trans-
form, see, e.g., Grafakos [44, Ch. 4], we have that C is of class
HT .
(2) If (Ω, µ) is a σ-finite measure space, p ∈ (1,∞), and X of class HT ,
then Lp(Ω, µ;X) is of class HT as well, see Amann [3, Thm. 4.5.2],
so that by the first remark all closed subspaces of Lp(Ω, µ;CN) are
of class HT .
The following theorem is a collection of several results. The first part
can be found in Hytönen, van Neerven, Veraar, and Weis [52,
Thm. 5.94]. The second part is proven in Jerison and Kenig [53,
Prop. 2.4] and the last statement follows from Lunardi [67, Thm. 2.7].
Theorem 1.2.4. Let X be a complex Banach space of class HT . Then
(1) for all k ∈ N and 1 < p <∞ the spaces Wk,p(Rd;X) and Hk,p(Rd;X)
coincide with equivalent norms.
Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain and define for θ ∈ [0, 1],
0 ≤ s0, s1, t0, t1 <∞ and 1 < p0, p1, q0, q1 <∞
sθ := s0(1− θ) + s1θ and 1
pθ
:= 1− θ
p0
+ θ
p1
tθ := t0(1− θ) + t1θ and 1
qθ
:= 1− θ
q0
+ θ
q1
.
Then, with equivalent norms
(2) [Hs0,p0(Ω),Hs1,p1(Ω)]θ = Hsθ,pθ(Ω).
If T is a bounded operator from Hs0,p0(Ω) into Ht0,q0(Ω) and from Hs1,p1(Ω)
into Ht1,q1(Ω), then T is bounded from Hsθ,pθ(Ω) into Htθ,qθ(Ω) and there
exists a constant C > 0 such that
‖T‖L(Hsθ,pθ (Ω),Htθ,qθ (Ω)) ≤ C‖T‖1−θL(Hs0,p0 (Ω),Ht0,q0 (Ω))‖T‖θL(Hs1,p1 (Ω),Ht1,q1 (Ω)).
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1.2.2 The K- and the trace method
In this subsection, we will give a short glimpse into how real interpola-
tion spaces can be defined via the K-method and present a result which
characterizes these spaces as traces at time t = 0 of functions in a certain
space. This will be of importance in the study of maximal Lq-regularity
in Subsection 2.2, by providing a characterization of the set of admissible
initial data of certain Banach space valued ordinary differential equations
by means of a real interpolation space.
If (X, Y ) is an interpolation couple of real or complex Banach spaces,
define for every t > 0 and x ∈ X + Y the K-functional by
K(t, x,X, Y ) := inf
x=a+b
a∈X,b∈Y
{‖a‖X + t‖b‖Y }.
The real interpolation spaces are defined as follows.
Definition 1.2.5. Let 0 < θ < 1 and 1 ≤ p ≤ ∞. Then the real
interpolation space between X and Y with parameter θ and p is the set
(X, Y )θ,p := {x ∈ X + Y : t 7→ t−θK(t, x,X, Y ) ∈ Lp(0,∞, dt/t)}
endowed with the norm
‖x‖(X,Y )θ,p := ‖t−θK(t, x,X, Y )‖Lp(0,∞,dt/t).
These spaces are Banach spaces; further properties may be found in
Lunardi [67, Sec. 1]. An important characterization is the one via the
trace method, because this reveals a connection between real interpolation
and traces of functions. The Banach spaces connected to the trace method
are defined as follows.
Definition 1.2.6. For 0 < θ < 1 and 1 ≤ p ≤ ∞ define V(p, θ, Y,X) as
the set of all functions u : (0,∞)→ X +Y with u ∈W1,ploc((0,∞);X +Y ),
and
t 7→ uθ(t) := tθu(t) ∈ Lp(0,∞, dt/t;Y ),
t 7→ wθ(t) := tθu′(t) ∈ Lp(0,∞, dt/t;X)
endowed with the norm
‖u‖V(p,θ,Y,X) := ‖uθ‖Lp(0,∞,dt/t;Y ) + ‖wθ‖Lp(0,∞,dt/t;X).
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Since u(t) − u(s) = ∫ ts u′(σ) dσ for 0 < s < t, one can perform for
1 < p <∞ the following estimate
‖u(t)− u(s)‖X ≤
∫ t
s
‖σθ− 1pu′(σ)‖Xσ
1
p
−θ dσ
≤
(∫ t
s
‖σθu′(σ)‖pX
dσ
σ
) 1
p
(∫ t
s
σ
p′
p
−p′θ dσ
) 1
p′
≤ ‖u‖V(p,θ,Y,X)
(
tp
′(1−θ) − sp′(1−θ)
p′(1− θ)
) 1
p′
,
where p′ is the Hölder conjugate exponent of p. Thus, in this case we can
infer that the limit limt↘0 u(t) exists in X. In the case p = 1 we have
‖u(t)− u(s)‖X ≤
∫ t
s
‖σθu′(σ)‖X dσ
σ
t1−θ,
and in the case p =∞
‖u(t)− u(s)‖X ≤ ‖σθu′(σ)‖L∞(0,∞;X)
∫ t
s
σ−θ dσ,
so that the limit also exists in these two cases. Now, we can state the
following important characterization, whose proof can be found in [67,
Prop. 1.13].
Proposition 1.2.7. For 0 < θ < 1 and 1 ≤ p ≤ ∞, the real interpolation
space (X, Y )θ,p is the set of traces at t = 0 of functions in V(p, 1−θ, Y,X),
and the norm
‖x‖Trθ,p := inf{‖u‖V(p,1−θ,Y,X) : x = u(0), u ∈ V(p, 1− θ, Y,X)}
is an equivalent norm in (X, Y )θ,p.
1.3 Sobolev spaces on Lipschitz boundaries
We start with the definition of a strong Lipschitz domain to which we
will, except for the last chapter of this treatise, simply refer to as a Lip-
schitz domain. During the whole section, we will use the dash and the
double dash notation, i.e., given a vector x ∈ Rd, x′ denotes the vector
13
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(x1, . . . , xd−1) and x′′ denotes the vector (x2, . . . , xd−1). If d = 2, the vec-
tor x′′ will be void and all terms, in which this vector appears, will be
ignored. Furthermore, vectors in Rd−1 or in Rd−2 will also be tagged with
either a dash or a double dash.
Finally, for two sets A,B ⊂ Rd we define
A±B := {a± b : a ∈ A and b ∈ B}.
Definition 1.3.1. A bounded, open, and connected set Ω ⊂ Rd is called
a bounded strong Lipschitz domain, or short, bounded Lipschitz domain,
if there exist r0,M > 0 such that for each point x ∈ ∂Ω there exists
a Lipschitz continuous function ηx : Rd−1 → R with ηx(0) = 0 and
‖∇ηx‖L∞(Rd−1) ≤ M , and a rotation Rx : Rd → Rd such that for all
0 < r ≤ r0
Rx[Ω− {x}] ∩D(r) = Dηx(r)
Rx[∂Ω− {x}] ∩D(r) = Iηx(r),
where
D(r) := {(x′, xd) : |x′| < r, |xd| < 10d(M + 1)r}
Dηx(r) := {(x′, xd) : |x′| < r, ηx(x′) < xd < 10d(M + 1)r}
Iηx(r) := {(x′, xd) : |x′| < r, ηx(x′) = xd}.
Remark 1.3.2. Vividly speaking, Definition 1.3.1 means that every point
x ∈ ∂Ω has a neighborhood so that modulo a translation and a rotation the
portion of ∂Ω in this neighborhood is given by the graph of the Lipschitz
function ηx. Moreover, this neighborhood is quantified by the cylinders
D(r). The portion of the translated and rotated version of Ω that lies
inside D(r) is given by Dηx(r) and the translated and rotated boundary
of Ω that lies inside D(r) is given by Iηx(r).
We will call sets of the form Dη(r) for a Lipschitz continuous function
η with ‖∇η‖L∞(Rd−1) ≤ M and r > 0 Lipschitz cylinders. The defini-
tion above is exactly the one used by Shen in [89]. Other references for
strong Lipschitz domains are Adams and Fournier [1], Grisvard [45],
McLean [70], and Nečas [79].
14
1.3 Sobolev spaces on Lipschitz boundaries
For a bounded Lipschitz domain Ω, x ∈ ∂Ω, and 0 < r ≤ r0, let Rx be
the rotation according to Definition 1.3.1. Define Ux,r := {x}+R−1x D(r).
We call the function
Φx,r : B′(0, r)→ ∂Ω ∩ Ux,r, y′ 7→ x+R−1x
 y′
ηx(y′)
 ,(1.5)
coordinate function, where B′(0, r) denotes the ball in Rd−1 centered in
zero and with radius r. If Φx,r is a coordinate function, then the set Ux,r
will in the following always denote the set defined above.
To define the Lipschitz character of a bounded Lipschitz domain Ω, we
follow the discussion of Pipher and Verchota in [81, Sec. 5].
Definition 1.3.3. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain
and x1, . . . , xn ∈ ∂Ω be such that {Uxi,r0}ni=1 covers ∂Ω. Let M be the
number from the definition of Lipschitz domains in Definition 1.3.1. We
say that a constant C > 0 depends on the Lipschitz character of Ω if it
depends on M and n.
Throughout this section, the following results are of great importance
and are used frequently.
Theorem 1.3.4. Let Ω, Ξ ⊂ Rd, d ≥ 1, be open, f : Ω→ Rd be Lipschitz
continuous, u ∈W1,1(V ) for an open neighborhood V of f(Ω), v ∈ L1(Ω),
and ϕ : Ξ→ Ω be bi-Lipschitzian. Then
(1) f is differentiable almost everywhere;
(2) the chain rule holds almost everywhere, i.e., u ◦ f ∈W1,1(Ω) and
∂j[u ◦ f ](x) = 〈[∇u](x), ∂jf(x)〉
holds for almost every x ∈ Ω. Here and henceforth, for any l ∈ N
the inner product of Cl is denoted by 〈·, ·〉;
(3) the change of variables formula holds true, i.e.,∫
Ω
v(x) dx =
∫
ϕ−1(Ω)
[v ◦ ϕ](x) |det(Jϕ(x))| dx,
where Jϕ denotes the Jacobian of ϕ.
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The first part of the theorem above is called Rademacher’s theorem and
can be found in Heinonen [50, Thm. 3.1]. The second part is also well
known, see, e.g., Nečas [79, Lem. 3.2] together with [79, Eq. (2.27)] and
the third part may be found in Hajłasz [48, Thm. 3].
In order to introduce the surface measure, fix finitely many points
x1, . . . , xn ∈ ∂Ω and a radius 0 < r ≤ r0 such that (Uxi,r)ni=1 covers
∂Ω.
Definition 1.3.5. A set A ⊂ ∂Ω is measurable if for all 1 ≤ i ≤ n the
set Φ−1xi,r(A ∩ Uxi,r) is measurable with respect to the (d− 1)-dimensional
Lebesgue measure. The surface measure σ(A) of this set is then defined
as follows. Define
A1 := A ∩ Ux1,r, Ak+1 := (A ∩ Uxk+1,r) \
k⋃
i=1
Ai (1 ≤ k ≤ n− 1)
and then set
σ(A) :=
n∑
i=1
∫
Φ−1xi,r(Ai)
[1 + |∇y′ηxi(y′)|2]
1
2 dy′.(1.6)
Remark 1.3.6. Proceeding as Amann and Escher did for C1-domains,
see [4, Sec. XII.1], but by taking into account Theorem 1.3.4, one can show
that (∂Ω, σ) turns into a σ-finite measure space and that σ is a complete
Radon measure. Furthermore, the same proofs as in [4, Sec. XII.1] show
that u : ∂Ω → CN , N ∈ N, is measurable/integrable if and only if for all
1 ≤ i ≤ n the function u ◦ Φxi,r is Lebesgue measurable/integrable with
respect to the (d− 1)-dimensional Lebesgue measure on B′(0, r).
In combination with Theorem 1.3.4, the proof of the following theorem
follows the same lines as in [4, Sa. XII.1.11].
Theorem 1.3.7. If (ϕi)ni=1 ⊂ C∞c (Rd) with supp(ϕi) ⊂ Uxi,r, 0 ≤ ϕi ≤ 1,
and ∑ni=1 ϕi = 1 on ∂Ω is a partition of unity subordinate to (Uxi,r)ni=1,
then
∫
∂Ω
u dσ =
n∑
i=1
∫
B′(0,r)
[u ◦ Φxi,r][ϕi ◦ Φxi,r][1 + |∇y′ηxi |2]
1
2 dy′
for all u ∈ L1(∂Ω, σ;CN).
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With the theorem above, we see that the Lp-norm of a function u ∈
Lp(∂Ω, σ;CN) has the representation∫
∂Ω
|u|p dσ =
n∑
i=1
∫
B′(0,r)
|u ◦ Φxi,r|p [ϕi ◦ Φxi,r][1 + |∇y′ηxi |2]
1
2 dy′.
As the canonical measure on the boundary of a Lipschitz domain is the
surface measure, we agree upon the following convention.
Convention 1.3.8. For the rest of this thesis, write Lp(∂Ω;CN) for
Lp(∂Ω, σ;CN).
We have seen above, that measurability and integrability reduces to
measurability and integrability of the local functions u ◦ Φxi,r. We pro-
ceed in this fashion and define differentiability directly via u ◦Φxi,r. This
is consistent with the definitions given in Verchota [95, p. 23] and
McLean [70, p. 98].
Definition 1.3.9. We say that u ∈ L1(∂Ω;CN) is weakly differentiable if
for all 1 ≤ i ≤ n the function u ◦ Φxi,r is weakly differentiable on B′(0, r)
with weak derivatives in L1(B′(0, r);CN).
First, we need to verify that weak differentiability is independent of the
given set of coordinate functions.
Lemma 1.3.10. Let Φx,t be a coordinate function. If u ∈ L1(∂Ω;CN) is
weakly differentiable, then u ◦Φx,t is weakly differentiable on B′(0, t) with
weak derivatives in L1(B′(0, t);CN).
Proof. Let (ϕi)ni=1 be a partition of unity subordinate to (Uxi,r)ni=1 and let
ϕ ∈ C∞c (B′(0, t)). Using that Lipschitz functions are differentiable almost
everywhere, we obtain
[ϕi ◦ Φx,t](y′)[∂jϕ](y′) = ∂j[ϕi ◦ Φx,t · ϕ](y′)− ∂j[ϕi ◦ Φx,t](y′)ϕ(y′)
for almost every y′ ∈ B′(0, t). Consequently,∫
B′(0,t)
[u ◦ Φx,t](y′)[∂jϕ](y′) dy′
=
n∑
i=1
∫
B′(0,t)
[u ◦ Φx,t](y′)[ϕi ◦ Φx,t](y′)[∂jϕ](y′) dy′
=
n∑
i=1
∫
B′(0,t)
[u ◦ Φx,t](y′)∂j[ϕi ◦ Φx,t · ϕ](y′) dy′,(1.7)
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where the last equality follows by ∇∑ni=1 ϕi = 0, together with
n∑
i=1
∂j[ϕi ◦ Φx,t](y′) =
n∑
i=1
〈[∇ϕi](Φx,t(y′)), [∂jΦx,t](y′)〉 = 0
for almost every y′ ∈ B′(0, t).
Continuing in (1.7), we find that ϕi ◦ Φx,t · ϕ is a Lipschitz contin-
uous function with support in Φ−1x,t(Uxi,r ∩ Ux,t), so that integration in
the ith integral takes place in this set. Thus, we can write u ◦ Φx,t =
[u◦Φxi,r]◦[Φ−1xi,r◦Φx,t]. Now, u◦Φxi,r is in W1,1(B′(0, r);CN) by assumption.
Furthermore, Φ−1xi,r ◦Φx,t : Φ−1x,t(Uxi,r ∩Ux,t)→ B′(0, r) is Lipschitz, one-to-
one, and the inverse is also Lipschitz. In this case, Theorem 1.3.4 implies
that u ◦ Φx,t|Φ−1x,t(Uxi,r∩Ux,t) is weakly differentiable. We derive that (1.7)
coincides with
−
n∑
i=1
∫
B′(0,t)
∂j[u ◦ Φx,t|Φ−1x,t(Uxi,r∩Ux,t)](y
′)[ϕi ◦ Φx,t](y′)ϕ(y′) dy′.
This concludes the proof.
Note that Φxi,r is differentiable at all y′ ∈ B′(0, r), where ηxi is dif-
ferentiable. Moreover, by virtue of (1.5), we deduce that the vectors
∂1Φxi,r(y′), . . . , ∂d−1Φxi,r(y′) form a basis of a (d − 1)-dimensional sub-
space of Rd. This subspace will be called the tangent space of ∂Ω at p,
where p = Φxi,r(y′). Since
∂jΦxi,r(y′) = R−1xi [ej + ∂jηxi(y
′)ed],
where ej denotes the jth standard basis vector, we see that the vector
ν(p) := 1[1 + |∇y′ηxi(y′)|2]1/2
R−1xi
∇y′ηxi(y′)
−1
(1.8)
is orthogonal to the tangent space of ∂Ω at p and points “outside” of Ω.
This vector will be called the outward unit normal to ∂Ω at p.
Lemma 1.3.11. At σ-a.e. p ∈ ∂Ω the tangent space at p, and hence the
outward unit normal, is independent of the coordinate function. More pre-
cisely, given two coordinate functions Φx1,r1 and Φx2,r2, with Φx1,r1(y′) =
Φx2,r2(z′) = p, which are differentiable at y′ and z′, respectively, we have
span({∂jΦx1,r1(y′)}d−1j=1) = span({∂jΦx2,r2(z′)}d−1j=1).
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Proof. For simplicity, denote the function Φx1,r1 by Φ and Ux1,r1 by U ,
and similarly Φx2,r2 by Ψ and Ux2,r2 by V . Note that if Φ is differentiable
at y′ and if Ψ is differentiable at z′ and Φ(y′) = Ψ(z′), we deduce by the
chain rule
∂jΨ(z′) = JΦ(y′)∂j[Φ−1 ◦Ψ](z′),
where JΦ denotes the Jacobian of Φ, so that
span(∂1Φ(y′), . . . , ∂d−1Φ(y′)) ⊃ span(∂1Ψ(z′), . . . , ∂d−1Ψ(z′)).
Since ∂1Ψ(z′), . . . , ∂d−1Ψ(z′) are linearly independent, we have equality.
Since Lipschitz continuous functions are differentiable almost everywhere,
see Theorem 1.3.4, we conclude the proof by virtue of the definition of the
surface measure.
Suppose that u : ∂Ω → C is weakly differentiable and that Φx,r is
a coordinate function defined on the set Ux,r. Let Rx be the rotation
according to the definition of Φx,r in (1.5). Then, we can define for σ-
almost every p ∈ Ux,r ∩ ∂Ω the tangential gradient of u at p by
∇tanu(p) := R−1x
∇y′ [u ◦ Φx,r](y′)
0

−
〈
R−1x
∇y′ [u ◦ Φx,r](y′)
0
 , ν(p)〉ν(p),
(1.9)
where y′ ∈ B′(0, r) is such that Φx,r(y′) = p. Considering this formula,
it is not immediately clear which mathematical quantity the tangential
gradient describes, except that ∇tanu(p) lies in the tangential space of ∂Ω
at p. This follows as it originates from a vector in Rd whose component
in normal direction is subtracted.
In the following proposition, we show that the tangential gradient is
well-defined, i.e., that its definition is σ-a.e. independent of the coordinate
function. The lemma afterwards, Lemma 1.3.13, will serve to give the
right intuition, namely that for smooth functions the tangential gradient
coincides with
∇u(p)− 〈∇u(p), ν(p)〉ν(p).
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This shows that the choice of the name tangential gradient was correct
and that the tangential gradient indeed is the projection of the gradient
onto the tangential space to ∂Ω.
Proposition 1.3.12. The tangential gradient is well-defined, i.e., given
two coordinate functions Φx1,r1 and Φx2,r2 with Ux1,r1 ∩Ux2,r2 6= ∅, then the
tangential gradients defined with respect to Φx1,r1 and Φx2,r2, respectively,
coincide in Ux1,r1 ∩ Ux2,r2 σ-a.e.
Proof. For simplicity, denote Φx1,r1 by Φ, Φx2,r2 by Ψ, and Ux1,r1 ∩Ux2,r2
by U .
We agree upon the notation, that y′ ∈ Φ−1(U) and z′ ∈ Ψ−1(U) are
related via p := Φ(y′) = Ψ(z′). We already know by Lemma 1.3.11 that
the normal vector to ∂Ω is independent of the coordinate chart, so that
ν(p) can either be written by means of Rx1 and ηx1 or by means of Rx2
and ηx2 . Furthermore, recall that
∂jΦ(y′) = R−1x1 [ej + ∂jηx1(y
′)ed]
if ηx1 is differentiable at y′. Also, note that Ψ−1(p) = (Rx2 [p − x2])′,
where the dash denotes the projection onto the first d− 1 variables. Con-
sequently, Ψ−1 has a smooth extension Ψ˜−1 to all of Rd given by the
formula above. Now, Ψ−1 ◦ Φ and Ψ˜−1 ◦ Φ coincide on Φ−1(U), which is
an open neighborhood of y′, so that we calculate by means of the chain
rule
∂j[Ψ−1 ◦ Φ](y′) = ∂j[Ψ˜−1 ◦ Φ](y′) = R′x2R−1x1 [ej + ∂jηx1(y′)ed].
With this, another application of the chain rule yields
∇y′ [u ◦ Φ](y′)
0
 =

{R′x2R−1x1 [e1 + ∂1ηx1(y′)ed]}T∇z′ [u ◦Ψ](z′)
...
{R′x2R−1x1 [ed−1 + ∂d−1ηx1(y′)ed]}T∇z′ [u ◦Ψ](z′)
0

,
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where the supscript T denotes the transpose of a matrix and where R′x2
denotes the matrix Rx2 without the last row. Use that the inverse of an
orthogonal matrix is its transpose and use the notation that a column
vector with row vectors as entries denotes a matrix with entries aij being
the jth entry of the row vector in the ith column, to get
=

[eT1 + ∂1ηx1(y′)eTd ]Rx1(R′x2)T
...
[eTd−1 + ∂d−1ηx1(y′)eTd ]Rx1(R′x2)T
0

∇z′ [u ◦Ψ](z′).
Adding an additional xd-component to the vector ∇z′ [u◦Ψ](z′) that is set
to zero results in the fact that one can skip the dash at the Rx2 matrix,
so that
=

[eT1 + ∂1ηx1(y′)eTd ]
...
[eTd−1 + ∂d−1ηx1(y′)eTd ]
0

Rx1R
T
x2
∇z′ [u ◦Ψ](z′)
0
 .
Use again that the transpose of an orthogonal matrix is its inverse and
rewrite the first matrix by adding and subtracting eTd in the last row to
obtain
=
 Id +
0 ∇y′ηx1(y′)
0 −1

Rx1RTx2
∇z′ [u ◦Ψ](z′)
0
 .
Multiplying the whole equality by RTx1 yields an identity for the first term
in the definition of the tangential gradient. Note that the term involving
the identity matrix is the first term of the tangential gradient of u if it
would have been defined with respect to Ψ instead of Φ. It is now the task
to prove that the other term cancels with an appropriate term originating
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in a computation of the second term in (1.9). To compute this term, use
the identity above to calculate
〈
R−1x1
∇y′ [u ◦ Φx,r](y′)
0
 , ν(p)〉ν(p)
=
〈
R−1x1
 Id +
0 ∇y′ηx1(y′)
0 −1

Rx1RTx2
∇z′ [u ◦Ψ](z′)
0
 , ν(p)〉ν(p).
In this identity, the term involving the identity matrix is already the sec-
ond term in the definition of the tangential gradient of u if it would have
been defined via Ψ instead of Φ. Thus, we have a closer look at the other
term. Using (1.8) and the independence of ν of the given chart, as well
that the inverse of an orthogonal matrix is its transpose, we get that this
term coincides with
〈0 ∇y′ηx1(y′)
0 −1
Rx1RTx2
∇z′ [u ◦Ψ](z′)
0
 ,
∇y′ηx1(y′)
−1
〉
· 11 + |∇y′ηx1(y′)|2
R−1x1
∇y′ηx1(y′)
−1
 .
As the inner product yields a scalar, we can commute the order of multipli-
cation of both lines, additionally, we shift the first matrix on the left-hand
side of the inner product to the right-hand side by taking its transpose.
This yields
= R−1x1
∇y′ηx1(y′)
−1
〈Rx1RTx2
∇z′ [u ◦Ψ](z′)
0
 , ed
〉
.
Write the inner product via 〈x, y〉 = yTx to get
= R−1x1
∇y′ηx1(y′)
−1
 eTdRx1RTx2
∇z′ [u ◦Ψ](z′)
0
 .
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Finally, note that
∇y′ηx1(y′)
−1
 eTd =
0 ∇y′ηx1(y′)
0 −1
 .
Plugging everything together reveals that
R−1x1
∇y′ [u ◦ Φ](y′)
0
− 〈R−1x1
∇y′ [u ◦ Φ](y′)
0
 , ν(p)〉ν(p)
= R−1x2
∇y′ [u ◦Ψ](y′)
0
− 〈R−1x2
∇y′ [u ◦Ψ](y′)
0
 , ν(p)〉ν(p),
which concludes the proof.
For smooth functions u, we have the following representation of the
tangential gradient.
Lemma 1.3.13. If Ξ is an open neighborhood of ∂Ω and if u : Ξ→ C is
smooth, then
∇tanu(p) = ∇u(p)− 〈∇u(p), ν(p)〉ν(p) (σ-a.e. p ∈ ∂Ω).
Proof. Since u is smooth in a neighborhood of ∂Ω, we can use the chain
rule to deduce
∇y′ [u ◦ Φx,r](y′) = {[∇u](Φx,r(y′))TJΦx,r(y′)}T = JΦx,r(y′)T [∇u](Φx,r(y′)).
Moreover, for almost every y′, we can compute JΦx,r(y′)T as
JΦx,r(y′)T =

[eT1 + ∂1ηx(y′)eTd ]Rx
...
[eTd−1 + ∂d−1ηx(y′)eTd ]Rx
 =

eT1 + ∂1ηx(y′)eTd
...
eTd−1 + ∂d−1ηx(y′)eTd
Rx.
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Plugging this inside the first term of (1.9) yields
R−1x
∇y′ [u ◦ Φx,r](y′)
0
 = R−1x

eT1 + ∂1ηx(y′)eTd
...
eTd−1 + ∂d−1ηx(y′)eTd
0

Rx[∇u](Φx,r(y′)).
Adding and subtracting eTd in the last row shows that this coincides with
= R−1x
 Id +
0 ∇y′ηx(y′)
0 −1

Rx[∇u](Φx,r(y′)).
The term involving the identity matrix is the desired term [∇u](Φx,r(y′)).
We show that the other term cancels during the computation of the second
term of (1.9). Here, we find exactly as above
〈
R−1x
∇y′ [u ◦ Φx,r](y′)
0
 , ν(p)〉ν(p)
=
〈
R−1x
 Id +
0 ∇y′ηx(y′)
0 −1

Rx[∇u](Φx,r(y′)), ν(p)
〉
ν(p).
Note that the inverse of an orthogonal matrix is its transpose. This to-
gether with (1.8) shows
= 〈[∇u](Φx,r(y′)), ν(p)〉ν(p) + 〈Rx[∇u](Φx,r(y′)), ed〉R−1x
∇y′ηx(y′)
−1
 .
Rewrite the inner product as 〈x, y〉 = yTx and commute the rightmost
vector with the inner product to deduce
= 〈[∇u](Φx,r(y′)), ν(p)〉ν(p) +R−1x
∇y′ηx(y′)
−1
 eTdRx[∇u](Φx,r(y′)).
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Finally, note that
∇y′ηx(y′)
−1
 eTd =
0 ∇y′ηx(y′)
0 −1
 .
A comparison of the resulting terms yields the representation formula.
If u : ∂Ω→ CN is weakly differentiable, we define
∇tanu :=

∇tanu1
...
∇tanuN
 .
Definition 1.3.14. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain
and 1 ≤ p < ∞. The space W1,p(∂Ω;CN) is defined as the set of all
u ∈ Lp(∂Ω;CN) which are weakly differentiable and have finite norm
‖u‖W1,p(∂Ω;CN ) :=
[
‖u‖pLp(∂Ω;CN ) + ‖∇tanu‖pLp(∂Ω;C(d−1)N )
] 1
p .
Now, that we have defined first-order Sobolev spaces on the boundaries
of Lipschitz domains, we continue by introducing notions quantifying the
non-tangential behavior of functions defined in Ω. This additional non-
tangential behavior often enables us to consider a continuation of this
function on ∂Ω and to deduce some properties of this function on ∂Ω. For
this purpose, we introduce the following type of cones. Recall the num-
ber M and the cylinder D(r) from the definition of a bounded Lipschitz
domain.
Definition 1.3.15. By a cone, we mean an open, right circular, nonempty
truncated cone (not a double cone).
Assigning a cone Γ(q) to each q ∈ ∂Ω, we call the resulting family
{Γ(q)}q∈∂Ω regular if there exist finitely many points x1, . . . , xn0 ∈ ∂Ω,
r˜ > 0, and rotations R˜x1 , . . . , R˜xn0 such that
∂Ω ⊂
n0⋃
i=1
{xi}+ R˜−1xi D(4r˜/5),
25
1 Preliminaries in the theory of function spaces
and such that there exist Lipschitz continuous functions η˜xi : Rd−1 → R
such that for all r˜ ≤ r ≤ νr˜ with
ν := 1 +
[
1 + [10d(M + 1)]2
] 1
2(1.10)
we have
R˜xi [Ω− {xi}] ∩D(r) = Dη˜xi (r)
R˜xi [∂Ω− {xi}] ∩D(r) = Iη˜xi (r).
Moreover, for each i there are three cones αi, βi, and γi, each with vertex
at the origin and axis along the xd-axis, such that
αi ⊂ βi \ {0} ⊂ γi(1.11)
and such that for all q ∈ [{xi}+ R˜−1xi D(4r˜/5)] ∩ ∂Ω, we have
R˜−1xi αi + {q} ⊂ Γ(q) ⊂ Γ(q) \ {q} ⊂ R˜−1xi βi + {q},
R˜−1xi γi + {q} ⊂ [{xi}+ R˜−1xi D(r˜)] ∩ Ω.
(1.12)
A cone Γ(q) of a regular family of cones will be called a regular cone.
Remark 1.3.16. (1) In general, the rotations Rx1 and Lipschitz func-
tions ηxi from Definition 1.3.1 and R˜xi and η˜xi differ. This originates
from the following two facts.
First of all, the axis of revolution of αi is assumed to be along the
xd-axis, so that by (1.12) a regular cone Γ(q) contains the axis of
revolution of the rotated cylinder {xi}+ R˜−1xi D(r˜). Secondly, Γ(q) is
independent of i, so that the previous statement must be valid for all
1 ≤ i ≤ n0 such that q ∈ [{xi}+R˜−1xi D(4r˜/5)]∩∂Ω. If we would have
taken the rotations Rxi instead of R˜xi , it could happen that for two
nearby points xi and xj, the rotations Rxi and Rxj differ significantly,
so that it may not be achievable that Γ(q) contains the axes of
revolution of the cylinders {xi} + R−1xi D(r˜) and {xj} + R−1xj D(r˜).
This makes it inevitable to introduce the rotations R˜xi and R˜xj ,
which ensure that the rotations of two nearby points do not differ
too much.
26
1.3 Sobolev spaces on Lipschitz boundaries
(2) The number n0 can be much larger that the number n from the
definition of the Lipschitz character, Definition 1.3.3.
(3) For the existence of such a regular family of cones, see the proof
of [95, Thm. A.1] in Verchota’s thesis. An inspection of this proof
reveals that this particular regular family of cones, constructed by
Verchota, has some further properties. Namely, the heights h of
the cones Γ(q) are independent of q and are equal to Cd,M r˜, where
Cd,M is a constant that depends only on d and M . Moreover, if
ϑαi , ϑβi , and ϑγi denote the opening angles of the cones αi, βi,
and γi, then these angles depend only on the Lipschitz constant
M . Furthermore, the Lipschitz constants of the functions η˜xi are all
bounded by a constant depending only on M . Finally, the thickness
of the boundary strip
Ω ∩
[ n0⋃
i=1
{xi}+ R˜−1xi D(4r˜/5)
]
is comparable to d, M , and r˜, i.e.,
dist
(
∂Ω,Ω \
[ n0⋃
i=1
{xi}+ R˜−1xi D(4r˜/5)
])
≥ C,
where C > 0 depends only on d, M , and r˜.
(4) Note that the regular family of cones lies inside Ω. It was also
proven in [95, Thm. A.1] that for every bounded Lipschitz domain,
there exists a regular family of cones {Γ(q)}q∈∂Ω, which lies outside
of Ω. This family satisfies the same conditions as above, with the
modification that the cones αi, βi, and γi are given as the reflections
of the cones above at the {xd = 0}-hyperplane, and that the second
line in (1.12) has to be replaced by
R˜−1xi γi + {q} ⊂ [{xi}+ R˜−1xi D(r˜)] \ Ω.
Now, we can define the notion of the non-tangential maximal function
and of non-tangential convergence.
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Definition 1.3.17. Given a regular family of cones {Γ(q)}q∈∂Ω, which
lies either inside or outside Ω and a function u : Ω → CN , N ∈ N, the
non-tangential maximal function is defined as
(u)∗(q) := sup
x∈Γ(q)
|u(x)| (q ∈ ∂Ω).
For a point q ∈ ∂Ω and a vector c ∈ CN we say that u converges in q
non-tangentially to c if for any regular cone Γ(q), the limit
lim
x→q
x∈Γ(q)
u(x) = c
exists.
Remark 1.3.18. (1) The non-tangential maximal function depends on
the respective regular family of cones. If in a given statement we
simply write (u)∗ ∈ Lp(∂Ω), we mean that there exists a regular
family of cones {Γ(q)}q∈∂Ω, such that the non-tangential maximal
function of u defined with respect to {Γ(q)}q∈∂Ω lies in Lp(∂Ω). If
in a given statement the non-tangential maximal functions of two or
more functions occur, then the respective regular families of cones
are allowed to differ.
(2) Non-tangential limits from inside and outside Ω do in general not
coincide. To differ the two limits in a given situation, the limit will
be denoted by the subscript + if the limit is taken from inside Ω and
by the subscript − if the limit is taken from outside Ω.
With exception of Chapter 4, we will only consider regular families of
cones, non-tangential maximal functions, and non-tangential limits from
inside Ω, so that for the rest of this chapter, all these notions are taken
from inside Ω.
If a function u on Ω has a suitable non-tangential behavior, one can
often transfer some properties to a continuation of u onto the boundary.
To do so, the following approximation, which is due to Verchota [95,
Thm. A.1], of Ω by smooth domains is an important tool.
Proposition 1.3.19. Let Ω be a bounded Lipschitz domain with associ-
ated numbers r0 and M from Definition 1.3.1 and recall the number ν
from (1.10). Then the following holds.
28
1.3 Sobolev spaces on Lipschitz boundaries
(i) There is a sequence of C∞-domains, Ωk ⊂ Ω, and homeomorphisms,
Λk : ∂Ω→ ∂Ωk, such that
sup
q∈∂Ω
|q − Λk(q)| → 0 as k →∞.
(ii) There exist x1, . . . , xn0 ∈ ∂Ω, r˜ > 0, and rotations R˜x1 , . . . , R˜xn0
such that
∂Ω ⊂
n0⋃
i=1
{xi}+ R˜−1xi D(4r˜/5).
Moreover, for all 1 ≤ i ≤ n0 there are Lipschitz continuous functions
η˜xi : Rd−1 → R with η˜xi(0) = 0 such that for all k ∈ N
R˜xi [Ω− {xi}] ∩D(νr˜) = Dη˜xi (νr˜)
R˜xi [∂Ω− {xi}] ∩D(νr˜) = Iη˜xi (νr˜)
R˜xi [Ωk − {xi}] ∩D(νr˜) = Dψik(νr˜)
R˜xi [∂Ωk − {xi}] ∩D(νr˜) = Iψik(νr˜),
where ψik are C∞-functions on Rd−1 with ψik → ηxi uniformly as
k → ∞, ‖∇y′ψik‖L∞(Rd−1) ≤ ‖∇y′ηxi‖L∞(Rd−1) for all k ∈ N, and
∇y′ψik → ∇y′ηxi pointwise a.e. as k →∞.
Remark 1.3.20. An analysis of Verchota’s proof reveals that the quan-
tities x1, . . . , xn0 , r˜, R˜x1 , . . . , R˜xn0 , and η˜x1 , . . . , η˜xn0 in Proposition 1.3.19
coincide with the analogous quantities of the regular family of cones, whose
construction was mentioned in Remark 1.3.16 (3).
The following lemma is the counterpart of Lemma 1.3.13 in the case
where u : Ω→ C is only smooth inside Ω but has additional non-tangential
behavior.
Lemma 1.3.21. Fix 1 ≤ p < ∞ and {Γ(q)}q∈∂Ω being the regular fam-
ily of cones from Remark 1.3.16 (3). Define the non-tangential maximal
function with respect to this regular family of cones. Let u : Ω → C be a
smooth function with (u)∗, (∇u)∗ ∈ Lp(∂Ω), such that u and ∇u converge
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non-tangentially to functions u and v for almost every q ∈ ∂Ω. Then
u ∈W1,p(∂Ω),
∇tanu(q) = v(q)− 〈v(q), ν(q)〉ν(q) (σ-a.e. q ∈ ∂Ω).
and
‖u‖Lp(∂Ω) ≤ ‖(u)∗‖Lp(∂Ω), ‖∇tanu‖Lp(∂Ω;Cd) ≤ 2‖(∇u)∗‖Lp(∂Ω).
Proof. Let Ωk be a sequence of smooth domains, approximating Ω in the
sense of Proposition 1.3.19, and let ν, x1, . . . , xn0 , r˜ > 0, R˜x1 , . . . , R˜xn0 ,
and η˜x1 , . . . , η˜xn0 be the quantities from Proposition 1.3.19. Then there
are smooth functions ψik such that for all 1 ≤ i ≤ n0
R˜xi [Ωk − {xi}] ∩D(νr˜) = Dψik(νr˜)
R˜xi [∂Ωk − {xi}] ∩D(νr˜) = Iψik(νr˜).
Define analogously to (1.5) the coordinate functions
Φ˜xi,νr˜(y
′) := xi + R˜−1xi
 y′
η˜xi(y′)
 and Ψik(y′) := xi + R˜−1xi
 y′
ψik(y′)
 .
Since Ωk is inside Ω, we have that ψik(y′) is greater than η˜xi(y′). Combining
this with the fact, that any regular cone contains the axis parallel to the
axis of revolution of the local coordinate cylinder, see (1.12), ensures that
for every y′ ∈ B′(0, 4r˜/5) the point Ψik(y′) lies inside the cone Γ(Φ˜xi,νr˜(y′)).
By virtue of the non-tangential convergence, this results in the fact that
for almost every y′, we have convergence of u(Ψik(y′)) to u(Φ˜xi,νr˜(y
′)) and
of [∇u](Ψik(y′)) to v(Φ˜xi,νr˜(y′)). Furthermore, we have
|u(Ψik(y′))| ≤ (u)∗(Φ˜xi,νr˜(y′)),
|[∇u](Ψik(y′))| ≤ (∇u)∗(Φ˜xi,νr˜(y′)).
(1.13)
Since ∂Ωk lies inside Ω, and since u and Ψik are smooth, we conclude that
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for ϕ ∈ C∞c (B′(0, 4r˜/5)) the formula∫
B′(0,4r˜/5)
u(Ψik(y′))∂jϕ(y′) dy′
= −
∫
B′(0,4r˜/5)
〈[∇u](Ψik(y′)), ∂jΨik(y′)〉ϕ(y′) dy′
= −
∫
B′(0,4r˜/5)
{
〈R˜xi [∇u](Ψik(y′)), ∂jψik(y′)ed〉
+ 〈R˜xi [∇u](Ψik(y′)), ej〉
}
ϕ(y′) dy′
holds for 1 ≤ j ≤ d − 1. In the last line we used that the inverse of an
orthogonal matrix is its transpose. Next, note that ‖∇y′ψik‖L∞(Rd−1) ≤
‖∇y′ η˜xi‖L∞(Rd−1) and that ∇y′ψik → ∇y′ηxi pointwise almost everywhere.
Combining this with (1.13) and the integrability of the non-tangential
maximal functions shows that the dominated convergence theorem is ap-
plicable, which yields
∫
B′(0,4r˜/5)
u(Φ˜xi,νr˜(y
′))∂jϕ(y′) dy′
= −
∫
B′(0,4r˜/5)
{
〈R˜xivΦ˜xi,νr˜(y′)), ∂jηxi(y′)ed〉
+ 〈R˜xiv(Φ˜xi,νr˜(y′)), ej〉
}
ϕ(y′) dy′.
Next, note that the Lp-integrability of u and v follows by |u(q)| ≤ (u)∗(q)
and |v(q)| ≤ (∇u)∗(q) for almost every q ∈ ∂Ω (this is a consequence
of the non-tangential convergence and the definition of the non-tangential
maximal function). We deduce that u ∈W1,p(∂Ω). To prove the represen-
tation of the tangential gradient, note that u is smooth in a neighborhood
of ∂Ωk. Consequently, by Lemma 1.3.13, the tangential gradient of u on
∂Ωk has the representation
R˜−1xi
∇y′ [u ◦Ψik](y′)
0
− 〈R˜−1xi
∇y′ [u ◦Ψik](y′)
0
 , νk(Ψik(y′))
〉
νk(Ψik(y′))
= ∇u(Ψik(y′))− 〈∇u(Ψik(y′)), νk(Ψik(y′))〉νk(Ψik(y′)),
where νk denotes the outward unit normal to ∂Ωk. By the non-tangential
convergence of u and its gradient as well as the convergence of Ψik(y′)
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to Φ˜xi,νr˜(y
′), the convergence a.e. of ∇y′Ψik(y′) to ∇y′Φ˜xi,νr˜(y′), and the
convergence a.e. of the outward unit normals to ν, cf. (1.8), we conclude
the proof by means of Proposition 1.3.12.
If g is a representative of g ∈ Lp(B(0, 1)) an application of polar coor-
dinates yields
∫
B(0,1)
|g|p dx =
∫ 1
0
∫
∂B(0,r)
|g|p dσ dr <∞.(1.14)
Thus, for almost every r ∈ (0, 1) the function g|∂B(0,r) is Lp(∂B(0, r))-
integrable. We see that even though one fails to assign a trace to g on a
prescribed subsphere of B(0, 1) (because of the lack of smoothness) one can
at least take the trace of every representative in such a way, such that they
inherit the Lp-integrability on a whole bunch of seemingly coincidentally
distributed subspheres of B(0, 1). In given problems, this can be important
if one can exploit the information g|∂B(0,r) ∈ Lp(∂B(0, r)) in order to
deduce further estimates. By (1.14), estimates on almost every subsphere
result in an estimate on g. Examples for such a reasoning will follow in
Chapter 5.
The following theorem gives the framework for this integration argument
on more complicated sets. For a proof consult Federer [31, Thm. 3.2.12].
Theorem 1.3.22 (Co-area formula). If f : Rd → R, d ≥ 2, is Lipschitzian
and g the representative of a function g ∈ L1(Rd), then
∫
Rd
g(x)
[ d∑
i=1
|∂if(x)|2
] 1
2
dx =
∫
R
∫
f−1(y)
g(x) dmd−1(x) dy,
where md−1 denotes the (d− 1)-dimensional Hausdorff measure on Rd.
Our aim is to use this theorem in order to deduce a technical proposition
which resembles the theorem on absolute continuity of W1,p(Ω)-functions
on almost all straight lines parallel to the coordinate axis in Ω, see, e.g.,
Maz’ya [69, Thm. 1.1.3.1]. Here, we will need that the Lipschitz cylinder
Dη(r) itself is a Lipschitz domain for every Lipschitz continuous function
η and r > 0. We will prove this in the following three lemmas. Recall
that we employ the one dash and the double dash notation to indicate
x′ := (x1, . . . , xd−1) and x′′ := (x2, . . . , xd−1).
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Lemma 1.3.23. Let η : Rd−1 → R be a Lipschitz continuous function
and Rα be a rotation in the x1-xd-plane about the angle α with tan(|α|) <
1/‖∇x′η‖L∞(Rd−1), then
{Rα(x′, η(x′)) : x′ ∈ Rd−1}
is the graph of a Lipschitz function, whose Lipschitz constant solely de-
pends on α and ‖∇x′η‖L∞(Rd−1).
Proof. Applying the rotation to the elements (x′, η(x′)) in the graph, we
deduce
Rα(x′, η(x′)) = (x1 cos(α)− η(x′) sin(α), x′′, x1 sin(α) + η(x′) cos(α)).
Assuming the rotated graph is not a graph, we find x′, y′ ∈ Rd−1 with
x′′ = y′′,
x1 cos(α)− η(x′) sin(α) = y1 cos(α)− η(y′) sin(α),(1.15)
and
x1 sin(α) + η(x′) cos(α) 6= y1 sin(α) + η(y′) cos(α).(1.16)
From (1.16), we derive that x1 6= y1 by the following reasoning. If x1 = y1
we find together with x′′ = y′′ that x′ = y′. But this contradicts (1.16) so
that x1 and y1 have to be different. From (1.15), we infer that
|η(x′)− η(y′)| = |x
′ − y′|
tan(|α|) > ‖∇z′η‖L∞(Rd−1) |x
′ − y′| ,
which is a contradiction to the Lipschitz continuity of η. Consequently,
the rotated graph is still a graph.
To prove that this graph is the graph of a Lipschitz function, let x′, y′ ∈
Rd−1 and estimate by means of the triangle inequality, the Lipschitz con-
tinuity of η, and |x1 − y1| ≤ |x′ − y′|∣∣∣x1 sin(α) + η(x′) cos(α)− (y1 sin(α) + η(y′) cos(α))∣∣∣
≤
[
|sin(α)|+ |cos(α)| ‖∇z′η‖L∞(Rd−1)
]
|x′ − y′| .
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Now, there appears |x′ − y′| on the right-hand side of the last inequality.
However, since the “new” x1 variable of the rotated coordinate system
is x1 cos(α) − η(x′) sin(α), the Lipschitz estimate follows if we can find a
constant C > 0 such that
|x1 − y1| ≤ C
{∣∣∣x1 cos(α)− η(x′) sin(α)− (y1 cos(α)− η(y′) sin(α))∣∣∣
+ |x′′ − y′′|
}
.
This follows by
|x1 − y1| ≤ |x1 cos(α)− η(x
′) sin(α)− (y1 cos(α)− η(y′) sin(α))|
|cos(α)|
+ tan(|α|) |η(x′)− η(y′)|
and by observing that the last term is estimated by
tan(|α|) |η(x′)− η(y′)| ≤ tan(|α|)‖∇z′η‖L∞(Rd−1)
[ d−1∑
i=1
|xi − yi|2
] 1
2
≤ tan(|α|)‖∇z′η‖L∞(Rd−1)
d−1∑
i=1
|xi − yi| .
By assumption tan(|α|)‖∇z′η‖L∞(Rd−1) < 1, so that we can absorb the term
tan(|α|)‖∇z′η‖L∞(Rd−1) |x1 − y1| to the left-hand side and thereby obtain
the estimate.
Lemma 1.3.24. Let A1, A2 ⊂ B′(0, r) be two nonempty, closed sets with
disjoint interiors and A1∪A2 = B′(0, r). Let η1 : A1 → R and η2 : A2 → R
be two Lipschitz continuous functions with η1 = η2 on A1∩A2 and Lipschitz
constants L1, L2. Then
η : B′(0, r)→ R, x′ 7→
η1(x
′), if x′ ∈ A1
η2(x′), if x′ ∈ A2
is Lipschitz continuous with Lipschitz constant bounded by max{L1, L2}.
Proof. If x′ and y′ are in either of the sets A1 or A2, the Lipschitz estimate
is clear. Let x′ ∈ A1 and y′ ∈ A2. Then there exists t0 ∈ [0, 1] such that
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the convex combination z′ := t0x′ + (1 − t0)y′ is contained in A1 ∩ A2.
This follows for example by applying the intermediate value theorem to
the continuous function
[0, 1] 3 t 7→ dist(tx′ + (1− t)y′, A1)− dist(tx′ + (1− t)y′, A2).
Now, estimate
|η(x′)− η(y′)| ≤ |η1(x′)− η1(z′)|+ |η2(z′)− η2(y′)|
≤ max{L1, L2}(|x′ − z′|+ |z′ − y′|)
= max{L1, L2} |x′ − y′| .
In the following lemma, we will prove that a Lipschitz cylinder Dη(r)
itself is a Lipschitz domain. For this, we assume that ‖∇x′η‖L∞(Rd−1) ≤M
for a fixed number M > 0. By virtue of Definition 1.3.1, we have to cover
the boundary of Dη(r) by cylinders Ux,r˜, in which Ux,r˜ ∩ ∂Dη(r) can be
described as the graph of a Lipschitz continuous function. In order to avoid
multiple usage of the same notation, we will denote the Lipschitz constant
of these functions by M˜ . As the height of the cylinders Ux,r˜ depends on M˜ ,
see Definition 1.3.1, we will tag the unrotated and untranslated cylinder
by a tilde as well, i.e., we define
D˜(r˜) := {(y′, yd) : |y′| < r˜, |yd| < 10d(M˜ + 1)r˜} (r˜ > 0).
To be consistent with this notation, we will write η˜x for the Lipschitz
function, which describes the boundary of Dη(r) in a neighborhood of
x ∈ ∂Dη(r) and R˜x for the corresponding rotation. Moreover, we will
write r˜0 for the number r0 in Definition 1.3.1.
Finally, we fix the notation that T denotes the top of the cylinder Dη(r)
and that B denotes its cylinder barrel, i.e.,
T := {(y′, 10d(M + 1)r) : |y′| < r}
B := ∂Dη(r) \ {Iη(r) ∪ T}.
Lemma 1.3.25. Let η : Rd−1 → R be Lipschitz continuous with η(0) = 0
and ‖∇x′η‖L∞(Rd−1) ≤M , and let r ≥ r′ > 0. Then the Lipschitz cylinder
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Dη(r) is a bounded Lipschitz domain with Lipschitz constant M˜ depending
only on M and d, and with r˜0 depending only on M , d, and r′.
Let x = (y′, η(y′)) for some |y′| = r and let R˜x be the rotation, such that
D˜(r˜0) ∩ R˜x[∂Dη(r)− {x}] is represented by the Lipschitz function η˜x.
Then, if d ≥ 3, there exists a Lipschitz continuous function ϑ defined
on {y′′ ∈ Rd−2 : |y′′|2 ≤ 15r2/16} such that z ∈ R˜x[B − {x}] and |z′| < r˜0
if and only if
z′ ∈ {w′ : w1 ≤ ϑ(w′′), |w′| < r˜0}.
If d = 2 and x1 = −r, then z ∈ R˜x[B − {x}] and |z′| < r˜0 if and only if
−r˜0 < z1 ≤ 0.
If x1 = r, then z ∈ R˜x[B − {x}] and |z′| < r˜0 if and only if
0 ≤ z1 < r˜0.
Remark 1.3.26. The statement of the second part of Lemma 1.3.25 is
that in the local representation of ∂Dη(r) around a point in the corner at
the bottom, the preimages of the described portions of the cylinder barrel
B and of Iη(r) under the coordinate function are separated by the graph
of a Lipschitz function, see Figure 1.
Proof of Lemma 1.3.25. We have to show the existence of r˜0, M˜ > 0
such that around every x ∈ ∂Dη(r), the boundary of Dη(r) can be rep-
resented as the graph of a Lipschitz function η˜x in the sense of Defini-
tion 1.3.1. For the whole proof, we assume that x is in the x1-xd-plane
with x1 ≤ 0. In two dimensions, this is achieved by a possible reflection
of the whole domain at the x2-axis. Note that a reflection is not a rota-
tion, so that after performing the proof one must not forget to reflect all
derived quantities again. In three or more dimensions, this is achieved by
proceeding as follows. Write x = (x′, xd) and if x′ = 0, do nothing. Else,
perform a rotation R(1) in the xd−2-xd−1-plane, which maps the compo-
nents (xd−2, xd−1) onto a vector of the form (y, 0). Proceed by doing the
same with the resulting vector R(1)x, but with a rotation in the xd−3-xd−2-
plane and continue until the rotation in the x1-x2-plane is performed. The
desired rotation is then given by R(d−2) · . . . ·R(1).
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Preimage of coordinate function
Lipschitz
B
Iη(r)
Figure 1: The dashed line indicates the preimage of the cylinder barrel
under the coordinate function, the dotted line the preimage of
the rotated Lipschitz graph under the coordinate function. The
interface separating those preimages is the graph of a Lipschitz
function.
The first restriction imposed on the number r˜0 will be to assume that
r˜0 < r.
Case 1: x ∈ T with |x′| < r − r˜0.
First, note that since η(0) = 0 the Lipschitz function η is trapped
between −Mr and Mr.
Thus, if the bottom of {x} + D˜(r˜0) stays above the set {yd = Mr}, the
set {x}+ D˜(r˜0) is disected in only two pieces, one inside and one outside
of Dη(r). This happens if and only if
Mr ≤ 10d(M + 1)r − 10d(M˜ + 1)r˜0,
which is equivalent to
10d(M˜ + 1)r˜0 ≤ (10d(M + 1)−M)r.(1.17)
Consequently, if r˜0 and M˜ are chosen such that this inequality is satisfied,
we can perform a rotation in the x1-xd-plane by 180 degrees and, modulo
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+Mr
−Mr
Dη(r)
|
x
{x}+ D˜(r˜0)
Figure 2: The generic situation in Case 1.
a translation, represent the boundary by the constant zero function.
Case 2: x ∈ Iη(r) with |x′| < r − r˜0.
This case is similar to Case 1. Here, we can represent the boundary
of Dη(r) in {x} + D˜(r˜0) by the function η and we find that the top of
{x}+ D˜(r˜0) lies below the top of Dη(r) if r˜0 and M˜ satisfy (1.17).
Case 3: x ∈ B with rM + r˜0 < xd < 10d(M + 1)r − r˜0.
First, rotate Dη(r) by 90 degrees in the x1-xd-plane in the mathemat-
ically positive direction, so that the rotated Lipschitz cylinder RDη(r) is
“above” Rx, where R is given by Ry = (yd, y2, . . . yd−1,−y1). Secondly,
note that the condition on xd considered in this case implies that the por-
tion of the cylinder {Rx}+D˜(r˜0) inside RDη(r) does neither intersect RT
nor RIη(r).
Furthermore, the top of the cylinder D˜(r˜0) is contained in RDη(r) if and
only if the set
{Rx+ (y′, 10d(M˜ + 1)r˜0) : |y′| < r˜0}
is contained in the infinite cylinder {|(y′′, yd)| < r}, and since the dth
component of Rx is −r this is the case if and only if
[10d(M˜ + 1)r˜0 − r]2 + |y′′|2 < r2
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+Mr −Mr
|
Rx
RDη(r)
{Rx}+ D˜(r˜0)
Figure 3: A Lipschitz cylinder that is rotated by 90 degrees in the x1-xd-
plane.
for all y′′ with |(y1, y′′)| < r˜0 for some y1. Since |y′′|2 < r˜20, the inequality
above is satisfied if r˜0 and M˜ fulfill the condition
[10d(M˜ + 1)]2 + 1
20d(M˜ + 1)
r˜0 ≤ r.(1.18)
Next, we derive an expression for the graph that represents the boundary
around x. A point satisfies y ∈ R∂Dη(r) with y ∈ {x}+ D˜(r˜0) if and only
if
|y′′|2 + |yd|2 = r2
and
|y′ − xde1|2 < r˜20.
Thus, the boundary is described by the function
η˜x(y′) := −
√
r2 − |y′′|2.
Here, we took the negative sign for the root of yd, because we describe
the boundary of RDη(r) around the point Rx = −xde1 − red. By (1.18)
we infer that r˜0 ≤ r/(5d), so that the derivative of η˜x is bounded on
B′(−xde1, r˜0) by
1√
24d2 − 1 .
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The same holds true for the Lipschitz constant of η˜x.
Case 4: x ∈ B with η(x′) ≤ xd ≤Mr+r˜0 or x ∈ Iη(r) with |x′| ≥ r−r˜0.
We rotate the Lipschitz cylinder Dη(r) in the x1-xd-plane about the
angle α := arctan(1/(2M)). Denote this rotation by Rα. Then, by
Lemma 1.3.23 the rotated graph of η stays the graph of a Lipschitz func-
tion with Lipschitz constant depending only on M . With the right choice
of r˜0 and M˜ we have to ensure that the top of {Rαx} + D˜(r˜0) lies in-
side RαDη(r). To show that it lies “underneath” (with respect to the
xd-coordinate) the rotated top of Dη(r), note that the xd-coordinate of
Rαy for y ∈ T is given by
y1 sin(α) + 10d(M + 1)r cos(α).(1.19)
This becomes minimal if y1 is minimal. Moreover, only points in RαT are
of interest, that lie above the top of {Rαx}+ D˜(r˜0), i.e., that satisfy
|(Rαy)′ − (Rαx)′| < r˜0,(1.20)
see Figure 4 for a picture of the situation. A geometric consideration
reveals that y1 is minimal if y′′ = 0. Thus, we can compute this minimal
y1 by making (1.20) an equality and by setting y′′ = 0 as
(y1 − x1) cos(α)− (10d(M + 1)r − xd) sin(α) = −r˜0.
Consequently, by virtue of (1.19), we can estimate the lowest height of
the part of RαT , which lies above the top of {Rαx}+ D˜(r˜0) by
y1 sin(α) + 10d(M + 1)r cos(α)
≥ −r˜0 + x1 cos(α) + (10d(M + 1)r − xd) sin(α)cos(α) sin(α)
+ 10d(M + 1)r cos(α)
= (−r˜0 + x1 cos(α)) sin(α) + 10d(M + 1)r − xd(1− cos(α)
2)
cos(α) .
Now, the xd-coordinate of any point in the top of {Rαx}+ D˜(r˜0) is given
by
x1 sin(α) + xd cos(α) + 10d(M˜ + 1)r˜0,
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RαT
Rαx
{Rαx}+ D˜(r˜0)
+Mr
−Mr
RαDη(r)
They are of the form Rαy with y ∈ T
These are the points in the rotated top that
lie above the top of {Rαx}+ D˜(r˜0).
and |(Rαy)′ − (Rαx)′| < r˜0.
Figure 4: A Lipschitz cylinder that is rotated by the angle α together
with the cylinder {Rαx} + D˜(r˜0) and a scetch of the points in
the rotated top that lie above the top of {Rαx}+ D˜(r˜0).
so that the top of {Rαx}+ D˜(r˜0) is “underneath” RαT if
x1 sin(α) + xd cos(α) + 10d(M˜ + 1)r˜0
≤ (−r˜0 + x1 cos(α)) sin(α) + 10d(M + 1)r − xd(1− cos(α)
2)
cos(α)
= −r˜0 tan(α) + x1 sin(α) + 10d(M + 1)rcos(α) −
xd
cos(α) + xd cos(α).
Canceling equal terms on both sides of the last inequality shows that
[10d(M˜ + 1) + tan(α)]r˜0 ≤ 10d(M + 1)rcos(α) −
xd
cos(α) .
To obtain a condition on r˜0 and M˜ that is uniform in x, note that xd is
maximal if xd = Mr+ r˜0 (this follows by recalling the conditions imposed
on points x considered in this case) so that the condition above turns into
[10d(M˜ + 1) + tan(α)]r˜0 ≤ 10d(M + 1)rcos(α) −
Mr
cos(α) −
r˜0
cos(α) .(1.21)
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To see that the top of {Rαx} + D˜(r˜0) does not intersect the cylinder
barrel RαB, we rotate everything back (by the angle −α), and conclude
that the top does not intersect the rotated barrel if and only if
{x}+
R−α
 y′
10d(M˜ + 1)r˜0
 : |y′| < r˜0

does not intersect B. In other words, if and only if
[x1 + y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]2 + |y′′|2 < r2(1.22)
for all y′ with |y′| < r˜0. In order to ensure (1.22), choose M˜ large enough,
such that
10d(M˜ + 1) tan(α) > 1.(1.23)
Since |y1| < r˜0 this implies that
y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α) > 0.
Using this together with −r ≤ x1 ≤ r˜0 − r < 0 and |y′′|2 ≤ r˜20 − |y1|2, we
infer
[x1 + y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]2 + |y′′|2
= x21 + 2x1[y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]
+ [y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]2 + |y′′|2
≤ r2 + 2(r˜0 − r)[y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]
+ [y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]2 + r˜20 − |y1|2 .
The binomial formula together with |y1|2 [cos(α)2 − 1] ≤ 0 finally yields
≤ r2 + 2(r˜0 − r)[y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]
+ 20y1d(M˜ + 1)r˜0 sin(α) cos(α) + [10d(M˜ + 1)r˜0 sin(α)]2 + r˜20.
In order to conclude that (1.22) is valid, we need a condition on r˜0 and
M˜ , such that the right-hand side of the preceding estimate is estimated
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uniformly for all |y1| < r˜0 by r2. Thus, r˜0 and M˜ have to satisfy the
inequality
2(r˜0 − r)[y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]
+ 20y1d(M˜ + 1)r˜0 sin(α) cos(α) + [10d(M˜ + 1)r˜0 sin(α)]2 + r˜20 < 0.
Rearranging yields
2r˜0[y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)]
+ 20y1d(M˜ + 1)r˜0 sin(α) cos(α) + [10d(M˜ + 1)r˜0 sin(α)]2 + r˜20
< 2r[y1 cos(α) + 10d(M˜ + 1)r˜0 sin(α)].
Now, the condition is uniform for r˜0 and M˜ if y1 is replaced by r˜0 on
the left-hand side of the inequality and if y1 is replaced by −r˜0 on the
right-hand side of the inequality. This yields
[
1 + 2 cos(α)+20d(M˜ + 1) sin(α)(1 + cos(α)) + [10d(M˜ + 1) sin(α)]2
]
r˜20
<
[
20d(M˜ + 1) sin(α)− 2 cos(α)
]
rr˜0.(1.24)
Next, we identify the graph, which describes the intersection of the sets
{Rαx}+ D˜(r˜0) and Rα∂Dη(r). Since by Lemma 1.3.23 points on RαIη(r)
can be described as a Lipschitz graph with Lipschitz constant depending
only on M (by our choice of α), we concentrate on points of the form
Rαy with y ∈ B and with −r ≤ y1 ≤ −r/4. This portion of the rotated
cylinder barrel is given by
{
(y1 cos(α)− yd sin(α), y′′, y1 sin(α) + yd cos(α)) :
− r ≤ y1 ≤ −r4 , |y
′| = r, and η(y′) ≤ yd ≤ 10d(M + 1)r
}
.
(1.25)
In order to calculate the graph which parameterizes (1.25) one has to find
a function ψ : Rd−1 → R that solves
ψ(y1 cos(α)− yd sin(α), y′′) = y1 sin(α) + yd cos(α)
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for −r ≤ y1 ≤ − r4 , |y′| = r, and η(y′) ≤ yd ≤ 10d(M + 1)r. Denoting the
new “y1”-variable, which is given by y1 cos(α) − yd sin(α) by y˜1, we find
that the condition above is equivalent to
ψ(y˜1, y′′) = y˜1 tan(α) +
yd
cos(α) .
In order to eliminate yd, note
r2 = y21 + |y′′|2 =
(
y˜1
cos(α) + yd tan(α)
)2
+ |y′′|2 .
Solving this quadratic equation for yd, one obtains
yd = − y˜1sin(α) ±
[
r2 − |y′′|2
tan(α)2
] 1
2
.(1.26)
Since by definition of y˜1
yd = − y˜1sin(α) +
y1
tan(α) ,
we find by α ∈ (0, pi/2) and the negativity of y1 that yd < −y˜1/ sin(α) and
thus that
yd = − y˜1sin(α) −
[
r2 − |y′′|2
tan(α)2
] 1
2
.
This yields an expression for ψ, namely
ψ(y˜1, y′′) = y˜1 tan(α)− y˜1sin(α) cos(α) −
1
cos(α)
[
r2 − |y′′|2
tan(α)2
] 1
2
.(1.27)
This function is Lipschitz continuous because r2−|y′′|2 = y21 ≥ r2/16 with
Lipschitz constant depending only on α, and since α depends on M , only
on M .
We claim that the projection of (1.25) to the {xd = 0}-hyperplane yields
Z :=
{
(y˜1, y′′) : |y′′|2 ≤ 15r
2
16 and (F)
}
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where (F) is given by the conditions
− cos(α)[r2 − |y′′|2] 12 − sin(α)10d(M + 1)r < y˜1
and
y˜1 < − cos(α)[r2 − |y′′|2] 12 − sin(α)η
(
− [r2 − |y′′|2] 12 , y′′
)
=: ϑ(y′′).
Indeed, if (y˜1, y′′, yd) is an element of the set given in (1.25), its projection
to the {xd = 0}-hyperplane is given by (y˜1, y′′). Moreover, there are y1 and
yd satisfying the conditions in (1.25) and y˜1 = y1 cos(α)− yd sin(α). Note
that |(y1, y′′)| = r and −r ≤ y1 ≤ −r/4 imply that y1 = −[r2 − |y′′|]1/2
and that |y′′|2 ≤ 15r2/16. Finally, (F) is satisfied due to the identities for
y˜1 and y1 together with η(y1, y′′) ≤ yd ≤ 10d(M + 1)r.
To prove the other inclusion, let (y˜1, y′′) ∈ Z and define y1 := −[r2 −
|y′′|]1/2. With this definition, we directly find −r ≤ y1 ≤ −r/4 and
|(y1, y′′)| = r. Next, define yd via Equation (1.26). This definition shows
that y˜1 is given by y1 cos(α)−yd sin(α). Plugging this expression for y˜1 into
(F), we directly infer that η(y1, y′′) ≤ yd ≤ 10d(M +1)r. This shows that
(y˜1, y′′) lies inside the projection of (1.25) onto the {xd = 0}-hyperplane.
Notice the function ϑ appearing in the second condition of (F). Because
η is Lipschitz continuous, it is clear that ϑ is Lipschitz continuous if d ≥ 3.
If d = 2, then Z is simply a line.
If x is again a point satisfying one of the conditions of the case, consider
the set B′((Rαx)′, r˜0). Since (Rαx)′ = [x1 cos(α)−xd sin(α)]e1, we see that
for y′ ∈ B′((Rαx)′, r˜0), we have |y′′| < r˜0. By (1.18), we infer as in Case 3,
that r˜0 ≤ r/(5d) and thus, that B′((Rαx)′, r˜0) lies in the infinite cylinder
{
(y˜1, y′′) : |y′′|2 ≤ 15r
2
16
}
.
Next, apply Lemma 1.3.24 with A1 := Z ∩ B′((Rαx)′, r˜0) and η1 := ψ,
cf. (1.27), and A2 := B′((Rαx)′, r˜0) \ A1 and η2 being the Lipschitz func-
tion parameterizing the rotated graph of η. This “glued” function η˜x is
Lipschitz continuous and has a Lipschitz constant, which depends only on
M and d.
Case 5: x ∈ B with xd ≥ 10d(M + 1)r− r˜0 or x ∈ T with |x′| ≥ r− r˜0.
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This case is a special case of Case 4, because up to a rotation about 180
degrees in the x1-xd-plane, and up to a translation, the top can by viewed
as the graph of the zero function. In this case, one should read Case 4
with M = 0.
Conclusion. Choose M˜ to be the maximum of all Lipschitz constants
occurred in the proof and such that additionally (1.23) holds. Then M˜ is
a constant that depends only on M and d. Choose r˜0 small enough such
that (1.17), (1.18), and (1.21) are valid. Then r˜0 depends only on M , d,
and r. We see that all these inequalities for r˜0 bound this quantity always
linearly by r, so that one can find a uniform r˜0 depending only on r′ for all
Lipschitz cylinders Dη(r) with r ≥ r′. This concludes this very technical
proof.
Remark 1.3.27. Considering a family of Lipschitz cylinders Dη(s) with
1 ≤ s ≤ 2, we see by the previous lemma that one can cover ∂Dη(s)
for each s ∈ [1, 2] by the same number of cylinders and that in each of
the cylinders the Lipschitz constant of the function that describes the
boundary of Dη(s) inside the cylinder has a Lipschitz constant depending
only on M and d. By definition of the Lipschitz character, we conclude
that the sets Dη(s), s ∈ [1, 2], all have the same Lipschitz character.
In the following proposition, we present the application of the argument
involving the co-area formula as discussed before Theorem 1.3.22. This
proposition was used implicitly by Shen in [87, Lem. 4.1]. However, since
we could not find a proof, we present one here.
Proposition 1.3.28. Let 1 ≤ p <∞, u ∈W1,p(Dη(3)), u be a represen-
tative of u with (u)∗ ∈ Lp(Iη(12/5)) and u→ 0 non-tangentially σ-a.e. on
Iη(12/5), and ∇u be a representative of ∇u. Furthermore, assume that
each regular cone Γ(q) with q ∈ Iη(12/5) that defines the non-tangential
maximal function ()∗ contains the axis parallel to the xd-axis. Then there
exists a set N ⊂ (0, 12/5) of measure zero, such that
h(x) :=
u(x), for x ∈ ∂Dη(r) \ Iη(r)0, for x ∈ Iη(r)
defines an element of W1,p(∂Dη(r)) for every r ∈ (0, 12/5)\N . Moreover,
there exists a constant C > 0 depending only on d and M , such that
‖∇tanh‖Lp(∂Dη(r);Cd) ≤ C‖∇u‖Lp(∂Dη(r)\Iη(r);Cd) <∞.
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Proof. Step 1: The construction of N .
Since u ∈ W1,p(Dη(3)) and since Dη(3) is a Lipschitz domain, there
exists a sequence (ψn)n∈N ⊂ C∞(Dη(3)) with ψn → u in W1,p(Dη(3)), see
McLean [70, Thm. 3.29]. Define
f : Rd → R, x 7→ t iff x ∈ ∂D(t)
and f(0) = 0. Since for x ∈ ∂D(t) and y ∈ ∂D(s) we have
|f(x)− f(y)| = |t− s| ≤ |x− y| ,
so that the function f is Lipschitzian with Lipschitz constant coinciding
with 1. Note that the surface measure σ on ∂D(r) and the (d − 1)-
dimensional Hausdorff measure on ∂D(r) are comparable with implicit
constants depending only on d and the Lipschitz constant M (this follows
by comparing md−1 with the (d − 1)-dimensional Lebesgue measure and
by using (1.6)). Then, applying the co-area formula Theorem 1.3.22 twice
with g being |u− ψn|pχDη(3) and |∇u−∇ψn|pχDη(3), respectively, yields
∫ 3
0
∫
∂Dη(r)\Iη(r)
|u(x)− ψn(x)|p dσ(x) dr
+
∫ 3
0
∫
∂Dη(r)\Iη(r)
|∇u(x)−∇ψn(x)|p dσ(x) dr
≤ C
{∫
Dη(3)
|u(x)− ψn(x)|p dx+
∫
Dη(3)
|∇u(x)−∇ψn(x)|p dx
}
,
where the right-hand side converges to zero as n → ∞ and where C
solely depends on d and M . We deduce that there exists a subsequence
(ψnk)k∈N of (ψn)n∈N and a set of measure zero K ⊂ (0, 3), such that for
every r ∈ (0, 3) \ K the convergences
∫
∂Dη(r)\Iη(r)
|u(x)− ψnk(x)|p dσ(x)→ 0 as k →∞∫
∂Dη(r)\Iη(r)
|∇u(x)−∇ψnk(x)|p dσ(x)→ 0 as k →∞
hold. It follows that u ∈ Lp(∂Dη(r)\Iη(r)) and∇u ∈ Lp(∂Dη(r)\Iη(r);Cd)
for every r ∈ (0, 3) \ K.
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Let L ⊂ Iη(12/5) denote the set of all points, where the non-tangential
limit of u on Iη(12/5) does not exist. By assumption this set has surface
measure zero. This together with (1.6) and the co-area formula with
f : Rd−1 → R, x′ 7→ |x′| yields in the case d ≥ 3
∫ 12/5
0
∫
∂B′(0,r)
χL(x′, η(x′))[1 + |∇x′η(x′)|2] 12 dσB′r(x′) dr
≤ C
∫
B′(0,12/5)
χL(x′, η(x′))[1 + |∇x′η(x′)|2] 12 dx′
= 0,
where σB′r denotes the surface measure on ∂B′(0, r). Moreover, because
(u)∗ ∈ Lp(Iη(12/5)) the same integration argument yields
∫ 12/5
0
∫
∂B′(0,r)
|(u)∗(x′, η(x′))|p[1 + |∇x′η(x′)|2] 12 dσB′r(x′) dr <∞.
This implies the existence of a set of measure zero M ⊂ (0, 12/5) with
the properties, that
σB′r({x′ ∈ Rd−1 : |x′| = r and (x′, η(x′)) ∈ L}) = 0
and (u)∗(·, η(·)) ∈ Lp(∂B′(0, r)) for every r ∈ (0, 12/5) \M.
In the case d = 2, let M be the union of L and the set of all points,
where (u)∗ is infinite.
Finally, define N := [K ∪M] ∩ (0, 12/5).
In the following, r will always be an element of (0, 12/5) \ N .
Step 2: Weak differentiability in cylinders intersecting only Iη(r)
or ∂Dη(r) \ Iη(r).
Let Φx,r0 be the coordinate function corresponding to the set Ux,r0 ,
cf. (1.5). If Ux,r0 intersects only Iη(r), then, by definition, h is constantly
zero and hence weakly differentiable with weak derivative in Lp(Iη(r)).
If Ux,r0 intersects only ∂Dη(r) \ Iη(r), one finds for the approximating
sequence (ψnk)k∈N from Step 1 and for ϕ ∈ C∞c (B′(0, r0))∫
Rd−1
∂iϕ(y′)[ψnk ◦ Φx,r0 ](y′) dy′
= −
∫
Rd−1
ϕ(y′)〈[∇ψnk ](Φx,r0(y′)), ∂iΦx,r0(y′)〉 dy′,
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whenever i = 1, . . . , d − 1. Due to r /∈ N and the properties derived in
Step 1, one finds in the limit k →∞∫
Rd−1
∂iϕ(y′)[u ◦ Φx,r0 ](y′) dy′
= −
∫
Rd−1
ϕ(y′)〈[∇u](Φx,r0(y′)), ∂iΦx,r0(y′)〉 dy′.
Consequently, the weak derivatives of h exist in Ux,r0 ∩ [∂Dη(r) \ Iη(r)]
and lie in Lp(∂Dη(r) \ Iη(r)).
Step 3: Weak differentiability in cylinders intersecting both Iη(r)
and ∂Dη(r) \ Iη(r).
Let x = (y′, η(y′)) for some |y′| = r and let Φx,r0 be the corresponding
coordinate function with r0 being the number from Lemma 1.3.25. The
same lemma implies that the portion of the boundary, which comes from
the cylinder barrel is given by
Z := {(w1, w′′) : w1 ≤ ϑ(w′′), |(w1, w′′)| < r0}
for a Lipschitz function ϑ defined on {|w′′|2 < 15r2/16}. Moreover, define
Zn := {(w1, w′′) : w1 ≤ ϑ(y′′)− 1/n, |(w1, w′′)| < r0}.
In order to show that h is weakly differentiable on Ux,r0 ∩ ∂Dη(r), take
ϕ ∈ C∞c (B′(0, r0)). Due to h = 0 on Iη(r) one calculates∫
Rd−1
∂iϕ(w′)[h ◦ Φx,r0 ](w′) dw′ =
∫
Z
∂iϕ(w′)[u ◦ Φx,r0 ](w′) dw′.
By the choice of r, u is integrable on ∂Dη(r) \ Iη(r) so that Lebesgue’s
dominated convergence theorem yields
= lim
n→∞
∫
Zn
∂iϕ(w′)[u ◦ Φx,r0 ](w′) dw′
and integration by parts, cf. Ziemer [102, Thm. 5.8.2, Rem. 5.8.3] together
with the boundary conditions of ϕ give that the integral coincides with
−
∫
Zn
ϕ(w′)
〈
[∇u](Φx,r0(w′)), ∂iΦx,r0(w′)
〉
dw′
+
∫
{|y′′|<r0}
{
[u ◦ Φx,r0 ]
(
ϑ(w′′)− 1/n, w′′
)
· ϕ
(
ϑ(w′′)− 1/n, w′′
) (1,∇w′′ϑ(w′′))i√
1 + |∇w′′ϑ(w′′)|2
}
dw′′,
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where (1,∇w′′ϑ(w′′))i is the ith component of the normal vector to the
Lipschitz graph of ϑ− 1/n. By the choice of r, we have ∇u ∈ Lp(∂Dη(r)\
Iη(r);Cd), so that by the dominated convergence theorem the first integral
of this last expression converges to
∫
Z
ϕ(w′)
〈
[∇u](Φx,r0(w′)), ∂iΦx,r0(w′)
〉
dw′.
The second integral converges to zero, because on the one hand,
[u ◦ Φx,r0 ]
(
ϑ(w′′)− 1/n, w′′
)
→ 0 as n→∞
for almost every w′′, because r was chosen such that the non-tangential
limit of u to {(y′, η(y′)) : |y′| = r} exists almost everywhere with regard
to the measure σB′r and because the limit is zero on Iη(
12
5 ). On the other
hand, Lebesgue’s dominated convergence theorem is applicable, because
r is chosen such that (u)∗(·, η(·)) ∈ Lp(∂B′(0, r)). This finally proves
h ∈W1,p(∂Dη(r)).
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CHAPTER 2
A short glimpse into operator theory
This chapter is intended to serve as a short introduction to basic notions of
operator theory and maximal Lq-regularity. We begin this chapter with a
brief introduction to sectorial operators, functional calculus, and analytic
semigroups. Here, we rely on the books of Haase [46] and Engel and
Nagel [25]. Then, we will turn to the notion of maximal Lq-regularity.
We summarize basic properties of operators with maximal Lq-regularity,
in particular, we emphasize a characterization of maximal Lq-regularity of
operators on subspaces of Lp via square function estimates. This will be
fundamental in the study of the Stokes operator and higher-order elliptic
systems in Chapters 5 and 7. For general introductions to maximal Lq-
regularity we refer to Amann [3], Denk, Hieber, and Prüss [18], and
Kunstmann and Weis [61].
2.1 Sectorial operators, functional calculus,
and analytic semigroups
For θ ∈ (0, pi) define the sector in the complex plane
Sθ := {z ∈ C \ {0} : |arg(z)| < θ}
and for θ = 0 define Sθ := (0,∞).
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Definition 2.1.1. A closed linear operator A on a Banach space X is
called sectorial of angle ω if there exists ω ∈ [0, pi) such that σ(A) ⊂ Sω
and if for every θ ∈ (ω, pi] there exists a constant C > 0 such that
‖λ(λ+ A)−1‖L(X) ≤ C (λ ∈ Spi−θ).
Remark 2.1.2. A sectorial operator on a reflexive Banach space X is
densely defined, see Haase [46, Prop. 2.1.1].
To define a functional calculus for a sectorial operator fix ϑ ∈ (0, pi) and
consider the Dunford-Riesz class H∞0 (Sϑ) consisting of all holomorphic
functions f : Sϑ → C satisfying for some C, ε > 0 the inequality
|f(z)| ≤ C |z|
ε
1 + |z|2ε (z ∈ Sϑ).
For a sectorial operator A of angle ω and for every ϑ ∈ (ω, pi) one can
define the expression f(A) for each f ∈ H∞0 (Sϑ) via the Cauchy integral
f(A) := 12pii
∫
γ
f(z)(z − A)−1 dz,
where γ denotes the path which rounds ∂Sϕ for some ϕ ∈ (ω, ϑ) counter-
clockwise. The resolvent estimate in Definition 2.1.1 implies that the inte-
gral converges in the topology of L(X) and thus defines a bounded linear
operator. If λ /∈ Sϑ one directly shows that z 7→ (λ− z)−1f(z) ∈ H∞0 (Sϑ)
for every f ∈ H∞0 (Sϑ) and one can verify that
(λ− A)−1f(A) = [(λ− ·)−1f(·)](A),
which gives rise to an extension of the functional calculus to a larger
algebra of functions, namely to the extended Dunford-Riesz class E(Sϑ)
which consists of the algebra generated by H∞0 (Sϑ), the function z 7→
(1 + z)−1, and by the function constant to one. Thus, for any f ∈ E(Sϑ)
one can find complex numbers a, b and a function f0 ∈ H∞0 (Sϑ) such that
f(z) = f0(z) + a(1 + z)−1 + b,
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and one defines
f(A) := f0(A) + a(1 + A)−1 + b Id ∈ L(X).
One can prove that the operator ΦA, which maps f ∈ E(Sϑ) to f(A)
is an algebra homomorphism, see Haase [46, Thm. 2.3.3]. In order to
extend the algebra homomorphism to still larger algebras one proceeds by
regularization. Here, if f : Sϑ → C is holomorphic, one needs an element
e ∈ E(Sθ) such that e(A) is injective and such that ef ∈ E(Sϑ). Then one
can invert e(A) and one can define the operator f(A) by
D(f(A)) := {x ∈ X : [ef ](A)x ∈ R(e(A))}
f(A) := e(A)−1[ef ](A).
Using the regularizer e(z) := (1 + z)−k for some fixed k ∈ N enables us to
define f(A) for all holomorphic functions on Sϑ which have a polynomial
limit at zero (i.e., there exists c ∈ C such that f(z)− c = O(|z|α) for some
α > 0 as z → 0) and have polynomial growth at infinity. Particularly, one
can define the fractional powers Aα if α ∈ C has positive real part. In
addition, if A is injective one can regularize with e(z) := [z/(1 + z)2]k for
k ∈ N and one can define f(A) for all f which have polynomial growth at
zero and at infinity. In this case one can define Aα for all α ∈ C.
Let us assume for a moment that A is injective. An important algebra
is the algebra of bounded holomorphic functions on the sector Sϑ, denoted
by H∞(Sϑ), which can be obtained by regularizing with e(z) := z/(1 +
z)2. Since H∞(Sϑ) is not very far from the extended Dunford-Riesz class
one might wonder whether f(A) defines a bounded operator for every
f ∈ H∞(Sϑ). Unfortunately, this question has to be negated for general
sectorial operators, see Haase [46, Sec. 9.1], but if a sectorial operator
has the property that for every f ∈ H∞(Sϑ) the operator f(A) is bounded
and if there exists a constant C > 0 such that
‖f(A)‖L(X) ≤ C‖f‖L∞(Sϑ) (f ∈ H∞(Sϑ)),
then we say that the H∞-calculus of A is bounded.
We close this section with analytic semigroups. Here, the operator
A does not need to be injective. For a sectorial operator A of angle
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ω ∈ [0, pi/2) let ϑ ∈ (ω, pi/2) and w ∈ Spi/2−ϑ. In this situation, the
function z 7→ e−wz is holomorphic on Sϑ with z 7→ e−wz − 1 ∈ H∞0 (Sϑ) so
that one can define e−wA for every w ∈ Spi/2−ϑ. In the following, we will
say that −A is the generator of a bounded analytic semigroup if A is a
densely defined, sectorial operator of angle ω ∈ [0, pi/2). In this situation,
one can also show that e−wA has a representation as a Cauchy integral.
Indeed,
e−wA = 12pii
∫
γ
ewz(z + A)−1 dz (w ∈ Spi/2−ϑ),(2.1)
where γ can be any of the paths parameterizing the boundary of Sϕ\B(0, r)
for some r > 0 and ϕ ∈ (pi−ϑ, pi−ω) counterclockwise. Further properties
are:
(1) e−w1Ae−w2A = e−(w1+w2)A for all w1, w2 ∈ Spi/2−ϑ;
(2) e−wAx→ x whenever w → 0 with w ∈ Spi/2−θ and θ ∈ (ϑ, pi/2];
(3) the function w 7→ e−wA is analytic with respect to the operator norm
and uniformly bounded on sectors strictly contained in Spi/2−ϑ.
For the properties above, consult Engel and Nagel [25, Sec. II.4].
2.2 Maximal Lq-regularity
Let in the following A be always such that −A generates a bounded ana-
lytic semigroup (e−tA)t≥0. Consider the abstract Cauchy problem
(ACP)
u
′(t) + Au(t) = f(t), t ≥ 0
u(0) = x,
where f ∈ Lq(0,∞;X) and x ∈ X. A function u ∈ C([0,∞);X) is called
a mild solution of (ACP) if
∫ t
0 u(s) ds ∈ D(A) for every t ∈ [0,∞) and if
u(t) = x− A
∫ t
0
u(s) ds+
∫ t
0
f(s) ds for t ≥ 0
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holds. It is classical, that there exists a unique mild solution for every
x ∈ X and f ∈ Lq(0,∞;X), which is given by
u(t) = e−tAx+
∫ t
0
e−(t−s)Af(s) ds t ≥ 0,(2.2)
see Arendt, Batty, Hieber, and Neubrander [5, Prop. 3.1.16]. Note
that the existence and uniqueness in [5, Prop. 3.1.16] is only established for
mild solutions on arbitrary bounded intervals [0, τ ], τ > 0. But if a unique
mild solution exists on arbitrary intervals one can directly construct a
unique “maximal” mild solution on [0,∞).
If the right-hand side of (ACP) lies in Lq(0,∞;X), one could ask,
whether or not each summand on the left-hand side lies in Lq(0,∞;X)
as well. This property is formalized by the following definition.
Definition 2.2.1 (Maximal Lq-regularity). Let −A be the generator of a
bounded analytic semigroup on a Banach space X and 1 < q < ∞. The
operator A has maximal Lq-regularity if for x = 0 and all f ∈ Lq(0,∞;X)
the mild solution of (ACP) is differentiable a.e., u(t) ∈ D(A) for a.e. t > 0,
and u′, Au ∈ Lq(0,∞;X).
Remark 2.2.2. The closed graph theorem implies that, for an operator
A having maximal Lq-regularity, there exists a constant C > 0 possibly
depending on q such that
‖u′‖Lq(0,∞;X) + ‖Au‖Lq(0,∞;X) ≤ C‖f‖Lq(0,∞;X)(2.3)
holds for all f ∈ Lq(0,∞;X) and corresponding mild solutions u.
The maximal regularity estimate (2.3) can also be extended to mild
solutions with inhomogeneous initial data x in the real interpolation space
(X,D(A))1−1/q,q.
Proposition 2.2.3. If A has maximal Lq-regularity for some 1 < q <∞,
then for all f ∈ Lq(0,∞;X) and x ∈ (X,D(A))1−1/q,q the corresponding
mild solution u is differentiable a.e., satisfies u(t) ∈ D(A) for a.e. t > 0,
and
‖u′‖Lq(0,∞;X) + ‖Au‖Lq(0,∞;X) ≤ C
{
‖f‖Lq(0,∞;X) + ‖x‖(X,D(A))1−1/q,q
}
with a constant C > 0 depending only on the constants appearing in (2.3)
and Proposition 1.2.7.
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Proof. Recall the trace method introduced in Subsection 1.2.2 and take
g ∈ V(q, 1/q,D(A), X) with g(0) = x and ‖g‖V(q,1/q,D(A),X) ≤ 2‖x‖Tr1−1/q,q.
The existence of such a function g is provided by Proposition 1.2.7. By
the definition of the norm of V (q, 1/q,D(A), X), see Definition 1.2.6, we
deduce that g, g′, Ag ∈ Lq(0,∞;X). Let v be the mild solution to the
problem  v
′ + Av = f − g′ − Ag, t > 0
v(0) = 0.
Then, by uniqueness we find that v + g coincides with u. Moreover, g ∈
W1,q(0,∞;X) implies that g is differentiable a.e., cf. [5, Prop. 1.2.2], and
by virtue of the maximal regularity of A, v is differentiable a.e. and v(t) ∈
D(A) for a.e. t > 0. Consequently, the same holds true for u. Finally, (2.3)
yields
‖u′‖Lq(0,∞;X) + ‖Au‖Lq(0,∞;X) ≤ C
{
‖f‖Lq(0,∞;X) + ‖g‖V(q,1/q,D(A),X)
}
.
Since ‖x‖Tr1−1/q,q is equivalent to ‖x‖(X,D(A))1−1/q,q by Proposition 1.2.7, the
special choice of g concludes the proof.
2.3 Interconnection between R-boundedness
and maximal Lq-regularity
On Banach spaces of class HT , see Definition 1.2.2, maximal Lq-regularity
can be characterized by means of the R-boundedness of the family of
operators {λ(λ + A)−1 : λ ∈ Sθ} for some θ > pi/2. This notion is
introduced in the following definition.
Definition 2.3.1. A family T ⊂ L(X) is said to be R-bounded if there
exists a constant C > 0 such that for all n0 ∈ N, T1, . . . , Tn0 ∈ T , and
x1, . . . , xn0 ∈ X the inequality∥∥∥∥ n0∑
n=1
rnTnxn
∥∥∥∥
L2(0,1;X)
≤ C
∥∥∥∥ n0∑
n=1
rnxn
∥∥∥∥
L2(0,1;X)
holds. Here rn(t) := sgn(sin(2npit)) are the Rademacher functions.
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Remark 2.3.2. (1) If X is a Hilbert space the elements of each of the
sets {r1x1, . . . , rn0xn0} and {r1T1x1, . . . , rn0Tn0xn0} are pairwise or-
thogonal in L2(0, 1;X). This together with
∫ 1
0 |rn|2 dt = 1 for each
n ∈ N implies that a family of bounded operators T on a Hilbert
space is bounded if and only if it is R-bounded.
(2) An application of Kahane’s inequality, see Diestel, Jarchow, and
Tonge [23, Kahane’s Ineq. 11.1], shows that one can replace the
space L2(0, 1;X) in the definition of R-boundedness by Lq(0, 1;X)
for each 1 ≤ q <∞.
(3) Kalton and Weis proved in [57, Lem. 3.1] that if a family T ⊂
L(X) is R-bounded and X is a Banach space of non-trivial type, see
[23, Sec. 11] for this notion, that then T ∗ ⊂ L(X∗) is R-bounded,
where
T ∗ := {T ∗ : T ∈ T }
is the family of adjoint operators in T acting on the dual space X∗
of X. Note that all closed subspaces of Lp(Ω;CN) have non-trivial
type whenever 1 < p <∞, see [23, Cor. 11.7].
(4) For X = Lp(Ω), where 1 ≤ p < ∞ and Ω ⊂ Rd is Lebesgue mea-
surable, one can reformulate R-boundedness by means of a square
function estimate, see, e.g., Kunstmann and Weis [61, Rem. 2.9].
More precisely, a family T ⊂ L(X) is R-bounded if and only if there
exists a constant C > 0 such that for all n0 ∈ N, T1, . . . , Tn0 ∈ T ,
and f1, . . . , fn0 ∈ Lp(Ω) the square function estimate∥∥∥∥( n0∑
n=1
|Tnfn|2
) 1
2
∥∥∥∥
Lp(Ω)
≤ C
∥∥∥∥( n0∑
n=1
|fn|2
) 1
2
∥∥∥∥
Lp(Ω)
(2.4)
holds.
Proposition 2.3.3. The statement of Remark 2.3.2 (4) remains valid if
X is a closed subspace of Lp(Ω;CN) for some N ∈ N.
Proof. It was proven in [61, Eq. (2.6)] that there exists a constant C > 0
depending only on p such that for all g1, . . . , gn0 ∈ Lp(Ω)
1
C
∥∥∥∥ n0∑
n=1
rngn
∥∥∥∥
Lp(0,1;Lp(Ω))
≤
∥∥∥∥( n0∑
n=1
|gn|2
) 1
2
∥∥∥∥
Lp(Ω)
≤ C
∥∥∥∥ n0∑
n=1
rngn
∥∥∥∥
Lp(0,1;Lp(Ω))
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holds. Note that by default, CN is equipped with the Euclidean norm
so that by equivalence of norms in CN , there exists a constant C > 0
depending only on N and p such that
1
C
∥∥∥∥ n0∑
n=1
rnTnfn
∥∥∥∥
Lp(0,1;X)
≤
( N∑
i=1
∥∥∥∥ n0∑
n=1
rnpiiTnfn
∥∥∥∥p
Lp(0,1;Lp(Ω))
) 1
p
≤ C
∥∥∥∥ n0∑
n=1
rnTnfn
∥∥∥∥
Lp(0,1;X)
,
where pii is the projection onto the ith component of a vector in CN . By
virtue of the first statement of this proof we can estimate
1
C
( N∑
i=1
∥∥∥∥ n0∑
n=1
rnpiiTnfn
∥∥∥∥p
Lp(0,1;Lp(Ω))
) 1
p ≤
( N∑
i=1
∥∥∥∥( n0∑
n=1
|piiTnfn|2
) 1
2
∥∥∥∥p
Lp(Ω)
) 1
p
≤ C
( N∑
i=1
∥∥∥∥ n0∑
n=1
rnpiiTnfn
∥∥∥∥p
Lp(0,1;Lp(Ω))
) 1
p
with a constant C > 0 depending only on p and N . Finally, note that
again by equivalence of norms in CN , we find
1
Cp
N∑
i=1
( n0∑
n=1
|piiTnfn|2
) p
2 ≤
( n0∑
n=1
N∑
i=1
|piiTnfn|2
) p
2
≤ Cp
N∑
i=1
( n0∑
n=1
|piiTnfn|2
) p
2
.
This implies that we can compare
∥∥∥∥ n0∑
n=1
rnTnfn
∥∥∥∥
Lp(0,1;X)
and
∥∥∥∥( n0∑
n=1
|Tnfn|2
) 1
2
∥∥∥∥
Lp(Ω)
with an implicit constant depending only on p and N . Since the calcu-
lations above remain true for the sum without the Tn’s, we conclude the
proof.
A glimpse on the square function estimate (2.4) suggests another formu-
lation of R-boundedness for families of operators on closed subspaces X
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of Lp(Ω;CN). This was also observed by Kunstmann and Weis in [61,
p. 89]. For this purpose let
X(`2) := {(fn)n∈N ∈ Lp(Ω; `2(CN)) : fn ∈ X for all n ∈ N}
endowed with the norm
‖f‖X(`2) :=
∥∥∥∥( ∞∑
n=1
|fn|2
) 1
2
∥∥∥∥
Lp(Ω)
.
Defining for n0 ∈ N and a finite choice T1, . . . , Tn0 ∈ T the operator
(T1, . . . , Tn0 , 0, . . . ) : X(`2)→ X(`2), f 7→ (T1f1, . . . , Tn0fn0 , 0, . . . ),
we arrive at the following proposition.
Proposition 2.3.4. Let N ∈ N and 1 ≤ p < ∞. If X ⊂ Lp(Ω;CN) is
a closed subspace and T ⊂ L(X), then T is R-bounded if and only if the
family of operators
{(T1, . . . , Tn0 , 0, . . . ) : n0 ∈ N, T1, . . . , Tn0 ∈ T }
is bounded in L(X(`2)).
The following theorem of Weis [99, Thm. 4.2] builds the bridge between
R-boundedness and maximal Lq-regularity.
Theorem 2.3.5 (Weis). Let −A be the generator of a bounded analytic
semigroup on a Banach space X of class HT . Then A has maximal Lq-
regularity for one/all q ∈ (1,∞) if and only if {λ(λ + A)−1 : λ ∈ Sθ} is
R-bounded for some θ > pi/2.
2.4 Embeddings of anisotropic spaces
Suppose that A has maximal Lq-regularity for some q ∈ (1,∞) and that
additionally 0 ∈ ρ(A). In this case
‖x‖X ≤ ‖A−1‖L(X)‖Ax‖X (x ∈ X),
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so that mild solutions of (ACP) lie in the space
E := W1,q(0,∞;X) ∩ Lq(0,∞;D(A)).
If X = Lp(Ω;CN) and if A is an operator connected to a partial differential
equation, the domain of A usually contains functions with some regular-
ity. Hence, it is reasonable to assume that D(A) embeds into a Bessel
potential space Hs,p(Ω;CN) for some s > 0. In this case, (and by virtue of
Theorem 1.2.4) the intersection above satisfies the continuous embedding
E ⊂ H1,q(0,∞; Lp(Ω;CN)) ∩ H0,q(0,∞; Hs,p(Ω;CN)).
In the treatment of nonlinear problems, it will be eminent to handle these
types of spaces and to have embeddings at hand. Please consult Denk
and Kaip [19, Lem. 2.61] for a proof of the following result.
Theorem 2.4.1. Let 1 < p, q < ∞. Then for every s ≥ 0 and σ ∈ [0, 1]
the continuous embedding
H1,q(0,∞; Lp(Rd)) ∩ H0,q(0,∞; Hs,p(Rd)) ⊂ Hσ,q(0,∞; H(1−σ)s,p(Rd))
holds.
Remark 2.4.2. For p = q the theorem above was proven by Denk,
Saal, and Seiler [20, Lem. 4.3]. For p 6= q the theorem was proven by
Denk and Kaip only for functions that vanish at the origin. One obtains
the theorem for general u ∈ H1,q(0,∞; Lp(Rd)) ∩ H0,q(0,∞; Hs,p(Rd)) by
performing the following four steps.
(1) Perform an even reflection in order to extend u to a function u˜ ∈
H1,q(R; Lp(Rd)) ∩ H0,q(R; Hs,p(Rd)).
(2) Multiply this function with a smooth cut-off function ϕ which is
equal to one on [0,∞) and zero on (−∞,−1/2].
(3) Shift the function u˜ϕ by one to the right. This yields a function in
H1,q(0,∞; Lp(Rd))∩H0,q(0,∞; Hs,p(Rd)) which vanishes at the origin.
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(4) Use the embedding
H1,q0 (0,∞; Lp(Rd)) ∩ H0,q(0,∞; Hs,p(Rd)) ⊂ Hσ,q0 (0,∞; H(1−σ)s,p(Rd))
proven in [19, Lem. 2.61], where the subscript 0 indicates that the
functions vanish at zero.
Combining the embedding above with Sobolev’s embedding theorem,
see Meyries and Veraar [71, Cor. 1.4] one obtains the following corol-
lary.
Corollary 2.4.3. Let 1 < p, q < ∞. Then for every s ≥ 0, σ ∈ [0, 1/q),
and for every r ∈ [q, q1−σq ] the continuous embedding
H1,q(0,∞; Lp(Rd)) ∩ H0,q(0,∞; Hs,p(Rd)) ⊂ Lr(0,∞; H(1−σ)s,p(Rd))
holds. Furthermore, for every σ ∈ [1/q, 1] the continuous embedding
H1,q(0,∞; Lp(Rd;CN)) ∩ H0,q(0,∞; Hs,p(Rd;CN))
⊂ L∞(0,∞; H(1−σ)s,p(Rd;CN))
holds.
If Ω ⊂ Rd is a bounded Lipschitz domain, then it was shown by Jerison
and Kenig [53, Prop. 2.4] that Stein’s extension operator gives rise to
a bounded linear operator from H(1−σ)s,p(Ω) into H(1−σ)s,p(Rd) for every
s ≥ 0 and σ ∈ [0, 1]. Extending functions in
H1,q(0,∞; Lp(Ω;CN)) ∩ H0,q(0,∞; Hs,p(Ω;CN))
by applying Stein’s extension operator to each component of the CN -
valued function yields a function in
H1,q(0,∞; Lp(Rd;CN)) ∩ H0,q(0,∞; Hs,p(Rd;CN)).
Combining the corollary above and the boundedness of Stein’s extension
operator yields the following result.
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Corollary 2.4.4. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain
and let 1 < p, q < ∞. Then for every s ≥ 0, σ ∈ [0, 1/q), and for every
r ∈ [q, q1−σq ] the continuous embedding
H1,q(0,∞; Lp(Ω;CN)) ∩ H0,q(0,∞; Hs,p(Ω;CN))
⊂ Lr(0,∞; H(1−σ)s,p(Ω;CN))
holds. Furthermore, for every σ ∈ [1/q, 1] the continuous embedding
H1,q(0,∞; Lp(Ω;CN)) ∩ H0,q(0,∞; Hs,p(Ω;CN))
⊂ L∞(0,∞; H(1−σ)s,p(Ω;CN))
holds.
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CHAPTER 3
A Banach space valued version of Shen’s
Lp-extrapolation theorem
In this chapter, we discuss the Lp-extrapolation theorem of Shen. This
theorem provides some conditions, under which one can derive the Lp-
boundedness of an operator, which is a priori only L2-bounded. Such
theorems are well-known in harmonic analysis from the classical Calderón–
Zygmund theory and are of the following fashion.
Suppose an operator T is a convolution operator with an associated
kernel. Suppose that the kernel satisfies further estimates (we will not
go into detail here) and that the operator T is bounded on L2, then T is
bounded on Lp for all 1 < p <∞. See for exampleGrafakos [44, Sec. 4.3]
and Stein [92, Ch. 2] for respective results.
Now, there are some examples in the theory of elliptic partial differential
equations, where certain associated operators are Lp-bounded for some p’s
in an interval around two, but not for all 1 < p < ∞. In order to prove
the Lp-boundedness of such operators, the classical theorems of singular
integrals are worthless, as they are not sensitive for the Lp-boundedness
on a proper subinterval of (1,∞). They provide Lp-boundedness either
for all p’s or for no p’s.
Shen’s Lp-extrapolation theorem possesses this sensitivity. It provides
a means to conclude that if T is L2-bounded and if the operator satisfies
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certain estimates depending on a number p > 2, then the operator is
Lq-bounded for all 2 < q < p. This was proven for operators acting
on the whole space in [87, Thm. 3.1] and on bounded Lipschitz domains
in [87, Thm. 3.3].
3.1 Formulation of the Lp-extrapolation
theorem
First of all, we fix some notation. For the rest of this chapter, d is supposed
to be a positive integer. Moreover, for a positive number α and a ball
B := B(x0, r), we adopt the notation αB := B(x0, αr).
The Lp-extrapolation theorem of Shen then reads as follows.
Theorem 3.1.1 (Shen). Let Ω ⊂ Rd be either the whole space or a
bounded Lipschitz domain and let T ∈ L(L2(Ω)).
Suppose that there exist constants p > 2, R0 > 0, α2 > α1 > 1, and
C > 0, where R0 = ∞ if Ω = Rd, such that the following holds. For all
B = B(x0, r) with 0 < r < R0, which are either centered on ∂Ω, i.e.,
x0 ∈ ∂Ω, or satisfy α2B ⊂ Ω, and all compactly supported f ∈ L∞(Ω)
with f = 0 on Ω ∩ α2B the estimate
(
1
rd
∫
Ω∩B
|Tf |p dx
) 1
p
≤ C
{(
1
rd
∫
Ω∩α1B
|Tf |2 dx
) 1
2
+ sup
B′⊃B
(
1
|B′|
∫
Ω∩B′
|f |2 dx
) 1
2
}
holds. Here, the supremum runs over all balls B′ containing B.
Then for each 2 < q < p the restriction of T onto L2(Ω)∩Lq(Ω) extends
to a bounded linear operator on Lq(Ω), with operator norm bounded by a
constant depending on d, p, q, α1, α2, C, the operator norm of T on L2,
and additionally on R0, diam(Ω), and |Ω| if Ω is a bounded Lipschitz
domain.
To prove the result above, Shen’s line of action is to first establish
the whole space case and then to imitate the proof for bounded Lipschitz
domains. For this imitation, the boundedness of Ω is crucial. The Lip-
schitz geometry enters the game in order to establish the validity of the
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estimates in the theorem for all balls with non-empty intersection with Ω
and radius bounded by R0. This is done by means of a covering argument.
As the Lp-extrapolation result holds for bounded domains and one very
special unbounded domain (on Rd), a natural question to ask is whether
the theorem remains true for other types of unbounded domains. Further-
more, spending more effort on the covering argument mentioned above, by
appealing for example to Vitali’s covering lemma, which does not require
any geometry at all, one can hope to relax the geometrical setup of the
extrapolation theorem. Finally, it was already observed by Auscher in
the remarks below [6, Thm. 1.2], that Shen’s Lp-extrapolation theorem
holds in the Banach space valued setting as well.
We will follow a different strategy than Shen by first establishing the
whole space result in the Banach space valued setting, thereby verifying
Auscher’s observation, and then we will reduce the extrapolation theo-
rem for any other type of domain to the whole space case. The result we
prove reads as follows.
Theorem 3.1.2. Let X and Y be Banach spaces, Ω ⊂ Rd be open,M > 0,
and let T ∈ L(L2(Ω;X),L2(Ω;Y )) with ‖T‖L(L2(Ω;X),L2(Ω;Y )) ≤M.
Suppose that there exist constants p > 2, R0 > 0, α2 > α1 > 1, and
C > 0, where R0 =∞ if diam(Ω) =∞, such that the following holds. For
all B = B(x0, r) with 0 < r < R0, which are either centered on ∂Ω, i.e.,
x0 ∈ ∂Ω, or satisfy α2B ⊂ Ω, and all compactly supported f ∈ L∞(Ω;X)
with f = 0 on Ω ∩ α2B the estimate(
1
rd
∫
Ω∩B
‖Tf‖pY dx
) 1
p
≤ C
{(
1
rd
∫
Ω∩α1B
‖Tf‖2Y dx
) 1
2
+ sup
B′⊃B
(
1
|B′|
∫
Ω∩B′
‖f‖2X dx
) 1
2
}(3.1)
holds. Here the supremum runs over all balls B′ containing B.
Then for each 2 < q < p the restriction of T onto L2(Ω;X) ∩ Lq(Ω;X)
extends to a bounded linear operator from Lq(Ω;X) into Lq(Ω;Y ), with
operator norm bounded by a constant depending on d, p, q, α1, α2, C, and
M, and additionally on R0 and diam(Ω) if Ω is bounded.
Remark 3.1.3. (1) If T ⊂ L(L2(Ω;X),L2(Ω;Y )) is a bounded family
of operators one immediately sees that if one can verify the assump-
tions of Theorem 3.1.2 with uniform constants for every operator
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in T , then each operator extends to Lq(Ω;X), yielding a bounded
family of operators in L(Lq(Ω;X),Lq(Ω;Y )).
(2) In this treatise, we will verify that (3.1) holds true without the sec-
ond term on the right-hand side in each particular situation. Such
an estimate will be called a weak reverse Hölder estimate and we
say that an operator T satisfies weak reverse Hölder estimates if it
satisfies the assumptions of Theorem 3.1.2 without the second term
on the right-hand side of (3.1).
Weak reverse Hölder estimates satisfy a self-improving property. This
is due to Giaquinta and Modica [38, Prop. 5.1] and can be found in
the formulation below in Giaquinta and Martinazzi [37, Thm. 6.38].
Note that the explicit dependence of the constants is formulated in [38,
Prop. 5.1].
Proposition 3.1.4 (Giaquinta, Modica). Let Ω ⊂ Rd be open, f ∈
Lqloc(Ω), q > 1, be a non-negative function. Suppose for some constants
b > 0, R0 > 0
(
1
rd
∫
B(x0,r)
f q dx
) 1
q
≤ b
rd
∫
B(x0,2r)
f dx
for all x0 ∈ Ω and 0 < r < min{R0, dist(x0, ∂Ω)/2}. Then f ∈ Lq+εloc (Ω)
for some ε > 0, depending only on d, q, and b, and there is a constant C
depending only on d, q, ε, and b such that
(
1
rd
∫
B(x0,r)
f q+ε dx
) 1
q+ε
≤ C
(
1
rd
∫
B(x0,2r)
f q dx
) 1
q
for all x0 ∈ Ω and 0 < r < min{R0, dist(x0, ∂Ω)/2}.
3.2 Some preliminaries
For f ∈ L1loc(Rd) define the maximal operator as
(Mf)(x) := sup
Q3x
1
|Q|
∫
Q
|f(y)| dy (x ∈ Rd)
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and for a set Q being a ball or a cube, and f ∈ L1loc(Q) define the localized
maximal operator via
(MQf)(x) := sup
Q3x
Q⊂Q
1
|Q|
∫
Q
|f(y)| dy (x ∈ Q),(3.2)
where in the suprema Q denotes a cube containing x. The localized max-
imal operator shares the same properties (as an operator on Lp(Q)) as
the maximal operator on Rd and these are listed in the following propo-
sition. The proofs of these properties follow for the localized maximal
operator literally the same lines as for the usual maximal operator, see
Stein [92, Thm. I.1].
Proposition 3.2.1. Let Q ⊂ Rd be a ball or a cube. Then there exists a
constant Cd > 0, solely depending on d, such that
‖Mf‖L1,∞(Rd) ≤ Cd‖f‖L1(Rd) (f ∈ L1(Rd))
‖MQf‖L1,∞(Q) ≤ Cd‖f‖L1(Q) (f ∈ L1(Q))
holds. Moreover, if 1 < p ≤ ∞ there exists a constant Cp,d > 0, depending
on d and p, such that
‖Mf‖Lp(Rd) ≤ Cp,d‖f‖Lp(Rd) (f ∈ Lp(Rd))
‖MQf‖Lp(Q) ≤ Cp,d‖f‖Lp(Q) (f ∈ Lp(Q)).
The following lemma contains the covering argument mentioned in the
introduction of this chapter.
Lemma 3.2.2. Let Ω ⊂ Rd be open, f, g ∈ L2(Ω), α2 > α1 > 1, p > 2,
and r > 0 and x0 ∈ Rd be such that B(x0, r)∩Ω 6= ∅. If there exists C > 0
such that
(
1
rd
∫
Ω∩B˜
|f |p dx
) 1
p
≤ C
{(
1
rd
∫
Ω∩α1B˜
|f |2 dx
) 1
2
+ sup
B′⊃B˜
(
1
|B′|
∫
Ω∩B′
|g|2 dx
) 1
2
}
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holds for all balls B˜ with α2B˜ ⊂ B(x0, α2r) and which are either centered
on ∂Ω or satisfy α2B˜ ⊂ Ω, then, for each α ∈ (1, α2) there exists a
constant C ′ such that
(
1
rd
∫
Ω∩B(x0,r)
|f |p dx
) 1
p
≤ C ′
{(
1
rd
∫
Ω∩B(x0,αr)
|f |2 dx
) 1
2
+ sup
B′⊃B(x0,r)
(
1
|B′|
∫
Ω∩B′
|g|2 dx
) 1
2
}
,
where C ′ depends on d, α, α1, α2, p, and C.
Proof. Define
c := min
{
α2 − 1
5α2 + 1
,
α− 1
5α1 + 1
}
and
I1 := {y ∈ Ω ∩B(x0, r) : B(y, cr) ⊂ Ω},
I2 := {y′ ∈ ∂Ω : there is y ∈ Ω ∩B(x0, r) such that y′ ∈ B(y, cr)}.
Note that for all y ∈ I := I1 ∪ I2 we have B(y, 5cα1r) ⊂ B(x0, αr) and
B(y, 5cα2r) ⊂ B(x0, α2r) by definition of c. Moreover, by construction
Ω ∩B(x0, r) ⊂ Ω ∩
⋃
y∈I
B(y, cr).
The covering lemma of Vitali, see Evans and Gariepy [27, Thm. 1.5.1],
yields an at most countable index set F such that all balls in the family
{B(y, cr)}y∈F are pairwise disjoint and such that
⋃
y∈I
B(y, cr) ⊂ ⋃
y∈F
B(y, 5cr).
Furthermore, for ](F) being the number of points in F , we have
|B(0, 1)| cdrd](F) = ∑
y∈F
|B(y, cr)| ≤ |B(x0, αr)| = |B(0, 1)|αdrd,
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that is ](F) ≤ (α/c)d. This yields by hypothesis
1
rd
∫
Ω∩B(x0,r)
|f |p dx ≤ 1
rd
∑
y∈F
∫
Ω∩B(y,5cr)
|f |p dx
≤ Cp ∑
y∈F
{(
1
rd
∫
Ω∩B(y,5α1cr)
|f |2 dx
) 1
2
+ sup
B′⊃B(y,5cr)
(
1
|B′|
∫
Ω∩B′
|g|2 dx
) 1
2
}p
.
Define β := (2 + c)/(5c) and note that β ≥ 1. Using this together with
B(y, 5cα1r) ⊂ B(x0, αr) delivers
≤ β dp2 Cp ∑
y∈F
{(
1
rd
∫
Ω∩B(x0,αr)
|f |2 dx
) 1
2
+ sup
βB′⊃B(y,5cβr)
(
1
|βB′|
∫
Ω∩βB′
|g|2 dx
) 1
2
}p
.
Finally, the choice of β ensures B(x0, r) ⊂ B(y, 5cβr) for all y ∈ F . Thus,
the supremum becomes larger if we replace βB′ by arbitrary balls that
contain B(x0, r). This implies
≤ β dp2 Cp](F)
{(
1
rd
∫
Ω∩B(x0,αr)
|f |2 dx
) 1
2
+ sup
B′⊃B(x0,r)
(
1
|B′|
∫
Ω∩B′
|g|2 dx
) 1
2
}p
and concludes the proof.
The following lemma is proven similarly as the previous one and shows
that the actual size of the number R0 in Theorem 3.1.2 is of no great
importance.
Lemma 3.2.3. Let R′0 > R0 > 0, f, g ∈ L2(Rd), α > 1, and p > 2. If
there exists a constant C > 0 such that for all x0 ∈ Rd and 0 < r < R0
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the inequality
(
1
rd
∫
B(x0,r)
|f |p dx
) 1
p
≤ C
{(
1
rd
∫
B(x0,αr)
|f |2 dx
) 1
2
+ sup
B′⊃B(x0,r)
(
1
|B′|
∫
B′
|g|2 dx
) 1
2
}
holds. Then there exists a constant C ′ depending on C, α, R0, R′0, and d
such that the same inequality holds for all 0 < r < R′0 with C replaced by
C ′.
Proof. Let x0 ∈ Rd, r ∈ [R0, R′0), and B := B(x0, r). Define β :=
min{(α − 1)/(5α), R0/(5R′0)}. It is clear that {B(y, βr)}y∈B is an open
covering of B. The covering lemma of Vitali [27, Thm. 1.5.1] yields an
at most countable subset F ⊂ B such that the balls {B(y, βr)}y∈F are
pairwise disjoint and such that
B ⊂ ⋃
y∈F
B(y, 5βr).
Furthermore, since α > 1 we find β ≤ α − 1 and conclude that for each
y ∈ F we have B(y, βr) ⊂ αB. Consequently, we can estimate
|B(0, 1)| βdrd](F) = ∑
y∈F
|B(y, βr)| ≤ |B(0, 1)|αdrd
and find that ](F) ≤ (α/β)d. Now,
(
1
rd
∫
B
|f |p dx
) 1
p
≤ [5β] dp ∑
y∈F
(
1
[5βr]d
∫
B(y,5βr)
|f |p dx
) 1
p
and since 5βr < R0
≤ [5β] dpC ∑
y∈F
{(
1
[5βr]d
∫
B(y,5αβr)
|f |2 dx
) 1
2
+ sup
B′⊃B(y,5βr)
(
1
|B′|
∫
B′
|g|2 dx
) 1
2
}
.
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Next, 5αβ ≤ α− 1 and B(y, (α− 1)r) ⊂ αB imply that the first integral
on the right-hand side is controlled by
(
1
[5βr]d
∫
B(y,5αβr)
|f |2 dx
) 1
2
≤ 1
[5β] d2
(
1
rd
∫
αB
|f |2 dx
) 1
2
.
For the supremum, we first use that 5β ≤ 2 and then, that the arising av-
erages are taken solely on balls that contain B(y, 2r). Since B ⊂ B(y, 2r)
for every y ∈ F , the supremum will be larger if it runs over all balls that
contain B. Indeed,
sup
B′⊃B(y,5βr)
(
1
|B′|
∫
B′
|g|2 dx
) 1
2
≤
( 2
5β
) d
2
sup
B′⊃B(y,5βr)
(
1
| 25βB′|
∫
2
5βB
′
|g|2 dx
) 1
2
≤
( 2
5β
) d
2
sup
B′⊃B
(
1
|B′|
∫
B′
|g|2 dx
) 1
2
.
We conclude the proof by recalling the bound on ](F).
The proof of Theorem 3.1.2 requires a version of the Calderón–Zygmund
decomposition proven by Caffarelli and Peral [14, Lem. 1.1].
Lemma 3.2.4 (Caffarelli, Calderón, Peral, Zygmund). Let Q be
a bounded cube in Rd and A ⊂ Q a measurable set satisfying
0 < |A| < δ|Q| for some 0 < δ < 1.
Then there is a family of disjoint dyadic cubes {Qk}k∈N obtained from Q
by bisecting the sides of Q, such that for all k ∈ N
a) |A \ ⋃
l∈N
Ql| = 0, b) |A ∩Qk| > δ|Qk|, c) |A ∩Q∗k| ≤ δ|Q∗k|,
where Q∗k is the dyadic parent of Qk.
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3.3 The proof of Theorem 3.1.2
In order to prove Theorem 3.1.2, we proceed in several steps. We start by
establishing the Banach space valued whole space case by imitating the
proof of the scalar-valued case in [87, Thm. 3.1]. Then, for Ω 6= Rd, we
consider the auxiliary operator
TRd : L2(Rd;X)→ L2(Rd;Y ), f 7→ χΩTχΩf.
One directly verifies that the restriction of TRd onto L2(Rd;X)∩Lq(Rd;X)
extends to a bounded operator from Lq(Rd;X) into Lq(Rd;Y ) if and only
if this is the case for T (with regard to the respective spaces on Ω). We
aim to prove that TRd satisfies the premises of the whole spaces result
supposed that T satisfies those on Ω. However, if Ω is not the whole
space, we assumed the validity of the estimates in (3.1) only for balls that
are either centered on the boundary or whose dilation by the factor α2
is completely contained inside Ω. In comparison to that, the whole space
result requires the validity of the estimates for all balls in Rd. Lemma 3.2.2
will take care of the weak reverse Hölder estimates for balls which neither
are centered on the boundary of Ω nor lie completely inside Ω. Finally,
if Ω is bounded, we will see that TRdf satisfies the weak reverse Hölder
estimates trivially for radii which are chosen large enough. The bridge
between this “large enough” and the number R0 from the presumptions
of the theorem is built by an application of Lemma 3.2.3.
Proof of Theorem 3.1.2. For this proof, we denote a generic constant
that depends solely on d, p, q, R0, α1, α2, or the constant C by Cg. We
will abbreviate the operator norm ‖T‖L(L2(Ω;X),L2(Ω;Y )) by ‖T‖.
Step 1: Verification of the case Ω = Rd.
Let x0 ∈ Rd, r > 0, and Q be a cube in Rd with diam(Q) = 2r and
midpoint x0. Let B := B(x0, r). One directly verifies that
1√
d
B ⊂ Q ⊂ B and |Q| =
( 2r√
d
)d
.
Define α′1 :=
√
dα1 and α′2 :=
√
dα2 so that by means of the weak reverse
Hölder estimates for all compactly supported f ∈ L∞(Rd;X) with f = 0
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on α′2Q the inequality
(
1
|Q|
∫
Q
‖Tf‖pY dx
) 1
p
≤ Cg
(
1
rd
∫
B
‖Tf‖pY dx
) 1
p
≤ Cg
{(
1
rd
∫
α1B
‖Tf‖2Y dx
) 1
2
+ sup
B′⊃B
(
1
|B′|
∫
B′
‖f‖2X dx
) 1
2
}
≤ Cg
{(
1
|α′1Q|
∫
α′1Q
‖Tf‖2Y dx
) 1
2
+ sup
Q′⊃Q
(
1
|Q′|
∫
Q′
‖f‖2X dx
) 1
2
}
(3.3)
holds. Here, the last supremum runs over all cubes Q′ containing Q and
βQ denotes the by β > 0 dilated cube with same center as Q. Thus,
without loss of generality, we can replace balls by cubes in the assumption
of the theorem.
Fix q ∈ (2, p) and take f ∈ L∞(Rd;X) with compact support. For λ > 0
consider the set
E(λ) := {x ∈ Rd : M(‖Tf‖2Y )(x) > λ}.
Since ‖Tf‖2Y ∈ L1(Rd), the weak-type estimate of the maximal operator,
see Proposition 3.2.1, implies
|E(λ)| ≤ Cg
λ
∥∥∥‖Tf‖2Y ∥∥∥L1(Rd) = Cgλ ‖Tf‖2L2(Rd;Y ).(3.4)
Let A := 1/(2δ2/q) > 5d, where δ ∈ (0, 1) is a small constant to be
determined. Decompose Rd into a dyadic grid. Then by (3.4) we find a
mesh size such that each cube Q0 from the grid satisfies
|E(Aλ)| < δ |Q0| .
Note that the mesh size is allowed to depend on λ, δ, f , and T . If the case
|Q0 ∩ E(Aλ)| = 0 applies, do nothing. In the other case, the set defined
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by A := Q0∩E(Aλ) together with the cube Q0 satisfy the assumptions of
Lemma 3.2.4. Proceeding in that way for every cube Q0 in the grid and
enumerating all cubes obtained in this way by Lemma 3.2.4 by {Qk}k∈N
yields a countable family of mutually disjoint cubes satisfying for all k ∈ N
(i) |E(Aλ) \ ⋃
l∈N
Ql| = 0;
(ii) |E(Aλ) ∩Qk| > δ|Qk|;
(iii) |E(Aλ) ∩Q∗k| ≤ δ|Q∗k|.
Note that as in Lemma 3.2.4, Q∗k denotes the dyadic parent of Qk.
Claim 1: The operator T is Lq-bounded, once there are constants δ, γ > 0
such that for all λ > 0
|E(Aλ)| ≤ δ|E(λ)|+ |{x ∈ Rd : M(‖f‖2X)(x) > λγ}|(3.5)
holds.
To see this, first note that (3.4) and q > 2 imply that the function
λ 7→ λq/2−1|E(λ)| is in L1loc([0,∞)). The premise of Claim 1 implies that
for all λ0 > 0∫ Aλ0
0
λ
q
2−1|E(λ)| dλ ≤ δ
∫ Aλ0
0
λ
q
2−1|E(A−1λ)| dλ
+
∫ Aλ0
0
λ
q
2−1|{x ∈ Rd : M(‖f‖2X)(x) > A−1λγ}| dλ.
Next, use linear transformation and the definition of A in the first integral,
and estimate the second integral by sending λ0 to infinity, to get
≤ 2− q2
∫ λ0
0
λ
q
2−1|E(λ)| dλ
+
∫ ∞
0
λ
q
2−1|{x ∈ Rd : M(‖f‖2X)(x) > A−1λγ}| dλ.
Appeal to linear transformation and Proposition 1.1.14 to conclude that
the second integral coincides modulo a factor by a generic constant times
γ−q/2 with ‖M(‖f‖2X)‖q/2Lq/2(Rd). By virtue of the boundedness of the maxi-
mal operator on Lq/2, cf. Proposition 3.2.1, this results in the estimate
≤ 2− q2
∫ λ0
0
λ
q
2−1|E(λ)| dλ+ δγ− q2Cg‖f‖qLq(Rd;X).
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Using A > 1 and q > 2, the left-hand side of the inequality can absorb
the first term on the right-hand side. This yields
∫ Aλ0
0
λ
q
2−1|E(λ)| dλ ≤ δγ− q2Cg‖f‖qLq(Rd;X).
Taking λ0 → ∞ and using ‖[Tf ](x)‖2Y ≤ M(‖Tf‖2Y )(x) for almost every
x ∈ Rd yields together with Proposition 1.1.14
‖Tf‖qLq(Rd;Y ) ≤ γ−
q
2Cg‖f‖qLq(Rd;X).
The conclusion of the theorem follows by density (note that simple func-
tions with bounded support are dense in all Lq(Ω;X)-spaces by construc-
tion of the Bochner integral).
Claim 2: The premise of Claim 1 follows if there are constants δ, γ > 0
such that for all dyadic parents Q∗k of the family of cubes {Qk}k∈N con-
structed before (i)–(iii) the following statement is valid:
Q∗k ∩ {x ∈ Rd : M(‖f‖2X)(x) ≤ λγ} 6= ∅ implies Q∗k ⊂ E(λ).
Since (3.5) is trivial if |E(Aλ)| = 0 assume that |E(Aλ)| > 0. Let I ⊂ N
be the index set of all l ∈ N such that {Q∗l }l∈I is a maximal set of mutually
disjoint cubes satisfying Q∗l ∩ {x ∈ Rd : M(‖f‖2X)(x) ≤ λγ} 6= ∅. Then,
|E(Aλ)| = |E(Aλ) ∩ {x ∈ Rd : M(‖f‖2X)(x) ≤ λγ}|
+ |E(Aλ) ∩ {x ∈ Rd : M(‖f‖2X)(x) > λγ}|.
Dealing the first term on the right-hand side by the maximality of {Q∗l }l∈I
together with (i) and the second term by using the monotonicity of the
Lebesgue measure yields
≤∑
l∈I
|E(Aλ) ∩Q∗l |+ |{x ∈ Rd : M(‖f‖2X)(x) > λγ}|.
Next, use (iii) first and then the mutual disjointness of the family {Q∗l }l∈I
together with the assertion of Claim 2 to get
≤ δ|E(λ)|+ |{x ∈ Rd : M(‖f‖2X)(x) > λγ}|.
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Claim 3: There exist δ, γ > 0 such that
Q∗k ∩ {x ∈ Rd : M(‖f‖2X)(x) ≤ λγ} 6= ∅ implies Q∗k ⊂ E(λ).
To conclude this statement, we argue by contradiction. For this purpose,
suppose that there exists a Qk with {x ∈ Q∗k : M(‖f‖2X)(x) ≤ γλ} 6= ∅ and
Q∗k \E(λ) 6= ∅. We show, that the existence of such a cube contradicts (ii).
In this situation, for every cube Q that contains Q∗k, we have
1
|Q|
∫
Q
‖f‖2X dx ≤ γλ and
1
|Q|
∫
Q
‖Tf‖2Y dx ≤ λ.(3.6)
Next, let x ∈ Qk and Q′ be a cube with x ∈ Q′ and Q′ 6⊂ 2Q∗k. Then, we
find for the sidelength of Q′ that `(Q′) > `(Qk). If y ∈ Q∗k, 1 ≤ i ≤ d, and
if x′ denotes the center of Q′, then
|yi − x′i| ≤ |yi − xi|+ |xi − x′i| ≤ 2`(Qk) +
1
2`(Q
′) < 52`(Q
′).
Consequently, we have Q∗k ⊂ 5Q′ and thus for x ∈ Qk
M(‖Tf‖2Y )(x) = max
{
M2Q∗
k
(‖Tf‖2Y )(x), sup
Q′3x
Q′ 6⊂2Q∗k
1
|Q′|
∫
Q′
‖Tf‖2Y dy
}
≤ max{M2Q∗
k
(‖Tf‖2Y )(x), 5dλ},
where M2Q∗
k
is the localized maximal operator, cf. (3.2). Since A =
1/(2δ2/q) > 5d, we derive
|E(Aλ) ∩Qk| ≤ |{x ∈ Qk : M2Q∗
k
(‖Tf‖2Y )(x) > Aλ}|.
Use (a + b)2 ≤ 2(a2 + b2) together with Proposition 1.1.13 (1) and (3) to
estimate
≤
∣∣∣∣{x ∈ Qk : M2Q∗k(‖T (fχ2α2Q∗k)‖2Y )(x) > Aλ4
}∣∣∣∣
+
∣∣∣∣{x ∈ Qk : M2Q∗k(‖T (fχRd\2α2Q∗k)‖2Y )(x) > Aλ4
}∣∣∣∣
=: A+ B.
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By means of the weak-type estimate of M2Q∗
k
, see Proposition 3.2.1, in
the first inequality below, and the boundedness of T from L2(Rd;X) into
L2(Rd;Y ) together with (3.6) in the second inequality below, we derive
A ≤ Cg
Aλ
∫
2Q∗
k
‖T (fχ2α2Q∗k)‖2Y dx ≤ |Qk|‖T‖2
Cgγ
A
.
Next, the continuous embedding Lp/2(2Q∗k) ⊂ Lp/2,∞(2Q∗k), see Proposi-
tion 1.1.16, and the Lp/2-boundedness of M2Q∗
k
, see Proposition 3.2.1, yield
(Aλ)
p
2B ≤ Cg
∥∥∥M2Q∗
k
(‖T (fχRd\2α2Q∗k)‖2Y )
∥∥∥ p2
Lp/2(2Q∗
k
)
≤ Cg
∫
2Q∗
k
‖T (fχRd\2α2Q∗k)‖
p
Y dx.
An application of (3.3) yields (recall that without loss of generality we
changed the values of α1 and α2 to α′1 and α′2)
≤ |Qk|Cg
{(
1
|2α1Q∗k|
∫
2α1Q∗k
‖T (fχRd\2α2Q∗k)‖2Y dx
) 1
2
+ sup
Q′⊃2Q∗
k
(
1
|Q′|
∫
Q′
‖fχRd\2α2Q∗k‖2X dx
) 1
2
}p
.
Add and subtract fχ2α2Q∗k in the argument of T in the first integral and
use ‖fχRd\2α2Q∗k‖X ≤ ‖f‖X together with (3.6) in the second integral to
obtain
≤ |Qk|Cg
{(
1
|2α1Q∗k|
∫
2α1Q∗k
‖Tf‖2Y dx
) 1
2
+
(
1
|2α1Q∗k|
∫
2α1Q∗k
‖T (fχ2α2Q∗k)‖2Y dx
) 1
2
+ (γλ) 12
}p
.
Another application of (3.6) to the first integral and a combination of the
L2-boundedness of T with (3.6) in the second integral finally yield
≤ |Qk|Cgλ
p
2 [1 + γ 12 (1 + ‖T‖)]p.
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Recall that A = 1/(2δ2/q) and that ‖T‖ ≤ M, so that we obtain
|E(Aλ) ∩Qk| ≤ A+ B
≤ Cgδ|Qk|
{
γM2
Aδ
+ [1 + γ
1
2 (1 +M)]p
A
p
2 δ
}
≤ Cgδ|Qk|
{
γδ
2
q
−1M2 + [1 + γ 12 (1 +M)]pδ pq−1
}
.
Since p > q, we can choose δ such that [2 +M]pδ pq−1 ≤ 1/(2Cg). For
this fixed value of δ choose γ ≤ min{1, δ1− 2q /(2M2Cg)}. Then, we obtain
|E(Aλ) ∩ Qk| ≤ δ|Qk| which is a contradiction to (ii) of the Calderón–
Zygmund decomposition.
Step 2: In the case Ω 6= Rd, we define the auxiliary operator TRd and
verify the weak reverse Hölder estimates on B(x0, r) either if 0 < r < R0
and B(x0, r) ∩ Ω 6= ∅, or r > 0 and B(x0, r) ∩ Ω = ∅. Furthermore, we
conclude the proof for unbounded domains (i.e., R0 =∞).
For this purpose, define the operator
TRd : L2(Rd;X)→ L2(Rd;Y ), f 7→ χΩTχΩf.
This operator is well-defined, for if f ∈ L2(Rd;X) then χΩf ∈ L2(Ω;X).
Moreover, note that the restriction of TRd onto L2(Rd;X) ∩ Lq(Rd;X)
extends to a bounded operator from Lq(Rd;X) into Lq(Rd;Y ) if and only
if this holds true for T (for the respective spaces on Ω). Using Lemma 3.2.2
we conclude that TRdf satisfies weak reverse Hölder estimates on all balls
B with B ∩ Ω 6= ∅ which have a radius less than R0, whenever f is
compactly supported and f = 0 on α2B. Finally, if B ∩ Ω = ∅, then∫
B
‖TRdf‖pY dx = 0
for all f ∈ L2(Rd;Y ) by definition of the operator TRd . Consequently, TRd
satisfies weak reverse Hölder estimates trivially for all balls with B∩Ω = ∅.
Thus, in the case R0 =∞, we can conclude the proof by means of Step 1.
Step 3: If Ω is bounded, we verify that TRd satisfies weak reverse Hölder
estimates for arbitrary radii and conclude the proof in this case.
By virtue of Step 2 we can restrict ourselves to the situation where
B(x0, r) ∩ Ω 6= ∅. If r ≥ diam(Ω)/(α2 − 1), we find for every x ∈ Ω
|x− x0| < r + diam(Ω) ≤ r + (α2 − 1)r = α2r
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so that Ω ⊂ B(x0, α2r). It follows that χΩf = 0 on Rd if f satisfies f = 0
on B(x0, α2r). By linearity of TRd we conclude TRdf = 0 for all such
functions f , so that the weak reverse Hölder estimates are valid for these
radii.
If diam(Ω)/(α2 − 1) ≤ R0 we can conclude the proof. If not, we appeal
to Lemma 3.2.3 and conclude that in the case where Ω is bounded, TRd
satisfies the weak reverse Hölder estimates for all balls in Rd. By means of
Step 1, we conclude that the restriction of TRd onto L2(Rd;X)∩Lq(Rd;X)
extends to a bounded operator from Lq(Rd;X) into Lq(Rd;Y ) and that by
construction of TRd the same is true for T : Lq(Ω;X)→ Lq(Ω;Y ).
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CHAPTER 4
Boundary value problems
Boundary value problems play an eminent role in the study of differential
operators on Lipschitz domains in the Lp-setting. For example, if we
consider the Laplacian with Dirichlet boundary conditions on a bounded
Lipschitz domain Ω, then, by testing the equation
−∆u = f
with the solution u, one directly finds that f 7→ ∇u yields a bounded
operator on L2, i.e., the operator T := ∇(−∆)−1 is bounded on L2. One
way to derive Lp-estimates on the gradient of u is to appeal to Shen’s
Lp-extrapolation theorem 3.1.1. To verify the hypothesis of this theorem,
for some p > 2, one establishes the validity of the weak reverse Hölder
estimate
(
1
rd
∫
B(x0,r)∩Ω
|∇u|p dx
) 1
p
≤ C
(
1
rd
∫
B(x0,2r)∩Ω
|∇u|2 dx
) 1
2
,
whenever u is a weak solution to −∆u = f with f = 0 on B(x0, 3r) ∩ Ω.
In this case, u is harmonic inside B(x0, 3r) ∩ Ω, has vanishing trace on
B(x0, 3r) ∩ ∂Ω and has a non-vanishing trace on Ω ∩ ∂B(x0, sr) for each
s ∈ [1, 2]. Thus, u solves the Dirichlet problem in Ω ∩ B(x0, sr) with
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proper boundary data. In order to derive weak reverse Hölder estimates,
we will see in Chapter 5, that it is crucial to have a good understanding of
solutions to the Dirichlet problem, or, more generally, to certain boundary
value problems.
For this purpose, we use Section 4.1 to introduce to boundary value
problems for either harmonic functions or functions that solve the ho-
mogeneous stationary Stokes (resolvent) equations. Furthermore, we will
give an overview over the existing results that are of importance in the
treatment of Chapter 5. Our main result of this chapter is Theorem 4.1.9
and is a generalization of results derived by Shen in [86] and by Choe
and Kozono in [17].
We use Section 4.2 to introduce briefly to Hankel and Bessel funcions,
since for the proof of Theorem 4.1.9, we need one additional estimate that
involves these functions and that was not proven by Shen in [89, Sec. 2].
The proof of our theorem will be performed in Section 4.3.
For the whole chapter, the number r0 from the definition of a bounded
Lipschitz domain, Definition 1.3.1, and the Lipschitz character, Defini-
tion 1.3.3, will be of importance.
4.1 Boundary value problems with L2 boundary
data
The first boundary value problem, treated here, is the L2-Neumann prob-
lem of the Laplacian, i.e., on a bounded Lipschitz domain Ω ⊂ Rd, d ≥ 2,
with connected boundary and for every function g ∈ L2(∂Ω) with vanish-
ing mean, we seek solutions to the problem
(NeuL)

−∆u = 0 in Ω
∂νu = g non-tangentially on ∂Ω
(∇u)∗ ∈ L2(∂Ω).
Recall that ν denotes the exterior unit normal to ∂Ω. At first, we must
clarify the sense in which u is supposed to be a solution to the Neumann
problem above.
Definition 4.1.1. Given g ∈ L2(∂Ω) with vanishing mean (this will be
indicated by g ∈ L20(∂Ω)), we say that u is a solution to (NeuL) if u is a
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smooth harmonic function such that ∇u converges non-tangentially σ-a.e.
to a function ∇u on ∂Ω, such that 〈ν,∇u〉 = g σ-a.e. on ∂Ω, and such
that (∇u)∗ ∈ L2(∂Ω).
The other boundary value problems we are considering concern the
Stokes and the Stokes resolvent problems. Here, we are more interested in
the L2-Dirichlet problem and in the regularity theory for the L2-Dirichlet
problem. For λ ∈ C \ (−∞, 0) and
g ∈ L2ν(∂Ω) :=
{
g ∈ L2(∂Ω;Cd) :
∫
∂Ω
〈ν, g〉 dσ = 0
}
(4.1)
the L2-Dirichlet problem for the Stokes (resolvent) problem reads as
(DirS,λ)

λu−∆u+∇φ = 0 in Ω
div(u) = 0 in Ω
u = g non-tangentially on ∂Ω
(u)∗ ∈ L2(∂Ω).
Note that we only say Stokes problem if we mean λ = 0 and that we
say Stokes resolvent problem if λ 6= 0.
Definition 4.1.2. Given g ∈ L2ν(∂Ω), we say that u and φ solve (DirS,λ)
if u and φ are smooth and satisfy all conditions of (DirS,λ).
Having formulated the L2-Dirichlet problem, one could ask for a regular-
ity theory, i.e., the investigation of the question whether u and φ possess
better properties if the data lie in a better space; in our case if g lies
additionally in W1,2(∂Ω;Cd). This will be done by resolving the problem
(RegS,λ)

λu−∆u+∇φ = 0 in Ω
div(u) = 0 in Ω
u = g non-tangentially on ∂Ω
(u)∗, (∇u)∗, (φ)∗ ∈ L2(∂Ω).
Here, u and φ are solutions to the L2-Dirichlet problem, but ∇u and φ
satisfy additional non-tangential behavior.
One way to solve the problems above is via the methods of single and
double layer potentials. We will give a short glimpse into the definition of
single layer potentials in the next subsection.
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4.1.1 A glimpse into single layer potentials
To introduce single layer potentials, we need to introduce fundamental
solutions to the partial differential equations presented above. For the
Laplacian, it is classical that a fundamental solution is given by
G(x; 0) :=

1
ωd(d−2) |x|
2−d , if d ≥ 3
− 12pi log(|x|), if d = 2.
(4.2)
Here, ωd denotes the surface measure of the unit ball in Rd.
Following the treatise of Verchota [95], see also [96] of the same au-
thor, given f ∈ L2(∂Ω) the single layer potential of the Laplacian is defined
as
[SLf ](x) :=
∫
∂Ω
G(x− y; 0)f(y) dσ(y) (x ∈ Rd \ ∂Ω).
Now, we can formulate the resolution of the L2-Neumann problem of the
Laplacian. For the proof of the three and higher dimensional case, the
reader may consult [96, Cor. 3.4]. The L2-estimate of (∇u)∗ by f follows
by combining [96, Lem. 1.3 & Thm. 3.3]. The two dimensional case follows
by [96, Thm. 4.9].
Theorem 4.1.3 (Verchota). Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz
domain with connected boundary and let {Γ(q)}q∈∂Ω be a regular family of
cones. Given g ∈ L20(∂Ω) there exists a solution u to (NeuL), which is
unique up to an additional constant and which can be written as u = SLf
for some f ∈ L20(∂Ω). Moreover, there exists a constant C > 0 depending
only on d, the Lipschitz character of Ω, and the regular family of cones,
such that
‖(∇u)∗‖L2(∂Ω) ≤ C‖f‖L2(∂Ω)
‖f‖L2(∂Ω) ≤ C‖g‖L2(∂Ω),
where the non-tangential maximal function ()∗ is defined via {Γ(q)}q∈∂Ω.
Remark 4.1.4. (1) On Lipschitz domains, the L2-Neumann problem
for the Laplacian was first solved by Jerison and Kenig [54] by
different methods. Note that in comparison toVerchota, Jerison
and Kenig do not derive a representation formula.
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(2) Taking the regular family of cones described in Remark 1.3.16 (3),
we conclude with this special choice, that the constant C in The-
orem 4.1.3 depends only on d, r0, and the Lipschitz character of
Ω.
Following the classical treatise of Ladyzhenskaya [62] or the work of
Fabes, Kenig, and Verchota [28], for d ≥ 3, the matrix of fundamental
solutions of the Stokes problem (λ = 0) is given by
Γjk(x; 0) :=
1
2ωd
( 1
d− 2
δjk
|x|d−2 +
xjxk
|x|d
)
(x ∈ Rd \ {0})(4.3)
and the corresponding pressure vector by
Φ(x) := 1
ωd
1
|x|dx = −∇G(x; 0) (x ∈ R
d \ {0}).(4.4)
In (4.3), δjk denotes Kronecker’s delta. If Γ(x; 0) denotes the matrix
(Γjk(x; 0))dj,k=1, then, for f ∈ L2(∂Ω;Cd), the single layer potential for
the Stokes problem is given by
[S0f ](x) :=
∫
∂Ω
Γ(x− y; 0)f(y) dσ(y) (x ∈ Rd \ ∂Ω)(4.5)
and the corresponding pressure is given by
φ(x) :=
∫
∂Ω
〈Φ(x− y), f(y)〉 dσ(y) (x ∈ Rd \ ∂Ω).(4.6)
On bounded Lipschitz domains with connected boundary, the L2-Dirichlet
problem for the Stokes problem was resolved by Fabes, Kenig, and Ver-
chota [28, Thm. 3.9] by use of the method of double layer potentials. In
the case of smooth boundaries, this was resolved by Ladyzhenskaya
in [62, Ch. 3] by means of the same method.
Theorem 4.1.5 (Fabes, Kenig, Verchota). Let Ω ⊂ Rd, d ≥ 3, be
a bounded Lipschitz domain with connected boundary. Given g ∈ L2ν(∂Ω)
the Dirichlet problem (DirS,0) is uniquely solvable (the pressure is unique
up to constants).
More interesting to us will be the regularity theory for the L2-Dirichlet
problem, which can be found in [28, Thm. 4.15].
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Theorem 4.1.6 (Fabes, Kenig, Verchota). Let Ω ⊂ Rd, d ≥ 3, be a
bounded Lipschitz domain with connected boundary and let {Γ(q)}q∈∂Ω be
a regular family of cones. Given g ∈ W1,2(∂Ω;Cd) ∩ L2ν(∂Ω) the problem
(RegS,0) is uniquely solvable (the pressure is unique up to constants). This
solution is given by u = S0f for some f ∈ L2ν(∂Ω) and the pressure φ is
given by (4.6). Moreover, there exists a constant C > 0 depending only on
d, r0, the Lipschitz character of Ω, and the regular family of cones, such
that
‖(u)∗‖L2(∂Ω) + ‖(∇u)∗‖L2(∂Ω) + ‖(φ)∗‖L2(∂Ω) ≤ C‖f‖L2(∂Ω;Cd)
‖f‖L2(∂Ω;Cd) ≤ C‖g‖L2(∂Ω;Cd).
To understand the problems (DirS,λ) and (RegS,λ) for λ ∈ C \ (−∞, 0],
we introduce the matrix of fundamental solutions of the Stokes resolvent
problem in the following.
Fix an angle θ ∈ [0, pi) with λ ∈ Sθ and write λ = reiτ with 0 < r <∞
and −pi + θ < τ < pi − θ. Now, define the number
k :=
√
rei(pi+τ)/2(4.7)
so that k2 = −λ. Recall that Sθ is defined as the sector in the complex
plane symmetric about the positive real axis of angle 2θ.
In three and more dimensions, we proceed by showing how to construct
the fundamental solution for the Stokes resolvent problem from the fun-
damental solution of the scalar Helmholtz equation λu − ∆u = 0 in Rd.
Following McLean [70, p. 282], this fundamental solution is given by
G(x;λ) := i
4(2pi) d−22
1
|x|d−2 (k |x|)
d
2−1H(1)d
2−1
(k |x|),(4.8)
where H(1)ν is the Hankel function of the first kind, which has the repre-
sentation
H(1)ν (z) =
2ν+1ei(z−νpi)zν
i
√
piΓ(ν + 12)
∫ ∞
0
e2zissν− 12 (1 + s)ν− 12 ds(4.9)
if ν > −12 and 0 < arg(z) < pi, see Lebedev [63, p. 120]. Here, Γ is
the usual Γ-function that should not be confused with the fundamental
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solution of the Stokes (resolvent) problem, where one always finds the
resolvent parameter in the argument. Note that for ν = 1/2
H(1)1
2
(z) = 2
3
2 ei(z−pi2 )z 12
i
√
pi
∫ ∞
0
e2zis ds =
√
2ei(z−pi2 )z 12√
pi
1
z
.
Consequently, for d = 3, the fundamental solution of the scalar Helmholtz
equation is given by
G(x;λ) = e
ik|x|
4pi |x| .(4.10)
Let us turn our attention again towards the fundamental solution to the
Stokes resolvent problem. Note that if one applies the divergence to the
first equation of the Stokes resolvent problem
(SRP)
λu−∆u+∇φ = 0 on R
d \ {0}
div(u) = 0 on Rd \ {0}
one gets by Schwarz’ theorem that φ must be harmonic. Thus, a funda-
mental solution of the pressure could simply be the fundamental solution
of the Laplacian G(x; 0) or any derivative of this function. As in (4.4),
we take Φβ(x) = −∂βG(x; 0) as the fundamental solution of the pressure.
Because β ranges between 1, . . . , d, we can choose d different fundamental
solutions for the velocity u. For fixed β denote the fundamental solution
of the velocity u by (Γαβ(x;λ))dα=1. Because

λ
1
λ
∇Φβ −∆ 1
λ
∇Φβ = ∇Φβ
1
λ
div(∇Φβ) = 0
one can replace the pressure in (SRP) by the left-hand side above, so that
(Γαβ(·;λ))dα=1 and Φβ solve (SRP) if Λαβ := Γαβ(·;λ) + ∂αΦβ/λ solvesλΛ·β −∆Λ·β = 0div(Λ·β) = 0,
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where Λ·β is understood to be the vector (Λαβ)dα=1. The first equation
above suggests to take a linear combination of fundamental solutions of
the scalar Helmholtz equation. However, this linear combination must be
chosen such that the terms arising in the divergence cancel. Since
0 = ∂βG(x;λ)− 1
λ
∂β∆G(x;λ) = div
(
G(x;λ)eβ − 1
λ
∇∂βG(x;λ)
)
,
where eβ denotes the βth unit vector of Rd, this is achieved by taking
Λαβ(x) := G(x;λ)δαβ − 1
λ
∂α∂βG(x;λ).
This yields a choice for the fundamental matrix of the Stokes resolvent
problem. Namely,
Γαβ(x;λ) := G(x;λ)− 1
λ
∂α∂β{G(x;λ)−G(x; 0)}.(4.11)
With Γ(·;λ) denoting the matrix (Γαβ(·;λ))dα,β=1 the single layer potential
for the Stokes resolvent problem is defined for f ∈ L2(∂Ω;Cd) by
[Sλf ](x) :=
∫
∂Ω
Γ(x− y;λ)f(y) dσ(y) (x ∈ Rd \ ∂Ω).
Note that the definition of Γ(·;λ) shows that it is radially symmetric and
that it has the scaling behavior
Γ(rx;λ) = r2−dΓ(x; r2λ) (x ∈ Rd \ {0}, r > 0).(4.12)
In the treatment of the L2-Dirichlet problem of the Stokes resolvent
problem, Shen used another type of non-tangential maximal function
in [89], namely, for p ∈ ∂Ω and a function f : Ω→ Cd, he defined
[Naf ](p) := sup{|f(x)| : |x− p| < (1 + a) dist(x, ∂Ω)},(4.13)
where a > 0 is a fixed number. A comparison of the non-tangential maxi-
mal functions ()∗ and Na is postponed until the end of this section. With
the non-tangential maximal function above, he resolved the L2-Dirichlet
problem for the Stokes resolvent, see [89, Thm. 5.5].
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Theorem 4.1.7. (Shen) Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz do-
main with connected boundary, θ ∈ [0, pi), and λ ∈ Sθ. Given g ∈ L2ν(∂Ω)
the L2-Dirichlet problem for the Stokes resolvent (DirS,λ), where the non-
tangential maximal function is replaced by Na, has a unique solution u
and the pressure φ is unique up to constants. Moreover, there exists a
constant C > 0 depending only on d, θ, and the Lipschitz character of Ω,
such that
‖Nau‖L2(∂Ω) ≤ C‖g‖L2(∂Ω;Cd).
Remark 4.1.8. The remarkable achievement in the theorem above is that
the constant C does not depend on the resolvent parameter λ.
The theorem below establishes the regularity theory to the L2-Dirichlet
problem of the Stokes resolvent problem (RegS,λ). For λ on the imaginary
axis, this was already resolved by Shen in the proof of [86, Thm. 5.2.1] and
by Choe and Kozono in [17, Thm. 3.7]. However, for λ ∈ Sθ, θ ∈ [0, pi),
one needs the results of [89] and one further estimate on the difference of
the matrices of fundamental solutions to the Stokes resolvent problem and
the Stokes problem. This estimate as well as the proof of the theorem are
presented in Section 4.3. With the proper replacements, the proof follows
closely the proofs of the authors above.
Theorem 4.1.9. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain
with connected boundary, θ ∈ [0, pi), λ ∈ Sθ, and let {Γ(q)}q∈∂Ω be a
regular family of cones. Then, for all g ∈W1,2(∂Ω;Cd) ∩ L2ν(Ω) the prob-
lem (RegS,λ) has a unique solution u and the pressure φ is unique up to
constants. The velocity u can be represented as the single layer potential
Sλf for some function f ∈ L2ν(∂Ω) and the pressure is given by (4.6).
Moreover, there exists a constant C1 > 0 depending only on d, θ, r0, the
Lipschitz character of Ω, and the regular family of cones, such that
|λ|1/2 ‖(u)∗‖L2(∂Ω) + ‖(∇u)∗‖L2(∂Ω) + ‖(φ)∗‖L2(∂Ω) ≤ C1‖f‖L2(∂Ω;Cd),
a constant C2 > 0 depending on the same quantities as C1 and additionally
on diam(Ω), such that for all λ with |λ| > e−2 diam(Ω)−2
‖f‖L2(∂Ω;Cd)
≤ C2
{
‖∇tang‖L2(∂Ω;Cd2 ) + |λ|1/2 ‖g‖L2(∂Ω;Cd) + |λ| ‖〈ν, g〉‖(W1,2(∂Ω))∗
}
,
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and a constant C3 > 0 depending on the same quantities as C1, such that
for all λ with |λ| ≤ e−2 diam(Ω)−2
‖f‖L2(∂Ω;Cd) ≤ C3 |λ|1/2 ‖g‖W1,2(∂Ω;Cd).
Remark 4.1.10. In the theorem above, (W1,2(∂Ω))∗ denotes the anti-
dual space of W1,2(∂Ω) and L2(∂Ω) embeds into (W1,2(∂Ω))∗ by means of
the usual identification
f ↔
[
W1,2(∂Ω) 3 u 7→
∫
∂Ω
fu dσ
]
.
Comparing the resolution to the L2-Dirichlet problem for the Stokes
resolvent with the resolutions to the other boundary value problems, one
notes that two different non-tangential maximal functions are used. In the
remainder of this section, we show that one can interchange the different
non-tangential maximal functions in those results, where the solution has
a representation as a single layer potential.
For this purpose, define for a > 0
γa(p) := {x ∈ Ω : |x− p| < (1 + a) dist(x, ∂Ω)} (p ∈ ∂Ω),(4.14)
which is a “cone” at p with a certain opening angle. Note that there are
essential differences between cones Γ(p) of a regular family of cones and
the cones γa(p). For example, if a is too small (depending on the Lipschitz
constant of the domain), then γa(p) could be empty for certain p ∈ ∂Ω.
An example for this is a domain Ω, which itself is a cone with vertex at
zero and which is symmetric about the xd-axis. If the opening angle of
this cone is α ∈ (0, pi) and if x ∈ Ω, then
|x| = dist(x, ∂Ω)sin(β)
for some β ∈ (0, α/2]. If 0 < a ≤ 1/ sin(α/2) − 1, then we find for every
x ∈ Ω
|x| ≥ (1 + a) dist(x, ∂Ω),
so that γa(0) = ∅.
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Another difference between γa(p) and Γ(p) is that every point x ∈ Ω is
contained in at least one of the cones γa(p) (x is always contained in γa(p)
with p ∈ ∂Ω satisfying dist(x, ∂Ω) = |x− p|). This does not have to be
valid for the cones Γ(p) as they only exist locally in a Lipschitz cylinder.
These two examples show that one cannot hope to compare the non-
tangential maximal functions (f)∗ and Naf in a pointwise manner, com-
pare Definition 1.3.17 and (4.13) to recall the definitions.
Even though the cones γa(p) could be empty for some p ∈ ∂Ω and non-
empty if a is large enough, one can still compare Naf and Nbf for all
a, b > 0 in L2(∂Ω), as the following proposition shows.
Proposition 4.1.11. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain.
Then, for all b > a > 0 there exists a constant C > 0 depending only
on a, b, and the Lipschitz character of Ω such that for all measurable
f : Ω→ CN with Naf ∈ L2(∂Ω)
‖Naf‖L2(∂Ω) ≤ ‖Nbf‖L2(∂Ω) ≤ C‖Naf‖L2(∂Ω).
Proof. By definition it is clear that [Naf ](p) ≤ [Nbf ](p) holds for all
p ∈ ∂Ω, so that only the second inequality has to be considered. This
inequality was proven by Barton [7, Lem. 3.2] in two dimensions, and
the same proof literally applies to all space dimensions. See Calderón
and Torchinsky [15, Lem. 2.2] for the same result on the half-space in
any dimension.
For the remainder of this section, recall the numbers M and r0 from
Definition 1.3.1. Moreover, recall the notation concerning regular families
of cones, which was fixed in Definition 1.3.15 and Remark 1.3.16 (3).
Lemma 4.1.12. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain and
let {Γ(q)}q∈∂Ω be a regular family of cones. Then there exists a > 0 such
that
Γ(q) ⊂ γa(q) (q ∈ ∂Ω).
Proof. Let q ∈ ∂Ω. By Definition 1.3.15, there exists xi ∈ ∂Ω, r˜ > 0,
and a rotation R˜−1xi such that
q ∈ {xi}+ R˜−1xi D(4r˜/5).
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Moreover, by the same definition, with the number ν defined by (1.10),
we have that
R˜xi [Ω− {xi}] ∩D(νr˜) = Dη˜xi (νr˜).
By definition of this number ν, one verifies with a simple calculation that
for all y ∈ {xi}+ R˜−1xi D(r˜)
dist(y, ∂Ω) = dist(y, ∂Ω ∩ [{xi}+ R˜−1xi D(νr˜)]).
By Definition 1.3.15 we have Γ(q) ⊂ {xi} + R˜−1xi D(r˜), so that the iden-
tity for the distances holds in particular for all points in Γ(q). Moreover,
by (1.11) there exists a cone βi such that Γ(q) ⊂ {q} + R−1xi βi. Recalling
also the cone γi from Definition 1.3.15, we derive by elementary trigonom-
etry (calculate the distance of y to the lateral surface of {q} + R−1xi γi)
that
dist(y, ∂Ω ∩ [{xi}+ R˜−1xi D(νr˜)]) > |y − q| sin((ϑγi − ϑβi)/2).
Note that (1.11) ensures that ϑγi > ϑβi . Consequently, y ∈ γai(q) with
1/(1 + ai) := sin((ϑγi − ϑβi)/2). Since in the definition of regular families
of cones only finitely many cones βi and γi occur, we conclude the proof
by taking a to be maximum of the ai.
Combining the previous lemma with the previous proposition, we arrive
at the following corollary.
Corollary 4.1.13. The conclusion of Theorem 4.1.7 remains valid with
the usual non-tangential maximal function defined in Definition 1.3.17.
For further use, we record the following lemma.
Lemma 4.1.14. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain with
corresponding numbers r0 and M . Then, there exists a constant C > 0,
depending only on d and M , such that
σ(B(q, r) ∩ ∂Ω) ≤ Crd−1 (0 < r < r0, q ∈ ∂Ω).
Furthermore, there exists a constant C > 0, depending only on d and the
Lipschitz character of Ω, such that
σ(∂Ω) ≤ Crd−10 .
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Proof. Notice that by the definition of the surface measure σ, see (1.6),
for all q ∈ ∂Ω and 0 < r ≤ r0 the inequality
σ(B(q, r) ∩ ∂Ω) ≤ ωd−1[1 +M
2]1/2
d
rd−1
holds, where ωd−1 is the surface measure of the (d − 1)-dimensional unit
ball.
To prove the second inequality, note that if we cover ∂Ω by the sets
(Ux1,r0)ni=1, then (1.6) shows that
σ(∂Ω) ≤ ωd−1[1 +M
2]1/2n
d
rd−10 .
Given a regular family of cones {Γ(q)}q∈∂Ω, recall the points x1, . . . , xn0 ,
r˜ > 0, the rotations R˜x1 , . . . , R˜xn0 , the Lipschitz continuous functions
η˜x1 , . . . η˜xn0 , and the cones α1, . . . , αn0 . Recall the height hi of αi measured
from the base to the vertex along the axis of revolution the opening angle
ϑαi . Finally, define
d := dist
(
∂Ω,Ω \
[ n0⋃
i=1
{xi}+ R˜−1xi D(4r˜/5)
])
.
The following lemma shows, that under certain circumstances, one can
control Nau by (u)∗ and an additional term.
Lemma 4.1.15. Let a > 0 and {Γ(q)}q∈∂Ω be a regular family of cones.
Assume that given a function u : Ω→ CN with (u)∗ ∈ L2(∂Ω), there exists
f ∈ L2(∂Ω), C > 0, and l ∈ N0 such that
|u(x)| ≤ C
∫
∂Ω
|x− y|−l |f(y)| dσ(y).
Then, there exists a constant C > 0, depending only on l, C, the minimum
of the heights hi, the minimum of the opening angles ϑαi, the maximum
of the Lipschitz constants ‖∇y′ η˜xi‖L∞(Rd−1), d, r˜, n0, and a such that
‖Nau‖L2(∂Ω) ≤ C
{
‖(u)∗‖L2(∂Ω) + ‖f‖L2(∂Ω)
}
.
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Proof. Let y ∈ γa(q) for some q ∈ ∂Ω with dist(y, ∂Ω) ≤ ε, where ε > 0 is
a number to be determined during the proof. Let x1, . . . , xn0 ∈ ∂Ω, r˜ > 0,
R˜x1 , . . . , R˜xn0 , and η˜x1 , . . . , η˜xn0 be the quantities from Definition 1.3.15.
Then, by the same definition
∂Ω ⊂
n0⋃
i=1
{xi}+ R˜−1xi D(4r˜/5).
Define
d := dist
(
∂Ω,Ω \
[ n0⋃
i=1
{xi}+ R˜−1xi D(4r˜/5)
])
and the coordinate function analogously to (1.5) as
Φ˜xi,r˜(z
′) := xi + R˜−1xi
 z′
η˜xi(z′)
 .
It follows that d > 0. If ε ≤ (1 + a)−1δ, then by definition of γa(q),
cf. (4.14), we have |y− q| < d. It follows that there exists 1 ≤ i ≤ n0 such
that
y ∈ Ω ∩ [{xi}+ R˜−1xi D(4r˜/5)].
Next, note that due to the definition of ν in (1.10), we find by an elemen-
tary calculation that
dist(y, ∂Ω) = dist(y, ∂Ω ∩ [{xi}+ R˜−1xi D(νr˜)]).
Now, we simplify the notation a little bit and assume without loss of
generality that
y ∈ Dη˜xi (4r˜/5) and dist(y, ∂Ω) = dist(y, Iη˜xi (νr˜)).
Next, we deduce by some trigonometry that
cos(arctan(‖∇y′ η˜xi‖L∞(Rd−1))) |yd − η˜xi(y′)| ≤ dist(y, Iη˜xi (νr˜)).
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Combining this with the previous equality, we deduce
cos(arctan(‖∇y′ η˜xi‖L∞(Rd−1))) |yd − η˜xi(y′)| ≤ (1 + a)ε.(4.15)
Let hi > 0 denote the height of αi and define h := minn0i=1 hi. It follows that
y is contained in the regular cone Γ((y′, η˜xi(y′))) if the following condition
is imposed on ε
ε ≤ h cos(arctan(‖∇y′ η˜xi‖L∞(Rd−1)))2(1 + a) .(4.16)
It is now the aim to show that y is contained in all regular cones in a
certain neighborhood of (y′, η˜xi(y′)). Recall that ϑαi denotes the opening
angle of αi. Define ϑα := minni=1 ϑαi and
δ := min
{4r˜
5 ,
|yd − η˜xi(y′)| tan(ϑα/2)
1 + ‖∇y′ η˜xi‖L∞(Rd−1) tan(ϑα/2)
}
and let z′ ∈ B′(y′, δ) ∩B′(0, 4r˜/5).
First of all, note that, by (1.11), the regular cone at (z′, η˜xi(z′)) contains
{(z′, η˜xi(z′))} + αi. Second, we find that yd > η˜xi(z′) since yd > η˜xi(y′)
and
|η˜xi(y′)− η˜xi(z′)| ≤ ‖∇y′ η˜xi‖L∞(Rd−1)δ
≤ ‖∇y′ η˜xi‖L∞(Rd−1) tan(ϑα/2)1 + ‖∇y′ η˜xi‖L∞(Rd−1) tan(ϑα/2)
|yd − η˜xi(y′)| .
Moreover, combining this inequality with (4.15) and (4.16) yields
|yd − η˜xi(z′)| ≤
[
1 +
‖∇y′ η˜xi‖L∞(Rd−1) tan(ϑα/2)
1 + ‖∇y′ η˜xi‖L∞(Rd−1) tan(ϑα/2)
]
|yd − η˜xi(y′)| < h,
so that yd < ηxi(z′) + h. Third, by elementary trigonometry, we find that
under the previous two conditions y lies inside Γ((z′, η˜xi(z′))) if
|y′ − z′| < tan
(
ϑα
2
)
|yd − η˜xi(z′)| .
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This is satisfied, since by the choice of δ
|yd − η˜xi(z′)| ≥ |yd − η˜xi(y′)| − ‖∇y′ η˜xi‖L∞(Rd−1) |y′ − z′|
>
1 + ‖∇y′ η˜xi‖L∞(Rd−1) tan(ϑα/2)
tan(ϑα/2)
|y′ − z′|
− ‖∇y′ η˜xi‖L∞(Rd−1) |y′ − z′|
= |y
′ − z′|
tan(ϑα/2)
.
We conclude that y ∈ Γ((z′, η˜xi(z′))) for all z′ ∈ B′(y′, δ)∩B′(0, 4r˜/5). By
the choice of δ, we directly see that δ ≤ 4r˜/5, so that B′(y′, δ)∩B′(0, 4r˜/5)
contains a ball B′ of radius δ/4. What we have proven so far, is that
|u(y)| ≤ (u)∗((z′, η˜xi(z′))) (z′ ∈ B′).
Integrating this inequality yields
|u(y)| ≤ −
∫
B′
(u)∗((z′, η˜xi(z′))) dz′.
Next, choosing ε ≤ r˜/[5(1 + a)], we conclude that q ∈ Iη˜xi (r˜) since y ∈
γa(q). Thus, using that y ∈ γa(q) again, yields that
|y′ − q′| ≤ (1 + a) |yd − η˜xi(y′)| =: δ′.
We deduce
|u(y)| ≤ 4d−1(1 + δ′/δ)d−1−
∫
B′(q′,δ+δ′)
(u)∗((z′, η˜xi(z′))) dz′.
The choice of ε reveals that B′(q′, δ′ + δ) ⊂ B′(0, 2r˜), so that
≤ 4d−1(1 + δ′/δ)d−1[MB′(0,2r0)(u)∗((·, η˜xi(·)))](q′).
Here, MB′(0,2r˜) denotes the localized maximal operator on B′(0, 2r˜) ⊂
Rd−1, cf. (3.2). Moreover, the definitions of δ and δ′ together with show
that the number [1 + δ′/δ]d−1 is bounded by a constant C > 0 depending
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only on d, a, r˜, ‖∇y′ η˜xi‖L∞(Rd−1), and ϑα. Calculating the L2(∂Ω)-norm
of Nau then shows
‖Nau‖L2(∂Ω) ≤ max
i=1,...,n0
[
1 + ‖∇y′ η˜xi‖2L∞(Rd−1)
] 1
2
·
(
n0∑
i=1
∫
B′(0,4r˜/5)
|[Nau](Φ˜xi,r˜(z′))|2 dz′
) 1
2
≤ C max
i=1,...,n0
[
1 + ‖∇y′ η˜xi‖2L∞(Rd−1)
] 1
2
·
{(
n0∑
i=1
∫
B′(0,2r˜)
|[MB′(0,2r˜)(u)∗(Φ˜xi,r˜(·))](y′)|2 dy′
) 1
2
+ n
1
2
0
[
ωd−1r˜d−1
d− 1
] 1
2
sup
A
|u|
}
,
where A is given by
A := {x ∈ Ω : dist(x, ∂Ω) > ε}.
Now, the first term can be handled by appealing to the boundedness of the
localized maximal operator on L2(B′(0, 2r˜)), see Proposition 3.2.1, and by
using that
(
n0∑
i=1
∫
B′(0,2r˜)
|(u)∗(Φ˜xi,2r˜(y′))|2 dy′
) 1
2
and ‖(u)∗‖L2(∂Ω)
are equivalent with implicit constants depending only on ‖∇y′ η˜xi‖L∞(Rd−1)
and n0, see Nečas [79, Lem. 3.1.2]. The second term is handled by the
assumption of the lemma
|u(x)| ≤ C
∫
∂Ω
|x− y|−l f(y) dσ(y)
≤ Cε−l
∫
∂Ω
|f(y)| dσ(y).
An application of Hölder’s inequality together with Lemma 4.1.14 con-
cludes the proof.
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4.2 A brief digression on Hankel and Bessel
functions
In order to show regularity for the L2-Dirichlet problem of the Stokes
resolvent, we will need estimates for the difference of its fundamental ma-
trix Γ(·;λ) and the fundamental matrix of the Stokes problem Γ(·; 0). For
a thorough investigation of Γ(·;λ) as well as estimates on the difference
Γ(·;λ)− Γ(·; 0), see Shen [89, Sec. 2]. However, we will need some addi-
tional estimates on Γ(·;λ) − Γ(·; 0), which were not proven in [89]. Fur-
thermore, as Shen spares the details of the derivation of the asymptotic
expansion of certain Hankel functions of the first kind, H(1)ν , we will give a
short digression on Hankel and Bessel functions, as well as the necessary
asymptotic expansion.
For the rest of this section, Γ denotes the usual Γ-function and not
the matrix of fundamental solutions of the Stokes (resolvent) problem.
Moreover, for this whole section we assume that z ∈ C \ (−∞, 0], so that
all powers of complex numbers and the complex logarithm are well-defined.
Note that H(1)ν is defined as Jν + iYν , see Lebedev [63, Eq. (5.6.1)], and
that (4.9) is a representation formula of this function. Here Jν is the Bessel
function of the first kind of order ν and Yν is the Bessel function of the
second kind of order ν. For ν ∈ R, these functions are given by
Jν(z) :=
∞∑
l=0
(−1)l
Γ(l + 1)Γ(l + ν + 1)
(
z
2
)ν+2l
,
see [63, Sec. 5.3], and
Yν(z) :=
Jν(z) cos(νpi)− J−ν(z)
sin(νpi) (ν /∈ Z)(4.17)
Yn(z) := lim
ν→nYν(z) (n ∈ Z),
see [63, Sec. 5.4]. The discussion in [63, Sec. 5.4] shows that the limit
above always exists. For non-negative integers n, one can also determine
a representation of Yn as a power series, see [63, Eq. (5.5.1)], namely,
Yn(z) = − 1
pi
n−1∑
l=0
(n− l − 1)!
l!
(
z
2
)2l−n
+ 1
pi
∞∑
l=0
(−1)l
l!(n+ l)!
(
z
2
)n+2l[
2 log
(
z
2
)
− ψ(l + 1)− ψ(l + n+ 1)
]
,
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where
ψ(z) := Γ
′(z)
Γ(z) .
Moreover, for Bessel functions of the first kind and half-integer order, one
finds in [63, Sec. 5.8] that for n ∈ N0
Jn+ 12 (z) = (−1)
n
( 2
pi
) 1
2
zn+
1
2
( d
zdz
)n sin(z)
z
J− 12−n(z) =
( 2
pi
) 1
2
zn+
1
2
( d
zdz
)n+1
sin(z).
(4.18)
Using that H(1)n = Jn + iYn and the representation formulas above, one
obtains that the Hankel functions of the first kind, of non-negative integer
order are given by
znH(1)n (z) =
∞∑
l=0
(−1)l
l!(l + n)!2n+2l z
2n+2l − i
pi
n−1∑
l=0
(n− l − 1)!
l!22l−n z
2l
+ i
pi
∞∑
l=0
(−1)l
l!(n+ l)!2n+2l z
2n+2l
[
2 log
(
z
2
)
− ψ(l + 1)− ψ(l + n+ 1)
]
.
Calculating the first few terms, we find
zH(1)1 (z) =
21Γ(1)
pii +
(2γ − 1)i + pi
2pi z
2 + i
pi
z2 log
(
z
2
)
(4.19)
+ z4
[
g1(z) log
(
z
2
)
+ h1(z)
]
z2H(1)2 (z) =
22Γ(2)
pii +
Γ(2− 1)
4pii z
2 + z4
[
g2(z) log
(
z
2
)
+ h2(z)
]
znH(1)n (z) =
2nΓ(n)
pii +
2nΓ(n− 1)
4pii z
2 + z4hn(z) + z2ngn(z) log
(
z
2
)
,
where γ = −Ψ(1) denotes the Euler-Masceroni constant, n = 3, 4, . . . , and
gk, hk are entire functions for all k ∈ N. Appealing to (4.17), one immedi-
ately sees that in the half-integer case the identity Yn+ 12 = (−1)
n+1J−(n+ 12 )
holds. This, together with H(1)ν = Jν + iYν and (4.18) yields
zn+
1
2 H(1)
n+ 12
(z)
= (−1)n
( 2
pi
) 1
2
[
z2n+1
( d
zdz
)n sin(z)
z
− iz2n+1
( d
zdz
)n+1
sin(z)
]
.
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To obtain an asymptotic expansion, expand the sine-function into a power
series. This leads to the appearance of terms of the form ( d
zdz )
nzj for
j ∈ N0. Calculating these expressions iteratively yields( d
zdz
)n
zj =

∏n−1
l=0 (j − 2l)zj−2n, j odd or j ≥ 2n
0, j even and j < 2n.
With this, we derive
zn+
1
2 H(1)
n+ 12
(z) = (−1)n
( 2
pi
) 1
2
[
z2n+1
∞∑
j=0
(−1)j
(2j + 1)!
( d
zdz
)n
z2j
− iz2n+1
∞∑
j=0
(−1)j
(2j + 1)!
( d
zdz
)n+1
z2j+1
]
= (−1)n
( 2
pi
) 1
2
[ ∞∑
j=n
(−1)j
(2j + 1)!
n−1∏
l=0
(2j − 2l)z2j+1
− i
∞∑
j=0
(−1)j
(2j + 1)!
n∏
l=0
(2j + 1− 2l)z2j
]
.
Next, use
Γ(12) =
√
pi, Γ(n+ 12) =
∏n
l=1(2l − 1)
2n
√
pi,
where n ∈ N, see [63, Eq. (1.2.5), Eq. (1.2.6)], to conclude the validity of
the identities
(−1)n
√
2√
pi
(−i)
n∏
l=1
(1− 2l) = 2
n+ 12 Γ(n+ 12)
pii
and
(−1)n
√
2√
pi
i
6
n∏
l=0
(3− 2l) = 2
n+ 12 Γ(n− 1 + 12)
4pii .
By these means, calculate the first few terms of zn+ 12 H(1)
n+ 12
(z) for n ≥ 1 as
z
3
2 H(1)3
2
(z) =
√
2√
pii +
1√
2pii
z2 +
√
2
3
√
pi
z3 + z4g˜1(z)(4.20)
=
2 32 Γ(32)
pii +
2 32 Γ(32 − 1)
4pii z
2 +
√
2
3
√
pi
z3 + z4g˜1(z)
zn+
1
2 H(1)
n+ 12
(z) =
2n+ 12 Γ(n+ 12)
pii +
2n+ 12 Γ(n− 1 + 12)
4pii z
2 + z4g˜n(z),(4.21)
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for n = 2, 3, . . . and entire functions g˜1 and g˜n.
4.3 Regularity theory for the L2-Dirichlet
problem of the Stokes resolvent
In this section, we will establish the regularity theory to the L2-Dirichlet
problem of the Stokes resolvent. In other words, we will show that (RegS,λ)
is uniquely solvable. As uniqueness directly follows by Theorem 4.1.7
the solvability of (RegS,λ) shows that a solution of the L2-Dirichlet prob-
lem with boundary data in L2ν(∂Ω)∩W1,2(∂Ω;Cd) enjoys additional non-
tangential estimates on its gradient and the corresponding pressure.
Considering (4.8), the definition of the number k in (4.7), (4.11), as well
as the asymptotic expansions (4.20) and (4.21) it is immediate that the
matrix of fundamental solutions of the Stokes resolvent problem is smooth
in Rd \ {0}. Thus, the single layer potential Sλf is smooth in Rd \ ∂Ω and
one differentiates Sλf by differentiating the integrand. This shows that
u := Sλf and φ, as it is defined in (4.6), solve (SRP) in Rd \ ∂Ω.
Recall the non-tangential maximal function Na defined in (4.13). The
single layer potential was thoroughly investigated by Shen in [89, Sec. 3].
For example, in [89, Lem. 3.2, Lem. 3.3] it is shown that NaSλf and
Na∇Sλf lie in L2(∂Ω) for some a > 0 whenever f lies in L2(∂Ω;Cd).
Additionally, it is shown that the non-tangential limits of ∂jSλf taken
from inside and outside Ω exist. By means of these facts, the following
proposition proves the existence of the non-tangential limits of Sλf .
Proposition 4.3.1. Let θ ∈ [0, pi) and λ ∈ Sθ. Then, there exists a
constant C > 0 depending only on d, θ, and the Lipschitz character of Ω
such that for all f ∈ L2(∂Ω;Cd)
∥∥∥∥ ∫
∂Ω
|Γ(· − y;λ)| |f(y)| dσ(y)
∥∥∥∥
L2(∂Ω)
≤ C‖f‖L2(∂Ω;Cd).
Moreover, Sλf converges to
∂Ω 3 q 7→
∫
∂Ω
Γ(q − y;λ)f(y) dσ(y)
non-tangentially σ-a.e. from inside and outside Ω.
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One cornerstone of the proof of the proposition is the following lemma,
which is stated separately for further use.
Lemma 4.3.2. Let x ∈ Rd, 0 < ε ≤ r0/4, and l ∈ N0 with l < d − 1.
Then there exists a constant C > 0 depending only on d, l, and M such
that ∫
∂Ω∩B(x,ε)
1
|x− y|l dσ(y) ≤ Cε
d−l−1.
Proof. Decompose the domain of integration into annuli
∫
∂Ω∩B(x,ε)
1
|x− y|l dσ(y) ≤
n0∑
n=−∞
∫
∂Ω∩[B(x,2n+1)\B(x,2n)]
1
|x− y|l dσ(y),
where n0 is subject to the condition 2n0 < ε ≤ 2n0+1. Note 2n0+2 ≤ r0
by the assumption on ε. Estimate the integrand by means of the inner
radii and the measure of the respective sets by means of the outer radii
to deduce
≤
n0∑
n=−∞
2−nlσ(∂Ω ∩B(x, 2n+1)).
Next, if ∂Ω ∩ B(x, 2n) 6= ∅, there exists qx ∈ ∂Ω with B(x, 2n+1) ⊂
B(qx, 2n+2). Since 2n0+2 ≤ r0, we can appeal to Lemma 4.1.14 to deduce
that there exists a constant C > 0 depending only on d and M such that
σ(∂Ω ∩B(x, 2n+1)) ≤ σ(∂Ω ∩B(qx, 2n+2)) ≤ C2(d−1)(n+2).
We conclude that∫
∂Ω∩B(x,ε)
1
|x− y|l dσ(y) ≤ C
n0∑
n=−∞
2−nl+(d−1)(n+2).
Calculating the exponent first and performing then an index shift in the
series yields
= C22d−22n0(d−l−1)
0∑
n=−∞
2n(d−l−1).
Since 2n0 ≤ ε and d− l − 1 > 0, we conclude the proof.
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Proof of Proposition 4.3.1. Let q ∈ ∂Ω and begin the proof by esti-
mating ‖Γ(q−·;λ)‖L1(∂Ω;Cd×d) as follows. An application of [89, Thm. 2.4]
yields a constant C > 0 depending only on d and θ such that
∫
∂Ω
|Γ(q − y;λ)| dσ(y) ≤ C
∫
∂Ω
1
|q − y|d−2 dσ(y).
Next, decompose the domain of integration as
≤ C
∫
∂Ω∩B(q,r0/4)
1
|q − y|d−2 dσ(y)
+ C
∫
∂Ω\B(q,r0/4)
1
|q − y|d−2 dσ(y).
Apply Lemma 4.3.2 to the first term on the right-hand side and estimate
the second term on the right-hand side by means of the inner radius to
deduce
≤ Cr0 + C4d−2r2−d0 σ(∂Ω),
where C depends only on d, θ, and M . Finally, invoke Lemma 4.1.14 to
bound σ(∂Ω), so that the right-hand side is less than a constant C > 0
depending only on d, θ, r0, and the Lipschitz character of Ω.
Due to the smoothness of the fundamental solution away of the ori-
gin, Proposition 1.1.4 is applicable and yields together with the radial
symmetry of Γ(x− y;λ)
∥∥∥∥ ∫
∂Ω
|Γ(· − y;λ)| |f(y)| dσ(y)
∥∥∥∥
L2(∂Ω)
≤ C‖f‖L2(∂Ω;Cd).(4.22)
By virtue of [89, Lem. 3.2] together with Proposition 4.1.11, Na[∇Sλf ]
lies in L2(∂Ω) for every a > 0. Thus, if {Γ(q)}q∈∂Ω is any regular family of
cones, which lies either inside or outside Ω, an application of Lemma 4.1.12
reveals
(∇Sλf)∗(q) <∞ (σ-a.e. q ∈ ∂Ω).
For the rest of this proof fix q such that
∫
∂Ω |Γ(q − y;λ)| |f(y)| dσ(y) and
(∇Sλf)∗(q) are finite. Let (xk)k∈N ⊂ Γ(q) with xk → q. Because Γ(q) is
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convex, all convex combinations of xk and xm lie inside Γ(q). Combin-
ing this fact with the fundamental theorem of calculus shows for the jth
component of Sλf
|([Sλf ](xk))j − ([Sλf ](xm))j|
=
∣∣∣∣ ∫ 10
〈
(∇[Sλf ](txk + (1− t)xm))j, (xk − xm)
〉
dt
∣∣∣∣(4.23)
≤ |(∇Sλf)∗(q)| |xk − xm| .
We conclude that Sλf converges non-tangentially σ-a.e. To identify the
limit, we proceed by an approximation argument. Note that C(∂Ω;Cd)
is dense in L2(∂Ω;Cd) by Rudin [83, Thm. 3.14] combined with Re-
mark 1.3.6. Let 0 < ε < r0/8 and f ∈ C(∂Ω;Cd), then∣∣∣∣ ∫
∂Ω
[Γ(xk − y;λ)− Γ(q − y;λ)]f(y) dσ(y)
∣∣∣∣
≤
∫
∂Ω\B(q,ε)
|Γ(xk − y;λ)− Γ(q − y;λ)| |f(y)| dσ(y)‖f‖L∞(∂Ω;Cd)
+
∫
∂Ω∩B(q,ε)
|Γ(xk − y;λ)|+ |Γ(q − y;λ)| dσ(y)‖f‖L∞(∂Ω;Cd).
Clearly, the first integral on the right-hand side converges to zero by
smoothness of Γ(·;λ) on Rd \ {0}.
Next, by [89, Thm. 2.4] there exists a constant C > 0 such that
∫
∂Ω∩B(q,ε)
|Γ(xk − y;λ)|+ |Γ(q − y;λ)| dσ(y)
≤ C
∫
∂Ω∩B(q,ε)
1
|xk − y|d−2
+ 1|q − y|d−2 dσ(y)
≤ C
∫
∂Ω∩B(xk,ε+|xk−q|)
1
|xk − y|d−2
dσ(y)
+ C
∫
∂Ω∩B(q,ε)
1
|q − y|d−2 dσ(y).
Consequently, by virtue of Lemma 4.3.2, we find
lim sup
k→∞
∫
∂Ω∩B(q,ε)
[|Γ(xk − y;λ)|+ |Γ(q − y;λ)|] dσ(y) ≤ Cε.
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It follows that the limit of ([Sλf ](xk))k∈N is∫
∂Ω
Γ(q − y;λ)f(y) dσ(y),(4.24)
whenever f ∈ C(∂Ω;Cd). Next, Shen proved in [89, Lem. 3.2] that there
exists a constant C > 0 such that
‖NaSλf‖L2(∂Ω) ≤ C‖f‖L2(∂Ω;Cd) (f ∈ L2(∂Ω;Cd)),
so that by Proposition 4.1.11 and Lemma 4.1.12 the same holds true for
NaSλf replaced by (Sλf)∗.
To conclude the proof, define an operator S˜λ : L2(∂Ω;Cd)→ L2(∂Ω;Cd),
which acts on f as the non-tangential limit of Sλf at the boundary. As the
non-tangential limit at q ∈ ∂Ω is always less than ([Sλf ])∗(q) (whenever
the limit exists), the operator S˜λ is bounded on L2(∂Ω;Cd). Moreover, S˜λ
coincides with the bounded operator
L2(∂Ω;Cd) 3 f 7→
[
∂Ω 3 q 7→
∫
∂Ω
Γ(q − y;λ)f(y) dσ(y)
]
on C(∂Ω;Cd). Consequently, by density they have to coincide on all of
L2(∂Ω;Cd) so that [Sλf ](q) converges to (4.24) for σ-almost every q ∈ ∂Ω
and every f ∈ L2(∂Ω;Cd).
The preceding lemma suggests to interpret the single layer potential
Sλ twofold. The first interpretation is that Sλ produces solutions to the
Stokes resolvent problem (SRP) in Ω from functions f ∈ L2(∂Ω;Cd). The
second is that Sλ gives rise to a bounded operator on L2(∂Ω;Cd), which
realizes the non-tangential limit of Sλf to ∂Ω. In the following, we will
use this notation in both meanings.
As an operator on L2(∂Ω;Cd), Sλ has the following properties.
Proposition 4.3.3. Let θ ∈ [0, pi) and λ ∈ Sθ. Then the operator Sλ
is a bounded operator from L2(∂Ω;Cd) into L2ν(∂Ω) ∩W1,2(∂Ω;Cd) whose
restriction onto L2ν(∂Ω) is injective. The operator norm depends only on
d, θ, r0, and the Lipschitz character of Ω.
Furthermore, for all τ ∈ (0, σ(∂Ω)−2) there exists a constant C > 0
depending only on d, θ, τ , r0, and the Lipschitz character of Ω, such that
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for all f ∈ L2ν(∂Ω) and all |λ| ≥ τ
‖f‖L2(∂Ω;Cd) ≤ C
{
‖∇tanSλf‖L2(∂Ω;Cd2 ) + |λ|
1
2 ‖Sλf‖L2(∂Ω;Cd)
+ |λ| ‖〈ν,Sλf〉‖W1,2(∂Ω)∗
}
.
Proof. The boundedness of Sλ on L2(∂Ω;Cd) was proven in Proposi-
tion 4.3.1. To prove Sλf ∈ L2ν(∂Ω), approximate Ω by smooth domains
Ωk from inside by means of Proposition 1.3.19. In Ωk we have div(Sλf) = 0
so that by the divergence theorem∫
∂Ωk
〈Sλf, νk〉 dσk = 0,
where σk denotes the surface measure on ∂Ωk and νk the outward unit
normal to ∂Ωk. Proceeding as in the proof of Lemma 1.3.21 shows that
the non-tangential convergence of Sλf and the fact (Sλf)∗ ∈ L2(∂Ω),
cf. [89, Lem. 3.2] together with Proposition 4.1.11 and Lemma 4.1.12,
imply that this equality holds true in the limit.
Moreover, Sλf ∈ W1,2(∂Ω;Cd) follows by Lemma 1.3.21, since, addi-
tionally to the facts above, ∇Sλf converges non-tangentially σ-a.e. and
(∇Sλf)∗ ∈ L2(∂Ω), cf. [89, Lem. 3.2, Lem. 3.3] together with Propo-
sition 4.1.11 and Lemma 4.1.12. Combining the estimates provided by
these results delivers
‖∇tanSλf‖L2(∂Ω;Cd2 ) ≤ 2‖(∇Sλf)∗‖L2(∂Ω) ≤ 2C‖f‖L2(∂Ω;Cd),
where C depends solely on d, θ, and the Lipschitz character of Ω. It
follows that Sλ : L2(∂Ω;Cd)→ L2ν(∂Ω) ∩W1,2(∂Ω;Cd) is bounded.
To prove the injectivity, we rely on ideas of the proof of [89, Lem. 5.1].
Note that Sλf has the following scaling behavior
[Sλf ](rq) = [Sr2λrf(r·)](q) (q ∈ r−1∂Ω).(4.25)
This follows simply by a change of variables and by (4.12). Thus, without
loss of generality, we can assume that σ(∂Ω) = 1.
Let f ∈ L2ν(∂Ω) be such that Sλf = 0 and recall the pressure φ cor-
responding to Sλf defined by (4.6). By virtue of [89, Lem. 3.3] the non-
tangential limits of Sλf and of φ from outside Ω exist. Recall that non-
tangential limits taken from inside Ω are denoted by the subscript + and
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that non-tangential limits taken outside Ω are denoted by the subscript −,
see Remark 1.3.18 (2). Define the expression
[∂ν(Sλf, φ)]− :=

〈ν, [∇(Sλf)1]−〉
...
〈ν, [∇(Sλf)d]−〉
− φ−ν.
Here, (Sλf)j denotes the jth component of Sλf and ν denotes the exterior
unit normal to ∂Ω. With this quantity, the inequality
‖f‖L2(∂Ω;Cd) ≤ C‖[∂ν(Sλf, φ)]−‖L2(∂Ω;Cd)
was established in [89, Lem. 5.2], with a constant C > 0 depending only
on d, θ, and the Lipschitz character of Ω. Note that the assumptions
f ∈ L2ν(∂Ω) and σ(∂Ω) = 1 were used in this situation. By the triangle
and the Cauchy–Schwarz inequality, we find
≤ C
{
‖[∇Sλf ]−‖L2(∂Ω;Cd2 ) + ‖φ−‖L2(∂Ω)
}
.
For |λ| ≥ τ ∈ (0, 1), an application of [89, Thm. 4.6] shows, that this is
controlled by
≤ C
{
‖∇tan[Sλf ]−‖L2(∂Ω;Cd2 ) + |λ|
1
2 ‖[Sλf ]−‖L2(∂Ω;Cd)
+ |λ| ‖〈ν, [Sλf ]−〉‖W1,2(∂Ω)∗
}
,
with a different constant C, depending only on d, θ, τ , and the Lipschitz
character of Ω. By Proposition 4.3.1, we find [Sλf ]− = [Sλf ]+ and by
assumption, we know that [Sλf ]+ = 0. It follows that f = 0 and that the
restriction of Sλ to L2ν(∂Ω) is injective.
Note that the desired estimate stated in the proposition follows from
the calculation above by rescaling, cf. (4.25).
The paragraph before Theorem 4.15 in the work of Fabes, Kenig,
and Verchota [28] shows that S0 : L2ν(∂Ω)→ L2ν(∂Ω) ∩W1,2(∂Ω;Cd) is
invertible and hence a Fredholm operator. The following two lemmas show
that Sλ−S0 is compact and so, that Sλ : L2ν(∂Ω)→ L2ν(∂Ω)∩W1,2(∂Ω;Cd)
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is a Fredholm operator as well. The first lemma is needed in order to prove
the required kernel estimates for the compactness and bases on the results
of Section 4.2.
Even though Shen investigated the function |Γ(x;λ) − Γ(x; 0)| in [89,
Sec. 2], he needed only estimates on its gradient. In consequence, he did
not state estimates on the function |Γ(x;λ) − Γ(x; 0)| itself. This is the
reason why we include the following proof.
Lemma 4.3.4. Let θ ∈ [0, pi), λ ∈ Sθ, and x ∈ Rd \ {0}. If |λ| |x|2 ≤ e−2,
there exists a constant C > 0 depending only on θ and d such that
|Γ(x;λ)− Γ(x; 0)| ≤ C

|λ|1/2 , if d = 3
|λ| |x|4−d |log(|λ| |x|2)|, if d = 4, 6
|λ| |x|4−d , if d = 5, d ≥ 7.
Proof. This proof closely follows the proof of [89, Thm. 2.5] and uses
several identities established there. Recall the definition of k in (4.7).
Considering the first lines of the proof of [89, Thm. 2.5], we find that in
the case d 6= 4 the following identity is valid
Γαβ(x;λ)− Γαβ(x; 0)
= {G(x;λ)−G(x; 0)}δαβ
− 1
λ
∂α∂β
{
G(x;λ)−G(x; 0) + λ
2ωd(d− 2)(d− 4) |x|d−4
}
.
(4.26)
Next, in the case d ≥ 5 by [89, Lem. 2.2], and in the cases d = 3, 4
by [89, Rem. 2.3], there exists a constant C > 0 depending only on d and
θ such that
|G(x;λ)−G(x; 0)| ≤ C

|λ|1/2 , if d = 3
|λ| (|log(|λ| |x|2)|+ 1), if d = 4
|λ| |x|4−d , if d ≥ 5.
(4.27)
Note, in order to derive (4.27), it is required that |λ| |x|2 ≤ 1/2, which is
fulfilled by the assumptions. This already proves the desired estimate for
the first term on the right-hand side of (4.26) in the case d 6= 4. It remains
to consider the second term on the right-hand side of (4.26) and the case
108
4.3 Regularity theory for the L2-Dirichlet problem of the Stokes resolvent
d = 4. Here, we first concentrate on the case d ≥ 5. In this situation, the
following identity was established in [89, Eq. (2.28)]
G(x;λ)−G(x; 0) + λ
2ωd(d− 2)(d− 4) |x|d−4
= i
4(2pi) d2−1
1
|x|d−2
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}
,
(4.28)
where z := k |x|,
ad :=
2 d2−1Γ(d2 − 1)
pii , and bd := −
2i(2pi) d2−1
ωd(d− 2)(d− 4) =
i2 d2−1Γ(d2 − 2)
4pii .
Denote the right-hand side of (4.28) by G(x). Then, its first derivatives
are given by means of the chain and product rule by
∂βG(x) = (2− d)i
4(2pi) d2−1
xβ
|x|d
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}
+ i
4(2pi) d2−1
kxβ
|x|d−1
d
dz
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}
.
Calculating the second derivatives yields
∂α∂βG(x)
= (2− d)i
4(2pi) d2−1
δαβ |x|2 − dxαxβ
|x|d+2
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}
+ (2− d)i
4(2pi) d2−1
kxαxβ
|x|d+1
d
dz
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}
+ i
4(2pi) d2−1
k(δαβ |x|2 − (d− 1)xαxβ)
|x|d+1
d
dz
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}
+ i
4(2pi) d2−1
k2xαxβ
|x|d
d2
dz2
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}
.
In the case d ≥ 7, Shen proved in [89, Eq. (2.29)] that there exists a
constant C > 0 depending only on d and θ such that for all 0 ≤ l ≤ 2 and
z ∈ C with |z| < 1/2 and Im(z) > 0∣∣∣∣ dldzl
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}∣∣∣∣ ≤ C |z|4−l .
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Thus, for d ≥ 7, we obtain by virtue of (4.7)
|∂α∂βG(x)| ≤ C
{
|x|−d |k |x||4 + |k| |x|1−d |k |x||3 + |k|2 |x|2−d |k |x||2
}
= C |λ|2 |x|4−d .
If d = 6, [89, Eq. (2.31)] reads as
∣∣∣∣ dldzl
{
z
d
2−1H(1)d
2−1
(z)− ad − bdz2
}∣∣∣∣ ≤ C |z|4−l |log(z)| ,
which holds for all 0 ≤ l ≤ 2 and z ∈ C with |z| < 1/2 and Im(z) > 0.
Thus, similarly as above, we derive
|∂α∂βG(x)| ≤ C |λ|2 |x|4−d |log(k |x|)| .
Moreover, because
|log(z)| = |log(|z|) + i arg(z)| ≤ (1 + pi) |log(|z|)| (0 < |z| ≤ e−1)
one shows together with 2 |log(|z|)| = |log(|z|2)| that
|∂α∂βG(x)| ≤ C |λ|2 |x|4−d |log(|λ| |x|2)|,
thereby establishing the desired estimate in the case d = 6. If d = 5, one
proceeds as Shen below [89, Eq. (2.32)] and writes
∂α∂βG(x) = ∂α∂β
{
i
4(2pi)3/2
1
|x|3
{
z
3
2 H(1)3
2
(z)− a5 − b5z2 − wz3
}}
where z = k |x|, w ∈ C is arbitrary, and a5 and b5 are given below (4.28).
Note that w can be chosen arbitrarily, because z3/ |x|3 is constant. By
virtue of (4.20), fix the value of w as
√
2/(3
√
pi) and use the product rule
to get
|∂α∂βG(x)| ≤ C
{
1
|x|5
∣∣∣z 32 H(1)3
2
(z)− a5 − b5z2 − wz3
∣∣∣
+ |k||x|4
∣∣∣∣ ddz
{
z
3
2 H(1)3
2
(z)− a5 − b5z2 − wz3
}∣∣∣∣
+ |k|
2
|x|3
∣∣∣∣ d2dz2
{
z
3
2 H(1)3
2
(z)− a5 − b5z2 − wz3
}∣∣∣∣
}
.
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Now, (4.20) shows that there exists a constant C > 0 depending only on
d such that
≤ C |λ|
2
|x| .
In the case d = 3 one uses the explicit expressions (4.2) and (4.10) to
derive
G(x) = G(x;λ)−G(x; 0)− λ |x|8pi =
eik|x| − 1
4pi |x| −
λ |x|
8pi
= 14pi |x|
∞∑
n=1
(ik |x|)n
n! −
λ |x|
8pi
= ik4pi +
1
4pi
∞∑
n=3
(ik)n |x|n−1
n! .
Thus,
|∂α∂βG(x)| ≤ 14pi
∞∑
n=3
|λ|n2 (n− 1)(n− 2) |x|n−3
n! ≤
|λ| 32
4pi
∞∑
n=3
(n− 1)(n− 2)
en−3n! ,
where we used that |λ| 12 |x| ≤ 1/e. This establishes the desired estimate
in the case d = 3. If d = 4 one can write, cf. [89, p. 404],
Γαβ(x;λ)− Γαβ(x; 0)
= {G(x;λ)−G(x; 0)}δαβ
− i
λ
∂α∂β
{
1
8pi |x|2
{
zH(1)1 (z)− a4 − wz2 − b4z2 log(z)
}}
,
where z, a4, and b4 are as above and where w is an arbitrary complex
number. Define
G(x) := 1
8pi |x|2
{
zH(1)1 (z)− a4 − wz2 − b4z2 log(z)
}
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and choose w := [(2γ−1−2 log(2))i+pi]/(2pi), where γ denotes the Euler-
Masceroni constant. Using the chain and the product rule, we deduce
|∂α∂βG(x)| ≤ C
{
1
|x|4
∣∣∣zH(1)1 (z)− a4 − wz2 − b4z2 log(z)∣∣∣
+ |k||x|3
∣∣∣∣ ddz
{
zH(1)1 (z)− a4 − wz2 − b4z2 log(z)
}∣∣∣∣
+ |k|
2
|x|2
∣∣∣∣ d2dz2
{
zH(1)1 (z)− a4 − wz2 − b4z2 log(z)
}∣∣∣∣
}
.
Now, by (4.19) together with log(z/2) = log(z) − log(2), we deduce that
there exists a constant depending only on d and θ such that
≤ C |λ|2 |log(|λ| |x|2)|.
Note that |z| ≤ e−1 was used in order to derive |log(|z|)| ≥ 1.
Now, we can derive the compactness of Sλ − S0.
Lemma 4.3.5. The operator
Sλ − S0 : L2ν(∂Ω)→ L2ν(∂Ω) ∩W1,2(∂Ω;Cd)
is compact. Moreover, there exists a constant C > 0 depending only on
d, θ, and the Lipschitz character of Ω such that for all λ ∈ Sθ with |λ| ≤
e−2(diam(Ω)2)−1 and all f ∈ L2ν(∂Ω)
‖Sλf − S0f‖W1,2(∂Ω;Cd) ≤ C |λ|
1
2 ‖f‖L2(∂Ω;Cd).
Proof. Define S := Sλ − S0 : L2ν(∂Ω) → L2ν(∂Ω) ∩W1,2(∂Ω;Cd) and as-
sume for a moment that S : L2ν(∂Ω)→ L2(∂Ω;Cd) and ∇tanS : L2ν(∂Ω)→
L2(∂Ω;Cd2) are compact. Then, if (fn)n∈N ⊂ L2ν(∂Ω) is bounded, there ex-
ists a subsequence (fnk)k∈N such that (Sfnk)k∈N converges in L2(∂Ω;Cd).
Moreover, by compactness of ∇tanS there exists another subsequence
(fnkl )l∈N such that (∇tanSfnkl )l∈N converges in L2(∂Ω;Cd
2), which proves
the compactness of S : L2ν(∂Ω)→ L2(∂Ω;Cd)∩W1,2(∂Ω;Cd) and hence of
S : L2ν(∂Ω) → L2ν(∂Ω) ∩W1,2(∂Ω;Cd). Summarizing, it remains to prove
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that S : L2ν(∂Ω) → L2(∂Ω;Cd) and ∇tanS : L2ν(∂Ω) → L2(∂Ω;Cd2) are
compact.
Let us first concentrate on the operator S as an operator from L2ν(∂Ω)
into L2(∂Ω;Cd). We will prove that it can be approximated by compact
operators in the operator norm. For this purpose, define for ε > 0 the
operator
Sε : L2ν(∂Ω)→ L2(∂Ω;Cd),
[Sεf ](p) :=
∫
∂Ω\B(p,ε)
{
Γ(p− y;λ)− Γ(p− y; 0)
}
f(y) dσ(y)
and estimate by means of Proposition 1.1.4
‖Sf − Sεf‖L2(∂Ω;Cd)
≤ sup
p∈∂Ω
∥∥∥[Γ(p− ·;λ)− Γ(p− ·; 0)]χB(p,ε)(p− ·)∥∥∥L1(∂Ω;Cd×d)‖f‖L2(∂Ω;Cd).
To show that
sup
p∈∂Ω
∥∥∥[Γ(p− ·;λ)− Γ(p− ·; 0)]χB(p,ε)(p− ·)∥∥∥L1(∂Ω;Cd×d) → 0 as ε→ 0,
let ε be small enough. By Lemma 4.3.4 there exists a constant C > 0
depending only on d and θ, such that
|Γ(x;λ)− Γ(x; 0)| ≤ C

|λ|1/2 , if d = 3
|λ| |x|4−d |log(|λ| |x|2)|, if d = 4, 6
|λ| |x|4−d , if d = 5, d ≥ 7.
if |λ| |x|2 ≤ e−2. Note that the smallness condition on |λ| |x|2 implies that
|λ|1/2 |x| |log(|λ| |x|2)| ≤ 2e ,(4.29)
so that in any dimension
|Γ(x;λ)− Γ(x; 0)| ≤ C |λ|1/2 |x|3−d .(4.30)
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Use this estimate to conclude that∫
∂Ω∩B(p,ε)
|Γ(p− y;λ)− Γ(p− y; 0)| dσ(y)
≤ C |λ|1/2
∫
∂Ω∩B(p,ε)
1
|p− y|d−3 dσ(y)
and then infer by Lemma 4.3.2 that
≤ C |λ|1/2 ε2.
Note that the kernel of S − Sε lies in L∞(∂Ω;Cd×d) × L∞(∂Ω;Cd×d).
Thus, by virtue of Weidmann [98, Thm. 6.11], it is a Hilbert-Schmidt
operator and hence compact. We conclude that S : L2ν(∂Ω)→ L2(∂Ω;Cd)
is compact.
We turn to investigate the operator ∇tanS : L2ν(∂Ω) → L2(∂Ω;Cd2).
By virtue of Lemma 1.3.21, we can compute the non-tangential gradi-
ent of Sf if a certain non-tangential behavior is known. This indeed
holds true, as firstly, by Proposition 4.3.1, the non-tangential limits of
Sλf to ∂Ω exists σ-a.e. The same is valid for S0f due to the statement
below (0.13) in Fabes, Kenig, and Verchota [28]. Secondly, the non-
tangential maximal functions of S0f , ∇S0f , Sλf , and ∇Sλf are in L2(∂Ω)
due to [28, Eq. (0.7)] and [89, Lem. 3.2]. Thirdly, the non-tangential limits
of∇S0f and∇Sλf to ∂Ω exist σ-a.e., see [28, Eq. (0.9)] and [89, Lem. 3.3].
Moreover, these results provide the following representation of the non-
tangential limits
[∂iSµf ]+(p) = 12
{
νi(p)f(p)− νi(p)〈ν(p), f(p)〉ν(p)
}
+ p.v.
∫
∂Ω
∂pi [Γ(p− y;µ)]f(y) dσ(y) (σ-a.e. p ∈ ∂Ω),
where µ is either 0 or λ. Thus, Lemma 1.3.21 is applicable and we find
the following identity for ∇tan[Sf ]j:
∇tan[Sf ]j(p) =
d∑
k=1
p.v.
∫
∂Ω
∇p[Γjk(p− y;λ)− Γjk(p− y; 0)]fk(y) dσ(y)
−
d∑
k=1
p.v.
∫
∂Ω
〈ν(p),∇p[Γjk(p− y;λ)− Γjk(p− y; 0)]fk(y)〉ν(p) dσ(y).
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By [89, Thm. 2.5] there exists a constant C > 0 depending only on d and
θ such that for all x ∈ Rd \ {0} with |λ| |x|2 ≤ 1/2
|∇[Γ(x;λ)− Γ(x; 0)]| ≤ C

|λ| |x|3−d , if d ≥ 7 or d = 5,
|λ| |x|3−d |log(|λ| |x|2)|, if d = 4 or 6,
|λ|1/2 |x|−1 , if d = 3.
Use (4.29) to conclude that in any dimension
|∇[Γ(x;λ)− Γ(x; 0)]| ≤ C |λ|1/2 |x|2−d ,(4.31)
whenever |λ||x|2 ≤ e−2. To prove compactness of∇tanS one proceeds as for
S above and approximates ∇tanS in the operator norm by operators with
a truncated kernel. Due to |ν| = 1 it suffices to estimate for sufficiently
small ε > 0∥∥∥∥ ∫
∂Ω∩B(·,ε)
|∇·[Γ(· − y; 0)− Γ(· − y;λ)]| |f(y)| dσ(y)
∥∥∥∥
L2(∂Ω)
.
Appealing to Proposition 1.1.4 and the kernel estimate above, this is con-
trolled by
≤ C |λ|1/2 sup
p∈∂Ω
∫
∂Ω∩B(p,ε)
1
|p− y|d−2 dσ(y)‖f‖L2(∂Ω;Cd).
Use Lemma 4.3.2 to obtain the bound
≤ C |λ|1/2 ε‖f‖L2(∂Ω;Cd).
It follows that the right-hand side converges to zero as ε → 0 and that
∇tanS : L2ν(∂Ω)→ L2(∂Ω;Cd2) is compact.
It remains to give a bound on the operator norm of S : L2ν(∂Ω) →
L2ν(∂Ω) ∩W1,2(∂Ω;Cd) if |λ| ≤ e−2(diam(Ω)2)−1. As above, we derive
‖Sf‖L2(∂Ω;Cd) ≤ sup
p∈∂Ω
‖Γ(p− ·;λ)− Γ(p− ·; 0)‖L1(∂Ω;Cd×d)‖f‖L2(∂Ω;Cd)
and
‖∇tanSf‖L2(∂Ω;Cd2 )
≤ 2 sup
p∈∂Ω
‖∇p[Γ(p− ·;λ)− Γ(p− ·; 0)]‖L1(∂Ω;Cd×d)‖f‖L2(∂Ω;Cd).
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Note that |λ| ≤ e−2 diam(Ω)−2 implies that for each y ∈ ∂Ω
|λ| |p− y|2 ≤ |λ| diam(Ω)2 ≤ e−2.
Thus, in both estimates, we can appeal to (4.30) and (4.31) as well as to
Lemma 4.3.2 to conclude that there exists a constant C > 0, depending
only on d, θ, r0, and the Lipschitz character of Ω, such that
‖Sf‖L2(∂Ω;Cd) ≤ C |λ|1/2 ‖f‖L2(∂Ω;Cd)
and
‖∇tanSf‖L2(∂Ω;Cd2 ) ≤ C |λ|1/2 ‖f‖L2(∂Ω;Cd).
This concludes the proof.
Now, we are in the position to prove Theorem 4.1.9.
Proof of Theorem 4.1.9. By the paragraph preceding Theorem 4.15
in [28], the operator S0 : L2ν(∂Ω) → L2ν(∂Ω) ∩W1,2(∂Ω;Cd) is invertible
and thus a Fredholm operator. By Lemma 4.3.5, the operator Sλ − S0 :
L2ν(∂Ω)→ L2ν(∂Ω)∩W1,2(∂Ω;Cd) is compact, so that Sλ = Sλ−S0 +S0 :
L2ν(∂Ω) → L2ν(∂Ω) ∩ W1,2(∂Ω;Cd) is a Fredholm operator as well, see
Schechter [85, Thm. 5.10]. By the very same theorem, the Fredholm
index of Sλ is zero because the Fredholm index of S0 is zero. Moreover,
as Sλ is injective by Proposition 4.3.1 it is also surjective. Consequently,
if g ∈ L2ν(∂Ω) ∩W1,2(∂Ω;Cd) there exists a unique f ∈ L2ν(∂Ω) such that
Sλf = g.
By uniqueness of the L2-Dirichlet problem for the Stokes resolvent, Sλf
coincides with the solution given by Theorem 4.1.7. By the invertibility
of S0 : L2ν(∂Ω)→ L2ν(∂Ω) ∩W1,2(∂Ω;Cd) and the triangle inequality
‖f‖L2(∂Ω;Cd) ≤ ‖S−10 ‖
{
‖Sλf − S0f‖W1,2(∂Ω;Cd) + ‖Sλf‖W1,2(∂Ω;Cd)
}
.
Here, we used the notation ‖S−10 ‖ for ‖S−10 ‖L(L2ν(∂Ω)∩W1,2(∂Ω;Cd),L2ν(∂Ω)). If
λ is small, we can absorb the first summand on the right-hand side into
the left-hand side by means of Lemma 4.3.5, to derive
‖f‖L2(∂Ω;Cd) ≤ C‖Sλf‖W1,2(∂Ω;Cd).
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If |λ| is large, use the estimate in Proposition 4.3.3 to get
‖f‖L2(∂Ω;Cd) ≤ C
{
‖∇tanSλf‖L2(∂Ω;Cd2 ) + |λ|
1
2 ‖Sλf‖L2(∂Ω;Cd)
+ |λ| ‖〈ν,Sλf〉‖W1,2(∂Ω)∗
}
.
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CHAPTER 5
The Stokes operator
The purpose of this chapter is twofold. On the one hand, it serves as
a collection of properties of the Stokes operator on bounded Lipschitz
domains that are well-known to experts and further properties that are
“easy to see”. We will provide proofs of these facts.
On the other hand, we establish new results, that open up the door for
an Lp-theory of the Navier-Stokes equations on three dimensional bounded
Lipschitz domains. The fact that the Stokes operator on Lpσ(Ω) has maxi-
mal Lq-regularity and various types of Lp-Lq-estimates of the Stokes semi-
group are the main results of this chapter, see Theorems 5.2.24 and 5.2.22.
Unfortunately, we did not succeed to prove gradient estimates for the
Stokes semigroup for p > 2. Nevertheless, several attempts to achieve
these, have lead to further insights about possible approaches to these
estimates. So, in Section 5.3, we present two possible approaches to es-
tablish gradient estimates. The first of these approaches leads to the result
that the boundedness of the H∞-calculus of the Stokes operator on Lpσ(Ω)
implies the validity of gradient estimates. In the second approach, we first
present a proof of the gradient estimates in the elliptic situation and then
we point out the differences to the situation of the Stokes equations.
Many properties rely on the Helmholtz projection and a representation
formula of this projection by means of the weak Neumann Laplacian.
Although the boundedness of the Helmholtz projection on Lp(Ω;Cd) for
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3/2− ε < p < 3 + ε and d ≥ 3 is already known due to Fabes, Mendez,
andMitrea [29], we present a different proof. With our proof, we obtain a
smaller interval for the boundedness of the Helmholtz projection, namely,
2d
d+ 1 − ε < p <
2d
d− 1 + ε.
However, our proof also covers the case d = 2, thereby revealing the
astonishing fact, that the interval of p’s, where the Helmholtz projection
is bounded, is independent of d, except for the case d = 2.
Furthermore, our approach enables us to prove the boundedness of the
Helmholtz projection on certain unbounded Lipschitz domains, i.e., do-
mains above the graph of a Lipschitz function. In view of the generaliza-
tion of Shen’s Lp-extrapolation theorem to unbounded domains, that are
not the whole space, see Theorem 3.1.2, it serves as a first application of
this result.
5.1 The Helmholtz projection on Lipschitz
domains
As was already introduced in Subsection 1.1.4, the Helmholtz projection
on L2(Ω;Cd) is the orthogonal projection P onto L2σ(Ω). As L2σ(Ω) is a
closed subspace of the Hilbert space L2(Ω;Cd), the Helmholtz projection
exists for every open set Ω and is bounded with operator norm being
one. The extension of this operator to Lp(Ω;Cd) is a non-trivial task,
see for example Theorem 1.1.19. If Ω is unbounded, there exist even
smooth domains, which are “sector-like” in a certain sense, such that
the Helmholtz projection does not extend to a bounded operator from
Lp(Ω;Cd) onto Lpσ(Ω) for certain p’s. More precisely, if Ω ⊂ R2 is has a
smooth boundary and satisfies Ω \B(0, R) = Sθ \B(0, R) for some R > 0
and θ ∈ (0, pi), then the boundedness of the Helmholtz projection fails on
Lp(Ω;R2) whenever
p /∈ [qθ, q′θ], qθ :=
2
1 + pi/(2θ) ,
1
qθ
+ 1
q′θ
= 1.
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This was proven by Maslennikova and Bogovski˘ı in [68]. Note that
the supremum of the qθ’s is given by
sup
θ∈(0,pi)
qθ =
2
1 + pi/(2pi) =
4
3
and that this coincides with 2d/(d + 1) if d = 2. Since such domains
will be covered by the theory presented in this section, the example of
Maslennikova and Bogovski˘ı shows the sharpness of our results for
two dimensional special Lipschitz domains. We start with the definition
of homogeneous Sobolev spaces.
Definition 5.1.1. For 1 < p <∞, define the homogeneous Sobolev space
W˙1,p(Ω) as the space of equivalence classes of functions u ∈ L1loc(Ω), such
that ∇u ∈ Lp(Ω) and where two functions are identified if they coincide
modulo an additional constant. The space is endowed with the norm
‖u‖W˙1,p(Ω) := ‖∇u‖Lp(Ω;Cd).
Remark 5.1.2. For a thorough investigation of homogeneous Sobolev
spaces, we refer to Galdi [34, Ch. II]. For example, [34, Lem. II.6.2]
states that W˙1,2(Ω) is a Hilbert space with inner product
〈u, v〉 :=
∫
Ω
〈∇u,∇v〉 dx.
Next, we define the divergence of a function f ∈ Lp(Ω;Cd) as an anti-
linear functional, acting on W˙1,p′(Ω), with p′ being the Hölder conjugate
exponent of p. This is done by defining
[div(f)](v) := −
∫
Ω
〈f,∇v〉 dx,
which is an element of the dual space of antilinear functionals on W˙1,p′(Ω),
for short, of (W˙1,p′(Ω))∗.
Additionally, define the weak Neumann Laplacian ∆N as the operator
∆N : W˙1,2(Ω)→ (W˙1,2(Ω))∗, u 7→
[
W˙1,2(Ω) 3 v 7→ −
∫
Ω
〈∇u,∇v〉 dx
]
.
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By the lemma of Lax–Milgram, we derive that for any antilinear functional
g ∈ (W˙1,2(Ω))∗ there exists a unique function u ∈ W˙1,2(Ω) such that
−∆Nu = g.
Because div(f) is an element of (W˙1,2(Ω))∗ for every f ∈ L2(Ω;Cd),
we deduce that (−∆N)−1 div(f) is in W˙1,2(Ω), so that the expression
∇(−∆N)−1 div(f) defines an element of L2(Ω;Cd).
As the following lemma shows, this expression is crucial for obtaining a
representation formula of P.
Lemma 5.1.3. Let Ω ⊂ Rd, d ≥ 2, be an open set. Then for all f ∈
L2(Ω;Cd) the following identity holds
Pf = f +∇(−∆N)−1 div(f).
Proof. We begin the proof by defining the operator
P˜ : L2(Ω;Cd)→ L2(Ω;Cd), f 7→ f +∇(−∆N)−1 div(f).
The aim is to show that P and P˜ coincide.
Claim 1: P˜ is bounded.
Denote the action of −∆Nu under v ∈ W˙1,2(Ω) by [−∆Nu](v). By
definition of the weak Neumann Laplacian and the divergence, we calculate
for f ∈ L2(Ω;Cd)∫
Ω
|∇(−∆N)−1 div(f)|2 dx =
[
−∆N(−∆N)−1 div(f)
]
((−∆N)−1 div(f))
= −
∫
Ω
〈f,∇(−∆N)−1 div(f)〉 dx.
Hölder’s inequality finally yields
≤ ‖f‖L2(Ω;Cd)‖∇(−∆N)−1 div(f)‖L2(Ω;Cd).
Claim 2: div(P˜f) = 0 for all f ∈ L2(Ω;Cd).
Let v ∈ W˙1,2(Ω). By means of the definition of div(f), we have
[div(P˜f)](v) = −
∫
Ω
〈P˜f,∇v〉 dx.
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Employing the definition of P˜f on the right-hand side delivers
= −
∫
Ω
〈f,∇v〉 dx−
∫
Ω
〈∇(−∆N)−1 div(f),∇v〉 dx.
The second integral on the right-hand side coincides with the expression
[−∆N(−∆N)−1 div(f)](v) = [div(f)](v), so that by definition of div(f)
= −
∫
Ω
〈f,∇v〉 dx+
∫
Ω
〈f,∇v〉 dx = 0.
Claim 3: P˜ is an orthogonal projection.
From Claim 2, we derive for f ∈ L2(Ω;Cd)
P˜P˜f = P˜f +∇(−∆N)−1 div(P˜f) = P˜f,
so that P˜ is a projection. Let additionally g ∈ L2(Ω;Cd). Then by defini-
tion of P˜∫
Ω
〈P˜f, [P˜− Id]g〉 dx =
∫
Ω
〈f,∇(−∆N)−1 div(g)〉 dx
+
∫
Ω
〈∇(−∆N)−1 div(f),∇(−∆N)−1 div(g)〉 dx.
Write the second integral on the right-hand side by means of the weak
Neumann Laplacian to derive
=
∫
Ω
〈f,∇(−∆N)−1 div(g)〉 dx
+
[
−∆N(−∆N)−1 div(f)
]
((−∆N)−1 div(g)).
By definition of div(f), this coincides with
=
∫
Ω
〈f,∇(−∆N)−1 div(g)〉 dx
−
∫
Ω
〈f,∇(−∆N)−1 div(g)〉 dx
= 0.
Claim 4: The operators P and P˜ coincide.
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It is classical, that on arbitrary open sets the orthogonal complement
of L2σ(Ω) is given by
G(Ω) := {∇u : u ∈ W˙1,2(Ω)},
see Sohr [90, Lem. II.2.5.1]. In Claim 2, we have seen that the rangeR(P˜)
of P˜ is contained in G(Ω)⊥, so that R(P˜) ⊂ L2σ(Ω). On the other hand,
R(P˜ − Id) = R(∇(−∆N)−1 div) ⊂ G(Ω). By Claim 3, we have R(P˜)⊥ =
R(P˜ − Id), so that L2σ(Ω) ⊂ R(P˜). We conclude that P˜ is an orthogonal
projection with R(P˜) = L2σ(Ω). Because this holds certainly true for the
Helmholtz projection, both projections P and P˜ must coincide.
Remark 5.1.4. I learned of the validity of the previous lemma due to a
private conversation with M. Geissert.
In the following, we are concerned with establishing the Lp-boundedness
of P if Ω ⊂ Rd, d ≥ 2, is either a bounded Lipschitz domain or a special
Lipschitz domain. The latter is defined as follows.
Definition 5.1.5. An open set Ω ⊂ Rd, d ≥ 2, is called a special Lipschitz
domain if there exists a Lipschitz continuous function η : Rd−1 → R such
that
Ω = {(x′, xd) ∈ Rd : xd > η(x′)}.
By Lemma 5.1.3 the restriction of the Helmholtz projection onto the
space L2(Ω;Cd) ∩ Lp(Ω;Cd) extends to a bounded operator on Lp(Ω;Cd)
if and only if this is the case for the operator ∇(−∆N)−1 div. Thus, it is
the aim to apply Theorem 3.1.2 to this operator with X = Y = Cd.
To prove the validity of the weak reverse Hölder estimates, recall the
non-tangential maximal functions Na, a > 0, defined in (4.13). The follow-
ing lemma will be crucial to prove these weak reverse Hölder estimates.
If d ≥ 3, we refer to Shen [89, p. 418] for a proof, see also Wei and
Zhang [97, Lem. 3.3]. The two dimensional case was treated by Bar-
ton [7, Lem. 3.3].
Lemma 5.1.6. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain. If
ϕ : Ω → CN is measurable, then there exists a constant C > 0 depending
only on d and the Lipschitz character of Ω such that
‖ϕ‖L2d/(d−1)(Ω;CN ) ≤ C‖N1ϕ‖L2(∂Ω).
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In the interior of Ω, weak reverse Hölder estimates are a consequence
of de Giorgi’s theorem, see Giaquinta and Martinazzi [37, Thm. 8.13],
applied to ∂i(−∆N)−1 div(f). Despite that, we will present a different
approach for two reasons. The first is, that it serves as a blue print for
a technique used in several other proofs in this chapter. The second is,
that the interior case for the Laplacian is the easiest situation, that can be
considered. Thus, one gets the ideas of the major steps in this technique
and a feeling for where the subtleties are in more complicated situations.
Note that this technique was used by Shen in order to derive weak re-
verse Hölder estimates for the Stokes resolvent, see [89, Lem. 6.1], and by
Wei and Zhang [97, Prop. 3.1] for the resolvent estimates of constant
coefficient elliptic systems subject to Neumann boundary conditions.
Proposition 5.1.7. Let Ω ⊂ Rd, d ≥ 2, be a bounded or special Lipschitz
domain and let r > 0 and x0 ∈ Ω be such that B(x0, 3r) ⊂ Ω. Then there
exists a constant C > 0 depending only on d such that for all f ∈ L2(Ω;Cd)
with f = 0 on B(x0, 3r), we have for u := (−∆N)−1 div(f)
(
1
rd
∫
B(x0,r)
|∇u| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
B(x0,2r)
|∇u|2 dx
) 1
2
holds.
Proof. First of all, note that for all v ∈ C∞c (B(x0, 3r))
0 = −
∫
B(x0,3r)
〈f,∇v〉 dx =
∫
B(x0,3r)
〈∇u,∇v〉 dx,
so that by means of Weyl’s lemma, see Giaquinta and Martinazzi [37,
Lem. 1.16], u is harmonic in B(x0, 3r) and thus smooth. Next, consider
the rescaled function ur(x) := u(rx) on B(r−1x0, 3). Choose s ∈ [1, 2] and
note that
(∫
B(r−1x0,1)
|∇ur|
2d
d−1 dx
) d−1
d
≤
(∫
B(r−1x0,s)
|∇ur|
2d
d−1 dx
) d−1
d
.
Then, appeal to Lemma 5.1.6 to deduce
≤ C
∫
∂B(r−1x0,s)
|N1∇ur|2 dσs,
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where σs denotes the surface measure on ∂B(r−1x0, s). By smoothness
of ur on B(r−1x0, 3), we find (∇ur)∗ ∈ L2(∂B(r−1x0, s)). Hence, for each
s ∈ [1, 2], ur solves the L2-Neumann problem with g := 〈νs,∇u〉, where νs
is the outward unit normal to ∂B(r−1x0, s). By means of Theorem 4.1.3
together with Lemma 4.1.15, we obtain the estimate
≤ C
∫
∂B(r−1x0,s)
|∇ur|2 dσs,
where C depends only on d, r0 (which belongs to B(r−1x0, s) as a Lipschitz
domain via Definition 1.3.1), and the Lipschitz character of B(r−1x0, s).
Moreover, since s ∈ [1, 2] is away from zero, the constant C can be chosen
to be uniform in s (note that the Lipschitz character of a domain is scaling
invariant, so that we have to ensure that r0 is not going to be arbitrarily
small. This is ensured if s is away from zero). Next, integrate the whole
inequality over s ∈ [1, 2] with respect to the Lebesgue measure on R. The
left-hand side being constant in s, we derive
(∫
B(r−1x0,1)
|∇ur|
2d
d−1 dx
) d−1
d
≤ C
∫ 2
1
∫
∂B(r−1x0,s)
|∇ur|2 dσs ds.
Next, compare σs and the (d− 1)-dimensional Hausdorff measure md−1 to
get
≤ CCd
∫ 2
1
∫
∂B(r−1x0,s)
|∇ur|2 dmd−1 ds,
where Cd is the comparison constant of σs and md−1, which depends
only on d. By means of the co-area formula, Theorem 1.3.22, with g :=
|∇ur|2 χB(r−1x0,2) and the Lipschitz continuous function
Rd 3 x 7→ |x− r−1x0|,
we can estimate the integral on the right-hand side by
d1/2
∫
B(r−1x0,2)
|∇ur|2 dx.
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Taking the square root of the resulting inequality, we altogether obtain(
1
rd
∫
B(x0,r)
|∇u| 2dd−1 dx
) d−1
2d
= 1
r
(∫
B(r−1x0,1)
|∇ur|
2d
d−1 dx
) d−1
2d
≤ [CCd]
1/2d1/4
r
(∫
B(r−1x0,2)
|∇ur|2 dx
) 1
2
= [CCd]1/2d1/4
(
1
rd
∫
B(x0,2r)
|∇u|2 dx
) 1
2
.
Recall the sets Ux0,r = {x0} + R−1x0 D(r) defined before (1.5) and recall
that Ω∩Ux0,r = Ω∩ [{x0}+R−1x0 Dηx0 (r)], see Definition 1.3.1. To establish
the weak reverse Hölder estimates on balls centered on ∂Ω, we will make a
detour by establishing the estimates on Ω∩Ux0,r first. Here, the goal is to
imitate the proof of Proposition 5.1.7. However, there is one critical point,
we have to discuss for this imitation. Recall that we used that ur solves the
L2-Neumann problem on B(r−1x0, s) with 〈νs,∇ur〉 being the boundary
data. Here, we were not in any trouble, because of the smoothness of ur
on all of B(r−1x0, 3).
Letting now u := (−∆N)−1 div(f), where f = 0 on Ω∩Ux0,3r, we see that
u in general is not smooth in a neighborhood of Ω ∩ Ux0,sr. Additionally,
since ∇u is merely in L2(Ω ∩ Ux0,3r) one cannot even take its trace at the
boundary of Ω ∩ Ux0,sr in order to define the boundary data required for
the L2-Neumann problem. Instead, we do the following. Since∫
Ω∩Ux0,3r
〈∇u,∇ψ〉 dx = 0 (ψ ∈ C∞c (Ω ∩ Ux0,3r)),
an application of Weyl’s lemma, see [37, Lem. 1.16], shows that u has a
representative u that is harmonic and thus smooth in Ω ∩ Ux0,3r. We see,
that we have no trouble with evaluating u on the boundary of Ω ∩ Ux0,sr
that lies in the interior of Ω, i.e., on Ω∩ ∂Ux0,sr. Moreover, since u lies in
the domain of the Neumann Laplacian, its Neumann data on ∂Ω should
vanish (in a certain sense). Thus, it seems reasonable, that if u solves an
L2-Neumann problem on Ω ∩ Ux0,sr at all, then, this is the L2-Neumann
problem corresponding to the data
g :=
〈νUx0,sr ,∇u〉, on Ω ∩ ∂Ux0,sr0, on ∂Ω ∩ Ux0,sr,(5.1)
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where νUx0,sr denotes the outward unit normal to ∂Ux0,sr. Note that it is
not at all clear, whether g ∈ L2(∂[Ω∩Ux0,sr]). However, by an integration
argument, we will see that this holds true for almost every s ∈ [1, 2].
The following lemma shows that u solves the L2-Neumann problem with
boundary data defined in (5.1), whenever this lies in L2(∂[Ω∩Ux0,sr]). To
formulate this lemma, recall that L20 means L2-integrable with mean zero
and that r0 andM denote the quantities corresponding to Ω as a bounded
Lipschitz domain, see Definition 1.3.1.
Lemma 5.1.8. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain,
and let 0 < r ≤ r0/3 and x0 ∈ ∂Ω. Let f ∈ L2(Ω;Cd) with f = 0 in
Ω ∩ Ux0,3r and u := (−∆N)−1 div(f). Then, with the definitions above,
g ∈ L20(∂[Ω ∩ Ux0,sr]) for almost every s ∈ [1, 2] and u solves the L2-
Neumann problem in Ux0,sr with boundary data g for these s.
Proof. Apply the co-area formula, Theorem 1.3.22, with the function
g := |∇u|2 χΩ∩Ux0,2r and the Lipschitz continuous function
Rd 3 x 7→ s iff x ∈ ∂Ux0,sr
and let this function be zero at r−1x0. Due to the equivalence of the (d−1)-
dimensional Hausdorff measure md−1 and the surface measure σUx0,sr on
∂Ux0,sr, there exists a number C > 0 depending only on d, M , and r such
that ∫ 2
0
∫
Ω∩∂Ux0,sr
|∇u|2 dσUx0,sr ds ≤ C
∫
Ux0,2r
|∇u|2 dx <∞.
Consequently, there exists a set N ⊂ [1, 2] of measure zero, such that
g ∈ L2(∂[Ω ∩ Ux0,sr]) for all s ∈ [1, 2] \ N . Fix s suchlike in the following.
What we would like to do next, is to manipulate∫
Ω∩Ux0,sr
〈∇u,∇ψ〉 dx
for ψ ∈W1,2(Rd) by means of a partial integration. Unfortunately, we can-
not do that directly due to the lack of integrability of the second derivatives
of u. The Neumann boundary conditions are realized in the sense of the
validity of a suitable integration by parts. For example∫
Ω∩Ux0,3r
〈∇u,∇ψ〉 dx = 0(5.2)
128
5.1 The Helmholtz projection on Lipschitz domains
holds true for all ψ ∈ W1,2Ω∩∂Ux0,3r(Ω ∩ Ux0,3r), which is the Sobolev space
adapted to mixed boundary conditions from Definition 1.1.11. These are
valid test functions, as one can simply extend them to all of Ω by zero.
We will describe in the following, how to use (5.2) to perform the desired
integration by parts above.
For this purpose, let A(s) := ∂Ω ∩ ∂Ux0,sr denote the points in the
interface between the cylinder barrel of Ux0,sr and ∂Ω. If d = 2, A(s)
consists simply of two points and, if d ≥ 3, then A(s) is the bi-Lipschitz
image under the coordinate function Φx0,sr (that corresponds to Ux0,sr
via (1.5)) of the sphere ∂B′(0, sr) ⊂ Rd−1. Thus, in the case d ≥ 3, the
(d− 2)-dimensional Hausdorff measure of A(s) can be compared with
md−2({x ∈ Rd : xd = 0, |x′| = sr}) <∞.(5.3)
Let ψ ∈ C∞c (Rd \ A(s)). Since A(s) is closed and since the support of
ψ is compact, one finds 0 < κ < r such that
Aκ(s) := {x ∈ Rd : dist(x,A(s)) < κ} ⊂ supp(ψ)c.
Let ϑ be a smooth cut-off function, being one in supp(ψ)∩Ω∩Ux0,sr and
zero in [Ω∩U cx0,sr+κ/4]∪Aκ/2(s). Since κ is supposed to be less than r and
since s ∈ [1, 2], we find that ψϑ vanishes in a neighborhood of Ω∩∂Ux0,3r,
i.e., that ψϑ ∈W1,2Ω∩∂Ux0,3r(Ω ∩ Ux0,3r). See Figure 5 for a draft.
For h > 0 define
Uh,+x0,tr := {x0}+R−1x0 Dηx0+h(tr) (t ∈ [1, 3]).
This set is almost the set Ω∩Ux0,tr but the portion of the boundary which
comes from ∂Ω is shifted inside Ω by h. Denote the outward unit normal
to ∂Uh,+x0,tr by νht and the surface measure on ∂U
h,+
x0,tr by σht . Appealing
to (5.2) and the dominated convergence theorem
0 = lim
h↘0
∫
Uh,+x0,3r
〈∇u,∇[ψϑ]〉 dx.
Integration by parts then yields
= lim
h↘0
[
−
∫
Uh,+x0,3r
∆uψϑ dx+
∫
∂Uhx0,3r
〈νh,+3 ,∇u〉ψϑ dσh3
]
.
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Ux0,sr
Ux0,sr+κ/4
Aκ/2(s)
Aκ/2(s)
supp(ψ)
Ωc
Ω
Figure 5: The function ϑ is supposed to be one in the intersection of
supp(ψ) with Ω and the inner cylinder and zero on the union of
Aκ/2(s) and the portion of the complement of the outer cylinder,
that lies inside Ω.
The first integral vanishes since u is harmonic. For the second integral,
decompose ∂Uh,+x0,3r into ∂U
h,+
x0,3r∩Ux0,sr and ∂Uh,+x0,3r∩U cx0,sr. By construction,
ψϑ vanishes on ∂Uh,+x0,3r ∩ U cx0,sr if h is small enough. Recall that ϑ is one
on supp(ψ) ∩ Ω ∩ Ux0,sr, so that the limit turns into
= lim
h↘0
∫
∂Uh,+x0,3r
∩Ux0,sr
〈νhs ,∇u〉ψ dσh3 .
Finally, note that since ψ vanishes on Aκ(s), the integration is actually
performed on [∂Uh,+x0,3r ∩ Ux0,sr] \ Aκ(s). Since σhs and σh3 coincide on this
set, we have
= lim
h↘0
∫
∂Uh,+x0,3r
∩Ux0,sr
〈νhs ,∇u〉ψ dσhs .
Starting an integration by parts again, but this time on Ux0,sr, the domi-
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nated convergence theorem yields∫
Ω∩Ux0,sr
〈∇u,∇ψ〉 dx = lim
h↘0
∫
Uh,+x0,sr
〈∇u,∇ψ〉 dx
= lim
h↘0
∫
∂Uh,+x0,sr\Ux0,sr
〈νhs ,∇u〉ψ dσhs
+ lim
h↘0
∫
∂Uh,+x0,sr∩Ux0,sr
〈νhs ,∇u〉ψ dσhs .
The second limit vanishes due to the previous calculation combined with
∂Uh,+x0,3r ∩ Ux0,sr = ∂Uh,+x0,sr ∩ Ux0,sr.
For the first integral, note that νhs coincides with νUx0,sr on ∂U
h,+
x0,sr \Ux0,sr.
Moreover, since ψ = 0 on Aκ(s), the first integration is acutally performed
on [∂Uh,+x0,sr \ Ux0,sr] \ Aκ(s). Note that σhs and σUx0,sr coincide on this set
and that we have [∂Uh,+x0,sr \ Ux0,sr] \Aκ(s) = ∂[Ω ∩ Ux0,sr] \Aκ(s) for all h
that are small enough. This implies the convergence of the first integral.
Thus, ∫
Ω∩Ux0,sr
〈∇u,∇ψ〉 dx =
∫
Ω∩∂Ux0,sr
〈νUx0,sr ,∇u〉ψ dσUx0,sr .(5.4)
Since s is chosen such that∫
Ω∩∂Ux0,sr
|∇u|2 dσUx0,sr
is finite, we conclude by density that (5.4) holds for all ψ ∈W1,20 (Rd\A(s)).
Moreover, by (5.3), the (d − 2)-dimensional Hausdorff measure of A(s)
is finite for d ≥ 3. Thus, an application of Adams and Hedberg [2,
Thm. 5.1.9] shows that A(s) is “thin” in a certain sense (the (1, 2)-capacity
of A(s) is zero). In two dimensions the assumption of [2, Thm. 5.1.9] is
satisfied since A(s) is a two-point set and since log(2/t) → ∞ as t →
0. Thus, the (1, 2)-capacity of A(s) vanishes as well. Then, a classical
approximation theorem due to Hedberg andWolff, see [2, Thm. 9.1.3],
shows that
W1,20 (Rd \ A(s)) = W1,2(Rd)
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holds, so that (5.4) holds for all ψ ∈ W1,2(Rd). The first consequence of
this fact is that g has mean zero on ∂[Ω ∩ Ux0,sr], as one can take in (5.4)
a function ψ that is constantly one on a neighborhood of Ω ∩ Ux0,sr.
Next, let v be a solution to the L2-Neumann problem, whose existence
is granted by Theorem 4.1.3. In the following, we show that v = u + c
holds in Ω∩Ux0,sr for some constant c ∈ C. To do so, recall that Ω∩Ux0,sr
is a bounded Lipschitz domain by Lemma 1.3.25. Let Ωk be a sequence of
smooth domains approximating Ω from inside, whose existence is ensured
by Proposition 1.3.19. Then, an integration by parts reveals∫
Ωk
〈∇v,∇ψ〉 dx =
∫
∂Ωk
〈νk,∇v〉ψ dσk (ψ ∈ C∞c (Rd)),
where νk and σk denote the outward unit normal and the surface measure
of ∂Ωk, respectively. Note that ∇v ∈ L 2dd−1 (Ω∩Ux0,sr) ⊂ L2(Ω∩Ux0,sr) by
combining Lemma 5.1.6 with Lemma 4.1.15, so that we can take the limit
on the left-hand side of the equality above. Moreover, νk converges point-
wise almost everywhere to the outward unit normal to ∂[Ω ∩ Ux0,sr], so
that 〈νk,∇v〉 converges non-tangentially almost everywhere to the bound-
ary datum g. As in the proof of Lemma 1.3.21 one uses the dominated
convergence theorem to deduce that one can take the limit on the right-
hand side, to obtain∫
Ω∩Ux0,sr
〈∇v,∇ψ〉 dx =
∫
Ω∩∂Ux0,sr
〈νUx0,sr ,∇u〉ψ dσUx0,sr ,(5.5)
By density, this holds for all ψ ∈W1,2(Rd). In conclusion, we find∫
Ω∩Ux0,sr
〈∇(u− v),∇ψ〉 dx = 0 (ψ ∈W1,2(Rd)).
By smoothness of v, we have v ∈ L2loc(Ω ∩ Ux0,sr). Moreover, we already
know that∇v ∈ L2(Ω∩Ux0,sr). Thus, by means of Galdi [34, Rem. II.6.2],
we find v ∈W1,2(Ω ∩ Ux0,sr).
Next, let ψ be any W1,2(Rd)-extension of u−v (for the existence of such
an extension note that Ω∩Ux0,sr is a bounded Lipschitz domain and then
consult Stein [92, Thm. VI.5]). Then, one deduces∫
Ω∩Ux0,sr
|∇(u− v)|2 dx = 0.
This concludes the proof.
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Now, we are in the position to imitate the proof of the interior weak
reverse Hölder estimates.
Proposition 5.1.9. Let Ω ⊂ Rd, d ≥ 2, be a bounded or special Lipschitz
domain, and let 0 < r < r0/3 (r0 is set to infinity for special Lipschitz
domains) and x0 ∈ ∂Ω. Then there exists a constant C > 0 depending only
on d and M such that for all f ∈ L2(Ω;Cd) with f = 0 in Ω∩B(x0, 2α1r),
u := (−∆N)−1 div(f), and α1 = [4 + [20d(M + 1)]2]1/2
(
1
rd
∫
Ω∩B(x0,r)
|∇u| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
Ω∩B(x0,α1r)
|∇u|2 dx
) 1
2
holds.
Proof. We proceed similarly to the proof of Proposition 5.1.7, but by
establishing the weak reverse Hölder estimates on the sets Ux0,r first.
Let r be such that 3r < r0. Appealing to Lemma 5.1.8, u has a represen-
tative u which solves for almost every s ∈ [1, 2] the L2-Neumann problem
in Ux0,sr with boundary data given by (5.1). Fix s suchlike and consider
the rescaled function ur : r−1[Ω ∩ Ux0,sr] → C defined by ur(x) := u(rx)
and derive the representation
r−1[Ω ∩ Ux0,sr] = {r−1x0}+ r−1R−1x0 Dηx0 (sr)
= {r−1x0}+R−1x0 Dr−1ηx0 (r·)(s) =: U resc,+x0,s .
Note that r−1ηx0(r·) is Lipschitz continuous with Lipschitz constant M .
By virtue of Lemma 1.3.25 the sets U resc,+x0,s are Lipschitz domains. More-
over, ur solves the L2-Neumann problem in U resc,+x0,s with the rescaled
boundary data
gr :=
〈νUresc,+x0,s ,∇ur〉, on ∂U
resc,+
x0,s ∩ r−1Ω
0, on ∂U resc,+x0,s ∩ r−1∂Ω.
Since ur + c has a representation via a single layer potential for some
c ∈ C by Theorem 4.1.3, we can use Lemma 4.1.15 to conclude that
ur solves the L2-Neumann problem with respect to the non-tangential
maximal function Na (which is defined in (4.13)) for some a > 0. Due
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to Remarks 4.1.4, 1.3.16 (3), and 1.3.27, the respective constant in the
inequality
‖Na∇ur‖L2(∂Uresc,+x0,s ) ≤ C‖gr‖L2(∂Uresc,+x0,s )(5.6)
depends merely on d,M , and some dimensional constants r˜ and n0 arising
from a covering of ∂U resc,+x0,s by cylinders. Note that this can be performed
uniformly in s, so that C is independent of s. Using Lemma 5.1.6 together
with Proposition 4.1.11, we find
(∫
Uresc,+x0,1
|∇ur|
2d
d−1 dx
) d−1
d
≤ C
∫
∂Uresc,+x0,s
|Na∇ur|2 dσUresc,+x0,s .
Since gr vanishes on ∂U resc,+x0,s ∩ r−1∂Ω, this is estimated by means of (5.6)
by
≤ C
∫
∂Uresc,+x0,s \r−1∂Ω
|∇ur|2 dσUresc,+x0,s .
Note that C is independent of s since s is bounded away from zero, so
that by Lemma 1.3.25 the quantities that describe U resc,+x0,s as a Lipschitz
domain are uniform. Next, with a constant depending only on d and
M , the surface measure σUresc,+x0,s is equivalent to the (d − 1)-dimensional
Hausdorff measure on Rd. Integrate the inequality over s ∈ [1, 2] (recall
that the inequality above holds for almost every s ∈ [1, 2]). Then define
the Lipschitz continuous function
x 7→ s iff x ∈ r−1Ux0,sr,
which is set to zero at r−1x0. This function has a Lipschitz constant
depending only on d. Using this function together wih g := |∇ur|2χUresc,+x0,2
to appeal to the co-area formula, Theorem 1.3.22, we find
(∫
Uresc,+x0,1
|∇ur|
2d
d−1 dx
) d−1
d
≤ C
∫ 2
0
∫
∂Uresc,+x0,s \r−1∂Ω
|∇ur|2 dmd−1 ds
≤ C
∫
Uresc,+x0,2
|∇ur|2 dx.
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Employing the change of variables rx = y proves
(
1
rd
∫
Ω∩Ux0,r
|∇u| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
Ω∩Ux0,2r
|∇u|2 dx
) 1
2
.
To obtain the weak reverse Hölder estimates on balls, note that
B(x0, r) ⊂ Ux0,r and Ux0,2r ⊂ B(x0, [4 + [20d(M + 1)]2]1/2r).
This concludes the proof.
Now, we can prove the desired Lp-boundedness of the Helmholtz pro-
jection.
Theorem 5.1.10. Let Ω ⊂ Rd, d ≥ 2, be a bounded or special Lipschitz
domain. Then there exists ε > 0 depending only on d and M such that
for all p with
2d
d+ 1 − ε < p <
2d
d− 1 + ε
the restriction of operator ∇(−∆N)−1 div ∈ L(L2(Ω;Cd)) onto L2(Ω;Cd)∩
Lp(Ω;Cd) extends to a bounded operator on Lp(Ω;Cd).
For the same range of p’s, the restriction of the Helmholtz projection P
onto L2(Ω;Cd)∩Lp(Ω;Cd) extends to a projection on Lp(Ω;Cd) with range
Lpσ(Ω).
Proof. Consider the operator T := ∇(−∆N)−1 div ∈ L(L2(Ω;Cd)). This
operator satisfies the weak reverse Hölder estimates proven in Proposi-
tions 5.1.7 and 5.1.9. We appeal to the self-improving property of weak
reverse Hölder estimates as follows.
Step 1: Getting an ε more.
Let x0 ∈ Ω and r > 0 be such thatB(x0, 3r) ⊂ Ω. Define p := 2d/(d−1),
let f ∈ L2(Ω;Cd) be zero in B(x0, 3r), and define u := Tf .
Let y ∈ B(x0, 2r) and r′ > 0 be such that B(y, 2r′) ⊂ B(x0, 2r). It is
clear that B(y, 3r′) ⊂ B(x0, 3r), so that f vanishes also in B(y, 3r′). By
means of Proposition 5.1.7, the weak reverse Hölder estimate
(
1
(r′)d
∫
B(y,r′)
|u|p dx
) 1
p
≤ C
(
1
(r′)d
∫
B(y,2r′)
|u|2 dx
) 1
2
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holds. Apply Proposition 3.1.4 with Ω = B(x0, 2r) and q = p/2 to con-
clude that there exists an ε > 0 depending only on d and C such that for
all y ∈ B(x0, 2r) and r′ > 0 with B(y, 2r′) ⊂ B(x0, 2r)
(
1
(r′)d
∫
B(y,r′)
|u|p+ε dx
) 1
p+ε
≤ C
(
1
(r′)d
∫
B(y,2r′)
|u|p dx
) 1
p
.
To conclude the improvement for the inner estimates take y = x0 and
r′ = r/2.
If x0 ∈ ∂Ω and 0 < r < r0/3, let f ∈ L2(Ω;Cd) be zero in Ω ∩
B(x0, 2α1r), where α1 is as in Proposition 5.1.9. Define again u := Tf .
Let y ∈ B(x0, 2r) and r′ > 0 be such that B(y, 2r′) ⊂ B(x0, 2r) and
Ω ∩B(y, 2r′) 6= ∅. Since α2 ≥ 2, we have B(y, α2r′) ⊂ B(x0, α2r), so that
f vanishes on B(y, α2r′). By means of Lemma 3.2.2, we find that also
(
1
(r′)d
∫
Ω∩B(y,r′)
|u|p dx
) 1
p
≤ C
(
1
(r′)d
∫
Ω∩B(y,2r′)
|u|2 dx
) 1
2
.
is valid. Now, we conclude the higher integrability as in the interior case,
but by extending u trivially to all of B(x0, α2r) by zero. Since ε depends
only on the constant of the weak reverse Hölder estimates and of d, the
number ε is the same for all x0 and all radii r.
Step 2: Concluding the boundedness.
By Theorem 3.1.2 the restriction of T onto L2(Ω;Cd)∩Lp(Ω;Cd) extends
to a bounded operator on Lp(Ω;Cd) if
2 < p < 2d
d− 1 + ε.
By duality, the same holds true for T on Lp(Ω;Cd) for
2d
d+ 1 − ε < p < 2.
This proves the first part of the theorem.
Use the representation P = Id +∇(−∆N)−1 div proven in Lemma 5.1.3
to conclude that the restriction of P onto L2(Ω;Cd)∩Lp(Ω;Cd) extends to
a bounded operator Pp on Lp(Ω;Cd) for p satisfying both of the conditions
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above. That Pp is a projection is clear because the identity PpPp = Pp
holds on a dense subset, namely on L2(Ω;Cd) ∩ Lp(Ω;Cd).
Step 3: Identification of the range of Pp.
To identify the range of Pp note that any projection has a closed range
and that C∞c,σ(Ω) ⊂ R(Pp) since this holds true for p = 2, see Lemma 5.1.3.
It follows that Lpσ(Ω) ⊂ R(Pp).
To prove the other inclusion, let f ∈ Lp(Ω;Cd) and (fn)n∈N ⊂ C∞c (Ω;Cd)
with fn → f in Lp(Ω;Cd). Since P extends to the bounded operator Pp
on Lp(Ω;Cd), we find that Ppf = limn→∞ Pfn. This implies that∫
Ω
〈Ppf, v〉 dx = lim
n→∞
∫
Ω
〈Pfn, v〉 dx = 0,(5.7)
whenever v ∈ G2(Ω) ∩Gp′(Ω), where p′ is the Hölder conjugate exponent
to p, and
Gr(Ω) := {v ∈ Lr(Ω;Cd) : ∃pi ∈ Lrloc(Ω) with ∇pi = v} (1 < r <∞).
Assume for a moment that every function v ∈ Gp′(Ω) can be approximated
by a sequence (vn)n∈N ⊂ G2(Ω) ∩ Gp′(Ω) in the Lp′(Ω;Cd)-norm. In this
situation, (5.7) would hold for all v ∈ Gp′(Ω) by density. An application
of Galdi [34, Lem. III.2.1] then shows that f ∈ Lpσ(Ω).
To establish the approximation result, let v ∈ Gp′(Ω) and let pi ∈ Lp′loc(Ω)
be such that ∇pi = v. The function pi then lies in an equivalence class of
the homogeneous Sobolev space W˙1,p′(Ω).
If Ω is bounded, then the approximation result in [34, Thm. II.7.2]
shows that there exists a sequence (ϕn)n∈N ⊂ C∞(Ω) with ∇ϕn → v in
Lp′(Ω;Cd) as n→∞.
If Ω is a special Lipschitz domain, we transform the special Lipschitz do-
main onto the upper half-space and use the corresponding approximation
results for the upper half-space. Define
Φ : Rd → Rd, x 7→ (x′, xd − η(x′)),
where η : Rd−1 → R represents ∂Ω. The function Φ is bi-Lipschitzian with
bi-Lipschitz constant M + 1 and maps Ω onto the upper half-space Rd+.
Since pi ∈ W1,1(K) for every compact set K ⊂ Ω, a change of variables,
see Theorem 1.3.4, shows that pi ◦ Φ gives rise to an equivalence class in
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W˙1,p′(Rd+). Use the approximation result in [34, Thm. II.7.8] to obtain
a sequence (ψn)n∈N ⊂ C∞c (Rd+) with ∇ψn → ∇[pi ◦ Φ] in Lp′(Rd+;Cd) as
n→∞. Define ϕn := ψn ◦ Φ−1 and calculate by using the chain rule and
change of variables∫
Ω
|∂jϕn(x)− ∂jpi(x)|p
′
dx
=
∫
Ω
∣∣∣〈[∇ψn](Φ−1(x))− [∇pi ◦ Φ](Φ−1(x)), ∂jΦ−1(x)〉∣∣∣p′ dx
≤ (M + 1)p′
∫
Rd+
|[∇ψn](y)− [∇pi ◦ Φ](y)|p
′
dy,
which converges to zero as n→∞.
Convention 5.1.11. For the rest of this thesis, we refer to the Helmholtz
projection on Lp(Ω;Cd) by Pp, even if p = 2.
5.2 The Stokes operator and semigroup
The Stokes operator and the Stokes semigroup are one of the central ob-
jects in the study of incompressible fluid flow. Especially, they are fun-
damental for the approaches of Kato and Fujita [60], Kato [59], and
Giga [41]. For bounded and smooth domains, the articles of Solon-
nikov [91], Giga [39], and of Giga and Miyakawa [42] lay the founda-
tion of the semigroup theory and the study of the domains of fractional
powers of the Stokes operator if the underlying domain is smooth.
On bounded Lipschitz domains, there are only recent developments in
the study of the Stokes operator and the Stokes semigroup. The articles
of Brown and Shen [13], Mitrea and Monniaux [75] and Mitrea,
Monniaux, and Wright [76] give a clear and good impression of the
situation in L2σ(Ω) under Dirichlet and Neumann boundary conditions.
Furthermore, Mitrea and Wright [77] establish mapping properties of
the Stokes operator in the scale of Besov and Triebel-Lizorkin spaces.
Thereby, they make it possible to obtain embeddings of the domain of
the Stokes operator, when considered as an operator on Lpσ(Ω) with p in a
certain interval about 2. In this context, we should also mention the work
of Geng and Kilty [36], who establish Lp-estimates of the gradient of
the solution to the Stokes equations with right-hand sides in divergence
form.
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The breakthrough in the study of the Stokes semigroup on Lpσ(Ω) was
made by Shen [89] by showing that the Stokes operator on Lpσ(Ω) gen-
erates a bounded analytic semigroup, again with p in a certain interval
around 2.
In this section, we will introduce the Stokes operator on L2σ(Ω) as pro-
posed in [75] and will establish some of the elementary properties of the
Stokes operator. We will collect known results and prove easy properties,
whose proofs could not be found by the author in the literature. In the
end of this section, we will prove that the Stokes operator has maximal
Lq-regularity and establish various types of Lp-Lq-estimates of the Stokes
semigroup. These two results unkown until the present moment and open
up the door to develop an Lp-theory of the Navier-Stokes equations.
5.2.1 The Stokes operator on L2σ(Ω)
We start with the definition of the Stokes operator on L2σ(Ω) via the stan-
dard form method.
Definition 5.2.1. Let Ω ⊂ Rd, d ≥ 3, be any open set. Define the
sesquilinear form
a : W1,20,σ(Ω)×W1,20,σ(Ω)→ C, (u, v) 7→
∫
Ω
〈∇u,∇v〉 dx.
The Stokes operator on L2σ(Ω) is the operator A2, whose domain D(A2) is
given by{
u ∈W1,20,σ(Ω) : ∃f ∈ L2σ(Ω) s.t. ∀v ∈W1,20,σ(Ω) : a(u, v) =
∫
Ω
〈f, v〉 dx
}
.
With f belonging to u ∈ D(A2) via the relationship given in the definition
of D(A2), we define
A2u := f.
Remark 5.2.2. By classical form theory, see Kato [58], it is clear that
A2 is a densely defined and closed operator. By the symmetry of a, A2 is
self-adjoint and since additionally
a(u, u) = ‖∇u‖2L2(Ω;Cd2 ) ≥ 0 (u ∈W1,20,σ(Ω)),
we find that the spectrum lies on the non-negative real axis.
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On bounded Lipschitz domains Ω, there is the following characterization
of D(A2), see [75, Thm. 4.7].
Theorem 5.2.3. If Ω ⊂ Rd, d ≥ 3, is a bounded Lipschitz domain, then
the domain of the Stokes operator on L2σ(Ω) is given by
{u ∈W1,20,σ(Ω) : ∃pi ∈ L2(Ω) s.t. −∆u+∇pi ∈ L2σ(Ω)},
where −∆u +∇pi ∈ L2σ(Ω) is understood in the sense of distributions. If
pi is the pressure belonging to u ∈ D(A2), then A2u is given by
A2u = −∆u+∇pi.
To establish resolvent estimates in L2σ(Ω) the following lemma is impor-
tant. Note that we state it in a far more general form as it is needed in
this chapter. However, this generality allows us to use it in Chapter 7
again.
Lemma 5.2.4. Let θ1, θ2 ∈ [0, pi) with θ := θ1 +θ2 < pi. Then, there exists
a constant Cθ, depending only on θ, such that for all A ≥ 0, λ ∈ Sθ1, and
B ∈ Sθ2 the inequality
|Aλ+B| ≥ Cθ{A |λ|+ |B|}
holds.
Proof. Note that λB lies in the sector Sθ. This shows that
|λA+B|2 = |λ|2A2 + 2ARe(λB) + |B|2
≥ |λ|2A2 + 2A |B| |λ| cos(θ) + |B|2 .
If θ ≤ pi/2, then the right-hand side is greater or equal than |λ|2A2 + |B|2.
If θ ∈ (pi/2, pi), use 2A |B| |λ| ≤ |λ|2A2 +B2 to derive that the right-hand
side is greater or equal than
(1 + cos(θ))|λ|2A2 + (1 + cos(θ))|B|2.
The lemma follows by means of the inequality
[
|λ|2A2 + |B|2
]1/2 ≥ |λ|A+ |B|√
2
.
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For a function F ∈W1,p(Ω;Cd×d) define its divergence as the vector
div(F ) :=

∑d
i=1 ∂iFi1
...∑d
i=1 ∂iFid
 .(5.8)
Next, we present the classical proof of the resolvent and the gradient
estimates of A2.
Proposition 5.2.5. Let Ω be open and θ ∈ [0, pi). Then there exists
a constant C > 0 depending only on θ, such that for all λ ∈ Sθ and
f ∈ L2σ(Ω)
|λ| ‖(λ+ A2)−1f‖L2(Ω;Cd) ≤ C‖f‖L2(Ω;Cd)
|λ|1/2 ‖∇(λ+ A2)−1f‖L2(Ω;Cd2 ) ≤ C‖f‖L2(Ω;Cd).
If Ω is bounded, then A2 is invertible and the inverse is bounded from
L2σ(Ω) into W
1,2
0,σ(Ω).
Moreover, for all λ ∈ Sθ the operator
(λ+ A2)−1P2 div : W1,20 (Ω;Cd×d)→W1,20,σ(Ω;Cd)
extends to a bounded operator on all of L2(Ω;Cd×d), which satisfies for all
F ∈ L2(Ω;Cd×d)
|λ|1/2 ‖(λ+ A2)−1P2 div(F )‖L2(Ω;Cd) ≤ C‖F‖L2(Ω;Cd×d)
‖∇(λ+ A2)−1P2 div(F )‖L2(Ω;Cd) ≤ C‖F‖L2(Ω;Cd×d)
where C is the same constant as above.
If Ω is bounded, then A−12 P2 div extends to a bounded operator from
L2(Ω;Cd×d) into W1,20,σ(Ω;Cd).
Proof. Using Lemma 5.2.4, we see that for all u ∈W1,20,σ(Ω)∣∣∣∣λ ∫Ω |u|2 dx+ a(u, u)
∣∣∣∣ ≥ Cθ{ |λ| ‖u‖2L2(Ω;Cd) + ‖∇u‖2L2(Ω;Cd2 )}.(5.9)
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Consequently, by the lemma of Lax–Milgram, for any λ ∈ Sθ and f ∈
L2σ(Ω) we find a unique u ∈W1,20,σ(Ω) such that
λ
∫
Ω
〈u, v〉 dx+ a(u, v) =
∫
Ω
〈f, v〉 dx (v ∈W1,20,σ(Ω;Cd)).
Plugging u into this equality, an application of (5.9) and Hölder’s inequal-
ity yield
|λ| ‖u‖2L2(Ω;Cd) + ‖∇u‖2L2(Ω;Cd2 ) ≤ C−1θ ‖f‖L2(Ω;Cd)‖u‖L2(Ω;Cd).
Forgetting the term involving the gradient on the left-hand side yields the
first inequality.
For the second inequality, use Young’s inequality to derive
C−1θ ‖f‖L2(Ω;Cd)‖u‖L2(Ω;Cd) ≤
1
4C2θ |λ|
‖f‖2L2(Ω;Cd) + |λ| ‖u‖2L2(Ω;Cd)
and cancel the terms involving the L2-norm of u in the inequality before.
If f = P2 div(F ) for some F ∈ W1,20 (Ω;Cd×d), we find by the self-
adjointness of P2 and by integration by parts∫
Ω
〈P2 div(F ), v〉 dx =
d∑
i,j=1
∫
Ω
∂iFijvj dx
= −
d∑
i,j=1
∫
Ω
Fij∂ivj dx (v ∈W1,20,σ(Ω;Cd)).
Thus, similarly as above, we derive
|λ| ‖u‖2L2(Ω;Cd) + ‖∇u‖2L2(Ω;Cd2 ) ≤ C−1θ ‖F‖L2(Ω;Cd×d)‖∇u‖L2(Ω;Cd2 ).
The estimate on ∇u follows simply by forgetting the L2-norm of u on the
left-hand side. An application of Young’s inequality
C−1θ ‖F‖L2(Ω;Cd×d)‖∇u‖L2(Ω;Cd2 ) ≤
1
4C2θ
‖F‖2L2(Ω;Cd×d) + ‖∇u‖2L2(Ω;Cd2 )
delivers the estimate on u.
Finally, the statements for bounded domains follow by an application
of Poincaré’s inequality
a(u, u) ≥ C‖u‖2W1,2(Ω;Cd) (u ∈W1,20,σ(Ω))
with a positive constant C and by the Lax–Milgram lemma.
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Now, that we know that A2 is sectorial of any angle ω ∈ [0, pi), we can
consider fractional powers of the Stokes operator. The following charac-
terization of the domains D(As2) with 0 < s < 3/4, s 6= 1/4, was crucial
in [75] and will be similarly important in this treatise. For a proof of the
theorem, see [75, Cor. 5.2 & Thm. 5.3].
Theorem 5.2.6 (Mitrea,Monniaux). Let Ω ⊂ Rd, d ≥ 3, be a bounded
Lipschitz domain. Then for each 0 < s < 3/4, there exists a constant
C > 0 such that
‖u‖H2s,2(Ω;Cd) ≤ C‖As2u‖L2(Ω;Cd) (u ∈ D(As2)).
Moreover, there exists a constant C > 0 such that
‖u‖H3/2,2(Ω;Cd) ≤ C‖u‖D(A2) (u ∈ D(A2)).
The previous results describe the situation in L2σ(Ω) very well and we
will turn to investigate the situation in Lpσ(Ω) for p 6= 2.
5.2.2 The Stokes operator on Lpσ(Ω)
We start with the definition of the Stokes operator for p > 2.
Definition 5.2.7. For p > 2, define the Lpσ-realization Ap of A2 as the
part of A2 in Lpσ(Ω), i.e.,
D(Ap) := {u ∈ D(A2) : u ∈ Lpσ(Ω) and A2u ∈ Lpσ(Ω)}
Apu := A2u.
To prove that A−12 f is in D(Ap) for some f ∈ L2(Ω;Cd), one usually
knows that for example A−12 f ∈ L2σ(Ω) and that additionally an integration
property holds, like A−12 f ∈ Lp(Ω;Cd). But, to conclude that A−12 f ∈
D(Ap), we need to know that A−12 f ∈ Lpσ(Ω) holds true. That means, we
need to know whether L2σ(Ω)∩Lp(Ω;Cd) coincides with Lpσ(Ω). While this
follows from a characterization of Lpσ(Ω) on bounded Lipschitz domains,
the author could not find a respective result for first-order Sobolev spaces
in the literature. We care about this consistency question in the following
technical lemma.
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Lemma 5.2.8. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain and
1 < q < p. Then
Lqσ(Ω) ∩ Lp(Ω;Cd) = Lpσ(Ω)
W1,q0,σ(Ω) ∩W1,p(Ω;Cd) = W1,p0,σ(Ω).
Proof. The first statement follows from Galdi [34, Thm. III.2.3].
For the second statement, note that the inclusion
W1,q0,σ(Ω) ∩W1,p(Ω;Cd) ⊃W1,p0,σ(Ω)
follows by Hölder’s inequality. To prove the other inclusion, note that
by (1.4)
W1,r0,σ(Ω) = {u ∈W1,r0 (Ω;Cd) : div(u) = 0} (1 < r <∞),
Moreover, appealing to the remark below [49, Cor. 3.5] of Hedberg and
Kilpeläinen, we have
W1,p(Ω;Cd) ∩W1,10 (Ω;Cd) = W1,p0 (Ω;Cd).
Combining the two equalities above reveals
W1,q0,σ(Ω) ∩W1,p(Ω;Cd) = {u ∈W1,q0 (Ω;Cd) ∩W1,p(Ω;Cd) : div(u) = 0}
⊂ {u ∈W1,p0 (Ω;Cd) : div(u) = 0}
= W1,p0,σ(Ω).
Amongst other things, the following result gives embeddings of D(Ap)
into certain Bessel potential spaces. This is a special case of the results
of Mitrea and Wright [77, Thm. 10.15]. Note that some of these
embeddings were established with shorter proofs byBrown and Shen [13,
Thm. 2.9] for d = 3 and by Geng and Kilty [36, Thm. 1.3] for d ≥ 4,
and that Geng and Kilty assumed that Ω has a connected boundary.
Theorem 5.2.9. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain.
Then there exists ε > 0 such that for all 2 < p < 2d/(d− 1) + ε
(1) the operator Ap is closed;
144
5.2 The Stokes operator and semigroup
(2) 0 ∈ ρ(Ap) and A−12 |Lpσ(Ω) = A−1p ;
(3) A−1p Pp div is bounded from Lp(Ω;Cd×d) into W1,p(Ω;Cd);
(4) for every s ≥ 0 with
s <
3
2 −
p− 2
2p
2d+ ε(d− 1)
2d+ (ε− 2)(d− 1)
the continuous inclusion
D(Ap) ⊂ Hs,p(Ω;Cd)
holds. Especially, we have D(Ap) ⊂W1,p(Ω;Cd).
Proof. We begin with (2). Since A2 is injective, it is clear that Ap is
injective as well. Next, [77, Thm. 10.15] shows that for the given range
of p’s, A−12 f ∈ Lp(Ω;Cd) if f ∈ Lpσ(Ω). By Lemma 5.2.8, we conclude
that A−12 f ∈ Lpσ(Ω) so that A−12 f ∈ D(Ap) for every f ∈ Lpσ(Ω). This
implies the surjectivity of Ap so that Ap is bijective. The estimate in [77,
Thm. 10.15] gives that A−1p is bounded. We derive that 0 ∈ ρ(Ap) and
that A−12 |Lpσ(Ω) = A−1p .
Now, we derive (1) from (2), since bounded operators defined on the
whole Banach space are always closed and since closedness is preserved by
taking the inverse.
That A−1p Pp div is bounded from Lp(Ω;Cd×d) into W1,p(Ω;Cd) follows
directly from the estimates given in [77, Thm. 10.15].
To prove (4), note that the operator A−12 P2 is bounded from L2(Ω;Cd)
into H3/2,2(Ω;Cd) by Theorem 5.2.6. Moreover, for every q with 2 <
q < 2d/(d − 1) + ε in the range in the statement above A−1q Pq is a
bounded operator from Lq(Ω;Cd) into W1,q(Ω;Cd) by Theorem 5.1.10
and [77, Thm. 10.15]. For δ > 0 small enough, we find that
p <
2d
d− 1 + ε− δ =: pδ.
Use the complex interpolation theorem, Theorem 1.2.4, to conclude that
A−1p Pp is bounded from Lp(Ω;Cd) into Hsδ,p(Ω;Cd) with
sδ =
3
2 −
p− 2
2p
2d+ (ε− δ)(d− 1)
2d+ (ε− δ − 2)(d− 1) .
For δ → 0 the number sδ becomes the number s given in the theorem.
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Remark 5.2.10. The closedness of Ap was also proven by Shen in [89,
Rem. 6.4] by different means.
A consequence of the previous theorem is the following analog of The-
orem 5.2.3 in the Lp-setting. Note that in [89], Shen actually defined the
Stokes operator on Lpσ(Ω) directly by virtue of this representation.
Theorem 5.2.11. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain.
Then there exists ε > 0 such that for all
2 < p < 2d
d− 1 + ε
the domain of the Stokes operator Ap is given by
D(Ap) = {u ∈W1,p0,σ(Ω) : ∃pi ∈ Lp(Ω) s.t. −∆u+∇pi ∈ Lpσ(Ω)},
where −∆u +∇pi ∈ Lpσ(Ω) is understood in the sense of distributions. If
pi is the pressure belonging to u ∈ D(Ap), then Apu is given by
Apu = −∆u+∇pi.
Proof. Let u ∈ D(Ap). By Theorem 5.2.9, we find u = A−1p f for some
f ∈ Lpσ(Ω) and u ∈ W1,p(Ω;Cd). Since additionally Lpσ(Ω) ⊂ L2σ(Ω), we
have u = A−12 f so that u ∈ W1,20,σ(Ω) ∩W1,p(Ω;Cd). By Lemma 5.2.8, we
find u ∈W1,p0,σ(Ω). Since u is particularly in D(A2), there exists pi ∈ L2(Ω)
with∫
Ω
〈∇u,∇ϕ〉 dx−
∫
Ω
pi div(ϕ) dx =
∫
Ω
〈f, ϕ〉 dx (ϕ ∈ C∞c (Ω;Cd)).
By density the equality holds for all ϕ ∈ W1,20 (Ω;Cd). Subtracting a
constant from pi, we may assume that the mean value of pi is zero.
Let B be Bogovski˘ı’s operator, i.e., for each 1 < r <∞, B is the operator
that maps Lr0(Ω) boundedly into W
1,r
0 (Ω;Cd) and that satisfies
div(Bg) = g (g ∈ Lr0(Ω)),
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see Galdi [34, Sec. III.3], or Bogovski˘i [11] for a construction. Then,
since L20(Ω) is dense in L
p′
0 (Ω),
‖pi‖Lp(Ω) = sup
g∈L20(Ω)
‖g‖Lp′ (Ω)≤1
∣∣∣∣ ∫Ω pig dx
∣∣∣∣
= sup
g∈L20(Ω)
‖g‖Lp′ (Ω)≤1
∣∣∣∣ ∫Ω pi div(Bg) dx
∣∣∣∣
≤ sup
g∈L20(Ω)
‖g‖Lp′ (Ω)≤1
{∫
Ω
|∇u| |∇Bg| dx+
∫
Ω
|f | |Bg| dx
}
.
Finally, Hölder’s inequality and the boundedness of Bogovski˘ı’s operator
yield
≤ ‖B‖L(Lp′0 (Ω),W1,p′0 (Ω;Cd))
{
‖∇u‖Lp(Ω;Cd2 ) + ‖f‖Lp(Ω;Cd)
}
.
To prove the other inclusion, denote the set on the right-hand side of
the theorem by D. Since Ω is bounded and u ∈ D, we readily see by means
of Hölder’s inequality and Theorem 5.2.3 that u ∈ D(A2). Moreover, by
assumption and Theorem 5.2.3, u ∈ Lpσ(Ω) and A2u = −∆u+∇pi ∈ Lpσ(Ω).
By the definition of D(Ap), we conclude that u ∈ D(Ap).
A corollary of this result is that the Stokes operator on Lpσ(Ω) is densely
defined.
Corollary 5.2.12. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain.
Then there exists ε > 0 such that for all
2 ≤ p < 2d
d− 1 + ε
the domain of the Stokes operator Ap is dense in Lpσ(Ω). More precisely,
C∞c,σ(Ω) ⊂ D(Ap) and it holds
Apu = −Pp∆u (u ∈ C∞c,σ(Ω)).
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Proof. For p in the range above, the Helmholtz projection Pp is bounded
on Lp(Ω;Cd) due to Theorem 5.1.10. Recall the representation of P2 given
by Lemma 5.1.3 and that Pp is the restriction of P2 onto Lp(Ω;Cd). Then,
for ϕ ∈ C∞c,σ(Ω),
−∆ϕ = −Pp∆ϕ+ (Pp − Id)∆ϕ = −Pp∆ϕ+∇(−∆N)−1 div(∆ϕ),
what shows that −∆ϕ + ∇(−∆N)−1 div(−∆ϕ) ∈ Lpσ(Ω). Since ϕ ∈
C∞c (Ω), it follows that (−∆N)−1 div(−∆ϕ) ∈ W˙1,2(Ω) by definition of
this operator. Hence, any representative of (−∆N)−1 div(−∆ϕ) lies in
L1loc(Ω). Since ∇(−∆N)−1 div(−∆ϕ) ∈ Lp(Ω;Cd) by Theorem 5.1.10, we
conclude that (−∆N)−1 div(−∆ϕ) ∈W1,p(Ω) by Galdi [34, Rem. II.6.2].
Theorems 5.2.3 and 5.2.11 show that ϕ ∈ D(Ap) and that Apϕ = −Pp∆ϕ.
By density of C∞c,σ(Ω) in Lpσ(Ω), we conclude the proof.
In order to consider the situation for p < 2, we would like to define
Ap by dualizing Ap′ . For this purpose, we have to start with a technical
lemma.
Lemma 5.2.13. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain.
Then there exists ε > 0 such that for all
2d
d+ 1 − ε < p <
2d
d− 1 + ε
the spaces Lpσ(Ω) and (Lp
′
σ (Ω))∗ are isomorphic, where (Lp
′
σ (Ω))∗ denotes
the space of antilinear, bounded mappings from Lp′σ (Ω) into C and where
p′ is the Hölder conjugate exponent of p. Moreover, the isomorphism Φ is
given by
[Φf ](g) =
∫
Ω
〈f, g〉 dx (g ∈ Lp′σ (Ω)).
Proof. Let f ∈ Lpσ(Ω). Then Φf is antilinear and by means of Hölder’s
inequality, it satisfies
|[Φf ](g)| ≤ ‖f‖Lp(Ω;Cd)‖g‖Lp′ (Ω;Cd) (g ∈ Lp
′
σ (Ω)).
It follows that Φf ∈ (Lp′σ (Ω))∗ and ‖Φ‖L(Lpσ(Ω),(Lp′σ (Ω))∗) ≤ 1.
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For the other inclusion, let h ∈ (Lp′σ (Ω))∗. Because the Helmholtz pro-
jection Pp′ has range Lp
′
σ (Ω) by Theorem 5.1.10, we have
h(g) = h(Pp′g) (g ∈ Lp′σ (Ω)).
Define an extension H ∈ (Lp′(Ω;Cd))∗ of h by setting
H(g) := h(Pp′g) (g ∈ Lp′(Ω;Cd)).
By means of Rudin [83, Thm. 6.16], there exists a function f ∈ Lp(Ω;Cd)
with ‖f‖Lp(Ω;Cd) = ‖H‖(Lp′ (Ω;Cd))∗ such that
H(g) =
∫
Ω
〈f, g〉 dx (g ∈ Lp′(Ω;Cd)).
It follows that ‖f‖Lp(Ω;Cd) ≤ ‖Pp′‖L(Lp′ (Ω;Cd))‖h‖(Lp′σ (Ω))∗ . Note that we can
conclude the proof, once f ∈ Lpσ(Ω). To do so, let g ∈ Gp′(Ω) ∩ G2(Ω),
where Gr(Ω) was defined in Step 3 of the proof of Theorem 5.1.10 for
1 < r <∞. Then,
H(g) = h(Pp′g) = h(P2g) = 0,
since P2 is an orthogonal projection by its very definition, and since g ∈
L2σ(Ω)⊥ by Galdi [34, Lem. III.2.1]. Since Gp′(Ω) ∩ G2(Ω) is dense in
Gp′(Ω) by [34, Thm. II.7.2], we have
H(g) =
∫
Ω
〈f, g〉 dx = 0 (g ∈ Gp′(Ω)).
Now, [34, Lem. III.2.1] implies that f ∈ Lpσ(Ω).
We proceed by defining the Stokes operator for p < 2.
Definition 5.2.14. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain
and let ε > 0 be the minimum of the ε’s appearing in Theorem 5.1.10 and
Theorem 5.2.9. Let
2d
d+ 1 − ε < p < 2
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and let Φ : Lpσ(Ω) → (Lp′σ (Ω))∗ be the canonical isomorphism between
Lpσ(Ω) and the antidual of Lp
′
σ (Ω). Then, define the Stokes operator on
Lpσ(Ω) to be
D(Ap) := {u ∈ Lpσ(Ω) : Φu ∈ D(A′p′)}
Apu := Φ−1A′p′Φu,
where p′ denotes the Hölder conjugate exponent of p and A′p′ the adjoint
of Ap′ .
Remark 5.2.15. We will use the notation Φ for the canonical isomor-
phism independendly of p.
By Definition 5.2.14 it is a priori not clear how much Ap has to do with
A2. This is clarified by the following proposition.
Proposition 5.2.16. In the configuration of Definition 5.2.14, the oper-
ator A2 is closable in Lpσ(Ω) and Ap is the closure of A2 in Lpσ(Ω).
Proof. To show that A2 is closable, take (un)n∈N ⊂ D(A2) with un → 0
in Lpσ(Ω) and A2un → f in Lpσ(Ω). Then, by the self-adjointness of A2, we
derive ∫
Ω
〈f, v〉 dx = lim
n→∞
∫
Ω
〈un, A2v〉 dx = 0 (v ∈ D(Ap′)).
The density of D(Ap′) in Lp′σ (Ω) then implies f = 0. Hence, A2 is closable.
Denote the closure of A2 in Lpσ(Ω) by A2
p and let u ∈ D(A2p). By
definition of the closure, there exists a sequence (un)n∈N ⊂ D(A2) such
that un → u and A2un → A2pu in Lpσ(Ω). This implies for v ∈ D(Ap′)
[ΦA2
p](v) =
∫
Ω
〈A2pu, v〉 dx = lim
n→∞
∫
Ω
〈un, A2v〉 dx =
∫
Ω
〈u,Ap′v〉 dx
= [Φu](Ap′v).
As a consequence, Φu ∈ D(A′p′) and A2pu = Apu.
To show equality, note that A′p′ is injective, as Ap′ is surjective by stan-
dard annihilator relations, see Schechter [85, Thm. 7.15 & Thm. 7.16].
Since Φ is an isomorphism, we conclude that Ap is injective.
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Next, we show that A2
p is surjective. By density, for any given f ∈
Lpσ(Ω), there exists a sequence (fn)n∈N ⊂ L2σ(Ω) with fn → f in Lpσ(Ω) as
n→∞. Define un := A−12 fn and note that
‖un − um‖Lpσ(Ω) = sup
g∈Lp′σ (Ω)
‖g‖
Lp
′
σ (Ω)
≤1
∣∣∣∣ ∫Ω〈un − um, g〉 dx
∣∣∣∣
= sup
g∈Lp′σ (Ω)
‖g‖
Lp
′
σ (Ω)
≤1
∣∣∣∣ ∫Ω〈fn − fm, A−1p′ g〉 dx
∣∣∣∣
≤ ‖A−1p′ ‖L(Lp′σ (Ω))‖fn − fm‖Lpσ(Ω).
We derive that (un)n∈N is a Cauchy sequence in Lpσ(Ω), so that its limit
u lies in D(A2p) and A2pu = f . Summarizing, Ap and A2p coincide on
D(A2p), A2p is surjective, and Ap is injective. In this configuration, both
operators must already coincide.
The following theorem is an analog of Theorem 5.2.9 for p < 2.
Theorem 5.2.17. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain.
Then there exists ε > 0 such that for all 2d/(d+ 1)− ε < p < 2
(1) the operator Ap is closed and densely defined;
(2) 0 ∈ ρ(Ap);
(3) A−1p is bounded from Lpσ(Ω) into W1,p(Ω;Cd);
(4) for every 0 ≤ s < 1 + 1/p the continuous inclusion
D(Ap) ⊂ Hs,p(Ω;Cd)
holds.
Proof. The closedness of Ap follows by Proposition 5.2.16. The same
proposition implies that D(A2) ⊂ D(Ap) and by Corollary 5.2.12 that this
is dense in Lpσ(Ω).
To derive (2), let p′ be the Hölder conjugate exponent of p. By The-
orem 5.2.9, we know that 0 ∈ ρ(Ap′) and that Ap′ is closed. Moreover,
Ap′ is densely defined by Corollary 5.2.12. Appealing to Schechter [85,
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Thm. 7.15 & Thm. 7.16], we conclude that 0 ∈ ρ(A′p′). Since Φ is an
isomorphism and Ap = Φ−1A′p′Φ, the same holds true for Ap.
Finally, note that (3) and (4) are special cases of the results of Mitrea
and Wright [77, Thm. 10.15].
So far, we only know some spectral theory of Ap if p = 2. The follow-
ing proposition shows that the spectrum consists only of countably many
eigenvalues and that the spectrum of Ap is independent of p.
Proposition 5.2.18. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain
and let ε > 0 be the minimum of the ε’s appearing in Theorem 5.1.10 and
Theorem 5.2.9. Let
2d
d+ 1 − ε < p ≤ q <
2d
d− 1 + ε,
then the spectrum of Ap is independent of p and consists solely of countably
many positive eigenvalues (λn)n∈N, which converge to infinity as n→∞.
For all λ ∈ ρ(A2), we have (λ− Ap)−1|Lqσ(Ω) = (λ− Aq)−1.
Proof. First, note that A−12 is bounded from L2σ(Ω) into W
1,2
0,σ(Ω;Cd) by
Proposition 5.2.5. The theorem of Rellich and Kondrachov implies that
the embedding W1,20,σ(Ω;Cd) → L2σ(Ω) is compact so that A−12 is compact
as an operator from L2σ(Ω) into L2σ(Ω). Thus, A−12 has countably many
eigenvalues (µn)n∈N with µn → 0 as n→∞.
Let µ ∈ C \ {0}. Since
µ− A−12 = (µA2 − Id)A−12 ,
we find that µ − A−12 is surjective if and only if 1/µ − A2 is surjective.
Moreover, since
(µ− A−12 )u = 0 ⇔ (µA2 − Id)u = 0,
we find that µ − A−12 is injective if and only if 1/µ − A2 is injective. It
follows that ρ(A2) = {1/µ : µ ∈ ρ(A−12 ) \ {0}} ∪ {0}, so that σ(A2) =
(λn)n∈N := (1/µn)n∈N. By Remark 5.2.2 and the invertibility of A2 all λn’s
are positive real numbers.
Consider the case p > 2. As Ap is the part of A2 in Lpσ(Ω), we find that
λ−Ap is injective if λ−A2 is injective. Moreover, if λ−A2 is surjective,
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the embedding Lpσ(Ω) ⊂ L2σ(Ω) implies that for f ∈ Lpσ(Ω) there exists
u ∈ D(A2) with
(λ− A2)u = f ⇔ A2u = λu− f.(5.10)
Since u ∈W1,20,σ(Ω), an application of Sobolev’s embedding theorem implies
that u ∈ L2d/(d−2)(Ω;Cd). If p > 2d/(d − 2), then ε must be that large
such that
2d
d− 2 <
2d
d− 1 + ε.(5.11)
By the choice of ε, it follows that the Helmholtz projection is bounded
on Lp1(Ω;Cd) with p1 := 2d/(d − 2) by Theorem 5.1.10. By virtue
of Lemma 5.2.8, we conclude that u ∈ Lp1σ (Ω), so that u ∈ D(Ap1)
by (5.10). The inclusion D(Ap1) ⊂ W1,p10,σ (Ω), follows by the choice of
ε and since (5.11) is assumed to hold. Proceed iteratively by Sobolev’s
embedding theorem and argue as above until the resulting Sobolev index
satisfies pk ≥ p. Then, we derive that u ∈ Lpσ(Ω) and hence in D(Ap) and
that
(λ− Ap)u = f.
We conclude that λ− Ap is surjective if λ− A2 is surjective.
Literally the same reasoning as above implies that if un ∈ D(A2) is an
eigenvector of A2 with corresponding eigenvalue λn, that then un ∈ D(Ap)
is an eigenvector of Ap. We conclude that σ(A2) = σ(Ap).
If p < 2, we conclude by Schechter [85, Thm. 7.15 & Thm. 7.16]
that ρ(Ap′) ⊂ ρ(Ap), which is equivalent to σ(Ap) ⊂ σ(Ap′) = σ(A2).
Moreover, since Ap is the closure of A2, we have D(A2) ⊂ D(Ap), so that
all eigenvectors of A2 are eigenvectors of Ap as well. Thus, σ(A2) ⊂ σ(Ap).
This concludes the proof for p < 2.
Finally, to prove (λ − Ap)−1|Lqσ(Ω) = (λ − Aq)−1, we establish that
D(Aq) ⊂ D(Ap) and that Aqu = Apu holds for all u ∈ D(Aq). This implies
the identity for the resolvents. Assume that p ≥ 2. Then by virtue of the
representations of the domain of the Stokes operator, see Theorems 5.2.3
and 5.2.11, and by Hölder’s inequality, we have that D(Aq) ⊂ D(Ap). The
distributional representation of Aq and Ap given in these theorems show
that Aqu = Apu for all u ∈ D(Aq).
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Next, assume that p < 2 and q > 2. As Aq is the part of A2 in Lqσ(Ω) by
definition and Ap is the closure of A2 in Lpσ(Ω) by Proposition 5.2.16, we
readily find D(Aq) ⊂ D(A2) ⊂ D(Ap) and Aqu = Apu for all u ∈ D(Aq).
It remains to consider the case q < 2. Let u ∈ D(Aq). Since Aq is
the closure of A2 in Lqσ(Ω), there exists a sequence (un)n∈N ⊂ D(A2) with
un → u and A2un → Aqu in Lq(Ω;Cd). Hölder’s inequality implies that
both sequences are Cauchy sequences in Lpσ(Ω), so that u ∈ D(Ap). Next,
there exists a subsequence (A2unk)k∈N, so that A2unk converges pointwise
almost everywhere to Aqu. This subsequence has another subsequence
(A2unkl )l∈N, which converges pointwise almost everywhere to Apu. We
conclude that Aqu = Apu.
The following theorem are the resolvent estimates established by Shen
in [89, Thm. 1.1], which resolve Taylor’s conjecture made in [93]. For
us, these resolvent estimates are the starting point for the next subsection
and for the nonlinear theory.
Theorem 5.2.19 (Shen). Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz
domain and θ ∈ [0, pi). Then there exists ε > 0 such that for every p
satisfying
2d
d+ 1 − ε < p <
2d
d− 1 + ε
there exists a constant C > 0 such that for every f ∈ Lpσ(Ω) and all λ ∈ Sθ
the inequality
|λ| ‖(λ+ Ap)−1f‖Lp(Ω;Cd) ≤ C‖f‖Lp(Ω;Cd)
holds. In particular, −Ap is the generator of a bounded analytic semigroup
on Lpσ(Ω).
5.2.3 Maximal Lq-regularity of the Stokes operator and
various Lp-Lq-estimates of the Stokes semigroup
In this subsection, we will prove several consequences of Shen’s theorem.
First of all, we will review the crucial step Shen performed in order to
establish Theorem 5.2.19. An easy consequence of this will be the uniform
boundedness of the family {|λ|1/2 (λ+Ap)−1Pp div}λ∈Sθ for p > 2. This will
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eventually lead to gradient estimates of the Stokes semigroup for p < 2.
The next step will be, to use Theorems 5.2.19 and 5.2.6 to derive various
types of Lp-Lq-estimates of the Stokes semigroup. Finally, we will modify
parts of Shen’s proof in order to deduce the maximal Lq-regularity of the
Stokes operator. We start with formulating Shen’s crucial step.
In order to prove Theorem 5.2.19, Shen established for every λ ∈ Sθ,
every x0 ∈ Ω, 0 < r < c diam(Ω) (where c is a fixed number independent of
λ), and every function u ∈W1,20 (Ω;Cd) that is smooth inside Ω∩B(x0, 3r)
and solves together with a function φλu−∆u+∇φ = 0 in Ω ∩B(x0, 3r)div(u) = 0 in Ω ∩B(x0, 3r),
the weak reverse Hölder estimate(
1
rd
∫
B(x0,r)∩Ω
|u|pε dx
) 1
pε
≤ C
(
1
rd
∫
B(x0,2r)∩Ω
|u|2 dx
) 1
2
,
where pε := 2d/(d− 1) + ε, see [89, Lem. 6.2].
For example, a function u satisfies these assumptions if u = (λ +
A2)−1P2f for some f ∈ L2(Ω;Cd) with f = 0 in Ω ∩B(x0, 3r).
Note that, since the operator div is “local”, the function u defined by
(λ + A2)−1P2 div(F ) with F ∈ L2(Ω;Cd×d) and F = 0 in Ω ∩ B(x0, 3r)
should have the same properties, so that the weak reverse Hölder esti-
mates would imply the uniform boundedness of the family of operators
{|λ|1/2 (λ + A2)−1P2 div}λ∈Sθ . This is made precise in the following theo-
rem.
Theorem 5.2.20. In the setup of Theorem 5.2.19 but with
2 ≤ p < 2d
d− 1 + ε,
the family of operators {|λ|1/2 (λ+A2)−1P2 div}λ∈Sθ restricts to a bounded
family of operators in L(Lp(Ω;Cd×d),Lpσ(Ω)).
If
2d
d+ 1 − ε < p ≤ 2,
then {|λ|1/2∇(λ+A2)−1}λ∈Sθ extends to a bounded family of operators in
L(Lpσ(Ω),Lp(Ω;Cd2)).
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Proof. In Proposition 5.2.5 we have seen that the family of operators
{|λ|1/2 (λ + A2)−1P2 div}λ∈Sθ (a priori defined on W1,20 (Ω;Cd×d)) extends
to a bounded family in L(L2(Ω;Cd×d),L2(Ω;Cd)). Moreover, in the same
proposition, it was proven that {∇(λ + A2)−1P2 div}λ∈Sθ is a bounded
family in L(L2(Ω;Cd×d),L2(Ω;Cd2)).
Let u := (λ + A2)−1P2 div(F ) for some F ∈ L2(Ω;Cd×d). Let further
(Fn)n∈N ⊂W1,20 (Ω;Cd×d) be a sequence with Fn → F in L2(Ω;Cd×d). The
boundedness results mentioned above imply (λ + A2)−1P2 div(Fn) → u,
and ∇(λ+A2)−1P2 div(Fn)→ ∇u in L2. By means of these convergences
and an integration by parts, we derive that for all v ∈W1,20,σ(Ω)
λ
∫
Ω
〈u, v〉 dx+
∫
Ω
〈∇u,∇v〉 dx
= lim
n→∞
{
λ
∫
Ω
〈(λ+ A)−1P2 div(Fn), v〉 dx
+
∫
Ω
〈∇(λ+ A)−1P2 div(Fn),∇v〉 dx
}
= lim
n→∞
∫
Ω
〈div(Fn), v〉 dx
= − lim
n→∞
d∑
i,j=1
∫
Ω
(Fn)ij∂ivj dx
= −
d∑
i,j=1
∫
Ω
Fij∂ivj dx.
Let x0 ∈ Ω and 0 < r < c diam(Ω), with the number c from [89, Lem. 6.2].
If F vanishes in Ω ∩B(x0, 3r), the calculation above shows that
λ
∫
Ω
〈u, v〉 dx+
∫
Ω
〈∇u,∇v〉 dx = 0 (v ∈W1,20,σ(Ω ∩B(x0, 3r))).
By virtue of Galdi [34, Thm. IV.4.1], inner regularity shows that u is
smooth inside Ω∩B(x0, 3r) and that there exists a smooth pressure func-
tion φ, which solveλu−∆u+∇φ = 0 in Ω ∩B(x0, 3r)div(u) = 0 in Ω ∩B(x0, 3r).
Because u = (λ + A2)−1P2 div(F ), Proposition 5.2.5 shows that u lies in
W1,20,σ(Ω). Next, appeal to [89, Lem. 6.2] to conclude that there exists a
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constant C > 0 depending only on d, θ, and the Lipschitz character of Ω
such that
(
1
rd
∫
B(x0,r)∩Ω
|u|pε dx
) 1
pε
≤ C
(
1
rd
∫
B(x0,2r)∩Ω
|u|2 dx
) 1
2
holds. Is was already mentioned at the beginning of the proof that
{|λ|1/2 (λ+A2)−1P2 div}λ∈Sθ is bounded in L(L2(Ω;Cd×d),L2(Ω;Cd)). We
conclude by means of Theorem 3.1.2 with X := Cd×d and Y := Cd, that
for each
2 < p < 2d
d− 1 + ε,
each operator |λ|1/2 (λ+A2)−1P2 div restricts to a bounded operator from
Lp(Ω;Cd×d) into Lp(Ω;Cd) and that the resulting family of operators is
uniformly bounded.
To prove the second statement of the theorem, proceed via duality. Let
p′ denote the Hölder conjugate exponent of p. Then, for f ∈ C∞c,σ(Ω), we
have
‖ |λ|1/2∇(λ+ Ap′)−1f‖Lp′ (Ω;Cd2 )
= sup
g∈C∞c (Ω;Cd
2 )
‖g‖
Lp(Ω;Cd2 )
≤1
∣∣∣∣ ∫Ω〈|λ|1/2∇(λ+ Ap′)−1f, g〉 dx
∣∣∣∣.
Note that the gradient of a vector field u : Ω → Cd is assumed to be the
vector (∇u1, . . . ,∇ud). Integration by parts then delivers
= sup
g∈C∞c (Ω;Cd
2 )
‖g‖
Lp(Ω;Cd2 )
≤1
∣∣∣∣ d∑
i,j=1
∫
Ω
|λ|1/2 [(λ+ Ap′)−1f ]j∂ig(j−1)d+i dx
∣∣∣∣.
Note that the term involving the Stokes operator is independent of i. By
virtue of (5.8), we rewrite the terms involving the components of g as
d∑
i=1
∂ig(j−1)d+i = div(G)j,
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with G being the matrix
G :=

g1 . . . g(d−1)d+1
... ...
gd . . . gd2
 .
It follows that
‖ |λ|1/2∇(λ+ Ap′)−1f‖Lp′ (Ω;Cd2 )
= sup
g∈C∞c (Ω;Cd
2 )
‖g‖
Lp(Ω;Cd2 )
≤1
∣∣∣∣ d∑
i,j=1
∫
Ω
〈|λ|1/2 (λ+ Ap′)−1f, div(G)〉 dx
∣∣∣∣.
By smoothness of f , we have (λ + Ap′)−1f = (λ + A2)−1f , so that by
self-adjointness of P2 and A2 this coincides with
= sup
g∈C∞c (Ω;Cd
2 )
‖g‖
Lp(Ω;Cd2 )
≤1
∣∣∣∣ d∑
i,j=1
∫
Ω
〈f, |λ|1/2 (λ+ A2)−1P2div(G)〉 dx
∣∣∣∣.
Finally, use Hölder’s inequality as well as the first part of the proof to
conclude that {|λ|1/2∇(λ+Ap′)−1}λ∈Sθ defines a uniformly bounded family
in L(Lp′σ (Ω),Lp′(Ω;Cd2)).
The following proposition shows, how the gradient estimates for the
resolvent obtained in the previous theorem are transferred into gradient
estimates of the corresponding semigroup. For another purpose, we state
it in an abstract context.
Proposition 5.2.21. Let U be a closed subspace of Lp(Ω;CN) for some
1 < p <∞, N ∈ N, and an open set Ω ⊂ Rd, d ≥ 1. Let −B be the gen-
erator of a bounded analytic semigroup on U with D(B) ⊂ W1,p(Ω;CN).
If there exists θ > pi/2 and C > 0 such that Sθ ⊂ ρ(−B) and
‖ |λ| 12 ∇(λ+B)−1f‖Lp(Ω;CdN ) ≤ C‖f‖Lp(Ω;CN ) (f ∈ U, λ ∈ Sθ),
then there exists a constant C ′ > 0 such that
‖∇e−tBf‖Lp(Ω;CdN ) ≤ C ′t−
1
2‖f‖Lp(Ω;CN ) (f ∈ U, t > 0).
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Proof. Use Cauchy’s integral formula for analytic semigroups, cf. (2.1),
to write
e−tBf = 12pii
∫
γt
eλt(λ+B)−1f dλ,
where γt is the path parameterizing the boundary of Sϕ∪B(0, 1/t) for some
ϕ ∈ (pi/2, θ). In view of the parameterization of the path, the integral on
the right-hand side turns into
∫
γt
eλt(λ+B)−1f dλ = −
∫ ∞
t−1
eϕiereϕit(reϕi +B)−1f dr
+
∫ ∞
t−1
e−ϕiere−ϕit(re−ϕi +B)−1f dr
+
∫ ϕ
−ϕ
it−1eϑieeϑi(t−1eϑi +B)−1f dϑ.
Since D(B) ⊂W1,p(Ω;CN), we can apply the gradient onto each of the in-
tegrands. For the first two integrals, we estimate by means of the gradient
estimates of the resolvent∫ ∞
t−1
‖e±ϕiere±ϕit∇(re±ϕi +B)−1f‖Lp(Ω;CdN ) dr
≤ C
∫ ∞
t−1
ert cos(ϕ)r− 12 dr‖f‖Lp(Ω;CN ).
Substituting s = rt yields
= Ct− 12
∫ ∞
1
es cos(ϕ)s− 12 ds‖f‖Lp(Ω;CN ).
Now, the integral converges, as cos(ϕ) is negative.
The third integral that appears in the parameterization of the Cauchy
integral is estimated again by means of the gradient estimates of the re-
solvent ∫ ϕ
−ϕ
‖it−1eϑieeϑi∇(t−1eϑi +B)−1f‖Lp(Ω;CdN ) dϑ
≤ Ct− 12
∫ ϕ
−ϕ
ecos(ϑ) dϑ‖f‖Lp(Ω;CN ).
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Thus, by elementary properties of closed linear operators and the Bochner
integral, see, e.g., Arendt, Batty, Hieber, and Neubrander [5,
Prop. 1.1.7], we find that
∇e−tBf = 12pii
∫
γt
etλ∇(λ+B)−1f dλ
and by the previous estimates, that the gradient estimates for the semi-
group are valid.
The following theorem is a collection of several Lp-Lq-estimates of the
Stokes semigroup. In the first place, it states the consequences of the
previous two results. In the second place, it states Lp-Lq-estimates that
can be derived by combining Theorems 5.2.19 and 5.2.6.
Theorem 5.2.22. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain.
Then, there exists ε > 0 such that the following statements are valid.
(1) For all
2d
d+ 1 − ε < p ≤ q <
2d
d− 1 + ε
it holds e−tAp |Lqσ(Ω) = e−tAq and there exists a constant C > 0 such
that for all f ∈ Lpσ(Ω)
‖e−tApf‖Lq(Ω;Cd) ≤ Ct−
d
2 (
1
p
− 1
q
)‖f‖Lp(Ω;Cd) (t > 0).
(2) For all
2d
d+ 1 − ε < p ≤ q <
2d
d− 1 with p ≤ 2
there exists a constant C > 0 such that for all f ∈ Lpσ(Ω)
‖∇e−tApf‖Lq(Ω;Cd2 ) ≤ Ct−
1
2− d2 ( 1p− 1q )‖f‖Lp(Ω;Cd) (t > 0).
(3) For all
2d
d+ 1 < p ≤ q <
2d
d− 1 + ε with q ≥ 2
there exists C > 0 such that for all F ∈ Lp(Ω;Cd×d)
‖e−tApPp div(F )‖Lq(Ω;Cd) ≤ Ct−
1
2− d2 ( 1p− 1q )‖F‖Lp(Ω;Cd×d) (t > 0).
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Proof. For the whole proof, p′ and q′ denote the Hölder conjugate expo-
nents od p and q.
We start with the consistency of the semigroups on (1). Recall that
by (2.1), the semigroup can be represented via the Cauchy integral
e−tApf = 12pii
∫
γ
eλt(λ+ Ap)−1f dλ.
Since (λ + Ap)−1|Lqσ(Ω) = (λ + Aq)−1 by Proposition 5.2.18, we directly
infer e−tAp |Lqσ(Ω) = e−tAq .
We proceed by establishing the Lp-Lq-estimates in (1) and start with
p = 2. Because (e−tA2)t≥0 is an analytic semigroup, the image e−tA2f lies
in D(A2). This domain is continuously included into all domains of As2
with 0 ≤ s < 1, see Haase [46, Prop. 3.1.1 c)]. Combining this fact
with Theorem 5.2.6, we conclude that D(A2) continuously embeds into all
spaces H2s,2(Ω;Cd) with s < 3/4. Assume in the following, that ε is that
small, such that q < 2d/(d− 3) (if d = 3, simply assume q <∞) is valid.
In this case, Sobolev’s embedding theorem, see Bergh and Löfström [9,
Thm. 6.5.1], implies that H2s,2(Ω;Cd) continuously embeds into Lq(Ω;Cd)
for some s ∈ [0, 34). The numbers q and s are related via
q = 2d
d− 4s =
(1
2 −
2s
d
)−1
⇔ s = d2
(1
2 −
1
q
)
.
Using that 2 ≤ q < 2d/(d− 3), we directly see that s indeed has to satisfy
0 ≤ s < d2
(1
2 −
d− 3
2d
)
= 34 .
Consequently
‖e−tA2f‖Lq(Ω;Cd) ≤ C‖e−tA2f‖H2s,2(Ω;Cd).
Appealing to Theorem 5.2.6 this is controlled by
≤ C‖As2e−tA2f‖L2(Ω;Cd).
Using that (e−tA2)t≥0 is a bounded analytic semigroup together with the
moment inequality [46, Prop. 6.6.4], shows that this is controlled by
≤ Ct−s‖f‖2.
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Note that s is exactly the desired exponent for p = 2 and q ≥ 2. Moreover,
if p = q, Theorem 5.2.19 shows that (e−tAp)t≥0 is a bounded family of
operators on Lpσ(Ω), so that it remains to investigate the case 2 < p < q.
Taking ε that small, such that the Helmholtz projection is bounded on
Lp(Ω;Cd) by means of Theorem 5.1.10, it suffices to consider (e−tApPp)t≥0
as a family of bounded operators from Lp(Ω;Cd) into Lq(Ω;Cd). Write
1
p
= 1− θ2 +
θ
q
for some θ ∈ (0, 1) and use complex interpolation, cf. Theorem 1.2.4, to
conclude
‖e−tApf‖Lq(Ω;Cd) ≤ Ct−
d
2 (
1−θ
2 − 1−θq )‖f‖Lp(Ω;Cd) (f ∈ Lpσ(Ω)).
Note that 1−θ2 =
1
p
− θ
q
, so that the desired inequality holds true with the
right exponents.
If 2d/(d+1)−ε < p ≤ q ≤ 2 conclude via duality, that for all f ∈ L2σ(Ω)
‖e−tApf‖Lq(Ω;Cd) = sup
g∈C∞c,σ(Ω)
‖g‖Lq′ (Ω;Cd)≤1
∣∣∣∣ ∫Ω〈e−tApf, g〉 dx
∣∣∣∣.
Since f ∈ L2σ(Ω), we have e−tApf = e−tA2f and since g ∈ C∞c,σ(Ω), we have
e−tA2g = e−tAq′g. Moreover, each of the semigroup operators is self-adjoint
by the self-adjointness of A2, see Haase [46, Lem. 2.6.2]. Thus,
= sup
g∈C∞c,σ(Ω)
‖g‖Lq′ (Ω;Cd)≤1
∣∣∣∣ ∫Ω〈f, e−tAq′g〉 dx
∣∣∣∣.
By means of Hölder’s inequality and 2 ≤ q′ ≤ p′ < 2d/(d − 1) + ε, we
estimate by virtue of the previous consideration
≤ Ct− d2 ( 1q′− 1p′ )‖f‖Lp(Ω;Cd).
Since 1
q′ − 1p′ = 1p − 1q , we conclude this case by density of L2σ(Ω) in Lpσ(Ω).
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Finally, if 2d/(d+ 1)− ε < p ≤ 2 ≤ q < 2d/(d− 1) + ε, proceed for all
f ∈ Lpσ(Ω) by means of the semigroup law
‖e−tApf‖Lq(Ω;Cd) ≤ Ct−
d
2 (
1
2− 1q )‖e− t2Apf‖L2(Ω;Cd)
≤ Ct− d2 ( 12− 1q )− d2 ( 1p− 12 )‖f‖Lp(Ω;Cd).
This proves the first estimate of the proposition.
In order to conclude (2), we start as in (1) and estimate for all f ∈ L2σ(Ω)
(with a different s)
‖∇e−tA2f‖Lq(Ω;Cd2 ) ≤ C‖e−tA2‖H2s(Ω;Cd) ≤ Ct−s‖f‖L2(Ω;Cd).
Now, s is calculated such that H2s,2(Ω;Cd) embeds into W1,q(Ω;Cd), i.e.,
q = 2d
d− 2(2s− 1) =
(1
2 −
2s
d
+ 1
d
)−1
⇔ s = 12 +
d
2
(1
2 −
1
q
)
,
which yields the desired exponent if p = 2. Note that for 2 ≤ q <
2d/(d− 1), s has to satisfy
1
2 ≤ s <
1
2 +
d
2
(1
2 −
d− 1
2d
)
= 34 ,
which is a valid value for s in view of Theorem 5.2.6.
If p < 2 and q ≥ 2, we conclude by the semigroup law and (1) that for
all f ∈ Lpσ(Ω)
‖∇e−tApf‖Lq(Ω;Cd2 ) ≤ Ct−
1
2− d2 ( 12− 1q )‖e− t2Apf‖L2(Ω;Cd)
≤ Ct− 12− d2 ( 12− 1q )− d2 ( 1p− 12 )‖f‖Lp(Ω;Cd),
what gives the right exponent.
Finally, consider the case q < 2. If p = q, combine Theorem 5.2.20 and
Proposition 5.2.21 to conclude that for all f ∈ Lpσ(Ω)
‖∇e−tApf‖Lp(Ω;Cd2 ) ≤ Ct−
1
2‖f‖Lp(Ω;Cd)
holds. Thus, assume that p < q < 2 and write
1
q
= 1− θ2 +
θ
p
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for some θ ∈ (0, 1). Since ∇e−tApPp is bounded from Lp(Ω;Cd) into
L2(Ω;Cd2) and from Lp(Ω;Cd) into Lp(Ω;Cd2), the complex interpolation
theorem, Theorem 1.2.4, implies that for all f ∈ Lpσ(Ω)
‖∇e−tApf‖Lq(Ω;Cd2 ) ≤ Ct−
1−θ
2 − d2 ( 1−θp − 1−θ2 )− θ2‖f‖Lp(Ω;Cd)
holds. The exponent of t is the desired one, as 1−θ2 =
1
q
− θ
p
.
To prove (3), we proceed by duality. Indeed, we find for all F ∈
C∞c (Ω;Cd×d)
‖e−tApPp div(F )‖Lq(Ω;Cd) = sup
f∈C∞c,σ(Ω)
‖f‖Lq′ (Ω;Cd)≤1
∣∣∣∣ ∫Ω〈f, e−tApPp div(F )〉 dx
∣∣∣∣.
By smoothness of F , we have Pp div(F ) ∈ L2σ(Ω), so that by the self-
adjointness of A2
= sup
f∈C∞c,σ(Ω)
‖f‖Lq′ (Ω;Cd)≤1
∣∣∣∣ ∫Ω〈e−tAq′f, div(F )〉 dx
∣∣∣∣.
An integration by parts followed by Hölder’s inequality yield
≤ sup
f∈C∞c,σ(Ω)
‖f‖Lq′ (Ω;Cd)≤1
‖∇e−tAq′f‖Lp′ (Ω;Cd2 )‖F‖Lp(Ω;Cd×d).
Finally, note that 2d/(d− 1)− ε < q′ ≤ 2, q′ ≤ p′, and p′ < 2d/(d− 1), so
that we can appeal to (2) to conclude
≤ Ct− 12− d2 ( 1q′ − 1p′ )‖F‖Lp(Ω;Cd×d).
Since 1
q′ − 1p′ = 1p − 1q , we conclude the proof by density of C∞c (Ω;Cd×d) in
Lp(Ω;Cd×d).
The rest of this subsection is dedicated to prove maximal Lq-regularity
of the Stokes operator on Lpσ(Ω). For this purpose, recall Theorem 2.3.5
and Proposition 2.3.4. By virtue of these two results, Ap has maximal
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Lq-regularity for every 1 < q < ∞ if there exists θ ∈ (pi/2, pi) such that
the family T defined by
{λ1(λ1 + Ap)−1Pp, . . . , λn0(λn0 + Ap)−1Pp, 0, . . . ) : n0 ∈ N, (λn)n0n=1 ⊂ Sθ}
is bounded in L(Lp(Ω; `2(Cd))). Note that f ∈ Lp(Ω; `2(Cd)) can be iden-
tified with a sequence (fn)n∈N having each component fn ∈ Lp(Ω;Cd). In
Subsection 2.3, it was defined that an operator T ∈ T acts on f via
Tf = (λ1(λ1 + Ap)−1Ppf1, . . . , λn0(λn0 + Ap)−1Ppfn0 , 0, . . . ).
If p = 2, we already know that T is bounded in L(L2(Ω; `2(Cd))). This
follows since this boundedness is equivalent to the R-boundedness of the
family {λ(λ + A2)−1P2}λ∈Sθ in L(L2(Ω;Cd)) by Proposition 2.3.4, which
itself is equivalent to the boundedness of this family in L(L2(Ω;Cd)) by Re-
mark 2.3.2 (1). Note that the latter is a consequence of Proposition 5.2.5.
In order to prove that T is bounded in L(Lp(Ω; `2(Cd))), we aim to
appeal for p > 2 and each T ∈ T to Theorem 3.1.2. Note that this
theorem quantifies the operator norm of T in L(Lp(Ω; `2(Cd))) by means
of the constants appearing in the theorem. It was already mentioned in
Remark 3.1.3 that if the assumptions of Theorem 3.1.2 can be verified
uniformly for each T ∈ T , i.e., the constants appearing in Theorem 3.1.2
should be the same for each T ∈ T , then we can bound the operator norm
of T in L(Lp(Ω; `2(Cd))) by a uniform constant for all T ∈ T . We would
like to emphasize, that Theorem 3.1.2 is not needed in order to derive
the Lp(Ω; `2(Cd))-boundedness of T from its L2(Ω; `2(Cd))-boundedness,
because the Lp-boundedness is already known due to the Lp-resolvent es-
timates in Theorem 5.2.19. However, we need Theorem 3.1.2 in order to
calculate the operator norm of each T ∈ T in L(Lp(Ω; `2(Cd))) to de-
duce the boundedness of the whole family T in L(Lp(Ω; `2(Cd))). Note
that we will argue by duality for the case p < 2. This is ensured by
Remark 2.3.2 (3).
To invoke Theorem 3.1.2, we need the validity of certain weak reverse
Hölder estimates. More precisely, if we define un := (λn+A2)−1P2fn, then
the required weak reverse Hölder estimates read as
(
1
rd
∫
Ω∩B(x0,r)
‖Tf‖p`2(Cd) dx
) 1
p
≤ C
(
1
rd
∫
Ω∩B(x0,α1r)
‖Tf‖2`2(Cd) dx
) 1
2
.
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Inserting Tf = (λ1u1, . . . , λn0un0 , 0, . . . ) and the definition of the `2(Cd)-
norm, reveals that the weak reverse Hölder estimate above looks like
(
1
rd
∫
Ω∩B(x0,r)
[ n0∑
n=1
(|λn| |un|)2
] p
2
dx
) 1
p
≤ C
(
1
rd
∫
Ω∩B(x0,α1r)
n0∑
n=1
(|λn| |un|)2 dx
) 1
2
.
To establish this kind of estimate, we adapt Shen’s proof of the weak
reverse Hölder estimates given in [89, Thm. 5.6, Lem. 6.1, Lem. 6.2] to
this Banach space valued setting.
Lemma 5.2.23. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain, let
θ ∈ [0, pi), (λn)n0n=1 ⊂ Sθ, and let p := 2d/(d− 1).
Then, there exist constants C > 0, α2 > α1 > 1, R0 > 0, and ε > 0
such that for all 0 < r ≤ R0 and all x0 ∈ Ω, which either lie on ∂Ω or
fulfill B(x0, α2r) ⊂ Ω, the following holds.
Whenever (fn)n0n=1 ⊂ L2(Ω;Cd) with fn = 0 on Ω ∩ B(x0, α2r) and
un := (λn + A2)−1P2fn the weak reverse Hölder estimate
(
1
rd
∫
Ω∩B(x0,r)
[ n0∑
n=1
(|λn| |un|)2
] p+ε
2
dx
) 1
p+ε
≤ C
(∫
Ω∩B(x0,α1r)
n0∑
n=1
(|λn| |un|)2 dx
) 1
2
is valid. All constants C, R0, α2, α1, and ε, depend at most on d, θ, r0,
and the Lipschitz constant M of Ω.
Proof. Let α2 > α1 > 1 and R0 > 0 to be chosen. Throughout the proof,
we assume that r > 0 satisfies also r ≤ R0. Moreover, let x0 be either on
∂Ω or let x0 be in the interior of Ω such that B(x0, α2r) ⊂ Ω. Note that
since un ∈ D(A2), by Theorem 5.2.3 there exists pin ∈ L2(Ω) such that for
all v ∈ C∞c (Ω;Cd)
λn
∫
Ω
〈un, v〉 dx+
∫
Ω
〈∇un,∇v〉 dx−
∫
Ω
pindiv(v) dx =
∫
Ω
〈P2fn, v〉 dx.
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Appealing to the representation of P2, cf. Lemma 5.1.3, and restricting
ourselves to v ∈ C∞c (Ω ∩ B(x0, α2r);Cd) shows that the right-hand side
coincides with∫
Ω∩B(x0,α2r)
〈∇(−∆N)−1 div(fn), v〉 dx.
By integration by parts, we find
= −
∫
Ω∩B(x0,α2r)
(−∆N)−1 div(fn)div(v) dx,
for any representative of (−∆N)−1 div(fn). By [34, Thm. IV.4.2], it follows
that un and φn := pin − (−∆N)−1 div(fn) are smooth and solve
(HSRP)
λnun −∆un +∇φn = 0 in Ω ∩B(x0, α2r)div(un) = 0 in Ω ∩B(x0, α2r).
Case 1: Assume that B(x0, α2r) ⊂ Ω.
Here, we use the following inequality, proven by Shen in [89, Rem. 5.7].
If un and φn are smooth and solve λnun−∆un+∇φn = 0 and div(un) = 0
in B(y, t), then there exists a constant C > 0 depending only on d and θ
such that
|λn| |un(y)| ≤ C
(
1
td
∫
B(y,t)
(|λn| |un|)2 dx
) 1
2
.(5.12)
We use this estimate for any y ∈ B(x0, r) and t := r. To do so, we have
to assume that α2 ≥ 2, because then B(y, r) ⊂ B(x0, α2r). It follows that
[ n0∑
n=1
(|λn| |un(y)|)2
] 1
2 ≤ C
(
n0∑
n=1
1
rd
∫
B(y,r)
(|λn| |un|)2 dx
) 1
2
.
Use B(y, r) ⊂ B(x0, 2r) to conclude
≤ C
(
1
rd
∫
B(x0,2r)
n0∑
n=1
(|λn| |un|)2 dx
) 1
2
.
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Finally, we take the pth power of this inequality and integrate over y ∈
B(x0, r) to get
∫
B(x0,r)
[ n0∑
n=1
(|λn| |un(y)|)2
] p
2
dy
≤ Cp |B(0, 1)| rd
(
1
rd
∫
B(x0,2r)
n0∑
n=1
(|λn| |un|)2 dx
) p
2
.
We conclude this case by dividing by rd and by taking the pth root.
Case 2: Assume that x ∈ ∂Ω.
In this case, we proceed as in the proof of Proposition 5.1.9. Instead of
the intersection of Ω with a ball, we consider the sets Ω∩Ux0,r with Ux0,r
being a rotation and a translation of the cylinder
D(r) = {(x′, xd) : |x′| < r, |xd| < 10d(M + 1)}.
See the line before (1.5) for the definition of Ux0,r. By the definition of
D(r), we find that
Ux0,2r ⊂ B(x0, α12 r)(5.13)
with
α1 := 2
[
4 + (20d(M + 1))2
]1/2
.
For the rest of this proof, fix the choice α2 := 2α1. Moreover, we fix the
choice of R0 := r0/4, where r0 corresponds to Ω via Definition 1.3.1.
Since un and φn solve (HSRP), we find by rescaling that un,r(y) :=
un(ry) and φn,r(y) := rφn(ry) solve the rescaled equations r
2λnun,r −∆un,r +∇φn,r = 0 r−1Ω ∩B(r−1x0, α2)
div(un,r) = 0 r−1Ω ∩B(r−1x0, α2).
Fix s ∈ [1, 2). As it was described in the proof of Proposition 5.1.9, the
rescaled set r−1[Ω ∩ Ux0,sr] is given by
{r−1x0}+ r−1R−1x0 Dr−1ηx0 (r·)(s) =: U resc,+x0,s .
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Moreover, it was noted that r−1ηx0(r·) has the same Lipschitz constant as
ηx0 . Appealing to Lemma 1.3.25, we find that the Lipschitz character of
the sets U resc,+x0,s is the same for all s ∈ [1, 2) and all x0 ∈ r−1∂Ω.
We collect some properties of un,r. Since un ∈W1,20,σ(Ω), it is clear that
un,r ∈W1,20,σ(r−1Ω). Thus, we can define gsn ∈ L2(∂U resc,+x0,s ;Cd) as the trace
of un,r on ∂U resc,+x0,s . Note that gsn vanishes on r−1∂Ω ∩ ∂U resc,+x0,s . Moreover,
by the divergence theorem, see Ziemer [102, Thm. 5.8.2, Rem. 5.8.3], we
find that
0 =
∫
Uresc,+x0,s
div(un,r) dy =
∫
∂Uresc,+x0,s
〈νUresc,+x0,s , g
s
n〉 dσUresc,+x0,s ,
where νUresc,+x0,s and σUresc,+x0,s denote the outward unit normal and the surface
measure on ∂U resc,+x0,s . Recalling the definition of L2ν in (4.1), it follows that
gsn ∈ L2ν(∂U resc,+x0,s ).
Let vsn be the solution of the L2-Dirichlet probem of the Stokes resolvent
r2λnv
s
n −∆vsn +∇φsn = 0 in U resc,+x0,s
div(vsn) = 0 in U resc,+x0,s
vsn = gsn non-tangentially on ∂U resc,+x0,s
Nav
s
n ∈ L2(∂U resc,+x0,s ),
provided by Theorem 4.1.7. Proceed as in the first lines of the proof
of [89, Thm. 5.6] to deduce that un,r = vsn on U resc,+x0,s . Consequently,
the estimate given in Theorem 4.1.7 is available for un,r. Then, since
U resc,+x0,1 ⊂ U resc,+x0,s
∫ 2
1
(∫
Uresc,+x0,1
[ n0∑
n=1
(|λn| |un,r|)2
] p
2
dx
) 2
p
ds
≤
∫ 2
1
(∫
Uresc,+x0,s
[ n0∑
n=1
(|λn| |un,r|)2
] p
2
dx
) 2
p
ds.
Invoke Lemma 5.1.6 to obtain
≤ C
∫ 2
1
∫
∂Uresc,+x0,s
[
N1
([ n0∑
n=1
(|λn| |un,r|)2
] 1
2
)]2
dσ ds.
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The following few lines are the key step in the adaption of Shen’s proof
to the Banach space valued setting.
By the definition of N1, cf. (4.13), we find for all q ∈ ∂U resc,+x0,s
[
N1
([ n0∑
n=1
(|λn| |un,r|)2
] 1
2
)
(q)
]2
=
[
sup
x∈γ1(q)
[ n0∑
n=1
(|λn| |un,r(x)|)2
] 1
2
]2
.
Since the supremum is taken over a non-negative function and since the
function y 7→ y2 is continuous and monotonely increasing on the non-
negative real axis, we can interchange the square and the supremum, so
that
= sup
x∈γ1(q)
n0∑
n=1
(|λn| |un,r(x)|)2.
Using that the supremum over a sum of functions is less than the sums
of the suprema of the functions and interchanging the square and the
supremum again, yields by definition of N1
≤
n0∑
n=1
|λn|2
[
N1un,r(q)
]2
.
Using this in the estimation above, delivers
∫ 2
1
(∫
Uresc,+x0,1
[ n0∑
n=1
(|λn| |un,r|)2
] p
2
dx
) 2
p
ds
≤ C
n0∑
n=1
|λn|2
∫ 2
1
∫
∂Uresc,+x0,s
[
N1un,r
]2
dσUresc,+x0,s ds.
Next, a combination of Proposition 4.1.11 with the estimate in Theo-
rem 4.1.7 gives another constant C, depending only on d, θ, and the
Lipschitz character of U resc,+x0,s (which is the same for all U
resc,+
x0,t , t ∈ [1, 2),
due to Lemma 1.3.25) such that
≤ C
n0∑
n=1
|λn|2
∫ 2
1
∫
∂Uresc,+x0,s
|gsn|2 dσUresc,+x0,s ds.
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Recall that gsn is the trace of un,r on ∂U resc,+x0,s and that gsn vanishes on
r−1∂Ω∩∂U resc,+x0,s , as this is the case for un,r. Moreover, since un,r is smooth
inside U resc,+x0,2 , we can replace gsn by the pointwise evaluation of un,r on
∂U resc,+x0,s \ r−1∂Ω. Altogether,
= C
n0∑
n=1
|λn|2
∫ 2
1
∫
∂Uresc,+x0,s \r−1∂Ω
|un,r|2 dσUresc,+x0,s ds.
Finally, the same integration argument (involving the co-area formula) as
in Proposition 5.1.9 shows that this can be estimated by
≤ C
∫
Uresc,+x0,2
n0∑
n=1
(|λn| |un,r|)2 dx.
Note that on the left-hand side of this inequality, the integration over
s simply contributes a factor 1. Thus, taking the square root of this
inequality and performing the linear transformation x = ry, delivers
(
1
rd
∫
Ω∩Ux0,r
[ n0∑
n=1
(|λn| |un|)2
] p
2
dx
) 1
p
≤ C
(
1
rd
∫
Ω∩Ux0,2r
n0∑
n=1
(|λn| |un|)2 dx
) 1
2
.
Since B(x0, r) ⊂ Ux0,r, the left-hand side is estimated from below by(
1
rd
∫
Ω∩B(x0,r)
[ n0∑
n=1
(|λn| |un|)2
] p
2
dx
) 1
p
and by (5.13), the right-hand side is bounded from above by
C
(
1
rd
∫
Ω∩B(x0,α12 r)
n0∑
n=1
(|λn| |un|)2 dx
) 1
2
.
Having a look onto the statement of the lemma, we would like to replace
p by p+ ε on the left-hand side of the weak reverse Hölder estimate. This
follows by the self-improving property of weak reverse Hölder estimates,
see Proposition 3.1.4. The verification of the assumptions of this proposi-
tion is performed exactly as in “Step 1: Getting an ε more” in the proof
of Theorem 5.1.10, so that we skip it at this occasion.
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Now, we are ready to combine the previous lemma with the discussion
before this lemma, to conclude the maximal Lq-regularity of the Stokes
operator on Lpσ(Ω).
Theorem 5.2.24. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain and
1 < q <∞. Then, there exists ε > 0 such that for all
2d
d+ 1 − ε < p <
2d
d− 1 + ε
the Stokes operator Ap has maximal Lq-regularity.
Proof. By virtue of Proposition 5.2.5 as well as the boundedness of the
Helmholtz projection on L2(Ω;Cd), we know that for each θ ∈ [0, pi) the
family of operators {λ(λ + A2)−1P2}λ∈Sθ is bounded. Moreover, by Re-
mark 2.3.2 (1), we conclude that this family is alsoR-bounded. By Propo-
sition 2.3.4 this is equivalent to the fact, that the family T of operators
{(λ1(λ1 + A2)−1P2, . . . , λn0(λn0 + A2)−1P2, 0, . . . ) : n0 ∈ N, (λn)n0n=1 ⊂ Sθ}
is bounded in L(L2(Ω; `2(Cd))). Let T ∈ T . Then for x ∈ Ω and f =
(fn)∞n=1 ∈ L2(Ω; `2(CN))
‖[Tf ](x)‖`2(Cd) =
[ n0∑
n=1
∣∣∣λn[(λn + A2)−1P2fn](x)∣∣∣2 ] 12 .
Thus, by Lemma 5.2.23, T satisfies weak reverse Hölder estimates with im-
plicit constants, that are uniform for all operators in T . By Theorem 3.1.2,
it follows that T restricts to a bounded operator on Lp(Ω; `2(Cd)) for every
2 ≤ p < 2d/(d − 1) + ε. Here, ε is the number from Lemma 5.2.23. Ap-
pealing to Remark 3.1.3, it follows that T restricts to a bounded family in
L(Lp(Ω; `2(Cd))). By virtue of Proposition 2.3.4, this is equivalent to the
R-boundedness of the family {λ(λ+Ap)−1Pp}λ∈Sθ in L(Lp(Ω;Cd)). Since
Pp is the identity on Lpσ theR-boundedness of the family {λ(λ+Ap)−1}λ∈Sθ
in L(Lpσ(Ω)) is evident.
Finally, since 1 < p <∞, Remark 2.3.2 (3) shows that R-boundedness
dualizes. Since for 2d/(d+ 1)− ε < p ≤ 2 the antidual space of Lp′σ (Ω) is
isomorphic to Lpσ(Ω) with respect to an isomorphism Φ, see Lemma 5.2.13,
and since Ap is by definition the operator Φ−1Ap′Φ, we conclude that
{λ(λ+ Ap)−1}λ∈Sθ is R-bounded in L(Lpσ(Ω)).
Since θ can especially be taken to be larger than pi/2, Theorem 2.3.5
implies the maximal Lq-regularity of Ap for every 1 < q <∞.
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As we are going to employ the preceding results in the remaining trea-
tise, we will meet the convention that ε > 0 will always be the mimimum
of all ε > 0 appeared in this and the latter section. We will refer to this
ε by the following convention.
Convention 5.2.25. Let ε > 0 be the minimum of the ε’s appearing in
the statements of the results of Sections 5.1 and 5.2.
5.3 A discussion on gradient estimates of the
Stokes semigroup on Lpσ
We have already seen in Theorem 5.2.22, that for 2d/(d+ 1)− ε < p ≤ 2,
the Stokes semigroup satisfies the gradient estimates
‖∇e−tApf‖Lp(Ω;Cd2 ) ≤ Ct−
1
2‖f‖Lp(Ω;Cd) (f ∈ Lpσ(Ω), t > 0).
This estimate is highly desirable for p > 2, as once it is proven in the three
dimensional case for p = 3, it enables oneself to start Kato’s iteration
procedure in order to tackle the solvability question of the Navier-Stokes
equations in critical spaces, see Kato [59] or Wiegner [100, Sec. 6]. On
bounded and smooth domains these estimates were established by Giga
and Miyakawa [42, Prop. 1.2, Prop. 1.4]. Unfortunately, in the situation
of bounded Lipschitz domains there are some obstacles, that could not be
overcome until now and that will be addressed in this section.
5.3.1 Gradient estimates via an embedding of D(A1/2p )
into W1,p(Ω;Cd)
We start by sketching the situation for bounded and smooth domains.
Here, Giga and Miyakawa proceeded in two steps.
The first step was to use abstract functional analytic results to conclude
that one can estimate
‖A
1
2
p e−tApf‖Lp(Ω;Cd) ≤ Ct−
1
2‖f‖Lp(Ω;Cd) (f ∈ Lpσ(Ω), t > 0).
This estimate holds for every bounded analytic semigroup by combining
the moment inequality, see Haase [46, Prop. 6.6.4], with the uniform
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boundedness of tApe−tAp , which characterizes generators of bounded ana-
lytic semigroups, see Engel and Nagel [25, Thm. 4.6].
The second step was to show that the continuous embedding
D(A
1
2
p ) ⊂W1,p(Ω;Cd)
is valid. This was shown by using that D(A1/2p ) = D((−∆p)1/2)d ∩ Lpσ(Ω),
see Giga [40, Thm. 3] and by invoking the respective embedding for the
square root of the negative Laplacian, i.e.,
D((−∆p) 12 ) ⊂W1,p(Ω),
see Fujiwara [33].
Combining both steps, we find for all f ∈ Lpσ(Ω) and t > 0 that
‖∇e−tApf‖Lp(Ω;Cd2 ) ≤ C‖A
1
2
p e−tApf‖Lp(Ω;Cd) ≤ Ct−
1
2‖f‖Lp(Ω;Cd).
Note that 0 ∈ ρ(Ap) is essential, as it allows oneself to endow D(Ap) with
the homogeneous graph norm. The invertibility of Ap for smooth domains
is known due to Cattabriga [16].
Let us turn to the situation on bounded Lipschitz domains. Here, Shen
proved that −Ap generates a bounded analytic semigroup on Lpσ(Ω) when-
ever
2d
d+ 1 − ε < p <
2d
d− 1 + ε,
see Theorem 5.2.19. Thus, the first step of Giga and Miyakawa is
already established.
For the second step, the embedding D(A1/2p ) ⊂W1,p(Ω;Cd) is required.
To establish this embedding, one could try to imitate the approach of
Shen, see [87, Lem. 3.5], to show that the domain of the square root of
the negative Dirichlet Laplacian continuously embeds into W1,p(Ω). This
was proven by Shen for p > 2 in the range above. In this case, he argued
via duality and performed the following calculation. With p′ being the
Hölder conjugate exponent of p, he begins with
‖(−∆p′)− 12 div(f)‖Lp′ (Ω) = ‖(−∆p′)
1
2 (−∆p′)−1 div(f)‖Lp′ (Ω).
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Then, he uses the continuous embedding W1,p
′
0 (Ω) ⊂ D((−∆p′) 12 ) to esti-
mate
≤ C‖∇(−∆p′)−1 div(f)‖Lp′ (Ω;Cd).
Finally, he uses the boundedness of ∇(−∆p′)−1 div on Lp′(Ω;Cd) to get
≤ C‖f‖Lp′ (Ω;Cd).
Dualizing this estimate yields
‖∇(−∆p)− 12f‖Lp(Ω;Cd) ≤ C‖f‖Lp(Ω) (f ∈ Lp(Ω))
and thus that D((−∆p)1/2) continuously embeds into W1,p(Ω).
Let us see, what happens if we replace −∆p by the Stokes operator Ap.
By Theorem 5.2.9, we find that
∇A−1p Pp div
defines a bounded operator from Lp(Ω;Cd×d) into Lp(Ω;Cd2). Since Ap′ is
defined via duality, a duality argument shows that
∇A−1p′ Pp′ div
is bounded from Lp′(Ω;Cd×d) into Lp′(Ω;Cd2). Thus, the last estimate of
Shen’s derivation is no problem for the Stokes operator, so that it remains
to prove the continuous embedding
W1,p
′
0,σ (Ω;Cd) ⊂ D(A
1
2
p′).(5.14)
We would like to get a feeling of what one has to show in order to estab-
lish (5.14).
Recall that D(A2) is given by
{u ∈W1,20,σ(Ω) : ∃pi ∈ L2(Ω) s.t. −∆u+∇pi ∈ L2σ(Ω)}
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by Theorem 5.2.3 with A2u = −∆u+∇pi. Moreover, by Corollary 5.2.12,
we know that C∞c,σ(Ω) is contained in D(A2) and that
A2v = −P2∆v (v ∈ C∞c,σ(Ω)).(5.15)
Next, for u ∈ W2,p′0,σ (Ω) (the closure of C∞c,σ(Ω) in the W2,p′-norm), let
(un)n∈N ⊂ C∞c,σ(Ω) be an appropriate sequence that approximates u in
W2,p′(Ω;Cd). By (5.15) and the fact that P2 extends to a bounded operator
on Lp′(Ω;Cd) by Theorem 5.1.10, we find that (A2un)n∈N is a Cauchy
sequence in Lp′σ (Ω). Consequently, u ∈ D(Ap′) since Ap′ is the closure of
A2 in Lp
′
σ (Ω) by Proposition 5.2.16. Additionally, we find that
Ap′u = −Pp′∆u
and hence, that
‖Ap′u‖Lp′ (Ω;Cd) ≤ C‖u‖W2,p′ (Ω;Cd).
The continuous embedding
W2,p
′
0,σ (Ω) ⊂ D(Ap′)
follows. We see, that a similar embedding as (5.14), but for the full oper-
ator and not its square root holds true. In the following, we show how to
obtain (5.14) under a certain assumption on Ap′ .
It was proven by Mitrea and Monniaux [75, Prop. 2.10 & Thm. 2.12]
that
[Lp′σ (Ω),W
2,p′
0,σ (Ω)]1/2 = W1,p
′
0,σ (Ω).
Next, assume that (1+Ap′)is is bounded for all s ∈ R. In this case, the do-
main of the square root of Ap′ can be expressed via complex interpolation
as
D(A
1
2
p′) = [D(A0p′),D(Ap′)]1/2,
see Haase [46, Thm. 6.6.9]. Combining this with the previous inter-
polation identity and the continuous embedding of W2,p
′
0,σ (Ω) into D(Ap′)
delivers the desired embedding
W1,p
′
0,σ (Ω) = [Lp
′
σ (Ω),W
2,p′
0,σ (Ω)]1/2 ⊂ [D(A0p′),D(Ap′)]1/2 = D(A
1
2
p′).
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Note that in the literature one says that 1 + Ap′ has bounded imaginary
powers if (1+Ap′)is is bounded for all s ∈ R. A sufficient condition for the
fact that 1 + Ap′ has bounded imaginary powers is, that the H∞-calculus
of Ap′ or 1 + Ap′ is bounded. Thus, we can record the following theorem.
Theorem 5.3.1. Let Ω ⊂ Rd, d ≥ 3, be a bounded Lipschitz domain and
let
2 < p < 2d
d− 1 + ε
with ε > 0 from Convention 5.2.25. If 1 + Ap′ has bounded imaginary
powers, or, if the H∞-calculus of Ap′ is bounded, then the Stokes semigroup
satisfies the gradient estimates
‖∇e−tApf‖Lp(Ω;Cd2 ) ≤ Ct−
1
2‖f‖Lp(Ω;Cd) (f ∈ Lpσ(Ω), t > 0).
5.3.2 Gradient estimates via gradient estimates of the
resolvent
In Proposition 5.2.21, we have seen that the estimates
‖|λ| 12 (λ+ Ap)−1f‖Lp(Ω;Cd2 ) ≤ C‖f‖Lp(Ω;Cd) (f ∈ Lpσ(Ω), λ ∈ Sθ)
for some θ ∈ (pi/2, pi), lead to the gradient estimates of the corresponding
semigroup. In the case p < 2, these gradient estimates for the Stokes
resolvent were established in Theorem 5.2.20. To get a feeling for what
one could do, in order to establish these estimates for p > 2, we will scetch
the elliptic situation in the following. Afterwards, we will try to imitate
this “blueprint” for the Stokes operator and point out the difficulties, that
arise.
Note that in [88], Shen proved for second order elliptic systems B =
− divµ∇, with constant and symmetric coefficients, that σ(B) ⊂ [0,∞),
and that for every θ ∈ [0, pi) and λ ∈ Sθ the estimate
‖ |λ| 12 ∇(λ+B)−1f‖Lp(Ω;CdN ) ≤ C‖f‖Lp(Ω;CN ) (f ∈ Lp(Ω;CN)).
holds. Here, N denotes the number of equations in the system − divµ∇
and p satisfies
2d
d+ 1 − ε < p <
2d
d− 1 + ε
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for some ε > 0 depending on d, θ, and some geometric quantities. Note
that Shen considered Dirichlet boundary conditions; the same was proven
for Neumann boundary conditions by Wei and Zhang in [97].
Note that the “blueprint” presented here does not follow the lines of
Shen performed in [88], but that it uses more modern techniques devel-
oped by Shen since then. Further, note that we do not go into every
detail, as we only intend to present the major steps.
Let Ω be a bounded Lipschitz domain and let B = − divµ∇ be an ellip-
tic system on Ω with constant and symmetric coefficients complemented
with Dirichlet boundary conditions. The L2-theory of this operator is
straightforward. For example, it follows literally as in Proposition 5.2.5
that σ(B) ⊂ (0,∞) and that for each θ ∈ [0, pi) the family of operators
{|λ| 12 ∇(λ+B)−1}λ∈Sθ ⊂ L(L2(Ω;CN),L2(Ω;CdN))
is bounded. Now, it is the goal to verify the assumptions of the Lp-
extrapolation theorem, Theorem 3.1.2, with X = CN and Y = CdN uni-
formly in λ ∈ Sθ. Note that in order to establish the weak reverse Hölder
estimates, we have already seen in Sections 5.1 and 5.2 that it is possible
to replace balls centered on ∂Ω by the sets Ω ∩ Ux0,r.
For this purpose, let 0 < r ≤ r0/5 and x0 ∈ ∂Ω, r0 belonging to Ω via
Definition 1.3.1. We proceed with the following steps.
(1) Let λ ∈ Sθ and f ∈ L2(Ω;CN) with f = 0 on Ω ∩ Ux0,α2r for
some α2 large enough. Define u := (λ + B)−1f and note that
u ∈ W1,2(Ux0,3r;CN) ∩ W1,20 (Ω;CN). Rescale the whole situation
to find that
λu− divµ∇u = 0 in Ω ∩ Ux0,3r
⇔ r2λur − divµ∇ur = 0 in U resc,+x0,3 ,
where ur(y) := u(ry) and U rescx0,s := r−1[Ω ∩ Ux0,sr] is the set
U resc+x0,s = {r−1x0}+ r−1R−1x0 Dr−1ηx0 (r·)(s) (s ∈ (0, 3]).
By inner regularity, we may assume that ur is smooth inside U resc,+x0,3 .
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(2) As ur ∈ W1,2(U resc,+x0,3 ), one can take the trace gs ∈ L2(∂U resc,+x0,s ;CN)
of ur on ∂U resc,+x0,s for every s ∈ (0, 3]. Note that gs vanishes on
r−1∂Ω∩∂U resc,+x0,s , as u vanishes on ∂Ω due to the Dirichlet boundary
conditions. Let vs be the solution of the L2-Dirichlet problem

r2λvs − divµ∇vs = 0 in U resc,+x0,s
vs = gs non-tangentially on ∂U resc,+x0,s
(vs)∗ ∈ L2(∂U resc,+x0,s ),
provided by [88, Thm. 0.10]. One can show that vs and ur coincide
in U resc,+x0,s by proceeding literally as in the first lines of the proof
of [89, Thm. 5.6] (where Shen proved the corresponding result for
the Stokes resolvent problem instead of the elliptic resolvent prob-
lem). Thus, the non-tangential behavior is valid for ur.
(3) By (1) and (2), we have ur ∈W1,2(U resc,+x0,3 ,CN), (ur)∗ ∈ L2(∂U resc,+x0,3 ),
and that ur converges to zero non-tangentially on r−1∂Ω ∩ U resc,+x0,3 .
Thus, by virtue of Proposition 1.3.28, we conclude that there exists
a set of measure zero N ⊂ [1, 2] such that ur ∈ W1,2(∂U resc,+x0,s ;CN)
for every s ∈ [1, 2] \ N . Moreover, since gs is the trace of ur onto
∂U resc,+x0,s and since ur is smooth in U
resc,+
x0,3 , we conclude that ur and gs
coincide almost everywhere on ∂U resc,+x0,s (with respect to the surface
measure).
Thus, by the regularity theory of the L2-Dirichlet problem of the
elliptic system, see Shen [88, Thm. 0.12], there exists a constant
C > 0, depending only on the ellipticity constant, d, r0, and the
Lipschitz character of U resc,+x0,s , such that
‖(∇ur)∗‖L2(∂Urescx,s ∩r−1Ω) ≤ C
{
‖∇tanur‖L2(∂Uresc,+x0,s \r−1∂Ω;CdN )
+ (1 + |r2λ| 12 )‖ur‖L2(∂Uresc,+x0,s \r−1∂Ω;CN )
}
.
Note that by Lemma 1.3.25 the Lipschitz character of U resc,+x0,s is com-
parable to d and M , since s ∈ [1, 2].
(4) Performing the same integration argument presented in the proofs
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of Proposition 5.1.9 and Lemma 5.2.23 leads to the estimate
(∫
Uresc,+x0,1
|∇ur|
2d
d−1 dy
) d−1
2d
≤ C
(∫
Uresc,+x0,2
|∇ur|2 +
(
1 + |r2λ| 12
)2 |ur|2 dy
) 1
2
.
Next, appeal to the inequality (1 + |r2λ| 12 )2 ≤ 2 + 2|r2λ| and then
and use the linear transformation x = ry to obtain
(
1
rd
∫
Ω∩Ux0,r
|∇u| 2dd−1 dy
) d−1
2d
≤ C
(
1
rd
∫
Ω∩Ux0,2r
|∇u|2 + r−2
(
1 + |r2λ|
)
|u|2 dy
) 1
2
≤ C
(
1
rd
∫
Ω∩B(x0,α1r)
|∇u|2 + r−2
(
1 + |r2λ|
)
|u|2 dy
) 1
2
,
with α1 := [4+(20d(M+1)2)]1/2. Next, use Caccioppoli’s inequality,
see [88, Lem. 2.1], to deduce
|λ|
∫
Ω∩B(x0,α1r)
|u|2 dx ≤ C
r2
∫
Ω∩B(x0,2α1r)
|u|2 dx
with a constant C > 0 depending only on d, θ, and the ellipticity
constant. Moreover, Poincaré’s inequality yields a constant C > 0
depending only on d and M such that
∫
Ω∩B(x0,2α1r)
|u|2 dx ≤ Cr2
∫
Ω∩B(x0,2α1r)
|∇u|2 dx.
This gives the desired weak reverse Hölder estimate.
(5) Finally, we conclude the gradient estimate of the resolvent in Lp by
means of the self-improving property of weak reverse Hölder esti-
mates, Proposition 3.1.4, and the Lp-extrapolation theorem, Theo-
rem 3.1.2.
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Let us see, whether we can perform the same steps for the Stokes re-
solvent problem. Concerning (1), note that the Stokes resolvent problem
has the following scaling behavior
λu−∆u+∇φ = 0 in Ω ∩ Ux0,3r
⇔ r2λur −∆ur +∇φr = 0 in U resc,+x0,3 ,
with ur(y) := u(ry) and φr(y) := rφ(ry).
The second point, (2), is also no problem as the proof for the Stokes
resolvent problem served as the reference for the proof in the elliptic sit-
uation.
In (3), we can appeal to the regularity theory of the Stokes resolvent
problem, Theorem 4.1.9, which was resolved in Section 4.3. The estimate
of the non-tangential maximal function in L2 by the boundary data differs
from the one used in (3) and reads in our situation
‖(∇ur)∗‖L2(∂Uresc,+x0,s ) ≤ C
{
‖∇tanur‖L2(∂Uresc,+x0,s \r−1∂Ω;Cd2 )
+ |r2λ| 12‖ur‖L2(∂Uresc,+x0,s \r−1∂Ω;Cd)
+ |r2λ|‖〈ν, ur〉‖W1,2(∂Uresc,+x0,s )∗
}
.
To handle the additional term, use the trivial estimate by controlling ur
in the (W1,2(∂U resc,+x0,s ))∗-norm by its L2(∂U resc,+x0,s )-norm. Note that there
is no contribution to the integral on the portion of ∂U resc,+x0,s , which comes
from r−1∂Ω, since ur vanishes on that part. It follows that
‖〈ν, ur〉‖W1,2(∂Uresc,+x0,s )∗ ≤ ‖ur‖L2(∂Uresc,+x0,s \r−1∂Ω;Cd).(5.16)
Next, perform the integration argument in (4) with this modified estimate
for (∇ur)∗ to deduce that
(∫
Uresc,+x0,1
|∇ur|
2d
d−1 dy
) d−1
2d
≤ C
(∫
Uresc,+x0,2
|∇ur|2 + |r2λ|
(
1 + |r2λ| 12
)2 |ur|2 dy
) 1
2
.
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As in the elliptic situation use (1 + |r2λ| 12 )2 ≤ 2 + 2|r2λ|, the linear trans-
formation x = ry, and Ux0,2r ⊂ B(x0, α1r) to derive(
1
rd
∫
Ω∩Ux0,r
|∇u| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
Ω∩B(x0,α1r)
|∇u|2 + r−2
(
|r2λ|+ |r2λ|2
)
|u|2 dx
) 1
2
(5.17)
In the elliptic situation, we would now appeal to Caccioppoli’s inequal-
ity. For the Stokes resolvent problem, Caccioppoli’s inequality has the
following form.
Proposition 5.3.2 (Caccioppoli). Let θ ∈ [0, pi), λ ∈ Sθ, x0 ∈ Ω,
and r > 0. Let further f ∈ L2(Ω;Cd) with f = 0 on Ω ∩ B(x0, 2r),
u := (λ+A2)−1P2f , and pi ∈ L2(Ω) be the pressure associated to u. Then
there exists a constant C > 0 depending only on d and θ such that
|λ|
∫
Ω∩B(x0,r)
|u|2 dx+
∫
Ω∩B(x0,r)
|∇u|2 dx
≤ C
r2
{
1
|λ|
∫
Ω∩B(x0,2r)
|pi − (∆N)−1 div(f)|2 dx+
∫
Ω∩B(x0,2r)
|u|2 dx
}
.
Proof. We imitate the standard proof of Caccioppoli’s inequality for the
Laplacian, see, e.g., Giaquinta and Martinazzi [37, Thm. 4.1].
Let ϕ ∈ C∞c (B(x0, 2r)) be a smooth cut-off function with ϕ = 1 on
B(x0, r), 0 ≤ ϕ ≤ 1, and ‖∇ϕ‖L∞(B(x0,2r);Rd) ≤ Cd/r, where Cd > 0 is
a constant depending solely on d. By smoothness of ϕ, it follows that
ψ := ϕ2u ∈W1,20 (Ω;Cd). Appealing to Theorem 5.2.3 it follows by testing
with ψ
λ
∫
Ω∩B(x0,2r)
|ϕu|2 dx+
∫
Ω∩B(x0,2r)
〈∇u,∇[ϕ2u]〉 dx
−
∫
Ω∩B(x0,2r)
pi div(ϕ2u) dx =
∫
Ω∩B(x0,2r)
〈P2f, ϕ2u〉 dx.
First, by means of the product rule∫
Ω∩B(x0,2r)
〈∇u,∇[ϕ2u]〉 dx
=
∫
Ω∩B(x0,2r)
〈ϕ∇u,∇[ϕu]〉 dx+
d∑
j=1
∫
Ω∩B(x0,2r)
〈ϕ∇uj, uj∇ϕ〉 dx.
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Next, rewrite ϕ∇u and ϕ∇uj using the product rule
=
∫
Ω∩B(x0,2r)
|∇ϕu|2 dx−
d∑
j=1
∫
Ω∩B(x0,2r)
〈uj∇ϕ,∇[ϕuj]〉 dx
+
d∑
j=1
∫
Ω∩B(x0,2r)
〈∇[ϕuj], uj∇ϕ〉 dx−
∫
Ω∩B(x0,2r)
|∇ϕ|2|u|2 dx.
Second, rewrite by means of Lemma 5.1.3 and f = 0 on Ω ∩B(x0, 2r)∫
Ω∩B(x0,2r)
〈P2f, ϕ2u〉 dx =
∫
Ω∩B(x0,2r)
〈∇(−∆N) div(f), ϕ2u〉 dx.
Next, use integration by parts and div(ϕ2u) = 2ϕ〈∇ϕ, u〉 to derive
= −2
∫
Ω∩B(x0,2r)
(−∆N) div(f)〈∇ϕ, ϕu〉 dx.
Third, use the same identity for div(ϕ2u) to get
∫
Ω∩B(x0,2r)
pi div(ϕ2u) dx = 2
∫
Ω∩B(x0,2r)
pi〈∇ϕ, ϕu〉 dx.
Finally, we plug all identities into the very first equation, to deduce that
λ
∫
Ω∩B(x0,2r)
|ϕu|2 dx+
∫
Ω∩B(x0,2r)
|∇[ϕu]|2 dx
= 2
d∑
j=1
∫
Ω∩B(x0,2r)
Re(〈uj∇ϕ,∇[ϕuj]〉) dx+
∫
Ω∩B(x0,2r)
|∇ϕ|2|u|2 dx
+ 2
∫
Ω∩B(x0,2r)
[pi − (−∆N) div(f)]〈∇ϕ, ϕu〉 dx.
Take the absolute value of this identity and note that the left-hand side
is estimated from below by means of Lemma 5.2.4
|λ|
∫
Ω∩B(x0,2r)
|ϕu|2 dx+
∫
Ω∩B(x0,2r)
|∇[ϕu]|2 dx
≤ Cθ
∣∣∣∣λ ∫Ω∩B(x0,2r) |ϕu|2 dx+
∫
Ω∩B(x0,2r)
|∇[ϕu]|2 dx
∣∣∣∣,
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where Cθ > 0 depends only on θ. Estimate each term on the right-hand
side separately by using first 0 ≤ ϕ ≤ 1 and ‖∇ϕ‖L∞(B(x0,2r);Rd) ≤ Cd/r,
and then Young’s inequality
∣∣∣∣2 d∑
j=1
∫
Ω∩B(x0,2r)
Re(〈uj∇ϕ,∇[ϕuj]〉) dx
∣∣∣∣
≤ 2Cd
r
d∑
j=1
∫
Ω∩B(x0,2r)
|uj| |∇[ϕuj]| dx
≤ 2CθC
2
d
r2
∫
Ω∩B(x0,2r)
|u|2 dx+ 12Cθ
∫
Ω∩B(x0,2r)
|∇[ϕu]|2 dx.
Similarly,
∣∣∣∣2 ∫Ω∩B(x0,2r)[pi − (−∆N) div(f)]〈∇ϕ, ϕu〉 dx
∣∣∣∣
≤ 2CθC
2
d
|λ| r2
∫
Ω∩B(x0,2r)
|pi − (−∆N) div(f)|2 dx+ |λ|2Cθ
∫
Ω∩B(x0,2r)
|ϕu|2 dx.
Finally,
∫
Ω∩B(x0,2r)
|∇ϕ|2|u|2 dx ≤ C
2
d
r2
∫
Ω∩B(x0,2r)
|u|2 dx.
Now, absorb the terms
1
2Cθ
∫
Ω∩B(x0,2r)
|∇[ϕu]|2 dx and 12Cθ
∫
Ω∩B(x0,2r)
|∇[ϕu]|2 dx
to the left-hand side, to deduce
|λ|
2
∫
Ω∩B(x0,2r)
|ϕu|2 dx+ 12
∫
Ω∩B(x0,2r)
|∇[ϕu]|2 dx
≤ 2C
2
θC
2
d
r2
{
1
|λ|
∫
Ω∩B(x0,2r)
|pi − (∆N)−1 div(f)|2 dx+
∫
Ω∩B(x0,2r)
|u|2 dx
}
.
We conclude the proof by means of ϕ = 1 on B(x0, r).
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Recall our intermediate result for the weak reverse Hölder estimates
in (5.17). Take the term with the highest exponent in λ and apply Ca-
ccioppoli’s inequality to obtain
|r2λ|2
∫
Ω∩B(x0,α1r)
|u|2 dx ≤ C
{
r2
∫
Ω∩B(x0,2α1r)
|pi − (∆N)−1 div(f)|2 dx
+ |r2λ|
∫
Ω∩B(x0,2α1r)
|u|2 dx
}
.
Plugging this inside (5.17), we arrive at
(
1
rd
∫
Ω∩Ux0,r
|∇u| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
Ω∩B(x0,2α1r)
|∇u|2 + ||λ| 12u|2
+ |pi − (∆N)−1 div(f)|2 dx
) 1
2
.
(5.18)
Now, we are at the point, where we might have to ask ourselves, whether
this is the best right-hand side, we can get. In the elliptic situation, we
treated the term ||λ| 12u|2 with Caccioppoli’s inequality as well. But what
would be the effect of that? This would result in two more terms in the
integral, namely
r−2 |λ|−1 |pi − (∆N)−1 div(f)|2 and r−2|u|2.
While the second term is not a problem at all, since this term can easily
be transformed into a |∇u|2 by means of Poincaré’s inequality, the first
term results in a second term that involves the pressure with a different
prefactor. In the end of this discussion, we will see that the factor |λ|−1
is very desirable. However, factor r−2 does not fit into the weak reverse
Hölder estimates framework, as they dictate the exact exponent of the ra-
dius r. Moreover, as the term |pi− (∆N)−1 div(f)|2 appears in the integral
anyhow, we conclude that the right-hand side above is the best we can
achieve.
The thought is now, that the right-hand side of (5.18) may be the right-
hand side of a weak reverse Hölder estimate of the function
x 7→
[
|∇u(x)|2 + |pi(x)− [(∆N)−1 div(f)](x)|2 + ||λ| 12u(x)|2
] 1
2 .
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We will prove in the following, that this is indeed the case. For this
purpose, we abbreviate the term that involves the pressure by
φ := pi − (∆N)−1 div(f).(5.19)
To proceed, note that by [89, Lem. 6.1], the function u satisfies the weak
reverse Hölder estimate
(
1
rd
∫
Ω∩Ux0,r
||λ| 12 u| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
Ω∩B(x0,2α1r)
||λ| 12 u|2 dx
) 1
2
,
which trivially results in the estimate
(
1
rd
∫
Ω∩Ux0,r
||λ| 12 u| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
Ω∩B(x0,2α1r)
|∇u|2 + ||λ| 12u|2 + |φ|2 dx
) 1
2
.
(5.20)
It remains to estimate φ. This calculation will be a little bit lenghty, but
in essence, we trace the constants of the well-known pressure estimate in
order to reveal the inherent dependence of r. This results in the fact, that
|φ| is controlled by ||λ| 12u| and |∇u|.
Note that due to Lemma 5.1.3 and Theorem 5.2.3, we find that for all
v ∈W1,20 (Ω;Cd)
λ
∫
Ω
〈u, v〉 dx+
∫
Ω
〈∇u,∇v〉 dx−
∫
Ω
φdiv(v) dx =
∫
Ω
〈f, v〉 dx.
To start, recall that Ω ∩ Ux0,r is the rotation and a translation of the
Lipschitz cylinder
Dηx0 (r) = {(x′, xd) : |x′| < r, ηx0(x′) < xd < 10d(M + 1)r}.
Here ηx0 is a Lipschitz continuous function with ηx0(0) = 0 and Lipschitz
constant bounded by M . We need in the following, that this set is star-
shaped with respect to a ball, whose radius is comparable to r. Let x ∈
Dηx0 (r) with xd > 2Mr and y
′ ∈ Rd−1 with |y′| < r. Note that the
Lipschitz continuity together with ηx0(0) = 0 implies that |ηx0(y′)| < Mr
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for every |y′| < r. We claim that the line connecting x and (y′, ηx0(y′))
does not contain another point of the graph of ηx0 . Indeed, assume that
for some s ∈ (0, 1), we have
(z′, ηx0(z′)) = sx+ (1− s)(y′, ηx0(y′))
⇔ (z′, ηx0(z′))− (y′, ηx0(y′)) = s[x− (y′, ηx0(y′)]
for some |z′| < r. This implies that
|ηx0(z′)− ηx0(y′)|
|z′ − y′| =
|xd − ηx0(y′)|
|x′ − y′| .
By Lipschitz continuity, we derive for the left-hand side
|ηx0(z′)− ηx0(y′)|
|z′ − y′| ≤M
and since xd > 2Mr, we find together with |ηx0(y′)| < Mr for the right-
hand side
|xd − ηx0(y′)|
|x′ − y′| >
2Mr −Mr
|x′ − y′| ≥M.
This is a contradiction. It follows that Dηx0 (r) is star-shaped with respect
to every point x that satisfies 2Mr < xd < 10d(M + 1)r. In particular, it
is star-shaped with respect to a ball of radius r. Because Ux0,r is a rotation
and a translation of Dηx0 (r), the same is valid for Ω ∩ Ux0,r.
Next, define p := 2d/(d−1) and let B : Lp′0 (Ω∩Ux0,r)→W1,p
′
0 (Ω∩Ux0,r)
be Bogovski˘ı’s operator, i.e., it satisfies div(Bf) = f and
‖∇Bf‖Lp′ (Ω∩Ux0,r) ≤ C‖f‖Lp′ (Ω∩Ux0,r) (f ∈ L
p′(Ω ∩ Ux0,r)).
Such an operator is constructed in Galdi [34, Lem. 3.1] and it was proven
that in our particular situation, C depends only on d. Let φΩ∩Ux0,r denote
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the mean value of φ on Ω ∩ Ux0,r. Then, calculate by duality(∫
Ω∩Ux0,r
|φ− φΩ∩Ux0,r |p dx
) 1
p
= sup
g∈Lp′0 (Ω∩Ux0,r)
‖g‖Lp′≤1
∣∣∣∣ ∫Ω∩Ux0,r [φ− φΩ∩Ux0,r ]g dx
∣∣∣∣
= sup
g∈Lp′0 (Ω∩Ux0,r)
‖g‖Lp′≤1
∣∣∣∣ ∫Ω∩Ux0,r [φ− φΩ∩Ux0,r ]div(Bg) dx
∣∣∣∣
≤ sup
g∈Lp′0 (Ω∩Ux0,r)
‖g‖Lp′≤1
∣∣∣∣λ ∫Ω∩Ux0,r〈u,Bg〉 dx
∣∣∣∣
+ sup
g∈Lp′0 (Ω∩Ux0,r)
‖g‖Lp′≤1
∣∣∣∣ ∫Ω∩Ux0,r〈∇u,∇Bg〉 dx
∣∣∣∣.
By Hölder’s inequality, followed by Poincaré’s inequality and the estimate
on ∇B, we derive
≤ C
{
r |λ| 12
(∫
Ω∩Ux0,r
||λ| 12 u|p dx
) 1
p
+
(∫
Ω∩Ux0,r
|∇u|p dx
) 1
p
}
.
Altogether, we obtain(
1
rd
∫
Ω∩Ux0,r
|φ|p dx
) 1
p
≤
(
1
rd
∫
Ω∩Ux0,r
|φ− φΩ∩Ux0,r |p dx
) 1
p
+ 1
rd
∫
Ω∩Ux0,r
|φ| dx
≤ C
{
r |λ| 12
(
1
rd
∫
Ω∩Ux0,r
||λ| 12 u|p
) 1
p
+
(
1
rd
∫
Ω∩Ux0,r
|∇u|p
) 1
p
+ 1
rd
∫
Ω∩Ux0,r
|φ| dx
}
.
Note that by means of Hölder’s inequality,
1
rd
∫
Ω∩Ux0,r
|φ| dx ≤ C
(
1
rd
∫
Ω∩Ux0,r
|φ|2 dx
) 1
2
,
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where C depends only on d and M . Moreover, estimate by the known
weak reverse Hölder estimates on u
r |λ| 12
(
1
rd
∫
Ω∩Ux0,r
||λ| 12 u|p
) 1
p
≤ Cr |λ| 12
(
1
rd
∫
Ω∩B(x0,α1r)
||λ| 12 u|2
) 1
2
.
Finally, appeal to Caccioppoli’s inequality, to conclude
≤ C
(
1
rd
∫
Ω∩B(x0,2α1r)
|φ|2 + ||λ| 12u|2 dx
) 1
2
.
Summarizing this estimate for the term involving the pressure together
with (5.18), (5.19), and (5.20), we have established the weak reverse Hölder
estimate
(
1
rd
∫
Ω∩Ux0,r
[
|∇u|2 + ||λ| 12u|2 + |pi − (∆N)−1 div(f)|2
] d
d−1 dx
) d−1
2d
≤ C
(
1
rd
∫
Ω∩B(x0,2α1r)
|∇u|2 + ||λ| 12u|2 + |pi − (∆N)−1 div(f)|2 dx
) 1
2
.
Due to the following proposition, the interior weak reverse Hölder esti-
mates hold as well.
Proposition 5.3.3. Let x0 ∈ Ω and r > 0 such that B(x0, 3r) ⊂ Ω. Let
λ ∈ Sθ, f ∈ L2(Ω;Cd) with f = 0 on B(x0, 3r), u := (λ + A2)−1P2f and
pi be the pressure associated to u via Theorem 5.2.3. Then there exists a
constant C > 0 depending only on d and θ such that
(
1
rd
∫
B(x0,r)
|∇u| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
B(x0,2r)
|∇u|2 dx
) 1
2
and
(
1
rd
∫
B(x0,r)
|pi − (−∆N)−1 div(f)| 2dd−1 dx
) d−1
2d
≤ C
(
1
rd
∫
B(x0,2r)
|pi − (−∆N)−1 div(f)|2 dx
) 1
2
.
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Proof. Note that by virtue of Theorem 5.2.3, Lemma 5.1.3, and f = 0
on B(x0, 2r), u and pi − (−∆N)−1 div(f) solve for all v ∈ C∞c (B(x0, 3r))
λ
∫
B(x0,3r)
〈u, v〉 dx+
∫
B(x0,3r)
〈∇u,∇v〉 dx
−
∫
B(x0,3r)
[pi − (−∆N)−1 div(f)]div(v) dx = 0.
By interior regularity, see Galdi [34, Thm. IV.4.2], u and φ := pi −
(−∆N)−1 div(f) are smooth solutions ofλu−∆u+∇φ = 0 in B(x0, 3r)div(u) = 0 in B(x0, 3r).
Taking the divergence of the first equation shows that φ is harmonic. Now,
the weak reverse Hölder estimate for φ is a consequence of de Giorgi’s
theorem, see, e.g., Giaquinta and Martinazzi [37, Thm. 8.13].
The weak reverse Hölder estimate for ∇u can be derived from the weak
reverse Hölder estimates for u. Indeed, by Schwarz’ theorem, also v := ∂iu
and ψ := ∂iφ solve the homogeneous Stokes resolvent problem inB(x0, 2r).
Thus, appealing to Shen [89, Lem. 6.2], we find
(
1
rd
∫
B(x0,r)
|∂iu|pε dx
) 1
pε
≤ C
(
1
rd
∫
B(x0,2r)
|∂iu|2 dx
) 1
2
≤ C
(
1
rd
∫
B(x0,2r)
|∇u|2 dx
) 1
2
.
Doing this for every 1 ≤ i ≤ d concludes the proof.
A consequence of the preceding discussion is that we have found a linear
operator, which satisfies weak reverse Hölder estimates in the interior and
on the boundary. Moreover, all implicit constants are uniform in λ ∈ Sθ.
This operator is defined as
Tλ : L2(Ω;Cd)→ L2(Ω;Cd2+d+1), f 7→

|λ| 12∇(λ+ A2)−1P2f
|λ| (λ+ A2)−1P2f
|λ| 12 [pi − (−∆N)−1 div(f)]
 .
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Note that we multiplied everything with |λ| 12 , which does no harm to
the uniformity of the constants of the weak reverse Hölder estimates in
λ. Furthermore, note that the correspondence between (λ + A2)−1P2f
and pi from Theorem 5.2.3 is linear, so that Tλ is indeed linear. The
boundedness of this family in L(Lp(Ω;Cd),Lp(Ω;Cd2+d+1)) would imply
the boundedness of the family {|λ| 12 ∇(λ+ Ap)−1}λ∈Sθ since
‖Tλf‖Lp(Ω;Cd2+d+1) ≥ |λ|
1
2 ‖∇(λ+ A2)−1P2f‖Lp(Ω;Cd2 ).
To conclude the boundedness of {Tλ}λ∈Sθ in L(Lp(Ω;Cd),Lp(Ω;Cd2+d+1)),
we only need its boundedness in L(L2(Ω;Cd),L2(Ω;Cd2+d+1)), because
then, we could directly appeal to Theorem 3.1.2. As the boundedness of
|λ| 12 ∇(λ + A2)−1P2 and |λ| (λ + A2)−1P2 is proven in Proposition 5.2.5,
we only need the boundedness of the family that involves the pressure.
Unfortunately, the following lemma is valid.
Lemma 5.3.4. Assume that there exists a constant C > 0 such that for
all λ ∈ Sθ and all f ∈ L2(Ω;Cd)
|λ| 12 ‖pi − (−∆N)−1 div(f)‖L2(Ω) ≤ C‖f‖L2(Ω;Cd).
Then, the spaces L2σ(Ω) and L2(Ω;Cd) coincide.
Proof. Let T : L2(Ω;Cd) → L2(Ω) be the operator that maps f onto
pi − (−∆N)−1 div(f) and fix f ∈ L2(Ω;Cd).
Since pi is the pressure associated to u := (λ+A2)−1P2f and since P2 is a
projection, we see that pi is also the pressure associated to (λ+A2)−1P2P2f .
Moreover, because P2f ∈ L2σ(Ω), we see that
TP2f = pi.
By assumption
‖TP2f‖L2(Ω) ≤ C |λ|−
1
2 ‖P2f‖L2(Ω;Cd),
This, together with the assumption yields
‖(−∆N)−1 div(f)‖L2(Ω) ≤ ‖(−∆N)−1 div(f)− pi‖L2(Ω) + ‖pi‖L2(Ω)
≤ C |λ|− 12
{
‖f‖L2(Ω;Cd) + ‖P2f‖L2(Ω;Cd)
}
.
Letting |λ| → ∞, we conclude that (−∆N)−1 div(f) = 0. An application
of Lemma 5.1.3 shows that L2σ(Ω) and L2(Ω;Cd) coincide.
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As the spaces L2σ(Ω) and L2(Ω;Cd) do certainly not coincide, the family
{Tλ}λ∈Sθ cannot be bounded in L(L2(Ω;Cd),L2(Ω;Cd2+d+1)). Note that
this non-uniform boundedness arises from the large exponent of |λ| in front
of the pressure term. If this exponent would be zero, i.e., if there would
be no |λ| in front of the pressure term at all, there would be no problem,
since one can easily prove that
f 7→ pi − (−∆N)−1 div(f)
gives rise to a uniformly bounded family on L2. Finally, note that this
large exponent originated in (5.16). If this estimate could be improved,
there would be a chance to establish the gradient estimates of the Stokes
resolvent family, and hence, of the Stokes semigroup.
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CHAPTER 6
Existence results for the Navier-Stokes equations
In this chapter, we will present two approaches to the existence of solutions
of the Navier-Stokes equations in three dimensional bounded Lipschitz
domains Ω
(NSE)

∂tu−∆u+ 〈u,∇〉u+∇pi = f in Ω, t > 0
div(u) = 0 in Ω, t > 0
u(0) = a in Ω
u = 0 on ∂Ω, t > 0.
Here, the vector field u : [0,∞)×Ω→ C3 describes the velocity field of an
incompressible fluid, pi : [0,∞)×Ω→ C its pressure, and f : [0,∞)×Ω→
C3 an external force. The third equation gives the initial configuration a,
i.e., the velocity field at time t = 0 in Ω.
The first approach that is presented exploits the maximal Lq-regularity
of the Stokes operator Ap on Lpσ(Ω) as well as embeddings of D(Ap) into
Bessel potential spaces in order to perform a fixed point argument. This
argument was used several times in the literature in order to deduce the
existence of strong solutions of the Navier-Stokes equations, see, e.g.,
Solonnikov [91] and Saal [84].
The second approach is based upon an iteration scheme, which is used by
Giga [41] to derive the existence of local mild solutions in the critical space
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BC([0, T0); L3σ(Ω)) for any initial conditions of arbitrary size and of global
mild solutions in BC([0,∞); L3σ(Ω)) for initial conditions with sufficiently
small L3σ(Ω)-norm. Here, BC stands for bounded and continuous. On the
whole space this is a classical result due to Kato, see [59], who uses the
same iteration scheme. However, Kato the convergence of the iteration
scheme differently thanGiga, and needs gradient estimates for the Stokes-
semigroup on L3σ(Ω) and additional Lp-Lq-estimates of the semigroup. We
have seen in Section 5.3, that the gradient estimates are not available at
the present time. But still, some modifications in the proof of Giga show
that the weaker estimates proven in Theorem 5.2.22 suffice in order to
establish the existence result above. A comparison of Giga’s and Kato’s
proofs reveals that Giga exploits the divergence-form structure in which
the nonlinearity of the Navier-Stokes equations can be rewritten. This
structural information is neglected by Kato and seems to be the reason
for the need of stronger estimates compared to the proof of Giga.
6.1 The main results of this chapter
We start with a notion of solutions that arises by employing the approach
via maximal Lq-regularity.
Definition 6.1.1. Let 1 < q < ∞ and let 2 ≤ p < 3 + ε, with ε > 0
from Convention 5.2.25. Given f ∈ Lq(0,∞; Lpσ(Ω)) and a ∈ Lpσ(Ω), the
functions (u, pi) are called weak (p, q)-solutions to (NSE) if
u ∈W1,q(0,∞; Lpσ(Ω)) ∩ Lq(0,∞;D(Ap)), pi(t) ∈ Lp(Ω) (a.e. t > 0),
if for all ϕ ∈ C∞c (Ω;C3) and almost every t > 0∫
Ω
〈∂tu(t) + 〈u(t),∇〉u(t), ϕ〉+ 〈∇u(t),∇ϕ〉 − pi(t) div(ϕ) dx
=
∫
Ω
〈f(t), ϕ〉 dx,
and if the initial condition a is realized in the sense that
‖u(t)− a‖Lp(Ω;C3) → 0 as t↘ 0.
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Remark 6.1.2. (1) Note that the discussion in Subsection 1.2.2 and
especially Proposition 1.2.7 imply that a ∈ (Lpσ(Ω),D(Ap))1−1/q,q if
(u, pi) are weak (p, q)-solutions corresponding to an initial velocity
field a.
(2) We must check that the distributional formulation even makes sense,
i.e., that 〈u(t),∇〉u(t) is in L1loc(Ω) for almost every t > 0. For this,
note that u(t) ∈ D(Ap) for almost every t > 0 so that in particular
there exists g ∈ Lpσ(Ω) such that∫
〈∇u(t),∇ψ〉 dx =
∫
Ω
〈g, ψ〉 dx (ψ ∈ C∞c,σ(Ω)).
In this situation, inner regularity, see Galdi [34, Thm. IV.4.1],
implies that u(t) ∈ W2,ploc(Ω;C3). Now, by Sobolev’s embedding
theorem, u(t) ∈ L∞loc(Ω), so that Hölder’s inequality implies that
〈u(t),∇〉u(t) ∈ Lploc(Ω) ⊂ L1loc(Ω).
(3) If pi(t) ∈ W1,ploc(Ω) for almost every t > 0, one directly sees by an
integration by parts, that for all ϕ ∈ C∞c (Ω;C3) and almost every
t > 0∫
Ω
〈∂tu(t)−∆u(t) + 〈u(t),∇〉u(t) +∇pi(t), ϕ〉 dx =
∫
Ω
〈f(t), ϕ〉 dx
holds. The fundamental lemma of variational calculus then shows
that for almost every t > 0
∂tu(t)−∆u(t) + 〈u(t),∇〉u(t) +∇pi(t) = f(t),
where the equality has to be understood in Lploc(Ω;C3), holds. We
conclude that weak (p, q)-solutions with pi(t) ∈ W1,ploc(Ω) are in fact
strong solutions.
The main result of the second section reads as follows.
Theorem 6.1.3. Let Ω ⊂ R3 be a bounded Lipschitz domain and ε > 0
be as in Convention 5.2.25. Let further 2 ≤ p < 3 + ε and if p = 2, let
2 ≤ q <∞, and if p > 2, let
3− p−2
p
3+ε
1+ε
3
2 − 3(p−2)2p 3+ε1+ε
< q <∞.
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Then there exists C > 0 such that for all a ∈ (Lpσ(Ω),D(Ap))1−1/q,q and
f ∈ Lq(0,∞; Lpσ(Ω)) with
‖a‖(Lpσ(Ω),D(Ap))1−1/q,q + ‖f‖Lq(0,∞;Lpσ(Ω)) < C,
there exists a weak (p, q)-solution (u, pi) with pi ∈W1,ploc(Ω).
The other solution concept that we consider, is the one of mild solutions.
Here, we will assume that the right-hand side f of (NSE) is equal to zero.
Mild solutions were already introduced in the beginning of Section 2.2 for
inhomogeneous linear abstract Cauchy problems. Note, that for solenoidal
vector fields u the identity
〈u,∇〉u =
d∑
i=1
∂i(uiu)−
d∑
i=1
∂iuiu =
d∑
i=1
∂i(uiu) = div(u⊗ u),
where the tensor product u⊗ u denotes the matrix (uiuj)di,j=1, holds. By
virtue of the variation of constants formula (2.2), the following definition
is reasonable and in fact the standard definition of mild solutions, see,
e.g., Kato and Fujita [60], Kato [59], Deuring and von Wahl [22],
and Mitrea and Monniaux [75].
Definition 6.1.4. Let 3 ≤ p < 3 + ε, with ε > 0 from Convention 5.2.25,
and T0 ∈ (0,∞]. Given a ∈ Lpσ(Ω), a function u : [0, T0)→ Lpσ(Ω) is called
a mild solution to (NSE) if for every q ∈ (p, 3 + ε) and every t ∈ (0, T0)
the evaluation u(t) is in Lqσ(Ω),
(0, t) 3 s 7→ e−(t−s)Aq/2Pq/2 div(u(s)⊗ u(s)) ∈ L1(0, t; Lpσ(Ω)),
and if
u(t) = e−tApa−
∫ t
0
e−(t−s)Aq/2Pq/2 div(u(s)⊗ u(s)) ds.
Remark 6.1.5. In Definition 6.1.4, we had to assume additionally that
u(t) ∈ Lqσ(Ω) for all q ∈ (p, 3 + ε). This has a technical reason, since for
p = 3, we do not know whether the operator e−tA3/2P3/2 div extends to an
operator on all of L3/2σ (Ω) into some other function space, Theorem 5.2.22.
The main result of the third section reads as follows.
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Theorem 6.1.6. Let Ω ⊂ R3 be a bounded Lipschitz domain, ε > 0 be
as in Convention 5.2.25, and 3 ≤ r < min{3 + ε, 4}. For a ∈ Lrσ(Ω) the
following statements are valid.
(1) There exists a number T0 > 0 and a mild solution u to (NSE) on
[0, T0) that satisfies for all p with 0 ≤ 32(1r− 1p) and p < min{3+ε, 4}
t 7→ t 32 ( 1r− 1p )u(t) ∈ BC([0, T0); Lpσ(Ω)).
Moreover, if 0 < 32(
1
r
− 1
p
) and p < min{3 + ε, 4}, then
t
3
2 (
1
r
− 1
p
)‖u(t)‖Lp(Ω;C3) → 0 as t↘ 0
and
‖u(t)− a‖Lr(Ω;C3) → 0 as t↘ 0.
(2) If r > 3, there exists a constant C > 0, depending only on r, p, and
the constants in the estimates in Theorem 5.2.22 (1) and (3), such
that
T0 ≥ C‖a‖−
4r
r−3
Lr(Ω;C3).
(3) For all 3 ≤ p < min{3 + ε, 4} there are positive constants C, C > 0,
depending only on p and the constants in the estimates in Theo-
rem 5.2.22 (1) and (3), such that if ‖a‖L3(Ω;C3) < C, the solution
of (1) is global, i.e., T0 =∞. Moreover, it satisfies the estimate
‖u(t)‖Lp(Ω;C3) ≤ Ct−
3
2 (
1
3− 1p ) (0 < t <∞).
Remark 6.1.7. In [41, Thm. 1], Giga states further properties (like
uniqueness for special choices of Lebesgue exponents and blow-up rates
on the maximal interval of existence) of mild solutions that solely have to
satisfy the conclusions of Theorem 6.1.6. It follows that these properties
do also hold for the mild solutions constructed in this work. The reader
may consult [41] for further reading.
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We would like to mention, that the mild solutions for r = 3 lie in the
space L∞(0, T0; L3(Ω;C3)) (or L∞(0,∞; L3(Ω;C3)) for small initial data).
As was already mentioned in the introduction of this thesis, this is a space
that is critical for the Navier-Stokes equations in the sense that this norm
is invariant under the natural scaling of solutions to the Navier-Stokes
equations. Besides Theorem 6.1.6, also Theorem 6.1.3 produces solutions
in this critical space whenever q is large enough. This can be seen by
virtue of the embedding proven in Proposition 6.2.1 below.
Furthermore, we would also like to recall, that solutions to the Navier-
Stokes equations satisfy the Serrin condition if
u ∈ Lq(0,∞; Lp(Ω;C3)), with 2
q
+ 3
p
= 1, p ∈ (3,∞), q ∈ (2,∞).
Rearranging yields that
q = 2p
p− 3 ,
so that in view of the condition on imposed on q in Theorem 6.1.3, we
see that this theorem produces solutions that fulfill the Serrin condition
whenever p is close to 3.
6.2 The approach via maximal Lq-regularity
This approach finds its foundations in the work of Solonnikov [91] and
was subsequently raised into the abstract machinery of R-boundedness
presented in Section 2.2. For a modern approach to maximal Lq-regularity
of the Stokes operator on bounded and smooth domains, the reader may
consult the work of the authorsGeissert, Hess, Hieber, Schwarz, and
Stavrakidis [35]. The argument to obtain solutions to the Navier-Stokes
equations is straightforward. Firstly, project the Navier-Stokes equations
onto Lpσ(Ω), to obtain a projected equation ∂tu+ Apu = Ppf − Pp〈u,∇〉uu(0) = a.
Secondly, replace the term Pp〈u,∇〉u on the right-hand side by Pp〈v,∇〉v,
with some function v in a proper function space. For f and a fixed,
198
6.2 The approach via maximal Lq-regularity
consider then the solution operator T(f,a), which maps v onto u. In order
to solve (NSE), the task is then to find a fixed point of T(f,a). This is the
point where the maximal Lq-regularity and the smallness of the data enter
the game. In the following, we will perform this argument rigorously.
Let E be the space defined as
E := Lq(0,∞;D(Ap)) ∩W1,q(0,∞; Lpσ(Ω)).
The following proposition establishes some embedding results for E. These
will be important for a control on the nonlinearity of the Navier-Stokes
equations, which is proven in Lemma 6.2.2.
Proposition 6.2.1. Let Ω ⊂ R3 be a bounded Lipschitz domain, ε > 0 as
in Convention 5.2.25, and 2 ≤ p < 3 + ε. Then, for
1 ≤ s <
3
2 − p−22p 3+ε1+ε , if p > 2
1 ≤ s ≤ 32 , if p = 2
the continuous embedding
E ⊂
L
sq
s−sq+q (0,∞; W1,p(Ω;C3)), if 1 < q < s
s−1
L∞(0,∞; W1,p(Ω;C3)), if s
s−1 ≤ q <∞
holds.
Proof. The proposition readily follows by combining the embedding re-
sults of D(Ap), see Theorems 5.2.6 and 5.2.9, with Corollary 2.4.4.
Lemma 6.2.2. Let Ω ⊂ R3 be a bounded Lipschitz domain, ε > 0 be as in
Convention 5.2.25, and 2 ≤ p < 3 + ε. In the case p = 2, let 2 ≤ q <∞,
and in the case p > 2, let
3− p−2
p
3+ε
1+ε
3
2 − 3(p−2)2p 3+ε1+ε
< q <∞.
Then, there exists C > 0 such that for all v, w ∈ E
‖〈v,∇〉w‖Lq(0,∞;Lp(Ω;C3)) ≤ C‖v‖E‖w‖E.
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Proof. Let v, w ∈ E. Since D(Ap) ⊂ D(A2) since p ≥ 2 we find that
v(t) ∈ D(A2) for almost every t > 0. Thus, by Brown and Shen [13,
Thm. 3.1] there exists a constant C > 0, independent of v, such that
‖v(t)‖L∞(Ω;C3) ≤ C‖∇v(t)‖
1
2
L2(Ω;C9)‖A2v(t)‖
1
2
L2(Ω;C3) (a.e. t > 0).
Thus, there exists a constant C > 0 such that∫ ∞
0
‖〈v(t),∇〉w(t)‖qLp(Ω;C3) dt
≤ C
∫ ∞
0
‖∇v(t)‖
q
2
L2(Ω;C9)‖A2v(t)‖
q
2
L2(Ω;C3)‖∇w(t)‖qLp(Ω;C9) dt.
Applying Hölder’s inequality in space and time shows with a different
constant C
≤ C
(∫ ∞
0
‖∇v(t)‖qLp(Ω;C3)‖∇w(t)‖2qLp(Ω;C3) dt
) 1
2
.
·
(∫ ∞
0
‖Apv(t)‖qLp(Ω;C3) dt
) 1
2
.
Another application of Hölder’s inequality in time shows
≤ C
(∫ ∞
0
‖∇v(t)‖3qLp(Ω;C3) dt
) 1
6
(∫ ∞
0
‖∇w(t)‖3qLp(Ω;C3) dt
) 1
3
·
(∫ ∞
0
‖Apv(t)‖qLp(Ω;C3) dt
) 1
2
.
Finally, we would like to appeal to Proposition 6.2.1. For this purpose, we
have to ensure that there exists a number s subject to the premises given
in the very same proposition, such that
1 < q < s
s− 1 and 3q =
sq
s− sq + q .
To do so, define
s := s(q) := 3q3q − 2 .
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Calculating the derivative of s(q) shows that s is strictly monotone de-
creasing, so that
s > lim
x→∞ s(x) = 1.
Recalling the conditions imposed on q implies that if p = 2, we have
s ≤ s(2) = 32 .
If 2 < p < 3 + ε, we find
s < s
( 3− p−2
p
3+ε
1+ε
3
2 − 3(p−2)2p 3+ε1+ε
)
=
9− 3(p−2)
p
3+ε
1+ε
9− 3(p−2)
p
3+ε
1+ε − 2(32 − 3(p−2)2p 3+ε1+ε)
=
9− 3(p−2)
p
3+ε
1+ε
6
= 32 −
p− 2
2p
3 + ε
1 + ε.
Next, one directly calculates
s
s− 1 =
3q
3q − 3q + 2 > q
and
sq
s− sq + q =
3q2
3q − 3q2 + q(3q − 2) = 3q.
Now, we can use Proposition 6.2.1 to estimate
(∫ ∞
0
‖∇v(t)‖3qLp(Ω;C3) dt
) 1
6
(∫ ∞
0
‖∇w(t)‖3qLp(Ω;C3) dt
) 1
3
≤ C‖v‖q/2E ‖w‖qE.
This concludes the proof.
Let us consider the Navier-Stokes equations (NSE). Applying (infor-
mally) the Helmholtz projection to the system yields that u must be in
D(Ap) and must satisfy
(PNSE)
 ∂tu+ Apu = Ppf − Pp〈u,∇〉uu(0) = a.
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Next, replace u by v ∈ E in the nonlinearity and suppose that f ∈
Lq(0,∞; Lp(Ω;C3)) with p and q as in the previous lemma. Then, by virtue
of Lemma 6.2.2 the right-hand side of this equation lies in Lq(0,∞; Lpσ(Ω)).
Given an initial condition a ∈ (Lpσ(Ω),D(Ap))1−1/q,q, we deduce by the
maximal Lq-regularity of the Stokes operator, see Theorem 5.2.24, that
for every v ∈ E there must be a unique solution u to ∂tu+ Apu = Ppf − Pp〈v,∇〉vu(0) = a.
For fixed f ∈ Lq(0,∞; Lp(Ω;C3)) and a ∈ (Lpσ(Ω),D(Ap))1−1/q,q, define
the operator T(f,a) : E → E, that maps v to u. It is clear that u solves
(PNSE) if and only if u is a fixed point of T(f,a). The following proposition
reveals a connection to weak (p, q)-solutions.
Proposition 6.2.3. Let Ω ⊂ R3 be a bounded Lipschitz domain, ε > 0
be as in Convention 5.2.25, and 2 ≤ p < 3 + ε. In the case p = 2, let
2 ≤ q <∞, and in the case p > 2, let
3− p−2
p
3+ε
1+ε
3
2 − 3(p−2)2p 3+ε1+ε
< q <∞.
Let further f ∈ Lq(0,∞; Lp(Ω;C3)) and a ∈ (Lpσ(Ω),D(Ap))1−1/q,q.
If u ∈ E is a fixed point of T(f,a), then, for almost every t > 0, there
exists a pressure pi(t) ∈ Lp(Ω) ∩W1,ploc(Ω), such that (u, pi) are (p, q)-weak
solutions to (NSE).
Proof. Let u ∈ E be a fixed point of T(f,a). Note that, since u is a
solution to the abstract Cauchy problem above, u is given by the variation
of constants formula (2.2). This representation yields that u(t) converges
to a in Lpσ(Ω). Moreover, since u is a fixed point of T(f,a), the identity
Apu = Ppf − Pp〈u,∇〉u− ∂tu
is valid. Since u(t) ∈ D(Ap) for almost every t > 0, Theorem 5.2.11 implies
that for almost every t > 0, we find a pressure function φ1(t) ∈ Lp(Ω) such
that Apu(t) = −∆u(t) + ∇φ1(t) in the sense of distributions. Note that
φ1 lies in W1,ploc(Ω) due to inner regularity, see Galdi [34, Thm. IV.4.2].
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Moreover, by Lemma 6.2.2, the function 〈u(t),∇〉u(t) lies in Lp(Ω;C3) for
almost every t > 0. Consequently, for these t, (Pp − Id)〈u(t),∇〉u(t) =
∇φ2(t) for some φ2 ∈ L1loc(Ω) with ∇φ2 ∈ Lp(Ω;C3) by Lemma 5.1.3
and Theorem 5.1.10. Finally, since f ∈ Lq(0,∞; Lp(Ω;C3)), we have
f(t) ∈ Lp(Ω;C3) for almost every t > 0. For these t, there is a function
φ3(t) ∈ L1loc(Ω) with ∇φ3 ∈ Lp(Ω;C3) such that (Pp − Id)f(t) = ∇φ3(t)
by Lemma 5.1.3 and Theorem 5.1.10. Note that [34, Rem. II.6.1] implies
that both functions, φ2 and φ3, lie in W1,p(Ω). Then, for all t > 0 where
φ1(t), φ2(t), and φ3(t) exist and where ∂tu(t) ∈ Lpσ(Ω), we find for all
ϕ ∈ C∞c (Ω;C3)∫
Ω
〈∇u(t),∇ϕ〉 − φ1(t)div(ϕ) dx
=
∫
Ω
〈Ppf(t), ϕ〉 − 〈Pp〈u(t),∇〉u(t), ϕ〉 − 〈∂tu(t), ϕ〉 dx
=
∫
Ω
〈f(t), ϕ〉 − 〈〈u(t),∇〉u(t)− ∂tu(t), ϕ〉 − 〈∇[φ2(t)− φ3(t)], ϕ〉 dx.
An integration by parts shows that we can define
pi(t) := φ1(t) + φ2(t)− φ3(t).
Thus, (u, pi) are weak (p, q)-solutions with pi(t) ∈W1,ploc(Ω) for almost every
t > 0.
The following theorem shows that T(f,a) has a unique fixed point, pro-
vided f and a are small enough. The proof follows the lines of Saal [84,
Thm. 1.2].
Theorem 6.2.4. Let Ω ⊂ R3 be a bounded Lipschitz domain, ε > 0 be as
in Convention 5.2.25, and 2 ≤ p < 3+ε. In the case p = 2, let 2 ≤ q <∞,
and in the case p > 2, let
3− p−2
p
3+ε
1+ε
3
2 − 3(p−2)2p 3+ε1+ε
< q <∞.
Then, there exists a constant C > 0, such that for all
(f, a) ∈ Lq(0,∞; Lp(Ω;C3))× (Lpσ(Ω),D(Ap))1−1/q,q =: F
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with
‖(f, a)‖F < C,
there exists a unique fixed point u ∈ E of T(f,a).
Proof. Let τ0 : E → (Lpσ(Ω),D(Ap))1−1/q,q be the trace operator at zero.
This operator is well-defined due to the discussion in Subsection 1.2.2.
Define
Fσ := Lq(0,∞; Lpσ(Ω))× (Lpσ(Ω),D(Ap))1−1/q,q
and the space of solutions corresponding to a zero initial condition
E0 := τ−10 ({0}).
Furthermore, let L−1 : Fσ → E denote the solution operator to the prob-
lem  ∂tu+ Apu = gu(0) = a,
which exists due to the maximal Lq-regularity of Ap proven in Theo-
rem 5.2.24 and the discussion at the beginning of Section 2.2. That the
solution operator indeed maps into E follows from Proposition 2.2.3 and
the invertibility of Ap. Fix (f, a) ∈ F and reformulate the operator T(f,a)
by means of L−1 as
T(f,a)(v) = L−1(Ppf − Pp〈v,∇〉v, a).
Define v˜ := L−1(Ppf, a) and conclude that by the linearity of L−1,
T(f,a)(v) = L−1(−Pp〈v,∇〉v, 0) + v˜.
Next, let v := v− v˜. By rearranging we see that T(f,a) has a fixed point if
and only if
v = L−1(−Pp〈(v + v˜),∇〉(v + v˜), 0).
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Thus, T(f,a) has a fixed point if and only if the mapping
S(f,a) : E0 → E0, v 7→ L−1(−Pp〈(v + v˜),∇〉(v + v˜), 0)
has a fixed point. We proceed by showing that the contraction mapping
principle can be applied to the restriction of S(f,a) to a ball B(0, r) ⊂ E0
with a suitable radius. Let r > 0 to be chosen and v ∈ B(0, r). Then, by
virtue of the maximal regularity of Ap, see Theorem 5.2.24, together with
the maximal regularity estimate (2.3), we find
‖S(f,a)(v)‖E0 ≤ C‖Pp〈(v + v˜),∇〉(v + v˜)‖Lq(0,∞;Lpσ(Ω)).
According to the boundedness of the Helmholtz projection on Lp(Ω;C3)
as well as Lemma 6.2.2, with a different constant C > 0, this is controlled
by
≤ C
{
‖v‖2E0 + ‖v‖E0‖v˜‖E + ‖v˜‖2E
}
.
Invoking Proposition 2.2.3 as well as the boundedness of Pp shows with a
different constant C > 0
≤ C
{
‖v‖2E0 + ‖v‖E0‖(f, a)‖F + ‖(f, a)‖2F
}
.
Using that v ⊂ B(0, r) reveals
≤ C
{
r2 + r‖(f, a)‖F + ‖(f, a)‖2F
}
.
Taking ‖(f, a)‖F < r, we obtain that
3Cr2 < r ⇔ r < 13C .
Consequently, with every r satisfying the preceding inequality on the right-
hand side and with the smallness condition on (f, a) in F the calculation
above shows that S(f,a) maps B(0, r) into itself. To show that the restric-
tion of S(f,a) to a ball (of proper size) is a strict contraction, calculate with
the same reasoning as above
‖S(f,a)(v1)− S(f,a)(v2)‖E0 ≤ C
{
‖Pp〈(v1 + v˜),∇〉(v1 − v2)‖Lq(0,∞;Lpσ(Ω))
+ ‖Pp〈(v1 − v2),∇〉(v2 + v˜)‖Lq(0,∞;Lpσ(Ω))
}
≤ C
{
‖v1‖E0 + ‖v˜‖E + ‖v2‖E0
}
‖v1 − v2‖E0 .
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Finally, by means (2.3), Proposition 2.2.3, and the boundedness of Pp,
with a different constant C > 0, this is controlled by
≤ C
{
‖v1‖E0 + ‖(f, a)‖F + ‖v2‖E0
}
‖v1 − v2‖E0 .
So, we see, that S(f,a) is a strict contraction, if r < 1/3C. Hence, the
contraction mapping principle is applicable and proves the existence of a
unique fixed point of S(f,a) in B(0, r).
Proof of Theorem 6.1.3. The proof is merely a combination of Theo-
rem 6.2.4 with Proposition 6.2.3.
6.3 Giga’s iteration scheme for semilinear
parabolic problems
In this section, we will investigate semilinear parabolic problems of the
type
(SPP)
 ∂tu(t) + Au(t) = Fu(t) (0 < t < T )u(0) = a,
where Fu represents the nonlinear part of the equation and −A is the
generator of an analytic semigroup on a range of certain subspaces of Lp.
This problem was studied by several authors and culminated in the work
of Giga in [41]. Please consult this paper for the references of other
authors. In that work, he required the validity of merely three estimates
on the semigroup and the nonlinearity in order to perform an iteration
scheme which establishes the solvability of (SPP) in the mild sense. We
will review this proof and thereby slightly weaken some of the required
estimates. This enables us to apply this iteration scheme to the Navier-
Stokes equations on bounded Lipschitz domains in Subsection 6.3.1.
Let Ω ⊂ Rd, d ≥ 1, be a locally compact Hausdorff space endowed with
a σ finite, complete Radon measure whose σ algebra contains the Borel
sets. Let further l, k ∈ N and 1 < p− < p◦ < p+ < ∞ be real numbers.
For p− < p < p+, let Up be a closed subspace of Lp(Ω, µ;Cl), and let Pp be
a continuous projector from Lp(Ω, µ;Cl) onto Up such that the restriction
of Pp to Cc(Ω;Cl) is independent of p. In this setting, the following lemma
is valid.
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Lemma 6.3.1. In the setting described before this lemma and with p <
q < p+, we have that Pp = Pq on Lp(Ω, µ;Cl) ∩ Lq(Ω, µ;Cl) and that
Up ∩ Lq(Ω, µ;Cl) ⊂ Uq.
Proof. Note that Cc(Ω;Cl) is dense in Lp(Ω, µ;Cl) and Lq(Ω, µ;Cl) by
Rudin [83, Thm. 3.14] and that an analysis of this proof reveals that f ∈
Lp(Ω, µ;Cl) ∩ Lq(Ω, µ;Cl) can be approximated by a sequence (fk)k∈N ⊂
Cc(Ω;Cl), which converges to f with respect to both topologies.
Now, since Pp and Pq coincide on Cc(Ω;Cl), we have Ppfk = Pqfk for all
k ∈ N. By boundedness of Pp, (Ppfk)k∈N converges to Ppf in Lp(Ω, µ;Cl).
Moreover, along a subsequence, (Ppfkj)j∈N converges µ-almost everywhere
to Ppf . The boundedness of Pq implies that (Pqfkj)j∈N converges to Pqf .
Moreover, a subsequence converges µ-almost everywhere to Pqf . It follows
that Pp and Pq coincide on Lp(Ω, µ;Cl) ∩ Lq(Ω, µ;Cl).
Finally, if f ∈ Up ∩ Lq(Ω, µ;Cl), we derive f = Ppf = Pqf ∈ Uq. This
concludes the proof
We assume the following properties of the quantities arising in (SPP).
For brevity, we will write ‖f‖Up instead of ‖f‖Lp(Ω,µ;Cl) if f ∈ Up.
Assumption 6.3.2. (A) For all p− < p < p+ there are operators −Ap :
D(Ap) ⊂ Up → Up that generate analytic semigroups of operators
(e−tAp)t≥0 on Up, which are consistent on the Up-scale, i.e., e−tAp1
coincides with e−tAp2 on Up1∩Up2 for all t ≥ 0 and p− < p1, p2 < p+.
Moreover, there are constants n,m ≥ 1 such that for every fixed
0 < T < ∞ there exists MT > 0 such that for all f ∈ Up and
0 < t < T the estimate
‖e−tApf‖Uq ≤MT t−σ‖f‖Up
holds with σ := n
m
(1
p
− 1
q
) and p− < p ≤ q < p+.
(N) There exist constants α > 0 and 0 ≤ γ < m such that for each
p− < p ≤ p◦ the nonlinear term Fu can be decomposed into the
composition Fu = ΓGu with Γ and G having the following prop-
erties. The operator Γ : D(Γ) ⊂ Lp(Ω, µ;Ck) → Up is linear and
densely defined. Furthermore, for each t > 0 and p◦ ≤ q < p+
the operator e−tApΓ extends to a bounded operator from Lp(Ω, µ;Ck)
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into Lq(Ω, µ;Cl), such that for each given 0 < T < ∞ there ex-
ists a constant N1,T > 0 such that for all f ∈ Lp(Ω, µ;Ck) and all
0 < t < T
‖e−tApΓf‖Uq ≤ N1,T t−σ−
γ
m‖f‖Lp(Ω,µ;Ck),
where m and σ are the same numbers as in (A).
The operator G is supposed to reflect the nonlinear part and satisfies
G0 = 0. Moreover, there exists a constant N2 such that
‖Gv −Gw‖Lp(Ω,µ;Ck) ≤ N2‖v − w‖Up(1+α)(‖v‖αUp(1+α) + ‖w‖αUp(1+α))
for all v, w ∈ Up(1+α).
Heuristically, Γ has the role of a differential operator of order γ and Gu
behaves like |u|α u.
Remark 6.3.3. In comparison to Giga [41], we carried out two changes
in these assumptions. First of all, we introduced the numbers p−, p◦, and
p+ and assume that (A) only holds between p− and p+. Giga assumed
this validity for all 1 < p <∞.
Secondly, we replaced the first estimate in (N). In [41], this estimate
reads as
‖e−tApΓf‖Up ≤ N1,T t−
γ
m‖f‖Lp(Ω,µ;Ck)(6.1)
and is assumed for all 1 < p < ∞. This is the same estimate as ours by
taking p = q. However, in our situation, this is only possible if p = p◦ = q,
i.e., only for one special choice of Lebesgue exponents. Note that Giga’s
assumptions are stronger than ours, as the estimate
‖e−tApΓf‖Uq ≤ N1,T t−σ−
γ
m‖f‖Lp(Ω,µ;Ck)
follows directly by writing e−tApΓf = e− t2Ape− t2ApΓf and by employing
the Lp-Lq-estimates from (A) first and then the estimate (6.1).
It is the main insight of our analysis of Giga’s proof, that (6.1) is never
employed alone, but always in combination with the estimates of (A). This
leads to the weaker estimate stated in Assumption 6.3.2 (N).
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Fix p− < p ≤ p◦ and p◦ ≤ q < p+. In (N), we assume that the
composition of the semigroup operators e−tAp with Γ extends to all of
Lp(Ω, µ;Ck) and maps into Lq(Ω, µ;Cl). Now, the question arises whether
the semigroup property stays conserved. Note that, by assumption, D(Γ)
is dense in Lp(Ω, µ;Ck) and that Γ maps its domain into Up. Thus,
e−tApΓf ∈ Up∩Lq(Ω, µ;Cl) for each f ∈ D(Γ), so that by Lemma 6.3.1, we
conclude that e−tApΓf ∈ Uq. By the semigroup law and the consistency
of the semigroups on the Up-scale, it follows that
e−(s+t)ApΓf = e−sAqe−tApΓf (s, t > 0, f ∈ D(Γ)).
Finally, we can use the fact that e−sAq is bounded on Uq and conclude by
density, that the identity above holds for all f ∈ Up.
Assumption 6.3.4. With p−, p+, and α as above, assume that
max{p−(1 + α), p◦} < min{p+, p◦(1 + α)}
holds true.
For a in some Ur-space and some p− < p ≤ p◦, introduce the iteration
scheme
u0(t) := e−tAra,
uj+1(t) := u0(t) + Suj(t) := u0(t) +
∫ t
0
e−(t−τ)ApFuj(τ) dτ (j ∈ N0).
Now, we are in the position to state the theorem.
Theorem 6.3.5. Under Assumptions 6.3.2 and 6.3.4 the following holds
true for every T > 0.
(1) Let p0, p′0 denote
p0 :=
nα
m− γ and p
′
0 := max
{
p0, p
◦,
np◦(1 + α)
n+ p◦m
}
.
Then, p0 = p′0 holds if p0 ≥ p◦. Suppose further, that a ∈ Ur for a
fixed p′0 < r < min{p+, p◦(1 + α)} or, if p0 > p◦, r could even equal
209
6 Existence results for the Navier-Stokes equations
to p0. Then there is 0 < T0 ≤ T and a function u on [0, T0) that
satisfies
t 7→ tσu(t) ∈ BC([0, T0); Up) for r ≤ p < min{p+, p◦(1 + α)},
tσ‖u(t)‖Up → 0 as t→ 0 for r < p < min{p+, p◦(1 + α)},
whenever σ := n
m
(1
r
− 1
p
) satisfies additionally 0 ≤ σ < 11+α . More-
over, for every max{r, p−(1 + α)} < p < min{p+, p◦(1 + α)} and
h := p1+α , u solves the equation
u(t) = e−tAra+
∫ t
0
e−(t−τ)AhΓGu(τ) dτ (t ∈ (0, T0)).(6.2)
(2) If r > p′0, the lifespan has the lower bound
T0 ≥ C‖a‖
− α1−β(r)
Ur(6.3)
with β(r) := 1
m
(γ + nα
r
) and C > 0 depending only on α, MT , N1,T ,
N2, γ, n, m, r, and p.
(3) If p0 > p◦ and
p0 ≤ p < min{p+, p◦(1 + α)} with n
m
( 1
p0
− 1
p
)
<
1
1 + α,
there is a positive constant C such that if ‖a‖Up0 < C, then T0 equals
T . Furthermore, if MT and N1,T are uniformly bounded in 0 < T <
∞, we can take T =∞ and get
‖u(t)‖Up ≤ Ct−σ, (0 < t <∞),
with C and C depending only on α, MT , N1,T , N2, γ, n, m, r, and
p (if T = ∞ these constants depend on the uniform bounds of MT
and N1,T ).
Proof. We start by verifying that p0 = p′0 holds if p0 ≥ p◦. By definition
of p0 and p′0, we have to prove that
np◦(1 + α)
n+ p◦m ≤ p0.
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Calculating the derivative of p◦ 7→ np◦(1 + α)/(n + p◦m) shows that this
function increases strictly. Thus, due to p◦ ≤ p0, we estimate
np◦(1 + α)
n+ p◦m ≤
np0(1 + α)
n+ p0m
= nα(1 + α)
m(1 + α)− γ ≤
nα(1 + α)
m(1 + α)− γ(1 + α) = p0.
Next, relying on Assumption 6.3.2 (N), we establish the following esti-
mate. Assume that p−(1 + α) < p ≤ p◦(1 + α) and p◦ ≤ s < p+. Define
δ := n
m
(1
s
− 1
p
), h := p/(1 + α), and β(p) as in (2) of the theorem. Then,
for all 0 < t < T and all v, w ∈ Up there is a constant C > 0 such that
‖e−tAh(Fv − Fw)‖Us ≤ N1,TN2tδ−β(p)‖v − w‖Up(‖v‖αUp + ‖w‖αUp).(6.4)
To establish (6.4), use the first estimate of (N) to derive
‖e−tAh(Fv − Fw)‖Us = ‖e−tAhΓ[Gv −Gw]‖Us
≤ N1,T tδ−β(p)‖Gv −Gw‖Lh(Ω,µ;Ck).
We conclude the proof of (6.4) by applying the second estimate of (N).
Next, we fix a number 0 < T0 ≤ T and continue by establishing an a
priori estimate for the quantity
Kj := Kj(T0) := sup
0<t<T0
tσ‖uj(t)‖Up (j ≥ 0),
where σ and p are chosen such that σ = n
m
(1
r
− 1
p
) and
max
{
0, n
m
(1
r
− 1
max{p−, p◦1+α}(1 + α)
)}
< σ and
σ < min
{ 1
1 + α,
n
m
(1
r
− 1min{p+, p◦(1 + α)}
)}
.
(6.5)
If this choice is possible, this implies
p < min{p+, p◦(1 + α)}, p > max{p−(1 + α), p◦}, and p > r,
so that especially p > p0. Note that due to α > 0, r < min{p+, p◦(1+α)},
and max{p−(1 + α), p◦} < min{p+, p◦(1 + α)} (by Assumption 6.3.4) it
suffices to prove that
n
m
(1
r
− 1
max{p−, p◦1+α}(1 + α)
)
<
1
1 + α
211
6 Existence results for the Navier-Stokes equations
holds, in order to show that the choice of σ in (6.5) is possible. If r > p′0
is satisfied, this follows by
p′0 ≥
np◦(1 + α)
n+ p◦m ⇔
1
1 + α ≥
n
m
( 1
p′0
− 1
p◦(1 + α)
)
≥ n
m
( 1
p′0
− 1
max{p−, p◦1+α}(1 + α)
)
.
If p0 > p◦ and r = p0 the definition of p0 shows that
1 + α
p0
= 1
p0
+ m
n
− γ
n
≤ 1
p0
+ m
n
<
1
p◦
+ m
n
≤ 1
max{p−, p◦1+α}
+ m
n
what proves the desired inequality. To establish the a priori bound for Kj
recall the iteration scheme defined via
uj+1 = u0 + Suj.
An application of the auxiliary estimate (6.4) with v = uj, w = 0, and
s = p to the term Suj yields
tσ‖Suj(t)‖Up ≤ tσ
∫ t
0
N1,TN2
(t− τ)β(p)‖uj(τ)‖
1+α
Up dτ ;(6.6)
here max{p−(1 + α), p◦} < p < min{p+, p◦(1 + α)} is used. Since β(r) =
β(p) + σα, this gives the iterative estimate
Kj+1 ≤ K0 +N1,TN2BK1+αj T 1−β(r)0
with
B =
∫ 1
0
1
(1− τ)β(p)
1
τσ(1+α)
dτ.(6.7)
The properties σ < 11+α and p > p0 together with β(p0) = 1 ensure the
convergence. For a technical reason, we use a less sharp estimate
Kj+1 ≤ K0 + 2N1,TN2BT 1−β(r)0 K1+αj .
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Assume for a moment, that the inequality
T
1−β(r)
0 K
α
0 <
(
α
1 + α
)α 1
2(1 + α)N1,TN2B
(6.8)
is valid. Define K := K(T0) := 1+αα K0(T0). Then, by an elementary
calculation, we find that
Kj < K (j ≥ 0),(6.9)
2N1N2BT 1−β(r)0 Kα <
1
1 + α,(6.10)
and
K → 0 as K0 → 0.(6.11)
We thus have an a priori bound for Kj under the condition (6.8).
In the following, we deduce conditions for T0 and a that guarantee (6.8).
First, we start by proving that
tσ‖e−tAra‖Up → 0 as t→ 0;(6.12)
here the property p > r is essential. By density of Cc(Ω;Cl) in Lr(Ω, µ;Cl),
there is a sequence (ai)i∈N in Cc(Ω;Cl) with ai → a in Lr(Ω, µ;Cl).
Moreover, it was assumed that the projection Pq is independent of q on
Cc(Ω;Cl) so that Pqai ∈ Uq for all p− < q < p+. Applying the estimate
from (A), we deduce
tσ‖e−tAra‖Up ≤ tσ‖e−tAr(a− Prai)‖Up + tσ‖e−tArPrai‖Up
≤MT‖Pra− Prai‖Ur + t
n
2m (
1
r
− 1
p
)‖Prai‖
U
2rp
r+p
.
Since p > r, this reveals (6.12). Particularly, this proves that
K0(T0)→ 0 as T0 → 0.(6.13)
Next, we verify that the assumptions of the theorem imply the validity
of (6.8).
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If r > p′0 (consequently β(r) < 1), the condition T0 < C‖a‖
− α1−β(r)
Ur
ensures the validity of (6.8) since (A) implies that K0/‖a‖Ur is bounded
by MT . Indeed,
T
1−β(r)
0 K
α
0 ≤ C
(
K0
‖a‖Ur
)α
≤ CMαT
(
α
1 + α
)α 1
2(1 + α)N1,TN2B
if C is given by
C =
[(
α
1 + α
)α 1
2(1 + α)BN1,TN2MαT
] 1
1−β(r)
.
Thus, the estimate (6.3) on the lifespan follows.
If p0 > p◦ and r = p0, the convergence (6.13) shows that (6.8) is valid,
whenever T0 is small. Moreover, since β(p0) = 1, (6.8) does not include
T0 explicitly, so that (6.8) is satisfied with T0 = T whenever
‖a‖Up0 < α1 + α
( 1
2(1 + α)BN1,TN2MαT
) 1
α
.
Furthermore, if MT and N1,T are uniformly bounded in 0 < T <∞, K is
finite for T0 = ∞ and (6.8) is satisfied for small ‖a‖Up0 as well. We thus
see that (6.8) holds under all assumptions of the theorem.
So far, we proved a priori estimates (6.9) and (6.10), and also the con-
vergence property (6.11). To see the existence of the function u stated in
the theorem, it remains to prove the convergence of (uj)j∈N and to check
that the limit function is the desired function u. First, we concentrate
on proving that (tσuj)j∈N converges in BC([0, T0); Up) provided σ and p
satisfy (6.5). For this purpose, we first show that each tσuj is contained
in this space. By the a priori bound (6.9), we immediately deduce that
tσuj ∈ L∞(0, T0; Up).
We continue by proving continuity. Here, we will spend some effort
in order to prove continuity with respect to a broader spectrum of Ls-
topologies. This will be helpful for the conclusion of the proof. Fix
max{r, p1+α} ≤ s ≤ p, t0 ∈ (0, T0), and let t > 0 be small enough. Then,
the term u0 is handled easily by invoking (A). Indeed,
‖e−(t0+t)Ara− e−t0Ara‖Us ≤MT t−
n
m
( 1
r
− 1
s
)
0 ‖e−tAra− a‖Ur → 0 as t→ 0
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by the strong continuity of (e−tAr)t≥0 on Ur. If t is replaced by −t, the
same inequality holds true with (t0 − t)− nm ( 1r− 1s ) instead of t−
n
m
( 1
r
− 1
s
)
0 .
For the rest of this proof note that due to p ≥ s ≥ r ≥ p′0 ≥ p◦, and (6.5)
the numbers s and p satisfy the premise of (6.4). Recall that h was
defined to be p/(1 + α). Now, the continuity of the function t 7→ uj+1(t)
in the Ls-topology can be concluded via induction. Indeed, taking the
continuity of t 7→ uj(t) for granted, we have to prove that t 7→ Suj(t) is
continuous. For this purpose, we estimate for fixed 0 < τ0 < t < T0 and
0 < τ < 12(t− τ0) =: t′ by the triangle inequality
‖e−(t−τ0−τ)AhFuj(τ0 + τ)− e−(t−τ0)AhFuj(τ0)‖Us
≤ ‖e−(t−τ0−τ)AhΓ[Guj(τ0 + τ)−Guj(τ0)]‖Us
+ ‖e−(t−τ0−τ−t′)As [Id−e−τAs ]e−t′AhΓGuj(τ0)‖Us .
The first term on the right-hand side is convergent by virtue of (6.4) and
the induction hypothesis to zero as τ → 0. For the second term on the
right-hand side, note that by the a priori bounds uj(τ) lies in Lp(Ω, µ;Cl),
so that (N) implies that e−t′AhΓGuj(τ0) lies in Us. The convergence is
then derived by the strong continuity of the semigroup in Us.
As essentially the same calculation works out if one replaces τ by −τ
(here one can skip the usage of the t′), we conclude that the integrand
defining Suj is continuous with respect to the Ls-topology. Thus, for
t0 ∈ (0, T0) and 0 < t < T0 − t0 small enough, we find by the triangle
inequality∥∥∥∥ ∫ t0+t0 e−(t0+t−τ)AhFuj(τ) dτ −
∫ t0
0
e−(t0−τ)AhFuj(τ) dτ
∥∥∥∥
Ls(Ω,µ;Cl)
≤
∫ t0+t
t0
‖e−(t0+t−τ)AhFuj(τ)‖Us dτ
+
∫ t0
0
‖[e−tAs − Id]e−(t0−τ)AhFuj(τ)‖Us dτ.
Apply (6.4) with v = uj, and w = 0 to the first term to obtain
≤ N1,TN2Kj
∫ t0+t
t0
1
(t0 + t− τ)β(p)−δ
1
τσ(1+α)
dτ
+
∫ t0
0
‖[e−tAs − Id]e−(t0−τ)AhFuj(τ)‖Us dτ.
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The second integral converges to zero by means of the dominated conver-
gence theorem (which is applicable due to the uniform boundedness of the
semigroup on Us by (A), and due to (6.4)) and the strong continuity of
the semigroup on Us. Thus, it remains to investigate the first integral.
By performing the substitution x = τ/(t0 + t) we find that this coincides
with
(t0 + t)1+δ−σ(1+α)−β(p)
∫ 1
t0
t0+t
1
(1− x)β(p)−δ
1
xσ(1+α)
dx.
Due to the integrability of the integrand on [0, 1], this term tends to zero
as t→ 0. For the left-handed continuity, calculate as above∥∥∥∥ ∫ t0−t0 e−(t0−t−τ)AhFuj(τ) dτ −
∫ t0
0
e−(t0−τ)AhFuj(τ) dτ
∥∥∥∥
Ls(Ω,µ;Cl)
≤
∫ t0
t0−t
‖e−(t0−τ)AhFuj(τ)‖Us dτ
+
∫ t0−t
0
‖[Id−e−tAs ]e−(t0−t−τ)AhFuj(τ)‖Us dτ.
The first integral can be treated similarly as the first integral in the case of
the right-handed continuity. For the second integral choose 0 < 2t′ < t0,
let t < t′, and calculate∫ t0−2t′
0
‖[Id− e−tAs ]e−(t0−t−τ)AhFuj(τ)‖Us dτ
=
∫ t0−2t′
0
‖e−(t0−t−τ−t′)As [Id−e−tAs ]e−t′AhFuj(τ)‖Us dτ.
Due to (A), we get
≤MT
∫ t0−2t′
0
‖[Id−e−tAs ]e−t′AhFuj(τ)‖Us dτ
this converges to zero by the dominated convergence theorem (which is
applicable due to the uniform boundedness of the semigroup on Us by (A),
and due to (6.4)) and the strong continuity of the semigroup. It remains
to control∫ t0−t
t0−2t′
‖[Id−e−tAs ]e−(t0−t−τ)AhFuj(τ)‖Us dτ
≤ 2MT
∫ t0−t
t0−2t′
‖e−(t0−t−τ)AsFuj(τ)‖Us dτ.
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By means of (6.4), this can be estimated by
≤ 2MN1,TN2K1+α
∫ t0−t
t0−2t′
1
(t0 − t− τ)β(p)−δ
1
τσ(1+α)
dτ.
Appealing to the substitution τ = x(t0 − t), the latter integral coincides
with
(t0 − t)1+δ−β(p)−σ(1+α)
∫ 1
t0−2t′
t0−t
1
(1− x)β(p)−δ
1
xσ(1+α)
dx,
which converges to zero as t′ → 0. This concludes the proof of the left-
handed continuity.
Focussing for a moment on the case s = p, we conclude that tσuj ∈
BC((0, T0); Up). Finally, (6.13), (6.11), and (6.9) show that tσuj are con-
tained in BC([0, T0); Up) with
lim
t↘0
tσuj(t) = 0.
To show convergence, we consider the successive difference of the uj’s
uj+1 − uj = Suj − Suj−1.
Applying (6.4) with s = p, v = uj, and w = uj−1 together with (6.9)
delivers
tσ‖uj+1(t)− uj(t)‖Up
≤ 2N1,TN2Kα
∫ t
0
1
(t− τ)β(p)
1
τσ(1+α)
dτ sup
0<τ<T0
τσ‖uj(τ)− uj−1(τ)‖Up
≤ 2N1,TN2BT 1−β(r)0 Kα sup
0<τ<T0
τσ‖uj(τ)− uj−1(τ)‖Up ,
where B is given in (6.7). Note that the constant 2N1,TN2BT 1−β(r)0 Kα is
strictly less than 1 by (6.10). Consequently, the series
∞∑
j=0
tσ[uj+1 − uj]
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converges absolutely in BC([0, T0); Up). Considering a partial sum, we see
that
J∑
j=0
tσ[uj+1 − uj] = tσ[uJ+1 − u0].
Thus, (tσuj)j∈N converges to a function tσu in BC([0, T0); Up). An appli-
cation of (6.4) with s = p, v = uj, and w = u reveals
‖Su− Suj‖Up
≤
∫ t
0
‖e−(t−τ)AhΓ[Gu(τ)−Guj(τ)]‖Up dτ
≤ 2N1,TN2Kα
∫ t
0
1
(t− τ)β(p)
1
τσ(1+α)
dτ sup
0<τ<T0
τσ‖u(τ)− uj(τ)‖Up
so that we can pass to the limit in the equation uj+1 = u0 + Suj and
deduce that u satisfies (6.2). Furthermore, tσu takes the value zero at
t = 0 as this is valid for each member of the sequence (tσuj)j∈N.
To complete the proof, we have to relax the condition imposed on p
in (6.5). Let max{r, p1+α} ≤ s ≤ p and σ′ := nm(1r − 1s). By the paragraph
dealing with the continuity, we see that t 7→ tσ′uj is continuous with
respect to the Ls-topology. Moreover, applying (6.4) and (6.9) yields
tσ
′‖uj(t)‖Us ≤ sup
0<t<T0
tσ
′‖u0(t)‖Us
+N1,TN2tσ
′
K1+α
∫ t
0
1
(t− τ)β(p)−δ
1
τσ(1+α)
dτ
= sup
0<t<T0
tσ
′‖u0(t)‖Us +N1,TN2CT 1−β(r)0 K1+α,
(6.14)
where
C :=
∫ 1
0
1
(1− x)β(p)−δ
1
xσ(1+α)
dx.
Note that this integral converges because p0 < p implies β(p) < 1. Con-
sequently, t 7→ tσ′uj(t) ∈ BC((0, T0); Us). Furthermore, as in (6.12) one
shows that sup0<t<T0 tσ
′‖u0(t)‖s converges to zero if T0 → 0 and s > r.
Combining this with the fact that K converges to zero if K0 converges to
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zero by (6.11), (6.13) and (6.14) imply that tσ′uj has a continuation with
value zero at t = 0. In the case s = r, one derives for 0 < t < T0 as
in (6.14)
‖uj(t)− e−tAra‖Ur ≤ N1,TN2CT 1−β(r)0 K1+α → 0 as T0 → 0.
Note that this convergence follows by a combination of (6.11) and (6.13),
as in the case r = p0 the number β(r) = 1. It follows that uj ∈
BC([0, T0); Ur) and that each uj takes the value a at t = 0. Finally,
tσ
′‖ui(t)−uj(t)‖Us
≤ 2N1,TN2CT 1−β(r)0 Kα sup
0<τ<T0
τσ‖ui−1(τ)− uj−1(τ)‖Up .
Thus, (tσ′uj)j∈N is a Cauchy sequence in BC([0, T0); Us). As the proof
holds for every p defining a σ which satisfies (6.5), the existence result
holds for the stated range of p’s.
6.3.1 Application to the Navier-Stokes equations
We will now apply Theorem 6.3.5 to the Navier-Stokes system (NSE) and
thereby prove Theorem 6.1.6.
Proof of Theorem 6.1.6. For this purpose, recall the projected equa-
tion (PNSE) with f = 0, i.e.,
(PNSE)
 ∂tu(t) + Apu(t) = −Pp〈u(t),∇〉u(t) (0 < t <∞)u(0) = a.
We define Up := Lpσ(Ω) and Pp := Pp. Thereby, fixing the number l as
3. Since Pp is the restriction of P2 if p > 2 and the extension of P2 if
p < 2, it is clear that the action of Pp under Cc(Ω;C3) is independent
of p. Furthermore, by Theorem 5.1.10, we know that Pp is a continuous
projection on Lp(Ω;C3), whenever 3/2− ε < p < 3 + ε.
For the analyticity of the Stokes semigroup, we know by Shen’s theo-
rem, Theorem 5.2.19, that −Ap generates a bounded analytic semigroup
on Lpσ(Ω) if 3/2 − ε < p < 3 + ε. Moreover, by Theorem 5.2.22 the
Lp-Lq-estimates
‖e−tApf‖Lq(Ω;C3) ≤Mt−
3
2 (
1
p
− 1
q
)‖f‖Lp(Ω;C3) (f ∈ Lpσ(Ω), t > 0)
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holds for 3/2−ε < p ≤ q < 3+ε. This sets the constants n andm to n = 3
and m = 2. That the semigroups (e−tAp)t≥0 are consistent on the Lpσ(Ω)-
scale follows by Theorem 5.2.22. This shows that Assumption 6.3.2 (A)
is valid with the choices above.
In view of (N), we have to write the nonlinearity as
−Pp〈u,∇〉u = ΓGu,
with G incorporating the nonlinear part of ΓG. Recall that for solenoidal
vector fields
〈u,∇〉u = div(u⊗ u).
This suggests to take
Γ := −Pp div and Gu := u⊗ u.
By Hölder’s inequality, it is clear that G maps L2p(Ω;C3) into Lp(Ω;C3×3)
for all p ≥ 1. Moreover, G satisfies
‖Gv −Gw‖Lp(Ω;C3×3) ≤ N2‖v − w‖L2p(Ω;C3)
(
‖v‖L2p(Ω;C3) + ‖w‖L2p(Ω;C3)
)
with an absolute constant N2 > 0. This fixes the choice of α as 1.
The operator Γ is defined a priori on C∞c (Ω;C3×3) and by virtue of The-
orem 5.2.22, the operator e−tApPp div extends to a bounded operator from
Lp(Ω;C3×3) into Lq(Ω;C3), satisfying for all t > 0 and F ∈ Lp(Ω;C3×3)
‖e−tApPp div(F )‖Lq(Ω;C3) ≤ N1t−
1
2− 32 ( 1p− 1q )‖F‖Lp(Ω;C3×3).
Here 3/2 < p ≤ 2 ≤ q < 3 + ε. This choice fixes k as 9 (modulo an
identification of C3×3 with C9) and γ as 1.
Thus, we see that the assumptions of Theorem 6.3.5 are satisfied with
p− := 3/2, p◦ := 2, and p+ := 3 + ε. A computation of p0 delivers
p0 =
nα
m− γ =
3 · 1
2− 1 = 3.
Because p◦ = 2, we find p0 > p◦, so that we obtain the existence of mild
solutions for the Navier-Stokes equations for initial conditions in Lpσ(Ω)
with 3 ≤ p < 3 + ε as described in Theorem 6.3.5.
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CHAPTER 7
Maximal regularity for higher-order elliptic systems in
divergence form
The subject of this chapter is a little bit isolated from the rest of this
work, at least on the first glimpse. In Theorem 5.2.24, we have seen that
the combination of Proposition 2.3.4 with the vector-valued version of
Shen’s Lp-extrapolation theorem, Theorem 3.1.2, provides a new method
to prove maximal Lq-regularity of the Stokes operator on Lpσ(Ω). This
chapter shows, that this method is not even applicable for the Stokes
operator on bounded Lipschitz domains, but also for higher-order elliptic
systems in divergence form on rough domains.
More precisely, the main object under consideration is an elliptic oper-
ator A in divergence form of order 2m, formally given by
(Au)i = (−1)m
N∑
j=1
∑
|α|,|β|=m
∂α[µijαβ∂βuj] (1 ≤ i ≤ N)
on a bounded domain Ω ⊂ Rd, d ≥ 2. The coefficients are supposed
to be essentially bounded and complex-valued; ellipticity is enforced by
a Gårding type inequality. Each component of u is supposed to satisfy
mixed Dirichlet/Neumann boundary conditions on possibly different por-
tions of the boundary. That is to say, on given closed subsets Di ⊂ ∂Ω all
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derivatives of order less than m− 1 of the ith component of u ∈ D(A) are
assumed to vanish and on its complement relative to ∂Ω the ith component
is assumed to satisfy homogeneous Neumann boundary conditions arising
naturally by the definition of the operator. If all Di coincide, a detailed
introduction to higher-order elliptic operators and a discussion on these
Neumann boundary conditions is included in Brewster, D. Mitrea,
I. Mitrea, and M. Mitrea [12, Sec. 7]. The given boundary conditions
have an impact on the admissible geometric constellation of ∂Ω, namely
every point in ∂Ω \ [∩Ni=1Di] is assumed to possess a bi-Lipschitzian co-
ordinate chart. Thus, we record that the intersection of the sets Di is
free from further assumptions. We emphasize that the results include the
pure Dirichlet and Neumann cases, so that in the first case, it suffices to
assume the sole openness of Ω and in the second case that Ω is a bounded
Lipschitz domain. Note that in comparison to the chapters before, the
definition of a bounded Lipschitz domain is generalized in this chapter,
see Assumption 7.1.1.
The strategy to establish the weak reverse Hölder estimates is simpler,
as in the case of the Stokes resolvent problem. Note that for the Stokes
resolvent problem, a detailed investigation of the L2-Dirichlet problem
was needed, whose resolution required a study of the L2-Dirichlet problem
for the Stokes system (with resolvent parameter λ = 0). In the elliptic
situation, the verification of the weak reverse Hölder estimates is easier,
as the following example for harmonic functions shows. Assume that
λu−∆u = 0 in B(0, 3r).
By Sobolev’s embedding theorem, we find
(
1
rd
∫
B(0,r)
|u| 2dd−2 dx
) d−2
2d
≤ C
{(
1
rd
∫
B(0,r)
|u|2 dx
) 1
2
+ r
(
1
rd
∫
B(0,r)
|∇u|2 dx
) 1
2
}
.
Next, use Caccioppoli’s inequality to deduce
r
(
1
rd
∫
B(0,r)
|∇u|2 dx
) 1
2
≤ C
(
1
rd
∫
B(0,2r)
|u|2 dx
) 1
2
.
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This proves the validity of weak reverse Hölder estimates for solutions of
the homogeneous scalar Helmholtz equation. Transferring this approach
to a square function term of the form [∑n0n=1 |λn|2 |un|2]1/2, where λn and
un solve the scalar Helmholtz equation above, we record that it suffices to
prove the following two steps.
(1) Prove a Sobolev inequality of the type
(
1
rd
∫
B(0,r)
[ n0∑
n=1
|λn|2 |un|2
] d
d−2
dx
) d−2
2d
≤ C
{(
1
rd
∫
B(0,r)
n0∑
n=1
|λn| |un|2 dx
) 1
2
+ r
(
1
rd
∫
B(0,r)
n0∑
n=1
|λn|2 |∇un|2 dx
) 1
2
}
,
with C being independent of n0, λn, un, and r.
(2) Establish Caccioppoli’s inequality for solutions to the homogeneous
higher-order elliptic resolvent equation.
Clearly, at the boundary, more technicalities will arise, so that we allow
for the Sobolev inequality, that the domain of integration can blow-up by
a constant factor. Moreover, the verification of Caccioppoli’s inequality is
quite technical and long. For this, we generalize the proof of Barton [8,
Sec. 3] to mixed boundary conditions. Moreover, we will see that for
elliptic systems of order 2m, Caccioppoli’s inequality gives an estimate
for all derivatives of order less or equal than m by the L2-norm of the
solution. Hence, we can iterate the Sobolev inequality m times, what
leads to a larger Lebesgue exponent on the left-hand side of the weak
reverse Hölder estimates.
The main result of this chapter is Theorem 7.2.4.
7.1 The geometric setup
The geometric assumptions, that are required for the proof are the follow-
ing.
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Assumption 7.1.1. The domain Ω ⊂ Rd is bounded and there exists a
possibly empty, closed set D ⊂ ∂Ω, such that for every point x ∈ ∂Ω \D
there exists a bi-Lipschitz coordinate chart. More precisely, there exists
a number M ≥ 1 such that for every x ∈ ∂Ω \D there exists an open
neighborhood Ux ⊂ Rd and a bi-Lipschitz homeomorphism Φx : Ux →
(−1, 1)d with Lipschitz constants of Φx and Φ−1x being bounded by M and
fulfilling the mapping properties
Φx(x) = 0
Φx(Ω ∩ Ux) = (−1, 1)d−1 × (0, 1)
Φx(∂Ω ∩ Ux) = (−1, 1)d−1 × {0}.
For the rest of this chapter, we will use the notation, thatQ(x, r) denotes
the cubes in Rd with center x, with diameter 2r, and faces parallel to the
coordinate axes.
Remark 7.1.2. (1) If D = ∅ in Assumption 7.1.1, then Ω is called a
Lipschitz domain. However, note that this definition of a Lipschitz
domain deviates from the one given in Definition 1.3.1 and is more
general. See Grisvard [45, p. 8f] for an example of a domain that
satisfies the premises of Assumption 7.1.1 with D = ∅, but not of
Definition 1.3.1.
(2) For y ∈ ∂Ω ∩ Ux with |x− y| ≤ 1/(2M) and 0 < r ≤ 1/4 it is easy
to see that Q(Φx(y), r) ⊂ (−1, 1)d holds. Denote the bi-Lipschitzian
counterpart of this cube by Uy,r := Φ−1x ((Q(Φx(y), r))) and denote
its portion in Ω by U+y,r := Uy,r ∩ Ω. Note that the bi-Lipschitz
property of Φx implies that for 0 < s < t ≤ 1
(
√
dM)−1(t− s)r ≤ dist(∂Uy,sr, ∂Uy,tr) ≤ M√
d
(t− s)r
holds.
(3) With y and r as in (2), the bi-Lipschitzianity of Φx implies
B(y, r/(M
√
d)) ⊂ Uy,r ⊂ B(y,Mr).
For further reference, we record the following proposition dealing with
local extensions at the Lipschitz boundary of Ω.
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Proposition 7.1.3. Let Ω be a domain subject to Assumption 7.1.1. Let
x ∈ ∂Ω \D, and y and r be as in Remark 7.1.2 (2). Then there exists a
bounded extension operator Ey,r : L1(U+y,r) → L1(Uy,r), i.e., Ey,ru|U+y,r = u,
which restricts for all p ∈ [1,∞) to a bounded operator from Lp(U+y,r) into
Lp(Uy,r) and from W1,p(U+y,r) into W1,p(Uy,r). Moreover, on Uy,r \U+y,r the
function Ey,ru is given by u ◦ ψ, where ψ := Φ−1x ◦ R ◦ Φx and R is the
reflection at the upper half-space boundary. Furthermore, ψ is Lipschitz
continuous on Uy,r \ U+y,r with Lipschitz constant bounded by M2.
Proof. The proposition easily follows by transforming u by Φ−1x to the
cube Q(Φx(y), r), performing an even reflection at the upper half-space
boundary, and transforming the resulting function back to Uy,r using Φx.
If Ω and D are subject to Assumption 7.1.1, notice that for each x ∈
∂Ω \D the sets Ux∩Ω are (ε, δ)-domains in the sense of Jones [56]. This
follows as the (ε, δ)-property is preserved under bi-Lipschitz homeomor-
phisms and since (−1, 1)d−1 × (0, 1) is an (ε, δ)-domain. For a proof of
this fact, we refer to Egert [24, Lem. 2.2.20]. Using this covering prop-
erty of the boundary strip near ∂Ω \D by (ε, δ)-domains, one can use
a partition of unity in order to obtain Sobolev extension operators for
the Sobolev spaces Wm,2D (Ω) adapted to mixed boundary conditions in-
troduced in Definition 1.1.11. Such a construction yielding semi-universal
extension operators can be found in Brewster, D. Mitrea, I. Mitrea,
and M. Mitrea [12, Thm. 3.9]. More precisely, these authors prove that
there exists a linear operator E mapping locally integrable functions on Ω
into Lebesgue measurable functions on Rd, which satisfies Eu|Ω = u, which
is bounded from L2(Ω) into L2(Rd), and which is bounded from Wk,2D (Ω)
into Wk,2D (Rd) for all 1 ≤ k ≤ m. Moreover, in the present situation the
operator norms depend only on d, M , and m. Using this, we can prove
the following proposition.
Proposition 7.1.4. Let Ω and D be subject to Assumption 7.1.1. Then,
for each m ∈ N there exists a constant C > 0 depending only on d, M ,
and m such that
‖u‖Wm,2(Ω) ≤ C
[
‖u‖2L2(Ω) + ‖∇mu‖2L2(Ω)
]1/2
(u ∈Wm,2D (Ω)).
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Proof. We perform an induction onm. Note that there is nothing to do in
the case m = 1 so that we can directly perform the induction step. Thus,
assume the validity of the statement above for a fixed number m ∈ N.
Then there exists a constant K ≥ 1 such that
‖u‖Wm+1,2(Ω) ≤ K
[
‖u‖2L2(Ω) + ‖∇mu‖2L2(Ω) + ‖∇m+1u‖2L2(Ω)
]1/2
.
Next, use the Gagliardo–Nirenberg inequality, seeNirenberg [78, p. 125],
to deduce
‖∇mu‖2L2(Ω) ≤ ‖∇mEu‖2L2(Rd) ≤ C‖Eu‖
2
m+1
L2(Rd)‖∇m+1Eu‖
2m
m+1
L2(Rd).
Using the boundedness properties of E discussed in the paragraph prior
to the proposition shows that
‖∇mu‖2L2(Ω) ≤ C‖u‖
2
m+1
L2(Ω)‖u‖
2m
m+1
Wm+1,2(Ω).
Employing Young’s inequality yields
≤ K
2mCm+1
m+ 1 ‖u‖
2
L2(Ω) +
m
K2(m+ 1)‖u‖
2
Wm+1,2(Ω).
Finally, the induction hypothesis delivers
≤ K
2mCm+1 +m
m+ 1 ‖u‖
2
L2(Ω) +
m
m+ 1‖∇
mu‖2L2(Ω)
+ m
m+ 1‖∇
m+1u‖2L2(Ω).
Absorbing the second summand on the right-hand side to the left-hand
side concludes the induction step.
7.2 The operator
We fix some notation quantifying the elliptic system under consideration,
that will be used throughout the chapter.
226
7.2 The operator
Let N ∈ N denote the number of equations of the elliptic system, which
itself is supposed to be of order 2m with m ∈ N. Fix Ω ⊂ Rd and closed
sets D1, . . . , DN ⊂ ∂Ω and define
D :=
N⋂
i=1
Di.
Suppose that Ω and D fulfill Assumption 7.1.1. Define
D := (D1, . . . , DN).
Recall the Sobolev spaces Wm,2D (Ω;CN) adapted to mixed boundary con-
ditions defined in Definition 1.1.11. We will refer to the sets D1, . . . , DN
as the Dirichlet part.
For the coefficients µijαβ of the elliptic system, we make the following
assumption.
Assumption 7.2.1. The coefficients µijαβ : Ω → C, 1 ≤ i, j ≤ N ,
α, β ∈ Nd0 with |α| = |β| = m are Lebesgue measurable, essentially bounded
functions, with bound Λ > 0, such that the associated sesquilinear form
a : Wm,2D (Ω;CN)×Wm,2D (Ω;CN),
(u, v) 7→
N∑
i,j=1
∑
|α|,|β|=m
∫
Ω
µijαβ∂
βuj∂αvi dx
is elliptic in the sense that for some κ > 0 and all u ∈ Wm,2D (Ω;CN)
Gårding’s inequality
Re(a(u, u)) ≥ κ
N∑
i=1
∑
|α|=m
∫
Ω
|∂αui|2 dx
is valid.
Remark 7.2.2. Under Assumption 7.2.1 the sesquilinear form a is secto-
rial of an angle ω ∈ [0, pi2 ), i.e., the numerical range
{a(u, u) : u ∈Wm,2D (Ω;CN)}
is contained in a sector Sω.
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Since a is densely defined on L2(Ω;CN), sectorial, and closed (due to
ellipticity of a and Proposition 7.1.4) it is known from classical form theory,
see Kato [58, Thm. VI.2.1], that there exists a unique sectorial operator
A on L2(Ω;CN) of angle ω ∈ [0, pi2 ) such that D(A) ⊂Wm,2D (Ω;CN) and
a(u, v) =
∫
Ω
〈Au, v〉 dx (u ∈ D(A), v ∈Wm,2D (Ω;CN)).(7.1)
If B is a linear operator on L2(Ξ;CN) on a bounded domain Ξ ⊂ Rd
and p > 2, define the Lp-realization of Bp as the part of B in Lp(Ξ;CN),
i.e.,
D(Bp) := {u ∈ D(B) ∩ Lp(Ξ;CN) : Bu ∈ Lp(Ξ;CN)},
Bpu := Bu (u ∈ D(Bp)).
If p < 2 define Bp as the closure of B in Lp(Ξ;CN), if it exists. We record
the following proposition, which connects for densely defined operators B
the operators Bp and (B∗)p′ , where p′ is the Hölder conjugate exponent of
p and B∗ the Hilbert space adjoint of B.
This proposition is similar to Proposition 5.2.16 in the context of the
Stokes operator.
Lemma 7.2.3. Let Ξ ⊂ Rd, d ≥ 2, be a bounded domain, p ∈ (2,∞) and
let B be a densely defined operator on L2(Ξ;CN). Then D(B) is dense in
Lp′(Ξ;CN) and B is closable in Lp′(Ξ;CN) if and only if the part of B∗
in Lp(Ξ;CN) is densely defined. In this case the identity (Bp′)∗ = (B∗)p
holds true.
Proof. First, assume there exists f ∈ Lp(Ξ;CN) such that
∫
Ξ
〈u, f〉 dx = 0 (u ∈ D(B)).
By the boundedness of Ξ, we find f ∈ L2(Ξ;CN), and by the density of
D(B) in L2(Ξ;CN), it follows that f must be zero. Consequently, D(B)
is dense in Lp′(Ξ;CN).
Let B be closable in Lp′(Ξ;CN). Because D(B) ⊂ D(Bp′) the closure of
B is densely defined and by definition of its domain, for each u ∈ D(Bp′)
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there exists a sequence (un)n∈N ⊂ D(B) with un → u in Lp′(Ξ;CN) and
Bun → Bp′u in Lp′(Ξ;CN). Thus, for v ∈ D((B∗)p), we find∫
Ξ
〈Bp′u, v〉 dx = lim
n→∞
∫
Ξ
〈un, B∗v〉 dx =
∫
Ξ
〈u, (B∗)pv〉 dx.
We derive the inclusion D((B∗)p) ⊂ D((Bp′)∗) and equality of the opera-
tors on D((B∗)p).
If w ∈ D((Bp′)∗), we find for u ∈ D(B) ⊂ D(Bp′)∫
Ξ
〈Bu,w〉 dx =
∫
Ξ
〈u, (Bp′)∗w〉 dx.
Consequently, w ∈ D(B∗)∩Lp(Ξ;CN) and B∗w = (Bp′)∗w ∈ Lp(Ξ;CN) so
that w ∈ D((B∗)p). This proves D((B∗)p) = D((Bp′)∗), so that the part
of B∗ in Lp(Ξ;CN) is densely defined by Schechter [85, Thm. 7.20 &
Lem. 7.21].
Now assume that (B∗)p is densely defined and let (un)n∈N ⊂ D(B) be
a sequence with un → 0 in Lp′(Ξ;CN) such that (Bun)n∈N is a Cauchy
sequence in Lp′(Ξ;CN) with limit f . Then
∫
Ξ
〈f, v〉 dx = lim
n→∞
∫
Ξ
〈un, (B∗)pv〉 dx = 0 (v ∈ D((B∗)p)).
Hence, f is zero by density of D((B∗)p) in Lp(Ξ;CN) so that B is closable
in Lp′(Ξ;CN).
With this lemma in mind, we can formulate the main result of this
chapter. For this, let ω ∈ [0, pi2 ) denote the angle of sectoriality of A on
L2(Ω;CN).
Theorem 7.2.4. Let N,m ∈ N, Ω ⊂ Rd be a bounded domain, and
D1, . . . , DN ⊂ ∂Ω be closed sets. Define
D :=
N⋂
i=1
Di
and assume that Ω and D fulfill Assumption 7.1.1. Let the coefficients
µijαβ, 1 ≤ i, j ≤ N , |α| = |β| = m be subject to Assumption 7.2.1, and let
A be the elliptic operator of order 2m as defined in (7.1).
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Then for each θ ∈ [ω, pi] there exists ε ≥ 0 with ε > 0 if θ ∈ (ω, pi],
depending only on d, M , m, N , κ, θ, ω, and Λ, such that the following
statement is valid.
If 2m < d, then for all p satisfying
2d
d+ 2m − ε < p <
2d
d− 2m + ε
or, if 2m ≥ d, then for all p ∈ (1,∞), the part of A in Lp(Ω;CN) is densely
defined (if p > 2) and A is closable in Lp(Ω;CN) (if p < 2). Moreover,
Ap is sectorial of angle θ and for every θ′ ∈ (θ, pi] the family of operators
{λ(λ+ Ap)−1}λ∈Spi−θ′ is R-bounded in L(Lp(Ω;CN)).
Furthermore, for every 1 < q < ∞ and p in the range above, Ap has
maximal Lq-regularity.
Remark 7.2.5. To prove this theorem, we can reduce matters to the
case p > 2. Indeed, note that Assumption 7.2.1 on the coefficients is
stable under the operation µijαβ 7→ µjiβα so that if the theorem is proven
under this assumption for the Lp-realization of A and p > 2, it then is
also proven for the Lp-realization of A∗. For the situation of p < 2 one
can argue by duality using Remark 2.3.2 (3).
As the case p > 2 remains, it is desirable to appeal to the vector-valued
version of Shen’s Lp-extrapolation theorem, which requires vector-valued
weak reverse Hölder estimates.
7.3 Vector-valued weak reverse Hölder
estimates
We begin by proving Caccioppoli’s inequality for higher-order elliptic sys-
tems subject to mixed boundary conditions. The proof is essentially the
one of Barton [8, Sec. 3], with the modification that we not just consider
balls, but also the sets U+y,r defined in Remark 7.1.2 and solutions which
locally satisfy
λui + (−1)m
N∑
j=1
∑
|α|,|β|=m
∂α[µijαβ∂βuj] = 0 (1 ≤ i ≤ N).
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Barton considered only the case λ = 0.
As we are now concerned with the proof of Theorem 7.2.4, we will
assume that Ω and D are subject to Assumption 7.1.1. We will also use λ
as a resolvent parameter, so λ ∈ Spi−θ, where θ ∈ (ω, pi] and ω is such that
A is sectorial of angle ω on L2(Ω;CN). Recall that M is the bound for the
bi-Lipschitz constants of the homeomorphisms Φx, see Assumption 7.1.1.
Lemma 7.3.1 (Caccioppoli’s inequality part 1). Let x0 ∈ Ω and r > 0.
Distinguish the following cases:
(1) x0 ∈ Ω and r < dist(x0, ∂Ω);
(2) x0 ∈ ∂Ω with dist(x0, ∂Ω \D) ≤ 1/(2M) and r ≤ 1/4;
(3) x0 ∈ ∂Ω with dist(x0, ∂Ω \D) > 1/(2M) and r ≤ 1/(2M).
Let 0 < s < t ≤ 1 and f ∈ L2(Ω;CN) be such that f = 0 on B(x0, r) ∩ Ω
in cases (1) and (3) or f = 0 on U+x0,r in case (2). Define u := (λ+A)−1f .
Then there exists a constant C > 0 depending only on d, N , m, κ, M , θ,
ω, and Λ, such that
|λ|
∫
Bsr∩Ω
|u|2 dx+
∫
Bsr∩Ω
|∇mu|2 dx
≤ C
m−1∑
k=0
[(t− s)r]−2(m−k)
∫
[Btr\Bsr]∩Ω
|∇ku|2 dx,
where in cases (1) and (3), Bαr := B(x0, αr), and in case (2), Bαr := Ux0,αr
for α ∈ (0, 1].
Proof. Take a cutoff function ϕ ∈ C∞c (Rd) which in cases (1) and (3)
is identically one on B(x0, sr) and zero on B(x0, tr)c and which satisfies
‖∇kϕ‖L∞(Rd;Rdk ) ≤ Cd[(t − s)r]−k for all 0 ≤ k ≤ m. In case (2), take ϕ
to be one on Ux0,sr and zero on U cx0,tr with estimates ‖∇kϕ‖L∞(Rd;Rdk ) ≤
Cd,M [(t − s)r]−k for all 0 ≤ k ≤ m. In case (2), such a function ϕ exists
by the estimates proven in Remark 7.1.2 (2) combined with McLean [70,
Thm. 3.6]. The constant Cd depends only on d and Cd,M on d and M .
Define ψ := uϕ2m, which again is a function in Wm,2D (Ω;CN), since ϕ is
smooth. Testing with ψ yields
0 = λ
∫
Btr∩Ω
|uϕm|2 dx+ a(u, ψ).
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Moreover, Leibniz’ rule yields numbers cαβ ∈ N with cα0 = cαα = 1 such
that
a(u, ψ) =
∑
|α|,|β|=m
N∑
i,j=1
∑
γ<α
∫
[Btr\Bsr]∩Ω
µijαβ∂
βujcαγ∂
α−γϕm∂γ[ϕmui] dx
+
∑
|α|,|β|=m
N∑
i,j=1
∫
Btr∩Ω
µijαβ∂
βujϕ
m∂α[ϕmui] dx.
Note that the integration in the first integral on the right-hand side is
performed only on [Btr \ Bsr] ∩ Ω since ϕm is constant on both Bsr and
Bctr. Next, we show that∑
γ<α
cαγ∂
α−γϕm∂γ[ϕmui] =
∑
δ<α
ϕmζαδ∂
δui(7.2)
with ‖ζαδ‖L∞(Rd) ≤ Cd,M,m[(t− s)r]|δ|−|α|, where Cd,M,m solely depends on
d, M , and m. Indeed, by means of Leibniz’ formula∑
γ<α
cαγ∂
α−γϕm∂γ[ϕmui] =
∑
γ<α
cαγ∂
α−γϕm
∑
δ≤γ
cγδ∂
γ−δϕm∂δui.
Interchanging the sums yields
=
∑
δ<α
∑
δ≤γ<α
cαγcγδ∂
α−γϕm∂γ−δϕm∂δui.
Next, for fixed δ < α and any δ ≤ γ < α, consider
∂α−γϕm∂γ−δϕm.
Notice by the product rule, that ∂α−γϕm is a sum of terms of the form
E∏
e=1
[∂ιeϕ]ϕl,
where 1 ≤ E ≤ |α− γ|, ιe ∈ Nd0 with
∑E
e=1 |ιe| = |α− γ|, and l := m−E.
With the obvious modifications, the same is clearly valid for ∂γ−δϕm.
Consequently, a generic term of the product ∂α−γϕm∂γ−δϕm is of the form
E1∏
e=1
[∂ιeϕ]ϕl1
E2∏
e=1
[∂κeϕ]ϕl2
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with 1 ≤ E1 ≤ |α− γ|, 0 ≤ E2 ≤ |γ − δ|, ιe, κe ∈ Nd0,
∑E1
e=1 |ιe| = |α− γ|,∑E2
e=1 |κe| = |γ − δ|, l1 = m− E1, and l2 = m− E2. Since
l1 + l2 = 2m− E1 − E2 ≥ 2m− |α− γ| − |γ − δ| = 2m− (|α| − |δ|) ≥ m
and
E1∑
e=1
|ιe|+
E2∑
e=1
|κe| = |α| − |δ|
the claim is proved. Using (7.2), we derive
a(u, ψ) =
∑
|α|,|β|=m
N∑
i,j=1
∑
δ<α
∫
[Btr\Bsr]∩Ω
µijαβ∂
βujϕ
mζαδ∂
δui dx
+
∑
|α|,|β|=m
N∑
i,j=1
∫
Btr∩Ω
µijαβ∂
βujϕ
m∂α[ϕmui] dx.
Rewriting ∂βujϕm by using Leibniz’ rule reveals
= − ∑
|α|,|β|=m
N∑
i,j=1
∑
δ<α
∑
γ<β
∫
[Btr\Bsr]∩Ω
µijαβcβγ∂
γuj∂
β−γϕmζαδ∂δui dx
− ∑
|α|,|β|=m
N∑
i,j=1
∑
γ<β
∫
[Btr\Bsr]∩Ω
µijαβcβγ∂
γuj∂
β−γϕm∂α[ϕmui] dx
+
∑
|α|,|β|=m
N∑
i,j=1
∑
δ<α
∫
[Btr\Bsr]∩Ω
µijαβ∂
β[ϕmuj]ζαδ∂δui dx
+
∑
|α|,|β|=m
N∑
i,j=1
∫
Btr∩Ω
µijαβ∂
β[ϕmuj]∂α[ϕmui] dx.
Note that the last term on the right-hand side can be identified with
a(ϕmu, ϕmu). Summarizing, we find a constant C > 0 depending only on
d, N , m, M , and Λ such that∣∣∣∣λ ∫Btr∩Ω |ϕmu|2 dx+ a(ϕmu, ϕmu)
∣∣∣∣
≤ C
{ ∑
|α|,|β|=m
∑
δ<α
∑
γ<β
‖∂γu‖L2([Btr\Bsr]∩Ω;CN )
[(t− s)r]m−|γ|
‖∂δu‖L2([Btr\Bsr]∩Ω;CN )
[(t− s)r]m−|δ|
+
∑
|β|=m
∑
γ<β
‖∂γu‖L2([Btr\Bsr]∩Ω;CN )
[(t− s)r]m−|γ| ‖∇
m[ϕmu]‖L2(Btr∩Ω;CNdm )
}
.
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Using the sectoriality of a, see Remark 7.2.2, as well as λ ∈ Spi−θ and
pi − θ + ω < pi, we can use Lemma 5.2.4 to conclude that there exists a
constant Cθ,ω depending only on θ and ω such that∣∣∣∣λ ∫Btr∩Ω |ϕmu|2 dx+ a(ϕmu, ϕmu)
∣∣∣∣
≥ Cθ,ω
{
|λ|
∫
Btr∩Ω
|ϕmu|2 dx+ |a(ϕmu, ϕmu)|
}
holds. By Gårding’s inequality, we conclude
≥ Cθ,ω
{
|λ|
∫
Btr∩Ω
|ϕmu|2 dx+ κ
∫
Btr∩Ω
|∇m[ϕmu]|2 dx
}
.
Next, use Young’s inequality to estimate
C
∑
|β|=m
∑
γ<β
‖∂γu‖L2([Btr\Bsr]∩Ω)
[(t− s)r]m−|γ| ‖∇
m[ϕmu]‖L2(Btr∩Ω;CNdm )
≤ C2ε
∑
|β|=m
∑
γ<β
‖∂γu‖2L2([Btr\Bsr]∩Ω;CN )
[(t− s)r]2(m−|γ|)
+ Cε2
∑
|β|=m
∑
γ<β
‖∇m[ϕmu]‖2L2(Btr∩Ω;CNdm ).
Choose ε, such that
Cε
2
∑
|β|=m
∑
γ<β
1 = Cθ,ωκ2 .
Then, absorb Cθ,ωκ‖∇m[ϕmu]‖2L2(Btr∩Ω;CNdm )/2 from the right-hand side
onto the left-hand side of the whole inequality. Using that and ϕ = 1 on
Bsr concludes the proof.
The preceding lemma shows that one can locally control |λ|1/2 u and
∇mu in L2 by the L2-norms of all derivatives of order strictly less than
m. However, it is desirable to control them solely by u in the L2-norm.
To prove that, we adapt the proof of Barton [8, Thm. 18] to mixed
boundary conditions. For this purpose, we prove the following lemma,
which is a generalization of Giaquinta and Martinazzi [37, Lem. 8.18]
and is implicitly contained in the proof of Barton.
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Lemma 7.3.2. Let 0 ≤ s0 < t0 < ∞ and k ∈ N. Assume that φ :
[s0, t0] → R is a non-negative bounded function. Suppose that there exist
constants A1, . . . , Ak > 0, α1, . . . , αk > 0, and 0 ≤ ε < 1 such that for all
s0 ≤ s < t ≤ t0 we have
φ(s) ≤
k∑
l=1
Al(t− s)−αl + εφ(t).
Then there exists a constant C > 0 depending only on maxki=1{αi} and ε,
such that for all s0 ≤ s < t ≤ t0 we have
φ(s) ≤ C
k∑
l=1
Al(t− s)−αl .
Proof. Let 0 < τ < 1 to be determined and define
ρ0 := s, ρn+1 := ρn + (1− τ)τn(t− s) (n ∈ N0).
Notice that
ρn+1 = s+ (1− τ)
n∑
j=0
τ j(t− s) < s+ (1− τ)
∞∑
n=0
τ j(t− s) = t.
Deduce inductively
φ(ρ0) ≤
k∑
l=1
Al(ρ1 − ρ0)−αl + εφ(ρ1)
≤
n−1∑
j=0
εj
k∑
l=1
Al(ρj+1 − ρj)−αl + εnφ(ρn).
Rearranging the sums on the right-hand side and using that ρj+1 − ρj =
(1− τ)τ j(t− s) yields
n−1∑
j=0
εj
k∑
l=1
Al(ρj+1 − ρj)−αl =
k∑
l=1
Al(1− τ)−αl(t− s)−αl
n−1∑
j=0
εjτ−jαl .
Choose τ such that ετ−maxi{αi} < 1 and let n→∞ to conclude
φ(s) ≤ (1− τ)−maxi{αi}
∞∑
j=0
(
ετ−maxi{αi}
)j k∑
l=1
Al(t− s)−αl .
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Now, we are ready to conclude the proof of Caccioppoli’s inequality
with the sole L2-norm of u on the right-hand side. For the reduction of the
differentiability on the right-hand side of the inequality in Lemma 7.3.1,
recall that by Gagliardo–Nirenberg’s inequality, one can estimate
‖∇m−1u‖L2 ≤ C‖u‖θL2‖u‖1−θWm,2 ,
for some θ ∈ (0, 1). The term involving ‖∇mu‖L2 in the norm of ‖u‖Wm,2
can then be controlled by means of the first part of Caccioppoli’s inequal-
ity, so that only terms of differentiability strictly less than m occur on the
right-hand side. Using Young’s inequality, we can produce an ε in front of
the L2-norm of ∇m−1u on the right-hand side. This leads to the situation
of Lemma 7.3.2.
Due to the implicit dependence of the constants in the Gagliardo–
Nirenberg inequality, we have to restrict the size of the parameter s to
be away from zero.
Lemma 7.3.3 (Caccioppoli’s inequality part 2). If in the situation of
Lemma 7.3.1 also 0 < 1/2 ≤ s < t ≤ 1 holds, then there exists a constant
C > 0 depending only on d, N , m, κ, M , θ, ω, and Λ such that
∫
Bsr∩Ω
|∇ku|2 dx ≤ C[(t− s)r]2k
∫
Btr∩Ω
|u|2 dx (1 ≤ k ≤ m)
holds.
Proof. We will prove the following claim by induction on k. Note that
the initial step of this induction, i.e., k = m, is Lemma 7.3.1 and that we
will successively reduce the value of k.
Claim: There exists a constant C > 0 depending at most on d, m, κ, N ,
M , θ, ω, and Λ, such that for all 1/2 ≤ s < t ≤ 1
∫
Bsr∩Ω
|∇ku|2 dx ≤ C
k−1∑
l=0
[(t− s)r]−2(k−l)
∫
Btr∩Ω
|∇lu|2 dx.
First of all, we establish Gagliardo–Nirenberg’s inequalities on the sets
Bαr ∩ Ω with α ∈ [1/2, 1]. As the constant of this inequality may depend
on the size of the underlying sets, we rescale the whole situation.
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Rescale the function u as uαr : 1αr (Bαr∩Ω)→ CN , x 7→ u(αrx) and recall
the cases presented in Lemma 7.3.1. Having a closer look onto 1
αr
(Bαr∩Ω),
we see that in the first case this is just the ball B([αr]−1x0, 1), which is
a Sobolev extension domain of arbitrary order. In the third case, the set
1
αr
(Bαr ∩ Ω) is simply B([αr]−1x0, 1) ∩ 1αrΩ. The radius r is chosen such
that B(x0, r) only hits Dirichlet boundary so that uαr can be identified
with its extension by zero to B([αr]−1x0, 1). As above B([αr]−1x0, 1) is
a Sobolev extension domain of all orders. Case (2) is more interesting.
Here, we have for some x ∈ ∂Ω \D
1
αr
(Bαr ∩ Ω) = Φ−1x,αr(Q([αr]−1Φx(x0), 1) ∩ [Rd−1 × (0,∞)]),
where Φ−1x,αr is given by 1αrΦ
−1
x (αr·). Note that Φ−1x,αr is a bi-Lipschitz
homeomorphism, with bi-Lipschitz constant bounded by M and that the
bisected cube Q([αr]−1Φx(x0), 1) ∩ [Rd−1 × (0,∞)] is an (ε, δ)-domain in
the sense of Jones [56], see Egert [24, Lem. 2.2.20]. Moreover, a global
bi-Lipschitz image of an (ε, δ)-domain is again an (ε, δ)-domain so that in
our case, ε and δ only depend on d and M . Finally, by Remark 7.1.2 (3)
diam(Φ−1x,αr(Q([αr]−1Φx(x0), 1) ∩ [Rd−1 × (0,∞)])) ≥
1
M
√
d
so that the extension result of Rogers [82, Thm. 8] yields a Sobolev
extension operator of arbitrary order with an operator norm depending
only on d and M . Extending in all three cases functions on 1
αr
(Bαr ∩ Ω)
to Rd and using the Gagliardo–Nirenberg inequalities on the whole space,
see Nirenberg [78, p. 125], proves that these inequalities hold true on
1
αr
(Bαr∩Ω) where the constant solely depends on d,M , and the Gagliardo–
Nirenberg constants on Rd. Especially, we find for ϑ = 1
k+1
‖∇kuαr‖2L2( 1
αr
(Bαr∩Ω;CNdk ))
≤ C‖uαr‖2ϑL2( 1
αr
(Bαr∩Ω;CN ))
[
k+1∑
l=0
∫
1
αr
(Bαr∩Ω)
|∇luαr|2 dx
]1−ϑ
.
By linear transformation, we find
‖∇ku‖2L2(Bαr∩Ω;CNdk )
≤ C
[
(αr)−k‖u‖L2(Bαr∩Ω;CN )
]2ϑ[ k+1∑
l=0
(αr)2(l−k)
∫
Bαr∩Ω
|∇lu|2 dx
]1−ϑ
.
(7.3)
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Next, let 1/2 ≤ s < τ ≤ t ≤ 1 and apply (7.3) on Bsr ∩ Ω as well as the
induction hypothesis to the term involving ∇k+1u, so that
‖∇ku‖2L2(Bsr∩Ω;CNdk )
≤ C[(sr)−k‖u‖L2(Bsr∩Ω;CN )]2ϑ
·
[
k∑
l=0
[
s2(l−k) + s2(τ − s)−2(k+1−l)
]
r2(l−k)
∫
Bτr∩Ω
|∇lu|2 dx
]1−ϑ
.
For some δ > 0, use Young’s inequality ab ≤ ϑδ(ϑ−1)/ϑa 1ϑ + (1 − ϑ)δb 11−ϑ ,
to obtain
≤ Cδ
ϑ−1
ϑ
(sr)2k ‖u‖
2
L2(Bsr∩Ω;CN )
+ C(1− ϑ)δ
k∑
l=0
[
s2(l−k) + s2(τ − s)−2(k+1−l)
]
r2(l−k)
∫
Bτr∩Ω
|∇lu|2 dx.
Next, choose δ subject to the condition
Cδ
s2
(τ − s)2 =
1
8 ⇔ δ =
(τ − s)2
8Cs2 .
Note that δ ≤ 1/(2C), since s ≥ 1/2 and τ − s ≤ 1. Thus,
Cδ
[
s2(l−k) + s2(τ − s)−2(k+1−l)
]
≤ s
2(l−k)
2 +
(τ − s)−2(k−l)
8
and, by means of the choice ϑ = 1
k+1 ,
Cδ
ϑ−1
ϑ
s2k
= C
s2kδk
= 8
kC1+k
(τ − s)2k .
Returning to the estimate of ∇ku, estimate each s from below by τ − s
and use for all terms on the right-hand side of differentiability strictly less
than k, that Bsr ∩Ω and Bτr ∩Ω are contained in Btr ∩Ω. Put everything
together to deduce
‖∇ku‖2L2(Bsr∩Ω;CNdk ) ≤
[
8kC1+k + 5(1− ϑ)8
] 1
[(τ − s)r]2k ‖u‖
2
L2(Btr∩Ω;CN )
+ 5(1− ϑ)8
k−1∑
l=1
1
[(τ − s)r]2(k−l)‖∇
lu‖2L2(Btr∩Ω;CNdl )
+ 5(1− ϑ)8 ‖∇
ku‖2L2(Bτr∩Ω;CNdk ).
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Now, we can appeal to Lemma 7.3.2 by means of the following definitions.
Let s0 := 1/2, t0 := t, αl := 2(k − (l − 1)),
A1 :=
[
8kC1+k + 5(1− ϑ)8
]
‖u‖2L2(Btr∩Ω;CN ),
Al :=
5(1− ϑ)
8 ‖∇
l−1u‖2L2(Btr∩Ω;CNdl−1 ) (2 ≤ l ≤ k),
and
φ(s) := ‖∇ku‖2L2(Bsr∩Ω;CNdk ).
It follows that there exists a constant C > 0 (different from the one above
but independent of s, τ , r, and t) such that for all s ≤ τ ≤ t
‖∇ku‖2L2(Bsr∩Ω;CNdk ) ≤ C
k−1∑
l=0
1
[(τ − s)r]2(k−l)‖∇
lu‖2L2(Btr∩Ω;CNdl ).
In particular, this holds true for τ = t, so that we conclude the induction
step.
The following lemma is a vector-valued and local version of the Sobolev
embedding theorem, mentioned in the introduction of this chapter.
Lemma 7.3.4. Let p ∈ [1,∞), n0 ∈ N, and (un)n0n=1 ⊂ W1,pD (Ω;CN). Let
x0 ∈ Ω and 0 < r ≤ 1/(4M
√
d) be such that either B(x0, r) ⊂ Ω or
x0 ∈ ∂Ω. If q ∈ [1,∞) is such that 0 ≤ δ := 1p − 1q ≤ 1d , then there exists
a constant C > 0 depending only on p, q, d, N , and M such that
(
1
rd
∫
B(x0,r)∩Ω
[ n0∑
n=1
|un|2
] q
2
dx
) 1
q
≤ C
{
r
(
1
rd
∫
B∩Ω
[ n0∑
n=1
|∇un|2
] p
2
dx
) 1
p
+ 1
rd
∫
B(x0,r)∩Ω
[ n0∑
n=1
|un|2
] 1
2
dx
}
holds, where B = B(x0,M2
√
dr) if x0 ∈ ∂Ω with dist(x0, ∂Ω \D) ≤
1/(2M), and B = B(x0, r) else.
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Proof. If x0 ∈ ∂Ω, extend a function u ∈W1,2D (Ω;CN) from Ω ∩B(x0, r)
to B(x0, r) componentwise as follows: If dist(x0, ∂Ω \D) ≤ 1/(2M), then
B(x0, r) ⊂ Ux0,M√dr by Remark 7.1.2 (3), so define (Eu)i := Ex0,M√drui
by using the local extension operator Ex0,M√dr given by Proposition 7.1.3.
For all other x0 ∈ ∂Ω, let Eu denote the extension by zero.
We present the most difficult case where dist(x0, ∂Ω \D) ≤ 1/(2M) and
point out changes in the proof for the other cases afterwards. Note that
as U+
x0,r/(M
√
d) is the bi-Lipschitz image of a set with measure comparable
to rd, it holds
|U+
x0,r/(M
√
d)| ≥ Crd(7.4)
with C depending only on d and M . By Remark 7.1.2 (3), we conclude
that |B(x0, r) ∩ Ω| ≥ Crd holds true. For a function g, denote its average
on B(x0, r) ∩ Ω by (g)B(x0,r)∩Ω. Use the triangle inequality to conclude(∫
B(x0,r)∩Ω
[ n0∑
n=1
|un|2
] q
2
dx
) 1
q
≤
(∫
B(x0,r)
[ n0∑
n=1
∣∣∣Eun(x)− (Eun)B(x0,r)∩Ω∣∣∣2 ] q2 dx
) 1
q
+ [|B(0, 1)| rd] 1q
[ n0∑
n=1
∣∣∣(un)B(x0,r)∩Ω∣∣∣2 ] 12 .
Next, Gilbarg and Trudinger [43, Lem. 7.16] together with (7.4), show
that |Eun(x) − (Eun)B(x0,r)∩Ω| ≤ 2d/(dC)
∫
B(x0,r) |x− y|1−d |∇Eun(y)| dy.
Apply this to the first term and apply Minkowski’s inequality as well
as (7.4) to the second term on the right-hand side, to obtain
≤ 2
d
dC
∥∥∥∥ ∫
B(x0,r)
|· − y|1−d
[ n0∑
n=1
|∇Eun(y)|2
] 1
2
dy
∥∥∥∥
Lq(B(x0,r))
+ |B(0, 1)|
1
q r
d
q
−d
C
∫
B(x0,r)∩Ω
[ n0∑
n=1
|un|2
] 1
2
dx.
For the first term on the right-hand side use the boundedness of the Riesz
potential, see [43, Lem. 7.12] for δ < 1/d and Adams and Hedberg [2,
Thm. 3.1.4 (b)] for δ = 1/d, to get
≤ 2
d
dCBr
1−dδ
∥∥∥∥[ n0∑
n=1
|∇Eun|2
] 1
2
∥∥∥∥
Lp(B(x0,r))
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+ |B(0, 1)|
1
q r
d
q
−d
C
∫
B(x0,r)∩Ω
[ n0∑
n=1
|un|2
] 1
2
dx,
where B depends only on d, p, and q. Note that Proposition 7.1.3 gives
∥∥∥∥[ n0∑
n=1
|∇Eun|2
] 1
2
∥∥∥∥
Lp(B(x0,r)\Ω)
=
∥∥∥∥[ n0∑
n=1
|∇[un ◦ ψ]|2
] 1
2
∥∥∥∥
Lp(B(x0,r)\Ω)
≤ C
∥∥∥∥[ n0∑
n=1
|∇un|2
] 1
2
∥∥∥∥
Lp(U+
x0,M
√
dr
)
,
where C > 0 depends only on d andM . By Remark 7.1.2 (3), we conclude
the proof for x0 ∈ ∂Ω with dist(x0, ∂Ω \D) ≤ 1/(2M).
If B(x0, r) ⊂ Ω, we do exactly the same without the extension operator.
If x0 ∈ ∂Ω with dist(x0, ∂Ω \D) > 1/(2M), we proceed as above with
the one exception that in the first inequality below (7.4), we introduce
(Eun)B(x0,r) instead of (Eun)B(x0,r)∩Ω. This has the effect of avoiding the
need of an estimate of the form |B(x0, r)∩Ω| ≥ Crd, which is not available
under the given geometric setup.
The following lemma is an iterated version of the previous one.
Lemma 7.3.5. Let p ∈ [1,∞), n0 ∈ N, and (un)n0n=1 ⊂Wm,pD (Ω;CN). Let
x0 ∈ Ω and 0 < r ≤ [M2
√
d]1−m/(4M
√
d) be such that either B(x0, r) ⊂ Ω
or x0 ∈ ∂Ω. If q ∈ [1,∞) satisfies 0 ≤ δ := 1p − 1q ≤ md , then there exists
a constant C > 0 depending at most on p, q, d, N , m, and M such that
(
1
rd
∫
B(x0,r)∩Ω
[ n0∑
n=1
|un|2
] q
2
dx
) 1
q
≤ C
{
rm
(
1
rd
∫
Bm∩Ω
[ n0∑
n=1
|∇mun|2
] p
2
dx
) 1
p
+
m−1∑
k=0
1
rd−k
∫
Bk∩Ω
[ n0∑
n=1
|∇kun|2
] 1
2
dx
}
holds, where Bk := B(x0, [M2
√
d]kr) if x0 ∈ ∂Ω with dist(x0, ∂Ω \D) ≤
1/(2M) and Bk := B(x0, r) else.
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Proof. We will only consider the case where x0 ∈ ∂Ω satisfies the in-
equality dist(x0, ∂Ω \D) ≤ 1/(2M). The other cases are proven in the
same way, with the one exception, that the domain of integration stays
the same in each iteration step. Define p1 ∈ [p,∞) via the equation
1
p
− 1
p1
= δ
m
.
It follows that
1
p1
= 1
p
− δ
m
≥ 1
p
− 1
p
+ 1
q
,
so that in fact p1 ∈ [p, q]. Inductively, define for 2 ≤ k ≤ m the number
pk ∈ [pk−1, q] via
1
pk−1
− 1
pk
= δ
m
.
In particular, one finds pm = q, so that Lemma 7.3.4 can be applied
iteratively. Thus,(
1
rd
∫
B(x0,r)∩Ω
[ n0∑
n=1
|un|2
] q
2
dx
) 1
q
≤ C
{
r
(
1
rd
∫
B1∩Ω
[ n0∑
n=1
|∇un|2
] pm−1
2
dx
) 1
pm−1
+ 1
rd
∫
B0∩Ω
[ n0∑
n=1
|un|2
] 1
2
dx
}
≤ C
{
r2
(
1
rd
∫
B2∩Ω
[ n0∑
n=1
|∇2un|2
] pm−2
2
dx
) 1
pm−2
+ 1
rd−1
∫
B1∩Ω
[ n0∑
n=1
|∇un|2
] 1
2
dx+ 1
rd
∫
B0∩Ω
[ n0∑
n=1
|un|2
] 1
2
dx
}
.
Inductively, it follows
≤ C
{
rm
(
1
rd
∫
Bm∩Ω
[ n0∑
n=1
|∇mun|2
] p
2
dx
) 1
p
+
m−1∑
k=0
1
rd−k
∫
Bk∩Ω
[ n0∑
n=1
|∇kun|2
] 1
2
dx
}
.
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Now we are in the position to prove the vector-valued weak reverse
Hölder estimates.
Theorem 7.3.6. Let n0 ∈ N, (λn)n0n=1 ⊂ Spi−θ, x0 ∈ Ω, and 0 < r ≤
1/(8[M2
√
d]m+1) be such that either B(x0, 3M [M2
√
d]m+1r) ⊂ Ω or x0 ∈
∂Ω. Moreover, let (fn)n0n=1 ⊂ L2(Ω;CN) such that for every 1 ≤ n ≤ n0
the function fn vanishes on B(x0, 3M [M2
√
d]m+1r) ∩ Ω. If 2m ≥ d, let
q be any number larger than 2 and if 2m < d, let q = 2d
d−2m . Then there
exists a constant C > 0, depending at most on d, N , q, κ, m, M , θ, ω,
and Λ such that(
1
rd
∫
B(x0,r)∩Ω
[ n0∑
n=1
[|λn| |un|]2
] q
2
dx
) 1
q
≤ C
(
1
rd
∫
B(x0,2[M2
√
d]m+1r)∩Ω
n0∑
n=1
[|λn| |un|]2 dx
) 1
2
holds.
Proof. Apply Lemma 7.3.5 with q and p = 2 to the functions (λnun)n0n=1
to get(
1
rd
∫
B(x0,r)∩Ω
[ n0∑
n=1
[|λn| |un|]2
] q
2
dx
) 1
q
≤ C
{
rm
(
1
rd
∫
B(x0,[M2
√
d]mr)∩Ω
n0∑
n=1
[|λn| |∇mun|]2 dx
) 1
2
+
m−1∑
k=0
1
rd−k
∫
B(x0,[M2
√
d]kr)∩Ω
[ n0∑
n=1
[|λn| |∇kun|]2
] 1
2
dx
}
.
Apply Hölder’s inequality to the second term on the right-hand side, so
that with a different constant C
≤ C
m∑
k=0
rk
(
1
rd
∫
B(x0,[M2
√
d]kr)∩Ω
n0∑
n=1
[|λn| |∇kun|]2 dx
) 1
2
.
If x0 is either inside Ω or on ∂Ω with dist(x0, ∂Ω \D) > 1/(2M), then
2[M2
√
d]mr ≤ 1/(4M2√d), so that Lemma 7.3.3 is directly applicable
with s = 1/2, t = 1, and radius 2[M2
√
d]kr. This yields
≤ C
(
1
rd
∫
B(x0,2[M2
√
d]mr)∩Ω
n0∑
n=1
[|λn| |un|]2 dx
) 1
2
.
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In order to employ Caccioppoli’s inequality in the case dist(x0, ∂Ω \D) ≤
1/(2M), apply Remark 7.1.2 (3), which in the current situation reads as
B(x0, [M2
√
d]kr) ⊂ Ux0,M√d[M2√d]kr ⊂ B(x0, [M2
√
d]k+1r).
Since 2[M2
√
d]m+1r ≤ 1/4, Caccioppoli’s inequality is applicable on the
sets Ω ∩ Ux0,2[M2√d]k+1r with s = 1/2 and t = 1. Proceeding as above
concludes the proof.
7.3.1 Proof of Theorem 7.2.4
By Remark 7.2.5 it suffices to concentrate on the case p > 2. Thus, in the
case 2m < d, define p := 2d/(d− 2m), and in the case 2m ≥ d, let p > 2
be arbitrary.
As discussed in Section 7.2, the L2-realization of the elliptic operator
A is sectorial of angle ω ∈ [0, pi2 ). Thus, for every θ ∈ (ω, pi] the family
{λ(λ+A)−1}λ∈Spi−θ is bounded, which is equivalent to the boundedness of
the family T given by
{(λ1(λ1 + A)−1, . . . , λn0(λn0 + A)−1, 0, . . . ) : n0 ∈ N, (λn)n0n=1 ⊂ Spi−θ}
on L2(Ω; `2(CN)). With regard to Theorem 3.1.2, fix X = Y = `2(CN)
and invoke Remark 3.1.3 and Proposition 2.3.4 to conclude that for each
operator T ∈ T one has to verify the weak reverse Hölder estimates with
uniform constants. Thus, we have to show that there exist constants
C > 0, R0 > 0, α2 > α2 > 1 such that for all n0 ∈ N, (λn)n0n=1 ⊂ Spi−θ,
(fn)n0n=1 ⊂ L∞(Ω;CN) with fn = 0 on B(x0, α2r) ∩ Ω, and un := (λn +
A)−1fn the estimate
(
1
rd
∫
B(x0,r)∩Ω
[ n0∑
n=1
[|λn| |un|]2
] p
2
dx
) 1
p
≤ C
(
1
rd
∫
B(x0,α1r)∩Ω
n0∑
n=1
[|λn| |un|]2 dx
) 1
2
holds. This is exactly the statement of Theorem 7.3.6. Furthermore,
Lemma 3.2.2 shows that one can take α1 = 2 and that the weak reverse
Hölder estimates are valid for every x0 satisfying B(x0, r) ∩ Ω 6= ∅. If
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2m < d, this allows us to invoke the self-improving property of weak
reverse Hölder estimates, see Proposition 3.1.4. Hence, there exists ε > 0
such that
(
1
rd
∫
B(x0,r)∩Ω
[ n0∑
n=1
[|λn| |un|]2
] p+ε
2
dx
) 1
p+ε
≤ C
(
1
rd
∫
B(x0,2r)∩Ω
[ n0∑
n=1
[|λn| |un|]2
] p
2
dx
) 1
p
.
We conclude that {λ(λ + Ap)−1}λ∈Spi−θ is R-bounded in L(Lp(Ω;CN)).
By Remark 2.1.2 we infer that Ap is densely defined and by virtue of
Theorem 2.3.5, that Ap has maximal Lq-regularity.
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List of notations
General
a.e. short for almost everywhere . . . . . . . . . . . . . . . . . . . . . . . . .
s.t. short for such that . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
p.v. principle value integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
δjk Kronecker’s delta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈·, ·〉 inner product on Cl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Sets
N, N0, R, C natural numbers, natural numbers including zero, real
numbers, complex numbers . . . . . . . . . . . . . . . . . . . . . . . . .
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