[1] The Lattice Boltzmann (LB) method can be used to simulate aspects of chemical reactions such as mineral precipitation from a fluid phase or condensation from a vapor phase. The LB method has the advantage of allowing the shape of the condensing phase to evolve depending on local conditions rather than being specified, so that the controls on condensed phase grain shape can be studied simultaneously with the controls on chemical composition and growth rate. We have used the LB approach to simulate the growth of ice crystals from water vapor-oversaturated air as a first step in developing methods for treating more complex chemical reaction problems, including isotopic effects. The formation of ice crystals (i.e., snow) in air is a classic problem in diffusion-limited crystal growth. There are many complexities, but the process is attractive for modeling purposes because it involves only one chemical component and there is abundant information on reaction kinetics and the relationships between crystal morphology and growth conditions. In this paper we describe the LB approach used, and address strategies for properly conserving mass at a surface of a growing ''crystal,'' the scaling of the calculations to the actual physical problem, and the conditions for growth of dendritic versus compact crystals.
Introduction
[2] In this paper we use a 2D Lattice Boltzmann model to simulate the growth of water ice crystals from air supersaturated with water vapor. The long-term objective is to evaluate whether LB models may be useful for understanding how transport to and from growing crystal surfaces from a fluid phase might affect the chemical and isotopic composition of the crystals. It is well established that crystal growth at temperatures corresponding to the Earth's surface or atmosphere rarely occurs at ''equilibrium,'' but rather is strongly affected by (or limited by) diffusive transport. Transport effects can radically change both the trace element content of the crystals and the isotopic composition. In Earth science, both the chemical and isotopic composition of materials like snow, rain, calcite, and gypsum are used to reconstruct the conditions of formation, which in turn are expected to provide information about conditions on the modern or ancient Earth.
[3] One problem with transport-limited growth is that it can lead to complex crystal shapes [Ben-Jacob, 1993 , which in turn make it difficult to use simple models to describe the chemical and isotopic transport effects. The complex geometries generated by nonequilibrium crystal growth can potentially be addressed effectively with LB models [de Fabritiis et al., 1998; Miller et al., 2001; Kang et al., 2004] . In addition, when fluid flow as well as diffusion are important, for example snow crystals forming as they fall or calcite crystallizing from a flowing aqueous fluid, the simulations are more demanding but potentially still tractable with the LB approach.
Ice Crystal Growth in Air
[4] We have chosen vapor deposition as a first step to model the formation of ice crystals from water-vapor oversaturated air. This is an interesting case with a surprising degree of complexity [Kobayashi and Kuroda, 1987; Pruppacher and Klett, 1997; Libbrecht, 2003 Libbrecht, , 2005 , but also simple insofar as it involves only one chemical component: H 2 O. Snow formation is also important since it constitutes a major part of the Earth's water cycle, and the behavior of water isotopes in snow is significant for studies of atmospheric water transport and global precipitation, and reconstructions of paleoprecipitation conditions as in polar ice cores [Jouzel and Merlivat, 1984; Jouzel et al., 1997; Petit et al., 1999] .
[5] Modeling of the formation of ice crystals in the atmosphere has some other advantages. The physical properties and equilibrium thermodynamics of ice, water and water vapor are reasonably well determined, as is the diffusivity of water vapor in air. In addition, the kinetics of vapor deposition on ice crystals can be calculated from the kinetic theory of gases (although with uncertainties associated with the condensation coefficient [e.g., Seinfeld
and Pandis, 1998]), and there is extensive observational and experimental data with which to constrain the rates of growth, supersaturation conditions, shapes, and physical scales of snow crystals [Pruppacher and Klett, 1997; Libbrecht, 2003 Libbrecht, , 2005 .
[6] Snow crystals have both relatively simple shapes (hexagonal columns or plates) and the more complex, and generally larger, dendritic shapes. The mechanisms that determine shape are still debated [Kobayashi and Kuroda, 1987; Libbrecht, 2003] . Snow crystals have a sixfold symmetric (hexagonal) prism with two basal planes of type (0001) and six prism planes of types (1010) [Pruppacher and Klett, 1997] . Simple hexagons form when supersaturation is low, crystal size is small, and/or the background gas pressure is low [Libbrecht, 2005] . When some combination of these parameters is increased sufficiently, then water vapor diffusion in air begins to be a limiting factor, and at some point branching occurs [Libbrecht, 2005] , leading ultimately to dendritic (''tree-like'') crystals. Dendritic crystal growth is one example of the general phenomenon of pattern formation in nonequilibrium growth systems [Ben-Jacob, 1993 .
[7] The rates of propagation of snow crystal basal faces, relative to that of prism faces, vary with temperature and supersaturation. The different growth rates give rise to the variation of snow crystal morphology with temperature and supersaturation [Kobayashi and Kuroda, 1987; Libbrecht, 2005] . This unusual behavior has not been explained, although it is widely believed that the dynamics of crystal growth from the vapor phase is strongly influenced by the presence of surface melting [Kobayashi and Kuroda, 1987] , because many solids exhibit surface melting near the bulk melting temperature. There is evidence that a disordered ''quasi-liquid'' layer exists on both the prism and basal facets for temperatures within 10°C of the freezing temperature. The quasi-liquid layer thickness at the ice/vapor interface is approximately 20 nm measured at À5.5°C [Libbrecht and Yu, 2001 ].
Value of the Lattice Boltzmann Approach
[8] The complex shapes of snow crystals make them difficult to simulate. A numerical method capable of simulating the shape evolution of snow crystals is essential for interpreting and making use of observation data related, for example, to size-mass and size-fall velocity Hobbs et al., 1974; Petrenko and Whitworth, 1999] . Snowflake aggregation, which is important in the formation of large crystals, was simulated recently by Maruyama and Fujiyoshi [2005] . They used a stochastic microphysical model of snowflake aggregation that combines a simple mechanical aggregation model with a Monte Carlo method. However, the details of dendritic crystal growth were not simulated, and vapor flow and concentration were not explicitly incorporated in their stochastic model.
[9] The Lattice Boltzmann (LB) method potentially provides the numerical means by which to incorporate environmental factors (such as concentration and vapor flow) into the simulation of snow crystal formation and to also treat the complex geometry. The LB methods have been developed in the last decade as numerical tools for simulating complex fluid-flow physics. The fundamental idea of the LB methods is to construct simplified kinetic models that incorporate the essential physics of microscopic or mesoscopic processes, so that the macroscopic averaged properties obey the desired macroscopic equations ]. The basic premises are that (1) the macroscopic dynamics of a fluid are the result of the collective behavior of many microscopic particles in the system, and that (2) the macroscopic dynamics are not sensitive to the underlying details of microscopic physics. By developing a simplified version of the kinetic equation, one avoids solving complicated kinetic equations (such as the full Boltzmann equation), and also avoids following each particle (as in molecular dynamics simulations). Because of their kinetic nature, LB methods can handle complex interfaces and inhomogeneous flows more easily than the conventional technique of solving NavierStokes-type macroscopic equations ].
[10] Since their appearance, LB methods have been successfully applied to studying a variety of flow and transport phenomena, such as flow in porous media, turbulence, multiphase and multicomponent flows, particles suspended in fluids, and heat transfer and reaction-diffusion ]. However, there are relatively few studies using the LB method to study crystal growth. Only recently have thermal LB methods been used to study liquid-solid phase transitions, involving enhanced collision schemes coupled with the phase-field method [de Fabritiis et al., 1998; Miller et al., 2001] . Studies have shown that the LB method can provide detailed information in pore space regarding flow, chemical dissolution, and precipitation in porous media [Kang et al., 2002 [Kang et al., , 2003 . Recently, a range of different patterns, from compact circular planes to randomly shaped dendrite, were effectively grown in simulation by increasing the strength of reaction relative to diffusion [Kang et al., 2004] . It follows that a numerical experiment using the LB method could provide insight into the relevant physical processes affecting the chemical and isotopic composition crystals growing under nonequilibrium conditions.
Lattice Boltzmann Method
[11] Crystal growth is simulated by a 2-D LB model. The 2D model may not properly capture some essential aspects of the water vapor transport to growing ice crystals, but is a logical place to start to understand how best to implement the LB approach for this problem. In the LB method, fluid phase flow can be simulated by the following evolution equation:
where f i is the particle velocity distribution function along the i direction defined below, dt is the time increment, and t is the dimensionless relaxation time, and f i eq is the corresponding equilibrium distribution function. This function has the form
where R is the ideal gas constant, and r, u, and T are the density, velocity, and temperature of the fluid, respectively. For the commonly used two-dimensional, nine-speed D2Q9 LB model, the kinematic viscosity u = (t À 0.5)RT dt with RT = 1/3. Quantities w i are the associated weight coefficients, with w 0 = 4/9, w i = 1/9 for i = 1, 2, 3, 4, and w i = 1/36 for i = 5, 6, 7, 8 ( Figure 1) . Vectors e i are the discrete velocities given by
where i = 1-4 corresponds to the nodes along the horizontal and vertical axes, and i = 5-8 to the diagonal nodes ( Figure 1 ). The fluid densities and velocities are calculated by
Using the Chapman-Enskog expansion, one can prove that the LB equation (2) recovers the correct continuity and momentum equations at the Navier-Stokes level [Qian et al., 1992; Chen et al., 1992] . The solute transport can be described by the following lattice Bhatnagar-Gross-Krook (BGK) equation:
where g i is the distribution function of the solute concentration, C and u are the solute concentration and the fluid velocity, respectively, g i eq is the corresponding equilibrium distribution function, and superscript k stands for kth aqueous component. In the most commonly used two-dimensional, nine-speed (D2Q9) model [Chen et al., 1992] , relaxation time t k is related to the diffusivity by D = (t k À 0.5)(dx) 2 RT/dt. Then g i eq has the following form:
The solute concentrations are calculated using
It has been shown that, using the Chapman-Enskog expansion, the LB equation recovers the following convection-diffusion equation [Ponce Dawson et al., 1993] :
Physical Properties of Water Vapor and Ice
[12] Saturated water-vapor pressures or concentrations over water and over ice decrease as temperature drops (Table 1) . Water vapor has a higher-saturation vapor pressure and hence higher saturation over water than over ice at a specific temperature. The difference gradually increases from 0.0°C to a peak at approximately À15°C, and then gradually declines at lower temperature (Table 1 and Figure 2 ).
[13] The diffusivity D of water vapor in air has been experimentally determined only for temperatures warmer Figure 1 . Schematic illustration of a wall node. than 0°C, and in this range the experimental results are quite scattered. Experimental data for temperatures between À40 and 40°C [Hall and Pruppacher, 1976] can be represented with the following expression:
where D is the diffusivity for water vapor (cm 2 /s), p is pressure (mbar), T 0 = 273.15 K, and p 0 = 1013.25 mbar. In our analysis, D is one of the parameters that determine the scaling of the model calculations to physical reality; its precise value is comparatively of less importance relative to the variability of reaction rates. In our discussion of the model results we approximate D to be 0.2 cm 2 /s ( Table 2 ). The reaction-rate constant (k) and concentrations for water vapor discussed in the following are listed in Table 2 as well. The isotopic effect on the diffusivity and kinetic rate constant is discussed by DePaolo et al. [2008] .
Volumetric Method for the Reactive Boundary
[14] A critical aspect of the simulation of crystal growth is the formulation of the movement of the fluid-crystal boundary as the crystal grows. In this paper, we propose a robust volumetric method for the fluid-solid boundary. In order to treat a boundary, we define a boundary node as a flow node with at least one neighboring solid node, and the corresponding lattice cell is called a boundary cell. By defining the boundary midway between the lattice nodes, fluid cells coincide with the fluid space [Zhou, 2004] . There is another treatment that puts the fluid-solid boundary through the lattice node [Kang et al., 2002; Sukop and Thorne, 2006; He et al., 1998 ]. The precipitation of new solid at the fluid-solid interface is described as the removal of consumed solute from the fluid, the addition of that mass to the solid for crystal growth, and the advance of the crystal surface into the neighboring fluid space.
[15] In a boundary node (Figure 1 ), the particle distributions along the discrete speeds 2, 5, and 6 (inbound) bring mass back into the fluid phase, and those along outbound speeds 4, 7, and 8 cross the boundary and leave the fluid phase and thus are lost. In a traditional bounce-back scheme, outbound speeds 4, 7, and 8 only need to be deflected back along speed 2, 5, and 6 into the fluid phase to preserve the mass. In a reactive boundary, mass precipitates from the fluid phase into solid phase, so the amount that has been removed from the fluid phase must be deducted from the inbound speeds. The implementation of this conceptual model is summarized below. Additional details and validation will be reported in a separate publi- Figure 2 . Temperature-dependent difference in saturation over water (S w ) and over ice (S i ), and degree of oversaturation (saturation over water relative to saturation over ice). Calculated from kinetic theory of gases equation (32) with c = 0.1 for À15°C.
Calculated from equation (25) with C r = 1.
e Calculated from equation (25) [16] The rate of transfer of material from the fluid phase to the solid is determined by the fluid-phase concentration at the fluid-solid interface, which is calculated at each time step in the model. At the macroscopic level, the first-order kinetic-reaction model for the interface [Lasaga, 1981] can be written as
where C is the solute concentration at the interface, C s is the saturated concentration, k r is the local reaction-rate constant, and n is the direction normal to the interface pointing toward the fluid phase. (D is diffusivity as previously defined.) The mass precipitated unto the solid phase per unit time and unit area is given by
where m t k is the mass precipitated from the fluid at time t, and V is the lattice volume of the boundary node, defined as the area of lattice square as shown in Figure 1 . The solid density can be defined as the cumulated solid mass in a lattice node divided by the lattice volume of the node. This solid density is discussed later in this section and section 6.2; it is used to determine the expansion of solid phase or growth of the solid phase. The concentration reduction DC caused by mass removal from the fluid through deposition is related to this precipitated mass by DC Â V = m, leading to the concentration at the new time step
where C k t+1 is the fluid concentration after precipitation. The new concentration is used to calculate the density distribution function for updating g i through equation (8). The formulation yields an accurate mass balance for the reactive boundary problem in the validation study discussed below in section 6.1. More discussion for the boundary approach is provided by Lu and DePaolo (manuscript in preparation, 2009) .
[17] Each node at the interface represents a control volume with a size of Dx Â Dx (in lattice units) and is located at the center of this control volume. We update the mass at every time step by m(t + dt) = m(t) + Dx k r (C À C s ) dt, where Dx is the length of the control volume along the interface. In our simulations, the time step increment is set to 1. The accumulated mass, as it reaches a specified unit mass (solid density) for a node, could expand to the nextneighboring node, following rules that describe which neighboring node will become a new solid node. Our approach allows for deterministic or random growth, and variation between. Random growth, which effectively eliminates the lattice effect on crystal shape, is discussed by Kang et al. [2004] .
Scaling Analysis

Lattice Units Versus Physical Units
[18] One of our objectives is to appropriately scale the LB models to physical reality. As a first step it is useful to formally describe the relationships between physical units and model units. The basic space unit is the elementary lattice unit. For a physical length l p divided into l m grid points, the scaling factor (l r ) is
where l stands for length. Subscripts m and p denote a model value and a physical value, respectively, and subscript r denotes the ratio between a physical value and the corresponding model value. Similarly, we define scaling factors for time (t r ), mass (m r ), concentration (c r ), reaction rate coefficient (k rr ), and diffusivity (D r ) as
The time scales for the models are related to the length scales through the diffusivity. To derive the unit conversion for diffusivity, we start by expressing the mass (M p ) transported through the diffusion process across a surface with surface area A,
Similarly, by substituting the ratios in equations (14) - (19) into this equation, we obtain
The mass transported through the diffusion process in the LB model is given by
Using the scaling procedure by Bear [1972] , we demand that the two sets of equations (equations (21) and (22)) are identical, thereby obtaining the scaling factor for diffusivity.
The relative time is obtained by rearranging the equation This equation converts to equation (23), by virtue of the mass and concentration relationship m r = C r V r . For simplification, C r = 1 can be obtained by letting C m be equal to the same physical value of the concentration C p .
[19] For the reaction rate coefficient, defined by equation (11), we have
By demanding that these two equations be identical, we have the following scaling factors for reaction rate:
Rewriting equations (28) and (29) in terms of physical and model parameters, we have
where l = D/k is a fundamental length scale for the precipitation reaction (see also section 6.4). This equation is used to describe the length and time-scale dependence of the simulations on the model parameter k m .
Scaling for the Water Vapor-Ice Reaction
[20] If we remove the dimensions from equation (26), by setting S = (C p /C sp À 1) with C sp representing the saturated concentration and n 0 = n/l p we retrieve the following:
which shows that the vapor-deposition reaction we are modeling is controlled by two dimensionless parameters; the Damköhler number Da = kl/D, and the saturation S = (C/C sp À 1). In all of the following calculations, we represent the results in terms of these two parameters. The parameter ''l'' we choose to be the size of the calculation domain, which in physical units is also denoted as l p . As we vary the value of Da, this corresponds simply to changing l p , because the value of the ratio D p /k p is fixed in nature at a given temperature and pressure, at least insofar as the condensation coefficient can be considered constant. D p /k p is a fundamental length scale for the precipitation reaction, which we refer to as l p . The physical value, D p , is given by equation (10). The parameter k p is, for water vapor deposition on the surface of a growing ice crystal, simply the collision frequency of water molecules in the vapor phase with the solid surface, multiplied by the condensation coefficient. Hence k p can be calculated from the kinetic theory of gases by
In this equation, M p is the molar molecular mass of the condensing species (water), R is the gas constant and c is the condensation coefficient. Hence l p is given by
For typical conditions in clouds (T = À15°C, p = 900 mbar) this length scale is 0.15/c in units of micrometers (Figure 3 ). There is uncertainty about the value of c, which probably varies with temperature and humidity, and may also vary with position on a crystal surface. For our purposes, so that we can associate physical length scales with the calculations, we assume a value of c = 0.1, which is in the range of probable values [Pruppacher and Klett, 1997; Libbrecht, 2005] and which yields an approximate value for l p of 1.5 mm.
[21] We have physical length of the model domain from rearranging equation (30),
In the models, we maintain a constant numerical value of D m ( = 0.0104) and vary k m (and hence Da) for different simulations. In a simulation with Da = 16, we have k m = 0.00166, which corresponds to l m = 6.265. For a grid block in this simulation, l p /6.265 % 0.24 mm (if c = 0.1). The physical size of the calculation domain, which is 100 Â 100 lattice units, is therefore 24 Â 24 mm. For the time scaling, we obtain from equation (25) 
For one lattice time step in the simulations with Da = 16, this yields (for c = 0.1) t p = 1.2 Â 10 À6 s. For the complete model run of 7.5 Â 10 5 time steps, the corresponding elapsed time is 0.9 s (Table 2) .
[22] The primary limitation of our models is that we have exaggerated the growth velocity of the crystals by using subequal concentrations of water in the vapor phase and the solid phase. This was done to accelerate the growth of the crystals so that computing time would be reduced, and to allow for growth of larger crystals from the vapor domain (see section 6.6). The ratio of the diffusion time in the vapor phase (R 2 /D) to the crystal growth time scale (2R/v n ) with v n the growth velocity for a spherical crystal of radius ''R'' is referred to as a Peclet number [Libbrecht, 2005] ,
For oversaturation S 1 % 1.1 (i.e., 10% vapor oversaturation), this ratio is about 10 À7 in nature. In our experiments, it is about 0.025, which, although much different from the natural situation, should capture the correct behavior in that the ratio is still much less than unity. In section 6.6, on models with domain decomposition, we show that increasing the ratio C ice /C sat by a factor of 20, which lowers the Peclet number by the same factor, does not change the geometry of the resultant simulated solid phase significantly.
Simulation Results and Discussions
Diffusion With Reaction at a Boundary in an Open Rectangular Domain
[23] We first test our reactive transport method and code against the physics of chemical solute deposition from a supersaturated solution. The deposition occurs along a boundary and is maintained by a diffusive mass flux supply in an open rectangular domain. A brief mathematical description is provided below to illustrate the boundary precipitation problem to which Kang et al. [2006] have derived a steady analytical solution.
[24] Throughout the rectangular domain of size a Â b, a solute is initially uniformly distributed. The deposition reaction takes place at the upper boundary y = b and is sustained by diffusive mass flux; there is no flow. The concentration at the left boundary (x = 0) is maintained constant, and solute is allowed to diffuse into the domain, with the remaining boundaries (i.e., lower [y = 0] and right [x = a]) no-flux. The problem is described by Laplace's equation,
Subject to the boundary conditions
@C @y
If equations (37) - (41) are nondimensionalized using b as the characteristic length and C eq as the concentration, two dimensionless numbers emerge in the boundary condition: the Damköhler number denoted as Da ( = kb/D) and the concentration ratio (C 0 /C eq ). These two control parameters determine the solution. An analytical solution for C was obtained by Kang et al. [2006] using the technique of separation of variables [Carslaw and Jaeger, 1986] ,
where
and b n is determined from the transcendental equation
[25] In our validation, the LB simulation is performed with the parameters shown in Table 3 , along with their corresponding actual physical units. We assume that the physical domain is 1.25 Â 1 cm, the diffusion coefficient is 10 À9 m 2 s À1 , and the reaction rate constant is 1.44 Â 10 À4 m s
À1
, resulting in Da = 1440. Figure 4 shows the contours of solute concentration when steady state is reached, where C eq = 1 mol L À1 and C 0 = 10 mol L
. Solid lines denote the analytical solution and dashed lines denote LB simulations, respectively. The results are in good agreement with the analytical solution (Figure 4 ).
Random Growth
[26] In all of the following simulations it should be noted that the ''crystal'' growth is described as a simple reaction involving deposition of water vapor molecules onto an ice surface, with the rate of deposition being controlled by collisions of the gas molecules with the solid surface (equation (31)) and vapor phase diffusion of the water molecules to the region just above the solid surface. Diffusion of water molecules along the surface is not included, and the reaction coefficient ''k'' is assumed to be invariant with time and with position on the crystal surface. For comparison see Libbrecht [2005] , who gives arguments why the condensation coefficient must vary with position on a faceted crystal surface.
[27] Figure 5 is the simplest type of simulation. The growth direction of the ''crystal'' is assumed to be random. A two-dimensional compact crystal under this condition is circular, and dendrites, if they form, are irregular. The calculations in Figure 5 are for S = 1.20 (20% vapor oversaturation) and four different Damkohler numbers, which correspond to four different length and time scales. The approximate length and time scales are given in Figure 5 , and correspond to a value of l p % 1.5 mm (c = 0.1). Also given is the fractal dimension (Df) of the crystal. As the length scale increases (and time increases) the ''crystals'' become more and more dendritic. These patterns are similar to those shown by Kang et al. [2004] , although they did not discuss the scaling of their calculations to physical or time dimensions. The first hint of dendrites appears in the simulation for Da = 135. The nascent dendrite arms occur at a spacing of about 50 to 100 mm. The model growth times are approximately the correct magnitude for plate-like ice crystal growth as determined by experiments [Libbrecht and Yu, 2001] . A reasonably well-developed dendritic crystal has a diameter of about 1 mm. This is similar to observations for snowflakes; dendritic crystals tend to be about 1 to 5 mm in diameter.
[28] Figure 6 shows an analogous set of simulations with S = 1.025 (2.5% oversaturation). The crystals developed under this lower degree of oversaturation are much smaller for the same elapsed time. Slowly grown crystals in the laboratory [Libbrecht, 2005] or in nature tend to be faceted, with smooth planar faces intersecting at well-defined angles, retaining a smooth outer boundary even as they grow quite large. This does not happen in our simulations. Our simulated slow-growing crystals have a similar degree of surface roughness as the ones forming faster under conditions of larger oversaturation ( Figure 5 ). This suggests that other processes, not included in our model, are responsible for the formation of smooth crystal faces. For example, irregular regions of the crystal surface may have larger condensation coefficients than smooth regions, or diffusion of water molecules along the surface may play a role, especially at relatively high temperatures when there is likely to be a thin liquid layer at the surface.
[29] Our model also does not address the competition between the growth rates of basal facets versus prism facets. The simulations in Figures 5 and 6 are best regarded as cross sections parallel to the basal facets. When this crosssectional area increases slowly (as in Figure 6 ), it will be more likely that the basal facets can grow faster, producing a columnar crystal form. This is consistent with the observation that columnar crystals are usually small ($100 mm or less) in cross section. However, other processes must be invoked to explain why columnar ice crystals form mainly in the temperature range À3 to À10°C, independent of degree of oversaturation.
Nonrandom Growth
[30] Polygonal and dendritic crystals with symmetry can be produced simply by modifying the rules used in the LB model that specify how new solid nodes will be added to the existing ''crystal.'' In the random growth model, the direction of growth has no dependence on the angular variation in the vapor concentration gradient above a surface node. If this is changed, then we can get growth that looks more like a dendritic crystal, including preferred growth directions. Figure 7 shows the results of a series of numerical experiments where the probability that the next node will be added to the crystal surface in the direction of the maximum concentration gradient (in the vapor above the crystal surface) is varied from 100% to 0%. For the 100% case, the resulting crystal shape is highly structured and adheres to the shape of the calculation grid. The formation of dendrites is enhanced and the spacing between the ''arms'' or branches is smaller than it is for random growth. Clearly this example looks much more like a dendritic snowflake (except the symmetry is incorrect of course). This result suggests that this simple stipulation could explain a significant amount of the regularity of dendritic ice crystals.
[31] A similar experiment with different initial conditions is shown in Figure 8 . In this case the length and time scale of the calculation is varied (by varying the Damkohler number), the saturation is maintained at 1.15, and the growth direction is specified to occur always (100% of the time) along the direction of maximum vapor phase concentration gradient. The initial condition includes a bar-shaped seed crystal. The resulting crystals show fractal dimension (Df) varying from 1.74 for the compact crystal at a low Damkohler number (small length scale) to 1.21 for the dendritic crystals at a higher Damkohler number (larger length scale). The crystal produced in the simulation with Da = 4 (width = 6 mm) is roughly rectangular (Figure 8a ).
Conditions for Dendritic Growth
[32] The simulation in Figure 5 shows that, for a constant value of vapor oversaturation, dendritic growth is length scale-dependent. The dendrites appear only in the simulations with higher Da values, which also correspond to larger length scales. The physical scale of the calculation is determined by l p (= D/k). The full width of the model box is equal to l p Da as in equation (34). In the calculation with Da = 400, where the dendrites are well developed, each of the 100 lattice units is therefore equal in length to about 4l p . The minimum spacing between the dendrite tips is roughly 10-20 lattice units, or about 40-80 times l p . If we infer that the minimum dendrite spacing is, for example, 25l p , it would be consistent with the absence of dendrites in the simulation with Da = 16, because the total width of the model box is only 16l p . In the simulation with Da = 135 there are still no dendrites, but there are nascent arms developing on the ''crystal,'' with a spacing of about 30-40 lattice units, or about 30 -40l p .
[33] Because the parameter D/k is a measure of the competing effects of diffusion within the fluid phase and vapor deposition on the crystal, it is reasonable that the minimum spacing of dendrites can be expressed in terms of this length scale. In addition, there must be a dependence on the degree of oversaturation, S. In laboratory snow crystals [e.g., Libbrecht, 2005 Libbrecht, , 2001 , dendritic snow crystals typically have spacing between the arms that is roughly 20-50 mm.
Derivation of Dendrite Spacing Limit
[34] In this section we provide a simple model that attempts to relate the scale at which dendrites can form, to the fundamental length scale D/k that arises from the interaction of diffusive transport of water vapor in air and the vapor deposition rate at the crystal surface. To do this we compare the rate at which the surface layer above a growing crystal surface is depleted in H 2 O by vapor deposition, to the time scale that the H 2 O concentration in this surface layer can be homogenized by diffusion parallel to the crystal surface.
[35] We assume that the surface vapor layer has a thickness of order D/k (Figure 9 ). The deposition of material on the solid surface can deplete the surface vapor layer in a time scale given by the amount of H 2 O contained in the surface layer divided by the deposition rate
If one considers a situation where the H 2 O vapor concentration in the surface layer varies as C s (x) = C s (mean) + Asin(2px/l), the variation with distance will be attenuated with time by vapor phase diffusion. The time scale for this lateral homogenization of the surface layer by vapor phase diffusion can be calculated from the time-dependent form of the diffusion equation to be
Equating these two time scales in equations (45) and (46) and solving for lambda gives the critical wavelength at which vapor deposition can compete with diffusion
For wavelengths larger than this critical length, vapor deposition on the solid surface is faster than diffusion, so inhomogeneities in vapor deposition rate can persist, producing nonuniform growth of the solid at the surface, a precondition to dendrite formation. We infer that equation (47) provides an estimate of the minimum spacing for dendrite arms.
[36] To apply this result to our numerical experiments requires one additional step. The vapor concentration in the surface layer (C s ) needs to be related to the far-field vapor concentration (C 1 ). This relationship is straightforward for a spherical grain growing in a diffusion-limited regime, in which case the vapor concentration at a distance D/k from the surface of a grain of radius R is [e.g., Seinfeld and Pandis, 1998 ]
This solution applies to the case where the growth rate of the grain radius is small compared to the time scale of diffusion in the vapor, which applies well to water vapor deposition on ice crystals. Substituting (48) into (47) yields
This can be further simplified by recognizing that the relevant parameter values are in the ranges R > D/k and S-1 % 0.1, which yields
To begin growing dendrites on a circular (2D) crystal, the circumference of the crystal must be significantly larger than l c . If we use the condition l c pR, we derive the following minimum value of R for nonuniform growth.
This result can be compared with the simulations shown in Figures 5 and 6 . For S = 1.2, the critical grain radius should be 20(D/k). In Figure 5a , the grain radius is 4D/k, and the grain is still a nearly uniform circle. In simulation Figure 5b , the grain radius is about 30D/k and there is nonuniform growth, so the calculated threshold value for 20D/k appears reasonable. For the larger-scale simulations, the dendrite spacing is roughly 20-30D/k. At small vapor oversaturation; for example, S = 1.02, the critical radius is much larger (200D/k), which implies that compact crystals can grow larger, although in nature the growth of such ice crystals would be very slow and this slow uniform growth normal to the c axis must compete with the growth rate along the c axis and the fall time through the atmosphere.
Growth From a Larger Domain
[37] Owing to the large contrast in water density between ice and saturated air, the growth of an ice crystal involves accumulation of water molecules from a large volume of air. In the simulations shown above, we addressed this issue by arbitrarily setting the concentrations of water in crystals and vapor phase to be nearly equal. Consequently, the drawdown of concentration in the vapor phase during the simulation is relatively small. To improve the applicability of the calculations and to allow for more accurate mass conservation which is particularly important for simulating isotopic effects, we also developed the use of two nested calculation domains: a large domain to supply vapor for crystal growth and a fine domain at the central area where the crystal is growing. The fine domain has sufficient resolution to describe the crystal morphology, whereas the large domain has coarse discretization. The two domains are connected at a common boundary. Any concentration gradient in the fine grid that reaches the boundary will penetrate the boundary and propagate farther outward into the coarse domain outside. Our approach adopts no overlapping grid blocks for neighboring blocks, differing from the multiblock lattice Boltzmann method [Yu et al., 2002] and also differing from the composite grids with full overlapping between the fine and coarse grids [Lin and Lai, 2000] . Additional detail on our approach will be provided in a separate publication G. Lu et al., A multiple-block lattice Boltzmann method for fluid flow and transport, manuscript in preparation, 2009).
[38] On the basis of equation (23) and setting the lattice time scales for the two domains equal to each other, a balanced mass flux across the domain boundary yields a diffusivity for the larger domain of where D 2m and l 2r stand for diffusivity and relative length scale for the larger domain, respectively. Since the physical length represented in a grid block of the large domain is larger, the model diffusivity is smaller.
[39] Concentration contours for a simulation where a small crystal has grown from the vapor phase are shown in Figure 10 . The coupled fine and expanded domains show accurate mass conservation although there is a small artifact produced by the square domain boundary. Figure 11 show simulations for a saturation S = 1.15 at T = À15°C and for an ice density of 25 relative to a water vapor saturation density of 1.25. The crystal growth shapes are similar to those where a low value was used for the ice density (Figures 5 and 6 ).
Conclusions
[40] We have developed a 2D lattice Boltzmann model for a one-component solid crystallizing from a fluid phase containing that solid component in solution. We have scaled the model to simulate some aspects of the growth of snow crystals from water vapor-oversaturated air. The LB approach is useful in this case because it can accommodate complex crystal geometries, and the crystal shape can be allowed to develop during the simulation rather than being specified from the outset. The boundary condition at the crystal surface, involving precipitation at the fluid-solid interface and the concomitant advance of the crystal surface into the vapor, is implemented with a volumetric approach with accurate mass balances. The scaling of the simulations to the physical problem of the growth of ice crystals in air by vapor deposition is aided by the availability of an experimental value for the diffusivity of water vapor in air and the fact that the kinetics of vapor deposition can be related directly to the vapor phase temperature, pressure and concentration using kinetic theory. The primary uncertainties in relating the calculations to the real world problem involve the 2D nature of the simulations, and the condensation coefficient, which may vary with temperature and position on a crystal surface. The calculations also do not account for surface energy effects. The 2D nature of calculations can be considered to be a description of the growth perpendicular to the ice crystal c axis under conditions where growth parallel to the c axis is slow.
[41] The fundamental length scale for the physical problem is the ratio of the diffusivity of water vapor in air to the kinetic rate constant (a velocity) for vapor deposition. This length (denoted l p ) is of order 1.5 mm for a condensation coefficient of 0.1, and varies as the inverse of the condensation coefficient. Our simulations show that for 15 to 20% vapor oversaturation, if the solid ''crystal'' is smaller than about 20 l p the crystal is compact (circular). When the crystal is significantly larger it develops a dendritic shape, and the approximate spacing between arms of the dendrite is comparable to 20 l p . We use a simple model to show that this length scale, which depends on vapor saturation as (S-1) À1 , represents the length at which diffusive transport in the vapor phase can no longer compete with variations in deposition rate along the crystal surface.
[42] Our work provides a basis for further LB studies of crystal formation on vapor-deposition dynamics, including isotope fractionation, airflow (ventilation), the effect of chemical species, and surface melting. 
