The paper concerns the infinite dimensional Hamilton-Jacobi-Bellman equation related to optimal control problem regulated by a transport equation with boundary control. A suitable viscosity solution approach is needed in view of the presence of the unbounded control-related term in the Hilbertian state equation. An existence-and-uniqueness result is obtained.
Introduction
We study the Hamilton-Jacobi-Bellman equation (from now HJB equation) related to the infinite dimensional formulation of an optimal control problem whose state equation is a PDE of transport type.
We consider the PDE 
wheres is a positive constant, the initial data x 0 is in L 2 (0,s) and the control a is in L 2 loc (0, +∞). Using the approach and the references described in Section 1, the above equation can be written as an ordinary differential equation in the Hilbert space H = L 2 (0,s) as follows where A is the generator of a suitable C 0 semigroup and δ 0 is the Dirac delta in 0. Such an unbounded contribution in the Hilbert formulation comes from the presence in the PDE of a boundary control (see [BDPDM92] )
We consider the problem of minimizing the cost functional J(x, a(·)) = ∞ 0 e −ρs L(x(s), a(s))ds
where ρ > 0 and L is globally bounded and satisfies some Lipschitz-type condition, as better described in Section 1. The HJB equation related to the control problem with state equation (2) and target functional (3) is ρu(x) − ∇u(x), Ax − inf
Then if we define the value function of the control problem as
J(x, a(·))
we wish to prove that it is the only solution, in a suitable sense, of the HJB equation.
We use the viscosity approach. Our main problem is that of writing a suitable definition of viscosity solution, so that an existence and uniqueness theorem can be derived for such a solution. The main difficulties we encounter, with respect to the existing literature, is in dealing with the boundary term and the analyticity of the semigroup. We substantially follow the original idea of Crandall and Lions ( [CL90] and [CL91] ) -with some changes, as the reader will rate in Definition 1.13 and Definition 1.14 -of writing test functions as the sum of a "good part" , a regular function with differential in D(A * ) and a "bad part" rapresented by some radial function. The main problems arise from the evaluation of the boundary term on the radial part.
In order to write a working definition in our case some further requirements are needed, like a C 2 regularity of the test functions, the presence of a "remainder term" in the definition of sub/super solution and the B-Lipschitzianity (see Definition 1.9) of the solution. This last feature guarantees that the maxima and the minima in the definition of sub/super solution remain in D(A * ) (see Proposition 3.1). Some other comments on the definition of solution (Definition 1.13 and 1.14) need some technical details and can be found in Remark 1. 16 .
We choose to study the problem for the simpler transport equation for the sake of simpliticy but the same techniques can be applied to the problem with the more general state equation loc (R + , L 2 (0,s)) is another control (a "distributed control" ) and F : H × H × R → H a sufficiently regular application (in order to obtain for example the (1.26) of [CL90] , it is enough that F is B-Lipschitz in the first term). Nevertheless, problem (1) remains interesting in itself for its economic applications: see paragraph below.
A brief summary of the literature Hamilton-Jacobi equations in infinite dimensions, especially when arising from optimal control problems in Hilbert spaces, was first studied by Barbu and Da Prato ([BDP83] , [BDPP83] ) with strong solution approach. The viscosity method, introduced in the study of finite dimensional HJ equation in [CL83] was generalized by the same authors in a series of works; the more important for our approach are [CL90] and [CL91] . Moreover new variants of the notion of viscosity solution for HJB equation in Hilbert space was given in [Ish93] , [Tat92b] , [Tat94] , [Tat92a] and [CL94] .
The study of viscosity solution for HJB equations in Hilbert spaces arising from optimal control problem of systems modeled by PDE with boundary control term is more recent. In this research field there is not an organic and complete theory but some works on specific PDE that adapt the ideas and the techniques of viscosity solutions to particular problems using their own characteristics like we do in this work for the problem regulated by transport equation. For the first order HJB equations see [CGS93] , [CT96] , [GSŚ02] , it must be noted that all these works treat the case of A analytic. Moreover see [GRŚ00] , [GŚ00] for the second order HJBs related to stochastic optimal control problems.
HJB like (4) was treated, only in the convex case, with strong solutions approach adapting the Barbu and Da Prato' arguments in [Fag02] and [Fag05a] .
The economical meaning The problem such as (1) model, in economics, capital accumulation processes where an heterogeneous capital is involved, and thus is the reason why the study of infinite dimensional control problem is of growing interest in the economic fields. For instance in the vintage capital models x(t, s) may be regarded as the stock of capital goods differentiated with respect the time t and the vintage s. Heterogeneous capital, both in finite and infinite dimensional approach, is used to study depreciation and obsolescence of phisical capital, geographical difference in growth, innovation and R&D.
Regarding problems modeled by a transport equation where an infinite dimensional setting is used we cite the following papers: [BG99] and [BG01] on optimal technology adoption in a vintage capital context (in the case of quadratic cost functional), [BGZ] on optimal investement, [HKVF03] on capital accumulation and [Fag05a] [Fag05b] that studies the convex functional case using a strong solutions approach.
Moreover, we mwntion that the infinite dimensional approach may apply to problems such as issuance of public debt (see [AAB + 04] for a description of the problem). In that problem a stochastic setting and simple state-control constraints appear, but hopefully the present work can be a first step.
Plan of the paper The work is organized as follows: in the first section we remind some results on the state equation, we introduce some preliminary remarks on the main operators involved in the problem, we explain some notations and, we define the HJB and we give the definition of solution. The second section regards some properties of the value function (in particular some regularity properties) that we will be used in the third section to prove that it is the only (viscosity) solution of the HJB.
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1 Notation and preliminary results
State equation
In this subsection we will see some properties of the state equation: we write it in three different (and equivalent) forms that evidence different properties of the solution. We will use all the three forms in the following proofs.
We consider the PDE on [0,s] × [0, +∞) given by
Given an initial datum
In the following x(s, r) will denote the (6).
We can rewrite such equation in a suitable Hilbert space setting. We take the Hilbert space H def = L 2 (0,s) and the C 0 semigroup T (t) given by
The generator of T (s) is the operator A given by
(see [BG99] for a proof). We want to write an infinite dimensional formulation of the (6) but in L 2 (0,s) it should appear like
that is not meanful in L 2 (0,s) for the presence of the δ 0 term. We can anyway apply formally the variation of constants method to the (7) and obtain a mild form of the (7) that is continuous : [0, T ] → L 2 (0,s) (and then it is meanful). This is what we do in the next definition. Note that we have written the (7) only to be more clear but we could go on in a more formal way without it.
given by
where
is called mild solution of the (7). Eventually we observe that the (7) can be rewritten in a precise way in a larger space where we have not problem with the δ 0 term. The mild solution will be the only solution (in a suitable sense) of the new differential equation. We need more notation to write it.
We consider the adjoint operator A * . Its explict espression is given by
On D(A * ) we put the graph norm and the related Hilbert structure. We consider the inclusion i :
and its continuous adjoint
where we have indentified L 2 with its dual. We can extend A to a generator of a C 0 semigroup on D(A * ) ′ (the domain of the extension will contain L 2 ) and we observe that the Dirac's measure δ 0 ∈ D(A * ) ′ (see [Fag02] Proposition 4.5 page 60 for details).
Proof. See Bensoussan, Da Prato, Delfour, Mitter [BDPDM92] pag 68.
The definition of the operator B
In this subsection we give the definition of the operator B that will have a fondamental role. We could use an abstract approach, noting that A and A * are both generator of C 0 semigroups of contractions and then both are negative (see [DPZ02] page 424) and the set {λ ∈ C : Re(λ) > 0} is in the resolvent of both A and A * (Hille-Yosida theorem, see [LY95] page 53). Anyway in this case we can also follow a more direct approach that allows to find the explicit form of the operators.
To note that that A * and A are negative operators we take φ ∈ D(A * ) (so φ(s) = 0)
So, given a λ > 0, the operators (A − λI) and (A * − λI) are strongly negative:
is a continuous negative linear operator whose explicit expression is given by
The continuiuty can be proven directly with not difficult estimates and the negativity can be proven directly using an integration by part argument.
In the same way we can prove that
is a continuous and negative linear operator and that and its explicit expression is given by
that is continuous, positive and selfadjoint. Moreover
if we choose λ < 1 we have that A * B is bounded and
Thus B satisfies all requirements of the "weak case" of [CL90] .
Remark 1.5. Note that B 1/2 is a particular case of the operator that Renardy found in more generality in [Ren95] and so
Notation 1.6. For every x ∈ H we will indicate with |x| B the B-norm that is Bx, x H . We will write H B for the completion of H on the B-norm.
is the the completeness of 
The control problem and the HJB equation
In this subsection we describe the optimal control problem, state the hypotheses, define the HJB of the system and give a suitable definition of solution of the HJB. We will consider the optimal control problem governed by the state equation
that has a unique solution in the sense described in Section 1.1. For a compact subset Γ of R we consider a set of admissible controls given by
We will write Γ def = sup a∈Γ (|a|). The cost functional will be of the form
where L satisfies the following conditions:
We define formally the HJB equation of the system as
where H is the Hamiltonian of the system and is defined as:
Before we can introduce a suitable definition of (viscosity) solution of the HJB equation we have to give some preliminary definitions. Definition 1.10. A funtion v ∈ C(H) is said to be B-continuous at a point x ∈ H if for every x n ∈ H with x n ⇀ x and |B(x n − x)| → 0, it holds that v(x n ) → v(x). In the same way we can define the B-upper/lower semicontinuity. Definition 1.11. We say that a function φ such that φ ∈ C 1 (H) and φ is Blower semicontinuous is a test function of type 1 and we will write φ ∈ test1 if ∇φ(x) ∈ D(A * ) for all x ∈ H and A * ∇φ : H → H is continuous. Definition 1.12. We say that h ∈ C 2 (H) is a test function of type 2 and we will write g ∈ test2 if g(x) = g 0 (|x|) for some function g 0 : R + → R nondecreasing.
Definition 1.13. u ∈ C(H) bounded and Lipschitz with respect the B-norm is a subsolution of the HJB (or simply a "subsolution") if for every φ ∈ test1 and g ∈ test2 and a local maximum point x of u − (φ + g) we have
Definition 1.14. v ∈ C(H) bounded and Lipschitz with respect the B-norm is a supersolution of the HJB (or simply a "supersolution") if for every φ ∈ test1 and g ∈ test2 and a local minimum point x of v + (φ + g) we have 
where the rest O is uniform in the control. So the "worse case" is the one descripted in the definition.
The value function and its properties
The value function is, as usual, the candidate to be the unique solution of the HJB equation. In this section we define the value function of the problem and then we verify that it has the regularity properties required to be a solution. Namely we will check that it is B-lipschitz (Proposition 2.4). To obtain such result we need to prove an approximation result (Proposition 2.1) and then a suitable estimate for the solution of the state equation (Proposition 2.3) . The value function of our problem is defined as:
We will prove that V is B-Lipschitz, but first we need some preliminary results. We start with an approximating problem. We consider the operators A n def = A(I − 1 n A) −1 (that is the Yosida approximation of A) and the functions
+ is the positive part). We then define
These functions "approximate the delta measure". The approximating equation is then
The mild solutions of the original and the approximating problems are:
Proof. Using the mild expressions we see that
We know that lim n→∞ sup s∈[0,T ] P 1 = 0 because this is the Yosida approximation (see for example [LY95] p.67 Proposition 5.4). For the second term we will use the explicit expression of the solution (as two-variable function). We simplify the notation (only in this proof!) taking an "extension" of a(·) to the whole R obtained by putting a(·) identically 0 on R − . So
and the last term (that does not depend on s) goes to zero because it is the convolution of a function in L 2 (0, T ) with an approximate unit. 
Proof. It is true for x n that
(note that A n can "commute" with the integral in view of its continuity) and by Proposition 2.1 x n (r) → x(r) uniformly in r and
Now Q2 → 0 uniformly in r in view of Proposition 2.1 and the same proposition guarantees that
that is bounded uniformly in n and r. Therefore we can use the Lebesgue theorem to conclude that
It remains to prove that
We first note that C n n→∞ − −−− → δ 0 in H −1 (0,s) and then in D(A * ) ′ . Indeed given z ∈ H 1 (0,s) we have
(∂ ω z is the weak derivative of z) integrating by part
expliciting η n and making calcolous (note that Proof. We use Proposition 2.2 with φ(x) = Bx, x . So ∇φ(x) = 2Bx. We observe that x x (·) − x y (·) satisfies the equation 
Proposition 2.4. Let L satisfy (L1) and (L2). Then the value function V is Lipschitz with respect the B-norm
Proof. Assume V (y) > V (x). Then we take a(·) ∈ A an ε-optimal control for x. We have:
(because, "after a time"s, x x (s) and x y (s) depend only on the control a(·) and so are equal)
(by (L1) and Proposition 2.3)
Letting ε → 0 we have the thesis.
Existence and uniqueness of solution
In this section we will prove that the value function is a viscosity solution of the HJB (Theorem 3.5) and that the HJB admits at most one solution (Theorem 3.6).
We remind that we use H B to denote the completion of H in the B-norm. This notation will be used in the next propositions.
Proposition 3.1. Let u ∈ C(H) be a locally B-Lipschitz function. Let φ ∈ C 1 (H), and let x be a local maximum (or a local minimum
Proof. We do the proof only in the case in which x is a local maximum (the other case is similar). We take ω ∈ H with |ω| = 1 and h ∈ (0, 1). Then for every h small enough
and passing to the limit we have ∇φ(x), ω ≤ C|ω| B . Likewise
and passing to the limit we have − ∇φ(x), ω ≤ C|ω| B .
Putting together these two remarks we have
for all ω ∈ H. So we can consider the linear extension of the continuous linear functional ω → ∇φ(x), ω to H B ; we will call such extension Φ x and by Riesz's representation theorem we can find z x such that
where the last inclusion follows from Remark 1.5.
Existence
In this subsection we will prove that the value function is the unique solution of the HJB. We start with a lemma and two propositions. We will use the notation introduced in Remark 1.1 on "x(s)" and "x[r]". Moreover we will continue to use the symbol δ 0 in the text so that
. We have not found a simple reference for the following lemma so we prove it:
Lemma 3.2. Let x be a function of H 1 (0,s) then
where ψ s : [0,s] → R is defined in the following way:
In order to prove the thesis we want to apply the Lebesgue theorem. First we will see the a.e. convergence of the ψ s to zero: for r > 0 we take s < r:
where ∂ ω x is the weak derivative of x (x is in H 1 for hypothesis). Now almost every r is a lebesgue point and then 
By the continuity of x we see that:
and I 3 (s)
Moreover, using similar arguments that in (i) we find that
so the limit lim s→0 + I(s) exist if and only if there exist the limit lim s→0 +
I1(s)+I(s) 2
and in such case they have the same value. But 
(where we called x(s) the trajectory that starts from x and subject to the control a(·)). Note that O(s) is independent on the control.
We consider the Taylor's expansion of g at x:
First we prove that P 2 and P 3 go to zero uniformly in a(·) and then we will estimate P 1. We procede in two steps: step 1: There exists a constant C such that for every admissible control a(·) ∈ W 1,2 loc and every s ∈ (0, 1]
x, x(s) − x s ≤ C (note that the choiche of the interval (0,1] it is not essential: we are interested in the behaviour near zero). Indeed
The third and the fifth part have opposite limits, the second goes to zero thanks to the fact that x ∈ D(A * ) and then x is continuous and x(s) = 0. The first part goes to .
s dr in view of the fact that x ∈ D(A * ) ∈ H 1 and of the Lemma 3.2 the first part goes to zero. Moreover the second part is less or equal to
This completes step2. From step2 it follows that
and so from step1 and step2, |P 2| s→0 − −− → 0 uniformly in a(·).
We now estimate P 1. We can write a more explicit form of P 1 as in the proof of step1 and step2. There exists a rest o(1) (depending only on x) with o(1) s→0 − −− → 0 such that for every admissible control a(·) ∈ W 1,2 loc
The fourth part of the above, that does not depend on the control, goes to
that is the opposite of the first part. The second and the fifth part are opposite. So we have that
The estimates on P 1, P 2 and P 3 prove the claim. 
Proof. We write 
A is the generator of a C 0 -semigroup. So we can choose a constant C that depends on x such that, for all admissible control a(·) ∈ W 1,2 loc and all s ∈ (0, 1],
Thus by (29) and (30), we can say that
uniformly in a(·). We now write
The third and the fifth terms, that do not depend on the control, have opposite limits, the second goes to zero because ∇φ(x) and x are in D(A * ). The first term goes to A * ∇φ(x), x . Finally we observe that We can now prove that the value function is a solution of the HJB equation. Proof. The boundedness of V follows from the boundedness of L (assunption (L2)). The B-Lipschitz property is the result of Proposition 2.4. It remains to verify that V is a solution of HJB. Subsolution: Let x be a local maximum of V − (φ + g) for φ ∈ test1 and g ∈ test2. Thanks to Proposition 3.1 we know that ∇(φ + g)(x) ∈ D(A * ). ∇φ(x) ∈ D(A * ) and ∇g(x) = g ′ 0 (|x|) x |x| this implies that x ∈ D(A * ). We can assume that V − (φ + g)(x) = 0. We consider the constant control a(·) ≡ a and x(s) the trajectory starting from x and subject to a(·). Then for s small enough
and thanks to the Bellman principle of optimality we know that
Using Proposition 3.3 and Proposition 3.4 we can now pass to the limit as s → 0 to obtain
Taking the inf a∈Γ we obtain the subsolution inequality. Supersolution: Let x be a minimum for V + (φ + g) and such that V + (φ + g)(x) = 0. As in the subsolution proof we obtain that x ∈ D(A * ). For ε > 0 take a ε (·) an ε 2 -optimal strategy. We can assume a(·) in W 1,2 loc (it is not hard to see). We call x(s) the trajectory starting from x and subject to a(·). Now for s small enough
and again thanks to the Bellman principle we know that
We take s = ε. Then in view of Proposition 3.3 we have
where o(1) can be choosen independently on the control a ε (·), and in view of (observing again that the fact that o(1) ε→0 − −− → 0 uniformly in the control is essential). Therefore V is a solution of the HJB.
Uniqueness
Now we can prove a uniqueness result: Theorem 3.6. Let L satisfy (L1) and (L2) let Γ be a compact subset of R.
Then there exist at most one solution of HJB Proof. As usual to prove a uniqueness result we will prove that every supersolution is always above than every subsolution. A solution is by definition both a sub and supersolution and so we will have the thesis. We will procede by contraddiction. Assume that u is a subsolution of HJB and v a supersolution and suppose that there exists x ∈ H such that (ψ(x, y)) + 1
We set S = {(x, y) ∈ H × H : |x| ≤ R α and |y| ≤ R α } By standard techniques (see [LY95] page 252) we can find p and q in H with |p| < δ and |q| < δ and such that (x, y) → ψ(x, y) − Bp, x − Bq, y attains a maximum in S. If we choose δ small enough (for example such that δ B R α < 1 4 γ) we know by (37) that such maximum is in the interior of S.
We will call it (x,ȳ). Moreover if we choose δ small enough ( δ < − −− → 0) and such that C L |x −ȳ| B < ργ 6 Using these in (44) we find ρ(u(x) − v(ȳ)) < 5 6 ργ and so (u(x) − v(ȳ)) < 5 6 γ.
This contraddicts with (38) which proves the thesis.
