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Abstract
In this article we study the spaces which have operator norm localization property. We prove that a finitely
generated group Γ which is strongly hyperbolic with respect to a collection of finitely generated subgroups
{H1, . . . ,Hn} has operator norm localization property if and only if each Hi , i = 1,2, . . . , n, has operator
norm localization property. Furthermore we prove the following result. Let π be the fundamental group
of a connected finite graph of groups with finitely generated vertex groups GP . If GP has operator norm
localization property for all vertices P then π has operator norm localization property.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
Let X be a discrete, bounded geometry metric space. Associated to X there is a C∗-algebra
C∗(X). Usually it is called Roe algebra. The coarse Baum–Connes conjecture states that the
coarse assembly map
μ :KX∗(X) → K∗
(
C∗(X)
)
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Connes conjecture has been proved in a number of cases. Most notably, Yu [13] has shown that
the coarse Baum–Connes conjecture holds in case of X which is uniformly embedded in Hilbert
space. Using Gromov’s expander graph structure Higson [7] gave a counterexample to the coarse
Baum–Connes conjecture. The relevant construction is the box space X(Γ ) of an infinite group
Γ with property T, residually finite and linear type, that is the coarse disjoint union of the quotient
groups Γ/Γn. Recently Gong, Wang and Yu [6] have established relations between the Coarse
Geometric Novikov Conjecture for the box space X(Γ ) and the Strong Novikov Conjecture for
an infinite group Γ with property T, residually finite. Since the Strong Novikov Conjecture holds
for many infinite groups with property T, this implies the Coarse Geometric Novikov Conjecture
for a large class of sequences of expanders. In Higson’s original construction [8] and in Gong,
Wang and Yu’ construction [6] there is an algebraic lifting principle, that is, an operator T ∈
C∗alg(X(Γ )) will restrict to an operator on C∗alg(Γ/Γn) for all but finitely many n, and such an
operator can then be lifted to a Γn-invariant element of Roe algebra of Γ . In general such lifting
can be extended to the maximal norm closure [6]. Using some kind of localization estimation
of operator norm in case of asymptotic finite dimension, Higson proved that the lifting can also
be extended to the reduced norm closure. This was important in his original construction of
counterexample to the Coarse Baum–Connes Conjecture. The natural question is what kind of
coarse geometric conditions will be needed to guarantee the algebraic level lifting to extend to
the reduced norm level. Our focus in this paper is on operator norm localization property, which
generalizes the local estimation property in case of asymptotic finite dimension metric space.
Guoliang Yu introduced this definition to us when he visited Fudan University in 2005.
1. Preliminaries
In this section, we introduce the definition and basic properties of operator norm localization
property for a discrete metric space. Let X be a proper metric space, i.e., every close ball in the
metric space is compact.
Definition 1.1. (See Roe [10].) Let X be a discrete metric space, and H be a separable and
infinite-dimensional Hilbert space. A bounded operator T : l2(X) ⊗ H → l2(X) ⊗ H , is said to
have propagation at most r if for all ϕ,ψ ∈ l2(X)⊗H with d(Supp(ϕ),Supp(ψ)) > r such that
〈T ϕ,ψ〉 = 0.
Note that if X is discrete, then we can write
l2(X)⊗ H =
⊕
x∈X
(δx ⊗ H),
where δx is the Dirac function at x. Every bounded operator acting on l2(X) ⊗ H has a corre-
sponding matrix representation
T = (Tx,y)x,y∈X,
where Tx,y : δy ⊗ H → δx ⊗ H is a bounded operator. We call T is locally compact if Tx,y is a
compact operator for all x, y in X. For T to have propagation r , it is equivalent to saying that
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l2(X) ⊗ H with propagation at most r will be denoted by Ar (X).
Let ‖T ‖ denote the operator norm of a bounded linear operator T .
Definition 1.2. The collection of all locally compact, finite propagation operators on l2 ⊗ H is
a ∗-subalgebra of B(l2(X) ⊗ H). Its norm-completion, denoted by C∗(X), is the Roe algebra
of X.
Definition 1.3. Let X be a discrete metric space. Let f :N → N be a (non-decreasing) function.
We say that X has operator norm localization property relative to f with constant c  1 if, for
all k ∈ N, and every T ∈Ak(X), there exists nonzero ϕ ∈ l2(X) ⊗ H satisfying
(1) Diam(Supp(ϕ)) f (k),
(2) ‖T ‖‖ϕ‖ c‖T ϕ‖.
The infimum over all possible c is called the operator localization number of X.
Remark 1.4. The operator norm localization property is called strong property L in [3].
A discrete metric space X has bounded geometry, if for every R > 0, there is a uniform bound
on the number of elements in the ball of radius R in X. It is not necessary to assume the metric
space to be with bounded geometry in the above definition. But our interest is in the bounded
geometric case.
Remark 1.5. Recall that a Borel measure on a metric space is said to be locally finite if every
bounded Borel subset has finite measure. In our joint work with Tessera and Yu [4], the definition
is defined on a metric space with a positive Borel measure ν and we have showed that on locally
compact metric space the operator norm localization is independent of the choice Borel measure,
i.e., a locally compact metric space X has operator norm localization property if (X, ν0) has
operator norm localization property for some positive locally finite Borel measure ν0 such that
there exists r0 > 0 for which every closed ball with radius r0 has positive measure. Therefore
in case that X is locally compact, these definitions are the same, since we can take the counting
measure on X.
Definition 1.6. A Borel map f from a proper metric space X to another metric space Y is called
coarse if
(1) f is proper, i.e., the inverse image of any bounded set is bounded,
(2) for every R > 0, there exists R′ > 0 such that d(f (x), f (y))R′ for all x, y ∈ X satisfying
d(x, y)R.
Definition 1.7. We say that the proper metric spaces X and Y are coarsely equivalent if
there exist r > 0 and coarse maps ϕ :X → Y , ψ :Y → X such that dY (ϕ ◦ ψ(y), y)  r and
dX(ψ ◦ ϕ(x), x) r .
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if X and Y are coarsely equivalent metric spaces, then X has operator norm localization property
with constant c if and only if Y has operator norm localization property with constant c.
Definition 1.8. Let Γ be a countable discrete group. A length function on Γ is a non-negative
real-valued function l satisfying, for all x an y in Γ
(1) l(xy) l(x) + l(y),
(2) l(x−1) = l(x),
(3) l(x) = 0 if and only if x = 1.
This defines a metric on Γ by dΓ (f,g) = lΓ (f−1g). A length function l is proper if for all C > 0
the subset l−1([0,C]) is finite which induces a proper metric on Γ . If Γ is a finitely generated
group and its generating set S is symmetric, i.e., S = S−1, then the length lΓ (g) of an element
g ∈ Γ is defined to be the length of a shortest word in S representing g. In this case, dΓ is left
invariant in the sense that dΓ (hf,hg) = dΓ (f,g).
Let Γ be a group acting on a metric space X. For every k  0, the k-stabilizer Wk(x0) of
a point x0 ∈ X is defined to be the set of all g ∈ Γ with gx0 ∈ B(x0, k), where B(x0, k) is the
closed ball with center x0 and radius k. The concept of k-stabilizer is introduced by Bell and
Dranishnikov in their work on permanence properties of asymptotic dimension [1].
In [3] we have proved the following useful proposition, it will be used in the proof of the main
theorem of the paper.
Proposition 1.9. (See [3].) Let Γ be a finite generated group acting freely and isometrically on
a metric space X (and X without assuming to have bounded geometry). If X has operator norm
localization property with constant cX and there exists x0 ∈ X such that for each k > 0, Wk(x0)
has operator norm localization property with constant cΓ , where cΓ is independent on k. Then
Γ has operator norm localization property with constant c = cXcΓ .
Remark 1.10. It is easy to see from the proof of Proposition 1.9 in [3] that when Γ has bounded
geometry, the assumption that Γ is finite generated in Proposition 1.9 can be replaced by the
following condition, the map π :Γ → X, γ → γ x0, satisfying for every R > 0, there exists
R′ > 0 such that d(π(g1),π(g2))R′ for all g1, g2 ∈ Γ with d(g1, g2)R.
2. Union theorem
Let Γ1 and Γ2 be metric spaces. If both Γ1 and Γ2 have operator norm localization property,
a nature question is whether Γ1 ∪ Γ2 has operator norm localization property. Its answer is yes
and as an application we apply it to show the permanence properties of relative hyperbolic groups
in next section.
From [11] we know that if a discrete metric space has finite asymptotic dimension then it has
operator norm localization property. By the proofs of Proposition 3.7 and Theorem 3.9 in [4],
the following is an example of a group with infinite asymptotic dimension and operator norm
localization property.
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abelian group with infinite asymptotic dimension and still satisfies the above geometric property.
So the category of operator norm localization property is properly larger than the category of
finite asymptotic dimension.
Definition 2.2. A family of metric spaces {Γα}α∈J is said to have operator norm localization
property uniformly if there exist a common constant c 1 and a common (non-decreasing) func-
tion f :N → N such that, for each α ∈ J , Γα has operator norm localization property relative to
f with constant c.
Theorem 2.3. Let {Γα}α∈J be a family of metric spaces which has operator norm localization
property uniformly with constant c. Let X =⋃α∈J Γα . If X has bounded geometry and for all
t > 0 there exists Yt ⊂ X such that {Γα \ Yt } is t-disjoint and Yt has operator norm localization
property with constant c. Then X has operator norm localization with constant (1 + 
)c for any

 > 0.
Proof. Let d be the metric on X and metrize each Γα , α ∈ J , as a subset of X. Take any T ∈Ar ,
without loss of generality we assume ‖T ‖ = 1, choose δ > 0 such that (1−δ)2 − 1
(1+
)2 > 0, then
there is a ξ ∈ l2(X) ⊗ H with ‖ξ‖ = 1 such that ‖T ξ‖ 1 − δ. Let t = 10r such that {Γα \ Yt }
is t-disjoint. Denote
V0 = Yt ,
V1 =
{
x ∈ X: d(x,Yt ) 3r
} \ Yt ,
V2 =
{
x ∈ X: d(x,Yt ) 6r
} \ {x ∈ X: d(x,Yt ) 3r},
...
Vj+1 =
{
x ∈ X: d(x,Yt ) 3(j + 1)r
} \ {x ∈ X: d(x,Yt ) 3jr},
...
Choose n such that 1
n2
< [(1 − δ)2 − 1
(1+
)2 ]. Let
Ui =
⋃{
Vj : j ≡ i mod (n)
}
, i = 0,1,2, . . . , n − 1.
Then Ui ∩ Uj = ∅ if i = j , and there is an i0 such that ‖T Ui0 ξ‖ 1/n, where operators T Ui =
(T
Ui
x,y) ∈ B(l2(X) ⊗ H), i = 1,2, . . . , n, are defined by
T Uix,y =
{
Tx,y, if x ∈ Ui ,
0, otherwise.
Since (1 − δ)2 ∑n ‖T Ui ξ‖2, this implies thati=1
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
√
n2(1 − δ)2 − 1
n2
,
where the operator T (X\Ui0 ) is defined similarly. Let
{
A
j
α = Γα ∩ (V(nj+i0+1) ∪ · · · ∪ V(n(j+1)+i0−1)), j = 0,1,2, . . . ,
A0 = V0 ∪ V1 ∪ · · · ∪ V(i0−1)
and let
A= {A0}∪ {Ajα: α ∈ J, j ∈ N ∪ {0}}.
Note that Yt has operator norm localization property with constant c, by assumption it is coarsely
equivalent to A0. Therefore A0 has operator norm localization property with constant c. Each
A
j
α with α ∈ J, j ∈ N ∪ {0} is a subset of Γα , hence Ajα is being of operator norm localization
property with constant c. Note that every two sets in A are 3r-separated and X \Ui0 is the union
of A, which implies that
1 n√
n2(1 − δ)2 − 1
∥∥T (X\Ui0 )ξ∥∥
 n√
n2(1 − δ)2 − 1
∥∥T (X\Ui0 )∥∥
 n√
n2(1 − δ)2 − 1 supA∈A
∥∥T A∥∥
 nc√
n2(1 − δ)2 − 1 supA∈A
{∥∥T AηA∥∥: ηA ∈ l2(X) ⊗ H,
‖ηA‖ = 1, diam
(
Supp(ηA)
)
 f (r)
}
 nc√
n2(1 − δ)2 − 1
{‖T η‖: diam(Supp(η)) f (r)}
 (1 + 
)c{‖T η‖: diam(Supp(η)) f (r)}.
That completes the proof. 
From the above theorem we have
Corollary 2.4. Let Γ = Γ1 ∪ Γ2 ∪ · · · ∪ Γn be a discrete metric space with bounded geome-
try. If Γ1,Γ2, . . . ,Γn have operator norm localization property with constants cΓ1, cΓ2, . . . , cΓn ,
respectively. Then for any 
 > 0, Γ has operator norm localization property with constant
(1 + 
)max{cΓ , cΓ , . . . , cΓ }.1 2 2
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of the sets Γ1 and Γ2. For each t > 0, we put Yt = Γ1, then {Γ1,Γ2} satisfies the conditions of
Theorem 2.3. 
3. Relative hyperbolic groups
Let Γ be a finitely generated group which is hyperbolic relative to a finite family of subgroups
{H1, . . . ,Hn}. We will prove that Γ has operator norm localization property if and only if each
subgroup Hi has operator norm localization property.
If A is a symmetric set of finite generators of Γ , we denote by dA the corresponding left
invariant metric on Γ . If B is another such set with A ⊂ B , then the identity map p : (Γ, dA) →
(Γ, dB) is equivariant and dB(p(x),p(y)) dA(x, y).
Let S be a finite symmetric set generating Γ . Denote
H =
⋃
k
(Hk − e).
Let dS and dS∪H be the left invariant metrics on Γ induced by S and S ∪H , respectively. For
n 1, denote
B(n) = {g ∈ Γ : dS∪H (g, e) n}.
In this section, we always view B(n) as a subspace of Γ equipped with the metric dS . The
following useful recursive decomposition of B(n) is contained in the proof of theorem in [9]:
B(1) = S ∪
(⋃
k
Hk
)
, (3.1)
B(n) =
(⋃
k
B(n − 1)Hk
)
∪
(⋃
x∈S
B(n − 1)x
)
, (3.2)
B(n − 1)Hk =
⊔
g∈R(n−1)
gHk, (3.3)
where the final equality represents a partition of B(n − 1)Hk into disjoint cosets according to a
fixed set R(n − 1) of coset representative, R(n − 1) ⊂ B(n − 1).
Proposition 3.1. (See [9,5].) For every L > 0 there exists K(L) > 0 such that if
Y = {x ∈ Γ : dS(x,B(n − 1))K(L)},
then for each k
B(n − 1)Hk ⊂ Y ∪
( ⋃
g∈R(n−1)
gHk \ Y
)
(3.4)
and the subspaces gHk \ Y , g ∈ R(n − 1), are L-separated with distance dS .
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any 
 > 0, B(n) has operator norm localization property with constant (1 + 
)c.
Proof. Fix 
 > 0. We prove it by induction. It is obvious that B(1) has operator norm localization
property with constant (1 + 
1)c for any 
1 > 0. Assume that B(n − 1) has operator norm local-
ization property with constant (1+ 
n−1)c for any 
n−1 > 0. Especially we choose 
n−1 = 
4 . Set
δn = 2
n1+2
n and δ′n = 
n1+
n . Since(
1 + δ′n−1
)
(1 + 
n−1) = 1 + δ′n−1 + 
n−1 + δ′n−1
n−1
= 1 + 2
n−1,
by the infinite union Theorem 2.3 and decomposition (3.4), we obtain that B(n − 1)Hk has
operator norm localization property with constant (1 + 2
n−1). Note that B(n) is the finite union
of B(n − 1)Hk and B(n − 1)x. Since
(1 + δn−1)(1 + 2
n−1) = 1 + δn−1 + 2
n−1 + 2δn−1
n−1
= 1 + 4
n−1
= 1 + 
,
by Corollary 2.4 we get that B(n) has operator norm localization property with constant (1+
)c,
that complete the proof. 
Corollary 3.3. If each Hk has operator norm localization property with constant c, then B(n)
has operator norm localization with constant 2c.
The following proposition is contained in [5], proved by Osin in [9].
Proposition 3.4. (See [9,5].) The metric space (Γ, dS∪H ) has finite asymptotic dimension.
Proposition 3.5. The metric space (Γ, dS∪H ) has operator norm localization property.
Proof. Since (Γ, dS∪H ) has finite asymptotic dimension (cf. [3]), it is easy to verify. 
Theorem 3.6. Let Γ be a finite generated group which is hyperbolic relative to a finite family
{H1, . . . ,Hn} of subgroups. Then Γ has operator norm localization property if and only if each
subgroup Hi has operator norm localization property.
Proof. If Γ has operator norm localization property, so are its subgroups. Therefore Hk , k =
1, . . . , n, have operator norm localization property. For the converse, assume that each subgroup
Hk has operator norm localization property. Without loss of generality, we assume their constant
to be c. Let X = (Γ, dS) and Y = (Γ, dS∪H ). We choose x = e to be the unit in Γ and define
π :X → Y
γ → γ x,
650 X. Chen, X. Wang / Journal of Functional Analysis 255 (2008) 642–656then Wn(x) = B(n) = π−1(BY (e,n)) has operator norm localization property with constant 2c
by Corollary 3.3. Note that Γ acts freely, isometrically and transitively on the metric space Y ,
the conclusion follows from Proposition 1.9. 
4. Graph of groups
In [4] we have proved that the operator norm localization property is preserved by free prod-
ucts, amalgamated free products and HNN extensions. In this section we consider the case of the
fundamental group of graph of groups and generalize the results we have obtained in [4]. First of
all we recall some basic constructions related to graph of groups which are well-known facts.
Definition 4.1. (Cf. Serre [12].) A graph Γ consists of a set X = VertΓ , a set Y = EdgeΓ and
two maps
Y → X × X
y → (o(y), t (y))
and
Y → Y
y → y¯
which satisfy the following condition: for each y ∈ Y , ¯¯y = y, y¯ = y and o(y) = t (y¯). An element
p ∈ X is called a vertex of Γ ; an element y ∈ Y is called an (oriented) edge, and y¯ is called
the inverse edge. The vertex o(y) = t (y¯) is called the origin of y, and t (y) = o(y¯) is called the
terminus of y. These two vertices are called the extremities of y. It is possible for o(y) = t (y) and
in this case y is termed a loop. We say that two vertices are adjacent if they are the extremities
of some edge. An orientation of a graph of Γ is a subset Y+ of Y = EdgeΓ such that Y is the
disjoint union of Y+ and Y+.
Definition 4.2. (Cf. Serre [12].) Let G be a finite generated group and let S be its (symmetric)
generating set. We let Γ = Γ (G,S) denote the oriented graph having G as its set of vertices,
G × S = (EdgeΓ )+ as its orientation, with
o(g, s) = g and t (g, s) = gs
for each edge (g, s) ∈ G × S. The Γ (G,S) is called Cayley graph of G. The graph Γ can be
regarded as a metric space if we endow it with a combinatorial metric. This means that the length
of every edge of Γ is assumed to be equal to 1.
Let Y be a non-empty connected graph. Each vertex P ∈ VertY and each edge y ∈ EdgeY as-
sociate a group GP and a group Gy = Gy¯ , respectively. There are two injective homomorphisms,
φy :Gy → Gt(y) and φy¯ :Gy¯ → Go(y).
Define the group F(G,Y ) to be the group generated by the elements of the GP and the
elements y ∈ EdgeY subject to the relations:
y = y¯
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yφy(a)y
−1 = φy¯(a)
if y ∈ EdgeY and a ∈ Gy . Let c be a path in Y starting at some vertex P0. Denote y1, y2, . . . , yn
to be the edges associated to c, where t (yi) = Pi . Then the length of path c is n, that is L(c) = n.
It is obviously that o(c) = P0, t (c) = Pn and o(yi+1) = t (yi).
Definition 4.3. (See [12].) A word of type c in F(G,Y ) is a pair (c,μ), where c is a path as
above and
μ = (r0, r1, . . . , rn)
is a sequence of elements
ri ∈ GPi , i = 0,1, . . . , n.
Definition 4.4. (See [12].) Let (c,μ) be a word of type c. Then we define
|c,μ| = r0y1r1y2r2 · · ·ynrn
(∈ F(G,Y ))
and say that |c,μ| is the element or word in F(G,Y ) associated with (c,μ). Notice that when
n = 0, |c,μ| = r0.
Serre gives two equivalent definitions of the fundamental group of the graph of groups
(G,Y ). In the first definition, let P0 denote a fixed vertex and GP0 the associated group. De-
fine π = π1(G,Y,P0) to be the set of elements of F(G,Y ) associated to a path c in Y with
o(c) = t (c) = P0. Obviously, π ⊂ F(G,Y ) is a subgroup. In the second definition, let T be a
maximal subtree of Y , and define π = π1(G,Y,T ) to be the quotient of F(G,Y ) of by the nor-
mal subgroup generated by the elements t ∈ EdgeT . If gy denotes the image of y ∈ Edge Y , then
the group π is the group generated by the groups GP and elements gy subject to the relations
gy¯ = g−1y ,
gyφy(a)g
−1
y = φy¯(a)
and
gt = e,
where a ∈ Gy and t ∈ EdgeT . So, in particular, φt (a) = φt¯ (a) for all t ∈ EdgeT . The equiva-
lence of the definitions is proven in [12].
Example 4.5. (1) If Y is the graph with two vertices P,Q and one edge y, then
π1(G,Y,P ) = π1(G,Y,Q) = GP ∗Gy GQ
is the free product of GP and GQ amalgamated over Gy .
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and π1(G,Y,P ) is precisely the HNN extension of GP over the subgroup φy¯(Gy) by means of
φyφ
−1
y¯ .
Theorem 4.6. Let (G,Y) be a finite graph of groups with finitely generated vertex groups GP
which have operator norm localization property. Then for any vertex P0 the fundamental group
π1(G,Y,P0) has operator norm localization property.
To prove the theorem we need to construct a metric space X with operator norm localization
property and on which π1(G,Y,P0) acts freely and isometrically.
Recall that a tree T is a connected non-empty graph without circuits, consists of two sets, a
set VertT of vertices and a set EdgeT of edges, together with two endpoint maps EdgeT →
VertT associating each edge to its endpoints. Every pair of two vertices is connected by a unique
geodesic edge path, that is, a path without backtracking.
A tree of spaces X (cf. [5]) consists of a family of metric spaces {Xv,Xe} indexed by the
vertices v ∈ VertT and edges e ∈ EdgeT of T together with maps φe :Xe → Xt(e), φe¯ :Xe →
Xt(e¯). The {φe,φe¯}e∈EdgeT are called the structural maps of X , and the metrics on the vertex and
edge spaces are integer-valued.
The total space X of the tree of spaces X is the metric space defined as follows. The underly-
ing set of X is the disjoin union of the vertex spaces Xv ; the metric on X is the metric envelope
d of the partial metric dˆ (cf. [5]) defined by
dˆ(x, y) =
{
dv(x, y), if ∃v ∈ VertT such that x, y ∈ Xv ,
1, if ∃e ∈ EdgeT and z ∈ Xe such that x = φe(z), y = φe¯(z)
for all (x, y) in the domain
{
(x, y): x, y ∈ Xv,v ∈ VertT
}∪ {(φe(z),φe¯(z)): z ∈ Xe, e ∈ EdgeT }.
We call (x, y) an adjacency in the total space X if there exists an edge e and an element z ∈ Xe,
such that φe(z) = x and φe¯(z) = y or φe(z) = y and φe¯(z) = x.
Observe that d|Xv = dv and d(x, y) = 1 if x and y are adjacent. For convenience, we give the
explicit metric on the total space X which was proved in Proposition 5.5 in [5].
For all x ∈ Xv , y ∈ Xw then d(x, y) = 1 if (x, y) is an adjacency. Further,
d(x, y) = dT (v,w) + inf
{
dˆ(x0, x1) + dˆ(x2, x3) + · · · + dˆ(xp−1, xp)
}
,
where dT is the distance on the tree T and the infimum is taken over all sequences x0, . . . , xp
such that
(1) p = 2dT (v,w) + 1,
(2) x = x0, y = xp ,
(3) (x2k−1, x2k) is an adjacency for k = 1, . . . , dT (v,w),
(4) x2k, x2k+1 ∈ Xvk , for k = 0, . . . , dT (v,w),
where v = v0, . . . , vd (v,w) = w are the vertices along the unique geodesic path in T from v to w.T
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graph Y and πP denote the canonical image of GP in π , obtained via conjugation by the path c,
where c is the unique path in T from the base point P0 to the vertex P . Similarly, let πy denote
the image of φy(Gy) in πt(y). Then, we set
Vert X˜ =
⊔
P∈VertY
π/πP
and
Edge X˜ =
⊔
y∈VertY
π/πy.
From now on we will implicitly identify the edge groups and vertex groups with their images in
the group F(G,Y ).
An edge in X˜ connects the vertex xπo(y) to the vertex xyπt(y) for all y ∈ EdgeY and all
x ∈ π . Observe that the stabilizer of the vertices are conjugates of the corresponding vertex
groups, while the stabilizer of the edge connecting xπo(y) and xyπy is xyπyy−1x−1, a conjugate
of the image of the edge group. This obviously stabilizes the second vertex, and it stabilizes the
first vertex since yπyy−1 = πy¯ ⊂ πo(y). It is known (see [12]) that the action of left multiplication
on X˜ is isometric.
Now we will assume that the graph Y is finite and that the groups associated to the edges
and vertices are finitely generated with some fixed set of generators chosen for each group. We
let S denote the disjoint union of the generating sets for the groups, and require that S = S−1.
Let lGP be the length function on GP associated to the generating set S. We endow each of the
groups the word metric given by the length function lGP . We extend this metric to the group
F(G,Y ) and hence to the subgroup π1(G,Y,P0) in the nature way, by adjoining to S the collec-
tion {y, y−1: y ∈ EdgeY }.
Proof of Theorem 4.6. Let π = π1(G,Y,P0) and assume that {GP }P∈VertY has operator norm
localization property uniformly with constant c. Let dS be the left invariant metric on π induced
by S. Consider the total space Y
X˜
of the tree of space Xπ associated to the tree X˜. The metric on
Y
X˜
is metric envelope d of the partial metric dˆ defined by
dˆ(x, y) =
{
d ′(x, y) if ∃P ∈ VertY , such that x, y ∈ gGP ,
1, if x and y are adjacency,
where d ′ is a metric on π with generating set π , i.e., every two elements of π are at distance
1. The left multiplication by elements of π from the left defines an action of π on Y
X˜
. It is
clear that the action is free and isometric. Note that X˜ and Y
X˜
are coarsely equivalent and
asym dim(X˜) = 1, so asym dim(Y
X˜
) = 1, this implies that Y
X˜
has operator norm localization
property with constant less than 2. Fixed x0 = e ∈ GP0 for some P0 ∈ VertY , it suffices to show
that the m-stabilizers Wm(x0) in (π, dS) have operator norm localization property with constant
less than 2c. To complete the proof we need the following proposition. 
Proposition 4.7. (See [2].) Let Y be a non-empty, finite, connected graph, and (G,Y ) the asso-
ciated graph of finitely generated groups. Let P0 be a fixed vertex of Y , then under the action of
654 X. Chen, X. Wang / Journal of Functional Analysis 255 (2008) 642–656π1(G,Y,P0) on the Bass–Serre tree X˜, the m-stabilizer Wm(P0) is precisely the set of elements
of type c in F(G,Y ) with L(c)R.
Note that the m-stabilizer Wm(x0) of discrete group (π, dS) acting on (YX˜, d) is contained in
the m-stabilizer Wm(P0) of (π, dS) acting on the Bass–Serre tree (X˜, d˜).
Consider the subset K ⊂ F(G,Y ) of all words whose associated path c satisfies o(c) = P0.
For k  1, let
Hk =
{
g ∈ K and its associated path c with L(c) = k}.
The following recursive decomposition of Hk is contained in [2]
H0 = GP0 , (4.1)
Hk =
⋃
y∈EdgeY
(Hk−1yGt(y) ∩ Hk) (4.2)
and for each y ∈ EdgeY , we have
(Hk−1yGt(y) ∩ Hk) ⊂
⋃
x∈R(k−1)
xyGt(y), (4.3)
where R(k − 1) is the subset of Hk−1 with words which do not end with an element of φy¯(Gy).
Proposition 4.8. (See [2].) Fixed y ∈ EdgeY , for every r > 0, if we set
Yr =
{
Hk−1yx: x ∈ dS
(
x,φy(Gy)
)
 r
}
,
then
(Hk−1yGt(y) ∩ Hk) ⊂ Yr ∪
( ⋃
x∈R(k−1)
xyGty \ Yr
)
and subspaces xyGt(y) \ Yr , x ∈ R(k − 1), of (Γ, dS) are r-separated.
Proof. The statements are implicit in the proof of [2, Lemma 3]. 
Lemma 4.9. Assume as the above theorem, then for any m ∈ N, Qm has operator norm localiza-
tion property with constant (1 + 
)c for any 
 > 0 where
Qm =
{
g ∈ K and its associated path c with L(c)m}.
Proof. Fix 
 > 0. We proceed by induction. The base case is clear since Q0 is precisely GP0 and
by assumption GP0 has operator norm localization property with constant c. For m > 1, by the
above notation, Qm =⋃km Hk , so by Corollary 2.4, it suffices to prove that Hk has operator
norm localization with constant less than (1 + 12
)c for all k m. Since Q0 and H0 coincide, we
proceed to the induction step on Hk .
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constant (1 + 
k)c for any 
k > 0. Especially we choose 
k = (1 + 
8 )c. Let δ1 = 
8+
 , δ2 = 
4+

and δ3 = 
2+
 . For each y ∈ EdgeY and for all r > 0, let
Yr =
{
Hm−1yx: x ∈ dS
(
x,φy(Gy)
)
 r
}
.
Note that Yr is coarsely equivalent to Hm−1yφy(Gy), and by the relations on F(G,Y ), this set is
Hm−1φy¯(Gy)y = Hm−1y. Hence, Yr is coarsely equivalent to Hm−1, which, by the assumption,
has operator norm localization property with constant (1 + 
8 )c.
By Proposition 4.8 we have
(Hm−1yGt(y) ∩ Hm) ⊂ Yr ∪
( ⋃
x∈R(m−1)
xyGty \ Yr
)
.
Since multiplication from the left is an isometry, the hypothesis of the theorem implies that each
subset xyGt(y) \ Yr , ∀x ∈ R(m − 1), has operator norm localization property with constant c.
Note that the collection of subsets
{
xyGt(y) \ Yr : x ∈ R(m − 1)
}
are r-separated and therefore, by the infinite union Theorem 2.3, we get that Hm−1yGt(y) ∩ Hm
has operator norm localization property with constant (1 + δ1)(1 + 
8 )c = (1 + 
4 )c.
Observe that Hm ⊂⋃y∈EdgeY Hm−1yGt(y), which is a finite union since Y is assumed to be
a finite graph. So by Corollary 2.4, Hm has operator norm localization property with constant
(1 + δ2)(1 + 
4 )c = (1 + 
2 )c. By inductive hypothesis that Hk have operator norm localization
property with constant (1 + 
8 ) for each k  m − 1, hence for all 0  k  m, Hk has oper-
ator norm localization property with constant less than (1 + 
2 ). From Qm =
⋃
km Hk and
Corollary 2.4 we have Qm has operator norm localization with constant (1 + δ3)(1 + 
2 )c =
(1 + 
)c. 
The end of proof of Theorem 4.6. For any n ∈ N, the n-stabilizer of (π, dS) acting on (YX˜, d)
is contained in Qn, from Proposition 1.9 we complete the proof of theorem. 
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