Abstract | With the emergence of individualized medicine and the increasing amount and complexity of available medical data, a growing need exists for the development of clinical decision-support systems based on prediction models of treatment outcome. In radiation oncology, these models combine both predictive and prognostic data factors from clinical, imaging, molecular and other sources to achieve the highest accuracy to predict tumour response and follow-up event rates. In this Review, we provide an overview of the factors that are correlated with outcome-including survival, recurrence patterns and toxicity-in radiation oncology and discuss the methodology behind the development of prediction models, which is a multistage process. Even after initial development and clinical introduction, a truly useful predictive model will be continuously re-evaluated on different patient datasets from different regions to ensure its population-specific strength. In the future, validated decision-support systems will be fully integrated in the clinic, with data and knowledge being shared in a standardized, instant and global manner.
Introduction
Over the past decade, we have witnessed advances in cancer care, with many new diagnostic methods and treatment modalities becoming available, 1 including advances in radiation oncology. 2 The abundance of new options and the progress in individualized medicine has, however, created new challenges. For example, achieving level I evidence is increasingly difficult given the numerous disease and patient parameters that have been discovered, resulting in an ever-diminishing number of 'homogeneous' pati ents. 3 This reality contrasts to a certain extent with classic evidence-based medicine, whereby randomized trials are designed for large populations of patients. Thus, new strategies are needed to find evidence for s ubpopulations on the basis of patient and disease characteristics. 4 For each patient, the clinician needs to consider stateof-the-art imaging, blood tests, new drugs, improved modalities for radiotherapy planning and, in the near future, genomic data. Medical decisions must also consider quality of life, patient preferences and, in many healthcare systems, cost efficiency. This combination of factors renders clinical decision making a dauntingly complex, and perhaps inhuman, task because human cognitive capacity is limited to approximately five factors per decision. 3 Furthermore, dramatic genetic, 5 transcriptomic, 6 histological 7 and microenvironmental 8 hetero geneity exists within individual tumours, and even greater heterogeneity exists between patients. 9 Despite these complexities, individualized cancer treatment is inevitable. Indeed, intratumoural and intertumoural variability might be leveraged advantageously to maximize the thera peutic index by increasing the effects of radiotherapy on the tumour and decreasing those effects on normal tissues. [10] [11] [12] The central challenge, however, is how to integrate diverse, multimodal information (clinical, imaging and molecular data) in a quantitative manner to provide specific clinical predictions that accurately and robustly estimate patient outcomes as a function of the possible decisions. Currently, many prediction models are being published that consider factors related to disease and treatment, but without standardized assessments of their robustness, reproducibility or clinical utility. 13 Consequently, these prediction models might not be suitabl e for clinical decision-support systems for routine care.
In this Review, we highlight prognostic and predictive models in radiation oncology, with a focus on the methodological aspects of prediction model development. Some characteristic prognostic and predictive factors and their challenges are discussed in relation to clinical, treatment, imaging and molecular factors. We also enumerate the steps that will be required to present these models to clinical professionals and to integrate them into clinical decision-support systems (CDSSs).
anticipate an individual patient's outcome.
14 These factors include, but are not limited to, patient demographics as well the results of imaging, patho logy, proteomic and genomic testing, the presence of key biomarkers and, crucially, the treatment undertaken. 'Outcome' can be defined as tumour response to radiotherapy, toxicity evolution during follow up, rates of local recurrence, evolution to metastatic disease, survival or a combination of these end points. Although predictive factors (that is, factors that influence the response to a specific treatment) are necessary for decision support, prognostic factors (that is, factors that influence response in the absence of treatment) 15 are equally important in revealing the complex relationship with outcome. Herein, we refer to both of these terms generically as 'features' because, for a predictive model, correlation with outcome must be demonstrable.
Model development stages
The procedure for finding a combination of features c orrelated with outcome is analogous to the development of biomarker assays. 16 In that framework, we can distinguish qualification and validation. Qualification demonstrates that the data are indicative or predictive of an end point, whereas validation is a formalized process used to demonstrate that a combination of features is both reliable and suitable for the intended purpose. That is, we need to identify features, test whether they are predictive in independent datasets and then determine whether treatment decisions made using these features improve outcome. The complete cycle of model developmen t entails several stages (Figure 1 ).
In the hypothesis-generation stage, one must consider the end point to predict, the timing of the treatment decision and the available data at these time points. In the data-selection step, a review of potential features is first conducted, ideally by an expert panel. A practical inventory of the available data and sample-size calculations are recommended, especially for the validation phase. 17, 18 Data from both clinical trials (high quality, low quantity, controlled, biased selection) and clinical practice (low quality, high quantity, unbiased selection) are useful, but selection biases must be identified in both cases and the inclusion criteria should be equivalent. For all features, including the characteristics of the treatment decision, data heterogeneity is a requirement to identify predi ctive features and to have the freedom to tailor treatment.
Next, performance measures for models are determined, and these measures include the area under the receiver operating characteristic curve (AUC), accuracy, sensitivity, specificity and c-index of censored data. 19 AUC, which has values between 0 and 1 (with 1 denoting the best model and 0.5 randomness), is the most commonly used performance measure. However, for timeto-event models, the c-index and hazard ratio are more appropriate because both can handle censored data.
The preprocessing stage deals with missing data (imputation strategies; that is, replacing missing values by calculated estimates), 20 identifying incorrectly measured or entered data 21 as well as discretizing (if applicable) and normalizing data to avoid sensitivity for different orders of data scales. 22 If an external, independent dataset is not available for validation, the available data must be split (in a separate stage) into a modeltraining dataset and a validation set, the latter of which is used subsequently in the validation step. In the featureselection stage, the ratio of the number of evaluated features to number of outcome events must be kept as low as possible to avoid overfitting. When a model is overfitted, it is specifically and exclusively trained for the training data (including its data noise) and, as a result, performs poorly on new data. Data-driven preselection of features is, therefore, recommended. 23 Univariate analy ses are commonly used to prioritize the features-that is, testing each feature individually and ranking them on their strength of correlatio n with outcome.
Predicting outcomes
In the next stage, the input data are fed into a model that can classify all possible patient outcomes. Traditional statis tical 24 and machine-learning models 25 can be considered. For two or more classes (for example, response versus no response), one might consider logistic regression, support vector machines, decision trees, Bayesian networks or Naive Bayes algorithms. 26, 27 For time-toevent outcomes, whether censored or not, Cox proportional hazards models 28 or the Fine and Gray model 28 of competing risks are most common. The choice of model depends on the type of outcome (for example, logistic regression for two or more outcomes, or Cox regression for survival-type data) and the type of input data (for example, Bayesian networks require categorized data, whereas support-vector machines can deal with continu ous data). In general, several models with similar properties can be tested to find the optimal model for the available data. A simple model is, however, preferred because it is expected to be robust to a wider range of data than a more complex model.
Performance on the training dataset is upwards-biased because the features were selected. Thus, external validation data must be used, which can be derived from a separate institute or independent trial. When data are limited, internal validation can be considered using random split, temporal split or k-fold cross-validation techniques. 29 The developed model should have a benefit
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Finally, the prediction models and data can be published, enabling the wider oncological community to evaluate them. Full transparency on the data and methodology is the key towards global implementation of the model into CDSSs. This suggestion is similar to clinical 'omics' publications for which the raw data, the code used to derive the results from the raw data, evidence for data provenance (the process that led to a piece of data) and a written description of nonscriptable analysis steps are routinely made available. 34 In practice, this cycle of development usually begins by identifying clinical parameters, because these are widely and instantly available in patient information systems and clinical trials. These clinical variables also form the basis for extending prediction models with imaging or molecular data.
Clinical features
Decision making in radiotherapy is mainly based on clinical features, such as the patient performance status, organ function and grade and extent of the tumour (for example, as defined by the TNM system). In almost all studies, such features have been found to be prognostic for survival and development of toxicity. [35] [36] [37] Consequently, these features should be evaluated in building robust and clinically acceptable radiotherapy prognostic and predictive models. Moreover, measurement of some clinical variables, such as performance status, can be captured with minimal effort.
Even the simplest questionnaire, however, should be validated as is the case for laboratory measurements of organ function or parameters measured from blood. 38, 39 Furthermore, a standardized protocol should be available to ensure that comparisons are possible between centres and questionnaires over time. 40 Moreover, why specific features were chosen for measurement should be clearly explained. For example, if haemoglobin measurements were only taken in patients with fatigue, the resulting bias would demand caution when including and interpreting the measurements. Only when clinical parameters are recorded prospectively with the same scrutiny as laboratory measurements will observational studies become as reliable as randomized trials. 41, 42 Toxicity measurements and scoring should also build on validated scoring systems, such as the Common Terminology Criteria for Adverse Events (CTCAE), which can be scored by the physician or patient. 43, 44 Indeed, a meta-analysis showed that high-quality toxicity assessments from observational trials are similar to those of randomized trials. 45, 46 However, a prospective protocol must clarify which scoring system was used and how changes in toxicity score were dealt with over time with respect to treatment.
Finally, to ensure a standardized interpretation, the reporting of clinical and toxicity data and their analyses should be performed in line with the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) statement for observational studies and genetic-association studies, which is represented as checklists of items that should be addressed in reports to facilitate the critical appraisal and interpretation of these type of studies.
47,48

Treatment features
Currently, image-guided radiotherapy (IGRT) is a highly accurate cancer treatment modality in delivering its agent (radiation) to the tumour. 49 Furthermore, very accurate knowledge of the effects of radiation on normal tissue has been obtained. 50 With modern radiotherapy techniques-such as intensity-modulated radio therapy, volumetric arc therapy or particle-beam therapy-the treatment dose can be sculpted around the target volume with dosimetric accuracy of a few percentage points. IGRT ensures millimetre precision to spare the organs at risk as much as possible. 51 For prediction modelling, recording features that are derived from planned spatial and temporal distribution of the radiotherapy dose is crucial. Additionally, features must be recorded that describe the efforts undertaken during treatment to ensure that the dose is delivered as planned (that is, in vivo dosimetry); a delicate balance exists between tumour control and treatment-related toxicity. 52 Additional therapies, such as (concurrent) chemotherapy, targeted agents and surgery, and their features must also be recorded because these have various effects on outcome. 32, 53 An example is the difference between concurrent versus sequential chemoradiation, which has a major influence on the occurrence of acute oesophagitis that induces dysphagia. 54 With respect to the spatial dimension of radio therapy, how to combine information about the spatially variable dose distribution for every subvolume of the target tumour (or organ) with the global effect to the tumour or adjacent normal tissue remains indeterminate. Doseresponse relation ships for tumour tissues are often reported in terms of mean (biologically equivalent) dose, although voxel-based measures have also been reported. 55 Mean doses or doses to a prescription point inside the tumour are easily determined and reported and can suffice for many applications. However, spatial characteristics might be more relevant in personalized approaches to ensure radioresistant areas of the tumour receive higher doses. 55 For normal tissue toxicity, dose features-i ncluding the mean and maximum dosage, as well as the volume of the normal tissue receiving a certain dose-are important. For example, V20 <35% is a common threshol d to prevent lung toxicity. 56 Clinical dose-volume histogram analysis for pneumonitis after the 3D treatment for non-small-cell lung cancer was first described in 1991. 57 In 2010, a series of detailed reviews of all frequently irradiated organs (the QUANTEC project) was described, 50 showing that, as for the tumour, care must be taken when assessing dose at the organ level. For example, in some organs, the volume receiving a certain dose is important (such as the oesophagus or lung) because of their proximity to other vital structures, whereas the maximum dose to a small region of other organs might be most important (such as for the spinal cord) because preserving its posttreatment function is crucial. Predicting complications to normal tissue is an active research area in ongoing, large, prospective multicentre projects, including ALLEGRO 58 and others. [59] [60] [61] Although important, in general, one must be careful about relying completely on planned-radiotherapy dose-based predictions because patients display wide variability in toxicity development. The reasons for this variability include many known clinical and molecular-based features as well as the quality of the treatment execution. The focus on the planned radiotherapy dose distribution as the prime determinant of outcome is perhaps the most common pitfall in prediction models because deviations from the original plan during the time of treatment frequently occur. 62 The accuracy of prediction models is expected to increase when measured dose is used, as this measure reflects the effect of radiotherapy most accurately. Figure 2 shows an example of these variations in a patient with prostate cancer. Dose reconstructions (2D and 3D), GammaIndex calculations and dose-volume histograms during treatment can help in identifying increasingly accurate dose-related features, 63, 64 such as radiation pneumonitis 65 and oesophagitis. The temporal aspect of fractionated radiotherapy is also an active area of research. The fact that higher radiation doses are required to control a tumour when treatment is prolonged is well-known, and increasing evidence suggests that accelerated regimens giving the same physical dose can improve outcome. 67, 68 A multicentre analysis of patients with head-and-neck cancer treated with radiotherapy alone showed that the potential doubling time of the tumour before treatment was not a predictor for local control. 69 Alongside the classic explanation of accelerated repopulation, 70 changes in cell loss, hypoxia and selection of radioresistant stem cells have each been suggested as underlying causes of this observation, the possible implications of which include shorter overall treatment times with higher doses per fraction and the avoidance of breaks during treatment. 71, 72 Overall, treatment time is an accessible feature that is correlated with local failure in several tumour sites. 73, 74 Ideally, the spatial and temporal dimensions of radiotherapy would be exploited by showing a fractional dose distribution in a tumour radioresistance (and normaltissue radiosensitivity) map that is continuously updated during treatment. However, such an image of radioresistance does not yet exist. If it did, CDSSs would guide the planning and modification of the spatial and temporal distribution of radiation in such a way as to maintain or improve the balance between tumour control and the probability of normal tissue complications continuously during treatment, instead of the current approach that delivers radiation as planned with an identical dose to the tumour as a whole.
Imaging features
Medical imaging has a fundamental role in radiation oncology, particularly for treatment planning and response monitoring. 75, 76 Technological advances in noninvasive imaging-including improved temporal and spatial resolution, faster scanners and protocol standardization-have enabled the field to move towards the identification of quantitative noninvasive imaging biomarkers. [77] [78] [79] Metrics based on tumour size and volume are the most commonly used image-based predictors of tumour response to therapy and survival, [80] [81] [82] [83] [84] [85] [86] [87] and rely on CT and MRI technology for 3D measurement. [88] [89] [90] Although used in clinical practice, tumour size and volume measurements are subject to interobserver variability that can be attributed to differences in tumour delineations. 85-87, 91,92 Moreover, the optimal measurement technique and definitions of appropriate response criteria, in terms of changes in tumour size, are unclear. 93 Additionally, tumour motion and image artefacts are additional sources of variability. 94, 95 To overcome these issues, automated tumour delineation methods have been introduced [96] [97] [98] [99] on the basis of, for example, the selection of ranges of Hounsfield units (which represent the linear attenuation coefficient of the X-ray beam by the tissue) on CT that define a certain tissue type, or calculation of the gradient of an image (mathematical filter) to reveal the borders between tissue types. Extensive evaluation, however, is needed before these methods can be used routinel y in the clinic. [100] [101] [102] A commonly used probe for the metabolic uptake of the tumour is 18F-fluorodeoxyglucose (FDG) for PET imaging. 103, 104 The pretreatment maximum standardized uptake value (SUV, which is the normalized FDG uptake for an injected dose according to the patient's body weight) is strongly associated with overall survival and tumour recurrence in a range of tumour sites, including the lung, head and neck, rectum, oesophagus and cervix. [105] [106] [107] [108] [109] [110] [111] Furthermore, several studies have shown that changes in SUV during and after treatment are early predictors of tumour recurrence.
112-115 FDG-PET measurements, however, are dependent on a number of factors, including injected dose, baseline glucose concentration, FDG clearance, image reconstruction methods used and partial-volume effects.
116,117 Standardization of these factors across institutions is, therefore, fundamental to enable comparisons and validation of data from FDG-PET imaging. 118, 119 Multiple studies have shown that diffusion-weighted MRI parameters, such as the apparent diffusion coefficient (ADC), which is a measure of water mobility in tissues, can accurately predict response and survival in multiple tumour sites. [120] [121] [122] [123] [124] However, lack of reproducibility of ADC measurements-due to lack of standardization of instruments between vendors and of inter nationally accepted calibration protocols-remains a bottleneck in these types of studies. 125 Evaluations of different time points in dynamic contrast-enhanced MRI have also been used to describe tumour perfusion. 90, [126] [127] [128] Indeed, hypothesis-driven preclinical 129 and xenograft studies 130, 131 support these clinical studies. For example, assessment of the correlation of features from imaging (such as lactate level and the extent of r eoxygenation) with tumour control is possible. 130, 131 Increasingly advanced image-based features are currently being investigated. For example, routine clinical imaging can capture both tumour heterogeneity and post-treatment changes, which can be analysed to identify functional biomarkers (Figure 3) . Changes in Hounsfield units in contrast-enhanced CT are directly proportional to the quantity of contrast agent present in the tissue and have been used as a surrogate for tumour perfusion. 132, 133 Indeed, reductions of Hounsfield units Tumour imaging biomarkers describing, for example, textural heterogeneity, FDG uptake and tumour size can be assessed noninvasively before, during and after radiotherapy and associated with treatment outcome. Abbreviations: FDG, 18 F-fluorodeoxyglucose; NSCLC, non-small-cell lung cancer.
following treatment have been used to evaluate treatment response in rectal, hepatic and pulmonary cancers. 134, 135 Standardizing the extraction and quantification of a large number of traits derived from diagnostic imaging are now being considered in new imaging marker approaches. 79 Through advanced image-analysis methods, we can quantify descriptors of tumour hetero geneity (such as variance or entropy of the voxel values) and the relationship of the tumour with adjacent tissues. [136] [137] [138] These analytical methods enable high-throughput evaluation of imaging parameters that can be correlated with treatment outcome and, potentially, with biological data. Indeed, qualitative imaging para meters on CT and MRI scans have been used to predict mRNA abundance variation in hepato cellular carcinomas and brain tumours. [139] [140] [141] Furthermore, a combination of anatomical, functional and metabolic imaging techniques might be used to capture pathophysio logical and morphological tumour characteristics in a noninvasive manner, including apparent intratumoural heterogeneity. 142 
Molecular features
Biological markers are also valuable clinical decisionsupport features; these include prognostic and predictive factors for outcomes, such as tumour response and normal-tissue tolerance. Despite these strengths, trials of molecular biomarkers are prone to experimental variability; for this reason standardizing assay criteria, trial design and analysis are imperative if multiple molecular markers are to be used in predictive modelling. 16 
Tumour response
Next to tumour size, tumour control after radiotherapy is largely determined by three criteria: intrinsic radiosensitivity, cell proliferation and the extent of hypoxia. 143 In addition, large tumours intuitively require higher doses of radiation than small tumours because there are simply more cells to kill-this requirement is true even if intrinsic radiosensitivity, hypoxia and repopulation rates are equal. Several approaches have been developed to measure these additional three parameters to predict tumour response to radiotherapy.
Intrinsic radiosensitivity
Malignant tumours display wide variation in intrinsic radiosensitivity, even between tumours of similar origin and histological type. 144 Attempts to assess the radiosensitivity of human tumours have relied on determining the ex vivo tumour survival fraction. 145 Those studies and others have shown that tumour cell radiosensitivity is a significant prognostic factor for radiotherapy outcome in both cervical 146 and head-and-neck 147 carcinomas. However, these colony assays suffer from technical disadvantages that include a low success rate (<70%) for human tumours and the time needed to produce data, which can be up to several weeks.
Other studies have included assessments of chromosome damage, DNA damage, glutathione levels and apoptosis. 148 Indeed, some clinical studies using such assays have shown correlations with radiotherapy outcome, whereas others have not. 149 However, these cell-based functional assays only have limited clinical utility as predictive assays, despite being useful in confirming a mechanism that underlies differences in the response of tumours to radiotherapy. For example, some studies have provided encouraging data showing that immunohistochemical staining for γ-histone H2AX, a marker of DNA damage, might be a useful way to assess intrinsic radiosensitivity very early after the start of treatment. 150 ,151 Double-stranded breaks are generated when cells are exposed to ionizing radiation or DNA-damaging chemotherapeutic agents, which rapidly results in the phosphorylation of γ-histone H2AX. γ-Histone H2AX is the most sensitive marker that can be used to examine the DNA damage and its subsequent repair, and it can be detected by immunoblotting and immunostaining using microscopic or flow cytometric detection. Clinically, two biopsies (one before and one after treatment) are needed to assess the γ-histone H2AX status, which is not always easy to implement in practice.
Hypoxia
Tumour hypoxia is the key factor involved in determining resistance to treatment and malignant progression; it is a negative prognostic factor after treatment with radiotherapy, chemotherapy and surgery. 152, 153 Indeed, some data show that hypoxia promotes both angiogenesis and metastasis and, therefore, has a key role in tumour progression. 154 Although a good correlation has been demonstrated between pimonidazole (a chemical probe of hypoxia) staining and outcome after radiotherapy in head-and-neck cancer, 155 the same relationship has not been found in cervical cancer. 156 In light of these contrasting results, one of the hypotheses put forward to explain this is that hypoxia tolerance is more important than hypoxia itself.
The use of fluorinated derivatives of such chemical probes also enables their detection by noninvasive PET. [158] [159] [160] Although this approach requires administration of a drug, it does benefit from sampling the whole tumour and not just a small part of it. Another possible surrogate marker of hypoxia is tumour vasculature; the prognostic significance of tumour vascularity has been measured as both intercapillary distance (thought to reflect tumour oxygenation) and microvessel density (the 'hotspot' method that provides a histological assessment of tumour angiogenesis). Some studies have found positive correlations with outcome-mainly using microvessel density in cervical cancer-whereas others have shown negative correlations. 161 Some concerns have been raised about the extent to which biopsies taken randomly truly represent the usually large, heterogeneous tumours.
Proliferation
If the overall radiotherapy treatment time is prolonged, for example, for technical reasons (breakdown of a linear particle accelerator) or because of poor tolerance by the patient to the treatment, higher doses of radiation are required for tumour control-clearly indicating that the influence of tumour proliferation is important. 162 Although proliferation during fractionated radiotherapy is clearly an important factor in determining outcome, reliable measurement methods are not yet available. To understand why radiation leads to an accelerated repopu lation response in some tumours and not in others, a greater understanding of the response at both the cellular and molecular level is required.
Normal-tissue tolerance
Inherent differences in cellular radiosensitivity among patients dominate normal-tissue reactions more than other contributing factors. 164 That is, the radiation doses given to most patients might in actuality be too low for an optimal cure because 5% of patients are very sensitive; these 5% of patients are so sensitive that they skew what is 'optimal' radiotherapy to the lower end of the spectrum, to the detriment of the majority of patients who are not as sensitive. Future CDSSs should be able to distinguish such overly sensitive patients and classify them separately so they receive different treatments to the less-sensitive patients.
Several small 165 and large 166 in vitro studies found a correlation between radiosensitivity and severity of late effects, namely radiation-induced fibrosis of the breast, but these findings were not consistent because no standardized quality assurance exists for radiotherapy in vivo. 167, 168 Similar discrepancies were later found using rapid assays that measure chromosomal damage, 169 DNA damage 170 and clonogenic cell survival. 171 For example, the lymphocyte apoptosis assay has been used in a prospective trial as a stratification factor to assess late toxicity using letrozole as radiosensitizer in patients with breast cancer. 172 Cytokines such as TGF-β, which influences fibroblast proliferation and differentiation, are known to have a central role in fibrosis and senescence. 173, 174 Currently, the relationships between the lympho cyte predictive assay, TGF-β and late compli cations are purely correlative and a clear molecular explanation is lacking. Genome-wide association studies (GWAS) and the analysis of single nucleotide poly morphisms (SNPs) in candidate genes have also shown promise in identifying normal-tissue tolerance, 175 ,176 although these do not often validate results from indepen dent studies. 177 In general, the problem with all these studies has been the wide experimental variability rather than interindividual differences in radiosensitivity. Normal-tissue tolerance is the doselimiting factor for the administration of radiotherapy, therefore, any CDSS should be based on predictors of tumour control and the probability of complications.
Representation of predictions
Although the decisions made in the process of developing predictive models will determine the characteristics of a multivariate model (for example, which features are selected and the overall prediction accuracy), the success of the model depends on other factors, such as its availability and interactivity, which increases the acceptability. Even models based on large patient populations, with proper external validation, can fail to be accepted within the health-care community if the model and its output are not easily interpretable, if there is a lack of opportunity to apply the model or if the clinical usefulness is not proven or reported. 178 Although some models, such as decision trees, implicitly have a visual representation that is somewhat interpretable, most models do not. One highly interpretable representation of a set of features is the nomogram. 179 The nomogram was originally used in the early 20 th century to make approximate graphical computations of mathematical equations. In medicine, nomograms have experienced a revival, reflected by the increasing number of studies reporting them.
180-184 Figure 4 shows an example of a published clinical nomogram of local control in larynx cancer in which values for the selected features directly relate to a prediction score. The sum of these scores corresponds to a probability of local control within 2 or 5 years. 181 Another idea for increasing acceptability of computerassisted personalized medicine is to make prediction models available on the internet. If interactive, peerreviewed models are provided with sufficient background information, clinicians can test them using their own patient data. Such a system would provide retrospective validation of the multiple features by the wider community, as well as provide an indication on the clinical usefulness of the methodology. The bestknown website with interactive clinical prediction tools is Adjuvant! Online. 185 This website provides decision 0  10  20  30  40  50  60  70  80  90 100   30 40 50 60  80 90  70   T1  T4  T3  T2   N0  N+   Female  Male   12  11  10  9  8  7 A probability for local control can be calculated by drawing a vertical line from each predictor value to the score scale at the top-'points'. After manually summing up the scores, the 'total points' correspond to the probability of local control, which are estimated by drawing a vertical line from this value to the bottom scales to estimate local control. 181 support for adjuvant therapy (for example, chemotherapy and hormone therapy) after surgery for patients with early-stage cancer. Many researchers have evaluated the models available on this prediction website, thereby refining them with additional predictors and updated external validations. 186, 187 A prediction website that focuses on decision support for radiotherapy was recently established. 188 The aim of this website is to let users work with and validate the inter active models developed for patients with cancer treated with radiotherapy, which contributes to CDSS development in general by demonstrating the potential of these predictions and raising the awareness of their existence and limitations.
Future prospects
The major focus of this Review, thus far, has been model development, validation and presentation (including the features from different domains that might be considered as predictive and prognostic). Although an accurate outcome prediction model forms the basis of a CDSS, additional considerations must be made before a new CDSS can be used in daily radiation oncology practice.
First, any decision a patient or physician makes is based on a balance between its benefits (survival, local control and quality of life) and harms (toxic effects, compli cations, quality of life and financial cost). For example, an increased radiation dose usually results in both a higher probability of tumour control, but a concomitant higher probability of normal-tissue complications. Identifying the right balance between harm and benefit is a deeply personal choice that can vary substantially among patients. Thus, a CDSS should simul taneously predict local control, survival, treatment toxicity, quality of life and cost. The system should represent these predictions and the balance between them in a way that is not only clear to the physician, but also to the patient, to achieve shared decision making.
Additionally, any prediction using a CDSS should be accompanied by a confidence interval. Accurately evaluating the confidence interval is an active and challenging area of research because uncertainties in the input features, missing features, size and quality of the training set and the intrinsic uncertainty of cancer must be incorporated to specify the uncertainty in the prediction for an individual patient. Without knowing if two possi ble decisions have a statistically significant and clinically meaningful difference in outcome, clinical decision support is difficult. Always sharing the data on which the model was based is a crucial prerequisite for this effort.
Current prediction models for decision support can only assist in distinguishing very high-level decisionssuch as palliative versus curative treatment, sequential versus concurrent chemoradiation, surgery versus a watch-and-wait approach. The radiation oncology community, however, is probably more interested in decisions such as intensity-modulated radiotherapy versus 3D-conformal radiotherapy or accelerated versus nonaccelerated treatment. The current prediction models are simply not trained on datasets with these detailed subgroups and are not, therefore, accurate enough to support these decisions. Whether learning from increasingly diverse patient groups and adding other features will sufficiently improve the current models is unclear. As a result, tightly controlled studies using evidencebased medicin e approaches are still crucial to guide clinical practice.
Finally, CDSSs should be seen as medical devices that require stringent acceptance, commissioning and quality assurance by the local institute. The key part of the commissioning and subsequent quality assurance is to validate the accuracy of the prediction model in the local patient population. Indeed, local patient data should be collected and the predicted outcomes compared with actual outcomes to convince local physicians that the support system works in their local setting. This 'local validation' should be done at the commissioning stage, but should be repeated to ensure the decision support remains valid, despite changes in local practice. Validation studies need to indicate what will be the required commission frequency.
This required quality assurance also enables the improvement of the system as more patient data becomes available. Using routine patient data to extract know ledge and apply that knowledge immediately is called 'rapid learning' . 3, 189 Rapid learning via continuously updated CDSSs offers a way to quickly learn from retrospective data and include new data sets (such as randomized controlled trial results) to adapt treatment protocols and deliver personalized decision support.
As a data-driven discipline with well-established standards, such as DICOM-RT (digital imaging and communications in medicine in radiotherapy), radiotherapy offers an excellent starting point for adopting these rapid-learning principles ( Figure 5 ). Aside from the importance of local data capture, which is still often lacking for (patient-reported) outcome and toxicity in particular, the quantity and heterogeneity of data that Figure 5 | Knowledge-driven health-care principles using a clinical decision-support system in conjunction with standard evidence and regulations to choose the optimal treatment. In learning from follow-up data, knowledge is fed back to improve the clinical decision-support system and adapt regulations.
is necessary for rapid learning requires the pooling of data in a multi-institutional, international fashion. 190, 191 One method of pooling data is to replicate routine clinical data sources in a distributed de-identified data warehouse, such as what is done in an international Computer-Aided Theragnostics network. 192 Examples of initiatives that create large centra lized data and tissue infrastructures for routine radiation oncology patients are GENEPI, 193 the Radiogenomics Consortium, 194 ALLEGRO 58 and ULICE. 195 These initi atives also facilitate studies for external validation, reproducibilit y and hypothesis generation. 190 As datasets become larger (both in number of patients and in number of features per patient) high-throughput methods, both molecular [196] [197] [198] [199] [200] [201] and imaging-based, 79 can produce large numbers of features that correlate with outcome. 68, 70, [202] [203] [204] A limited application of these techniques has already transformed our understanding of radiotherapy response. For example, GWAS have associated SNPs with radiation toxicity. 205, 206 Similarly, mRNAabundance microarrays have been used to predict tumour response and normal-tissue toxicity in both patient and in-vitro studies, [207] [208] [209] [210] [211] as well as to create markers that reflect biological phenotypes that are important for radiation response, such as hypoxia 212, 213 and proliferation. 214 Both the data analysis and validation are important but challenging aspects of model development. 196, 215 For example, the studies described above [207] [208] [209] [210] [211] [212] [213] [214] suffer from the substantial multiple-testing problem (that is, a large number of measured features compared with the sample number), which renders their results preliminary. Human input and large, robust validation studies are, therefore, needed before features from high-throughpu t techniques can be included in CDSSs. [216] [217] [218] Although studies on a single feature can be informative, only its combination into multimodal, multi variate models can be expected to provide a more holistic view of the response to radiation. By combining events at different levels using systems-biology-like approaches, creating tumour-specific and patient-specific models of the effects and implications of radiation therapy should become possible ( Figure 6) . Indeed, future studies will not only need to identify the individual components related to radiation response, but will also need to establish the interactions and relations amongst them. 219 Although this approach has not yet been applied to model radiotherapy responses, at least one study has demonstrated that combining multiple high-throughput data types can be used to map molecular cancer characteristics. 220 Combining models at different levels (societal, patient, whole tumour or organ, local tumour or organ, and cellular) is expected to lead to an increasingly holistic and accurate CDSS for the individual patient. Evidence that longitudinal data have added value to predicting outcome in, for example, repeated PETimaging 221 and tumour-perfusion 222 studies is growing, implying that this data need to be taken into account as candidates for future CDSSs.
Despite the challenges that remain, the vision of predictive models leading to CDSSs that are continuously updated via rapid learning on large datasets is clear, and numerous steps have already been taken. These include universal data-quality assurance programmes and semantic interoperability issues. 223 However, we believe that this truly innovative journey will lead to necessary improvement of healthcare effectiveness and efficiency. Indeed, investments are being made in research and innovation for health-informatics systems, with an emphasis on interoperability and standards for secured data transfer, which shows that 'eHealth' will be among the largest health-care innovations of the coming decade.
223,224
Conclusions Accurate, externally validated prediction models are being rapidly developed, whereby multiple features related to the patient's disease are combined into an integrated prediction. The key, however, is standardizationmainly in data acquisition across all areas, including molecular-based and imaging-based assays, patient preferences and possible treatments. Standardization requires harmonized clinical guidelines, regulated image acquisition and analysis parameters, validated biomarker assay criteria and data-sharing methods that use identical ontologies. Assessing the clinical usefulness of any CDSS is just as important as standardizing the development of externally validated accurate prediction models with high-quality data, preferably by standardizing the design of clinical trials. These crucial steps are the basis of validating a CDSS, which, in turn, will stimulate developments in rapid-learning healthcare and will enable the next major advances in shared decision making.
