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Abstract
We introduce a bound M of f , ‖f ‖∞  M  2‖f ‖∞, which allows us to give for
0 p <∞ sharp upper bounds, and for −∞< p < 0 sharp lower bounds for the average
of |f |p over E if the average of f over E is zero. As an application we give a new proof of
Grüss’s inequality estimating the covariance of two random variables. We also give a new
estimate for the error term in the trapezoidal rule.
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1. Introduction
Let (X,M, λ) be a measure space and let E ∈M. For a bounded function
f :E→R we introduce a bound M  2‖f ‖∞ so that∫
E
|f |p dλ M
p
2
λ(E),
if 1  p < ∞ and ∫
E
f dλ = 0. This inequality is sharp and is better than
the obvious bound ‖f ‖p∞λ(E) if M < 21/p‖f ‖∞. We also examine the range
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0  p < 1 as well as the range −∞ < p < 0 and obtain sharp upper and lower
bounds, respectively, for
∫
E
|f |p dλ in terms of M , if ∫
E
f dλ= 0. In the context
of product spaces—λ= µ× µ—it has the following corollary: if µ(E) > 0 and
if f,g :E→R satisfy φ  f (x)Φ , γ  g(x) Γ for x ∈E, then∣∣∣∣∣ 1µ(E)
∫
E
fg dµ− 1
µ(E)
∫
E
f dµ · 1
µ(E)
∫
E
g dµ
∣∣∣∣∣
 (Φ − φ)(Γ − γ )
4
. (∗)
This inequality for E = I an interval in R and µ Lebesgue measure is due to
Grüss [3]. Grüss type inequalities have attracted quite a bit of attention recently
and the reader is referred to Dragomir [1] and the references given there.
If (X,M,µ) is a probability space and E =X, then the inequality (∗) has the
form ∣∣E(fg)−E(f )E(g)∣∣ (Φ − φ)(Γ − γ )
4
,
and the left side is the absolute value of the covariance of the random variables f
and g.
In our final application we improve the p =∞ error bound in the trapezoidal
rule that recently appeared in Dragomir [2, Corollary 2].
2. (φ,Φ)-bounds
Let (X,M, λ) be a measure space and let E ∈M. We begin with the following
observation which we state as
Proposition. Let f :E→R be bounded by M on E and write M =Φ − φ. Then
there exist functions f1, f2 :E→R such that
(1) f = f1 − f2 on E,
(2) φ  f1(x), f2(x)Φ , x ∈E,
(3) λ(E) ∫E f1f2 dλ ∫E f1 dλ · ∫E f2 dλ.
Proof. Fix x ∈ E. Then the line f (x) = u − v in the uv-plane intersects the
segment from (φ,Φ) to (Φ,φ) in the point (f1(x), f2(x)). Then the first two
conditions are satisfied, and since the slope of the above line segment is negative,
we see that for t, x ∈E[
f1(t)− f1(x)
][
f2(t)− f2(x)
]
 0,
and hence
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0
∫
E
∫
E
[
f1(t)− f1(x)
][
f2(t)− f2(x)
]
dλ(t) dλ(x)
= 2
(
λ(E)
∫
E
f1f2 dλ−
∫
E
f1 dλ ·
∫
E
f2 dλ
)
. ✷
It will be crucial in our development to have bounds for f for which the
conditions (1), (2) hold and the inequality in (3) is reversed. This leads to the
following definition.
Definition. A number M is a (φ,Φ)-bound for f :E→R if there exist functions
f1, f2 :E→R and numbers φ Φ such that
(1) M =Φ − φ, f (x)= f1(x)− f2(x), x ∈E,
(2) φ  f1(x), f2(x)Φ , x ∈E,
(3) λ(E) ∫
E
f1f2 dλ
∫
E
f1 dλ ·
∫
E
f2 dλ.
We note that |f (x)|M , x ∈E. We present now some properties that follow
easily from the definition along with existence of (φ,Φ)-bounds and examples.
(P1) If M is a (φ,Φ)-bound for f on E and a ∈ R, then M is also a
(φ + a,Φ + a)-bound for f on E, and if a > 0, then M + a is a (φ,Φ + a)-
bound for f on E. Simply write f = f1 − f2 = (f1 + a) − (f2 + a) where
f1, f2 satisfy the above three conditions. Also if M is a (φ,Φ)-bound for f
on E and M = Φ ′ − φ′, then M is a (φ′,Φ ′)-bound for f on E. Simply let
f = (f1 + a)− (f2 + a) with a =Φ ′ −Φ = φ′ − φ.
(P2) If M is a (φ,Φ)-bound for f on E and a ∈ R, then M + |a| is a
(φ,Φ + a)-bound for f + a on E if a > 0, and a (φ + a,Φ)-bound if a < 0.
(P3) If ‖f ‖∞ is the essential sup of f on E with respect to λ, then there
is a (φ,Φ)-bound M for f on E with ‖f ‖∞  M  2‖f ‖∞. Simply note
that f (x) = f1(x)− f2(x) with f1(x) = f (x) and f2(x)= 0. Since −‖f ‖∞ 
f1(x), f2(x)  ‖f ‖∞ we see that 2‖f ‖∞ is a (φ,Φ)-bound for f with φ =
−‖f ‖∞,Φ = ‖f ‖∞.
(P4) The functions which have (φ,Φ)-bounds close to ‖f ‖∞ are of special
interest to us. Here are some examples where ‖f ‖∞ is a (φ,Φ)-bound.
If 0 f (x)M , then M is a (0,M)-bound for f on E. This is clear by letting
f1 = f , f2 = 0.
Here is an example where f assumes both positive and negative values. Let
E = [0,1], λ Lebesgue measure. Let rn be the nth Rademacher function, i.e.,
rn(x)=∑2n1 (−1)j+1χIj (x), where Ij = [(j − 1)/2n, j/2n]. Then
1∫
0
rn dx = 0,
1∫
0
rj ri dx = 0, i = j, and
1∫
0
|rn|dx = 1.
578 M. Kim, C.J. Neugebauer / J. Math. Anal. Appl. 275 (2002) 575–585
Let f (x)= r1(x)− r2(x). Then ‖f ‖∞ = 2 and as is easily checked 2 is a (−1,1)-
bound for f on E. Note that
∫ 1
0 f dx = 0 and
∫ 1
0 |f |dx = 1.
(P5) Let (X,M,µ) be a measure space and let E ∈M. If f :E→R satisfies
φ  f (x)Φ , x ∈ E, then M =Φ − φ is a (φ,Φ)-bound for F(t, x)= f (t)−
f (x)≡ F1(t, x)− F2(t, x) on E ×E with respect to the measure λ= µ×µ.
3. Main result
Let (X,M, λ) be a measure space and let E ∈M.
Theorem 1. Let M be a (φ,Φ)-bound for f :E→R. If ∫
E
f dλ= 0, then∫
E
|f |dλ M
2
λ(E).
The inequality is sharp.
Proof. We may assume that 0 <M <∞ and 0 < λ(E) <∞. By replacing λ by
λ/λ(E), we may also assume that λ(E)= 1.
We will first show that we can write f (x)
M
= f1(x)− f2(x), and 0  f1(x),
f2(x) 1, for x ∈E, and
∫
E f1f2 dλ
∫
E f1 dλ ·
∫
E f2 dλ. Since M is a (φ,Φ)-
bound for f :E→R, we can write M =Φ −φ,f = f ′1 −f ′2, φ  f ′1, f ′2 Φ on
E, and
∫
E
f ′1f ′2 dλ
∫
E
f ′1 dλ ·
∫
E
f ′2 dλ. Simply let f1 =
f ′1−φ
M
, f2 = f
′
2−φ
M
.
Let now K = {x ∈ E: f1(x)  f2(x)}. In what follows we will use the
following abbreviations:
a1 =
∫
K
f1 dλ, a2 =
∫
K
f2 dλ,
∫
E
f1 dλ=
∫
E
f2 dλ= θ.
We note that 0 θ  1.
We claim now that∫
E
|f |
M
dλ 2(θ − θ2).
This would complete the proof since the maximum of the right side is obtained
when θ = 1/2. First we note that∫
E\K
f1 dλ=
∫
E
f1 dλ−
∫
K
f1 dλ= θ − a1.
Since 0 f1, f2  1 on E we have that f1f2 min(f1, f2) on E and hence∫
K
f1f2 dλ
∫
K
f2 dλ,
∫
E\K
f1f2 dλ
∫
E\K
f1 dλ.
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Since
∫
E
f1f2 dλ
∫
E
f1 dλ ·
∫
E
f2 dλ= θ2, we see that
θ2  a2 + θ − a1.
Finally∫
E
|f |
M
dλ= 2
∫
K
(f1 − f2) dλ= 2(a1 − a2) 2(θ − θ2).
For the example showing that the inequality is sharp we take the function in
(P4) of Section 2, f (x) = r1(x) − r2(x), x ∈ [0,1] for which M = 2 = ‖f ‖∞
is a (−1,1)-bound. Since f (x) = 2(χ[1/4,1/2](x) − χ[1/2,3/4](x)), we see that∫ 1
0 f dx = 0 and
∫ 1
0 |f |dx = 1= 2/2. ✷
Remark. Assume we can write E as a disjoint union of sets A,B ∈M with
λ(A) = λ(B). Then the smallest (φ,Φ)-bound for f = r(χA − χB) is 2r . This
follows from Theorem 1 since
∫
E |f |dλ= rλ(E)= 2r2 λ(E).
We have several corollaries to Theorem 1.
Corollary 2. Let M be a (φ,Φ)-bound for f :E→R. If ∫E f dλ= 0, then∫
E
|f |pdλ
{
Mp
2 λ(E), 1 p <∞,(
M
2
)p
λ(E), 0 <p < 1.
The inequality is sharp for a given p.
Proof. If 1 < p <∞, simply write |f |p = |f |p−1|f |Mp−1|f |, integrate and
apply Theorem 1. We can use the same example as in Theorem 1 to establish
that the inequality is sharp. There f (x) = r1(x) − r2(x) = 2χ[1/4,1/2](x) −
2χ[1/2,3/4](x) and hence
∫ 1
0 |f |p dx = 2p−1. Recall that M = 2 is a (−1,1)-
bound.
If 0 <p < 1, then by Hölder’s inequality and Theorem 1∫
E
|f |p dλ
(∫
E
|f |dλ
)p
λ(E)1−p 
(
M
2
)p
λ(E).
To show that the inequality is sharp for 0 <p < 1, let E = [0,1]with Lebesgue
measure. The function f = f1 − f2, where f1 = χ[0,1/2] and f2 = 12χ[0,1] has
M = 1 as a (0,1)-bound and ∫E |f |p dx = 1/2p. ✷
Corollary 2 deals with functions h(|f |) where h(t) = tp . Other types of
functions are possible, and this is the content of Corollary 3.
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Corollary 3. Assume that M is a (φ,Φ)-bound for f :E → R and that∫
E f dλ= 0.
(i) If h : [0,∞)→[0,∞) has the property that h(t)/t is non-decreasing, then∫
E
h
(|f |)dλ h(M)
2
λ(E).
(ii) If g : [0,∞)→[0,∞) is non-decreasing and concave, then∫
E
g
(|f |)dλ g(M
2
)
λ(E).
The inequalities are sharp for a given h and g.
Proof. (i) We have
h
(∣∣f (x)∣∣)= h(|f (x)|)|f (x)|
∣∣f (x)∣∣ h(M)
M
∣∣f (x)∣∣,
and Theorem 1 completes the proof. The example f (x) = r1(x) − r2(x) of
Corollary 2 shows
∫
E
h
(|f |)dx =
3/4∫
1/4
h(2) dx = h(2)
2
.
If h(0)= 0 and h : [0,∞)→[0,∞) is convex, then h satisfies the hypothesis (i).
(ii) By Jensen’s inequality
1
λ(E)
∫
E
g
(|f |)dλ g
(
1
λ(E)
∫
E
|f |dλ
)
 g
(
M
2
)
,
by Theorem 1. The example f (x) = r1(x), E = [0,1] with Lebesgue measure
shows that∫
E
g
(|f |)dx = g(1)= g(2
2
)
.
Since M = 2 is a (−1,1)-bound for f on E, the inequality in (ii) is sharp. ✷
It is also possible to obtain lower bounds for
∫
E
h(|f |) dλ for certain functions
h. Below we say that E is decomposable if E can be written as a disjoint union
of sets A,B ∈M with λ(A)= λ(B).
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Corollary 4. Let h : (0,∞) → (0,∞) have the property that th(t) is non-
increasing. If M is a (φ,Φ)-bound for f :E→R and ∫
E
f dλ= 0, then∫
E
h
(|f |)dλ 2h(M)λ(E). (∗)
If 0 < λ(E) <∞, then equality holds in (∗) if and only if E is decomposable and
there exists 0 < t0 <∞ such that h(t0)= 2h(2t0).
Proof. We may assume throughout that 0 < λ(E) <∞ and 0 < M <∞. Let
g = 1/h. Then g(t)/t is non-decreasing and Corollary 3 applies to g. Since
1= 1
λ(E)
∫
E
h
(|f |)1/2 dλ · h(|f |)−1/2 dλ,
we get by Hölder’s inequality and Corollary 3,
1 1
λ(E)
∫
E
h
(|f |)dλ · 1
λ(E)
∫
E
g
(|f |)dλ
 1
λ(E)
∫
E
h
(|f |)dλ · g(M)
2
,
and (∗) follows.
If equality holds in (∗) for some admissible f , then equality must occur in the
application of Hölder’s inequality above, and this implies that h(|f |)= c2/h(|f |)
on E, or h(|f |) = c on E. Since h is strictly decreasing, this implies that
|f (x)| = t0 on E. Since
∫
E f dλ= 0, by the remark after Theorem 1, M = 2t0
is the smallest (φ,Φ)-bound for f . Hence∫
E
h
(|f |)dλ= h(t0)λ(E)= 2h(2t0)λ(E).
If A= {x ∈ E: f (x)= t0} and B = {x ∈ E: f (x)=−t0}, then E = A ∪ B and,
since
∫
E
f dλ= 0, λ(A)= λ(B).
Conversely, if E can be written as a disjoint union of sets A,B with λ(A)=
λ(B), then the function f = t0(χA − χB) has
∫
E
f dλ= 0, and M = 2t0 is a
(−t0, t0)-bound. Thus∫
E
h
(|f |)dλ= h(t0)λ(E)= 2h(M)λ(E). ✷
Remark. If in Corollary 4, h(t) > 2h(2t) for every 0 < t <∞, then the inequality
(∗) is not sharp and can be improved.
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Corollary 5. If M is a (Φ,φ)-bound for f :E→R and ∫
E
f dλ= 0, then∫
E
1
|f |p dλ
(
2
M
)p
λ(E), 0 p <∞,
and this inequality is sharp for a given p.
Proof. We assume that 0 < λ(E) <∞ and 0 <p. The case p  1 follows from
1
λ(E)
∫
E
1
|f |p dλ
(
1
λ(E)
∫
E
1
|f | dλ
)p

(
2
M
)p
.
The first inequality is Jensen’s inequality and the second follows from Corollary 4
with h(u)= 1/u.
If 0 <p < 1, then applying Hölder’s inequality with r = r ′ = 2 to
1 = 1
λ(E)
∫
E
|f |−p/2|f |p/2 dλ
gives
1 1
λ(E)
∫
E
1
|f |p dλ ·
1
λ(E)
∫
E
|f |p dλ 1
λ(E)
∫
E
1
|f |p dλ ·
(
M
2
)p
.
The last inequality follows from Corollary 2.
If E = [0,1] and λ is Lebesgue measure, then f = r1(x) fas M = 2 as a
(−1,1) bound and∫
E
1
|f |p dx = 1 = (2/2)
p. ✷
4. Applications
Theorem 1 in the setting of product spaces will give us a generalization of an
inequality due to Grüss [3].
Theorem 6. Let (X,M,µ) be a measure space and let E ∈M. If f :E → R
satisfies φ  f (x)Φ,x ∈E, then∫
E
∫
E
∣∣f (t)− f (x)∣∣p dµ(x) dµ(t) (Φ − φ)p
2
µ(E)2,
for 1 p <∞. The inequality is sharp for a given p.
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Proof. Consider the product space (X×X,M×M, λ), λ= µ×µ. For (t, x) ∈
E ×E let F(t, x)= f (t)− f (x). Then M =Φ − φ is a (φ,Φ)-bound for F on
E ×E, and ∫
E×E F dλ= 0. From Corollary 2 we get the desired inequality.
To show that the inequality is sharp, let E = [0,1]with Lebesgue measure, and
let f (x)= χ[0,1/2](x). Then
∣∣F(t, x)∣∣= ∣∣f (t)− f (x)∣∣=
{1, (t, x) ∈ [0,1/2] × [1/2,1]
∪ [1/2,1] × [0,1/2],
0, elsewhere.
Hence
1∫
0
1∫
0
∣∣f (t)− f (x)∣∣p dx dt = 1
2
. ✷
Corollary 7. Let (X,M,µ) be a measure space, and let E ∈M with µ(E) > 0.
If f,g :E→R satisfy φ  f (x)Φ , γ  g(x) Γ , x ∈E, then∣∣∣∣∣ 1µ(E)
∫
E
fg dµ− 1
µ(E)
∫
E
f dµ · 1
µ(E)
∫
E
g dµ
∣∣∣∣∣ (Φ − φ)(Γ − γ )4 .
Proof. We calculate
L≡
∫
E
∫
E
(
f (t)− f (x))(g(t)− g(x))dµ(t) dµ(x)
= 2
(
µ(E)
∫
E
fg dµ−
∫
E
f dµ ·
∫
E
g dµ
)
.
Simply note now that
|L| (Γ − γ )
∫
E
∫
E
∣∣f (t)− f (x)∣∣dµ(t) dµ(x) (Γ − γ )(Φ − φ)
2
µ(E)2
by Theorem 6. ✷
Remark. The inequality in Corollary 7 is sharp. As an example let f be as in
Theorem 6 and g = f .
The next application deals with functions f : I = [a, b] → R and consists of
obtaining sharp bounds for the error
En(f )= Tn(f )−
∫
I
f (x) dx
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in the trapezoidal rule where
Tn(f )= |I |2n
{
f (x0)+ 2f (x1)+ · · · + 2f (xn−1)+ f (xn)
}
,
xj = a + j
n
|I |, j = 0, . . . , n.
Corollary 8. Let f ∈AC(I) with m′  f ′(x)M ′, x ∈ I . Then
∣∣En(f )∣∣ (M ′ −m′)8n |I |2. (∗)
Moreover, given m′ <M ′ and n ∈N, there exists a non-constant f ∈AC(I) with
m′  f ′(x)M ′ such that equality holds in (∗).
Proof. For J = [α,β] ⊂ I we have
|J |
2
[
f (β)+ f (α)]−
β∫
α
f (x) dx = 1
2
β∫
α
t∫
α
[
f ′(t)− f ′(x)]dx dt.
This follows immediately by performing the integration on the right side. Hence
∣∣∣∣∣ |J |2
[
f (β)+ f (α)]−
β∫
α
f (x) dx
∣∣∣∣∣
 1
2
β∫
α
t∫
α
∣∣f ′(t)− f ′(x)∣∣dx dt
 1
4
β∫
α
β∫
α
∣∣f ′(t)− f ′(x)∣∣dx dt  1
8
(M ′ −m′)|J |2
by Theorem 16, since m′  f ′(x)M ′, x ∈ J . Let now J = Ji = [xi−1, xi] and
sum the above inequality to get
∣∣En(f )∣∣ 18
( |I |
n
)2 n∑
1
(M ′ −m′) 1
8
|I |2
n
(M ′ −m′).
For the example showing that the inequality for En(f ) is sharp for non-
constant f ∈AC(I) and a given n we proceed as follows.
Let m′ <M ′ and let n ∈N. Define f ∈AC(I) to be a polygonal function with
f ′(x)=
n∑
1
(
m′χJi,− +M ′χJi,+
)
,
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where Ji,− = [xi−1, ci ], Ji,+ = [ci, xi], ci = (xi−1 +xi)/2. If f∗(t)= f (t)−m′t ,
then En(f )=En(f∗), and a straightforward calculation shows that
En(f∗)= |I |
2
8n
(M ′ −m′).
Remark. (i) In a recent paper Dragomir [2, Corollary 2] proved the following
inequality for f ∈ AC(I ):
∣∣En(f )∣∣ |I |1+1/p′2n(p′ + 1)1/p′ ‖f ′‖p,I ,
where 1/p+ 1/p′ = 1 and p > 1. The p =∞ version of this gives
∣∣En(f )∣∣ |I |24n ‖f ′‖∞,I .
Corollary 8 improves this inequality since one can always choose M ′ − m′ 
2‖f ′‖∞,I .
(ii) The usual bound for En(f ) is in terms of f ′′: if f ∈ C2(I ), then∣∣En(f )∣∣ |I |312n2 ‖f ′′‖∞,I .
This can be obtained from the first displayed inequality in the proof of Corollary 8
by using |f ′(t)− f ′(x)| ‖f ′′‖∞,J |t − x| and integrating.
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