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A
In this paper we address the problem of Automatic Speech Recognition (ASR) when 
the speech signal has been transmitted over communications networks. In these 
conditions, the main causes of distortion in an ASR system are ambient noise, trans-
mission errors and the encoding-decoding process [32]. In the literature we are able 
to find multiple solutions for this problem, from different points of views; however, 
in this paper we will focus the analysis on solutions with robust parameterizations 
for the above distortions.
Keywords: ASR, Speech Coding, CELP coders, packet networks, VoIP, transmission 
errors, packet loss, noise, mobile networks, UMTS, LTE.
R
En este artículo abordamos la problemática de los sistemas de Reconocimiento Au-
tomático de Habla (RAH) cuando la señal de voz ha sido transmitida por una red de 
comunicaciones. Bajo este escenario, las distorsiones que más deterioran el funcio-
namiento del sistema de RAH son el ruido de ambiente, los errores de transmisión 
y la distorsión por el proceso de codificación-decodificación [32]. En la literatura se 
encuentran diversas soluciones que atacan el problema desde diferentes puntos de 
vista; no obstante, en este artículo centraremos nuestro análisis en las soluciones 
orientadas a conseguir parametrizaciones robustas bajo las distorsiones que hemos 
mencionado.
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. I
Uno de los aspectos más importantes a tener en
cuenta en el desarrollo de aplicaciones de RAH
robusto es la parametrización [13][32]. En ésta, se
extraen las características que permitan obtener
una representación compacta de la voz pero que
a su vez permitan obtener un alto desempeño del
sistema de RAH.
Sin embargo, cuando la voz ha sido codificada
(como en la mayoría de sistemas de transmisión
de voz modernos), la voz está expuesta a dife-
rentes tipos de distorsiones [5][47][35][24], tales
como el ruido de ambiente, los errores de trans-
misión, la pérdida de paquetes, los errores debi-
dos al proceso de codificación-decodificación,
entre otros; que hacen que el rendimiento del
sistema de RAH disminuya de forma considera-
ble [27][45][29].
Dado lo anterior, existen en la literatura diversos
trabajos que buscan obtener parametrizaciones
robustas frente a este tipo de distorsiones. En
este artículo realizaremos una exposición de al-
gunos de los desarrollos más importantes en este
ámbito.
. R A 
 H     

En algunos tipos de redes, la transmisión de voz 
se realiza utilizando codificadores de forma de 
onda del tipo PCM (Pulse Code Modulation) [20]; 
sin embargo, este tipo de codificación implica un 
elevado ancho de banda [4], y aunque consiguen 
una alta calidad en la señal de voz reconstruida 
[7], el sistema de transmisión resultante es muy 
costoso, especialmente en las redes en donde el 
ancho de banda es un recurso limitado (como 
es el caso de las comunicaciones inalámbricas). 
Es por este motivo, que la tendencia es a utili-
zar codificadores más eficientes en cuanto a la 
compresión de los parámetros generados en la 
codificación de la voz, pues en un sistema de te-
lecomunicaciones moderno, se utilizan diferen-
tes medios de transmisión (incluidos los medios 
blandos o inalámbricos) que hace que el ancho 
de banda sea una preocupación constante.
Dado lo anterior, aunque los codificadores con
mayor eficiencia de compresión utilicen tasas
binarias más bajas, pueden alcanzar calidades
subjetivas similares a los codificadores de forma
de onda de tasas binarias altas [21][22].
Dentro de las familias de codificadores que con-
siguen una buena relación tasa binaria vs calidad
subjetiva, se encuentran los codificadores híbri-
dos [25], y entre estos, uno de los algoritmos más
utilizados en los actuales estándares de codifica-
ción, es el CELP (CodeExcited Linear Prediction) 
[40]. Por este motivo, centraremos nuestro aná-
lisis en este tipo de codificadores, describiendo
especialmente la parametrización que se lleva a
cabo.
. C  -
  :   

La parametrización es un proceso común tanto 
a la codificación como a los sistemas de RAH. 
Para entender mejor esta relación, nos podemos 
remontar al análisis fuente – filtro que utilizan 
los dos tipos de parametrización [30].
Modelo Fuente Filtro
Actualmente, la codificación de voz es utiliza-
da fundamentalmente en las redes de telefonía 
móvil, y en la transmisión de voz sobre redes IP 
(Voiceover IP - VoIP) [32][13][17]. En estos codi-
ficadores, y concretamente en los codificadores 
tipo CELP, se hace uso del Modelo Fuente-Filtro 
que se ilustra en la Figura 1.
En este modelo, se simula el Sistema Fonador 
Humano [13][8][26], utilizando dos señales de 
excitación que modelan las ondas que se generan 
por el paso del aire a través de la laringe y faringe 
(incluidas las cuerdas vocales). De otro lado, el 
tracto vocal es caracterizado por un filtro que se 
encarga de sintetizar la señal de voz a partir de 
las dos componentes de excitación anteriores.
Bajo este modelo, el proceso de codificación 
busca obtener un conjunto de parámetros que 
caractericen las dos componentes principales 
del modelo:
UAN
Revista • ISSN 2145 - 0935 • Vol. 3 • No. 6 • pp 54-64 • enero - junio de 2013 43 
•  Diego Ferney Gómez Cajas, Franklin Alexander Sepúlveda Sepúlveda, Mario Augusto Pinto Serrano  •
Fuente:
Modelada utilizando dos señales, una de natura-
leza estocástica (Excitación Aleatoria), y otra de 
naturaleza determinística (Excitación Periódica).
Filtro:
Utilizan en su forma más esencial, un filtro todo 
polos cuyos coeficientes son obtenidos utilizan-
do un Análisis de Predicción Lineal [40][28].Es 
por esto que dichos coeficientes son conocidos 
como LPC (Linear Prediction Coefficients) [25].
Parametrización en Codificación.
La parametrización que caracteriza tanto la 
información del filtro como de la excitación (o 
fuente), persigue dos objetivos desde el punto de 
vista de la codificación:
•	 Modelar la señal de voz con la menor pérdida 
de calidad perceptual posible.
•	 Reducir la tasa binaria necesaria para la co-
dificación de los parámetros que modelan la 
señal de voz.
Codificación CELP
Entre los codificadores que utilizan rangos 
bajos de tasas binarias, uno de los algoritmos 
más populares es el CELP [46][50]. En éstos,
el modelado de la Envolvente Espectral se rea-
liza mediante el Análisis de Predicción Lineal
(conocido también como Análisis LPC). No
obstante, los LPC, no tienen unas buenas carac-
terísticas para ser codificados y transmitidos, y
por esta razón, en lugar de los LPC, el codifica-
dor codifica y transmite los denominados LSP
(Line Spectrum Pairs)[42], pues estos últimos,
entre otras ventajas, pueden ser cuantificados
e interpolados de una manera más eficiente
que los LPC. De otro lado, los coeficientes LSP,
facilitan el análisis de estabilidad del filtro todo
polos que caracterizará el tracto vocal del Mo-
delo Fuente – Filtro [2][44].
Es de destacar que la información que contienen 
los LSP es muy relevante para la tarea de recons-
trucción de la voz en el proceso de decodificación 
[16], y por tanto, los codificadores que utilizan el 
esquema CELP utilizan un alto porcentaje de los 
bits transmitidos para codificar estos parámetros 
[3][21][22]. Además de lo anterior, en los siste-
mas de comunicación que utilizan codificación 
de canal (p. e. en telefonía móvil), los LSP suelen 
tener la más alta prioridad a la hora de brindarles 
protección [16].
De otro lado, en cuanto a la parametrización de 
la excitación, el CELP utiliza dos librerías de có-
digos, una denominada adaptativa (que modela 
la componente de excitación periódica) [21], y 
otra denominada estocástica (también llamada 
librería de códigos fijos) [13]. 
En el caso de la componente adaptativa, los pa-
rámetros a codificar son el periodo fundamental 
o pitch (T) y la ganancia de la librería adaptativa 
(G
a
). Con estos parámetros se puede determinar 
el Vector de Códigos Adaptativos (V
p
) que será 
el que modele la componente periódica de la 
excitación. 
En cuanto a la librería estocástica, ésta se cons-
truye eliminando la componente adaptativa del 
Figura 1. Modelo Fuente Filtro
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residuo de predicción del análisis LPC, de tal 
forma que los parámetros que modelan la com-
ponente estocástica son el Vector de Códigos 
Fijos (V
c
) y su ganancia (G
c
) [25].
Adicionalmente, es común utilizar en los codi-
ficadores CELP, una etapa de postfiltrado que 
busca mejorar la calidad de la voz sintetizada.
La Figura 2 ilustra las componentes básicas del 
codificador CELP.
. P  

En el caso de la parametrización para reconoci-
miento, lo que se busca obtener un vector de ca-
racterísticas que represente de forma compacta 
de la voz reduciendo la variabilidad lingüística. 
Por lo tanto, una buena parametrización de-
bería de un lado, captar las características más 
relevantes para el sistema de RAH (informa-
ción del tracto vocal, evolución de la energía, 
etc.) y de otro lado, descartar información no 
relevante para el proceso de reconocimiento, 
concretamente, en una tarea de reconocimiento 
independiente de locutor, se busca eliminar la 
información de variabilidad acústica entre una 
persona y otra para dar mayor generalidad a la 
tarea de reconocimiento.
En este sentido, existen diferentes esquemas de 
parametrización; sin embargo los denominados 
cepstrum son - con diferencia -, lo más utilizados 
para modelar la envolvente espectral [32], y den-
tro de este tipo de parámetros, los MFCC (Mel-
Frequency Cepstral Coefficients) o Coeficientes 
Cepstrales en escala Mel, los que más se utilizan 
[49][31]. Habitualmente, los MFCC se acompa-
ñan de otros parámetros como sus derivadas [38]
[10], la energía [49][33][11], información de la 
excitación [16][12][19], etc.
Obtención de los MFCC
Cuando se utilizan Modelos Ocultos de Markov
(HMM – Hidden Markov Models) en el mo-
delado acústico [38][37], es muy conveniente
utilizar los MFCC porque se puede asumir que
están no correlacionados entre si y por tanto,
facilitan la estimación de los parámetros del
modelo [10].




Los dos casos se basan en el modelo Fuente Filtro 
que se explicó en la Figura 1, donde los MFCC 
modelaran la envolvente espectral contenida en 
la respuesta en frecuencia del filtro solo polos. A 
continuación se explicarán los dos métodos.
Cepstrum por Deconvolución 
Homomórfica
En este caso, el cepstrum se obtiene a partir del 
logaritmo del espectro de la señal de voz. En la 
práctica, para obtener el espectro se utiliza la 
Transformada Discreta de Fourier (DFT -Discre-
te Fourier Transform) y a su módulo se le aplica 
el logaritmo (cepstrum real). Finalmente, con la 
Transformada Discreta de Coseno (DCT – Dis-
crete Cosine Transform) se obtuvo el cepstrum 
de la señal de voz [41][13].
Figura 2. Estructura básica de un codificador CELP.
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Es de destacar, que en el cepstrum obtenido para 
una señal de voz, la componente de la envolvente 
espectral decae rápidamente con, de tal manera 
que para obtener los Coeficientes Cepstrales 
podemos realizar un procedimiento denomina-
do liftrado (filtrado en el dominio cepstral) para 
quedarse con los primeros valores de que repre-
sentarán la envolvente espectral. Usualmente, en 
el liftrado se utilizan sólo los 12 primeros valores 
[32][41].
El cepstrum también puede ser obtenido en la 
escala MEL utilizando un banco de filtros so-
bre el espectro de la señal de voz [43], en este 
caso, los coeficientes obtenidos son los MFCC. 
Adicionalmente, se puede calcular la log-energía 
a partir de las muestras de voz directamente, y 
los denominados parámetros dinámicos que se 
calculan a partir de los parámetros anteriores. 
Un resumen del procedimiento descrito se pue-
de apreciar en la Figura 3.
Cepstrum a partir de análisis LPC.
En el procedimiento anterior, los coeficientes
cepstrales que caracterizan el tracto vocal fue-
ron obtenidos a partir de la señal de voz por de-
convolución de sus dos componentes de acuerdo
al modelo fuente-filtro. De esta manera, fueron
separados los coeficientes que corresponden a la
fuente (o excitación) de los que corresponden al
filtro (tracto vocal) utilizando el liftrado. No obs-
tante, si a la señal de voz se le aplica un proceso
de predicción lineal, se puede separar también la
información referente al tracto vocal, de la que
corresponde a la excitación, siendo esta última el
residuo del proceso de predicción.
Dado lo anterior, utilizando los coeficientes del
predictor lineal (LPC) podemos obtener su fun-
ción de transferencia y a partir de ella, su espec-
tro y por tanto, sus coeficientes cepstrales [32].
No obstante, también es posible calcular directa-
mente el cepstrum a partir de los coeficientes de
predicción lineal utilizando la recursión mostra-
da en [1].
Finalmente, dado que los coeficientes cepstrales
son obtenidos a partir del análisis LP, el cepstrum
así obtenido es comúnmente llamado, cepstrum
LP [32][13].
De forma similar a la obtención de por decon-
volución homomórfica, es común añadir la log-
energía calculada a partir de las muestras de la se-
ñal de voz reconstruida así como los parámetros
dinámicos, tal como se observa en la Figura 4.
Cepstrum a partir del bitstream
En el apartado anterior, se describió la forma
de obtener el cepstrum a partir de la informa-
ción del filtro que caracteriza el tracto vocal. No 
obstante, como se describió en la sección de co-
dificación, en un ambiente de voz codificada, la 
señal de voz reconstruida (en la etapa receptora) 
será el resultado de un proceso de síntesis de la 
señal de excitación en su paso a través del filtro 
Figura 3. MFCC por Deconvolución Homomórfica
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modelado en el codificador (en la etapa transmi-
sora).
Lo anterior implica que el análisis de predicción
lineal que se realiza para obtener el cepstrum,
parta de la señal reconstruida en el receptor; y
por tanto, involucre el uso de los parámetros
de la excitación enviados por el codificador. Lo
anterior hace que la señal de voz reconstruida
pueda verse degradada por las distorsiones pre-
sentes en el canal de comunicaciones, y espe-
cialmente aquellas distorsiones producidas en
los parámetros de la excitación que suelen ser
menos protegidos, respecto de los parámetros
que caracterizan el filtro [16][18].
Por estas razones, existe una solución alternati-
va que consiste en obtener el cepstrum directa-
mente a partir de los parámetros enviados por
el codificador, es decir, sin realizar la recons-
trucción de la señal de voz en recepción.
A esta técnica se le conoce como Transpara-
metrización [32][13][23], dado que transforma
los parámetros orientados a la codificación
en parámetros orientados al reconocimiento.
Sin embargo, en nomenclatura de habla in-
glesa, es común referirse a esta aproximación
como “bitstream based” [23][11][12], pues el
cepstrum LP se calcula a partir de los coeficien-
tes de predicción lineal extraídos del bitstream
enviado por el codificador.
Figura 4. Cepstrum LP a partir de voz reconstruida (decodificada)
El procedimiento es descrito con detalle en [33]
[32], en donde además se describen los procesos
para obtener algunos parámetros adicionales que
conforman el vector de características de recono-
cimiento, tales como la energía [33], el periodo
fundamental [13], etc. No obstante, el procedi-
miento tradicional para construir el vector de
características se puede observar en la Figura 5,
en donde es de destacar que la energía deber ser
estimada a partir de los parámetros obtenidos del
bitstream (excitación y envolvente espectral).
. D  
 RAH    

Uno de los aspectos de especial importancia a
tener en cuenta en un sistema de RAH sobre
una red de comunicaciones, es la robustez que
éste tenga frente a las distorsiones típicas a las
que se enfrenta la señal de voz en su paso por la
red. En este sentido, diversos autores coinciden
en que las distorsiones más importantes que
afectan el rendimiento del sistema de RAH son:
los efectos de la codificación-decodificación [7]
[27][32], los errores de transmisión [45][19][11]
[12] y el ruido de ambiente [48][9]. No obstante, 
con los codificadores actuales, los errores de 
transmisión y el ruido de ambiente son los que 
más repercuten en la disminución de la tasa de 
error en el sistema de RAH [13]. 
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De otro lado, en cuanto a los errores de trans-
misión, estos se tornan de manera diferente en 
función de la red de comunicación a utilizar [19]
[35], siendo la pérdida de paquetes en ráfaga, lo 
que más deteriora el funcionamiento de la tarea 
de RAH en un ambiente de transmisión de voz 
sobre IP [36][35][34], y de igual forma, la pérdi-
da de ráfagas de bits en una transmisión de voz 
sobre una red de telefonía móvil [39][11]. En este 
sentido, diversos trabajos muestran como los 
cepstrum LP, en sus dos versiones, se muestran 
muy robustos frente a los errores de transmisión 
y frente a la distorsión por codificación; sin em-
bargo, el cepstrum obtenido por deconvolución 
homomórfica no se muestra tan robusto [14][15]
[32][13] .
Es de destacar también que en las redes de trans-
misión de voz que utilizan codificación de canal 
[51][13], concretamente las redes de telefonía 
celular como UTMS o LTE [51][52], éstas utili-
zan un esquema de protección desigual (UEP) 
[53], que introduce una protección más rigurosa 
a los parámetros que caracterizan la envolvente 
espectral, en deterioro de la protección de los 
parámetros de la excitación. Dado lo anterior, 
el procedimiento de transparametrización pue-
de obtener un especial provecho, pues para la 
construcción del vector de características podría 
utilizar solamente los parámetros que son más 
protegidos, evitando utilizar los menos prote-
gidos y así evitar también la degradación que 
estos introducen en la voz reconstruida y por 
tanto en el sistema de RAH. Lo anterior se puede 
observar en [16], en donde tienen en cuenta este 
esquema de protección desigual para conseguir 
mayor robustez en el sistema de reconocimiento 
utilizando la transparametrización, dado que 
esta última permite realizar una selección de los 
parámetros a utilizar para la construcción del 
vector de características, en comparación con las 
técnicas que utilizan voz reconstruida.
Por último, en cuanto al ruido de ambiente, si 
bien la transparametrización se muestra también 
muy robusta cuando el ruido se presenta en un 
efecto combinado con los errores de transmisión, 
no pasa lo mismo cuando el ruido se considera 
como la principal distorsión (en compañía de la 
distorsión por codificación que está presente en 
el entorno de análisis de este trabajo), pues en 
este caso, las dos aproximaciones que utilizan la 
señal de voz reconstruida, presentan un mejor
comportamiento frente a este importante tipo
de distorsión [13].
. C
Los sistemas de reconocimiento automático de 
habla que utilizan voz transmitida sobre una red 
de comunicaciones, deben tener en cuenta - en-
tre otros aspectos relevantes - los procesos de 
codificación que se llevan a cabo, destacando es-
pecialmente la codificación de fuente que com-
Figura 5. Ceptrum LP mediante transparametrización
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prime la señal de voz para generar un ahorro en 
el ancho de banda necesario para su transmisión. 
No obstante, la codificación de canal también 
ha de ser tenida en cuenta, pues los esquemas 
típicos de protección frente a errores presentes 
en los sistemas de comunicación modernos, 
dan prioridad a la protección de algunos pará-
metros a transmitir (aquellos que caracterizan 
la envolvente espectral), en detrimento de otros 
(aquellos que caracterizan la excitación), lo que 
hace que las técnicas de reconocimiento que re-
construyen la señal de voz con todos los paráme-
tros transmitidos se vean expuestas a los errores 
generados por los efectos adversos del canal que 
deterioran los parámetros menos protegidos. 
De esta manera, tal como lo han advertido di-
versos trabajos previos, los efectos de la codifi-
cación deben ser tenidos en cuenta más allá de 
los efectos que introducen los errores de cuan-
tificación de los codificadores de forma de onda 
tradicionales, pues con las técnicas de codifica-
ción moderna, se deben tener en cuenta también 
los nuevos efectos adversos que éstas introdu-
cen, así como las distorsiones tradicionales que 
introducen el ruido de ambiente, los errores de 
transmisión, entre otros.
En este sentido, las nuevas propuestas de trans-
parametrización de parámetros se muestran
robustas frente a las distorsiones mencionadas,
pues de un lado evitan el coste computacional
asociado al proceso de decodificación, y de otro
lado, excluyen los parámetros que no son rele-
vantes para la tarea de reconocimiento, o en su
defecto le dan un mejor uso, que la tradicional
reconstrucción de la voz a partir de todos los pa-
rámetros enviados por el codificador. La transpa-
rametrización se destaca especialmente en redes
que utilizan codificación de canal, como las redes
de telefonía móvil, y en entornos en donde los
errores de transmisión en ráfagas son la principal
causa de distorsión; sin embargo, en presencia
de ruido de ambiente, como principal causa de
distorsión, el uso del cepstrum LP obtenido a
partir de voz reconstruida, se muestra muy ro-
busto, incluso en diferentes tipos de ruido. Dado
lo anterior, el uso del cepstrum LP (utilizando voz
reconstruida o no), se muestra más robusto fren-
te a las principales causas de distorsión, respecto
del cepstrum obtenido por el tradicional método
de deconvolución homomórfica.
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