Abstract-One challenging problem for human-machine systems is to accurately estimate the position, velocity, and attitude of human foot motion, using an inertial measurement unit (IMU) sensor. This is particularly so in large environments affected by local magnetic disturbances. In this paper, we propose an algorithm that not only handles this problem, but also works efficiently in real time. The novelty of this paper lies mainly in two contributions: First, we propose a dynamic gait phase detection (GPD) method that can detect human foot gait phase with high accuracy (2.78% errors) in dynamic speeds of human foot motion, such as walking or running; second, we integrate an inertial navigation system, a GPD, a zero velocity update, and an extended Kalman filter in real time. The system can, thus, handle the IMU drift problem, as well as noise, for high-accuracy localization both indoors (0.375% errors) and outdoors (0.55% errors). To validate the proposed algorithm, we apply the motion-tracking system (MTS-ground truth), and the results show that 93.7% of the proposed algorithm's results converge on the MTS's results within a distance of less than 7.5 cm. Hence, the proposed algorithm can be embedded in wearable sensor devices for practical applications.
I. INTRODUCTION

I
NDOOR localization has many potential applications, such as searching and rescuing in emergencies, guiding visitors in navigating complex environments, security purposes, etc.
Pedestrian dead-reckoning methods [1] - [3] address the problem of tracking human foot motion by utilizing step length, velocity, and orientation. Technologies, including ultrasound, short-range radio [4] - [7] , global positioning system (GPS) [8] , [9] , laser range scanner [10] , and vision technology [11] are incorporated for higher accuracy in localization. However, their deployment is highly expensive, and their maintenance is complicated.
Human foot localization algorithms hold promise for using with inertial measurement unit (IMU) sensors [12] - [15] , because the technology is not dependent on installed infrastructure; besides, they can be integrated with wearable sensor November 11, 2016 . This work was supported in part by the University of Nevada, Reno, and in part by the National Science Foundation under Grant NSF-ICorps#1559942 and Grant NSF-NRI#1426828. This paper was recommended by Associate Editor R. van Paassen.
The authors are with the Department of Computer Science and Engineering, University of Nevada, Reno, NV 89557 USA (e-mail: luan@nevada.unr.edu; hla@unr.edu).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/THMS.2016.2586741
devices. For instance, IMU is used for localization and tracking of human motion [16] - [18] , adopting different approaches for detection of human foot gait phase. For example, inertial navigation system (INS)+zero velocity update (ZVU) methods and Bayesian filter-based sensor fusion [1] , [10] , [12] , [19] - [24] are used to deal with IMU drift. Additionally, unscented/extended Kalman filter (EKF) [13] , [15] , [25] - [28] and particle filters [29] are applied to increase the accuracy of localization. However, these approaches lead to travel distance errors of up to 10% [13] , [14] , particularly in environments with local magnetic disturbances. In addition, current algorithms do not run in real time and only address certain foot motion speeds; these limitations can inhibit the algorithms' practical application. For example, in our case, we are interested in developing, by applying human foot localization using an IMU sensor, a smart embedded wearable device: A smart shoe for building a real-time 3-D map [30] , [31] . This requires attachment of 2-D laser range scanners and an IMU sensor to the shoe for obtaining highly accurate and real-time human foot localization. Another importance example that requires real-time dynamic foot localization is providing efficient support to monitoring of human health state and gait malady analysis [32] , [33] , 3-D human skeleton localization [34] , human-robot interaction [35] , etc. The two main contributions of this paper are the following: 1) development of a dynamic gait phase detection (GPD) algorithm for accurate detection of human foot gait phases (swing and stance) in dynamic speeds, such as walking and running; and 2) development of a real-time and accurate foot motion localization algorithm, which can integrate the GPD with a ZVU, a heuristic heading reduction (HDR), and an EKF to address IMU drift and noise in environments affected by local magnetic disturbances.
The remainder of this paper is organized as follows. Section II presents an overview of the human foot motion localization scheme. Section III analyzes human gait motion. Section IV presents a real-time human foot motion localization algorithm. Section V applies the motion-tracking system (MTS) to verify the proposed algorithm's accuracy. Section VI presents experimental results to demonstrate the effectiveness of the proposed algorithm, besides comparing it with other existing algorithms. Finally, Section VII presents the discussion and conclusion.
II. OVERVIEW OF THE HUMAN FOOT MOTION LOCALIZATION SCHEME
The overview of the human foot motion localization scheme, with three different modules, is shown in Fig. 1 .
The bottom module is an IMU device with three embedded sensors: an accelerometer for measuring acceleration a t+1 b . The subscript b in these formulas refers to the value of these variables in the body frame of the IMU device; the superscript t + 1 refers to the value of these variables at discrete time t + 1 in the IMU's time series, as shown in Fig. 2 . Certain IMU models available in the market are integrated with the GPS, but no such integration is considered necessary to our IMU device, because we are concerned with only that localization algorithm, which works in environments that have no GPS support.
Since the IMU normally outputs the data of acceleration a , and the quaternion q t+1 , we need to derive the Euler rotation angles, i.e., roll (α t+1 ), pitch (β t+1 ), and yaw (γ t+1 ), from these raw data. The IMU's quaternion is a vector q t+1 (x, y, z, w), and the conjugation (q t+1 ) * of q t+1 is a vector, which are obtained as follows:
Then, the Euler angles of rotation, i.e., α t+1 , β t+1 , and γ t+1 , which rotate along the X-, Y -, Z-axes, respectively, can be obtained as follows:
where 
The middle module includes three components: a GPD, a ZVU, and an HDR. The GPD detects the stance and swing phases of human foot gait from IMU's data. Then, the ZVU and the HDR utilize these data to estimate the error measurement vector m t+1 , which are the most important input data for the success of the EKF algorithm. Because the EKF requires kinematically related measurements of position, velocity, and attitude, it has to rely on the supports from the GPD, the ZVU, and the HDR.
The top module includes an INS and an EKF. The INS system alone cannot cope with the IMU drift. The EKF, with a properly constructed sensor fusion, can estimate the IMU biases; therefore, it can help the conventional INS in reducing the IMU drift. The EKF estimates the errors of actual acceleration, velocity, and position of human foot motion, by taking the error measurement vector from the middle module and the feedback data from the output of the INS (see Fig. 2 ). On its turn, the INS receives IMU's data and the state measurement errors δX t+1 from the EKF to continuously compute, via dead reckoning, the velocity, attitude, and position of human foot motion.
III. HUMAN GAIT MOTION ANALYSIS
A. Dynamic Human Gait Phase Detection
Obtaining high accuracy in human motion localization, using IMU sensors, is challenging because it depends greatly on multiple factors: the drift of the IMU sensors, its position on the Earth, and the local magnetic disturbances from the external environment. Fortunately, human foot motion gait comprises two phases, i.e., stance and swing [36] , [37] , as shown in Fig. 3 , which can be utilized to estimate IMU drift and the effects of environment. In the stance phase, the human foot stands on the ground, and therefore, its actual velocity is zero. Hence, if the IMU's velocity of foot in this phase is different from zero, it must be the error due to IMU's drift. Therefore, we can apply the ZVU algorithm to reduce IMU's drift and enhance the accuracy of localization. Therefore, the accuracy of the stance phase detection, in real time, is crucial to obtaining higher accuracy of human foot localization. Furthermore, the accuracy of human foot motion GPD depends on a person's physical characteristics and foot motion speeds. This leads to a very important question as to how to detect the stance phase accurately in dynamic motion speeds.
However, the current algorithms do not run in real time and only address certain human foot motion speeds. For example, the algorithm in [14] is limited to normal walking speed and that in [13] to offline GPD, which relies on predefined thresholds of acceleration and angular rate. Hence, these algorithms may not work for different human characteristics and speeds of foot motion, in real time.
To solve this problem, we propose an efficient method that automatically computes and updates threshold values through real-time operation and varying foot motion speeds. Therefore, the proposed algorithm can effectively detect human foot motion gait phase in different speeds, such as walking and running.
First, we present the dynamics of sensor data d 
where the real motion of acceleration in the North East Down (NED) of the Earth coordinate system [14] , [38] can be obtained as follows:
where g e is the gravitational acceleration vector
and the acceleration of motion in the NED system can be obtained as follows:
where a t+1 b.i is the acceleration of the IMU in its body frame at time t + 1 of the ith foot step.
The local acceleration a t+1 local.i is obtained as follows:
It is to be noted that (7) is computed in real time. The main difference, compared with the current offline algorithms [13] - [15] , is that this formula requires only data for computing local acceleration from some immediately preceding steps. The superscript j in (7) represents data from time step t + 1, dating back to the previous time steps 2f + 1 (for example, f = 15 steps).
The average acceleration a j ave.i in (7) is, thus, computed as 
It is to be noted that (9) is obtained as follows:
where the initial value of s The dynamic threshold th i of the ith foot step is obtained as follows:
where the initial value of th 0 depends on the IMU sensor, which, in this case, is 0.8, the experimental threshold of a normal walking speed. In general, for an arbitrary IMU, the initial threshold value can be selected from 0.5 to 1. Since th i is a dynamic threshold, it helps the human foot motion localization algorithm in adapting to speed changes in foot motion. This threshold is free from any predefined threshold value and depends only on the speed of motion. It increases when the motion speed increases and vice versa. Hence, it can work with any person's gait and different motion speeds like walking or running.
From (14), we can obtain the dynamic human gait detection g 
B. Zero Velocity Update Algorithm
As mentioned in Section III-B, whenever the GPD algorithm detects the stance phase of human foot motion gait, the ZVU algorithm [12] , [13] , [15] can measure the bias velocity, which helps in fixing the error due to IMU's drift. Hence, the ZVU algorithm is important in enhancing the accuracy of the human foot localization by using IMUs. Without loss of generality, we can assume that each gait of human foot motion occurs over a duration of [T i − δT i , T i ], where T i is the discrete time at the end of the stance phase of the ith foot step, as shown in Fig. 2 . The bias error a t+1 be of acceleration at time t + 1 = T i of foot motion in the stance phase can be obtained as follows:
Then, from (16), the bias error of acceleration in the NED system can, thus, be obtained as
We can now compute the bias error of acceleration in the IMU body frame as From (18), we can extract the bias error velocity, which is also the drifted velocity δv t+1 , in the body frame as follows:
The actual motion value of acceleration a t+1 a can, thus, be calculated as
The actual velocity and position of the human foot motion can be obtained as follows:
C. Heuristic Heading Reduction
It is to be noted that human foot motion usually occurs in a straight direction. For this reason, an HDR algorithm [13] , [39] is applied to adjust the drifted yaw(γ) angle of heading direction. If the magnetic field of environment changes the heading direction, that would affect the bias of γ angle. Hence, we can rely on comparing the γ angle at time step T i with the two previous γ angles, at time steps T (i−1) and T (i−2) . The result helps adjust the bias of γ angle as follows:
where T i is the last discrete time of the stance phase of the ith foot step (see Fig. 2 ). The HDR adjusts the straight bias of γ angle at each discrete time t + 1 for accelerating the swing phase as follows:
where the threshold value (th γ = 0.5 rad) is chosen depending on the outcome of the experiment. After applying the HDR algorithm, the acceleration at the swing phase of each time step needs to be updated as follows: (25) where M 1|0 NED can be obtained from (39) , but α, β, and γ in this equation need to be updated as follows:
where α t+1 , β t+1 , and γ t+1 are as given by (2). The real motion acceleration in the NED system can be obtained as follows: (27) where g e is as given by (5).
In addition, when we apply the HDR and INS/ZVU algorithm for actual velocity and position, (21)-(22) will have to be computed again by using the new actual acceleration a t+1 m HDR .
IV. REAL-TIME HUMAN FOOT MOTION LOCALIZATION ALGORITHM WITH DYNAMIC SPEED
In this section, we present the real-time human foot motion localization algorithm by applying the proposed method for dynamic gait detection. We name it as real-time dynamic INS/EKF+ZVU+HDR algorithm and show its diagram in Fig. 6 .
In this diagram, whenever the DGP algorithm detects a stance phase of gait at time t + 1, the ZVU and the HDR algorithms estimate the vector m t+1 of the actual error measurement for EKF's input data as
where the bias of yaw angle δψ t+1 is obtained by the HDR algorithm as in (23) , and the bias error of velocity is obtained as follows: (29) where v T . The EKF's error state vector [13] , [15] at the previous time t is a 15-element vector δX t|t , and its function corrects the INS's output values: the velocity, the position, and the attitude, as shown in Fig. 1 
where δX t|t is the EKF's error state vector at previous time t, and n t p is the process noise assumed to be zero mean Gaussian white noise with covariance matrix 
where I is a 3 × 3 unit matrix, and 0 is a 3 × 3 zero matrix. S(a t+1 n ) is a skew-symmetric matrix of the following accelerations:
where a t+1 n is the bias-corrected acceleration in the NED frame:
Here M t+1|t NED is a transformation matrix, as given in (37). The bias compensations for acceleration a here are in the IMU's body frame. The transformation matrix [13] , [15] M t+1|t NED that transforms the data from IMU's body frame into NED's frame is obtained as follows:
where δΩ t is a skew-symmetric matrix of the following angular rate:
where w t b is computed by (36a), and M t|t NED is the last rotation matrix, updated by EKF at the previous step t. At the first time, t + 1 = 1, the M 1|0 NED is estimated as (39) , shown at the bottom of the page. Here , c, s, α, β and γ are cosine(), sine(), roll (α 1 ), pitch (β 1 ), and yaw (γ 1 ), respectively.
c(γ)c(β) c(γ)s(α)s(β) − c(α)s(γ) s(α)s(γ) + c(α)c(γ)s(β) c(β)s(γ) c(α)c(γ) + s(α)s(γ)s(β) c(α)s(γ)s(β) − c(γ)s(α)
The EKF's error state at time t + 1 can be obtained by
where K t+1 is the Kalman gain defined in (43) and m t+1 in (28); H is a measurement matrix The EKF's measurement model is defined by
where n t+1 z is the measurement noise with the covariance matrix
The value of R t+1 can be obtained from the real-time output data of the IMU's covariances provided by the vendor.
is the value of diag matrix of orientation covariance of IMU.
The Kalman gain is obtained as follows:
where P t+1|t is an estimated error covariance matrix, computed at time t + 1 of the IMU's output sequence. The value of P 0|0 can be obtained from real-time output data of the IMU's covariances, provided by the vendor. 1, 2, 3) is the value of diag matrix of linear acceleration covariance of IMU
where Q t is a process noise covariance matrix; the previous P t|t is computed by
Now, the acceleration a t+1 e of human motion in the NED frame can be obtained by transforming the bias-compensated acceleration from (36b) to the NED frame and then subtracting the vector g e from it as follows:
The predicted velocity of EKF in the NED frame at time t + 1 is integrated from the motion acceleration as follows:
This velocity is integrated one more time to compute the foot position in the NED frame as
Finally, we can use the EKF's error state vector in (40) to adjust the values of the velocity in (47), the position in (48), and the attitude in (37)
where
where δϕ t , the EKF's error state value for the attitude at the previous time t, is obtained as in (40) .
The summary of the real-time dynamic speed of human foot motion localization algorithm, INS/EKF+ZVU+HDR, is presented in Algorithm 2.
V. ALGORITHM VALIDATION WITH THE GROUND TRUTH SYSTEM
The MTS from Motion Analysis Corporation [40] has a high level of precision, with only a submillimeter error. Therefore, it can be used as ground truth system or an independent and accurate localization system to validate the proposed algorithm. In this validation, the difference between the MTS's results and the proposed algorithm's results on the same coordinate system denotes the error of the proposed algorithm.
For this validation, we setup the experiment as shown in Fig. 7 . The configuration of this MTS includes 16 passive optical cameras, which are mounted on the pipe system around the wall of Advanced Robotics and Automation (ARA) lab, as shown in (2) in Fig. 7 . Because the shoe needs to be tracked as a rigid body, seven markers are attached to it, as shown in (3) in Fig. 7 . Fig. 8 illustrates the tracking of the movement of the shoe as a rigid body by the MTS.
A. Calibrating the Motion-Tracking System and the Proposed Algorithm
The MTS and the proposed algorithm collect and present data in different coordinate systems. Therefore, for the algorithm's validation, it is important to calibrate them in the same coordinate system. The easiest way to do this is to transform the data of both MTS and the algorithm into the NED system. To transform MTS's data into the NED system, we mounted a 3DM-GX3-25 IMU on an L calibration frame (see (1) in Fig. 7) , a tool for calibrating and building the coordinate system of the MTS. This makes the coordinate system of IMU and the L frame equivalent. Therefore, the Euler angles {roll (α), pitch (β), and yaw (γ)} of both the IMU and the MTS are also equivalent. Hence, the rotation matrix R t+1 M , which converts the MTS's data from the MTS body system into the MTS's NED system, is obtained by the same formula as M 1|0 NED in (39)
We name the position collected from the MTS for a marker m at time t + 1 on the shoe in the MTS's body frame as p 
The IMU's moving point p t+1|t+1 in the proposed algorithm at time t + 1 is obtained as in (50). Because the markers and IMU are mounted on the same shoe, the starting points of the marker m and IMU in the proposed algorithm at starting time t + 1 = 0 are equivalent, p 0 m NED = p 0|0 . Otherwise, p 0|0 is the original point in the IMU's NED system. Hence, it is necessary to transform the original position of the IMU's NED system into the MTS's NED system as follows:
After transforming the data of both the MTS and the IMU algorithm into the same coordinate system by (54) and (55), we plot them on the same figure (see Fig. 9 ) to compare their accuracy. In Fig. 9 , the dashed-dotted line and solid line present the trajectories tracked by the MTS and the proposed IMU algorithm, respectively. The exact difference between these trajectories denotes the error of the proposed algorithm. In this validation, the difference distance is 45 mm, whereas the traveling distance around the ARA lab is 13.4 m. Therefore, the average error in the total traveling distance is approximately 0.335%. To further demonstrate the validity of the proposed algorithm, we plotted the trajectory error between the MTS and the proposed algorithm along x-and y-axes (see Fig. 10 ) and found that the maximum error is small, around 280 mm.
B. Empirical Demonstration of Convergence
To demonstrate the convergence of the proposed algorithm in the MTS, we use the probability density of the difference between them. The difference function is obtained as follows:
The probability density of the differences is computed by
where f is the frequency function, and n is the number of points on the MTS's trajectory, {p t+1 m NED }, and t + 1 ∈ {1, 2, ..., n}. Because the responding rates of the MTS and the IMU are different, and the MTS is considered as the ground truth for this validation, the number of total elements n in (57) is exactly the same as the number of total elements in the MTS's dataset {p t+1 m NED }. The results of the probability density, plotted in Fig. 11 , prove the convergence of the proposed algorithm with the MTS's results (93.7% of the proposed algorithm's results are convergent with MTS's results in the small error range of less than 7.5 cm).
VI. EXPERIMENTAL RESULTS
In this section, we implement the proposed algorithm (INS/EKF+ZVU+HDR) and compare it with two other algorithms: the INS/ZVU and the INS/ZVU+HDR. For this, we mount a MicroStrain 3DM-GX3-25 IMU sensor on the shoe for testing them (see (3) in Fig. 7) . The specifications of this IMU Fig. 11 . Convergence of the proposed algorithm is over 93% for an error range of 7.5 cm around MTS's results. 
A. Indoor Localization Tests
We tested the algorithms with different walking speeds in the hallway on the third floor of the Scrugham Engineering and Mines (SEM) building at the UNR campus. 
B. Outdoor Localization Tests
For outdoor environments, we tested and compared the proposed algorithm with the others over a larger scale trajectory along the sidewalks of the UNR campus. The results are plotted in Fig. 14 . The average difference in distance between the starting and the ending points in the 2-D coordinate system for real-time dynamic INS/EKF+ZVU+HDR is about 3.59 m over 645 m, equivalent to 0.55% error. The zoom-in area "A" (see Fig. 14) is the starting/ending point of the testing path on the UNR campus, whereas point "B" is the area, which shows walking through the building gate of a UNR building. Large noise of local magnetic disturbances can be seen around point "B" (see Fig. 15 ) because of large steel frames used in the nearby construction. This caused the trajectories of the INS/ZVU and INS/ZVU+HDR algorithms to completely turn in the wrong directions, whereas the trajectory of the INS/EKF+ZVU+HDR algorithm remained excellent. 
VII. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a real-time human foot motion localization algorithm, which integrates the dynamic GPD, the ZVU, the HDR, and the EKF. As a result of this integration, the proposed algorithm could remove most of the IMU's heading drifts, as well as the magnetic noise of both indoor and outdoor environments. The proposed algorithm could accurately estimate, in real time, the human foot position, velocity, and attitude in dynamic motion speeds. Moreover, it has been validated by an independent and accurate localization system. To demonstrate the effectiveness of the proposed algorithm, real-time localization tests have been conducted in both indoor and outdoor environments with the existing of magnetic disturbances.
Motivated by recent advances in the development of embedded technology in human-machine systems, inertial/IMU sensors are embedded in smart and wearable devices, such as shoes, watches, phones, band aids, etc., to support human daily activity. We expect that the proposed human foot gait detection and localization algorithm will further contribute to support human life in general, and elderly people in particular, who may need wearable technologies to make their life easier.
Human localization in both indoor and outdoor/GPS-outage environments has always been an important and challenging problem. Our proposed human foot localization algorithm provides a solution to this problem, and we expect that this algorithm will open up new vista for more effective indoor/outdoor human tracking in matters relating to medicine, healthcare, business logistics, and possibly entertainment.
Although the proposed algorithm targets environments with no support from other sensors, such as GPS, radio tracking systems, cameras, etc., it is possible to integrate it with these sensors to enhance the performance of human foot localization over long distances.
