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In this work the Transient Time Correlation Function (TTCF) algorithm is applied to study highly confined
molecular fluids. We focus on linear polymer chains of various lengths trapped in a slab pore which is a few
nanometers thick and made of atomistic walls, and the behaviour and response of the polymer melt subject
to shear flow is considered. The shearing is produced by shifting the walls in opposite directions, and the
temperature inside the channel is controlled by a thermostat applied to the wall atoms alone, so as to mimic
the dissipation of heat as it occurs in real devices. It is shown how the TTCF algorithm can be applied to extract
the fluid’s dynamical and structural properties as they evolve from equilibrium and until a steady state has
been established. We note that this procedure is applicable to fluids of any complexity and down to extremely
low fields, comparable to those present in experimental devices. It is also shown that this technique can be
used to probe local properties at specific locations across the channel. This feature is of particular significance
because liquid properties inside nanoconfined geometries are mostly determined by the interactions at the
interface and specifically by the structural reordering which affects the first few atomic/molecular layers close
to the wall surface e.g. slip.
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1 Introduction
In the last few decades fluid transport at the nanoscale has attracted considerable interest both
from an experimental and a theoretical point of view. This is due to the wide range of areas in
which transport plays a key role, from material science to biophysics [1, 2], and to recent tech-
nological advances in miniaturisation technologies. It is now possible to manufacture molecular
scaled devices, e.g. membrane materials [3–5], nanotubes [6–8], nanowires [9], thermoplastic ma-
terials for lab on a chip applications [10] etc., but much work is still necessary to understand how
fluids behave in such confined geometries and how to control desired properties. In particular
the study of flow viscosity in extremely narrow pores is of interest in many processes such as the
permeability of crude oil in oil-bearing reservoir rocks, lubrication and water flow through cells.
In spite of their importance, these systems are extremely difficult to study and model. At
the micro- and nanoscales, the dimension of the devices become comparable in size to that
of the particles forming the fluid. This not only affects the fluid behaviour but it is also a
problem for the stability and wear of the device itself. Furthermore continuum models fail to
apply in small pores, i.e. Navier-Stokes equations are known to break down roughly below ten
molecular / atomic diameters [11, 12], as the granular nature of the liquid becomes apparent
and the thermodynamic properties vary appreciably within the length scale of the confining
device. For example, high confinement can appreciably change the fluid structure and liquid-
solid phase transitions can occur close to the interface due to layering [13, 14] and this effect
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can be enhanced by shear which induces further orientational order [15]. Polymer melts can
also exhibit significantly different dielectric responses when confined between parallel sheets of
atomically smooth mica [16] and strong rubber-like elasticity when confined in a channel less
than the unperturbed radius of gyration of a molecule [17].
Detection of such effects and further understanding of their origin is however difficult and
expensive due to the lack of experimental apparatuses capable of probing such thin films, espe-
cially if the confinement is due to solid, non-transparent walls on both sides. Many experimental
works rely on surface force apparatuses (SFA) [18, 19]. They provide enough resolution to detect
the small effects that polymeric films have on the confining wall, but in general only measure
average forces due to the collective action of the molecules and irrespective of the film’s internal
anisotropies. However the response of a fluid to an applied stress can be highly dependent on its
position within the channel i.e. it is nonlocal. Slip for example, can happen amongst the first
few layers of fluid away from the wall and not at the interface itself i.e. apparent slip, as the first
liquid layer can be chemically adsorbed. To the best of our knowledge no experimental technique
is capable of detecting such behaviour [20].
Nonequilibrium molecular dynamics (NEMD) gives access to the fine structure of these sys-
tems explicitly including the atomic nature of the interactions. With the present computational
resources, simulations of few tens of nanometers are common [21], however to overcome the ther-
mal noise affecting physical quantities, and to observe the occurrence of physical phenomena over
accessible timescales, high external fields have to be used. Transport coefficients are calculated
as the ratio L = J/Fe, where J is the flux that results as a physical response to the driving field,
Fe [22]. Equilibrium molecular dynamics (EMD) enables calculation of transport coefficients by
exploiting the naturally occurring fluctuations within the fluid, however it is useful only in the
linear response regime and is applicable to homogeneous systems (i.e. bulk) [23].
Highly confined fluids exhibit nonlinearities at increasingly lower fields as the molecular weight
and complexity of the molecule increases. Because NEMD direct averaging methods are affected
by poor statistics at low fields and Green-Kubo relations are only valid at equilibrium, there
exists a gap which is hard to cover with conventional methods [24].
The dissipation theorem [25, 26] provides a formal expression for the response of phase variables
to the application of a field, arbitrarily close or far from equilibrium. It can be written in
a form involving a transient time correlation function (TTCF), which resembles the Green-
Kubo relations for transport coefficients and linear response theory expressions for response
of phase variables, however it is more widely applicable. A TTCF expression was first derived
for adiabatic systems [27–29] and later extended to enable explicit treatment of homogeneous
thermostats which made it amenable to study nonequilibrium steady states [30]. Subsequently,
the dissipation theorem was obtained, which give a generally applicable result [25, 26]. The
TTCF expressions provide numerical advantages in calculation of properties at low fields (e.g.
[30–38]).
The scope of this work is mainly methodological: we show how the TTCF formalism can
be applied to confined systems to monitor their response to applied external fields at precise
locations in the confined region. We consider a molecular fluid, made of mono-disperse linear
polymers, confined in a slit pore and subjected to shear i.e. Couette flow. The velocity gradient
is induced by a movement of the atomic, thermostatted walls in opposite directions allowing
the heat generated by friction to naturally dissipate through the walls. We then apply the
TTCF algorithm in the formalism of the Dissipation Theorem [25, 26] together with the Method
of Planes [39] and histogram approximations [40] to measure the response of several physical
quantities as we consider regions at a range of distances from the wall-fluid interface.
The TTCF formalism has been used to study Couette flow in the bulk for simple atomic and
molecular fluids (e.g. [30, 31, 33, 34]). These studies, established a connection with response
theory by mechanically perturbing the Hamiltonian equations of motion for the whole system.
For confined systems few studies exist and this is probably due to the different types of dynamics
occurring in the system i.e. Newtonian and thermostatted, which makes the definition of the
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dissipation more difficult to establish. In a previous work [38] the authors have shown how
to use TTCF for confined atomic fluids and analytically derived the dissipation following its
mathematical definition, therefore clarifying any ambiguities that could exist [32, 36, 41, 42].
In this work we apply TTCF to confined linear polymers chains undergoing Couette flow as a
computationally simple, but non-trivial, system on which to test the method, and furthermore
look at how the fluid responds in different regions across the channel i.e. local response. As
previously discussed, this is particularly useful for complex fluids which might exhibit layering or
orientational ordering close to the boundaries. For example is known that polydisperse polymers,
if confined, will distribute so as to have low molecular weight polymers collecting close to the
boundaries [43]. Our study can therefore help the understanding and prediction of phenomena
in small geometries and aid in the development of new nanodevices and lubricants.
2 Methodology
We model monodisperse linear polymer chains confined between atomic boundaries.[38] The
walls move in opposite directions to induce shear flow at shear rates which would normally
prove to be too small to provide any valuable statistics using direct NEMD simulations. The
polymer is modeled as a finitely extensible nonlinear elastic (FENE) chain [44, 45]. Chains of
several lengths (1, 2, 4, 8 and 12 beads) are considered and a Weeks-Chandler-Anderson (WCA)
potential [46, 47] is used to model the interaction between beads belonging to the same and
different polymers, and also to describe the interaction of the fluid with the boundaries. The
WCA potential is a purely repulsive potential which neglects attractive effects and is given by,
ΦWCA =
4
[(
σ
rij
)12
−
(
σ
rij
)6]
+ , rij 6 2
1
6σ,
0, rij > 2
1
6σ,
(1)
where the cutoff radius, rcut = 2
1
6σ ' 1.122σ, rij = |qi−qj|, qi is the laboratory particle position,
σ is the value of rij for which the LJ interaction potential is zero, and  is the well-depth of
the LJ potential. All physical units are expressed in reduced units  = σ = m = 1. The WCA
potential allows modelling of both linear and nonlinear regimes, while retaining computational
speed.
Atoms belonging to the same polymer are linked by a FENE potential used to simulate linear
polymer chains or branched polymers, [48–50]
ΦFENE =
{
−0.5 k R0 ln
[
1− (rij/R0)2
]
, for rij 6 R0,
∞, for rij > R0,
(2)
where R0 is the finite extensibility and k is the elastic constant. These parameters were set to
typical values of R0 = 1.5 and k = 30 in reduced units. [51]
The wall atoms interact with the polymer beads and other wall atoms via a WCA potential
and in addition they are subject to a harmonic potential which tethers each of them to a virtual
lattice site, leaving them free to oscillate as a consequence of interactions,
ΦH(|qwi − qLi |) =
1
2
kw|qwi − qLi |2. (3)
Here the superscripts w and L indicate the wall particle and its lattice site, respectively. The
harmonic spring constant kw has been set to 150, a common value in the literature which provides
balance between constraint (avoiding fluid penetration of the lattice) and movement (allowing
April 28, 2015 14:18 Molecular Simulation Confined-local-TTCF˙ref1
4 Taylor & Francis and I.T. Consultant
an efficient coupling with the thermostat e.g. see Travis et al. [11]). A shift of the lattice sites
drives the wall particles, inducing a velocity gradient in the fluid due to particle interactions
(friction). As in previous studies, we use one layer of dense wall particles to improve efficiency.
No particles were observed escaping through the wall, and one layer also proved to be sufficient
to effectively extract the viscous heat produced. Tests with more layers resulted in no detectable
changes in physical properties. The tethered walls formed real boundaries for the simulation cell
in the direction perpendicular to the wall, whereas periodic boundaries conditions (PBCs) were
employed in the directions parallel to the wall.
The wall atoms were thermostatted with a Nose´-Hoover thermostat [52]. The equations of
motion are,
{
q˙fi = p
f
i /m
f
i ,
p˙fi = F
f
i + F
fFENE
i ,

q˙Lix = ±
1
2
γ˙Ly,
q˙wi = p
w
i /m
w
i ,
p˙wi = F
w
i − ξwpwi ,
ξ˙w =
1
Q
[∑
i
pwi
2
mwi
− 3NkBT
]
.
(4)
where the superscript f and w refers to the fluid and wall particles respectively, the superscript
FENE refers to the bonding interaction between fluid particles belonging to the same polymer,
q˙Lix is the x coordinate of the lattice site, γ˙ is the strain rate, Ly + σ is the distance between the
two walls (as defined in Fig. 1), ξ is the thermostat multiplier and Q is the relaxation constant
of the thermostat. The momentum of particle i is given by pi and the force on that particle by
Fi. The plus/minus sign refers to the direction of movement of the top/bottom wall respectively.
We now provide a description of the TTCF formalism but we refer the reader to our previous
work [38] for a detailed discussion of the TTCF algorithm applied to confined realistic systems
and to the works of Evans and Morriss [53] (for mechanically driven systems) and Evans et al.
[26] for a more general formalism derived from the dissipation theorem. TTCF is applicable to
a broad class of systems, i.e. evolving under an arbitrary dynamics, and an arbitrary initial
distribution of the form f(Γ, 0) = exp
[− F (Γ)]/ ∫ dΓ′exp[− F (Γ′)], where F is a real function
for which the distribution function is symmetric under time reversal f(Γ, 0) = f(MTΓ, 0). There
is no requirement for the initial ensemble to be at equilibrium (however it cannot be fractal).
The TTCF expression is,
〈B(t)〉f(Γ,0) = 〈B(0)〉f(Γ,0) +
∫ t
0
ds 〈Ω(0)B(s)〉f(Γ,0), (5)
where B(t) ≡ B(Γ(t)) is a function of the phase-space vector (e.g. it could be the microscopic
expression for a physical global property like the pressure, or a local property such as the local
density in a region), Ω is the dissipation function (defined below) and the symbol 〈 〉f(Γ,0) means
that the ensemble average is performed with respect to the phase space distribution function at
time zero (which will be canonical in the current work) even though the system move away from
equilibrium at times t > 0. In the limit of vanishing external fields Fe → 0, Eq. (5) becomes
equivalent to the expression for the response of phase variables from linear response theory and
can be used to obtain the Green-Kubo results for transport coefficients.
The central quantity in the TTCF is the dissipation function Ω. It is proportional to the
rate of spontaneous entropy production for systems close to equilibrium where linear irreversible
thermodynamics is applicable, i.e.
Σ(t) = −βFe(t)J(t)V, (6)
where V is the volume of the system, Fe(t) is the external dissipative field, J(t) is the dissipative
flux and β is the Boltzmann’s factor in which the temperature T is the temperature of the
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system.[54, 55] For our system (initially sampled from a canonical distribution and with moving
walls as described in [38]), the dissipation function is,
Ω = β
∑
i
(− k(qwix − qLix)q˙Lix), (7)
where the index i runs over the wall particles (w) and lattice sites (L), and k is the strength
of the tethering potential of Eq. (3) (see Ref. [38]). Eq. (7) sums the product of the tethering
force and flux for each wall particle, and divides by the temperature, similarly to the entropy
production of Eq. (7). However it should be noted that in Eq. (6), β is always the temperature
to which the system would relax in the absence of the dissipative force or flux, which is well
defined even far from equilibrium and differs from the temperature in Eq. (6) which is only
well defined close to equilibrium.[55] For our system, the value of the dissipation function is
exclusively determined by the displacement of the wall atoms with respect to their lattice sites.
This is a key point because it means that there are no restrictions on how the fluid inside the
channel or the wall are modeled, i.e. which combination of potentials and parameters to use.
The phase-space function B(Γ) in Eq. (5) might not depend on all components of the phase
space vector Γ, but just on some components of it, e.g. the position and velocity of the particles
in a particular region. This point is of particular interest because it means that the response of
properties at particular positions across the channel can be calculated, for example the shear
stress at different locations across the pore. By letting B in Eq. (5) be given by the local phase
function, the time-dependent local response of the local function would be calculated.
Because the technique relies on a correlation between fluctuations in the properties of wall
particles and fluid particles, as the channel is widened the correlations will be dampened by
the layers of fluid in between. This technique is therefore particularly well suited to studying
interface phenomena as no matter how wide the channel is, the statistics of the properties of the
liquid layers close to the boundaries are not going to be affected.
We note that in obtaining Eq. (5), it is assumed that B(t) is differentiable. When consider-
ing local properties, this needs to be considered because if particles move out of a region the
instantaneous value of a property in that region can change discontinuously. The problem can
be circumvented by defining regions so that their boundaries are smooth (but arbitrarily steep)
and therefore from a physical point of view this is not problematic.
To calculate the components of the pressure tensor as a function of the position in the liquid
we used the Method of Planes (MoP) [56] which provides an efficient and exact expression. The
channel is divided into planes equally spaced, and the velocity of the particles crossing the planes
and the force between the particles on opposite sides of the planes are coupled to generate the
potential and kinetic contributions to the pressure tensor respectively, P = PU + PK :
PUαy(y) =
1
4A
∑
ij
Fαij [Θ(qyi − y)Θ(y − qyj)− Θ(qyj − y)Θ(y − qyi)] , (8)
PKαy(y) = limτ→∞
1
Aτ
∑
0<ti,m<τ
∑
i
pαi(ti,m)sgn [pyi(ti,m)] , (9)
where i and j are the particle indices, α is any of the x, y or z components in the force and
momentum vectors, Θ is the Heaviside step function and m indexes the times at which the
particle crosses the plane. When interactions across planes are due to polymer-polymer fluid
elements, molecular forces and molecular center of mass (COM) velocities have been used. This
method allows a high resolution because the separation of the planes does not influence the
statistical precision of the pressure tensor.
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We also calculate the velocity of fluid layers of different thickness using the binning method
[40], i.e. the channel is divided into equally spaced slabs (and centered around the planes used
in MOP) and the streaming velocity is computed as an average evaluated at the midpoint of
each slab. This can provide valuable information to enable observation and understanding of slip
at the microscopic level. Many factors can influence slip, such as wettability, atomic roughness,
species adsorbed at the surface and the eventual presence of gaseous layers or different density
close to the interface. All of those are determined by the molecular interactions and molecular
structures between the atomic wall faces and the molecular layers adjacent to the walls.
The classic assumption of no-slip boundary conditions (BC) is usually not valid, and slip is
of particular interest at the length scales considered in this paper because it has a significant
effect on the flow rate across the whole channel in these cases. Much work has been done in
recent years to study this phenomenon using both the simulations and experiments [57–61]. To
describe the degree of slippage many use the slip length Ls, first introduced by Navier [62] to
complement the theoretical continuum description of macroscopic flow and defined as
Ls = η0/ζN , (10)
where η0 is the shear viscosity of the fluid and ζN is the friction coefficient specific to the fluid
and solid system. However it is probably not the most convenient way of describing flow in
nanochannel where the continuum description breaks down. The definition itself is in fact not
suited to a direct evaluation either in experiments and in simulations. It must be inferred by first
determining the flow profile, then calculating its tangent close to the boundary and calculating
the distance below the interface where the tangent meets with the fictitious plane where the
condition of no slip is satisfied. In NEMD simulations the difficulty arises from the high noise
to signal ratio for flow fields close to experimental values which make the interpolation of a
velocity profile unreliable [63]. We also note that while the slip length is commonly assumed to
be constant, it has been shown to be shear rate dependent at higher shear rates [64].
In experiments, slip length is usually measured indirectly by methods such as fluid tracing [65]
or surface force microscopy [66, 67]. The first measures the actual velocity of tracer particles,
the latter the forces between confining surfaces.
Simulations can directly measure the velocity and shear or normal force in a way comparable
to experiments. It is also possible to probe these quantities for several layers and interpolate the
velocity profile to determine the slip length. In particular it would be possible to detect apparent
slip. This situation is particularly problematic using experimental techniques although issues
with this approach have also been considered in recent equilibrium MD simulations which use
equilibrium correlation function among fluid and walls to extract interfacial friction coefficients
[68, 69]. These methods are valid in the linear regime however, and as noted earlier, for high
molecular weight systems the nonlinear regime can extend to low fields. In addition, they cannot
capture the fluid-fluid interactions when adsorption occurs.
The only limitation of the TTCF approach resides in the computational time. TTCF monitors
the response of a system as it is perturbed from an initial ensemble (which for most practical
purposes is a canonical distribution). If steady state behaviour is of interest, the dynamics has
to be followed long enough to allow the system to reach its steady state. However this approach
can also provide valuable information on the transient behaviour.
3 Simulations and Discussion
We conducted simulations at a temperature of T = 1.0 and density of ρ = 0.8442 for consistency
with previous work. The equations of motion were integrated using a fourth order Runge-Kutta
scheme and a time step dt = 0.004 which has been shown to give reliable results [38]. The
systems were subjected to shear rates of γ˙ = 1× 10−1, γ˙ = 1× 10−3 and γ˙ = 1× 10−5. The first
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is high enough to show the agreement of directly evaluated phase space average from the left
hand side of Eq. (5) (which will refer to as DAV results) and the value obtained from the TTCF
expression on the right hand side of Eq. (5) (which we will refer to as TTCF results). The second
and third lowest shear rates were considered to show the superior statistics generated by TTCF
at low fields. The system is composed of 128 wall atoms organised in a top and bottom layer to
create the containing walls. The 320 polymer beads were placed in the channel and connected in
order to form the polymer chains. The channel was 5.29σ wide and 8.5σ long, which is sufficient
to prevent the head and tail of the same polymer from interacting. The TTCF expression above
is exact for all system sizes, so quantitative agreement between the results obtained from the
left and right hand sides of the equation are expected. However with the system size considered
here, the properties may not have converged to those of a bulk polymer in a slit pore, and the
trends observed in the properties should only be taken as being indicative of a larger system.
As the main purpose of the paper is to test the methodology, a smaller system was selected to
reduce computation time.
All systems were equilibrated for 500 time units (125000 time steps). Afterwards, from the
equilibrium trajectory, configurations (position and momentum of all particles) were selected
every 1.0 time units (250 time steps), and were used as starting point to generate nonequilibrium
trajectories. In addition each of these starting points was mapped to produce another phase
space point that would be equally likely to be observed in the initial canonical ensemble. For the
canonical distribution function, an example of such a mapping is Γ(q,p)→ Γ′(q,−p) and this
was used in this case. A phase space mapping saves computational time as it uses one equilibrium
phase point to produce two ensemble points [22]. A total of 80,000 starting points were sample
from the equilibrium simulation, and used to generate 160,000 nonequilibrium trajectories.
A mapping can also be useful to improve statistics. At long times, for systems exhibiting
mixing, the terms Ω(0) and B(s) will become uncorrelated and 〈Ω(0)B(s)〉 → 〈Ω(0)〉〈B(s)〉 = 0
because 〈Ω(0)〉 = 0. However, due to numerical inaccuracies and finite sampling, the average
of the dissipation function might not be identically zero 〈Ω(0)〉 6= 0, and those errors would
propagate in the time integral of Eq. (5). A mapping such that Ω(Γ(0)) = −Ω(Γ′(0)) can
solve the problem. Unfortunately, this is not always possible, especially when the geometry
of the system is complex [34]. We chose to use a momentum reflection mapping for efficiency
purposes, and use the extended formula 〈Ω(0)B(s)〉−〈Ω(0)〉〈B(s)〉 inside the time integral. This
is acceptable because we know a priori that it is only for numerical reasons that 〈Ω(0)〉 is not
identically zero.
We compare results for 1, 2, 4, 8 and 12 bead polymers and consider the values of the xy
component of the pressure tensor at the wall / fluid interface and in the middle of the channel,
and the global molecular shear stress inside the channel calculated using the Irving-Kirkwood
expression for the molecular pressure tensor [56],
PM =
1
V
Nm∑
i=1
pipi
Mi
− 1
2
Nm∑
i=1
Nb∑
α=1
Nm∑
j 6=i
Nb∑
β=1
rijFiαjβ
 , (11)
where Mi is the total mass of polymer i, pi the COM peculiar momentum, rij = rj − ri is the
separation between the centers of mass of polymer i and j, Fiαjβ is the intermolecular force
vector on site α on molecule i due to site β on molecule j, Nm is the number of molecules and
Nb is the number of beads on a given chain.
The value of 〈Pyy〉 at the interface is shown only for the higher strain rates to demonstrate the
level of agreement between the DAV and TTCF results; for small strain rates the response was
too weak to show any departure from the equilibrium value. The channel was divided into bins of
0.45σ, and the planes for the computation of shear stress with MoP were placed at their centre.
In Fig. 1 we show a snapshot of the simulation box, which has PBCs in the x and z directions,
for the 8-bead chain and in Fig. 2 we show the density profile for the same system, using both
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the beads atom and molecular (i.e. centre of mass density) positions. As it can be expected the
two are quite different, with the atomic density reaching further into the interface. To calculate
the pressure we used the molecular pressure tensor as this is a more meaningful quantity in our
system. Slip in particular would be underestimated by considering beads movements because
of the possible revolution of the polymer with respect to its centre of mass. In Fig. 2 we also
highlight bin and plane number 3 which we use for calculations of properties at the interface.
Fig. 3(a) shows the response of 〈Pyy〉 for the 12-bead polymer at the interface when a strain rate
of γ˙ = 1 × 10−1 is applied. At this high strain rate the walls introduce what seem to be sound
waves into the fluid, periodically compressing it as the atoms in the walls start to move. This
effect decays very quickly, as is clear in the figure. Fig. 3(b) and 3(c) show the response of 〈Pxy〉
for the same system at the interface when the field is lowered from γ˙ = 1×10−1 to γ˙ = 1×10−3.
The DAV signal is reduced by two orders of magnitude, whereas the noise is not reduced, and
even though for γ˙ = 1×10−1 DAV statistics are superior to TTCF’s, for γ˙ = 1×10−3 DAV error
bars are large enough to prevent the extrapolation of the stress to zero field. We note, however,
that the error bars for TTCF reduce approximately linearly with the field, as can be seen in
later plots at shear rates of γ˙ = 1× 10−5.
Fig. 4(a), Figs. 4(b) and 4(c) give the local value of 〈Pxy〉 in bins 3 and 6 and the global value,
respectively, at γ˙ = 1×10−5 and compares the results obtained using polymers of various lengths.
We can see that the global stress obtained from the Irving-Kirkwood expression underestimates
the local stress both at the interface and in the centre of the channel. This is obviously due
to the inhomogeneities inside the channel. All systems, however, have high oscillations at the
wall and they are higher in magnitude for the longer polymers. This may be explained by the
greater viscoelastic effect in high molecular weight fluids. As explained in our previous work
[38], these oscillations are the product of the vibration of the wall atoms with respect to their
equilibrium lattice position as the walls begin to move from a steady position. It is a real effect
of the acceleration of the walls, and the size and decay of the oscillations will partly depend on
how the wall particles are bound to their equilibrium lattice.
Fig. 4(d) shows the differences between 〈Pxy〉 for the two bins and the global 〈Pxy〉 . There is
generally good agreement between 〈Pxy〉 calculated at the two planes. However, it takes time for
the shear stress to propagate to the plane in the middle of the channel whereas the oscillations
at plane 3 are centred about the steady state value after the third peak.
Fig. 4(e) shows the velocity of the polymer centre of mass close to the wall. This allows us to
extract the streaming velocity in the fluid which is formally defined as
um(r, t) =
∑Nm
i Mvi(t)δ(r− ri(t))∑Nm
i Mδ(r− ri(t))
, (12)
where the index i runs over the number of polymers Nm, vi(t) is the velocity of polymer i at
time t and M is the mass of the polymer. In the calculations, the delta functions are substituted
by finite size bins.
From the polymer streaming velocity the effective strain rate can then be extracted. The term
“effective”is used because even if the velocity of the wall can be controlled the fluid will be
subject to a reduced strain rate due to slip. The effective strain rate calculated in this work
turns out to be approximately one order of magnitude smaller than the one imposed by the wall
even for small polymers. The effective strain rate at γ˙ = 1× 10−1 and γ˙ = 1× 10−5 are: for the
atomic system γ˙ = 7.2× 10−2 and γ˙ = 6.6× 10−6 while for the 12-bead system γ˙ = 2.3× 10−2
and γ˙ = 3.6× 10−6 respectively. They were calculated by interpolating the molecular streaming
velocities determined from Eq. (12) and densities at bin 3 (knowing that at the center of the
channel the COM velocity would vanish). As the polymer molecular weight increases the slip
increases, even for small strain rates, so the systems remained in the linear regime despite
large imposed strain rates. Preliminary tests conducted by changing the roughness of the wall,
wettability and density inside the channel have shown that nonlinear behaviour can be apparent
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at lower imposed strain rates, and this will be the subject of further studies. Previous works
[24, 70] on n-dodecane between mica surface used large attractive potentials to mimic the effects
of mica, much higher densities and imposed constant stress at the wall. However, in this study
we chose to fix the wall strain rate and monitor the effects.
The last two plots compare the 12-bead polymeric systems at different wall strain rates. The
responses can be clearly detected, even in the low strain rate regimes and calculate the effective
strain rate which develops inside the fluid. From both Figs. 5(a) and 5(b) the effective viscosity
can be extracted, which for all strain rates is around η ≈ 4 within standard error (for the atomic
system we get η ≈ 2), suggesting that this system is still in the linear regime.
4 Conclusion
We have applied the TTCF expression to measure the shear stress and the centre of mass velocity
of a polymeric fluid confined in an atomic slit pore and subjected to shear flow. TTCF was used
together with the MoP and a binning method to locally probe different areas of the channel, in
particular at the wall/fluid interface. Our results show good agreement with properties computed
by direct averaging method for high strain rates and good convergence for small fields. We
prove that TTCF can be used to great advantage in confined geometries in two ways: first the
dissipation is localised inside the walls which means that the fluid can be modelled at various
levels of complexity leaving the algorithm unchanged, and second that it is possible to correlate
the dissipation function to local quantities inside the channel. This is of great importance in
nanopores: spacial inhomogeneities can drastically affect the physical properties of a fluid and
the interactions in the interfacial region can dominate the flow behaviour over the centre of the
channel.
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Figure 1. A snapshot of a simulation cell and two periodic images, for the 8− bead polymeric system . Even though only
one atomic layer for each wall was employed, no fluid leakage occurred due to the density of the lattice.
bin/plane=3
Figure 2. Density profile across the channel for the 8-bead polymeric system. The molecular density is shown in black and
bead density in red, and the points are located at the positions of the centres of the bins. Highlighted in grey is the bin and
plane used to calculate properties at the interface.
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Figure 3. Components of the pressure tensor at plane number 3 for the 12-bead system: (a) 〈Pyy〉 at γ˙ = 1 × 10−1, (b)
〈Pxy〉 at γ˙ = 1× 10−1 and (c) 〈Pxy〉 at γ˙ = 1× 10−3. Results obtained using the TTCF and DAV expressions are shown.
Error bars are the standard errors calculated from five independent runs and in (a) the error bars for DAV are not shown
because they are of similar size to the data points.
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Figure 4. (a) The response of 〈Pxy〉 calculated using the Irving-Kirkwood expression (b) The response of 〈Pxy〉 calculated
with the MoP at plane number 3 which corresponds to the position of the high molecular density peak at the wall (c) The
response of 〈Pxy〉 calculated with the MoP at plane number 6 which is located in the middle of the channel (d) Superimposed
〈Pxy〉 responses calculated with MoP at plane 3 and 6 and with the Irving-Kirkwood expression (e) Velocity of the center
of mass of the polymers at bin 3. In all cases the strain rate is γ˙ = 1 × 10−5 and the error bars are the standard errors
calculated from five independent runs. In figures (a)-(c) and (e) results are shown for 1, 2, 4, 8 and 12 bead polymers. In
(d) a 4-bead system is considered.
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Figure 5. (a) Velocity of the center of mass of the 12-bead polymer at bin 3 for γ˙ = 1×10−1, γ˙ = 1×10−3 and γ˙ = 1×10−5.
(b) 〈Pxy〉 response calculated with MoP at plane 6 for γ˙ = 1 × 10−1, γ˙ = 1 × 10−3 and γ˙ = 1 × 10−5 for the 12-bead
polymer. In both cases the error bars are the standard errors calculated from five independent runs.
