We provide a unified discussion of kinetic phase transitions for mean-field and lattice-gas treatments of the monomer-dimer surface reaction. For high surfacemobilities, kinetics is typically well described by mean-field rate equations. These reveal bistability over a range of monomer adsorption rates which diminishes with increasing nonreactive monomer desorption rate d, and vanishes at some critical d=dc. Relative stability in the bistable region is determined from the behavior of chemical waves corresponding to the displacement of one stable state by the other. Their evolution is determined via appropriate reaction-diffusion equations. Conventional diffusion terms are modified here to reflect the influence of the presence of one species on diffusion of the other. We determine equistability (i.e., discontinuous transition) points for d≤dc, and thus construct a kinetic phase diagram including a spinodal line. For lower surface mobilities, analysis of lattice-gas models reveals qualitatively analogous behavior. The key difference is that for lower mobilities, spontaneous fluctuations are effective in automatically selecting the most stable state, i.e., in reducing metastability, and thus producing discontinuous transitions.
I. INTRODUCTION
We consider the following simple monomer (A )-dimer (B 2 ) surface reaction model mimicing CO oxidation:
l A adsorbs at single empty (E) sites with rate p, B2 adsorbs at adjacent pairs of empty sites with rate pi, reaction between different species adsorbed on adjacent pairs of sites occurs at rate k, and nonreactive desorption of A occurs at rate d. For convenience we normalize adsorption rates so p + pi = 1.
Schematically, one has p ~
A(gas) + E-.A(ads), B 2 (gas) + 2E-.2B(ads), k d

A(ads) + B(ads) -.AB(gas) + 2E, A(ads) -.A(gas) + E.
Spatial correlations in the adlayer distribution (e.g., clustering) naturally develop solely as a result of the reaction process. In the absence of interactions between adsorbed species, surface mobility will tend to reduce any such correlations. Thus "chemical kinetics" mean-field rate equations 1,2 should typically apply in the regime of high surface mobility, Le., when diffusion lengths greatly exceed the lattice constant. We consider these rate equations and the corresponding reaction-diffusion equations in the next section. Our focus is on construction of the kinetic phase diagram for this mean-field model, where one finds bistabilityl-5 for d smaller than some critical value, dc, say.3-5 By introducing spatial inhomogeneity into the problem, the evolution of which is described by appropriate reaction-diffusion equations, we are able to select the most stable state in the bistable region. We thus determine the location of the first-order transition between reactive and unreactive a) Current and permanent address.
states, Le., we show how to perform a "kinetic Maxwell construction. " We compare this behavior with qualitatively analogous behavior observed for lattice-gas models of the monomerdimer reaction. 5-11 Such lattice-gas models must be adopted to describe reaction kinetics in systems with lower surface mobilities than implicitly assumed for mean-field treatments, Le., for systems with diffusion lengths "comparable" to the lattice constant. Large fluctuations and correlations in these lattice-gas models result in significant quantitative differences from the mean-field theory.
Before proceeding, we comment on our unconventional treatment of surface diffusion in the mean-field reactiondiffusion equations. To obtain these equations from rate equations, traditionally one simply adds Laplacian diffusion terms for each species. 12 However, solutions of these equations in general violate the constraint, for surface reactions where species share the same adsorption site, that the sum of species concentrations is less than unity. The traditional approach neglects the influence that the presence of one species has on the diffusion of the others, even in the absence of interactions, due to site-blocking steric effects. We develop and implement appropriate nonlinear corrections to the Laplacian terms. Of course, these have general applicability beyond the monomer-dimer surface reaction. In fact we expect that such corrections are more relevant for the CO + NO reaction (where CO and NO presumably share the same adsorption site), than for CO oxidation.
II. MEAN-FIELD BEHAVIOR FOR HIGH SURFACE MOBILITIES
For high surface mobilities, i.e., where diffusion lengths are much greater than the lattice constant, we adopt the mean-field rate equations for this reaction. These have the form
Here A, B, and E are used to represent concentrations or coverages of A, B, and empty sites, respectively; z denotes the coordination number of an adsorption site, and henceforth we set zk = 4. Figure I shows the steady-state behavior of A vs p, for various d. Our focus here is on the bistable region 1 -S which exists for some range Ps-(d) <P<Ps+ (d), provided that d<d e ;::::0.142. The "spinodal" end poin~s of this range correspond to codimension-l saddle-node bIfurcations. 13 The disappearance of bistability at the "critical point" d = de> where Ps-(d) and Ps+ (d) merge so P. _ (de) = PH (de), corresponds to a codimension-2 cusp bifurcation. 13 As one approaches the critical point, one expects fluctuations, ignored in the mean-field treatment, to grow. These should ultimately limit the accuracy of the mean-field treatment, even for high surface mobility.
Below we employ a kinetic criterion, adopted from synergetics, 12 to determine the relative stability of the two stable steady states in the bistable region. These states or "phases" will be denoted by a for high A and low reactivity, and{3 for low A and high reactivity, respectively. It is necessary to introduce spatial inhomogeneity to develop this relative stability criterion. Consequently, here evolution must be described by an appropriate set of mean-field reaction-diffusion equations. Traditionally, to obtain these, one adds terms D V D A = DB = DAB' one recovers the usual diffusion terms. We solve these equations numerically after spatial discretization (see the Appendix) to produce a coupled set of ordinary differential equations (ODE's) for the evolution of A and B at each of the grid points. The ODE's are integrated using a standard mathematical software library routine.
Using these equations, we consider the evolution of a system for d<d e and Ps-<P<Ps+ , where the unreactive phase a and the reactive phase {3 are initially separated by a planar interface. We find that a "trigger" or chemical wave 12 separating a and {3 quickly develops a constant shape and velocity. Analysis of the evolution of these chemical waves allows us to determine, for each d.;;;d c ' the location of the "equistability point" for a and {3, or equivalently the location of the first-order transition between a and {3. This ddependent transition point is denoted by p = p. (d) . We simply note that phase {3 displaces a for Ps _ <p <p., i.e., {3 is more stable and a can be characterized as "metastable" here. Similarly a displaces{3 for p. <P';;;P H ,i.e., a is more stable and (3 can be characterized as "metastable." Correspondingly, the velocity of the chemical wave, V, continuously changes sign at the equistability point P = p. , where a stable kink is formed. 12 Figure 2 mum. The stable profile corresponds to particle motion under the associated force field, plus an additional drag term, from the higher to the lower local maximum. The drag, which corresponds to V, must be selected to stop the particle precisely at the lower local maximum. This simple picture is lost for our two-variable model. However, for a conventional choice of diffusion terms, one can still think of the stable profile as corresponding to particle motion between two unstable rest points. First we note that W could be defined in various ways. If the profiles of A, B, and empty site concentrations change monotonically, then it is natural to define widths W A , W B , and WE as the standard deviations of the dA Idx, dB Idx, and dE Idx "distributions," respectively. Adopting this definition, we find there is little differences between the various choices. In particular, they become coincident as d-d e . In Table I 
III. COMPARISON WITH LATTICE-GAS MODEL BEHAVIOR FOR LOWER SURFACE MOBILITIES
For lower surface mobilities, i.e., where diffusion lengths are "comparable" to the lattice constant, one necessarily adopts a lattice-gas model for the reaction. 
for any degree of surface mobility. We comment further on this identity below. Analysis of these models is possible by direct Monte Carlo simulation,5-11 or by approximate truncation of the hierarchial rate equations.3.4.IS. 16 The latter approach is discussed below. Monte Carlo simulations for d = 0 and zero (or low) surface mobility6-8 reveal the existence of a continuous transition to a B-poisoned state at "low" A-adsorption rate P = PI' and a discontinuous transition to an A -poisoned state at higher P = P2 ' The nontrivial B-poisoning transition is not reflected in the mean-field treatment of Sec. II. The reason for this is clear. Equation (4) shows rigorously that the empty pair concentration vanishes linearly with the empty site concentration E at any nontrivial continuous poisoning transition with P> O. In contrast, the mean-field factorization, EE = E2, forces EE to vanish quadratically with E. Thus for consistency with Eq. (4), the B-poisoning transition can only occur trivially at P = O. In physical terms, nontrivial Bpoisoning does not occur in the mean-field treatment since the factorization EE = E 2 forces the empty pair concentration, and thus the dimer adsorption rate, to become very small when E becomes small.
We mention here one other important consequence of Eq. (4) concerning continuous transitions. One expects that as surface mobility of A and B increases in the lattice-gas model, so the mean-field approximation becomes more accurate, one should find thatpI-+O. Indeed, simulations suggest that PI vanishes at some finite value of surface mobility,1O consistent with our simple argument. However, a detailed study of this regime is not available. Finally, we note that the decrease of PI to zero does not occur if A mobility, but not B mobility, increases. II This hybrid situation will be discussed in detail in a separate paper. 17 Our primary interest here is in the kinetic phase diagram associated with the discontinuous A-poisoning transition at P = P2' Of course, this transition at P = P2 corresponds to the equistability or transition point P = p. in the mean-field theory. The existence of this transition for d = 0,6-8 as well as its disappearance for higher d, II is quite clear from previous simulations. Thus the transition must exist only for o <. d<. de , where de >0 is some nontrivial critical value. 3 -s . 18 This is entirely analogous to the mean-field behavior of the previous section. It is a straightforward but computationally intensive matter to determine the kinetic phase diagram, i.e., to estimate the value of de and the variation, for O,d,d e , of A values for the coexisting reactive and poisoned steady states at P = P2' This has only been attempted to date for the case of infinite reaction rate and zero surface mobility, the so-called ZGB model. 19 However, it is clear that the phase diagram has the same qualitative features as the mean-field case. Consequently, here we just make some general comparisons with mean-field behavior.
In these lattice-gas models, it is not necessary to introduce spatial inhomogeneity to select the most stable state. This selection is done automatically by the spontaneous generation of supercritical fluctuations. This is "relatively easy" for low surface mobility, but increasingly more difficult for higher mobilities since the size of the critical fluctuation increases with mobility.20 Thus lattice-gas models never display true bistability, but only a somewhat ill-determined metastability, as discussed further below.
Determination of the spinodal points for d < de in lattice-gas models is nontrivial. We note that simulations for d = 0 indicate the existence of a region of metastability for P above P2' 6 Existence of a corresponding region below P2 was less apparent. 8 In any case, precise definition of PH> P2 (and Ps-<PI) might rely on analytic extension of the steady state value of A, say, above P2 (below PI)' The location of the spinodal corresponds to the point where dA /dp diverges. 16 . 21 For models with d = 0 and no diffusion on a square lattice (z = 4), we obtain the following estimates: 16 PH = 0.437 slightly above P2 = 0.433 for k = 1, and Ps + = 0.528-9 slightly above P2 = 0.525 for infinite k, i.e., the ZGB model. Thus in both cases one finds an "extraordinarily narrow" metastable window above P2 of width PH -P2::::: 0.004. This contrasts the "broad" metastable windows obtained in mean-field theory [e.g., for k = 1, PH = 0.5 and p. = 0.444, 0.425, 0.456, so PH -p. = 0.054, 0.075, and 0.044 for choices (i), (ii) , and (iii) of diffusion terms described in the Sec. II]. This narrow metastable window in zero-mobility lattice-gas models would severely limit hysteresis, relative to mean-field behavior.
In contrast to simulation, approximate solution of the exact rate equations via dynamic cluster techniques auto-matically produces a region ofbistability, the end points of which determine the spinodal points. 3 ,4.15, 16 Dickman 16 was first to apply these techniques, demonstrating their success in describing the qualitative features of the reactive steady state for the ZGB model. The results are, of course, approximation dependent, but presumably converge to "exact" simulation estimates for higher-order approximations. For example, with d = 0 and no diffusion on a square lattice (z = 4), one finds for k = 1 thatps+ = 1/2 and 0.461 in the site (mean-field) and pair approximations, respectively.3,16 For infinite k, the site and pair approximations both yield P = 0.561. 15,16 In neither case are values close to our simus+ lation estimates. To extract the location of the A-poisoning transition, P2' in these dynamic cluster treatments, a lattice analogue of the procedure of Sec. II can be implemented to determine equistability. 4 Despite the apparent success of this procedure, one should be cautious since we have noted above that corresponding estimates of spinodal location are so poor.
8 ,16 Perhaps this success reflects the feature that estimates of the transition point,P2' are less sensitive to approximation than estimates of the spinodals, P s ± .
Finally, we observe that in previous work, metastability sometimes caused problems with the accurate determination of the location of the A -poisoning transition, 5,8 P = P2' However, it is appropriate to note that a reliable way to circumvent this problem for d = 0 was suggested in the original ZGB paper: 6 One creates a linear interface between A-poisoned and reactive phase on the lattice and varies P until this interface has neutral stability. Because of fluctuations and finite size effects, here neutral stability is taken to mean that the poisoned phase spreads over the whole system or disappears with equal probability. This precisely analogous to our mean-field procedure. However, in contrast to the meanfield case, one expects that the interface velocity V scales nontrivially like V -(P2 -p)a, asp--P2 -and for some exponent a. For d = 0, one finds that a = v (2 -7] -0) /2, where v, 7] , and 0 are "epidemic" exponents 8 ,22 which depend on model parameters such as k.
8 For zero mobility, we find that a = 0.24 (0.9) when k = 00 (k = I). As an aside, we note that "epidemic analysis" provides an alternative approach to determine Pz which circumvents metastability problems. s
IV. CONCLUSIONS
We have constructed the kinetic phase diagram for the monomer-dimer surface reaction in the limit of high surface mobility using an appropriate set of reaction-diffusion equations. Here the nonreactive monomer desorption rate plays the role of temperature in a conventional equilibrium phase diagram. We note that the phase diagrams for analogous low mobility lattice-gas monomer-dimer reaction models are qualitatively similar. As surface mobility increases in the lattice-gas models, their behavior should be increasingly well described by the mean-field theory. The apparent emergence ofbistability simply corresponds to the increasing difficulty for spontaneous generation of supercritical fluctuations. Of course, one expects mean-field theory to fail near the critical point no matter how high the surface mobility. Investigation of associated critical behavior, including the divergence of W, will undoubtedly receive much attention in the future.
We have begun a detailed study20 of the "sharpening," with increasing surface mobility, of the critical size for fluctuations. In fact, for zero mobility with d = 0, there is no well-defined critical size,S at least for P2 -P larger than o ( 10-3). One can, however, always define a characteristic size, N ch ' corresponding to equal probability of survival and death of the fluctuation. For the ZGB model, we have shown s that below the A-poisoning transition, Nch -(P2 -p) -114', as P--P2' where <p -1 = 1.3; this contrasts mean-field behavior where <p -1 = 2.
It should be noted that our treatment of surface codiffusion in the above mean-field reaction-diffusion equations was unconventional, but reflected site-blocking constraints. Such considerations are necessary in general for surface reactions where species share adsorption sites as, for example, in the CO + NO reaction.
23
Finally, we note that CO oxidation differs in several significant ways from the simple monomer-dimer reaction model presented here. One of these is that the adsorbed dimer species (0) does not block the adsorption of the monorner (CO) presumably because they occupy different adsorption sites. Thus poisoning by the adsorbed dimer species is impossible. This feature can be mimiced in the monomerdimer model by introducing an Eley-Rideal mechanism A(gas) + B(ads) --AB(gas). However, with this modification, the mean-field equations still show bistability3 and associated lattice-gas models still display a discontinuous transition 9 associated with A poisoning. In fact, all the considerations of this paper still apply. Bifurcation analysis of a somewhat more realistic mean-field model for CO oxidation is discussed by Krisher et al., 24 and properties of the associated reaction-diffusion equations are presented in Ref. 25. A corresponding analysis of the CO + NO reaction can be found in Refs. 23 and 26.
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APPENDIX: SITE-BLOCKING EFFECTS IN SURFACE CODIFFUSION
Consider a dense one-dimensional lattice gas of species A and B, with no interactions except for exclusion of multiple site occupancy. Let h A (h B) denote the rates at which A and B hop to neighboring empty sites E, and h AB denote the rate for nearest-neighbor A-B exchange. Label the sites of the lattice by i; letA;, Bo E; denote the probabilities that site i is occupied by A, by B, or empty, respectively; let A; and similarly for B;. At this point, we restrict our attention to the regime of slowly varying spatial concentrations where one expects pair correlations to be weak. Then the second term, after factorization, can be rewritten as In the appropriate continuum limit, this term generates the nonlinear corrections to the Laplacian diffusion terms given in Sec. II. An analogous treatment is possible for a twodimensional lattice. Appropriate discretization of these continuum diffusion terms is suggested by the above expressions.
