Let D be a directed Eulerian multigraph, t' be a vertex of D. We call the common value ofid(v) and odlv) the degree of v, and simply denote it by d~. Xia introduced the concept of the
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Let D = (V,
segment of E. Let S and S' be two arc-disjoint v -u segments of E such that (S, S') is not a partition of E. We call S and S' to be exchangeable. A directed Euler tour F is said to be obtained from E by a T-transformation at S and S', denoted by F = T(E), if F is obtained from E by exchanging S and S'. (D) . Now we will give a lower bound for the connectivity of E,(D) and examples to show that this lower bound is in some sense best possible. First, we need the following preparations.
Preliminaries
Let Q = Q[D) be the set of vertices v of D such that dv t> 2 and v is not a cut-vertex with degree 2. We assume that Q 4: 0, for otherwise, we get a trivial case that D has only one directed Euler tour. 
~ S t such that T(E) = F, i.e., E is adjacent to F in E~(D).
Proof. Since E ~ S~. E contains the transition (x~, v, x~). Since x t is an arc going out of r, E must contain a transition (y', v, xt). Hence E can be written as x'avx~ ... y'vxj... We claim that there is a vertex u(~v) of D such that u appears in both the segment vx~ .-. y' c and the segment ext.., x~ v of E, or v appears in the segment vxt.., x~ v of E.
Otherwise, it is not difficult to see that {X'o, Xj} would be an arc-cut and therefore Sj = 0, a contradiction. Therefore, we have that
In any case, we can use a T-transformation at S and S' (as indicated in the above) to transform E into a directed Euler tour belonging to Sj. [] In order to estimate the order of Eu(D), we introduce the following lemma. 
For each S~, since 2(D~) ~< m, from the induction hypothesis we know that
Hence, we have
From Lemma 2, we see that, generally speaking, the order of a directed Euler tour transformation graph is considerably large. Thus, it is very difficult to give such a non-trivial concrete example. We consider the following two cases. 
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independent edges between S~k and Sjk. NOW fixing i and j, running k over 1,2 ..... d~ -1 (or dr) and noticing that S~ = t) k S~k, we know that there are at least z 'I t. w ¢ Q{D~,)\r
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independent edges between Si and S~.
Case 2: IQI = 1. Let Q = {v}. We need prove that there are at least (d,, -2)(do -3)/2 + ! independent edges between S~ and S~. For dr = 4, we can simply construct Er(D) to show the conclusion. So, we can assume that dv t> 5 in the following. As mentioned before, Si and Sj can be partitioned into Sil, S/2 ..... S~(d~-2) (or S,~d,-,) and Sjt,S~2 ..... Sj~a.-2~ (or Sj~d,-,) , respectively. For a fixed k, consider how many independent edges there are between S~ and S~. In a similar discussion as in Case 1, we know that there are at least (d~ -3)(d~ -4)/2 + 1 independent edges between S~ and Sjk. Fixing i andA running k = 1,2 ..... d~ -2 (or do -1) and noticing that S~ = [3~ S~k, we obtain that there are at least 
