Abstract. Data cubes provide aggregate information to support the analysis of the contents of data warehouses and databases. An important t o o l to analyze data in data cubes is the range query. F or range queries that summarize large regions of massive data cubes, computing the query result on the y can result in non-interactive response times (e.g. in the order of minutes). To speed up range queries, values that summarize regions of the data cube are pre-computed and stored. This faster response time results in more expensive updates and/or space overhead. While the emphasis is typically on low query and update costs, growing data collections increase the demand for space-e cient approaches. In this paper two t e c hniques are presented that have t h e same update and query costs as earlier approaches, without introducing any space overhead.
Introduction
Data cubes, also known as multidimensional databases, are powerful tools to support the analysis of the contents of data warehouses and databases. A data cube is similar to a multidimensional array. Certain attributes of the database are chosen to bemeasure attributes. These are the attributes whose values are of interest to an analyst. Other attributes are selected as dimensions (also called functional attributes). The measure attributes are aggregated according to the dimensions. A cell of the data cube is described by a unique combination of dimension values. An example of a data cube based on the TPC-H benchmark database 2] would have the total price of an order as the measure attribute and the region of a customer and the order date as the dimensions. Such a data cube provides the aggregated total orders for all combinations of regions and dates. Queries issued by an analyst who wants to examine how the customer behavior in di erent regions changes over time (e.g., in order to evaluate the success of local advertising campaigns) do not need to access and join the \raw" data in the di erent tables. Instead the information is available and summarized from the data cube. Note that our data cube notion di ers from the terminology used in 6]. We do not augment the data cube with pre-computed results of GROUP-BYs of subsets of the set of all dimension attributes. Thus our data cube notion corresponds to the data cube core in 6] .
Aggregate range queries are useful analysis tools on data cubes. Such a range query aggregates the values of those cells that satisfy the range selection condition for all dimensions. For instance, a range query on our example data cube could \Find the total amount of orders in California over the last four months". Queries of this form are useful in discovering relationships between attributes in the database. In this paper we c o n c e n trate on the aggregation operator SUM that computes the sum of the values of the selected cells. The approach can be generalized to other operators like C O U N T , A v erage, Rolling sum, etc.
Analyzing data online is a highly interactive process. Analysts expect fast responses to their queries, ideally in the order of seconds at most. For massive data sets, however, range queries that access and aggregate on the y the contents of a large numberof cells, will show slow response times. To speed up those queries, the aggregates for sets of cells are pre-computed and stored in the data cube. This leads to well-known tradeo s. Storing additional pre-computed values results in space overhead. Also, updates becomemore expensive when an update to a single cell triggers updates to all pre-computed values that include this cell in their aggregation. Di erent applications tolerate di erent update costs. While what-if scenarios and stock trading applications require fast updates, for other applications overnight b a t c h processing of updates su ces. But even batch processing bene ts from faster updates, since they reduce the size of the update window and allow for more frequent updates and shorter inaccessibility of the data. Ideally a data cube should support fast queries and fast updates at no extra storage cost.
An elegant algorithm for computing range queries that return the sum of the selected cells in data cubes is presented in 7] . We refer to it as the Pre x Sum technique (PS). The essential idea is to pre-compute the pre x sums of the data cube (see Figure 1) , which are used to answer ad hoc queries in constant time. Since the pre x sums replace the original values in the cells, the PS technique does not require additional space. The approach is mainly hampered by its update costs. In the worst case an update to a single cell requires recomputing the whole array, which is of the same size as the original data cube. To reduce the high update costs, while still guaranteeing a constant query cost, the Relative Pre x Sum technique (RPS) 4] controls the cascading updates. This comes at the cost of a space overhead. In contrast, the Hierarchical Cubes techniques (HC) 1] do not require additional space. They generalize the idea of RPS by allowing di erent tradeo s between update and query cost. The tradeo is selected by setting parameters that control the generation of the pre-computed values. Consequently the query and update costs depend on those parameters as well as the dimensionality and the size of the data cube. This makes a general comparison of HC to the other techniques di cult. For instance, while for some data cubes one of the HC techniques might provide a parameter setting that leads to a better query and update behavior than RPS, for other data cubes this will not be the case.
The only technique that guarantees that query and update cost are both sublinear in the domain size of the dimensions for any data cube is the Dynamic Data Cube (DDC) 3]. The space overhead of this technique, however, is signi cant.
For massive data sets the space requirements of a technique become a decisive factor. Space overhead not only leads to extra costs for storage devices. The additional values also cause additional propagations of updates and longer access times on the physical devices.
In this paper we present t wo new space-e cient data cube techniques { SRPS and SDDC { based on RPS and DDC, respectively. Both techniques inherit the update and query costs of their predecessors, but considerably reduce the space requirements. More precisely, they have the same storage consumption as the original data cube, thus do not introduce any space overhead. Figure 2 for an example). Note that according to 7] any range sum can becomputed by combining up to 2 d (which is a constant) sums for ranges anchored at (0 : : : 0). Thus the problem of computing the sum for an arbitrary range is reduced to the problem of e ciently computing the sum for any region that is anchored at (0 : : : 0). We will therefore only describe how SRPS and SDDC solve this problem.
For the sake of clarity let each o f t h e d dimensions have a domain of size n. The SRPS and SDDC techniques are described for the aggregate operator SUM. Other operators for which exists an inverse operator can be handled in a similar way. In our analysis query and update costs are expressed in terms of the number of accessed cells of the data cube. The storage cost is measured in terms of cells as well.
RPS: The Relative Pre x Sum Technique
In this section we give an overview of the RPS technique 4]. Note that the analysis of the update and query costs in 4] is not correct for data cubes with more than two dimensions. This, however, does not a ect the asymptotic costs, but rather the constants in the formulas. A correct analysis for RPS can be found in 5]. Like the Pre x Sum technique, RPS makes use of the inverse property o f some aggregate operators. Thus the problem of summarizing any possible range is reduced to the problem of summarizing and combining ranges that are anchored at (0 : : : 0). The main idea of RPS is to avoid the cascading updates of the Pre x Sum technique by dividing the data cube into smaller chunks of equal size, called overlay boxes. The pre x sums are computed and stored relative to the anchor cell of an overlay box. The array with those relative pre x sums has the same size as the original data cube. Since the relative pre x sums only provide aggregate information about the cells inside the overlay box, an additional data structure { the overlay array { is used. The overlay array provides sums for regions of cells outside the overlay b o xes. Together the overlay and the relative pre x sum array guarantee a worst case query cost of 2 d for ranges anchored at (0 : : : 0), a worst case query cost of 2 2d for general ranges, and a worst case update cost of (2 p n ; 2) d . Compared to directly storing the original data cube, the RPS technique incurs a space overhead of the size of the overlay a r r a y. Depending on the parameters (dimensionality, size of the data cube and the overlay b o xes) this overhead ranges from a few percent up to almost 100% of the data cube size in the worst settings. In Figure 3 the overlay array and the array with the relative pre x sums are displayed for the data cube Description of the Technique The data cube is completely partitioned into a set of disjoint hyper-rectangles of equal size. We will refer to those hyper-rectangles as boxes. F or clarity a n d without loss of generality let the length of a box i n e a c h dimension be k. T h us the data cube is SRPS by de nition does not cause any s p a c e o verhead. All pre-computed values \ t" into an array of the size of the data cube. Once the SRPS cube is constructed, the original data cube can be discarded. All queries and updates are directed to the SRPS cube. Figure 6 the cells a, b1, b4 a n d q are accessed). Thus in the worst case 2 d cells need to beaccessed to compute the range sum for a query that is anchored at (0 : : : 0). Since an arbitrary range query can beanswered by respectively adding and subtracting the results for up to 2 d queries that are anchored at (0 : : : 0), the overall worst case range query cost for SRPS becomes 2 2d , w h i c h i s independent o f n and hence the query cost is constant irrespective of the size of the dimension domains of the data cube. Updating SRPS In general an update to a single cell a ects all those cells that store a pre-computed value that depends on that cell. Figure 7 shows two examples. An update to the cell marked with * has to be propagated to each of the shaded cells. To k eep the description of the analysis of the update cost simple, we assume that k, the sidelength of each b o x, evenly divides n, the side-length of the data cube. Also, recall that a cell c which is contained in a box that is anchored at cell a stores the value SUM(A l 1 any u i there is exactly one a i such that a i u i < a i + k. Therefore there are at most k ; 1 coordinate ranges of the type ha i + 1 c i i that could contain u i (namely the ranges ha i + 1 a i + 1 i, ha i + 1 a i + 2 i, . . . , ha i + 1 a i + k ; 1i). Consequently, in total there are at most (n=k) + ( k ; 1) coordinate ranges in dimension i that could contain u i . Since this holds for all dimensions, we obtain an upper bound of (n=k + k ; 1) d on the number of aggregation regions that could contain the updated cell, and thus on the update cost.
To tighten this bound, we make the following observation. If u i = 0, then u i can not be contained in any coordinate range of the type ha i + 1 c i i. The numberof coordinate ranges that could contain u i = 0 is thus reduced to n=k. Otherwise, i.e. if u i > 0, there are at most n=k;1 a n c hor coordinates that are greater or equal than u i (since there are n=k possible anchor coordinates and a i = 0 is one of them). This reduces the number of coordinate ranges that could contain u i > 0 t o ( n=k ; 1 ) + ( k ; 1). Except for k = 1, which lets SRPS collapse to the Pre x Sum method, the second case (u i > 0) represents the worst case, becausen=k + k ; 2 n=k. The upper bound on the update cost thus improves to (n=k + k ; 2) d . This bound is tight it is met when cell (1 1 : : : 1) is updated. Note, that the aggregation regions that contain the updated cell are well de ned by the above formulas for the coordinate ranges. The set of cells that need to be updated is easily obtained as the set of endpoints of those regions.
The update costs are minimal for k = p n, resulting in a worst case update cost of (2 p n ;
2) d = O ( n d=2 ). Changing k does not a ect the worst case query costs. 3 Consequently, c hoosing k = p n results in the optimal SRPS cube.
DDC: The Dynamic Data Cube Technique
In this section an overview of the Dynamic Data Cube technique 3] is given. Since it makes use of the inverse property of some aggregate operators, the problem of summarizing any possible range is reduced to the problem of summarizing and combining ranges that are anchored at (0 : : : 0) (like for PS, RPS, SRPS).
The basic DDC technique makes use of non-intersecting boxes which s t o r e pre-computed values that only summarize the cells in the box. Those values are stored in the \lower right" surfaces of the box (border cells) and summarize the cells in a region that has the anchor of the box as its anchor and the surface cell as the endpoint. The boxes are organized into a tree that recursively partitions the original data cube. The root node encompasses the entire data cube. It forms children by dividing its range in each dimension in half and storing aggregate values for each box. Each of the children are in turn subdivided into children, and so on. is able to maintain those bounds at much l o wer storage costs. For clarity, w e will rst describe a simpler basic approach that has higher update costs, and then SDDC with the polylogarithmic costs.
The Basic SDDC Compared to the Dynamic Data Cube, SDDC uses a di erent t e c hnique to summarize the data. It rst partitions the data cube into boxes using the same technique as SRPS, except for two di erences. First, the side-length of a box is set to k = n=2, i.e., the data cube is partitioned into 2 d boxes of equal size. Second, while the aggregation regions of the border cells remain the same, the inner cells do not store relative pre x sums any more. Instead a recursive approach is taken. More precisely, for each box the region that contains all inner cells of that box (which is a hyper-cube of side-length n=2 ; 1) is partitioned into The basic DDC therefore required more than twice the space of the original data cube. Thus our new basic SDDC technique reduces the space overhead by more than the size of the original data cube! The query and update behavior of the basic SDDC is similar to that of the basic DDC. We make the following observation. The boxes of the basic SDDC conceptually form a tree where each node corresponds to a box. To simplify the description, we will use the terms node and box interchangeably. The root node encompasses the entire data cube which is divided into 2 d boxes. Its children are the nodes that correspond to the regions of inner cells of the boxes the root is partitioned into, and so on. In general, the children of a node are those smaller boxes that partition the region of the inner cells of the node. They store the corresponding border cell values. At the leaf level nodes simply store the value of the single cell that corresponds to the node. Since the side-length of a node is less than half the side-length of its parent, the tree height can not exceed log 2 n. Figure 10 SDDC with Improved Updates The problem the basic SDDC faces regarding updates are similar to the update problem for the basic DDC technique. To reduce the update costs, we c a n apply the same technique as for DDC, i.e., using B c trees for balanced update and query costs on two-dimensional data cubes (i.e., one B c tree for each of the two one-dimensional arrays of border cells), and storing the border values of higher-dimensional data cubes recursively (see Section 2.3). However, B c trees and the recursive approach i n troduce unnecessary redundancy.
Recall that the values of the border cells in the same surface of a box are cumulative, which results in the high worst case update costs. B c trees balance the query and update costs for one-dimensional cumulative a r r a ys. Unfortunately, for an array of size n the corresponding B c tree contains n leaves and up to n ; 1 internal nodes. Thus B c trees are not space-e cient.
We eliminate the space overhead by using an elegant technique that embeds the tree into the array. The main idea is to rst replace the cumulative v alues by the corresponding di erences of the values of neighboring cells (e.g., the array 3 5 8 16] is replaced by 3 2 3 8]) and then to apply the basic SDDC technique to this array of di erences (in the example this would result in the array 3 2 (3 + 2 + 3) 8] = 3 2 8 8]). Queries and updates are processed as described for the basic SDDC technique, resulting in a worst case cost of O(log n) for both operations.
Thus we h a ve a data structure that replaces the B c tree and does not add any space overhead compared to storing the original array.
The other source of redundancy is the recursive approach. For instance, for a threedimensional box the three two-dimensional surfaces that contain the bordercells are stored independently as two-dimensional data cubes. Those surfaces have non-empty intersections, namely the cells in the one-dimensional \columns" that contain the anchor of the box. The values of the cells in the intersection are stored for each surface they belong to. This redundancy similarly occurs in higher dimensions. One can simply remove it by storing the values for the cells in the intersections only once. Basically, instead of handling the border surfaces independently and storing multiple copies of cells in intersections, the values are stored in the same overlapping surfaces. This is possible because the new trees that replace the B c trees t into the space of the cells they \encode". This makes it possible to embedthe values for the recursive computation of the border cell values into the space of exactly those bordercells. Consequently SDDC has the same storage consumption as the original data cube, thus does not introduce any space overhead.
It can be shown, that our new approach still guarantees a query and update cost of O(log d n), which is sublinear in the side-length of the data cube. Details of the analysis are similar to the DDC technique 3] and therefore omitted here. Note that improving on the B c trees and the recursive t e c hnique for storing the values of the border cells further increases the space savings of SDDC compared to DDC.
Conclusion
Aggregate range queries are useful tools for analyzing information that is stored in data cubes. For massive data sets, however, accessing and aggregating the relevant data on the y can result in slow responses that negatively a ect the analysis process. In this paper two new techniques were discussed that speed up range queries by storing pre-aggregated information, while still supporting e cient updates. Both greatly improve on previous techniques by providing the same query and update costs, while reducing the space costs by up to or by more than the size of the original data cube, respectively. Using SRPS or SDDC cubes instead of the original data cube thus provides e cient queries and updates without introducing any space overhead.
To be more precise, we d e v eloped one technique (SRPS) that guarantees that any aggregate range query is answered in constant time and that no update results in costs higher than the square root of the data cube size. We presented another technique (SDDC), that improved the only existing technique which p r o vides provably polylogarithmic worst case query and update costs for any data cube. Our technique guarantees the same query and update costs, while reducing the space overhead by a n a m o u n t of space that is greater than the size of the original data cube. This means that if the size of the data cube, i.e. the space required to store the contents of all cells in a multidimensional database, is one gigabyte, then SDDC uses more than one gigabyte less than the DDC technique.
Thus our new techniques e ciently support online aggregation for massive data sets. Reducing the space requirements not only saves storage costs, but at the same time reduces the real access and update times. This is not re ected in our cost formulas that are only based on cell accesses. Real access costs, however, also depend on cache sizes and seek/latency times for external storage devices. For real query and update costs, smaller space consumption can bevery bene cial. Similar to all methods that are based on pre x sums, our approaches are particularly suited for dense data sets. Our future work will explore techniques for sparse high-dimensional data cubes.
