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Abstract 
We describe the application of domain decomposition on a boundary integral 
method for the study of nonlinear surface waves on water in a test case for 
which the domain decomposition approach is an important ool to reduce the 
computational effort. An important aspect is the determination f the optimum 
number of domains for a given parallel architecture. Previous work on hetero- 
geneous clusters of workstations i extended to (dedicated) parallel platforms. 
For these systems a better indication of the parallel performance of the domain 
decomposition method is obtained because of the absence of varying speed of 
the processing elements. 
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1 In t roduct ion  
Knowledge about the propagation of water waves in near and offshore seas and 
in harbors is of importance in many studies in offshore and coastal engineering. 
The occurrence and growth of for example low frequency waves is of importance 
for vessels moored in a harbor which have their resonance frequency near the 
frequency of these long waves. Usually long waves are split into locked long 
waves which travel along with wave groups and free long waves which propagate 
with their own celerity. See e.g. Bowers [1]. 
The mechanisms behind the transformation of locked long waves into free 
long waves are not well understood yet and different approaches have been 
employed to understand this matter. An analysis based on a multiple-scales 
method has lead to the development of several formulations for the description 
of the transformation under influence of bottom topography and wave-wave in- 
teraction. One such model has been described by Dingemans et al. [2]. An 
alternative to this approach is the direct numerical simulation of nonlinear wa- 
ter waves. Such computations can be very valuable because they can provide 
verification material for other simplified models. See for example [3]. A promis- 
ing numerical approach is the Panel Method reported by Broeze e.a. [4]. This 
method is based on a Boundary Integral Equation Method. Because many in- 
teresting problems involve very large domains, the simulation of free surface 
flows with the Panel Method is still time consuming, and the simulations are 
restricted to waves propagating in one direction only at present. For this rea- 
son, ways are sought to accelerate the computations. In previous work it was 
reported that domain decomposition by itself can speedup the calculations [5]. 
As an additional advantage, parallel processing can be introduced in a natural 
way. From the combination of both a super-linear speedup can be expected. 
The computations presented here show a wave group signal which propa- 
gates with fixed form over an even bottom according to the third-order evolution 
equations described in [2]. The simulations with the present model originated 
from the wish to investigate to what extent this signal propagates undisturbed 
using the fully non-linear conditions, and to simulate the transformation of 
the wave group as it travels over a shoaling bottom. In this paper however, 
we discuss the parallel performance rather than the physical meaning of the 
computations. 
From the viewpoint of parallel computing the problem is interesting because 
the number of subdomains influences the convergence of the solving method, 
and because there is no a priori obvious choice of the coupling of the sub- 
domains. This is a common feature of many parallel computations, e.g. of 
multiblock solvers for stationary flows in computational fluid dynamics: to ob- 
tain flexible multiblock algorithms the communication between the blocks may 
be reduced, with the aim of saving more computation time than losing due to 
a slightly slower convergence rate. The present computations, done on both 
supercomputing parallel systems and on a cluster of workstations give an im- 
pression of this interplay between parallelism, convergence .rate and interface 
couplings. 
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2 Mathemat ica l  Model  and Numer ica l  Method  
In the simulation of three dimensional nonlinear water waves the water is usually 
assumed to be incompressible and inviscid, and the flow is assumed irrotational. 
Hence, the motion of the water can be described by a potential flow. This 
water wave problem is described by the field r from which the velocity field v 
is derived as v = Vr The field r satisfies Laplace's equation 
Ar = O, (1) 
and the boundary conditions on the free surface Of~FS 
o-7 + ~(vr + gz  = 
D,, O~ x C OgrES (2) J -bS- 9 n -- 8-~ 
and on the bottom 0fiB 
0r 
On O, x E Of~B. (3) 
In addition, appropriate in- and outflow boundary conditions are formulated 
on the lateral boundaries. 
The Panel Method is based on the work of Broeze [4] for the simulation of 
three-dimensional nonlinear water waves. The numerical method consists of a 
time marching scheme for the evolution of the free surface and the boundary 
conditions. At every time-step Laplace's equation for the velocity potential has 
to be solved. This is done with a Boundary Integral Equation Method. In the 
Boundary Integral Equation Method, Laplace's equation is solved by writing 
it as a set of integral equations over the boundary. Discretizing these integral 
equations and using the boundary conditions, a system of linear equations is 
built and subsequently solved. The solution provides the time derivatives in 
eqs. 2 which are needed for the time marching step. 
Boundary Integral Equation Methods are very suitable for solving Laplace's 
equation on such domains because they only require a discretization of the 
boundary of the domain. Compared with field discretization methods, the 
advantages ofa Boundary Integral Equation Method are a much smaller amount 
of grid points and a natural description of the free surface. 
3 Domain  Decompos i t ion  
For large-scale wave problems the solution algorithm for Laplace's equation is 
the bottleneck, the time marching scheme requiring only a minor part of the 
total CPU-time. The solution algorithm for Laplace's equation involves both 
the discretization of the boundary integral equations aad the solution of the 
resulting system of linear equations. Furthermore, memory requirements for 
solving Laplace's equation depend quadratically on the number of grid points. 
These problems can be reduced considerably, both in two and three dimensions, 
by the use of domain decomposition. 
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Figure 1: Decomposition of a 2d domain 
The domain decomposition method described here consists of a division 
of the computational domain into subdomains (see Figure 1) and an iterative 
procedure which generates a sequence of solutions on the subdomains that con- 
verges towards the solution on the original domain. Every step of the iterative 
procedure consists of first solving Laplaee's equation for the potential r on the 
separate subdomains and then formulating new boundary conditions on the 
subdomain interfaces by using the solution in two adjacent subdomains. Only 
the latter part involves the actual exchange of information between the sub- 
domMns. Every odd step of the iterative procedure Dirichlet conditions are 
imposed on all interfaces and all even steps Neumann conditions are imposed. 
This scheme is also known as a Neumann-Neumann preconditioner in the con- 
text of domain decomposition methods for field discretization techniques. See 
e.g. [6]. 
The performance of the domain decomposition method is determined by 
the convergence of the iterative process. The convergence of the process can 
be judged by computing the jump across the interface between the solutions 
on both sides of each interface. The convergence on different interfaces can 
differ and depends on the geometrical form of the subdomains. This aspect 
has been subject of previous investigations [5] and the main conclusions given 
there are that 1) given a fixed number of subdomains, the convergence of the 
iterative procedure deteriorates as the length-to-height ratio of the subdomains 
decreases, and 2) the convergence of the iterative procedure deteriorates if there 
is more asymmetry near the interfaces due to a disturbed free surface or an 
uneven bottom, and 3) given a fixed length of the computational domain, the 
convergence of the iterative procedure deteriorates as the number of subdomains 
increases. 
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An interesting feature of the domain decomposition method emerges when 
considering subdomains with a fixed size. By increasing the number of subdo- 
mains, a larger computational domain is modelled. In [5] it was shown that the 
number of iterations required in the iteration process is limited and therefore 
the CPU time per subdomain is limited. This implies that the total computa- 
tional time is proportional to the size of the full computational domain, so that 
the algorithm is scalable in the sense of Gustafson, i.e. with n processors we 
can solve an n-times bigger problem in the same amount of time. This may be 
important for realistic simulations. 
It is noted that the domain decomposition method has also been developed 
for three-dimensional problems, where the domain subdivision is in one spa- 
tial direction [7]. Preliminary computations indicate that convergence of the 
iterative process is comparable with the convergence in two dimensions. More 
general cases will be the subject of future research. 
4 First problem 
4.1 Sequent ia l  per fo rmance ,  p rev ious  work  
The efficiency of the domain decomposition for water wave problems has been 
shown in [5], where it was shown that for a two-dimensional problem a speedup 
factor of almost 6 could be obtained by using 12 subdomains. This speedup 
is due to the quadratic dependence of the computational costs on the size of 
a subdomain. Because of the deterioration of the convergence of the iteration 
process with increasing number of subdomains, there is an optimal number of 
subdomains in minimizing the computational costs of the original problem. 
For a division into 1, 2, 4, 8 and 12 subdomains we have measured CPU- 
times and the average number of required iterations for a simulation of 200 
time steps on one single HP workstation in Table 1. Although more iterations 
# # CPU-time Speedup 
subdomains iterations (103 s) 
1 12.7 1 
2 4.23 13.3 0.97 
4 5.39 5.6 2.3 
8 6.09 2.7 4.7 
12 6.94 2.2 5.8 
16 6.74t 0.98j 
Table 1: Speedup due to the domain decomposition technique. The dagger 
denotes that the iteration process for the run with 16 subdomains diverged 
after 197 time steps (see text). 
are required as the number of subdomains increases, the total required CPU- 
time decreases and gives a considerable speedup in the case of 4, 8 and 12 
subdomains. 
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In the course of the simulation the number of required iterations increases 
due to the wave signal entering the subdomains. The asymmetry near the 
interfaces increases which slows down the convergence rate. Because of this, 
in combination with the small length-to-height ratio of the subdomains, the 
iterative process for 16 subdomains diverges after 197 time steps. 
4.2 Parallel performance 
The domain decomposition method is very suitable when using a parallel system 
of processors. The largest part of the computational work is done independently 
in the subdomains and the information volume which has to be communicated 
between subdomains i relatively small. 
In [8] studies have been reported on the speedup and efficiency of a hetero- 
geneous cluster of 5 HP workstations when using domain decomposition and 
explicit communication with the PVM library on a simulation of fixed size. 
Depending on the number of subdomains a reasonable speedup was achieved. 
These results, however, are not conclusive about the parallel efficiency of the 
algorithm because of the heterogeneity of the cluster. In the present study 
we will consider dedicated parallel platforms to establish the parallel efficiency 
as function of the number of subdomains and as a function of the number of 
processors. 
The experiments described in this paper were done on a SGI Power Chal- 
lenge computer. This system represents a modern RISK-processor based shared 
memory system with 10 processors. Because of the homogeneity of the systems, 
a partitioning into subdomains of equal size excludes the effect of load imbal- 
ance. 
Each processor performs the computations for the subdomains that have 
been assigned to it. Global synchronization points occur in monitoring the con- 
vergence of the overall iterative process after each iteration step, and the deter- 
mination of the (adaptive) time step size after each time step. Communication 
between the processors dealing with neighboring parts of the flow domain takes 
place every step of the iterative procedure, when constructing new boundary 
conditions for the subdomain interfaces. 
The numerical problem of the previous ection has been implemented with 
explicit message passing between the processing elements. Although on many 
supercomputers shared memory is available, message passing still is the most 
portable form of parallel computing. Both the PVM and MPI message passing 
libraries were used with comparable results. Through the use of generic send 
and receive instructions in the code, a quick change between the message passing 
libraries was possible. The generic send and receive commands in turn the 
appropriate PVM or MPI instructions. 
In Table 2 we present performance r sults for the SGI Power Challenge with 
the MPICH message passing library. At the time of measurement, 8 processors 
were supposed to be dedicated for these computations. From the wall clock time 
for the 8 processor run, it was seen that not all processors were available at all 
times. For the calculation of the speedup the user times were used, because we 
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# ~ Wall Clock User time Theor. 
subdomains procs time (s) per proc (s) speedup 
1 1 95.4 91.3 1.00 
2 2 62.4 59.2 1.54 
4 4* 34.3 15.5 4.27 
8 -* 5.3 17.2 
12 -* 3.4 26.9 
16 -* - 3.5t 26.1t 
Table 2: Speedup due to the combination of domain decomposition and parallel 
processing on an SGI Power Challenge. The theoretical speedup is based on the 
user time for each subdomaln reported by the system. The * denotes that the 
requested processors were not dedicated. The 't value for the sixteen subdomaln 
run was extrapolated from the 15 time steps run. 
believe that these are indicative of the performance. If we compare the results 
with the results in Table 1 for the HP workstation, we see that the domain 
decomposition technique is less efficient on the SGI Power Challenge. This is 
probably because the problem under consideration is relatively small on the 
SGI computer. For this reason, and because this problem is not well suited 
for systems with larger numbers of processors, we will discuss in the following 
experiments for the larger problem that was mentioned in the introduction. 
5 The travel ing wave group problem 
5.1 Sequent ia l  performance 
We now discuss the problem that describes an almost stationary wave group 
traveling from left to right as depicted in Figure 2, over a total length of 5 
km. During the simulation of this wave, smaller wave groups segregate from 
the main wave group as seen in the figure. Because the problem is very large 
(1600 panels at the free surface), the minimum subdomain umber chosen here 
is as much as 25. For a number of subdomains (25, 32, 40, 50, 80, 100, 160 
and 200), 20 time steps were taken. This number of time steps correponds to a 
displacement of the main wave group of about one wavelength of the main wave 
group. Figure 3 clearly shows the effect of increasing the number of subdomains. 
An optimum number of subdomains, from the viewpoint of total computation 
time, is seen around a hundred subdomains. 
5.2 Para l le l  performance 
The above problem was parallelized using compiler directives in front of the 
loops over the subdomains. An analysis of the 50 subdomain problem showed 
that for these calculations almost 98 percent of the total computational work 
was done inside a paralletized loop. The remaining two percent is mostly ini- 
tializing time of the program. Although the parallelized fraction is very high, it 
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Figure 2: The shape of the wave during the simulation. Note the difference in 
scales for the axes. 
should be noted that for the present computations Amdahl's law already limits 
the maximum achievable speedup to 7 for 8 processors. 
For all subdomalns divisions of the previous section, the program was run 
on 2, 4, 6 and 8 processors. The overhead generated to use more processors on 
the SGI Power Challenge is substantial, as is illustrated in Figure 4. These com- 
putations illustrate that the least expensive calculation is the single processor 
run with a hundred subdomains. 
To see the parallel performance of our do-loop parallelized program we plot 
the speedup of the various subdomain divisions relative to their single processor 
runs (Figure 5). This figure shows that the parallel efficiency decreases if more 
subdomalns are used. This is probably due to the decrease of the work done in 
smaller subdomains, and a relatively larger overhead because division of parallel 
loops takes place more often. 
Finally we plot the overall performance as a speedup relative to the 'sim- 
plest' 25 subdomain, single processor un for all computed subdomain and pro- 
cessor numbers, the result of which is found in Figure 6. This plot shows that 
when the goal is to reduce the v~all-clock time of the simulation, the 8 processor 
run with a hundred subdomalns gives the fastest simulation. 
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Figure 3: Computation time as a function of the number of subdomains. 
6 Conc lus ions  and Future  Work  
Domain decomposition has been proven to be a means to reduce the turn- 
around time of a nonlinear water wave simulation, based on a Boundary Integral 
Equation formulation. The domain decomposition alone can give a substantial 
speedup, which can be enhanced by parallel processing. It has been shown that 
for a given problem an optimum number subdomains exists that minimizes 
the total computational effort. The structure of the domain decomposed pro- 
gram allows very simple do-loop parallelization, while MIMD-like parallelization 
strategies with explicit message passing are also possible. 
Because the iterative method is capable of dealing with large problems with 
large numbers of subdomains, the method may also be ported to Massively 
Parallel Platforms. 
Future work will involve the convergence haracteristics and a more detailed 
study of the message passing as compared to the shared memory do-loop par- 
allelization. Then, when the two-dimensional problem is properly understood, 
three-dimensional problems will be considered. 
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