Network programming is a very important technology for next generation of distributed DAQ system. Java has powerful functionality not only in GUI but also in network programming. Execution speed of Java program is slow on Java interpreter. We have investigated various benchmark programs on Java interpreter, Java Just In Time compiler and Java compiler which generates native codes, and evaluated the performance of them in comparison with that of the C native codes. We found that the performance of the Java compiler was nearly as good as that of the C native codes. Hence, a prototype of Java-based DAQ has been developed. Our goal is to establish 3 tier (DAQ client, DAQ server and DAQ database) model for the DAQ.
I. Introduction
The next generation of DAQ needs network-based DAQ, WEB-based GUI as DAQ client, object oriented programming, distributed object oriented database and platform independence. This requirement lead us to Java programming, distributed object oriented technology and object oriented database. We also studied network-based data acquisition systems [1, 2] .
We expect that Java will be a major programming language and Java programming will be everywhere in HEP computing. Java has excellent features such as a pure object oriented programming language, a unied API (JDK), an easy programming scheme for GUI and network, and is platform independent.
HORB [3, 4] is a distributed object oriented language plus object request broker. It has powerful features; Dynamic remote object creation/connection, URL-based object naming, object transfer (synchronous and asynchronous), security with a distributed access control list. There is no modication of Java syntax. The HORB architecture is shown in Fig.1 . A client object in a client system calls methods of the server object in a sever system as if the server object exists locally.
Among many database systems, object oriented database like ObjectStore/PSE[5] is one of the very simple one to use. The sample program is shown in Fig.2 . The main method is the \main", which calls \ObjectStore.initialize" method, \createDatabase" method and \readDatabase" method in this sequence. The \createDatabase" creates data of two modules, ADC and Scaler. After \Transaction.begin" method in the method is called, the object of two modules is guaranteed to be persistent by calling \tr.commit" method. The persistent object is saved partially. This means that only the modied data are saved. This feature is useful for a real-time application.
II. Java Benchmark Java has excellent features, but the execution speed of Java program on Java interpreter is too slow for the DAQ server, which is explained in later section. Then, Java performance of Java interpreter(java), Java Just In Time compiler (kae) and Java compiler(jmake of TowerJ[6]) were measured, and then they were evaluated in comparison with the execution speed of the program compiled by C compiler (gcc). The computer used was PentiumII-266MHz/Linux2.0.29. JDK1.0.2, JDK1.1.1, TowerJ which is a product of Tower Technology Corporation, and gcc2.7.2 were used. The \jmake" can run on many operating systems such as Solaris, SunOS, AIX, HP-UX, IRIX, Windows/NT, Linux and NextStep.
A. Linked List A benchmark program to execute Linked-List algorithm was used. The Linked-List algorithm is used in a buer management. The number of the list is 1000 and 1000 iterations were repeated inserting them to the tail/head and removing them from the head/tail. Table.1 shows the result. The execution speed of the program on Java interpreter in JDK1.1.1 was faster than that in JDK1.0.2. The optimization \-O" of \javac" was not eective. The speed of the program on \kae" was faster than that on the interpreter, but not suciently fast for the DAQ server. The speed of the program compiled by Linpack and Whetstone are famous benchmark programs for a scientic computation. The programs can be used to evaluate high performance computation. Table.2 shows that both \java" and \kae" performed poorly. But the performance of \jmake" reached that of \gcc" for Linpack while that of \jmake" was almost as good as that of \gcc". The Linpack program was compiled with double precision and 100 million whetstone instructions were processed on the Whetstone program.
C. Data Copy
High speed data-copy is required for the DAQ because multiple data-copies occur in the DAQ. Table. 3 shows the result. The \java" in JDK1.1.1 was used while \jmake" for JDK1.0.2 was used. The UNIX system call \memcpy" was an excellent performer, but \java" was too slow. A high performance data-copy function available in java program, is necessary.
D. TCP/IP Socket
The measurement was done on 2 computers via a switching HUB of 100Mbps fast Ethernet. One of them was the PentiumII-266MHz with SMC9332 fast ethernet PCI card including DEC Tulip chip and another was PentiumP5-120MHz/Linux2.0.29 with 3COM905XL fast Ethernet PCI card. The switching HUB was ACCTON SwitcHub-8e, which in turn was a MAC level bridge. Its maximum bandwidth was 260Mbps. Fig.3 shows essence of the program written in Java. There were two Fig. 3 Essence of the TCP/IP programs measurement cases. One was the client and the server on the PentiumII and another was the client on the PentiumP5 and the server on the PentiumII. Various length data set was transferred from the client to the server. The Java used was JDK1.1.1. In both cases, the overhead of the execution on \kae" was larger than that on \java", but the execution speed on \kae" was faster than that of \java". For large length of data, the speed on \java" was 9 MB/sec. The result in the case of the transfer between the PentiumII and the PentiumP5, is shown in the Table. 4. The measurement was done in the same condition as that for the TCP/IP Socket. The execution time of the remote object creation, the remote object connection and the remote method calls in several conditions were measured. In case 1, there were the client and the server on the PentiumII. In case 2, there were the client on the PentiumP5 and the server on the PentiumII. The result is shown in Table. 5. The remote object creation took 11 msec and the remote object connection took 7 msec in the case 1. The remote object creation took 64 msec and the remote object connection took 60 msec in the case 2. A publication [3] emphasizes the remote-object-connection speed on HORB was twice faster than that of JavaRMI, which is included in the JDK1.1.1 distribution kit. In the remote method call, the parameter was one \int" variable. It did not take long even if the number of the parameter was increased. In the object passing of the remote object call, the execution time increased according to the depth of the array, which was an \int" variable dened in a Data class. The performance of the object passing on HORB was better than that on JavaRMI[4].
III. Prototype of Java-based DAQ
A. Java to C and FORTRAN interface
For the Java-based DAQ, the CAMAC routine written in C language can be used by using Java interface to CAMAC library. FORTRAN program may be required for using CERNLIB as the DAQ analyzer. Sample programs written in Java for calling C and FORTRAN programs are shown in Fig.4 . For the CAMAC, \cc.open" is called for the CAMAC initialization and \cc.camac" is called for getting/putting data from/to CAMAC module while the constructor \ISAcc7000" is called before that. \ana.init" and \ana.exec" call the FORTRAN program via Java to FORTRAN interface written in Java when the FORTRAN program using CERNLIB is to be called.
B. DAQ Model
The DAQ model was investigated for the Java-based DAQ. Buer manager has an important role in the [7] model was adopted as the data ow model and the process management model. That is, the UNIDAQ buer manager (NOVA) was used while the Java interface to the NOVA library was developed. As the message ow model, UNIDAQ made \ask command" and \status path". The message ow model of the Java-based DAQ adopted HORB. The remote object call and the daemon object made the implementation of the model simple. The Fig.5 shows a sample program of an collector server and \ask command". The ask command calls the methods in the server remotely.
C. Performance of Java-based DAQ
The round-trip time of the Java-based DAQ was measured. One collector server can read a buer pointer and then put the pointer in the buer manager. The collector server was written in Java and run on \java". It took 120 sec while that written in C language took 90 sec as shown in the Table.6. Table 6 Performance of Java-based DAQ Java C native 120 sec. 90 sec.
D. Three-tier model of the Java-based DAQ The prototype of the Java-based DAQ was developed. Our goal is to establish 3-tier model of the Java-based
