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Abstract
In this thesis we investigate the ultrafast dynamics of carriers and coherent intersubband
polarizations in quasi-two-dimensional semiconductor nanostructures and devices. In partic-
ular, we study n-type modulation doped multiple quantum wells and quantum cascade laser
structures based on the GaAs/AlGaAs material system using ultrafast spectroscopy in the
mid-infrared spectral range (3-20 mu). A novel experimental setup is developed allowing for
the first time the controlled phase and amplitude shaping of ultrafast field transients in the
mid-infrared wavelength range.
We study the feasibility of coherent nonlinear control of intersubband polarizations.
Amplitude and phase-controlled mid-infrared field transients from our new laser source in-
duce resonant intersubband excitations in n-type modulation doped GaAs/AlGaAs quantum
wells. The transmitted electric field transients are directly measured by ultrafast electro-
optic sampling. We demonstrate for the first time coherent control of linear intersubband
polarizations with subpicosecond dephasing times by applying two phase-locked pulses with
variable relative phase. A saturation of the intersubband excitation by more than 0.2 is
achieved with mid-infrared pulses of only 1 pJ pulse energy.
We present for the first time a direct time-resolved experimental study on electrically
driven quantum cascade laser structures. These studies provide insight into the dynamics of
electron transport, which can not be obtained by stationary measurements. The ultrafast
quantum transport of electrons from the injector through the injection barrier into the
upper laser subband is investigated in femtosecond mid-infrared pump-probe experiments.
In this way we directly monitor the ultrafast saturation and subsequent recovery of
electrically induced gain. For forward bias and spectral positions around the gain maximum
we observe pronounced gain oscillations. This gives direct evidence for a coherent wave
packet motion from the injector into the upper laser subband via resonant tunneling even
at the high electron density present in a quantum cascade laser structure. After saturation
the electrically induced gain is completely recovered within 1 ps at low lattice and carrier
temperatures.
Keywords:
ultrafast spectroscopy, semiconductor, nanostructure, intersubband, quantum cascade laser,
electron transport, resonant tunneling, quantum well, coherent control, mid-infrared, pulse
shaping
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Kurzfassung
In dieser Arbeit untersuchen wir die ultraschnelle Dynamik von Ladungstra¨gern und
koha¨renten Intersubbandpolarisationen in quasi-zweidimensionalen Halbleiternanostruktu-
ren und Halbleiterbauelementen. Insbesondere werden n-Typ modulationsdotierte multi-
ple Quantento¨pfe und Quantenkaskadenlaserstrukturen basierend auf dem Materialsystem
GaAs/AlGaAs mit der Methode der ultraschnellen Spektroskopie im mittleren Infrarot (3-20
mu) studiert. Ein neuartiger experimenteller Aufbau ist entwickelt worden, der zum ersten
Mal das phasen- und amplitudenkontrollierte Formen von ultraschnellen Feldtransienten im
mittelinfraroten Spektralbereich erlaubt.
Wir untersuchen die Mo¨glichkeit der koha¨renten Kontrolle von Intersubbandu¨berga¨ngen.
Amplituden- und phasenkonntrollierte Feldtransienten im mittleren Infrarot, die mit unse-
rer neuen Laserquelle erzeugt werden, induzieren resonante Intersubbandanregungen in n-
Typ modulationsdotierten GaAs/AlGaAs Quantento¨pfen. Die transmittierten elektrischen
Feldtransienten werden mit Hilfe des ultraschnellen elektro-optischen Abtastverfahrens ge-
messen. Unter Anwendung zweier phasengekoppelter Mittinfarotpulse variabler relativer
Phase zeigen wir erstmalig die koha¨rente Kontrolle an linearen Intersubbandpolarisationen
mit Dephasierungszeiten unterhalb einer Pikosekunde. Eine Sa¨ttigung von mehr als 0.2 wird
bei einer Mittinfrarotpulsenergie von nur 1 pJ erreicht.
Es wird erstmalig ein direktes, zeitaufgelo¨stes Experiment an elektrisch betriebenen
Quantenkaskadenstrukturen vorgestellt. Diese Untersuchung ermo¨glicht den Einblick in die
Dynamik des Elektronentransports, der mit stationa¨ren Methoden nicht meßbar ist. Der
ultraschnelle Quantentransport der Elektronen vom Injektor durch die Injektionsbarriere in
das obere Lasersubband wird in Femtosekunden-Mittinfrarot-Anreg-Abtast-Experimenten
untersucht. Auf diese Weise beobachten wir die ultraschnelle Sa¨ttigung und die nachfolgende
Wiederherstellung des elektrisch induzierten Gains. Wir beobachten ausgepra¨gte Gainoszil-
lationen bei angelegtem Vorwa¨rtsstrom und an spektralen Positionen am Gainmaximum.
Dies ist ein direkter Beweis fu¨r eine koha¨rente Wellenpaketspropagation vom Injektor in
das obere Lasersubband mittels resonantem Tunneln trotz der hohen Ladungstra¨gerdichte
in Quantenkaskadenlasern. Nach der Sa¨ttigung ist der elektrisch induzierte Gain bei
niedrigen Gitter- und Ladungstra¨gertemperaturen innerhalb einer Pikosekunde vollsta¨ndig
wiederhergestellt.
Sclagwo¨rter:
ultraschnelle Spektroskopie, Halbleiter, Nanostruktur, intersubband, Quantenkaskadenlaser,
Elektronentransport, resonantes Tunneln, Quantentopf, koha¨rente Kontrolle, mittleres
Infrarot, Pulsformung
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Chapter 1
Introduction
One of the most significant directions in semiconductor physics in the last decades has been
the progressive miniaturization of devices. On one hand this has led to the explosive growth
in computer technology. On the other hand, the opportunity to fabricate structures with
characteristic dimensions on the nanometer length scale has led to the investigation of a
whole range of novel physical phenomena. Such physical phenomena gave and still give rise
to new generations of devices, which rely on completely different physical principles than
their predecessors.
A very important class of nanometric structures are the quasi-two dimensional semicon-
ductor nanostructures [1]. These structures consist of two different semiconductor materials,
which are deposited alternately on each other. The technical development of growth tech-
niques allows one to control the thicknesses of these layers within one atomic monolayer. In
this way, potential wells and barriers in the conduction and valence band along the stack
axis are formed resulting in two-dimensional carrier confinement within the plane of the lay-
ers. As a consequence, the quantization of electronic states leads to a series of valence and
conduction subbands with energy spacings much smaller than the fundamental bandgap.
These subbands give rise to low-energy optical excitations between consecutive valence or
conduction subbands, so-called intersubband transitions. The transition energies are located
in a range corresponding to the infrared wavelength range (λ = 1.5–100 µm). This spectral
regime is of large technical interest. Many important gases, from byproducts of fossil fuel
burning to constituents of human breath, have characteristic absorption lines in the mid-
infrared (λ = 3− 20µm) as a result of molecular rotational-vibrational transitions. Another
important example is free-space optical data communication, which is possible in the so-
called atmospheric windows around wavelengths of 5 and 10 µm. Hence, an important goal
in semiconductor research is to exploit the optical properties of semiconductor nanostructures
to develop new opto-electronic device structures. Two of the most successful devices based
on intersubband transitions are long-wavelength photodetectors [2] and electrically pumped,
unipolar semiconductor lasers, called quantum cascade lasers [3].
A prerequisite for further performance improvements of existing devices and the devel-
opment of future applications is a thorough understanding of the mechanisms governing the
optical and electronic properties of semiconductor nanostructures. Since the timescale of the
interactions among the carriers and between the carriers and the lattice is as short as a few
femtoseconds (1 fs = 10−15 s), ultrafast nonlinear spectroscopy represents a suitable means of
investigating these processes [4]. Ultrafast spectroscopy allows for the preparation of a well-
defined nonequilibrium state and the subsequent real-time monitoring of the relaxation into
2 CHAPTER 1. INTRODUCTION
the initial state on a femtosecond time scale. This nonlinear technique has provided deep
insight into the fundamental relaxation dynamics of intersubband excitations [5]. Those
studies are elemental for further investigations concerning existing device structures and
possible device applications.
Femtosecond spectroscopy in the mid-infrared spectral range has recently attracted con-
siderable interest in the ultrafast community since it has a broad potential for the study of
the ultrafast dynamics of elementary excitations in condensed matter [6, 7]. The ultimate
goal of such investigations is not only to initiate and probe ultrafast dynamics, but to co-
herently control the dynamics of such elementary excitations [8, 9]. This requires amplitude
and phase control of the excitation pulses. So far, however, it was not possible to carry
out coherent control experiments in the mid-infrared spectral range because a suitable light
source for shaped mid-infrared pulses was lacking. In this thesis we present the first tabletop
system including a laser light source, which allows for a controlled amplitude and phase
shaping, and a full characterization of the generated electric field transients.
This thesis is further aimed to investigating two different two-dimensional semiconductor
nanostructures using the methods of ultrafast spectroscopy:
(i) Ultrafast coherent control of intersubband transitions in quantum wells
Intersubband transitions in quantum wells display very high absorption cross sections
of up to 10−13 cm2 and—for an energy separation larger than an optical phonon—a carrier
lifetime in the excited subband between several hundreds of femtoseconds and a few pi-
coseconds [5]. These properties make intersubband transitions in quantum wells interesting
for optical switching. Ultrafast switch on and switch off times should be attainable by
coherent control of optical polarizations within their dephasing time without being limited
by the longer carrier relaxation times. In this thesis, we study the feasibility of coherent
nonlinear control of intersubband polarizations in GaAs/AlGaAs quantum wells by weak
ultrashort electric field-transients. Coherent polarizations on the transition between the
n = 1 and n = 2 conduction subband are generated by shaped mid-infrared transients at a
megahertz repetition rate and their coherent emission is amplitude- and phase-resolved by
electro-optic sampling.
(ii) Electron transport in quantum cascade structures
A milestone in semiconductor nanophysics was the development of the quantum cascade
laser [3]. It represents the first unipolar laser light source based on optical intersubband
transitions in a coupled multiple quantum well structure. The quantum cascade laser is an
electrically driven laser where electrons cascade down a potential staircase. Thereby the
electrons sequentially pass so-called injector regions, which act as an electron reservoir, and
active regions, which represent a three-level laser system. Since its invention, tremendous
performance improvements have been attained, e. g., continuous wave operation at room
temperature [10]. Very recently the first quantum cascade laser has been developed emitting
in the Terahertz spectral regime [11].
Although the design and production of these structures have reached a high degree of
sophistication, direct experimental information on the microscopic mechanisms is still poor.
An important issue is the transport of electrons from the injector into the active region.
Optimum design strategies try to enhance the injector–active region coupling via resonant
tunneling and, at the same time, to prevent the carriers from propagating into the continuum
[12]. The underlying physical picture relies on coherent electron transport, which, however,
3has not yet been demonstrated experimentally. From a theoretical point of view, the degree
of coherence in quantum transport is determined by the interplay between electron wave
packet propagation and dissipative scattering processes [13]. Thus, a detailed investigation
of the ultrafast gain dynamics provides better insight into the quantum cascade laser physics.
So far, a direct time-resolved experimental characterization of electrically driven quan-
tum transport—which represents a quasi-stationary nonequilibrium state of the electron
gas—has not been performed. We want to emphasize that this situation differs strongly
from the well-studied motion of electron wave packets that have been impulsively photo-
excited from an equilibrium initial state of matter (e. g., Bloch oscillations [14]). In this
thesis, we present the first direct time-resolved experimental study of the quantum trans-
port of electrons from the injector into the active region of a quantum cascade laser structure.
This thesis is organized as follows. In chapter 2 we briefly introduce the methods of ul-
trafast spectroscopy which we will focus on. Then we discuss the schemes for the generation
and characterization of femtosecond mid-infrared pulses. Subsequently, we present our new
method of shaping ultrafast mid-infrared pulses. In chapter 3 we give an introduction to the
optical and electronic properties of quasi-two-dimensional heterostructures. A review from
literature is provided concerning the ultrafast dynamics of intersubband excitations and ver-
tical electron transport. In chapter 4 we investigate the feasibility of coherent control in
multiple quantum well structures. The presentation of single pulse and phase-locked pulse
pair experiments is followed by a detailed qualitative and quantitative analysis of the data.
Chapter 5 deals with the development of an experimental technique to combine ultrafast
spectroscopy with high-current electrical pumping of semiconductor device structures. As
a first application we present a linear transmission change experiment to measure the spec-
tral characteristics of the current-induced optical gain of the investigated quantum cascade
structure. These studies represent the basis for the electron transport experiment carried
out in chapter 6. In this chapter time-resolved transmission change studies are presented on
various quantum cascade structures. A detailed analysis of the data follows which aims to
determine the characteristics of electron transport in such structures.
Chapter 2
Ultrafast spectroscopy in the
mid-infrared spectral range
In this chapter, we discuss the technological aspects for ultrafast spectroscopy in the mid-
infrared spectral range. This method has a broad potential for time-resolved investigations
of phenomena in condensed-matter since numerous elementary excitations exist in this low-
energy range. Recently, ultrafast time-resolved mid-infrared studies on such diverse systems
as liquid water [15], peptides [16], high-temperature superconductors [17], and semiconductor
nanostructures [18] have been carried out. For the coherent control of the excitations in
these systems, which is of great fundamental and technical interest [8, 9], a light source
is required allowing for the controlled shaping and full characterization of ultrashort mid-
infrared pulses. Here, we present a new light source for the generation, shaping, and complete
characterization of femtosecond mid-infrared field transients.
After a brief introduction to the basic theoretical concepts we start with the presentation
of the time-resolved experimental techniques used in this thesis. Next, we provide a com-
prehensive description of the generation, shaping, characterization, and theoretical analysis
of femtosecond mid-infrared pulses.
2.1 Electromagnetic waves and nonlinear optics
The interaction of a light field E(r, t) with matter leads to a polarization P (r, t) which acts
as a source for a new electromagnetic wave. For the phenomena discussed in this thesis
the classical, i.e., non-quantized description of electromagnetic waves is appropriate and
sufficient. The wave equation reads:
∇×∇× E + 1
c2
∂ 2 E
∂ t2
= − 1
0 c2
∂ 2 P
∂ t2
(2.1)
In most cases one can expand P into a power series of the electric field:
P (r, t) = P (1)(r, t) + P (2)(r, t) + P (3)(r, t) + ...
where
P
(1)
i (t) =
∫ ∞
0
χ
(1)
ik (τ)Ek(t− τ) dτ
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P
(2)
i (t) =
∫ ∞
0
∫ ∞
0
χ
(2)
ikl(τ1, τ2)Ek(t− τ1)El(t− τ2) dτ1 dτ2
...
χ(1) is the linear optical susceptibility tensor in the time representation, χ(2) is the second-
order nonlinear optical susceptibility tensor, and so forth. For frequencies far away from
any resonance the susceptibilities become quasi-instantaneous and can be approximated by
a delta function. This corresponds to frequency independent susceptibilities in the frequency
representation, e.g., d(2)(ω1, ω2) = const. Effects like difference-frequency mixing and the
electro-optic effect, which will play an important role later on, are treated within this regime.
In the vicinity of a resonance, however, a closer look on the interacting medium is needed
and the quantum mechanical apparatus has to be applied. In the next section we will give an
example where the resonant medium is described as a quantum mechanical two-level system.
Often, it is useful to rewrite the wave equation (2.1) by splitting the polarization into a
resonant part PRes and a part resulting from the linear interaction with the host medium
PH
P = PH + PRes
PH gives rise to the ”background”refractive index n(ω). Next, we split the electric field
and the polarization field into a slowly varying amplitude and a plane wave at the center
frequency Ω
E =
1
2
E(z, t) ei(Ω t−k(Ω) z) + cc.
P =
1
2
P (z, t) ei(Ω t−k(Ω) z) + cc.
where k(Ω) = n(Ω)
c
Ω. Considering transverse, plane waves propagating in z direction and
using the slowly varying amplitude approximation the wave equation (2.1) yields [19](
∂
∂ z
+
1
vgr(Ω)
∂
∂ t
)
E(z, t) = i
Ω
2 0 c n(Ω)
PRes(z, t) (2.2)
where vgr is the group velocity defined by
1
vgr(Ω)
=
dk(ω)
dω
∣∣∣∣∣
ω=Ω
2.1.1 Coherent interaction of light with a two-level system
In this section we discuss the resonant interaction of light with a medium which can be
described as a quantum mechanical two-level system. The system consists of the ground
state |0〉 and the excited state |1〉 which are the eigenstates of the system Hamiltonian H0
H0 |0〉 = h¯ ω0 |0〉
H0 |1〉 = h¯ ω1 |1〉
An appropriate formalism allowing for a statistical description of the two level system is the
density matrix formalism [20, 21, 22, 23]. The density matrix is the operator
ρ =
∑
m,n
pmn |m〉〈n| , m, n  {0, 1}
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The diagonal elements of the density matrix denote the occupations in states |0〉, |1〉
(p00 + p11 = 1) and the non-diagonal elements describe the polarizations, i.e., the coher-
ent superpositions of states |0〉 and |1〉. The expectation value of an observable A is the
trace of ρA
〈A 〉 = Tr (ρA)
The time evolution of the density matrix is described by the von Neumann equation [20]
∂ ρ(t)
∂ t
= − i
h¯
[H0 + V (t) , ρ(t) ]− Γˆ
(
ρ(t)− ρ(−∞)
)
(2.3)
V (t) is the interaction term describing the interaction of the two-level system with the
electromagnetic wave E(t) by the dipole operator µˆ and the dipole moment µ
V (t) = −µˆ E(t) , µˆ =
(
0 µ
µ 0
)
, ρ(−∞) =
(
1 0
0 0
)
for T → 0
The relaxation term Γˆ(ρ) describes phenomenologically the scattering processes between
states |0〉, |1〉 and the host medium, which leads to depopulation of the excited state with
the lifetime T1 and to dephasing of the polarizations with a phase relaxation time T2
Γˆ(ρ) =
(
ρ00
T1
ρ10
T2
ρ01
T2
ρ11
T1
)
Dephasing consists of two contributions, the dephasing due to depopulation and a pure
dephasing described by T ∗2 :
1
T2
=
1
T ∗2
+
1
2 T1
The scattering mechanisms leading to depopulation and dephasing have to be considered in
more detail for the particular system under investigation.
Up to now, we have presented the main equations which can be used to calculate the
time evolution of the two-level system under the influence of an electromagnetic wave. Under
certain conditions these equations can be simplified. First, we assume that the light field is
nearly resonant with the |0〉–|1〉 transition, i.e., ∆ω ≡ Ω − (ω1 − ω0)  Ω. Next, we split
the expectation value for the dipole operator in a slowly varying and an oscillatory part
〈 µˆ 〉 = 1
2
〈 p 〉 ei(Ω t−k z) + cc.
We identify the polarization PRes and the occupation of the upper state nex with the quan-
tities defined above in the following way:
PRes = N0 〈 p 〉 , nex = ρ11
where N0 is the carrier density. Finally, we apply the rotating wave approximation neglecting
the high frequency terms [24] to get the Maxwell-Bloch equations:(
∂
∂ z
+
1
vgr(Ω)
∂
∂ t
)
E = i
Ω
2 0 c n(Ω)
PRes (2.4)(
∂
∂ t
+
1
T2
− i∆ω
)
PRes = i
µ2 N0
h¯
E (1− 2nex) (2.5)(
∂
∂ t
+
1
T1
)
nex = i
1
4 h¯
(E P ∗Res − E∗ PRes) (2.6)
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These coupled differential equations describe the time evolution of the electric field and
the two-level system. We will use them later in the discussion of the coherent nonlinear
propagation of ultrafast electric field transients through intersubband resonances.
2.1.2 Pump-probe spectroscopy
The experimental technique used in this thesis to investigate the ultrafast dynamics of car-
riers and coherent polarizations in semiconductor nanostructures and devices is the time-
resolved or pump-probe transmission spectroscopy. Such an experiment is shown schemati-
cally in Fig. 2.1.
An intense light pulse (pump) excites the sample in a defined nonequilibrium state. This
causes a change of the optical properties of the sample. A weak probe pulse subsequently
measures the transmission as a function of the time delay tD between the pump and probe
pulses. The temporal resolution of the experiment for an optically thin sample is determined
by the pulse lengths of the pump and probe pulses. It is independent of the response time of
the detector. The term “ultrafast”is used when the pulse duration of the pump and probe
pulses is less than one picosecond (10−12 s). The shortest pulses that have been generated
so far have a duration of 3.8 fs [25, 26].
The pump-probe signal is a nonlinear signal which can be described in a perturbative
approach in lowest order by the third order nonlinear polarization P (3) [23]. Here, the pump
field interacts twice and the probe field interacts once with the sample. The pump-probe
signal is calculated assuming an optically thin sample of thickness L. After interaction with
the sample the detected probe field Edet(z, t) follows from equation (2.2)
Edet(L, t, tD) = Epr(0, t) + i
ΩL
2 0 n(Ω) c
P (3)(t, tD) (2.7)
and the detected probe intensity Idet(tD) reads
Idet(tD) =
∫ +∞
−∞
dt |Edet(L, t, tD) |2 (2.8)
The pump-probe signal (differential transmission) is defined as the normalized difference
between the probe field intensity with and without the pump field [27]:
Det.t
Probe
Pump
Sample
D
Figure 2.1: Setup for time-resolved transmission spectroscopy. The strong pump pulse excites
the sample. A subsequent weak probe pulse measures the transmission of the sample as a
function of time delay tD.
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∆T
T0
(tD) =
Idet(tD)− Idet(−∞)
Idet(−∞)
=
(
− ΩL
0 c n(Ω)
Im
∫ ∞
−∞
dtE∗pr(0, t)P
(3)(t, tD)
+
Ω2 L2
4 20 c
2 n(Ω)2
|P (3(t, tD)|2
)
/Idet(−∞)
≈ − ΩL
0 c n(Ω)
Im
∫ ∞
−∞
dtE∗pr(0, t)P
(3)(t, tD)/
∫ ∞
−∞
dt |Epr(0, t) |2 (2.9)
This approximation assumes that the electromagnetic field generated by the induced third-
order polarization is significantly smaller than the probe field. In a similar way the dispersed
pump-probe signal ∆T
T0
(ω, tD) can be obtained by the Fourier transform with respect to t
[27]
∆T
T0
(ω, tD) = − ΩL
0 c n(Ω)
Im
P (3)(ω, tD)
Epr(0, ω)
(2.10)
In the interpretation of the pump-probe signal one has to pay attention to the so called
coherent artifacts. They occur for negative time delays tD and in the temporal overlap of
the pump- and probe pulses. A detailed discussion of such phenomena can be found in Refs.
[28, 29, 27]. Here, we want to briefly discuss the coherent artifacts in the frame of the quan-
tum mechanical two-level system using the third order nonlinear polarization. Depending
on the time ordering of the pump- and probe pulse interactions different contributions can
be distinguished as depicted in Fig. 2.2. The first contribution is the so-called perturbed
free-induction decay (PFD). Here, the linear polarization P (1) generated by the probe field,
which decays with the dephasing time T2 (free-induction decay), is perturbed by the sub-
sequent interaction with the pump field. The PFD causes signals for negative delay times,
in particular if the dephasing time T2 is longer than the pulse length [31, 27]. It occurs
PFD: t < 0D PPC: t = 0D STC: t > 0D
ex
Figure 2.2: Depending on the time order of the interaction of the pump- and probe fields
with the sample three contributions to the pump-probe signal can be distinguished [30].
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only in the dispersed pump-probe signal since in the spectrally integrated signal the spectral
contributions destructively interfere.
The pump-probe coupling (PPC) contribution occurs during the temporal overlap be-
tween the pump and probe pulses [31, 27]. The interference of the pump field and the probe
field generates a transient excitation grating in the sample which leads to diffraction of pump
light into the probe direction. It can be positive or negative depending on the relative phase
of the transient grating and the diffracted light. These two components, PFD and PPC,
which are usually called coherent artifacts, are unavoidable features in pump-probe spec-
troscopy. They complicate the analysis of the pump-probe signal in the time range before
and around delay zero.
The signal in the time regime when the probe pulse interacts after the pump pulse
without temporal overlap is called sequential transmission change (STC). In this regime the
pump-probe signal reflects the dynamics of populations and of quantum coherences in the
sample. The dynamics of optical polarizations generated by the pump pulse do not influence
the pump-probe signal in this time regime.
In this thesis, three different techniques were used to characterize the ultrafast dynamics
of carriers and coherent polarizations in semiconductor nanostructures and devices:
1. Spectrally integrated detection: The probe pulses are measured spectrally integrated
after interaction with the sample. The advantage of this technique is a relatively
simple setup. In this thesis, we use the spectrally integrated detection technique for
linear transmission change measurements of a quantum cascade laser structure. The
sample is pumped electrically and probed with ultrashort mid-infrared pulses. Spectral
information is obtained by tuning the center-wavelength of the probe pulses. Thus,
the measured signal as a function of the center frequency of the probe pulse is the
convolution of the lineshape function of the excited transition with the spectrum of
the probe pulse.
2. Pseudo two-color pump-probe spectroscopy [27]: The probe pulses are spectrally re-
solved after interaction with the sample, i.e. the dispersed pump-probe signal [Eq.
(2.10)] is measured. Here, the spectral characteristics of the excitation can be mea-
sured with a high spectral resolution. We use this technique later for the electron
transport studies in quantum cascade structures. It is important to note that for the
interpretation of the experimental data all possible contributions (PFD, PPC, and
STC) have to be considered.
3. Full characterization of spectral phase and amplitude: Here, the full information about
the probe pulse is obtained by resolution of the spectral amplitude and phase after the
interaction with the sample. A technique for the complete pulse characterization is
electro-optic sampling. It was first applied to THz pulses by Auston et al. [33] and is
nowadays a standard technique in this spectral range. With electro-optic sampling the
electric field of a pulse is measured directly [Eq. (2.7)] resulting in time transients as
shown in Fig. 2.3. By Fourier transforming those transients the spectral amplitude and
phase is obtained. In this thesis, we use electro-optic sampling for the characterization
of shaped mid-infrared pulses and for the study of coherent nonlinear propagation of
ultrafast electric field transients through intersubband resonances.
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Figure 2.3: Temporal waveform of the THz radiation measured with electro-optic sampling
[32].
2.2 Generation of ultrashort mid-infrared pulses
In this thesis ultrafast pump-probe spectroscopy is carried out in the mid-infrared wave-
length range. Up to now, there is no light source available generating tunable ultrashort
mid-infrared pulses directly. Therefore we use nonlinear optical techniques to convert fem-
tosecond near-infrared pulses available from conventional Ti:sapphire laser systems to the
desired wavelength range. Here, this is done in two different schemes. The first scheme uses
phasematched difference frequency mixing in gallium selenide (GaSe) of components within
the broad spectrum of single, 14 fs pulses from a cavity-dumped Ti:sapphire laser. This
represents a highly compact source for the generation of mid-infrared pulses of 100 to 200
fs duration which are tunable from 7 to 20 µm at megahertz repetition rates. The second
scheme is based on a 1 kHz regenerative amplifier and an optical parametric amplifier. The
mid-infrared pulses are then generated by phasematched difference frequency mixing in GaSe
covering the wavelength range from 3 to 20 µm. In that way, pulse energies of up to 1 µJ
and pulse durations as short as 50 fs are obtained.
2.2.1 Low-intensity mid-infrared pulses at 2 MHz repetition rate
In this section we will first present a cavity-dumped Ti:sapphire laser providing ultrashort
near-infrared pulses at a repetition rate of 2 MHz. This design corresponds to the laser
demonstrated by Pshenichnikov et al. [34, 35]. The output pulses are used to generate
ultrafast mid-infrared pulses via phasematched difference frequency mixing. In the following,
this concept is discussed experimentally and theoretically in detail as it is the basis for pulse
shaping presented later.
2.2.1.1 Cavity-dumped Ti:sapphire laser
In recent years, Ti:sapphire (T i3+:Al2O3) has become the most important laser medium in
femtosecond technology. The advantage is its very broad fluorescence spectrum [36] with a
maximum around 780nm. Another very useful property of this crystal is its high third order
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Cavity dumper
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 t = 500 ns
REP
Ti:Sapphire
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Figure 2.4: Setup of the cavity-dumped Ti:sapphire laser, pumped by approximately 4 W
from a commercial Ar+-ion laser (λ = 514 nm). Pulses with 14 fs duration and energies of
typically 35 nJ are obtained at a repetition rate of 2 MHz.
nonlinear coefficient so that ultrashort pulses via Kerr lens modelocking can be generated
without the help of an additional nonlinear optical element. The setup of the laser used in
this thesis is shown in Fig. 2.4. The laser cavity contains a 4 mm long Ti:sapphire crystal
and a fused-silica acousto optic modulator (Bragg cell). The Ti:sapphire crystal is pumped
by 4 W from an Ar+-ion laser. The group velocity dispersion (chirp) accumulated in the
cavity is compensated with a pair of fused silica prisms. This oscillator runs intra-cavity
with a repetition rate of 84 MHz. An electric pulse sent to the piezoelectric transducer in
the Bragg cell generates a periodic grating which leads to the diffraction of a femtosecond
pulse out of the cavity. In this way we get pulses with energies of typically 35 nJ and nearly
bandwidth limited pulse lengths of 14 fs with a spectral width of 67 nm at a repetition rate
of 2 MHz (Fig. 2.5).
2.2.1.2 Phasematched difference frequency mixing
The near-infrared pulses derived from the cavity-dumped Ti:sapphire laser are used for the
generation of mid-infrared pulses. The scheme presented here is based on phasematched
difference frequency mixing of frequency components within a single near-infrared pulse in
a GaSe crystal [37]. Compared to non-phasematched optical rectification with the same
material [38, 39] the average power obtained with phasematching is about 100 times higher.
Fig. 2.6 illustrates the concept of phasematched mid-infrared generation with a single
pulse in a GaSe crystal. We apply type-I phasematching which means that an ordinary wave
with frequency ω and an extraordinary wave with frequency ω + ∆ω are mixed to generate
an ordinary wave with the difference frequency ∆ω and zero phase mismatch ∆k:
∆k ≡ ∆k(ω,∆ω, θ) = keo(ω + ∆ω, θ)− ko(ω)− ko(∆ω)
=
1
c
(
neo(ω + ∆ω, θ) · (ω + ∆ω)− no(ω) · ω − no(∆ω) ·∆ω
)
= 0
12 CHAPTER 2. ULTRAFAST SPECTROSCOPY IN THE ...
-50 0 50
0
1
τp=13.5 fs
(b)(a)
Au
to
co
rr
e
la
tio
n
 s
ig
na
l (n
o
rm
.
)
Time delay (fs)
340 360 380 400 420
0
1
Sp
ec
tra
l d
en
si
ty
 
(no
rm
.
)
∆ν = 
32 THz
Laser frequency ν (THz)
900 850 800 750
Wavelength (nm)
Figure 2.5: (a) Autocorrelation trace of the cavity-dumped pulses measured via second
harmonic generation in a KDP crystal (circles). The sech2 fit (line) corresponds to a pulse
duration of τp = 13.5 fs. (b) Pulse spectrum of the near-infrared pulse centered at λ = 780
nm with a spectral width of 67 nm (32 THz).
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Figure 2.6: (a) Polarization geometry of a near-infrared pulse generating a mid-infrared pulse
via type-I phasematched difference frequency mixing in a 0.5 mm thick GaSe crystal. (b)
Transmission range of GaSe in the near- and mid-infrared spectral range.
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ko and keo are the wave vectors, no and neo are the frequency dependent indices of refraction
of GaSe for the ordinary and the extraordinary wave [40]. To achieve type-I phasematching
the incident beam propagates in the yz-plane [Fig. 2.6 (a)] of the GaSe crystal. By rotating
the crystal around the x-axis the phasematching angle θ is adjusted. The polarization of the
input pulses enclose an angle of 45◦ with respect to the plane of incidence so that one single
input pulse provides both polarization components [ordinary (o) and extraordinary (eo)]
for a type-I process. In this way mid-infrared pulses are generated via difference frequency
mixing within the broad spectrum of a single near-infrared input pulse. We choose GaSe
because of its strong nonlinearity and favorable transparency properties in the near- and
mid-infrared spectral range [see Fig. 2.6 (b)]. The generated mid-infrared pulse EMIR can
be described by a single equation which is derived in detail in appendix A:
EMIR(z,∆ω) =
4∆ω2 d(θ)
c2 ko(∆ω)
e−i ko(∆ω) z
·
∫
dωANIRo (ω)
(
ANIReo (ω + ∆ω, θ)
) ei∆k L − 1
∆k
+ cc. (2.11)
where ANIRo and A
NIR
eo are the envelopes of the ordinary and extraordinary components of the
generating near-infrared pulse, d(θ) is the effective nonlinear susceptibility, and L = 0.5 mm
is the GaSe thickness.
To see for which frequency ∆ω the electric field EMIR(z,∆ω) is non-negligible one has
to look closer at the phasematching term
∣∣∣ ei∆kL−1
∆k
∣∣∣. For thick crystals as used here the
phasematching term is nonzero only if the phase mismatch ∆k(ω,∆ω, θ) is close to zero.
Since keo(ω, θ) depends on the angle θ the phase matching condition is fulfilled for a narrow
range of ∆ω frequencies.
Mid-infrared pulse parameters By rotating the GaSe crystal, i.e., by adjusting the
phasematching angle, the center frequency of the mid-infrared pulses is tunable in a wide
range from 7 to 20 µm as shown in Fig. 2.7 (a). The generation of higher wavelengths
is restricted by the transparency range of the GaSe crystal [see Fig. 2.6 (b)]. The lower
wavelength side is limited by the spectral width of the near-infrared pulses [Fig. 2.5 (a)].
The solid lines in Fig. 2.7 (a) are calculated spectra from the model described above. These
calculations, which use as parameters only the data for the ordinary and extraordinary re-
fractive indices [40], reproduce the measured spectra quite accurately. With an upconversion
technique pulse lengths of 165 fs at λ = 14µm and 95 fs at λ = 9.5µm were measured [41]. A
thorough characterization of the spectral phase and amplitude is done with the electro-optic
sampling technique as discussed later in this chapter.
With a calibrated HgCdTe mid-infrared detector the pulse energies were measured. Pulse
energies as a function of photon energy are shown in Fig. 2.7 (b). A peak energy of around
2.5 pJ is obtained for wavelengths in the range from 10 to 14 µm. It decreases rapidly for
higher and lower wavelengths. Pulse energies of a few pJ seem to be very small. Assuming
a rectangular shaped pulse with an energy of IPulse = 1 pJ and a pulse length of τp = 200
fs one finds that in the focus, which is typically dfoc = 70µm in diameter, the pulse reaches
an electric field strength of
EMIR =
√
2
SMIR
c 0
=
√√√√√2 IPulse
c 0 τp π
(
dfoc
2
)2 = 10 kVcm
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Figure 2.7: (a) Normalized power spectra (symbols) of the femtosecond mid-infrared pulses
generated by phasematched difference frequency mixing of frequency components within a
single near-infrared pulse in GaSe for different phasematching angles as indicated. Solid
lines: calculated spectra using the model described in the text. (b) Measured mid-infrared
pulse energies.
In high quality semiconductor nanostructures, this field is actually sufficient to generate
nonlinear effects as we will see in chapter 4.
Very often, however, much higher pulse energies are needed. Using the mid-infrared pulse
generation technique of phasematched difference frequency mixing we need a near-infrared
system with much higher pulse energies. Unfortunately, then the rather simple scheme with
a single near-infrared pulse generating the mid-infrared pulse in GaSe is not applicable as
we run into the problem of strong two-photon absorption. A technique which circumvents
this problem is presented in the next section.
2.2.2 High-intensity mid-infrared pulses at 1 kHz repetition rate
In this section we present a laser source for high-intensity mid-infrared pulses at 1 kHz
repetition rate. The mid-infrared pulses are generated in a three-stage scheme. First, high-
power, ultrashort near-infrared pulses are generated in a 1 kHz regenerative Ti:sapphire
laser system. In a second stage, these pulses are used to generate tunable, near-infrared
pulses in an optical parametric amplifier. Finally, mid-infrared pulses are generated via
difference frequency mixing. We restrict the presentation to the most important points. A
detailed description can be found in [41, 42]. This laser system is used for the time-resolved
experiments on quantum cascade lasers.
2.2.2.1 Regenerative amplification and optical parametric amplification
The scheme for the generation of ultrafast, high-power near-infrared pulses is shown in Fig.
2.8. It is based on chirped pulse amplification (CPA) [43]. Here, weak 50 fs near-infrared
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Figure 2.8: Chirped pulse amplification laser system for the generation of amplified fem-
tosecond pulses (T.F.P.=thin film polarizer, HR=high reflector, OC=output coupler) [41].
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Figure 2.9: Two-stage optical parametric amplifier for the generation of tunable femtosecond
signal and idler pulses in the near-infrared spectral range (λ =1-2 µm) [41].
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pulses centered at 800 nm are generated in a Ti:sapphire oscillator with a repetition rate of
85 MHz and a pulse energy of 2 nJ. In a next stage, these pulses are temporally stretched to a
pulse length of approximately 300 ps with a grating pulse stretcher to decrease significantly
the peak power below the damage threshold of the following elements. These stretched
pulses are then amplified in several round trips in a regenerative amplifier containing a
20 mm long Ti:sapphire crystal in the cavity, which is pumped by 7 mJ pulses from a
synchronized frequency-doubled Nd:YLF laser. A Pockel’s cell couples the pulses in and out
with a repetition rate of 1 kHz. Finally the pulses are re-compressed to a pulse length of 80
to 100 fs in a grating compressor. The pulse energy now is typically 500µJ.
In a further stage (see Fig. 2.9), near-infrared pulses (λ = 1 − 2µm) are generated in
an optical parametric amplifier (OPA). Only half of the output power of the regenerative
amplifier is needed. A small fraction (≈ 1%) of the amplified 800 nm pulses is focused into
a sapphire plate generating a white-light continuum, which is used for seeding. A fraction
of 10% is spatially and temporally overlapped with the seed pulses in a BBO crystal to
generate in a first stage signal and idler pulses with pulse energies of together 200 nJ in the
range between 1.2 and 2.2µm via type-II phasematching. In a second stage these pulses are
spatially and temporally overlapped with the resulting 90% of the pump pulses at a different
position of the BBO crystal and thereby amplified to pulse energies of together 70− 80µJ.
2.2.2.2 Difference frequency mixing with signal and idler pulses
The mid-infrared pulses are generated via difference frequency mixing of signal and idler
pulses in a 1 mm thick, type-I oriented GaSe crystal. For this, the setup shown in Fig.
2.10 was constructed. The temporal overlap is adjusted with a delay stage that separates
signal and idler pulses using broadband dichroic mirrors. A telescope generates an effective
focal length of 700 mm which leads to signal and idler foci of 500µm diameter at the GaSe
crystal. By adjusting the GaSe and BBO crystal angles appropriately, type-I phasematching
occurs. Behind the GaSe crystal, residual signal and idler components are suppressed using
suitable long-pass interference filters with onset wavelengths in the mid-infrared. A reference
L1
Type-I DFM
Signal
dichroic
mirrors
GaSe
d = 1 mm
L2
OPA 1 kHz
100 fs @ 1.2 - 2.2 µm
70 µJ
Idler
HgCdTe
HeNe
Filter
KBr
Figure 2.10: Mid-infrared generation via difference frequency mixing of signal and idler
pulses in GaSe (L1: f = 150 mm, L2: f = −100 mm). The filter behind the GaSe crystal is
needed to block residual signal and idler pulses. A HeNe laser beam is overlapped with the
mid-infrared beam [41].
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Figure 2.11: (a) Spectra of the mid-infrared femtosecond pulses generated with phasematched
difference frequency mixing of signal and idler pulses for several phasematching angles [42].
(b)Autocorrelation trace of a mid-infrared pulse centered at λ = 10µm measured via two-
photon absorption in InSb. The measured autocorrelation width corresponds to a pulse
length of τp = 120 fs.
beam is split off using a KBr plate. It is overlapped with the beam of a HeNe adjustment
laser. In this way, steerability of the mid-infrared beam throughout the rest of the setup is
accomplished.
Mid-infrared pulse parameters As in the high-frequency laser system, the pulses are
tunable by adjusting the phasematching angle of the GaSe crystal. In addition to this the
wavelengths of the signal and idler pulses have to be adjusted. The tuning range is wider
than for the high-frequency system, it is in the spectral range between 3− 20µm. The pulse
length is τp = 120 fs for λ = 10.0µm [Fig. 2.11 (b)]. It varies strongly with the center
wavelength as depicted in table 2.1. For wavelengths longer than 10µm the pulse lengths
increase rapidly. For a wavelength of 12.5µm the pulse duration is 360 fs, which is far from
the bandwidth limit. For these longer wavelengths pulse lengthening occurs as a result of
dispersion in the GaSe crystal and subsequent optics. This can partly be compensated with
Table 2.1: Pulse lengths τp for different center wavelengths λ [42].
λ / µm τp / fs
5.5 54
9.6 108
10.0 120
12.5 360
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a pulse compressor as has been shown in [42].
The intensity of the mid-infrared output is measured directly using a sensitive ther-
mopile detector. Smaller average powers for the experiments are determined with a cali-
brated HgCdTe detector. The pulse energy is 1 µJ around λ = 5µm and falls off inversely
proportional to the photon energy at longer wavelengths (approximately constant number
of photons per pulse).
2.3 Characterization of ultrashort mid-infrared pulses
In this section we discuss the electro-optic sampling technique [44, 45, 46]. It represents a
very powerful method to characterize ultrashort pulses as it measures directly the electric
field. Hence, it yields the complete spectral information of the field transient. Electro-optic
sampling has become a standard technique in terahertz spectroscopy [33, 47, 48] and was
applied for ultrafast pulses with wavelength down to the mid-infrared [32, 49]. For shorter
wavelengths, however, it can not be applied as it would demand reference pulses to be shorter
than available nowadays.
After a discussion of the principle of electro-optic sampling we address questions concern-
ing the appropriate polarization directions for the mid-infrared beam and the near-infrared
reference pulses. Then we study the wavelength range for which this technique can be ap-
plied. Finally, we demonstrate the electro-optic sampling technique by sampling some typical
mid-infrared field transients.
Electro-optic sampling The basic idea of electro-optic sampling is the following. The
electric field of the mid-infrared pulse induces a change of birefringence in a crystal via the
electro-optic effect, i.e., it generates a change in the index ellipsoid of the crystal (appendix
B). A short near-infrared pulse measures this electro-optic modulation as a function of time
delay via the phase retardance Γ induced by the birefringence.
A suitable sensor crystal is ZnTe since it has sufficient transparency properties in the near-
and mid-infrared spectral range and a large eletro-optic coefficient [32]. We will see later
that the phase retardance Γ is proportional to the amplitude of the mid-infrared electric
field: Γ ∼ EMIR. Γ can be measured in the setup shown in Fig. 2.12 (a). The linearly
polarized near-infrared beam is focused collinearly with the mid-infrared beam on the ZnTe
crystal. This is achieved by leading the near-infrared beam through a hole in the off-axis
mirror (OA). Behind the ZnTe crystal the near-infrared beam is slightly elliptically polarized
because of the birefringence induced by the electric field of the mid-infrared pulse. It passes
successively a λ/4 wave plate and a Wollaston polarizer (WP) to generate two symmetrically
arms whose intensity difference is measured with a pair of balanced photo diodes (BPD).
The intensity difference is the phase retardance which will be shown now. To calculate the
expected effect we use the matrix representation of optical elements affecting the polarization
of the near-infrared pulse (C). The incident, linearly polarized near-infrared beam Ein =
(E, 0) ei(ω t−k z) is transformed into the elliptically polarized beam Eout by passing the ZnTe
crystal and the λ/4 waveplate in the following way [see Fig. 2.12 (b)]
Eout =
1
2
Mλ/4 MZnTe Ein + cc. =
1
2
Mλ/4 M(Γ) Ein + cc.
=
1
2
1√
2
(
1 ei
π
2
ei
π
2 1
) (
cos Γ
2
ei
π
2 sin Γ
2
ei
π
2 sin Γ
2
cos Γ
2
)
Ein + cc.
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Figure 2.12: Principle of measurement of the electric field of a mid-infrared pulse using
electro-optic sampling. (a) The mid-infrared beam and a near-infrared reference beam are
focused onto the ZnTe crystal (fL1 = 200 mm, fOA = 100 mm, fL2 = 100 mm). The reference
beam passes a λ/4 wave plate and a Wollaston polarizer (WP) before it is measured with a
pair of balanced photo diodes (BPD). (b) Evolution of the polarization of the near-infrared
reference beam. The incoming beam is polarized along the x axis. Under the influence of the
mid-infrared induced index-ellipsoid [for n′1 and n
′
2 see formula (D.6)] of the ZnTe crystal it
becomes slightly elliptically polarized. The index-ellipsoid of the λ/4 wave plate transforms
the slightly elliptically polarized beam into a slightly ”non-circularly”polarized beam which
is necessary to get two symmetric arms after passing the Wollaston polarizer.
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E√
2
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2
− sin Γ
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(
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2
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2
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The diodes measure the time integrated difference signal ∆E
∆E = lim
T→∞
1
T
∫ T
0
(Eout,y)
2 − (Eout,x)2 dt
=
E
2
((
cos
Γ
2
+ sin
Γ
2
)2
−
(
cos
Γ
2
− sin Γ
2
)2)
= E sin Γ
For Γ 1 this results in the normalized difference signal
∆ ≡ ∆E/E = Γ ∼ EMIR (2.12)
By varying the time delay tD between the mid- and the near-infrared pulses the electric
field of the mid-infrared pulse is measured directly as illustrated in Fig. 2.13. Thus, the
complete information about the spectral phase and amplitude is obtained.
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Figure 2.13: The Principle of electro-optic sampling: A short near-infrared reference pulse
(NIR) measures the birefringence induced by the electric field of the mid-infrared pulse
(MIR) as a function of the time delay tD.
Polarization geometry The non-vanishing components of the electro-optic tensor rZnTe
for ZnTe at a mid-infrared wavelength of 10.6µm [50] are
r41 = r52 = r63 = 3.9 · 10−12 m
V
(2.13)
We choose a thin ZnTe plate being < 110 > oriented [32] and both the mid- and near-infrared
propagation directions being perpendicular to the ZnTe surface. Under these conditions we
show in appendix D that the maximum phase retardance Γ = ω
c
n3 r41 E
MIR L, where L is
the crystal thickness, is obtained for a polarization configuration as depicted in Fig. 2.14.
Wavelength range Eq. 2.12 is exact for a static mid-infrared field. Here, however, we
want to measure the electric field of an ultrashort mid-infrared pulse with center frequency
Ω. As A consequence, two points have to be taken into account:
x
y
z
ENIR
ENIR
EMIR
ZnTe surface
Figure 2.14: ZnTe surface and polarizations of the near- and mid-infrared beam yielding the
maximum effect (for the near-infrared beam there are two possibilities).
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• The difference between the group velocity of the near-infrared pulse and the phase
velocity of the mid-infrared pulse [51]: First we consider the near-infrared reference
pulse to be negligibly short and centered at a frequency ω0. δ(x) is the group/phase
velocity mismatch time after having passed a distance x in the crystal
δ(x) =
(
1
vgr(ω0)
− 1
vph(Ω)
)
x
with the group velocity of the near-infrared vgr(ω0) and the mid-infrared phase velocity
vph =
c
n(Ω)
. The mid-infrared field EMIR(x) measured by the near-infrared pulse is
EMIR(x) = EMIR cos(Ω · δ(x) + ϕ)
where ϕ is the phase of the mid-infrared wave (which depends on the time delay tD
between the near- and mid-infrared pulse). The electro-optic effect induced by the
mid-infrared pulse is averaged along the crystal
∆˜ =
ω
c
n(ω0)
3 r41
∫ L
0
EMIR(x) dx
• The finite pulse length of the near-infrared pulse. This effect is modelled by the
convolution with the normalized envelope of the near-infrared pulse
INIR(x0) = Inorm e
−4 ln 2
(
n(ω) x0
c τp
)2
where the near-infrared pulse length is τp = 14 fs.
Taking into account these two points the measured normalized differential signal reads
∆eff (Ω, L, ϕ) =
ω
c
n(ω0)
3 r41
∫ L
0
∫ ∞
−∞
EMIR(x− x0) · INIR(x0) dx0 dx
Figure 2.15: Difference signal ∆max(L) plotted as a function of the crystal thickness L for
λMIR = 3µm (dash-dotted line), 10µm (dashed line), 20µm (dotted line) and for a situation
without group velocity mismatch.
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Both effects distort the signal because they act differently on different frequency components
of the mid-infrared pulse. Note that for different crystal thicknesses L the measured signal
∆eff = ∆eff(ϕ) experiences a phase shift. ϕmax is the phase where the signal reaches its
maximum (∆max ≡ ∆eff (ϕmax)).
In Fig. 2.15 the difference signal ∆max(L) is plotted as a function of the crystal thickness
L for λMIR = 3, 10, and 20µm and for a situation without group velocity mismatch. As
can be seen, for shorter mid-infrared wavelengths the effects described above become more
serious. Consequently, a thinner ZnTe crystal is required. For λMIR = 10µm the maximum
difference signal is obtained at a crystal thickness of 8µm. As we will sample ultrafast
mid-infrared pulses with center frequencies between 10 µm and 12µm we have used a crystal
thickness of L = 10µm.
Experimental data Typical mid-infrared electric field transients generated via phase-
matched difference frequency mixing in a GaSe crystal and measured with electro-optic
sampling are shown in Fig. 2.16. In (a) the electro-optic signal is shown as a function of
time delay between the mid-infrared pulse and a near-infrared reference pulse. In (b) the
mid-infrared pulse has passed a 6 mm thick potassium bromide (KBr) window. The respec-
Figure 2.16: (a) Mid-infrared electric field transients measured with electro-optic sampling.
The mid-infrared pulse was generated via phasematched difference-frequency mixing in a
GaSe crystal. (b) Field transient after passing 6 mm KBr. (c), (d) Power spectra (solid line)
and spectral phases (circles) gained from the Fourier transform of the respective transients.
Dashed lines: Quadratic fit with a chirp ∂2 Φ/∂ ω2 of (c) 37 fs2 and (d) 90 fs2.
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tive power spectra [Fig. 2.16 (c),(d): solid lines] and the spectral phases [Fig. 2.16 (c),(d):
circles] were obtained by the Fourier transforms of the transients. The pulse in Fig. 2.16
(a) has a linear chirp ∂2 Φ/∂ ω2 of 37 fs2. After having passed the KBr window the linear
chirp increases to 90 fs2. Hence, 6 mm KBr account for a linear chirp of 53 fs2. With the
Sellmeier equation for KBr
n2KBr(λ) = 1.39408+
0.79221 · λ2
λ2 − 0.1462 +
0.01981 · λ2
λ2 − 0.1732 +
0.15587 · λ2
λ2 − 0.1872 +
0.17673 · λ2
λ2 − 60.612 +
2.06217 · λ2
λ2 − 87.722
(λ in µ) a linear chirp of 52 fs2 after the passage of 6 mm KBr is calculated which is in good
agreement with the measured one.
In conclusion, we have seen that electro-optic sampling is an excellent method to deter-
mine the spectral phase and amplitude of a mid-infrared pulse. This is used in the following
to characterize shaped mid-infrared pulses.
2.4 Shaping of ultrashort mid-infrared pulses
In this section we present a novel technique to shape ultrashort mid-infrared pulses. It is
based on a two-stage scheme. In a first stage, ultrashort near-infrared pulses are shaped with
a programmable pulse shaper. In a second stage, these pulses generate shaped mid-infrared
field transients via phasematched difference frequency mixing in a GaSe crystal. This indirect
technique is capable to phase and amplitude shape the mid-infrared field transients within
its given spectral width.
Direct amplitude shaping in the mid-infrared has been accomplished recently using am-
plitude masks in a zero-dispersion stretcher [41, 42]. With some effort, this direct technique
can, in principle, be extended to also phase shape mid-infrared pulses. However, the ad-
vantage of our method is that it combines two well known techniques: near-infrared pulse
shaping and mid-infrared generation via phasematched difference frequency mixing, which
can be modelled quite accurately by the theory described in section 2.2.1.2.
In the following, we first present the technique of pulse shaping in the near-infrared
spectral range using an array of liquid crystals before we come to the new concept of mid-
infrared pulse shaping.
2.4.1 Pulse shaping in the near-infrared
In a first stage, near-infrared pulses are shaped in a programmable pulse shaper. An exact
control of this shape is essential for the subsequent mid-infrared pulse shaping. We start
presenting the setup using a 128-pixel liquid crystal array. We calculate the transmission
and phase of each pixel induced by a voltage applied on each of the pixels individually. Then
we explain the calibration of the pulse shaper. Finally we present an intrinsic technique to
characterize the shaped near-infrared pulses at any position of the optical setup.
Experimental setup The basic idea of pulse shaping in the near-infrared spectral region
is to phase and amplitude modulate the frequency components within an ultrashort near-
infrared pulse. First experiments used lithographically etched masks [52, 53]. Nowadays,
programmable acousto-optic modulators [54] and liquid crystal modulators (LCM) [55, 56,
57] are used. In this thesis we have used the LCM technique. The apparatus was developed
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Figure 2.17: Setup of the near-infrared pulse shaper. The incoming pulse is spectrally
dispersed by the grating G (600 l/mm). With a plane gold mirror (M1) the beam is reflected
onto the spherical gold mirror M2 (fM2 = fM3 = 15 cm). Here, the spectral components
are collimated and focused onto the liquid-crystal-modulator (LCM). Before and after the
LCM they pass a polarizer (P). With the spherical gold mirror M3 and the plane gold mirror
M4 the spectral components are re-focused onto the grating G yielding a parallel, shaped
near-infrared beam.
by Wefers and Nelson [58] in cooperation with CRI. It consists of two liquid crystal arrays
with 128 pixels each, which are glued upon each other. In the setup (see Fig. 2.17) we
placed the LCM into a 4-f zero dispersion stretcher. The incident near-infrared beam is
dispersed at the first grating and focussed onto the LCM with a spherical mirror. Hence,
a certain polarized frequency content of the pulse passes a pixel of the first and a pixel of
the second LCM array. These two pixels represent two degrees of freedom which we can
use to modulate the phase and amplitude of the corresponding frequency content as we will
see later. The length L of the LCM is 12.8 mm. The frequency range passing the LCM is
approximately double the FWHM (full width at half maximum) of the near-infrared pulse
spectrum (∆λ = 70 nm). We use a 600 l/mm grating and a curved mirror with f = 150 mm.
Calculation of transmission and phase The electric field Ein of a frequency component
λ yields after transmission of the polarizers P and the LCM pixelpair, each of thickness l,
(see appendix C)
Eout(U1, U2) = P ·M(−45◦) ·
(
ei
2π
λ
n¯0 l 0
0 ei
2π
λ
n2(U2) l
)
·
(
ei
2π
λ
n1(U1) l 0
0 ei
2π
λ
n0 l
)
·M(45◦) · P Ein
≡ S(U1, U2) Ein
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where n1(U1) and n2(U2) are the refractive indices of the pixel pair, which is controlled by
the voltages U1 and U2 (U1, U2 = 0...10 V),
S(U1, U2) = e
i 2π
λ
(n¯0+n0) l ei
ϕ1+ϕ2
2
(
cos ϕ1−ϕ2
2
0
0 0
)
with the phases
ϕ1 ≡ ϕ1(U1) = 2π
λ
(n1(U1)− n0) l
ϕ2 ≡ ϕ2(U2) = 2π
λ
(n2(U1)− n¯0) l
The phase factor ei
2π
λ
(n¯0+n0) l could, in principle, be used to control the absolute phase of
the shaped near-infrared pulse. Here, however, it will be neglected as we are not interested
in an absolute phase. With Ein = (E, 0) the transmission is
T (U1, U2) =
| Eout(U1, U2) |2
| Ein |2 =
cos(ϕ1 − ϕ2) + 1
2
and the phase shift
∆ϕ(U1, U2) =
ϕ1 + ϕ2
2
In this way, phase and amplitude control of all corresponding frequencies is achieved. Hence,
with the limitation of 128 pixelpairs we can arbitrarily shape a near-infrared pulse within a
certain spectral bandwidth.
Calibration Since the voltage dependence of the phases ϕ1(U1) and ϕ2(U2) depend on
parameters of the LCM, which are not known, we have to determine this experimentally. In
a first step we measure the transmissions T (U,U0) and T (U0, U) with a fixed voltage U0 for
each pixel with a photodiode. With these transmissions we define the phase ψ
ψ(U,U0) ≡ ϕ1(U)− ϕ2(U0) = arccos[2T (U,U0)− 1]
ψ(U0, U) ≡ ϕ1(U0)− ϕ2(U) = arccos[2T (U0, U)− 1]
Now we set ϕ2(U0) ≡ 0, which is reasonable since we are not interested in an absolute phase
of the near-infrared pulse. This results in the calibration equations
ϕ1(U) = ψ(U,U0)
ϕ2(U) = ψ(U0, U0)− ψ(U0, U)
Characterization of shaped near-infrared pulses Many techniques have been devel-
oped to characterize ultrashort near-infrared pulses. Standard techniques for phase and
amplitude characterization of the spectral components of an ultrashort near-infrared pulse
are, e.g., frequency resolved optical gating (FROG) [59] and spectral phase interferometry
for direct electric-field reconstruction (SPIDER) [60]. The disadvantage of such techniques is
that they require additional setups. Thus, they measure the pulse characteristics somewhere
in these setups and not at the position of the experiment. With the pulse shaper, however,
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Figure 2.18: Cross-correlation in a BBO crystal of two frequency components ω1 and ω2 of
the near-infrared pulse with a short reference pulse. The cross correlation signal is measured
with a photo-multiplier (PM). The relative phase of ω1 and ω2 can be obtained by this
technique.
we have an intrinsic possibility to characterize the phase and amplitude at any desired po-
sition. To be more precise, with the pulse-shaper we measure the phases of the spectral
components. The spectral amplitude is then measured with a conventional monochromator.
This technique which is called direct optical spectral phase measurement (DOSPM) [61] is
based on the temporal interference of two spectral components Eω1(t) = cos (ω1t + ϕ(ω1))
and Eω2(t) = cos (ω2t + ϕ(ω2)) with frequencies ω1, ω2 and phases ϕ(ω1), ϕ(ω2) of the spec-
trum to be investigated. The measurement of the resulting temporal beats is carried out
by cross correlation with a nearly transform-limited reference pulse in a thin BBO crystal.
The setup is shown in Fig. 2.18. Two oscillators are selected from the shaped spectrum
by adjusting the transmission of all pixelpairs to zero except of those corresponding to the
desired two frequency portions. Since it is not possible to set the transmission of pixelpairs
to exact zero, the passing light causes an additional cross correlation signal superimposed
on the proper one. To suppress this sufficiently we increased the intensity of the two oscilla-
tors by increasing their frequency content. For one oscillator we used the frequency portion
passing five pixelpairs. The interference of these two oscillators give a temporal beat signal
I(t) = (Eω1(t) + Eω2(t))
2
∼ cos2
(
ω1 + ω2
2
t +
ϕ(ω1) + ϕ(ω2)
2
)
× cos2
(
ω1 − ω2
2
t +
ϕ(ω1)− ϕ(ω2)
2
)
In the cross correlation only the low frequency part cos2
(
ω1−ω2
2
t + ϕ(ω1)−ϕ(ω2)
2
)
survives while
the high frequency part is averaged out due to the non-collinear second-harmonic generation
and the phase instability with respect to the reference pulse. Scanning a complete set of
frequency doublets we can determine the phase information of the shaped near-infrared
pulse. Cross correlation curves for two different frequency doublets of a pulse with an
intensity spectrum as shown in Fig. 2.19 (a) are shown in Fig. 2.19 (b). The phase data
generated with this technique and the corresponding pulse shapes are shown in Fig. 2.19 (c).
As can be seen, this technique works quite well and there are no ambiguities as, e.g., with
FROG. We can characterize the shaped near-infrared pulse directly at the position of the
GaSe crystal where we want to generate the shaped mid-infrared pulses. The disadvantage
of this technique is that it is rather time consuming. One complete phase data measurement
needs around thirty minutes.
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Figure 2.19: Phase characterization of a near-infrared pulse with the intensity spectrum
shown in (a). (b) Cross-correlation curves of two spectral components with a short near-
infrared pulse. (c) Scanning over the whole spectral range results in the complete phase
diagram and thus the pulse shapes. In a first step, the phase of a chirped near-infrared pulse
was measured (upper panels). In a second step, the phase was changed with the pulse shaper
to get a bandwidth limited pulse (lower panels).
2.4.2 Pulse shaping in the mid-infrared
Experimental setup The complete experimental setup for our new technique of pulse
shaping in the mid-infrared wavelength range is shown schematically in Fig. 2.20 (a). The
near-infrared pulses are generated in a cavity-dumped, modelocked Ti:sapphire oscillator
as described in section 2.2.1.1. In our setup, shaped mid-infrared pulses are obtained in a
two-stage scheme: first, the near-infrared beam is shaped in a programmable pulse-shaper.
In this way, amplitude- and phase-shaped near-infrared pulses are generated. In the second
step, phasematched difference-frequency mixing of different spectral components of these
pulses in a 0.5-mm-thick GaSe crystal (section 2.2.1.2) provides femtosecond mid-infrared
electric field transients. We apply free-space electro-optic sampling, to measure the shaped
mid-infrared electric-field transients (section 2.3).
Experimental data In Fig. 2.21 mid-infrared waveforms are shown which are generated
by a near-infrared, phase-locked pulse pair. The near-infrared pulse pair was obtained by
programming the pulse shaper so that the near-infrared spectral amplitude has the shape
A∆t(ω) =
A0(ω)
2
(
e−i
ω ∆t
2 + ei
ω ∆t
2
)
= A0(ω) cos
ω∆t
2
where A0(ω) is the spectral amplitude of the unshaped near-infrared pulse and ∆t is the
pulse distance. For a near-infrared pulse distance of ∆t = 800 fs [Fig. 2.21 (a)], ∆t = 500
fs [Fig. 2.21 (b)], and ∆t = 200 fs [Fig. 2.21 (c)] a mid-infrared pulse pair with the same
pulse distance is obtained. The respective mid-infrared intensity spectra obtained from the
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Figure 2.20: (a) Experimental setup for the generation and characterization of amplitude-
and phase-shaped femtosecond pulses in the wavelength range from 7 to 20µm. The ultrafast
electric field transients are generated by phasematched difference frequency mixing in a GaSe
crystal of shaped near-infrared pulses using a liquid crystal modulator (LCM). The electric
field transients generated are directly measured using ultrafast electro-optic sampling. (b)
Schematic showing the propagation of the ordinary (o) and extraordinary (eo) components of
two phase-locked near-infrared pump pulses. Group velocity mismatch between the ordinary
and extraordinary wave leads to coincidence of the extraordinary component of the second
pulse with the ordinary of the first.
Fourier transforms of the transients are shown in Fig. 2.21 (d)-(f) (circles). The fit curves
(solid lines) are functions cos(∆t/2 ·ω) multiplied with the spectra for a single pulse (dashed
lines).
What happens if the near-infrared pulse distance is further reduced to 60 fs is shown in
Fig. 2.22. In 2.22 (a) a typical mid-infrared waveform is shown which was generated by a
single (i.e. unshaped) near-infrared pump pulse. The corresponding spectrum is centered at
λ = 13.7 µm with a spectral width (FWHM) of approximately 2 THz (∼ 1.3µm) as shown
in the inset. We then impose a linear spectral phase Φ(ω) on the near-infrared pulse, which
delays the near-infrared and, consequently, the mid-infrared field transient by 60 fs as shown
in Fig. 2.22 (b). Next, we programmed the pulse shaper to produce a pair of in-phase near-
infrared pump pulses with 60 fs separation. The resulting mid-infrared transient is shown
in Fig. 2.22 (c). In addition to the transients generated by the two pulses individually, i.e.,
the expected superposition of the transients in Figs. 2.22 (a) and (b), we find a second pulse
centered around 400 fs, well after the maxima of the two phase-locked pulses. To explore
this phenomenon further, we used the pulse shaper to create near-infrared pulse sequences
with pulse separations being either one half or one full oscillation period of the λ = 13.7µm
carrier wavelength of the mid-infrared light. In Fig. 2.23 we plot the electric field transients
generated by a pair of phase-locked pump pulses separated by (a) ∆t = 23 fs (equal to half
the mid-infrared period) and (b) ∆t = 46 fs (equal to a full mid-infrared period). The solid
and dashed lines correspond to a relative phase ∆Φ between the phase-locked pump pulses
of ∆Φ = 0 and ∆Φ = π, respectively. The inset shows an enlarged time window around 400
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Figure 2.21: Electric field transients of mid-infrared pulses measured with free-space electro-
optic sampling. The pulses centered at λ = 13.0µm are generated by a pair of phase-locked
pump pulses with (a) ∆t = 800 fs, (b) ∆t = 500 fs, and (c) ∆t = 200 fs separation. (d)-(f)
Corresponding intensity spectra obtained from the Fourier transforms of the time transients
(circles). The respective fit curves (solid lines) are sine functions multiplied with the spectra
for a single pulse (dashed lines).
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Figure 2.22: Electric field transients of mid-infrared pulses centered around λ = 13.7µm.
They are generated by a pair of phase-locked pump pulses with 60 fs separation. (a),(b)
Transients generated when each pump pulse is applied separately. (c) Applying two pump
pulses. Inset: Fourier transform of the waveform of a single pulse, showing the pulse spec-
trum. (d)-(f) Corresponding theoretical curves from the model discussed in appendix A.
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Figure 2.23: Mid-infrared waveforms generated by two near-infrared pulses with distances of
(a) ∆t = 23 fs (corresponding to a λ/2 retardance of the mid-infrared phase) and (b) ∆t = 46
fs. The relative phase between the phase-locked near-infrared pump pulses, ∆Φ, is 0 (solid
curves) and π (dashed curves). Inset, enlarged time-window around 300 fs. Corresponding
model calculations are shown in (c) and (d).
fs, in which the waveform shows the following interesting behavior: the amplitude depends
only weakly on the coarse separation between the phase-locked pump pulses, while the phase
changes by π as we vary the relative phase between the pump pulses by the same amount. In
contrast, in the time range around delay zero we obtain the expected behavior: (i) we observe
either destructive [Fig. 2.23 (a)] or constructive [Fig. 2.23 (b)] interference between the two
generated mid-infrared fields and (ii) the phase of the electric field transients is independent
of the relative phase between the pump pulses as expected for optical rectification.
Discussion The peculiar behavior observed in our experiments is explained by the fol-
lowing picture: At the entrance of the GaSe crystal we have two pump pulses, E1(t) and
E2(t) = E1(t + ∆t), each consisting of an ordinary eo and an extraordinary eeo component,
i.e.,
E1(t) =
E1(t)√
2
(eo + eeo) and
E2(t) =
E2(t)√
2
(eo + eeo)
The two pump pulses generate the nonlinear polarizations
PNL1 (t)eo = χ
(2) : E1(t)eo : E1(t)eeo
PNL2 (t)eo = χ
(2) : E2(t)eo : E2(t)eeo
via the optical rectification part of the χ(2) tensor. Applying these pump pulses separately,
we obtain the corresponding mid-infrared field transients [Figs. 2.22 (a,b)]. Now, as we
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apply the pulse pair E1(t) + E2(t), the nonlinear polarization
PNL1/2 = P
NL
1 (t) + P
NL
2 (t) + P
NL
X (t)
contains in addition to the self-terms PNL1 and P
NL
2 a cross term
PNLX (t)eo = χ
(2) : E1(t)eo : E2(t)eeo + χ
(2) : E2(t)eo : E1(t)eeo ,
depending on the electric fields of both pulses. Close to the entrance of the GaSe-crystal
the self terms dominate and, thus, generate two mid-infrared pulses separated by the same
delay as the corresponding pump pulses [Fig. 2.20 (b)]. In this early stage of the generation
process, the cross term vanishes due to the poor temporal overlap between E1(t) and E2(t).
For situations in which ∆t is below the mid-infrared pulse duration the two self-terms merge
into one pulse and constructive or destructive interference of the mid-infrared fields takes
place according to the specific ∆t. This effect explains the electric field transients around
delay zero in Figs. 2.22 (c) and 2.23 (a,b). The waveforms observed around 400 fs, however,
are caused by the cross terms. As the group velocities of the extraordinary and the ordinary
pump pulses are different in GaSe the extraordinary part of the second pump pulse meets
the ordinary part of the first pump pulse at a later position in the crystal depending on
the distance between the pump pulses. Here, the contribution due to the respective self-
term vanishes and the cross-term generates the second mid-infrared pulse around 400 fs.
The large delay between the mid-infrared pulse pair relative to that of the pump pulses
is connected to the mid-infrared/ near-infrared group velocity mismatch being much larger
than that between ordinary and extraordinary pump waves. In contrast to the field transients
generated by the the self-terms, the waveform caused by the cross-term is quite sensitive to
the relative phase between the two pump pulses. It is obvious from the equation for PNLX
that the phase of the mid-infrared field is directly connected to the relative phase between
the two pump pulses [cf. solid and dashed lines in Fig. 2.23 (b)].
Model calculations Our qualitative picture is fully confirmed by detailed model calcula-
tions according to the theory derived in appendix A, which takes into account the frequency
dependent refractive indices of all three interacting waves. The theoretical curves shown in
Figs. 2.22 (d,e,f) and 2.23 (c,d) reproduce all the main features observed in the respective
experiments as predicted by our above arguments. We attribute the relatively minor quan-
titative differences to a small chirp on the input pulses and to dispersion in the mid-infrared
optics between the GaSe and ZnTe crystals, neither of which is included in the theory. These
results on mid-infrared pulse pair generation elucidate all the essential new nonlinear optics
that determine the shape of the mid-infrared field transients.
Towards arbitrary pulse shaping in the mid-infrared So far, we have experimentally
demonstrated temporal phase and amplitude control of femtosecond mid-infrared pulse pairs.
The generation of the mid-infrared field transients is well described by the theory in appendix
A. Hence, the question is: Can we extend this concept to generate arbitrary mid-infrared
pulse shapes? For this, we recall formula (2.11) which describes the mid-infrared generation
with an extraordinary component ANIReo and an ordinary component A
NIR
o of a near-infrared
pulse:
AMIR(∆ω) =
∫
dωANIRo (ω + ∆ω)
(
ANIReo (ω)
)
α(ω,∆ω, L, θ) (2.14)
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with the phase mismatch function
α(ω,∆ω, L, θ) =
4∆ω2 d
c2 k(∆ω)
· e
i∆k(ω,∆ω,θ)L − 1
∆k(ω,∆ω, θ)
Now, we assume that ANIReo and A
NIR
o can be controlled individually. One of the latter,
e.g., ANIReo we choose as a Gaussian pulse with very small bandwidth centered at ω0, i.e.,
ANIReo (ω) = 2 π δ(ω−ω0). As an example, this pulse could be a picosecond pulse. Eq. (2.14)
now yields
AMIR(∆ω) = α(ω0,∆ω, L, θ)A
NIR
o (ω0 + ∆ω)
Since this formula can be inverted, an arbitrary mid-infrared field AMIR can be generated
with the corresponding near-infrared field ANIRo . Of course, this is possible only within the
given frequency bandwidth of the near-infrared pulse. A very simple case is that of a thin
crystal (L  1
∆ k
). Here, the phase mismatch can be neglected and the generated mid-
infrared field directly equals the near-infrared field except for a frequency shift of ω0. For
a thick crystal, a non-negligible phase mismatch results in the narrowing of the generated
mid-infrared spectrum.
This method requires that we can control the ordinary and extraordinary components
of the near-infrared pulse individually. A straightforward technique would be to use two
near-infrared pulse shapers. The measurements discussed above, however, pave the way
for a much simpler technique using only one pulse shaper. We have seen that the ordinary
component of the first pulse of a pulse pair meets the extraordinary component of the second
after having passed a certain distance in the GaSe crystal. This results in the cross term.
Since we can shape both pulses of a pulse pair individually with the near-infrared pulse
shaper the only resulting requirement is the suppression of the self-terms. This could be
accomplished, e.g., by separating the two components from each other in time by passing
them through a birefringent crystal before they enter the GaSe crystal. This scheme for the
generation of arbitrarily shaped mid-infrared pulses is shown in Fig. 2.24.
NIR
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Figure 2.24: Scheme of the generation of arbitrarily shaped mid-infrared pulses.
Chapter 3
Coherent dynamics of intersubband
transitions
In this chapter we introduce the basics about the coherent dynamics of intersubband tran-
sitions in quasi-two dimensional semiconductor nanostructures. This physics plays a funda-
mental role for the time-resolved experiments discussed in this thesis, i.e., coherent control
of intersubband excitations in quantum wells and carrier transport in semiconductor devices
(quantum cascade lasers).
We start with a short introduction into the electronic and optical properties of quasi-
two dimensional semiconductor nanostructures. We discuss the optical transitions occurring
between quantized subbands due to the carrier confinement. The known characteristics
about intersubband absorption and the ultrafast dynamics of intersubband excitations are
reviewed. As a first application we present a concept for coherent control of intersubband
transitions.
In the subsequent section, electron transport in coupled quantum well systems is dis-
cussed. Transport in terms of resonant tunneling in double quantum wells and superlattices
is explained and experimental studies are discussed. Finally, the quantum cascade laser is
introduced. Here, electron transport plays an essential role. We review the current status
and open questions concerning electron transport in quantum cascade structures and explain
the experimental concept employed for the ultrafast electron transport studies carried out
in this thesis.
3.1 Quasi-two dimensional heterostructures
Modern techniques like molecular beam epitaxy [62, 63, 64] or metal-organic vapor phase
epitaxy [65] allow the controlled growth of low-dimensional semiconductor nanostructures
on an atomic length scale. The basic principle is illustrated in Fig. 3.1 (a): A se-
quence of nanometer-thick layers using material systems like GaAs/AlGaAs, GaInAs/InP,
GaInAs/AlInAs, or Ge/Si are deposited alternately on each other. In this thesis, we will
concentrate on the material system GaAs/AlGaAs.
The different band gaps of the individual materials lead to a carrier confinement along the
growth direction giving rise to new electronic and optical properties, which will be discussed
in the following.
34 CHAPTER 3. COHERENT DYNAMICS OF ...
(a)
A
B
A
B
A
z
E
(b) (c) E
kII
E(d)
D(E)
n=1
n=2
B A B BA
CB
VB
x
y z
Figure 3.1: (a) Thin layers of different materials A (e.g. GaAs) and B (e.g. AlGaAs) are
grown alternately on each other. (b) Due to the conduction band (CB) and valence band
(VB) discontinuity the carriers are confined in the potential wells leading to discrete levels.
(c) The carriers can propagate freely in x- and y-direction leading to a subband structure.
(d) Step-like density of states in the conduction and valence band.
3.1.1 Electronic and optical properties
The bandgap discontinuity in growth direction (z-direction) leads to rectangular shaped
potential wells and barriers for the carriers in the valence and the conduction band [Fig.
3.1 (b)]. The distribution of the bandgap discontinuity among the valence and conduction
band depends on the specific material system. In z-direction the carriers are confined in the
so-called quantum wells according to the one-dimensional Schro¨dinger equation, which reads
in the effective mass approximation [24](
− h¯
2
2meff
∂2
∂ z2
+ V (z)
)
ζn(z) = En ζn(z)
Here, ζ is the envelope function of the electron (hole), meff is the electron (hole) effective
mass, and V is the confinement potential. The confinement leads to a quantized motion
in z-direction with eigenenergies En (n = 1, 2, ...) as depicted in Fig. 3.1 (b). The energy
positions of the different levels can be tailored by varying the quantum well widths. Since
the carriers can move freely parallel to the layers (x, y–direction) the quantized energy levels
represent the bottom of two-dimensional subbands [Fig. 3.1(c)] with different effective masses
and nonparabolicities according to the details of the band structure. Another important
consequence of the quantum confinement in z-direction is a step-like density of states as
depicted in Fig. 3.1 (d), in contrast to the square-root dependence in bulk material.
In the first part of this chapter we will concentrate on multiple quantum well structures,
where the barriers are much thicker than the penetration depth of the envelope wavefunction
into the barrier. Here, the coupling between different quantum wells can be neglected.
Quantum well structures, where the barriers between adjacent quantum wells are thin so that
their coupling can’t be neglected are called superlattice structures. The coupling between
quantum wells is quite important for device structures like the quantum cascade laser. We
will discuss such effects later.
The subbands in the individual bands give rise to a new kind of electronic transition, the
intersubband transitions. Such transitions can occur due to scattering (e.g. carrier-phonon
or carrier-carrier scattering), due to spontaneous emission of a photon, or induced by an
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Figure 3.2: Intersubband absorption [(n=1)→(n=2)] of a modulation-doped
GaAs/Al0.35Ga0.65As multiple quantum well structure with a doping of 6 × 1011 cm−2
measured at 15 K. The quantum well thickness is 9 nm and the barrier thickness 20 nm [69].
optical field. For typical layer thicknesses on the order of 10 nm the energy splitting of the
subbands corresponds to wavelengths in the mid-infrared wavelength range.
Optically induced intersubband transitions are frequently studied in n- or p-doped mul-
tiple quantum well structures. Modulation-doped structures contain a layer of impurities in
the center of the barriers, e.g., Si-δ-doping in AlGaAs barriers between GaAs wells, spatially
separated from the quantum wells. The donors provide free electrons forming a quasi-two
dimensional electron plasma in the lowest subband of the quantum wells. The spatial sep-
aration of electrons and ionized impurities modifies the potential energy profile of the free
carriers. Additional potential minima in the barriers and potential maxima in the wells oc-
cur (see inset of Fig. 3.2). In the structures investigated in this thesis the well potential for
the electrons is much deeper than the barrier minima which results in a complete electron
transfer to the wells and in a strong confinement of the carriers in the lowest subbands.
In a symmetric quantum well, optical transitions only between subbands of different
parity, e.g., 1–2, 2–3, or 1–4, are dipole-allowed and result in intersubband absorption and
emission. The intersubband dipole is oriented along z so that only the z-component of an
electromagnetic wave (P polarization) induces an electronic intersubband transition. How-
ever, very small contributions of S polarized absorption is measured, which is due to k·p
mixing between valence and conduction band states [66].
The energy position of an intersubband transition is correlated with the energy separation
between the subbands. Due to the identical sign of the subband curvature the intersubband
absorption is concentrated in narrow lines, in contrast to the broad optical spectra of inter-
band absorption. Thus, intersubband transitions are characterized by very large absorption
cross sections [67, 68]. The finite linewidth of the intersubband absorption is due to different
broadening mechanisms, which will be discussed in the next section.
3.1.2 Intersubband absorption
Optical intersubband transitions were first observed in high-density inversion layers of het-
erostructures in the 1970s [70, 71]. In the GaAs/AlGaAs system stationary intersubband
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absorption has been discussed in a large amount of studies, including Refs. [67, 68, 72, 73].
Typical linewidths range from ≈ 3 meV [73] to 25 meV [72]. In Fig. 3.2 the intersub-
band absorption spectrum of a n-type modulation-doped GaAs/AlGaAs multiple quantum
well structure with a well width of 9 nm, a barrier thickness of 20 nm, and a doping of
6 × 1011 cm−2 is displayed. The peak position of this line is at 116 meV. The linewidth
(FWHM) has a value of 8 meV. The decay dynamics of the macroscopic intersubband po-
larization determines the shape and width of the intersubband line. There are different
broadening mechanisms determining the linewidth of the intersubband absorption which
will be briefly discussed in the following [5]:
• Homogeneous broadening: Any scattering process which changes the relative phase
between the involved subbands result in a damping of the macroscopic intersubband
polarization. The relevant scattering mechanisms are electron-electron scattering,
electron-phonon scattering and disorder scattering. Neglecting any memory effects
(Markovian limit) these scattering processes lead to a Lorentzian shaped absorption
line. It is characterized by the decay time of the coherent polarization T2. This decay
time was already introduced in chapter 2 as a phenomenological damping term in the
density matrix formalism of a quantum mechanical two-level system.
• Inhomogeneous broadening: In most cases the system cannot be characterized by a
two-level system with a single transition energy. Typically there is an inhomogeneous
distribution of those. The destructive interference of the different oscillators accounts
additionally for the decay of the macroscopic polarization. The main mechanisms
contributing to such an inhomogeneous broadening are structural disorder like fluctu-
ations of the potential well width or fluctuations of the alloy composition and intrinsic
effects like the different effective masses of the subbands and nonparabolic subband
dispersions [74].
• Many-body effects: The picture of independent two-level systems as presented above is
an approximation. In particular at high carrier concentrations the coupling of different
oscillators via the Coulomb interaction has to be taken into account. This changes the
behavior of the system with respect to the interaction with an electromagnetic wave
leading to a change in the shape, width, and position of the intersubband absorption
line. A prominent many-body effect is the depolarization shift [75]. A collective charge
density oscillation in z–direction induced by a coherent excitation leads to an oscillating
charge separation. Consequently, the Coulomb-interaction among the carriers results
in an additional back-driving force for the carriers and shifts the transition frequency
to higher energies (blue shift). In addition, this effect also leads to a narrowing of the
absorption line [76].
Many-body effects are very significant in case of wide wells, i.e., large intersubband
dipoles, and high carrier concentrations. Here, the mere single-particle picture is not
adequate to describe the position and width of the intersubband line.
3.1.3 Ultrafast dynamics of intersubband excitations
The different processes responsible for the line broadening discussed above take place on
an ultrafast timescale. The methods of ultrafast spectroscopy, especially pump-probe
spectroscopy and four-wave mixing, have given a deep insight into these mechanisms
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Figure 3.3: Schematics of the different timescales of ultrafast processes occurring after a
femtosecond intersubband excitation.
[77, 78, 18, 5, 41, 79, 69]. In addition to those dephasing processes, ultrafast spectroscopy
reveals also information about carrier redistribution mechanisms. After excitation with an
ultrashort pulse, the carrier system undergoes several stages of relaxation before it returns
to the thermodynamic equilibrium. Carrier relaxation can be classified by four temporally
overlapping regimes as shown in Fig. 3.3 [4]. In the following, we summarize the main
mechanisms for carrier relaxation after resonant intersubband excitation in the case of mod-
ulation doped GaInAs/AlInAs and GaAs/AlGaAs quantum well structures with subband
spacings substantially larger than the energy of a linear-optical (LO) phonon. We restrict
our discussion to low carrier concentrations for which many-body effects are less important.
• Dephasing of coherent polarizations: The resonant interaction of a coherent ultrashort
pulse with an intersubband transition creates a coherent, macroscopic optical polariza-
tion between the optically coupled states with equal in-plane momenta. Additionally
it creates an occupation of electron states in the upper subband which was unoccupied
before.
In the quantum mechanical density-matrix formulation for a single two-level system
as discussed in the previous chapter the coherent polarization is identified with the
off-diagonal elements of the density matrix and the occupations are described by the
diagonal elements. The intersubband polarizations dephase on a time scale of several
hundreds of femtoseconds for intersubband spacings of ≈ 100−200 meV as determined
in four-wave mixing experiments [18, 69]. Dephasing mechanisms are electron-electron,
intraband LO phonon and electron-impurity scattering. Such processes result in a
homogeneous broadening of the intersubband transition. As the structures considered
are modulation doped the electron gas in the quantum wells is spatially separated from
the ionized donors in the barriers. This leads to a reduced ionized impurity scattering
of electrons with a characteristic scattering time of 1–2 ps [80], which is much longer
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Figure 3.4: Main mechanisms of carrier relaxation after an ultrafast, coherent optical excita-
tion (EF0–Fermi energy). (a) For negligible inhomogeneous broadening the main mechanism
for dephasing of the macroscopic intersubband polarization P12 is electron-electron scatter-
ing. (b) If the subband spacing is higher than the LO phonon energy the main intersubband
relaxation mechanism is electron-LO phonon scattering. For large subband spacings, the
electrons are transferred into states in the lower subbands with high in-plane momenta. (c)
Thermalization is dominated by Coulomb scattering between high- and low-energy carriers
which leads to a heating of the cold electron plasma.
than the observed dephasing times. At low temperatures (10 K) the LO phonon
absorption by electrons is negligible. For electron concentrations below ≈ 1012 cm−2,
which will be present in the sample investigated in the subsequent chapter, the Fermi
energy is below the LO phonon energy so that LO phonon emission is also negligible.
Intersubband population relaxation plays a minor role for dephasing as it occurs with
a longer time constant as will be discussed below [77, 78, 41, 69]. Hence, the main
scattering mechanism leading to a homogeneous dephasing at low temperatures and
low electron concentrations is electron-electron scattering as depicted in Fig. 3.4 (a).
It should be noted that a theoretical analysis of intersubband dephasing by electron-
electron scattering has not been performed until now.
An additional damping mechanism for the macroscopic intersubband polarization ex-
ists in the case of inhomogeneously distributed two-level systems due to structural
disorder or intrinsic effects as described above. The rigid macroscopic phase relation-
ship existing for short moments after excitation is destroyed due to the time evolution
of these oscillators with different frequencies. Nowadays, high quality GaAs/AlGaAs
quantum wells show negligible inhomogeneous dephasing as was shown by time-resolved
four-wave mixing experiments [69].
• Intersubband relaxation: Electrons which are excited by optical excitation into the
higher subbands can relax into lower subbands due to the interaction with electrons via
Coulomb scattering and with the lattice via phonon scattering. For subband spacings
far above the LO phonon energy this leads to the population of states in the lower
subband with large in-plane momenta [see Fig. 3.4 (b)]. The relaxation time depends
on the subband spacing. Because of the 1/k2-dependence of the electron-LO phonon
scattering rate, a subband spacing resonant to the LO phonon energy results in a much
shorter relaxation time than a subband spacing far above the LO phonon energy. This
behavior is exploited in quantum cascade lasers to ensure a short lifetime in the lower
3.2. COHERENT CONTROL IN SEMICONDUCTOR ... 39
laser subband.
In intersubband pump-probe measurements it was observed that the relaxation times
were independent of the electron concentration [78, 41]. Thus LO phonon scattering is
the main relaxation mechanism. The same measurements yielded typical intersubband
relaxation time constants of around ≈ 0.5 − 1.5 ps for subband spacing above the
LO phonon energy, which is in good agreement with theoretical models [81].
• Thermalization: Intersubband relaxation results in a carrier distribution in the lower
subband far away from thermal equilibrium. Subsequent scattering leads to a carrier
redistribution, which transforms the system from an athermal into a quasi-equilibrium
distribution. As part of the excess energy from the optical excitation remains in the
carrier system, this quasi-equilibrium is characterized by an elevated electron tem-
perature. The main scattering mechanisms for thermalization are electron-phonon
scattering transferring excess energy to the lattice and Coulomb scattering between
high- and low-energy carriers which leads to a heating of the cold electron plasma.
Using intersubband pump-interband probe experiments the thermalization was ex-
perimentally monitored [78, 41]. Athermal electron distributions created by ultrafast
intersubband excitation were observed for delay times up to 2 ps. The data were
well reproduced by ensemble Monte Carlo simulations [82]. These calculations show
that electron thermalization at low lattice temperatures occurs mainly due to electron-
electron scattering [see Fig. 3.4 (c)] with rates strongly reduced by Pauli blocking and
screening and due to the picosecond supply of hot electrons from the upper subband.
In contrast to these low temperature results, sub-100 fs thermalization times were
observed at room temperature [83].
• Carrier cooling: After the carrier system is transferred into a Fermi distribution with
an electron temperature substantially higher than the lattice temperature the final
relaxation stage is carrier cooling. The main cooling mechanisms involve LO phonon
and, to a lesser extent, acoustic phonon scattering.
Intersubband pump-interband probe experiments were used to measure the dynamics
of carrier cooling [78, 41]. It was found that within 25 ps the Fermi distribution cools
down to 50 K independent on the plasma density in a range of electron concentrations
between 1.5× 1011 and 1.5× 1012 cm−2.
3.2 Coherent control in semiconductor nanostructures
Semiconductor nanostructures have a broad potential in applications like optical switching
[84] and modulation [85] with ultrafast switch-on and switch-off times. Moreover, they are
important model systems for coherent control of material excitations on ultrafast time scales
[9].
In the following we will discuss some important studies on coherent control in semicon-
ductor nanostructures that have been done so far.
Most research has concentrated on interband and excitonic excitations in quasi-two di-
mensional quantum wells for which different schemes of coherent control of optical polariza-
tions and photoinduced electric currents have been realized. In quasistationary experiments,
the nonlinear coupling of intersubband excitations and excitonic transitions has been studied
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[86]. A strong change in the interband absorption spectrum due to the resonant coupling
of the lowest subbands by a high-power laser was observed, the so-called optical quantum-
confined Stark effect.
Further, coherent control of photocurrents have been demonstrated. Hache´ et al. [87]
studied the coherent generation and control of photocurrent in bulk GaAs via interband
absorption with a phaselocked pulse pair. Of great interest is the manipulation of carrier
populations, because it represents an important step towards ultrafast optoelectronics and
all-optical switching. Coherent control of excitons has been reported by Heberle et al. [9].
They coherently controlled the generation and destruction of excitons in quantum wells by
the time delay of a sequence of two phase-locked optical pump pulses. A later probe pulse
recorded the resulting exciton density. Here, the long exciton dephasing times enable the
generation and destruction of excitons for pump pulse distances of several picoseconds.
Concepts for coherent control involving intersubband excitations have been investigated
in a number of theoretical studies. Hu and Po¨tz [88] studied the coherent control of optical
gain from electronic intersubband transitions in semiconductors. Neogi et al. [89] demon-
strated that interband transitions in semiconductor quantum wells can be manipulated by
the optimization of a pulsed intersubband control-light field.
Only few experiments addressed the properties of coherent intersubband polarizations
and their application for coherent optical switching. In Ref. [90] coherent charge oscilla-
tions after interband excitation in a quantum well were observed by monitoring the emitted
electromagnetic radiation. With a phaselocked pulse pair, Dupont et al. [91] controlled
the direction of the emission of photoexcited electrons via bound-to-free transitions in Al-
GaAs/GaAs quantum well superlattices.
Coherent control of bound-to-bound intersubband transitions, however, has not been
done so far. Due to the very high absorption cross section of such transitions sizable inter-
subband excitations should be reachable with very weak ultrashort electric field-transients
resonant to the intersubband transition.
Experimental concept for coherent control of intersubband transitions The ultra-
fast dynamics of intersubband excitations in quasi-two dimensional semiconductors are well
understood. The high structural quality of state-of-the-art GaAs/AlGaAs quantum wells
results in a strong reduction of disorder-induced inhomogeneous broadening of intersubband
resonances, leading to rather narrow intersubband absorption spectra with comparatively
long dephasing times. Hence, those structures are supposed to be ideal model systems for
coherent control of intersubband resonances on a sub-picosecond time scale.
The new methods of controlled shaping and time-resolved detection of electric field tran-
sients in the mid-infrared presented in the previous chapter now allow to investigate and
directly manipulate coherent intersubband excitations in the time domain. In the experi-
ments presented in the next chapter, we investigate the coherent nonlinear manipulation of
intersubband populations and polarizations in GaAs/AlGaAs quantum wells by weak ultra-
short electric field-transients resonant to the intersubband transition. Coherent polarizations
on the transition between the n = 1 and n = 2 conduction subband are generated by shaped
mid-infrared transients at a megahertz repetition rate. The re-emitted free induction decay
is measured with electro-optic sampling.
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3.3 Carrier transport in semiconductor nanostructures
Ultrafast spectroscopy provides a powerful tool to investigate and coherently control the
dynamics of intersubband excitations. Now, we discuss the use of ultrafast spectroscopy to
investigate the dynamics of transport in quasi-two dimensional semiconductor nanostruc-
tures. For nanostructure devices, such as the quantum cascade laser, carrier transport plays
a fundamental role and its detailed understanding is a prerequisite for further performance
improvements of these structures.
Vertical transport in semiconductor nanostructures is inherently connected with
tunneling—a quantum-mechanical phenomenon that has no classical analogue. As tun-
neling takes place on an ultrafast timescale, all-optical techniques, such as pump-probe
spectroscopy, four-wave-mixing spectroscopy, etc., are appropriate methods to study trans-
port in semiconductor nanostructures. Time-resolved all-optical studies of tunneling began
in the late 1980s [92] and much effort has been undertaken in this field until now. In the
following, we want to consider briefly transport studies in double quantum well and super-
lattice structures before we discuss transport in quantum cascade structures. Finally, we will
consider open questions connected with electron transport in semiconductor nanostructures
and present an experimental concept to elucidate those.
3.3.1 Coupled quantum wells
So far, we have considered single quantum wells or multiple quantum well structures with
thick barriers for which there is practically no coupling between subsequent quantum wells.
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Figure 3.5: Coupling of quantum wells. (a) Symmetric double quantum wells with large
barrier width (negligible coupling). (b) The small barrier width leads to a coupling of the
quantum wells. The corresponding states are the binding | b〉 and the anti-binding | a〉 state
with an energy splitting ∆E = Ea−Eb. (c) Asymmetric double quantum well. (d) Resonant
situation with applied bias. (e) Fan chart for an asymmetric double quantum well structure
with applied bias V . (f) Wavepacket | l〉 = | b〉+| a〉√
2
. (g) Wavepacket after Tosc/2, | r〉 = | b〉−| a〉√2 .
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In this case, the quantum wells can be treated independently. When the barrier thickness
becomes smaller, coupling between the wells has to be taken into account. This is schemat-
ically depicted in Figs. 3.5 (a) and (b), where the well widths are equal. In Fig. 3.5 (a)
the barrier is very thick so that coupling can be neglected and the eigenstates are localized
in the respective wells. In Fig. 3.5 (b) the barrier is thin so that there is coupling between
the two wells. As a consequence, an energy splitting with energies Ea and Eb occurs and
the respective electron states, the so-called binding (| b〉) and anti-binding (| a〉) states, are
delocalized over both wells. The energy splitting or tunnel coupling ∆E ≡ Ea − Eb is de-
termined by the barrier thickness and the barrier height. Such a resonant situation can also
be obtained for asymmetric, coupled double quantum wells with applied bias. In Fig. 3.5
(c) the lowest two states of an asymmetric, coupled double quantum well are shown. The
lowest state is mainly localized in the wide well and the other state is mainly localized in the
narrow well. Due to the coupling of the two wells the two states have nonzero probability
density in both wells. Under a suitable bias these two states become resonant [Fig. 3.5 (d)]
and we observe the same behavior as described above. In Fig. 3.5 (e) the energies of the two
states as a function of the applied bias are schematically shown (fan chart). The minimal
energy splitting ∆E is observed at resonance.
After the coherent excitation of an electronic wavepacket, e.g., by optical excitation with
a pulse which is spectrally broader than ∆ω = ∆E/h¯, an oscillatory motion is expected.
Such a wavepacket consisting of a coherent superposition of the binding and the anti-binding
state reads
| ab, φ〉(t) = 1√
2
(
| b〉+ | a〉 ei(∆Eh¯ t+φ)
)
(3.1)
In Fig. 3.5 (f) a wavepacket localized in the left well
| l〉 = | ab, 0〉(0) = | b〉+ | a〉√
2
is shown. As time elapses, this wavepacket tunnels through the barrier and after a time Tosc
2
(tunneling time) it is localized in the right well [Fig. 3.5 (g)]
| r〉 = | ab, 0〉(Tosc
2
) =
| b〉 − | a〉√
2
After one oscillation period the wavepacket is localized again in the left well
| l〉 = | ab, 0〉(Tosc)
From Eq. (3.1) it can be easily seen that the oscillation period is directly connected with
the energy splitting by the relation
Tosc =
h
∆E
Assuming the energy eigenstates |a〉 and |b〉 as a single, homogeneously broadened 2-level
system dephasing leads to an exponential damping of the oscillation with a damping rate
Γ = 1/T2. The normalized spatial displacement of the wavepacket in z-direction yields
z(t) = e−t/T2 cos(ωosc t + φ) , ωosc =
2 π
Tosc
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Figure 3.6: Exponentially damped oscillation z(t) = e−t/T2 cos(2 π t/Tosc) as a function of
time. The oscillation period is Tosc = 410 fs corresponding to an energy splitting of ∆E = 10
meV. (a) Oscillation for a damping time T2 =
4
π
Tosc, i.e., 2 h¯Γ = 0.25 · h¯ ωosc = 2.5 meV.
(b) Oscillation for a damping time T2 =
1
π
Tosc, i.e., 2 h¯Γ = h¯ ωosc = 10 meV. (c) Oscillation
for a damping time T2 =
1
4π
Tosc, i.e., 2 h¯Γ = 4 · h¯ ωosc = 40 meV. Inset: Fourier transforms
of the respective transients.
as shown in Fig. 3.6 (a). The Fourier transform of the exponentially damped oscillation
yields a Lorentz line (Insets of Fig. 3.6)
z˜(ω) =
1/T2
(1/T2)2 + (ω0 − ω)2
with the homogeneous linewidth 2 Γ = 2/T2. The coherence of the oscillation strongly
depends on Γ. For Γ ≥ ωosc the oscillation is heavily damped [Fig. 3.6 (c)] so that the
original wavepacket is completely dephased after one oscillation. We define electron transport
as coherent if Γ < ωosc [Fig. 3.6 (a)] and incoherent if Γ > ωosc [Fig. 3.6 (c)].
So far, we have only considered the case of resonant tunneling. Also non-resonant tunnel-
ing plays an important role for transport in semiconductor nanostructures. For simplicity,
we will not discuss non-resonant tunneling now but we will come back to this point in the
discussion of the transport measurements on quantum cascade structures.
In the following we want to discuss some important experimental studies related to
vertical electron transport in semiconductor nanostructures.
Tunneling in biased quantum well structures was first observed by Oberli et al. [93]. The
authors used a biased, asymmetric, coupled double quantum well structure based on the
GaAs/AlGaAs material system. Carriers were generated in one of the quantum wells via
sub-picosecond interband photoexcitation and the subsequent luminescence was measured
time-resolved. The tunneling time was identified with the photoluminescence decay time.
As expected, a strong reduction of the tunneling time was observed if the two states in
the respective quantum wells are resonantly coupled. Wavepacket oscillations between the
wells of a biased, asymmetric GaAs/AlGaAs double quantum well were observed by Leo et
al. [94]. They created an electronic wave packet in the wide well via ultrafast interband
photoexcitation and traced the oscillatory motion of this wave packet by degenerate four-
wave mixing and by pump-probe spectroscopy. In a further experiment by Roskos et al.
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Figure 3.7: Measured coherent electromagnetic transients emitted from an asymmetric dou-
ble quantum well for different bias fields [95].
[95] such a wave packet oscillation was directly observed by time-resolved detection of the
THz emission from this spatial charge oscillation as shown in Fig. 3.7. In resonance, several
oscillations were observed at carrier densities on the order of 109 cm−2. From the decay of
the coherent electromagnetic signal at resonance a dephasing time of T2 ≈ 7 ps was deduced
compared to an oscillation period of Tosc ≈ 1 ps.
Tunneling was also studied in superlattice structures with many coupled quantum wells.
Here, wavepacket oscillations—the so-called Bloch oscillations—were observed. [96, 1]. The
first Bloch oscillations were observed with four-wave-mixing experiments in a semiconductor
superlattice by Feldmann et al. [14]. The oscillations have been induced by femtosecond
interband excitation and monitored in real-time. Martini et al. [97] studied the coherent
THz emission from interband excited Bloch oscillations as a function of excitation density.
Pronounced oscillatory motions with an oscillation period Tosc ≈ 600 fs were found for
electron concentrations of up to several 109 cm−2, whereas a rapid damping of the oscillations
occurs at higher carrier densities as shown in Fig. 3.8 (a). For the homogeneous linewidth
of the oscillation 2 Γ = 2/T2 [Fig. 3.8 (b)] as a function of the excitation density nex they
derived the linear expression
Γ(nex) = Γ(0) + ν · nex , Γ(0) = 1
h¯
1.2 meV , ν =
1
h¯
9 · 10−11 meV · cm2 · nwell (3.2)
For nex < 10
10 cm−2 the dephasing times are higher than the oscillation period and the
transport is coherent. For higher carrier densities the transport is incoherent.
So far, we have seen that transport in double quantum wells and superlattices can be
described in terms of tunneling. It is coherent for electron sheet densities < 1010 cm−2. In
electrically driven device structures like quantum cascade lasers, however, the carrier sheet
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(a) (b)
Figure 3.8: (a) Measured coherent electromagnetic transients emitted from a GaAs/AlGaAs
superlattice structure for various optical excitation powers. (b) Homogeneous linewidth Γ
and decay time constant (inset) of the THz pulses as a function of excitation density [97].
densities are typically ≈ 4× 1011 cm−2. Extrapolating the data measured by Martini et al.
using equation (3.2) one would expect dephasing times of ≈ 30 fs at such elevated electron
densities. For a typical energy splitting on the order of 10 meV (h/10 meV = 410 fs) this
suggests that the transport in such structures is expected to be fully incoherent. However,
such dephasing times have never been measured experimentally.
It is important to note that in the experiments described above, electronic wavepackets
were generated via interband excitation, where the dephasing times are strongly influenced
by electron-hole interaction. To study electron transport in unipolar devices, a measurement
avoiding the generation of both electrons and holes at the same time is necessary. This has
not been done so far.
3.3.2 Quantum cascade structures
Light amplification exploiting intersubband transitions was first predicted by Kazarinov and
Suris in 1971 [98]. It took another two decades, however, until the first laser based on inter-
subband transitions, the so-called quantum cascade laser was experimentally demonstrated
by Faist et al. [3]. This laser works at 10 K in pulsed operation with a peak power of
8 mW. The emission wavelength is λ = 4.2µm. So far, quantum cascade lasers have been
demonstrated using the InGaAs/AlInAs and GaAs/AlGaAs material systems.
In the following, we explain the basic working principle of quantum cascade lasers before
we illustrate the progress that has been done since its first realization. Finally, we discuss
the techniques that have been used so far for the characterization of quantum cascade laser
structures and the physical insight that have been gained from those techniques.
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3.3.2.1 Basics of quantum cascade lasers
In Fig. 3.9 the conduction band diagram of a GaAs/AlGaAs quantum cascade laser under
bias is shown. Typical quantum cascade lasers consist of 20-30 periods each containing an
injector region and an active region. To minimize space-charge effects caused by carrier
injection under applied bias, the injector region is n-type doped. The doping concentration
per period is typically 2–4× 1011 cm−2. The active region acts as a three-level laser system.
To achieve population inversion between subband 3 and subband 2 the active region is
designed so that the energy separation between subband 2 and subband 1 is almost resonant
to the LO phonon energy. In this way, intersubband relaxation from subband 2 to subband
1 by emission of LO phonons is strongly enhanced, which results in a lifetime of subband
2 on the order of τ2 ≈ 300 fs whereas the lifetime of subband 3 is typically τ3 ≈ 1 ps.
Electrons leave the active region by tunneling through a thin exit barrier into the following
injector region. The injector region acts as an electron reservoir. It is a superlattice which
consists of typically 5 quantum wells. It is designed in such way that under applied bias the
coupling between adjacent quantum wells leads to the formation of minibands which ensures
an efficient carrier transport. The minigap prevents electrons residing in the upper laser
subband 3 from leaking into the continuum states. A crucial point is the carrier injection
from the injector into the upper laser subband 3 in the active region. Under an appropriate
bias, the injector subband g becomes resonant with subband 3. This leads to an efficient
carrier injection via resonant tunneling. However, the very high carrier density in the injector
leads to high carrier-carrier scattering rates. This results in a strong damping of the coherent
wavepacket propagation and, thus, a less efficient carrier injection. We will come back to
this point below.
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Figure 3.9: Bandstructure of a GaAs/AlGaAs quantum cascade laser [99]. Displayed are
states in subbands g, 3, 2, and 1. The numbers are barrier and well widths in nm. The
underlined numbers indicate the doped wells and barriers.
3.3. CARRIER TRANSPORT IN SEMICONDUCTOR ... 47
3.3.2.2 History and current status of quantum cascade laser devices
Since the invention of the quantum cascade laser, tremendous progress has been made. One
year after the development of the first quantum cascade laser continuous wave operation
at cryogenic temperatures [100] and pulsed mode up to room temperature [101] was at-
tained. Single-mode laser output was achieved in 1996 with the distributed feedback design
[102]. The quest for higher power and longer wavelength devices led to the invention of the
superlattice active region in 1997 [103]. Until this time, quantum cascade lasers have been
demonstrated exclusively with the material system InGaAs/AlInAs grown on InP substrates.
In 1998, Sirtori et al. [99] demonstrated the first quantum cascade laser based on the ma-
terial system GaAs/AlGaAs grown on GaAs substrates. One year later a superlattice laser
was grown using the same material system [104] and in 2001 room temperature operation
was shown [105]. In the mean time, picosecond self-mode-locked pulses from quantum cas-
cade lasers [106] and ultra-broadband laser emission in the wavelength range from 6− 8µm
[107] were explored. A recent breakthrough was the demonstration of continuous wave op-
eration of a quantum cascade laser at room temperature [10]. Another milestone was the
development of a THz quantum cascade laser emitting at a wavelength of 70µm [11].
At present, efforts are underway to reduce the emission wavelength to 1.55 µm, i.e.,
into the communications wavelength, and to achieve femtosecond self-mode-locked pulses
[108]. Further research activity towards an increased family of material systems, e.g. Sb-
based structures [109, 110], strained InGaP/InGaAs [111] or Si/SiGe-based structures [112]
is under way.
Future performance improvements strongly rely on a detailed understanding of the mi-
croscopic processes in such devices where many open questions are left to answer.
3.3.2.3 Experimental characterization of quantum cascade structures
For the characterization of quantum cascade laser structures there exist several standard
techniques. The most common are electroluminescence, photocurrent, light output power
versus current and voltage-current measurements. From those techniques useful information
about intersubband transitions, gain characteristics, and—to a lesser extent—stationary
distribution functions can be obtained. Information about electron transport, which is a
dynamic process, can be—if at all—only derived indirectly.
In the following, we will briefly introduce the standard techniques mentioned above. Then
we will discuss the information obtained by them and compare it with theoretical studies.
Finally, we will discuss in more detail studies on electron transport which have been done
with these techniques.
Standard techniques In Fig. 3.10 (a) the voltage-current (V-I) characteristics of a
GaInAs/AlInAs quantum cascade laser is shown [113]. At an applied bias of > 5 V the
structure is aligned, which leads to a rapid decrease of the electric resistance. At a bias of
≈ 6 V the device starts lasing as shown by the light output-current (L-I) characteristics [Fig.
3.10 (b)]. This device lases at a wavelength of ≈ 8.2µm [see inset of Fig. 3.10 (b)].
Intersubband photocurrent (PC) spectra for a GaAs/AlGaAs quantum cascade laser
structure are shown in Fig. 3.11 (c) [114, 115]. It results from photoexcitation of carriers
residing in the lowest energy bands (in particular subband 1) into subband 3 at small bias.
Photocurrent spectra provide information about the 1–3 subband spacing at low bias. In
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(a)
(b)
Figure 3.10: (a) Voltage versus current (V-I) characteristics and differential resistance of
a GaInAs/AlInAs quantum cascade laser operating at 10 K in pulsed mode. (b) Light
versus current characteristics. In the inset, a low-resolution spectrum, showing the emission
wavelength, is presented [113].
Fig. 3.11 (d) electroluminescence data for the same sample with an applied bias as indicated
are shown. Electroluminescence is due to spontaneous emission of electrons from the upper
laser subband into the lower subband. If the lower laser subband is empty then the spectral
shape of the gain coefficient can be determined from the electroluminescence spectrum by
g(h¯ ω) ∼ IEL(h¯ ω)/ω3. However, the latter assumption cannot be made in general, so that
the electroluminescence provides only a rough estimate of the gain spectrum.
Gain measurements To get more detailed information about the gain coefficient in quan-
tum cascade lasers, various techniques have been developed [116, 117]. A standard technique
to determine the gain is the Hakki-Paoli technique [118]. Here, optical gain is extracted from
the fringe contrast of the Fabry-Perot modes of the cavity below threshold using a Fourier
analysis of the subthreshold spectra [119, 116]. Detailed theoretical studies on gain were
carried out by Wacker and Lee [120]. They used a fully self-consistent quantum mechanical
approach based on the theory of nonequilibrium Green’s functions [121, 13]. These calcu-
lated gain spectra are in good agreement with experimental results. We will come back to
the experimental determination of the gain later.
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(d)
Figure 3.11: (a) Measured (dots) and calculated (lines) bias dependence of the photocurrent
transitions A and B indicated in (b) of a GaAs/AlGaAs quantum cascade laser structure.
A Stark shift of peak B is observed in the low temperature (T=10 K) photocurrent spectra
shown in (c). (d) Electroluminescence spectra as a function of the applied bias. Inset:
Current voltage characteristics [114, 115].
Electron distributions An important question is the electron distribution in quantum
cascade lasers. From electroluminescence and interband photoluminescence studies in laser
structures without resonator, Wilson et al. [114, 115] estimated the bias dependence of the
electron distribution. Troccoli et al. [122, 123] carried out detailed electroluminescence stud-
ies. From these studies the authors concluded that the electron distribution is thermalized
with an electron temperature of Te ≈ 200 K. From theoretical studies, a quasi-thermalized
electron distribution due to the very high electron-electron scattering rates was found with
electron temperatures much higher than the lattice temperature [124, 125, 126]. However,
a direct experimental determination of the electron distribution in quantum cascade lasers,
which would clarify many unsolved questions, is still lacking.
Electron transport Since electron transport is a dynamic process stationary techniques
can only provide indirect information. In the following we will discuss the relevant theoretical
and experimental studies done so far.
Theoretical work on electron transport in electrically driven superlattices began with
the seminal work of Kazarinov and Suris in 1971 [98, 127]. They calculated current-voltage
characteristics using the density matrix formalism in a tight binding approximation. They
predicted the occurrence of a negative differential resistance under an appropriate bias. In
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Figure 3.12: Schematics of the structure considered in the work of Kazarinov and Suris
[98, 127]. 2 h¯Ω is the coupling between subsequent quantum wells. In their calculation, it is
assumed that τ2  τ3.
the nomenclature of the quantum cascade laser, the current density reads [see Fig. 3.12]
I(V ) = eNs
2 |Ω|2 T2
1 + (Eg−E3
h¯
)2 T 22 + 4 |Ω|2 T2 τ3
(3.3)
where Eg−E3 is the energy detuning from resonance, Ns is the sheet electron density in the
injector, 2 h¯Ω is the tunnel coupling, and T2 is the irreversible dephasing time of the g − 3
polarization. At an appropriate bias Vres, subband g is in resonance with subband 3, i.e.,
Eg − E3 = 0, and the maximum current density
Imax = eNs
2 |Ω|2 T2
1 + 4 |Ω|2 T2 τ3 (3.4)
is obtained. Increasing the bias beyond resonance leads to a decrease of the current, i.e., to
a negative differential resistance.
Sirtori et al. studied the resonant alignment of the subband g and subband 3, which is a
prerequisite for resonant tunneling through the injection barrier [113]. They measured the
voltage (V-I curve) and light output power (L-I curve) as a function of current for various
GaInAs/AlInAs quantum cascade devices (Fig. 3.10). The authors interpreted the features
around I ≈ 0.75 A as an indication of resonant tunneling through the injection barrier
arising from the alignment of subband 3 and subband g. A negative differential resistance
as theoretically predicted is not seen in Fig. 3.10 (a). The authors argue that the internal
impedance of the circuitry is much bigger than |dV/dI|, which hinders the observation of a
negative differential resistance. In addition, structural inhomogeneities will also wash out
any pronounced structures in the V-I characteristics. The L-I characteristics [Fig. 3.10 (b)]
has been interpreted as a quenching of resonant tunneling for I > IRT . The laser output
power drops in correspondence of the peak of the dV/dI since at this voltage the injector is
not aligned anymore with the subband 3.
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Figure 3.13: Normalized electroluminescence spectra for GaAs/AlGaAs quantum cascade
laser structures similar to [116] with various injection barrier thicknesses at I = 6 kA/cm2.
Inset: FWHM of the measured electroluminescence spectra as a function of the barrier
thickness [12].
A further justification of the picture of resonant alignment of subband 3 and subband g
for an appropriate bias was given by the measurements of Barbieri et al. [12]. They studied
electroluminescence (EL) spectra of GaAs/AlGaAs quantum cascade laser structures with-
out resonator. In Fig. 3.13 the normalized electroluminescence spectra under an applied
current of I = 6 kA/cm2 are shown for identical structures differing only in the thickness of
the injection barrier. Two distinct peaks separated by 2 h¯Ω as expected for a strong tunnel
coupling are not seen because of the strong homogeneous and inhomogeneous broadening
of the 3–2 transition. In the inset of Fig. 3.13 the full width at half maximum of the elec-
troluminescence spectra is shown. The electroluminescence width increases with decreasing
barrier width in good agreement with the calculated energy splitting 2 h¯Ω.
Indication of resonant alignment was also observed by photocurrent and electrolumines-
cence measurements carried out by Wilson et al. [114, 115]. In Fig. 3.11 (c) intersubband
photocurrent spectra of a GaAs/AlGaAs quantum cascade laser structure are shown. For
increasing bias the subbands A and B move closer together. For higher currents subband 1
is depleted and intersubband photocurrent vanishes. Resonant alignment is then observed
in electroluminescence measurements [3.11 (d)]. The two peaks corresponding to A–2 and
B–2 transitions move closer together with increasing bias and merge into a single peak for
U > 4 V when resonant alignment is reached.
A more thorough investigation about the role of the dephasing time T2 for transport
through the injection barrier was done by Sirtori et al. [113]. Based on the calculations of
Kazarinov and Suris [equation (3.4)] they identified two different transport regimes depend-
ing on the magnitude of the quantity 4 |Ω|2 T2 τ3. The weak injector-active region coupling
regime occurs for 4 |Ω|2 T2 τ3  1. This implies that the dephasing time T2, which is as-
sumed to be in the same order as τ3, is much shorter than the tunneling time
π
2Ω
. Here,
the current density is dominated by what they call incoherent tunneling, i.e., scattering
(Imax = eNs 2 |Ω|2 T2). The second regime is the strong coupling regime. It occurs when
4 |Ω|2 T2 τ3  1. In this regime Imax = eNs/(2 τ3)2, i.e., the current is controlled by the
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lifetime of subband 3 (τ3). The transport through the injection barrier is dominated by
resonant tunneling. An important statement of the authors is: This “is the configuration in
which we want to operate the lasers in order to always ensure very fast electron injection
into the upper laser state (n=3), without being limited by the tunneling rate”[113].
To calculate the quantity 4 |Ω|2 T2 τ3 they determined the dephasing time T2 from the
electroluminescence width. A value of T2 ≈ 50 − 100 fs was gained. However, the electro-
luminescence width is determined by the energy splitting 2 h¯Ω and the 3–2 intersubband
dephasing, and is additionally broadened by structural inhomogeneities. T2, which is the
dephasing time of coherent superpositions of states in subband g and subband 3, cannot be
determined by the electroluminescence width.
With the assumption of a unique dephasing time T2 = 100 fs—without any experimental
proof—, they derived a value for the quantity 4 |Ω|2 T2 τ3 ranging from 0.7 to 11.6 for different
laser devices. This suggests that most of the investigated laser devices work in between the
strong coupling regime and the weak coupling regime and, hence, the transport from the
injector into the active region cannot be described in a strictly coherent picture. We would
like to emphasize that the whole study in Ref. [113] relies critically on the dephasing time
T2 which is, however, not yet determined experimentally.
To clarify the coherence of charge transport, Iotti and Rossi carried out semiclassical
Monte Carlo simulations taking into account carrier-carrier and carrier-phonon scattering
[125, 126, 128]. From their calculations they derived voltage-current characteristics and
observed a good agreement with experimental data [128]. Moreover, they derived voltage-
current characteristics using a quantum mechanical density matrix calculation neglecting
carrier-carrier scattering. They observed similar results as derived from the respective semi-
classical calculation. From this, they claimed that the semiclassical picture, in which quan-
tum coherences are neglected, is sufficient to describe transport processes in the quantum
cascade laser. In conclusion they claimed that energy-relaxation and dephasing processes are
strong enough to destroy any phase-coherence effect on a picosecond time scale. However,
since the voltage-current characteristics is a macroscopic phenomenon this is only correct for
global transport through the entire structure. Microscopic transport, e.g. transport through
the injection barrier, can not be described in this picture. To model this, a full quantum
calculation is necessary which has not yet been presented.
3.3.3 Open questions and experimental concept
Electron transport in double quantum wells and in superlattices is coherent for electron
concentrations < 1010 cm−2. For the high electron concentrations (≈ 4× 1011 cm−2) present
in unipolar semiconductor devices like the quantum cascade laser, electron transport has
not yet been directly observed. It is important to note that all techniques that have been
applied so far to characterize such devices are stationary techniques which give no direct
information about dynamic processes.
The quantum cascade laser is designed in the spirit of coherent electron transport [113]
but the high electron-electron scattering rates suggest a minor role of quantum coherences
[128]. In the experiments discussed above a clear indication of resonant alignment of states
in the injector and states in the active region is obtained which is necessary for resonant
tunneling. However, it is still unclear whether this transport is coherent or incoherent.
To clarify the nature of electron transport at such elevated electron densities time-resolved
measurements are needed. For this, the well-known methods of ultrafast spectroscopy have
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to be combined with high-current pumping of device structures. In this thesis, we will
present the first experiment of this kind. To study electron transport from the injector into
the upper laser subband we will use femtosecond mid-infrared pump-probe spectroscopy.
Chapter 4
Coherent nonlinear propagation of
ultrafast electric field transients
through intersubband resonances
The generation and optical control of intersubband excitations provides interesting per-
spectives for fast optical switching. In this chapter we demonstrate coherent control of
intersubband polarizations in quantum wells on a sub-picosecond time scale.
In the following, we first introduce the GaAs/AlGaAs quantum well sample investigated.
One reason for choosing this particular structure is that it has been already characterized
in our group using other experimental techniques [69, 41]. The orientation of intersubband
dipoles perpendicular to the layers requires a suitable beam propagation geometry to ensure
a strong coupling with the electric field. This is discussed in detail as it plays also an im-
portant role for the experiments presented in the subsequent chapters. Then we explain the
experimental setup using the detection and generation scheme for ultrashort mid-infrared
pulses developed in chapter 2. The results of linear and nonlinear propagation of single pulses
and of phase-locked pulse pairs through intersubband resonances is presented in the subse-
quent section. Finally, we analyze the data in the framework of Maxwell-Bloch equations
for a homogeneously broadened two-level system.
4.1 Sample properties
For the experiment, an n-type modulation-doped GaAs/AlGaAs multiple quantum well
structure is used. It was grown by molecular beam epitaxy at the Paul-Drude-Institut
(PDI) in Berlin. A semi-insulating GaAs (100) wafer is used as substrate to guarantee a
large transmission in the mid-infrared. The substrate thickness is 300 µm. The sample con-
sists of NQW = 51 GaAs quantum wells of 10 nm width separated by Al0.35Ga0.65As barriers
of 20-nm thickness, which ensures a negligible coupling between the individual quantum
wells. The center of the barriers is δ-doped with Si at concentrations of n2D = 5 × 1010
cm−2. At low temperatures, the electrons transfer completely from the ionized donors into
the wells resulting in a degenerate electron gas with a Fermi energy of 2 meV at 15 K. A
1.25-µm thick Al0.35Ga0.65As spacer layer was grown on top of the structure to optimize the
optical coupling as will be discussed below. Finally, a 10-nm cap layer covers the sample.
Fig. 4.1 (a) shows the conduction band potential and the corresponding electronic prob-
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Figure 4.1: (a) Conduction band potential and corresponding probability densities |ζn(z)|2
for the GaAs/Al0.35Ga0.65As multiple quantum well sample. (b) Intersubband absorbance
(from subband 1 to subband 2) [69].
ability density functions. The three energetically lowest subbands are confined inside the
10-nm wide well. The n = 1 to n = 2 absorbance spectrum a(ω) measured in the beam
propagation geometry described below is shown in Fig. 4.1 (b) [69]. At T = 15 K it displays
a very small linewidth of ∆EIS = 3.7 meV centered at λ = 12.4 µm. The absorption at
λ = 12.4 µm is Aabs = a ln(10) ≈ 84 %.
In pump-probe experiments carried out by Kaindl et al. [69], an intersubband relaxation
time T1 = 550± 50 fs was determined. The same authors did also time-resolved four-wave
mixing experiments. These experiments show that the intersubband absorption lineshape is
dominantly homogeneously broadened. Subband non-parabolicities and many-body effects
caused by the Coulomb interaction among the electrons play a minor role for the low electron
concentration in this sample. Hence, the 1–2 intersubband transition can be modelled in
good approximation by a homogeneously broadened two-level system. At low temperatures, a
dephasing time of T2 = 320 fs was measured, which is independent of the excitation intensities
up to an excitation of 30 % of all carriers. The contribution of population relaxation to
dephasing [1/(2 T1) ≈ 0.9 ps−1] is only ≈ 30 % of the observed value. Thus there is significant
pure dephasing due to electron-electron scattering.
4.2 Geometry of beam propagation
Since intersubband dipoles are oriented along the stack axis (z-direction), beam propagation
perpendicular to the substrate is inadequate to assure a strong coupling. Tilting the substrate
results only in a weak coupling as any beam incident on the sample propagates in the sample
almost perpendicularly to the surface because of the high refractive index of the GaAs
substrate (nGaAs = 3.23 at λ = 10 µm). To achieve a strong coupling with the light field,
we choose the prism-like geometry shown in Fig. 4.2. The beam enters at the side facet of
the prism parallel to the layers. With a suitable choice of the prism angles the desired angle
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Figure 4.2: Schematics of the prism geometry of a GaAs/AlGaAs sample with substrate
thickness b, refractive index nGaAs and active layers (AL). δ is the focus diameter and Ein
the electric field of the incident beam. δs is the projection of the focus diameter onto the
plane of the layers. Eeff is the effective electric field experienced by the electrons in the
antinode of the standing wave.
of incidence can be obtained. With a given thickness b of the substrate and a beam focus
diameter δ we determine the optimal angle of incidence α and, concomitantly, the prism
angle β and the length a. The latter two are the relevant quantities for the fabrication of
the prism-shaped sample.
From geometrical considerations we get a prism angle β(α) by solving the equation
α = β(α) + arcsin
(
1
nGaAs
cosβ(α)
)
and further
a = b
sin(α + β)
sin(α) · sin(β) and c = a− 2
b
tan(β)
Two quantities play an important role for the design of the prism geometry:
• the area enhancement, i.e., the area of the focus projected onto the plane of the layers
divided by the focus:
A(α) =
δs(α)
δ
=
cos(α− β(α))
cos(α) · sin(β(α))
• The electric field Eeff polarized perpendicular to the layers, which is experienced by
electrons in the antinode of the standing wave due to total reflection of the light from
the base plane of the prism. Taking into account the reflection at the prism surface,
Eeff reads without any absorption
Eeff = 2 · sin(180
◦ − 2 β)
nGaAs · sin(90◦ + α− 2 β) ·Ein (4.1)
In the experiments we would like to have a high effective electric field at the intersubband
dipoles. In Fig. 4.3 (a) the effective electric field and the area enhancement are shown as a
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Figure 4.3: (a) Normalized effective electric field amplitude Eeff/Ein (solid line) and area
enhancement (dashed line) plotted as a function of the angle of incidence. (b) Calculated
intensity pattern of the standing wave arising close to the interface sample/glue due to total
internal reflection.
function of α. At an angle of incidence of α = 60◦ the effective electric field Eeff is 75 % of
the incident field Ein. The focus area is enhanced by a factor of A = 2.63 at this angle. For
α > 60◦ the area enhancement increases rapidly. Since we will later use the same geometry
for measurements on mesa shaped quantum cascade structures, where a small focus is very
important, we decide to use an angle of incidence of α = 60◦.
For α = 60◦ we get β = 48◦. For a substrate thickness of b = 300 µm we calculate
a = 790µm and c = 250µm
For the fabrication, the sample is glued (nglue ≈ 1.5) onto a sample holder. Due to the
large difference of the refractive indices there is total reflection at the interface sample/glue
[αtot = asin (nglue/nGaAs) = 28
◦] at an angle of incidence of α = 60◦. The superposition
of the incident and the reflected field yields a standing wave with its node at the surface
sample/glue and a wavelength λsw = λ/(2 · nGaAs · cosα) = 3.9µm for λ = 12.5µm. In
Fig. 4.3 (b) the intensity pattern of the standing wave is plotted. It is calculated using the
matrix transfer formalism (see, e.g., Ref. [129]) including the anisotropic dielectric functions
of the doped active region to account correctly for the properties of intersubband transitions.
Since the electric field is zero at the interface sample/glue a AlGaAs spacer layer of 1.25-µm
thickness was grown on top of the multiple quantum well layers to shift them to a position
of maximum intensity.
4.3 Experimental setup
The experimental setup is shown in Fig. 4.4. Near-infrared 14 fs pulses centered at a
wavelength of 780 nm with a repetition rate of 2 MHz are generated in a cavity-dumped
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Figure 4.4: Experimental setup for the study of coherent nonlinear propagation of ultra-
fast electric field transients through intersubband resonances (PS: Pulse shaper, λ/2, λ/4:
waveplates, P: Polarizer, GaSe: 0.5 mm thick GaSe crystal, Ge: 1 mm thick Ge plate, C:
Cryostat, S: Sample, ZnTe: 10 µm thick ZnTe plate, WP: Wollaston polarizer, BD: Pair of
balanced diodes, D: Delay stage).
mode-locked Ti:sapphire oscillator. The pulses are amplitude- and phase-shaped in a pro-
grammable pulse shaper (PS) to generate tailored mid-infrared transients by phasematched
difference-frequency mixing in a 0.5-mm-thick GaSe crystal. In that way single pulses and
phase-locked pulse pairs in the mid-infrared are generated as described in detail in section
2.2.1. The pulse energies are adjustable without additional filters. Residual near-infrared
light is filtered at a germanium (Ge) plate. After interaction with the sample (S) the time-
dependent electric field of the transients is measured by ultrafast electro-optic sampling. The
shaped mid-infrared pulses are centered at the maximum of the intersubband line, i.e., at a
wavelength of 12.4 µm. All the experiments have been performed at a lattice temperature
of 15 K.
4.4 Experimental data
In Fig. 4.5 (a,b) data for a single pulse with an energy1 of Ipulse = 0.1 pJ are shown. This
figure shows the electric field transients of a single pulse transmitted through an undoped
reference sample of identical shape ERef [Fig. 4.5 (a)] and of a single pulse transmitted
through the quantum well sample EQW [Fig. 4.5 (b)]. The field transient transmitted through
the quantum well sample is distinctly different from the transient through the reference
sample. Instead of a single pulse, two pulses can be observed. The amplitude of the first
pulse, which is centered around t = 0 is approximately a factor of 3 larger than the amplitude
1The determination of the pulse energies of the 2 MHz laser system with such low mid-infrared intensity
is difficult. We use a MCT detector, which is calibrated with a 1 kHz, high-intensity, mid-infrared source.
In this calibration the response of the different preamlifiers in the different systems has to be taken into
account giving rise to a large systematic error of around 50 % for the absolute values of Ipulse. The relative
pulse energies in our experiment, however, are known with an accuracy of 5 %.
4.4. EXPERIMENTAL DATA 59
-0.5 0.0 0.5
0
5
10
-0.5 0.0 0.5
0
5
10
EFID
E
out
Ein
TheoryExperiment
(f)
(e)
(d)
  
 
EFID
EQW
ERef
(c)
(b)
(a)
El
e
ct
ric
 
fie
ld
 (a
rb
.
 
u
.)
Delay time (ps)Delay time (ps)
 
 
El
e
ct
ric
 
fie
ld
 
(ar
b.
 
u
.
)
Figure 4.5: Measured and calculated electric field transients for low excitation through an
undoped reference sample (a,d), through the quantum well sample (b,e) in response to a
single pulse. The difference of the curves in the upper and middle panels, i.e., the free-
induction decay of the intersubband excitation is displayed in (c,f).
of the second, weaker pulse centered around t = 0.4 ps. In Fig. 4.5 (c) we plot the difference
between the transients EFID = EQW − ERef , which represents the response of the multiple
quantum well systems. Since the wave propagation geometry through the two samples is
not exactly the same, e.g., the base planes of the samples might enclose a small angle, a
small systematic shift in the amplitude and phase between the time transients transmitted
through the reference sample and the quantum well sample is taken into account. EFID is
called the free induction decay of the intersubband polarization, which will be discussed in
detail in the next section.
For the figures presented in the following we keep the sequence ERef (upper trace), EQW
(middle trace), and EFID (lower trace) within the respective panels.
In Fig. 4.6 we present data, where two phase-locked mid-infrared pulses with amplitudes
E1 and E2 ≈ 1/2E1 and a separation of τ12 = 400 fs are applied. τel = 300 fs is the length
(FWHM) of the electric field envelopes. The relative phase between the pulses is (a) ∆Φ = 0
and (c) ∆Φ = π.
In Fig. 4.7 we present results for excitation with single mid-infrared pulses with different
electric field amplitudes. Experimental data for low excitation (Ipulse = 0.1 pJ) and for
stronger excitation (Ipulse = 1.0 pJ) are shown in Figs. 4.7 (a) and 4.7 (b), respectively
(note the different ordinate scales). With increasing amplitude of the exciting electric field
one finds a decreasing ratio of the amplitudes of EFID and ERef . In Fig. 4.7 (c) this
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Figure 4.6: Coherent control of intersubband excitation using two phase-locked mid-infrared
pulses with tD = 400 fs separation and relative phases of (a),(b) ∆Φ = 0 and (c),(d) ∆Φ = π.
Each panel shows the incident pulses (upper traces), the pulses sent through the quantum
well sample (middle traces), and the respective difference (lower traces) being the re-emitted
free induction decay of the coherent intersubband polarization. Left panels: Electric field
transients obtained with ultrafast electro-optic sampling. Right panels: Model calculations
based on Maxwell-Bloch equations.
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Figure 4.7: Measured electric field transients through the reference sample (upper traces),
through the quantum well sample (middle traces), and the free induction decay of the inter-
subband excitation (lower traces) in response to a single pulse for (a) low (Ipulse = 0.1 pJ)
and (b) high (Ipulse = 1.0 pJ) excitation fields. (c) Ratio between the field amplitudes of the
re-emitted free induction decay EFID and the excitation pulse ERef as a function of ERef
obtained from individual measurements of the field transients (symbols) and calculated using
the Maxwell-Bloch equations as discussed above (solid line).
ratio EFID/ERef as a function of ERef is summarized. Each circle has been measured in an
independent experiment. For the highest incident field amplitudes this ratio is approximately
20 % smaller than for the lowest incident field amplitudes.
4.5 Discussion
Now, we analyze the experimental data presented in the previous section. We will start with
a qualitative discussion of the underlying physics. Finally, we present model calculations
using the Maxwell-Bloch equations [Eqs. (2.4-2.6)].
4.5.1 Qualitative analysis
Free induction decay In the experiment shown in Fig. 4.5 (b), a single mid-infrared
pulse is propagated through the quantum well sample. The center frequency is resonant
to the intersubband transition. The interaction with the intersubband dipoles leads to a
macroscopic intersubband polarization with a phase shifted by 90◦ relative to the incident
pulse. This macroscopic polarization emits an electromagnetic wave, again shifted by 90◦.
Hence, this re-emitted wave destructively interferes with the incident pulse. The re-emitted
light is called the free induction decay EFID. It gives rise to the second component of the
electric field in Fig. 4.5 (b). Since the incident pulse and the free induction decay have
a phase difference of 180◦, the re-emitted light can be directly extracted from the data by
subtracting the transients EFID = EQW −ERef [Fig. 4.5 (c)]. The free induction decay rises
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with the integral of the exciting field ERef and decays on a time scale of several hundreds of
femtoseconds. This decay time is determined by the dephasing time T2 which was measured
previously by four-wave mixing experiments (T2 = 320 fs) [69].
We want to emphasize that in contrast to previous experiments on coherent intersubband
excitations reported in literature our experiment allows a direct measurement of the coherent
intersubband polarization as a function of time. In particular, this includes both amplitude
and phase. The authors of Refs. [38, 90] presented electric field correlation measurements
which contain (without any further characterization of the reference pulse) only information
on the spectrum of the emitted light. To determine the actual time structure of the emitted
field one additionally needs information about the spectral phase.
Spectral amplitude and phase The advantage of our measurement technique is that
we have access to the spectral amplitude and phase of the data. In Fig. 4.8 (a) the spectral
intensities of the field transients through the reference sample |ERef(ω)|2 (open squares)
and through the quantum well sample |EQW (ω)|2 (circles) are plotted. These curves are
obtained by the Fourier transform of the transients. The solid line is the expected spectrum
of the field transient through the quantum well sample for the linear case. It is obtained by
multiplying |ERef(ω)|2 with the transmission of the quantum well sample T (ω) = 10−a(ω)
[cf. Fig. 4.1 (b)]). The measured curve is in good agreement with the calculation indicating
that the excitation is linear. A thorough calculation of the degree of excitation will be
given below. The information obtained by the intensity spectrum is equivalent to a linear
absorption measurement.
In Fig. 4.8 (b) the spectral phase of ERef (ω) subtracted from the spectral phase of
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Figure 4.8: (a) Intensity spectra of the field transients through the reference sample
|ERef(ω)|2 (open squares) and through the quantum well sample |EQW (ω)|2 (circles). The
solid line is |ERef(ω)|2 multiplied with the transmission of the quantum well sample T (ω)
[= |t(ω)|2 = 10−a(ω), where a(ω) is the absorbance shown in Fig. 4.1 (b) and t(ω) is the
complex transmission coefficient]. (b) Spectral phase of t(ω) = EQW (ω)/ERef(ω) (squares).
The dashed line is a calculation using the approximation for a weak absorber [Eq. (4.2)].
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EQW (ω) is shown (squares). This curve corresponds to the phase of the complex transmis-
sion coefficient t(ω) = EQW (ω)/ERef(ω). For an ideal, homogeneously broadened two-level
system, the transmission coefficient is given by (approximation for weak absorber)
t(ω) = 1− 0.5Aabs
1− i (ω − ω0) · T2 (4.2)
The dashed line in Fig. 4.8 (b) is the calculated phase of t(ω). The measured curve agrees
quite well with the calculated one, which is another indication that the quantum well sample
behaves like an ideal, homogeneously broadened two-level system. It is important to note
that this information can not be obtained by static absorption measurements. Thus it
demonstrates the potential of our new measurement technique.
Coherent control Now, we discuss the double pulse experiment [Fig. 4.6] in which co-
herent control of intersubband populations is demonstrated. The pulse energies are on the
same order of magnitude as in the previous experiment. Hence, we are again in the linear
regime.
The idea of this experiment in the Bloch picture [50] is shown in Fig. 4.9. The graphical
interpretation of the Bloch vector B is depicted in which the occupation of the upper state
is nex = 1/2 (1 + Bz) and the coherent intersubband polarization is PRes = Bx + i By. An
important quantity is the pulse area θ, which is the rotation angle in the Bloch sphere due
to a partial Rabi cycle driven by the electric field. The first pulse E1 rotates the vector by
θ1 out of the ground state leading to an intersubband polarization and, concomitantly, to an
occupation of the upper state
nex =
1
2
(
1− cos θ1
)
, θ1 =
µ · (E1)eff · τel
h¯
The occupation of the upper state is “switched on”with a pulse area θ1. We assume that
the occupation of the upper state remains unchanged for the interval between the pulses,
i.e., negligible population decay, but the intersubband polarization decays by a factor of
η = exp (−τ12/T2). The second pulse provokes a further rotation θ2 = µ · (E2)eff · τel/h¯ of
 1
2
nex2
nex2 -
exB = 2n -1z
Re( P )ResB =x
Im( P )ResB =y
Figure 4.9: The effect of the mid-infrared pulse pair on the initially unexcited Bloch vector
B = (0, 0,−1). The first pulse rotates B by θ1 leading to an occupation nex of the upper
state. The concomitant polarization decays because of dephasing, before pulse 2 with a
destructive phase rotates B back by θ2 leaving n
−
ex behind.
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Figure 4.10: Spectra of two phase-locked mid-infrared pulses with 400 fs separation and
relative phases of ∆Φ = 0 (dashed line) and ∆Φ = π (solid line).
the Bloch vector either returning it back (“switch off”) towards the initial state or exciting
more carriers, according to the relative phase between the pulses. The resulting maximum
and minimum occupations of the upper state are [9]
n±ex =
1
2
(
1− cos (θ1 ± θ2)
)
± (η − 1) sin θ1 sin θ2
For weakly excited systems, i.e., in the linear case, this yields
n±ex =
1
2
(
θ21 − θ22
2
± η θ1 θ2
)
n−ex is minimal for θ2 = η θ1. Thus, the maximum switch off is achieved if the second pulse
has an amplitude of (E2 = η E1).
For phase-locked pulses with a relative phase ∆Φ = 0 [Fig. 4.6 (a)] the coherent polariza-
tion and, concomitantly, the occupation of the upper state created by the second pulse adds
to the coherent excitation left from the first pulse resulting in a pronounced prolongation of
the free induction decay [Fig. 4.6 (a), lower trace]. Here, the maximum occupation n+ex of
the upper state is generated. Correspondingly, the spectrum of the applied field transient
[dashed line in Fig. 4.10] has its maximum at the intersubband resonance [cf. Fig. 4.6 (a),
upper trace]. For ∆Φ = π [Fig. 4.6 (c)], destructive interference between the free induction
decays induced by the two mid-infrared pulses results in a strong reduction of the amplitude
of the coherent intersubband excitation after the second pulse. In this case, the minimum
occupation n−ex of the upper state remains. In order to compensate for the partial decay
of the coherent excitation in response to the first pulse the amplitude of the second exci-
tation pulse has been adjusted to a smaller value (E2 ≈ η E1). The corresponding spectra
of the excitation pulses (solid line: Fig. 4.10) shows a pronounced dip at the intersubband
resonance.
Our results clearly demonstrate the feasibility of coherent control of intersubband exci-
tations with sub-picosecond dephasing times by weak mid-infrared transients. In particular,
we have demonstrated ultrafast coherent “switch on”and “switch off”of the population in
the excited state. Such a scheme is a promising candidate for future ultra high-bit rate
telecommunication systems.
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Coherent nonlinear propagation Now, we discuss the data shown in Fig. 4.7. In the
linear regime, i.e., at low excitation densities, where the intersubband response cannot be
distinguished from that of a harmonic oscillator, there is a parabolic relation between the
degree of excitation nex and the polarization as shown in Fig. 4.11 (a, dashed line) [130].
As a result, the ratio between the amplitude of the free-induction decay EFID and ERef
after interaction with the sample is constant [Fig. 4.11 (b), dashed line]. The data plotted
in Fig. 4.7 (c), however, show a distinct deviation from this linear behavior, i.e., the ratio
EFID/ERef decreases with increasing ERef . The quadratic relation between nex and PRes
is no longer valid and has to be replaced by the Bloch sphere [Fig. 4.11 (a, solid sphere)].
At small excitation pulse areas θ, i.e., in the linear case, the coherent polarization and the
population of the upper states in the Bloch sphere picture are similar to those in the harmonic
oscillator picture. The coherent polarization in the Bloch picture reaches its maximum at
θ = 90◦ where all intersubband dipoles are perfectly aligned. For higher excitation pulse
areas the polarization decreases again until it becomes zero in the case of total population
inversion. Since the free induction decay is the light emitted by this coherent polarization,
a saturation is expected with increasing excitation pulse areas. The solid line in Fig. 4.11
(b) is a calculation using the Maxwell-Bloch equations (see below). Our experimental data
are in good agreement with this calculation as can be seen in Fig. 4.11 (b) .
This saturation can also be observed in Fig. 4.11 (c), where the spectra of the transients
are plotted. The circles indicate the intensity spectrum of the incident field transient with a
pulse energy of 0.1 pJ [Fig. 4.7 (a)] whereas the squares correspond to a pulse energy of 1.0
pJ [Fig. 4.7 (b)]. The solid line in Fig. 4.11 (c) is a calculated spectrum of a single pulse
Figure 4.11: (a) Relationship between the degree of excitation nex and the coherent po-
larization in a harmonic oscillator picture (dashed parable) and in the Bloch picture (solid
sphere). (b) Ratio between the amplitude of the free-induction decay EFID and the am-
plitude of the excitation pulse ERef as a function of ERef determined from the experiment
(symbols), derived from a harmonic oscillator picture (dashed line) and calculated in the
Bloch picture using the Maxwell-Bloch equations (solid line). (c) Fourier transforms of the
transients through the QW sample for a pulse energy of Ipulse = 0.1 pJ (circles) and a pulse
energy of Ipulse = 1 pJ (squares) excitation. Solid line: FT of the transient through the
reference sample multiplied by the linear transmission spectrum of the QW sample.
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propagated through the quantum well sample. The calculation, which assumes a very low
excitation degree (linear regime), is described above. The incident field transient with a pulse
energy of 0.1 pJ is in good agreement with the calculated curve, but for a pulse energy of 1.0
pJ we observe a pronounced deviation from the linear behavior. This saturation exclusively
is at the spectral position of the intersubband transition. The off-resonant wings of the two
spectra are equal, i.e., not affected by the nonlinear response.
4.5.2 Quantitative analysis
4.5.2.1 Excitation density
For a quantitative analysis of the saturation observed in the previous experiment, we cal-
culate the degree of excitation nex in the nonlinear experiment. We carry out two different
calculations. First, we directly calculate nex with the help of the absorbance a = 0.8 [Fig.
4.1 (b)] treating the quantum well sample as a black box. Then we compare this result with
a calculation taking into account the properties of the intersubband excitation in the picture
of the quantum mechanical two-level system.
The cross section for the interaction with the sample in our beam geometry is [Fig. 4.12]
σ =
Aabs
n2D NQW A
= 2.8 · 10−13 cm2
With the pulse energy Ipulse = 1 pJ in the sample and the focus diameter dfoc = 70µm the
photon flux reads
Φ =
Ipulse
h c
λ
π
(
dfoc
2
)2
and the degree of absorption
D =
∫ |EQW (ω)|2 dω∫ |ERef (ω)|2 dω = 0.5
dfoc A(60°)
60°
n N A(60°)2D QW


dfoc
E
eff
2 sin(60°)
nGaAs
= Ein
Ein
Figure 4.12: Schematics of the interaction with the sample. Φ is the photon flux, Ein is the
incident electric field, Eeff is the effective electric field, dfoc is the focus diameter and A is
the area enhancement factor. The effective two-dimensional carrier density is n2D NQW A.
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Using these quantities the degree of excitation is calculated as
nex = Φσ D = 22.7%
To confirm this result, we use a second, theoretical calculation. First, we calculate the
dipole moment µ. With the cross section σ and using the Bloch equations [(2.5) and (2.6)]
the dipole moment can be derived:
µ = e
√
nGaAs
2 · sin(60◦)
√√√√c h¯ σ∆E
0 2 h
c
λ
= 2.5 nm · e
where ∆E = 3.7 meV is the intersubband linewidth [cf. Fig. 4.1 (b)]. This value for µ is in
good agreement with a direct calculation using the envelope functions ζ1 and ζ2. With an
effective electric field [Fig. 4.12]
Eeff =
2 · sin(60◦)√
nGaAs
√√√√√2 Ipulse
c 0
τel√
2
π
(
dfoc
2
)2 = 9 kVcm
where the duration of the Gaussian shaped electric field τel ≈ 300 fs [cf. Fig. 4.5 (a)], the
pulse area yields
θ =
µEeff τEL
h¯
= 58◦
In the Bloch picture, we get the degree of excitation:
nex =
1
2
(
1− cos(θ)
)
= 23.5%
This value is in good agreement with the one calculated above.
We have demonstrated that a strong nonlinear saturation (> 20 %) of the 1–2 intersub-
band excitation can be induced with incident pulses of only 1 pJ pulse energy. In the Bloch
sphere picture, the strongest observed saturation of the free induction decay corresponds to
a partial Rabi flop of up to 1/6 (60◦) of the full cycle (360◦) [Fig. 4.11 (b)].
4.5.2.2 Model calculations
Finally, we analyze the experimental data by model calculations using the Maxwell-Bloch
equations for a homogeneously broadened two-level system [Eqs. (2.4)-(2.6)]. Our theoretical
description is similar to that describing self-induced transparency experiments [131, 132]. In
general the full spatial and time dependence in the Maxwell-Bloch equations have to be
taken into account. In this case, Eqs. (2.4)-(2.6) have to be solved numerically. In the
following, we will first treat the case of linear excitation. Finally, we consider the case of
nonlinear excitation.
We make some approximations which simplify the problem considerably:
• In the prism geometry applied in our measurements, the electric field experienced by
the electrons is nearly identical for all individual quantum wells, as is evident from the
calculated intensity pattern in Fig. 4.3 (b). This fact allows for a simplified theoretical
description with a position independent polarization PRes(z) ≡ PRes. Using the new
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coordinate system x′ = x, t′ = t− x/vgr (we will skip the primes in the following) Eq.
(2.4) can be integrated along the interaction length L
Eout = Ein + i
ΩL
2 0 c n
PRes (4.3)
• In the linear case nex is very small so that Eq. (2.6) can be neglected.
• Further, we assume that the amplitude of the re-emitted free induction decay is much
smaller than the incident field amplitude, i.e.,
|i ΩL
2 0 c n
PRes|  Ein (4.4)
The experimental data indicate that the free induction decay [Fig. 4.5 (c)] has an
amplitude which is approximately a factor of three times smaller than the amplitude
of the incident field [Fig. 4.5 (a)]. Hence, this relation is not strictly satisfied. A direct
comparison with the exact result for the linear case, however, justifies its application as
will be shown below. With approximation (4.4), Eq. (2.5) can be treated independently
from Eq. (2.4) considerably facilitating the solution of the Maxwell-Bloch equations.
The solution of Eq. (2.5) with an excitation field tuned to resonance (∆ω = 0) is
PRes = i
0 c nAabs
T2 ΩL
∫ t
−∞
Ein(t
′) e
t′−t
T2 dt′ (4.5)
Putting (4.5) in (4.3) yields
Eout = Ein − Aabs
2 T2
∫ t
−∞
Ein(t
′) e
t′−t
T2 dt′ (4.6)
In this calculation, the only free parameter is the incident field Ein. The absorption Aabs =
ln(10) · a is taken from the linear absorption measurement [Fig. 4.1 (b)] and the dephasing
time T2 = 320 fs is taken from four wave mixing experiments [69]. The second term of Eq.
(4.6) is the re-emitted electric field, i.e., the free induction decay. It is emitted with a 180◦
phase shift so that it destructively interferes with the incident field Ein as mentioned above.
The transmission coefficient [cf. Eq. (4.2)] is calculated by Fourier transforming Eq. (4.6)
t(ω) =
Eout(ω)
Ein(ω)
= 1− 0.5Aabs
1− i (ω − ω0) · T2 (4.7)
Linear single pulse experiment To model the data, in a first step we fit a Gaussian to
the reference electric field ERef [Fig. 4.5 (a)]. This yields the incident electric field Ein [Fig.
4.5 (d)]. Then, using Eq. (4.6) we calculate the field transient after transmission through
the quantum well sample Eout [Fig. 4.5 (e)]. The free induction decay EFID = Eout −Ein is
plotted in Fig. 4.5 (f). The experimental data [Fig. 4.5 (b)] agree well with the calculated
transient.
Now, we come back to the question of the validity of the relation (4.4). We compare
calculations with and without Eq. (4.4). Without this approximation, an analytic solution
for the linear response can be found
Eout = Ein − Aabs
T2
∫ t
−∞
dt′ e(t
′−t)/T2 Ein(t′)
J1
(√
2Aabs (t− t′)/T2
)
√
2Aabs (t− t′)/T2
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Figure 4.13: Calculated envelopes of electric field transients through the quantum well sam-
ple. The solid line indicates the full Maxwell-Bloch calculation using Bessel functions. The
dotted line corresponds to a calculation where the approximation (4.4) was made. Inset:
Field transient envelopes plotted on a logarithmic scale.
where J1 is the first order Bessel function. In Fig. 4.13 the envelopes of the field transients
calculated with and without approximation (4.4) are shown. A difference can only be ob-
served on a logarithmic scale (inset of Fig. 4.13). This difference is much smaller than the
noise in the measurement justifying a posteriori the application of Eq. (4.4) to model the
experimental data.
Linear two pulse experiment In Figs. 4.6 (b) and 4.6 (d), the results of these model
calculations in the case of two phase-locked incident pulses are shown. Such calculations are
in excellent agreement with the data of Figs. 4.6 (a) and 4.6 (c).
Coherent nonlinear propagation In order to model the data shown in Fig. 4.7 it is
important to note that the degree of excitation in (b) is rather high (nex ≈ 20 %). Hence,
in a model calculation using the Maxwell-Bloch equations the last Eq. (2.6) can not be
neglected any more. However, as in the model for the linear case we can still assume that
the amplitude of the re-emitted free induction decay is small compared to the amplitude
of the incident field [Eq. (4.4)] so that the Bloch equations (2.5) and (2.6) can be treated
independently from Eq. (2.4). For a given EMIR(t) we can calculate numerically PRes(t)
using Eqs. (2.5) and (2.6). With Eq. (4.3) we then determine the electric field transient
transmitted through the quantum well sample.
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Figure 4.14: Measured and calculated electric field transients for high excitation (Ipulse = 1.0
pJ) through a reference sample (upper traces), through the quantum well sample (middle
traces), and the free-induction decay (lower traces) of the intersubband excitation in response
to a single pulse.
In Fig. 4.14 the calculated field transients for an incident pulse with energy Ipulse = 1.0 pJ
are shown (right traces). It agrees well with the measured curves (left traces) [cf. Fig. 4.7
(b)]. The solid line in Fig. 4.11 (b) is the calculated ratio between the amplitude of the
free-induction decay and the amplitude of the incident pulse EFID/Ein. This curve fits also
quite well the experimentally determined amplitude ratio [Fig. 4.11 (b), symbols].
In conclusion, we have demonstrated coherent control of linear intersubband polarizations
with subpicosecond dephasing times by weak ultrafast electric field transients in the mid-
infrared. A nonlinear response, i.e., a saturation of the polarization amplitude by up to 20 %,
can be induced with pulses of only 1 pJ energy. This nonlinear response follows exactly the
prediction of an ideal homogeneously broadened two-level system. This fact may facilitate
the realization of ultrafast switching devices based on coherent intersubband polarizations.
Chapter 5
Direct measurement of electrically
induced optical transmission changes
in quantum cascade lasers
In this chapter, we present a direct study of optical transmission changes due to gain in
an electrically driven quantum cascade structure. The normalized transmission change, i.e.,(
T (I, λ) − T (0, λ)
)
/T (0, λ) is measured as a function of both applied current I and wave-
length λ. The main motivation for this experiment is to develop a novel measurement
technique which combines ultrafast spectroscopy with high-current electrical pumping of
semiconductor device structures. This technique gives experimental access to fundamental
questions of semiconductor physics which could not be obtained by other means. One im-
portant example, the physics of electron transport in semiconductor nanostructures in the
presence of a dense electron plasma, will be discussed in the subsequent chapter.
The development of this technique implies considerable effort in the optical and electronic
setup. Two things are very important. First, the light pulses have to penetrate highly doped,
thick contact layers of the sample, which are necessary for electric pumping. Secondly, to
prevent heating of the sample, the driving current has to be applied in pulsed mode. Thus,
the combination of optical and synchronized electric pulses requires an elaborate electronic
setup. For the experiments described in this chapter we use the cavity-dumped Ti:sapphire
laser system presented in section 2.2.1 as it represents an easy tunable mid-infrared source.
Similar to the experiments discussed in the previous chapter we use a beam propagation
geometry in which the optical beam is incident under an angle of 60◦. This is an appropriate
way to ensure a large coupling with the intersubband dipoles. To limit heat dissipation in
the sample from the applied current, the quantum cascade structure is processed in circular
mesas with a small surface. We have to take into account, however, that the mid-infrared
light focus is rather large demanding a big mesa size for a suitable overlap. As a compromise,
for the experiments discussed in this chapter we will use a sample which was originally
developed for electroluminescence measurements. Here, the mesa has around half the size
of the mid-infrared focus.
In the following we first introduce the quantum cascade sample. After the discussion of
the effect of heating due to the electrical current, we will give a detailed explanation of the
experimental realization to carry out a transmission change experiment. Then we present
linear transmission change measurements to derive the gain coefficient. We analyze the data
with respect to the effects resulting from the chosen beam propagation geometry. Taking
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these effects into account we will determine the gain coefficient of the quantum cascade
structure and compare our results with work of other groups published in literature.
5.1 Sample properties
The sample used for the transmission change experiment (sample A1) is a GaAs/AlxGa1−xAs
quantum cascade structure (aluminum content: x = 33 %) grown at Thomson-CSF in Paris.
It contains 10 periods of the active layer structure similar to the one in Ref. [99] and repre-
sents the layer structure of the first quantum cascade laser based on the GaAs/AlxGa1−xAs
material system (aluminum content: x = 33 %). At this aluminum content AlGaAs is
a direct gap semiconductor. The conduction band offset between AlGaAs and GaAs is
∆Ec = 295 meV [133].
The conduction band diagram of the active region and the relevant wavefunctions are
shown in Fig. 5.1. The active region consists of three coupled GaAs quantum wells. The
injector is a graded superlattice containing five coupled GaAs quantum wells. The injector
region and the active region are separated by a 6.2 nm thick AlGaAs injection barrier and a
3.4 nm thick AlGaAs exit barrier. The inset of Fig. 5.1 is a schematics of the injector and
the active region under bias.
To reduce the lifetime of subband 2 (lower laser states), the 1–2 subband spacing cor-
responds to the energy of an LO phonon (h¯ ωLO = 36 meV). The calculated lifetimes of
Figure 5.1: Conduction band diagram of sample A1 for an applied electric field of 48 kV/cm.
Probability densities |Ψ(x)|2 are shown for the relevant wavefunctions (|g〉: ground state in
the injector, |3〉: upper laser state, |2〉: lower laser state). The inset is a schematics of the
injector and the active region divided by the injection barrier.
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Table 5.1: Layer structure of sample A1.
material doping (Si) thickness (nm)
GaAs 2× 1018 cm−3 600 top contact
GaAs 20
10 repetitions
GaAs 3.2
AlGaAs 2.0
GaAs 2.8
AlGaAs 4× 1017 cm−3 2.3
GaAs 4× 1017 cm−3 2.3 injector
AlGaAs 4× 1017 cm−3 2.5
GaAs 4× 1017 cm−3 2.3
AlGaAs 2.5
GaAs 2.1
AlGaAs 6.2
GaAs 1.5
AlGaAs 2.0
GaAs 4.9
active
AlGaAs 1.7
region
GaAs 4.0
AlGaAs 3.4
GaAs 3.2
AlGaAs 2.0
GaAs 2.8
AlGaAs 4× 1017 cm−3 2.3 injector
GaAs 4× 1017 cm−3 2.3
AlGaAs 4× 1017 cm−3 2.5
GaAs 20
GaAs 2× 1018 cm−3 1000 bottom contact
SI GaAs substrate (300µm)
subband 3 and subband 2 are τ3 = 1.5 ps and τ2 = 0.3 ps [99]. The complete layer structure
is shown in Table 5.1.
The active region is sandwiched between two heavily n-doped (nSi = 2 × 1018 cm−3)
GaAs contact layers [Fig. 5.2 (a)]. The quantum cascade sample is processed into round
mesas with a mesa radius Rm = 60µm [Fig. 5.2 (c)], which is the size typically used for
electroluminescence measurements. The mesa and the surrounding area are covered with a
AuGe/Ni/Au alloyed contact.
This structure shows electroluminescence due to spontaneous emission from subband 3
to subband 2 in the biased case and photo-current due to absorption from subband 1 to
subband 3 in the unbiased situation as shown in Fig. 5.3 (a). At a cryostat cold-finger
temperature TCF = 77 K and for a current density of 1.8 kA/cm
2 (dashed line) a single
electroluminescence peak can be seen, which is centered at 10.4µm. The width is 13 meV
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60°
220 µm
80 µm120 µm
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QC-mesa
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+n QCS
(b) (c)
(a) GaAs substrate
Figure 5.2: (a) The active region of the quantum cascade structure (QCS) is sandwiched
between two n-type GaAs layers (n = 2×1018 cm−3, thicknesses: 1µm and 0.6µm). (b) Ge-
ometry of beam propagation through the prism shaped sample. (c) Partial overlap between
the mid-infrared laser spot and the disc shaped quantum cascade structure (QC-mesa).
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Figure 5.3: (a) Electroluminescence for different current densities (dashed line: 1.8 kA/cm2,
dotted line: 3.5 kA/cm2, solid line: 7.1 kA/cm2) and photocurrent (dash-dotted line) spectra
of sample A1 measured at TCF = 77 K [134]. Left inset: Injector and active region with
applied bias. Spontaneous emission from subband 3 to subband 2 leads to the shown electro-
luminescence spectra. Right inset: Injector and active region without bias. 1–3 absorption
leads to photocurrent. (b) Current–voltage characteristics measured at a cryostat cold-finger
temperature TCF = 77 K with 400-ns current pulses at a repetition rate of 10 kHz [134].
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(FWHM). At a current density of 7.1 kA/cm2 (solid line) the electroluminescence peak shifts
to 10.0µm and the width is 10 meV. For increasing voltage the tilting of the bandstructure
becomes stronger. As a result, the subbands in the active region move apart leading to the
observed blue shift of the electroluminescence. The photo-current is peaked at a wavelength
of 9.0µm. In Fig. 5.3 (b) the current-voltage characteristics is shown. For voltages up to
1.5 V there is very low current. This voltage is needed for the alignment of the injector and
the active region.
To measure the transmission change due to 3–2 population inversion, we use mid-infrared
light resonant to this intersubband transition. For an efficient coupling of the intersubband
dipoles with the electric field of the optical beam, we use a beam propagation geometry
[Fig. 5.2 (b)] with an angle of incident α = 60◦ as discussed in the previous chapter. The
substrate thickness is 300µm. According to the considerations of section 4.2 this results in
a length of a = 790µm for the base plane of the prism.
The laser device mentioned above (ridge waveguide, 2.5 mm × 24 µm) with 30 periods
of a similar layer structure but with an injection barrier thickness of 5.8 nm has a threshold
current density of Ith = 7.3 kA/cm
2 at 77 K. This laser works up to a temperature of
Tth = 140K. We want to drive our sample with current densities up to Ith and below Tth.
Hence, a careful consideration of the heat dissipation due to the current is important.
5.2 Heat dissipation due to electrical current
The current density Ith = 7.3 kA/cm
2 corresponds to a dissipated thermal power of Pth =
U(Ith) Ith π R
2
m ≈ 3.5 W. The cryostat we use has only a cooling power of ≈ 1 W. Hence, we
have to electrically drive the sample in pulsed mode with a duty cycle of at most 25 %. The
question now is the sample heating within a single current pulse.
Thermal conductivity For an applied current pulse with current density I we want
calculate the lattice temperature T of the sample as a function of time t. The relevant
equation is the equation of thermal conductivity
∂ T (r, t)
∂ t
=
λ
(
T (r, t)
)
ρ cp
(
T (r, t)
) ∆T (r, t) + 1
ρ cp
(
T (r, t)
) η(I, r)
where λ is the thermal conductivity, ρ the density, cp the heat capacity, η the dissipated heat
per volume and ∆ the Laplace operator. Because of the temperature dependence of λ and
ρ (see Fig. 5.4) there is no analytic solution of this equation. Here, we will just treat the
two extreme cases at very long times and at very short times. This will allow us to give a
sufficient estimation for the lattice temperature of our sample.
• In the first case we consider the (quasi-stationary) thermal equilibrium, i.e., ∂ T
∂ t
|t=∞ =
0, which is reached after “long”times. We calculate the average temperature in the
mesa Teq ≡ T (t = ∞). The equation of thermal conductivity then yields the Poisson
equation
∆T (r) = −η(I, r)
λ
(5.1)
A strong simplification of the problem can be achieved if we assume that the quantum
cascade mesa (radius Rm) is a semi sphere with a surface which is equal to the surface
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Figure 5.4: (a) Thermal conductivity [135] and (b) heat capacity [136] of GaAs as a function
of temperature.
of the circular mesa disc. The radius of this sphere is Rs =
Rm√
2
. In that way the
thermal flux, which is the essential quantity for thermal conductivity, is the same in
both geometries. For symmetry reasons we can consider a total spherical situation,
where r is the distance from the center. The boundary condition is T (r = ∞) = TCF
where TCF is the temperature of the cold-finger of the cryostat. The solution of this
spherical problem for λ = const. is
r ≥ Rs : T (r) = 1
3
η R3s
λ r
+ TCF
r ≤ Rs : T (r) = −1
6
η r2
λ
+
1
2
η R2s
λ
+ TCF
We are interested in the average mesa temperature
Tm(I, Rm) ≡ T (Rs) + T (0)
2
=
5
12
η(I)R2s
λ
+ TCF
The heat dissipation per volume in the semi-sphere due to the electric current in the
quantum cascade laser reads
r ≤ Rs : η(I, r) = η(I) = U(I) I π R
2
m
2
3
π R3s
= 3
√
2
U(I) I
Rm
r > Rs : η(I, r) = 0
This yields finally
Teq(I, Rm) =
5
4
√
2
U(I) I
λ
Rm + TCF (5.2)
Note that the temperature in the thermal equilibrium depends on the mesa radius Rm.
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Figure 5.5: (a) Temperature at the quasi-stationary equilibrium Teq (dashed line), tempera-
ture dependence at early times Ts (dotted line) and an exponential behavior (solid line) as
a function of time for a quantum cascade mesa with radius Rm = 60µm and for a current
density of I = 5 kA/cm2. τeq is the time constant reaching the quasi-stationary equilib-
rium. (b) Temperature at the quasi-stationary equilibrium as a function of current density
(Rm = 60µm).
• In the second case, at very short times, the term with the thermal conductivity can be
neglected, i.e., ∆T = 0. The equation of thermal conductivity can be easily solved for
cp = const.
Ts(t, I) =
η(I)
ρ cp
t + TCF =
U(I) I
ρ cp L
t + TCF (5.3)
where L is the mesa thickness and η(I) = U(I) I
L
. Note that Eq. 5.3 does not depend
on the mesa radius Rm.
For a quantum cascade mesa with Rm = 60µm and a current density of I = 5 kA/cm
2
these two regimes are depicted in Fig. 5.5 (a). The cold-finger temperature is TCF = 77 K.
The thermal conductivity is taken to be λ = λ(250 K) = 0.5 WK cm [cf. Fig. 5.4 (a)],
the heat capacity as cp(100 K) = 0.2
J
g K [cf. Fig. 5.4 (b)] and the density of GaAs is
ρ = 5.3 g/cm3. The temperature in the mesa is shown as a function of time. The dashed
line represents the temperature Teq which will be reached after long times. The dotted
curve indicates the temperature dependence for very short times Ts. These calculations
are ”worst case”calculations and the true temperature will be somewhere below (solid line).
Nevertheless, with these calculations we can estimate a time constant τeq ≈ 700 ns reaching
the quasi-stationary equilibrium. Comparing (5.2) and (5.3) one can see that this time
constant does not depend on the current. In Fig. 5.5 (b) the current dependence of the
temperature Teq is shown. We get room temperature Teq = 300 K for a current density of
6 kA/cm2. The maximum working temperature of the laser based on the laser structure of
our sample is Tth = 140 K. It is reached already at 2.5 kA/cm
2.
It is important to note that the temperatures calculated above describe the temperature
of the lattice of the quantum cascade structure. In general, these temperatures are not
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electrical
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50 µs
Figure 5.6: Timing of electrical and optical pulses. The electrical pulses are applied with a
repetition rate of 23.8 kHz and a duty cycle of 5 %. The optical pulses have a repetition
rate of 2.1 MHz.
valid for the carrier system. The electron distribution in electrically driven quantum cascade
structures will have a temperature far above the lattice temperature (cf. chapter 3).
Electrical pulse length For the experiment we use the 2 MHz cavity-dumped Ti:sapphire
system as described in section 2.2.1. To ensure a lattice temperature on the order of the cold-
finger temperature the ideal electrical pumping would be to use very short pulses with pulse
lengths on the order of τeq/10 ≈ 70 ns [Fig. 5.5 (a)] in combination with a synchronization
of the current with the mid-infrared pulses. This is not possible, however, since high-current
pulser providing current pulses with such elevated repetition rates are not available. For
the experiments presented in this chapter we use a scheme as depicted in Fig. 5.6 with
current pulses being longer than the inverse repetition rate of the optical pulses. Now, the
transmission change signal is proportional to the electrical pulse length. We use a repetition
rate for the electrical pulses of 23.8 kHz with a duty cycle of 5 % which corresponds to a
pulse length of approximately 2.5µs. Within this time, quasi-stationary equilibrium of the
lattice temperature is attained [Fig. 5.5 (a)]. From Fig. 5.5 (b) we see that Tth = 140 K is
reached already at a current density of 2.5 kA/cm2. Therefore it makes only sense to use
this method applying low currents.
5.3 Sample configuration
Sample holder geometry The combination of ultrafast spectroscopy with an electrically
driven sample at cryogenic temperatures implies several requirements for the sample holder.
One restriction results from the cryostat geometry. As a small optical focus is needed in
the experiment we use a focussing optics with a small focal length. This requires a cryostat
chamber with a small volume. For the experiment presented in this chapter, we have used
a home-built liquid-nitrogen cold-finger cryostat. Since this cryostat has no heating facility,
for the subsequent experiments we have used a commercial helium flow cryostat (Oxford,
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window
Figure 5.7: Sample holder consisting of three (b-d) parts attached to the cold-finger (a).
The razor-blades and the InSb piece are fixed with part (c). Additionally, (c) contains the
temperature sensor. The holder (d) carries the sample and the bond pads.
Optistat) which allows for adjustable temperatures from room temperature down to 4 K.
Both cryostats have a similar chamber with a diameter of approximately 7 cm and a maxi-
mum sample holder diameter of 22 mm. In developing the sample holder we have to consider
the following important points:
To find the optical focus and the spatial overlap between the pump beam and the probe
beam we have to fix two crossed razor blades close to the sample. Further, we need a thin
InSb plate for a cross-correlation experiment to find the temporal overlap of the pump pulse
and the probe pulse. Then, two bond pads are required for the electric contacts providing the
current through the sample. Another two bond pads are needed for the voltage measurement.
These pads should have a good thermal contact to the cold-finger.
We use a sample holder consisting of three parts. The first part is a tube [Fig. 5.7 (b)],
directly attached to the cold-finger [Fig. 5.7 (a)]. The second part contains the razor blade,
the InSb plate, and the temperature sensor (Cryovac, DT-470 CD) as shown in Fig. 5.7
(c). It is fixed with the first part on a variable height. The sample and the bond pads are
mounted on a separate holder [Fig. 5.7 (d)]. This holder is attached to the second part.
Processing The GaAs/AlGaAs sample is grown by molecular beam epitaxy on a 300 µm
thick, mono-crystalline, and semi-insulating GaAs substrate. After the growth the samples
are processed. Processing consists of three steps, etching, metallization structuring, and
finalization. First, the sample is etched so that round mesas remain containing the grown
layers [see Fig. 5.8 (a)].
By metallization structuring, the sample is contacted. The finalization contains cutting
and polishing. The sample is cut in bars [see Fig. 5.8 (a), dashed lines] by cleaving along one
crystal coordinate. The next step is to polish the side facets of the sample so that the sample
becomes prism shaped. We glue a sample bar with a removable glue (Canada Balsam) with
the mesas upside down on a glass prism [Fig. 5.8 (b)]. Then, the sample is polished along
the prism sides [dashed lines in Fig. 5.8 (b)].
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Figure 5.8: (a) Geometry of the sample surface. The round mesas contain the active layers.
The sample is cut into ≈ 1 mm broad bars along the dashed lines. (b) The sample bar
is glued on a glass prism with the mesas upside down and polished along the prism sides
(dashed lines).
Mounting the sample The next step is to mount the sample onto the sample holder.
The polished sample is glued using removable glue (Canada Balsam) on a plane iron plate
with the mesas upside down. The sample holder is fixed with double sided tape on a linear
translation stage [see Fig. 5.9 (a)]. One edge of the sample is covered with low temperature
glue with a large thermal conductivity (Cryovac, Stycast Epoxy). The sample holder is
moved down until it touches the sample. One has to wait about 24 h to have the glue dried
out. Next, we heat the iron plate so that the wax gets liquid. Then, the sample holder
with the sample can be removed. To get rid of the wax sticking on the sample we clean the
sample with acetone and ethanol soaked cotton wool. The sample is glued onto the sample
holder only at one side to prevent strain when cooling the sample [Fig. 5.9 (b)].
(a) (b)
magnet
mount sample
holder
sample
sample
glue
double
sided
tape
translation
stage
Stycast
Epoxy
optical
beam
Figure 5.9: (a) Mounting of the sample. (b) To prevent strain due to cooling, the sample is
fixed only at one side with the holder.
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(a) (b)
Figure 5.10: (a) Electric wiring of the sample. (b) Fixation with the other parts of the
sample holder.
Electric wiring Electric wires are glued with conducting glue onto the contact pads [Fig.
5.10 (a)]. Then, the sample is bonded with aluminum wires (20 µm diameter). After this,
the sample holder is fixed with the cryostat cold finger [Fig. 5.10 (b)]. Finally, we solder
each of the wires to the core of a 50Ω co-axial cable.
5.4 Experimental setup
Electronic setup The electronic setup is shown schematically in Fig. 5.11. We use the
lock-in technique for noise reduction. The optical pulses are chopped with the frequency F1,
the sample is driven with electrical pulses with a repetition rate F2 and the signal is detected
at the sum-frequency (SF) F3 = F1 + F2. In this dual frequency technique, we get a signal
at the sum frequency F3 only if both the current is applied and the probe beam is “switched
on”. This is necessary to prevent the signal from being disturbed by the electroluminescence
and by heat radiation. The three frequencies F1, F2 and F3 are generated by a home built
frequency divider using the programmable logic chip ispLSI 1016-60LJ from Lattice. The
clock frequency F = 1 MHz is divided by n1 = 23× 21, n2 = 23× 2 and n3 = 21× 2 to yield
the frequencies
F1 =
F
n1
= 2.1 kHz , F2 =
F
n2
= 21.7 kHz , F3 =
F
n3
= 23.8 kHz
The pulses with frequency F2 are used to trigger the current pulser (HP pulse generator
8114 A) which generates rectangularly shaped current pulses up to 1 A. A pulse length of
∆t = 2.5µs which corresponds to a duty cycle of 5% is used. The current is measured via
the voltage drop on a R = 50Ω series resistance.
The light beam chopper controller is triggered with the frequency F1. The chopped mid-
infrared beam is measured with a HgCdTe detector (MCT). This signal is amplified with
a high-frequency current pre-amplifier (GRASEBY INFRARED DP-8000) and sent to the
signal input (SIG) of the lock-in (ITHACO 3961B). Additionally, the near-infrared beam is
detected with a fast photodiode (PD: Electro Optics Technology, ET2000). This signal is
amplified (HMS electronics 564) and sent to the signal input (SIG) of the lock-in. It is used
to determine the phase of the signal (see below).
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Figure 5.11: Electronic setup for the transmission-change measurement of an electrically
driven quantum-cascade laser. A dual-frequency lock-in technique is used to suppress the
electroluminescence and heat radiation signal. R - 50 Ω resistance, PD - photo diode, CW -
chopper wheel, M - repositionable mirror, MCT - mercury cadmium telluride detector, SIG
- signal input of the lock-in, SF - trigger input of the lock-in.
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Figure 5.12: Optical setup for the transmission-change measurement. For the determination
of the phase of the signal, i.e., transmission increase or decrease, the optical beam is reflected
with a repositionable mirror (M) onto a photodiode (PD). CW - chopper wheel, L1/L2 - KBr
lenses (f=50 mm), F1,F2 - 5 mm thick KBr windows, C - cryostat, S - sample, OA1/OA2 -
gold coated 2′′, 90◦ off-axis mirrors, MCT - mercury cadmium telluride detector.
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Optical setup The optical setup is illustrated in Fig. 5.12. The output of a cavity-dumped
Ti:sapphire oscillator is used to generate tunable mid-infrared pulses via phasematched dif-
ference frequency mixing in GaSe (see chapter 2.2.1.2). These pulses are focussed with a
KBr lens (L2) onto the nitrogen-cooled sample (S). The transmitted light is collected with a
gold coated 2′′, 90◦ off-axis mirror (OA1) and focussed with another gold coated 2′′, 90◦ off-
axis mirror (OA2) onto a nitrogen cooled mercury cadmium telluride detector (MCT, model
EG&G J15D16). Alternatively, using a repositionable mirror (M), the chopped near-infrared
beam is measured with a fast photodiode (PD). The relative phase of the photodiode signal
and the MCT signal determines the sign of the transmission change signal. If the phase of
the PD signal is the same as the phase of the MCT signal then a transmission increase is
measured. If the phase is retarded by 180◦ than the MCT signal corresponds to transmis-
sion decrease. The spectral information is obtained by tuning the center frequency of the
mid-infrared beam via rotating the GaSe crystal.
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5.5 Experimental data
In this section we present the results of linear transmission change experiments [Figs. 5.13
(a-c)]. In Fig. 5.13 (a), the transmission of pulses at λMIR = 10.5µm through the quantum
cascade structure with zero bias is plotted as a function of the lateral distance between the
mesa containing the quantum cascade structure and the mid-infrared beam (squares). The
transmission through the sample decreases by a factor of about 4 for optimum spatial overlap
of the mid-infrared beam with the mesa. For forward bias and in-plane (P ) polarization of
the mid-infrared beam, one observes an increase of transmission at λMIR = 10.5µm with the
spatial profile plotted in Fig. 5.13 (a) (circles). This profile peaks at the center of the mesa,
the full width at half maximum is 125µm. Such a signal is exclusively found for in-plane
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Figure 5.13: (a) Lateral profiles of the sample transmission (squares) and of the transmission
change ∆T/T0 = [T (I)−T (I = 0)]/T (I = 0) (circles) as a function of the separation between
the laser spot and the quantum cascade structure. The solid lines are the convolution
of the disc-shaped quantum cascade structure with the elliptical mid-infrared beam. (b)
Polarization dependence of the electrically induced transmission change for P polarization
(triangles) and for S polarization (circles) of the mid-infrared beam as a function of the
separation between the laser spot and the quantum cascade structure for λ = 10.5µm.
(c) Spectral dependence of the electrically induced transmission change ∆T/T0 at TCF =
77 K for applied current densities of 0 kA/cm2 (diamonds), 1.8 kA/cm2 (triangles), 3.1
kA/cm2 (circles), and 4.5 kA/cm2 (squares). Solid line: gain spectrum calculated from the
electroluminescence spectrum and convoluted with the spectral envelope of the mid-infrared
pulses.
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(P ) polarization of the mid-infrared pulses. Signals with S polarization are negligibly small
as can be seen in Fig. 5.13 (b). The spectral characteristics of the transmission increase at
TCF = 77 K is presented in Fig. 5.13 (c), displaying spectra measured for different injection
currents (symbols). We have measured for current densities up to 4.5 kA/cm2. The signal
amplitude follows monotonically the applied current I for forward bias and reaches very high
values of up to 6%. It is centered at λ = 10.5µm.
5.6 Discussion
The electrically induced transmission change measurements represent the first measurements
combining the techniques of ultrafast spectroscopy with high-current electrical pumping of a
quantum cascade structure. We will now evaluate the experimental data to derive the gain
coefficient.
5.6.1 Qualitative analysis
A first question in the evaluation of the experiment is whether the measured transmission
change signals can be attributed to stimulated emission due to the 3 to 2 intersubband pop-
ulation inversion in the quantum cascade structure. The spatial dependence [Fig. 5.13 (a)]
shows that the signal comes exclusively from the quantum cascade structure. As the sig-
nal is dominantly P-polarized [Fig. 5.13 (b)] there is strong evidence that the observed
transmission change is due to an intersubband transition.
Now, we compare the spectral transmission change data [Fig. 5.13 (c)] with the electro-
luminescence data [Fig. 5.3 (a)]. Gain and electroluminescence both result from radiative
intersubband transitions between the upper laser subband 3 and the lower laser subband 2.
The fundamental difference between the two quantities is that gain is due to stimulated emis-
sion whereas the electroluminescence results from spontaneous emission. The probability of
an electron to emit spontaneously a photon of energy h¯ ω depends on the density of photon
states which is proportional to ω2. In a single particle picture, i.e., neglecting many-body
effects, the gain coefficient g(h¯ ω) and the electroluminescence intensity IEL(h¯ ω) read [50]
g(h¯ ω) ∼ ω ∑
k
|r3,2,k |2
(
f(|3, k〉)− f(|2, k〉)
)
δ
(
E3(k)− E2(k)− h¯ω
)
(5.4)
IEL(h¯ ω) ∼ ω4
∑
k
|r3,2,k |2
(
1− f(|2, k〉)
)
f(|3, k〉) δ
(
E3(k)−E2(k)− h¯ω
)
where r3,2,k is the 3–2 dipole matrix element and f is the occupation probability for the
upper laser states |3, k〉 and the lower laser states |2, k〉 with in-plane momentum k.
In first order the two subbands are parallel so that details of the in-plane distributions
have only a minor influence on the spectral lineshape of the gain. In this case gain is observed
whenever the total population in subband 3 is larger than in subband 2, i.e.,
∑
k
f(|3, k〉) >∑
k
f(|2, k〉)
However, in general in the single particle picture nonparabolic subband dispersion can not
be neglected.
86 CHAPTER 5. DIRECT MEASUREMENT ...
In contrast, the intensity of electroluminescence is essentially determined by the total
population in subband 3, since the factor
(
1− f(|2, k〉)
)
is almost one for hot, i.e., nonde-
generate electron distributions in subband 2. According to this discussion, the occurrence of
electroluminescence does not automatically imply population inversion resulting in optical
gain.
Nevertheless, the spectral shape of the gain coefficient can—in good approximation—
be determined from the wavelength dependence of the electroluminescence g(h¯ ω) ∼
IEL(h¯ ω)/ω
3. The solid line in Fig. 5.13 (d) represents the function IEL(h¯ ω)/ω
3. The
good agreement between the spectral shape of the experimental data and the calculated
curve clearly demonstrates that the observed transmission increase is due to optical gain on
the 3–2 lasing transition of the quantum cascade structure.
Note that the gain increases even for current densities higher than 2.5 kA/cm2, where the
sample temperature is above 140 K [Fig. 5.5 (b)]. At these temperatures the corresponding
laser device with similar layer structure does not work [99].
5.6.2 Quantitative analysis
For a quantitative determination of the gain coefficient g(I) we need a more detailed anal-
ysis of the observed signal. After interaction with the electrically driven quantum cascade
structure the mid-infrared intensity yields
S(I, λ) = S0 × e(g(I,λ)−α(I,λ)−αo) l
where S0(λ) is the incident mid-infrared intensity, I the current density, α the current
dependent absorption (e.g., the 1–3 absorption), αo the current independent absorption
(e.g., free carrier absorption from the contact layers) and l the interaction length. In the
experiment, we measure the electrically induced transmission change, i.e., the normalized
difference between the transmission with [T (I = 0, λ)] and without [T (I = 0, λ)] applied
bias. For g(I) l , α(I) l  1 we get
∆T
T0
(I, λ) =
T (I, λ)− T (0, λ)
T (0, λ)
=
S(I,λ)
S0
− S(0,λ)
S0
S(0,λ)
S0
=
e(g(I,λ)−α(I,λ)−αo) l − e(g(0,λ)−α(0,λ)−αo) l
e(g(0,λ)−α(I,λ)−αo) l
=
[
g(I, λ)−
(
α(I, λ)− α(0, λ)
)]
l (5.5)
Certainly, there is no gain at zero bias, i.e., g(0, λ) ≡ 0, but there is current dependent
absorption. From the photocurrent spectrum [Fig. 5.3 (a)] we infer that for λ < 10µm
there is 1–3 absorption at zero bias. This absorption is “bleached”in the biased case. For
λ > 10µm the 1–3 absorption at I = 0 can be neglected, i.e., α(I, λ)−α(0, λ) = 0. At these
wavelengths the gain coefficient g(I, λ) can be determined directly from the transmission
change signal if we know the interaction length l. However, it is difficult to determine the
interaction length l in our beam propagation geometry. To solve this problem we have to
look at the beam propagation geometry in more detail.
On one hand, we have to pay attention to the beam propagation through the multiple
layer system of the contacts and the bare active region, which leads to multiple reflections
and—near the angle of total reflection—to an evanescent wave. The thorough treatment of
this effect with the help of the transfer matrix formalism provides a tool for the calculation
of the gain coefficient from transmission change data as we will see later.
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On the other hand, there is only a partial overlap of the laser spot with the quantum
cascade structure [see Fig. 5.2 (c)], i.e., only part of the mid-infrared beam interacts with
the mesa whereas the other part is reflected by the surrounding gold layer. Since the mid-
infrared beam has a high spatial coherence, interference within the infrared beam has to be
taken into account in the calculation of the gain coefficient.
These two beam propagation effects are discussed in more detail in the following before
we finally determine the gain coefficient from our data.
Multiple layer effect The quantum cascade structure represents a multiple layer system.
The parameters of optical propagation, i.e., transmission, reflection, and absorption or gain,
are complex functions of the properties of the individual layers and the interplay among
them. In our quantum cascade structure, the n-type GaAs contact layers play a crucial
role. The electron plasma with a doping of n3D = 2× 1018 cm−3 and the plasma frequency
ωp =
√
n3D e2
∞meff
causes a decrease of the refractive index [nn−GaAs(ω)] compared to the semi-
insulating GaAs substrate (nSI−GaAs) in the spectral range around 10µm. This results in a
frequency dependent angle of total reflection
αtot(ω) = arcsin
(
nn−GaAs(ω)
nSI−GaAs
)
which yields for λ = 10.5µm
αtot(
2 π c
10.5µm
) = 59◦
It is close to the angle of incidence α of the mid-infrared beam in our prism geometry. In
addition, the total width of the quantum cascade structure sandwiched between the two n-
type GaAs layers is d = 2.1µm which is very close to λ⊥
4
= λvac
4n cosα
= 1.83µm of the standing
mid-infrared wave developing in the quantum cascade structure parallel to the stack axis.
As depicted schematically in Fig. 5.14, multiple reflections between the substrate/n-
type layer interface and n-type layer/gold contact interface lead to an enhanced interaction
intensity of the light field with any absorber/emitter [137]. For a quantitative analysis of
Au
d=2.1 µm
SI-GaAs Substrate
n-GaAs
60°
QCS
Figure 5.14: Close to the angle of total reflection (αtot = 59
◦ for λMIR = λIS = 10.5µm)
an evanescent wave and multiple reflections develop in the structure leading to a strong
enhancement of the transmission change in the quantum cascade structure (QCS).
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this effect, we apply the matrix transfer formalism (see, e.g., Ref. [129]). In this formalism
the transmission and reflection at each interface between two layers is taken into account.
In that way the field intensity in the structure and the transmission of the complete layer
system can be calculated. To account correctly for the properties of intersubband transitions
in quantum wells which are polarized parallel to the plane of incidence (P polarized), we
include the anisotropic dielectric functions of the quantum cascade structure. We consider 4
different frequency dependent dielectric tensors ik(ω) describing the response of the different
layer materials:
• The isotropic dielectric tensor for the semi-insulating GaAs substrate. Here, we take
into account the GaAs reststrahl band at ωGaAsTO = 2 π c/37µm. With the dielectric
constants st = 12.9 below ω
GaAs
TO and ∞ = 10.9 above ω
GaAs
TO we get (γ1 = 10
12 s−1)
(SI−GaAs)ik = δik
(
∞ + (st − ∞) (ω
GaAs
TO )
2
(ωGaAsTO )
2 − ω2 + i γ1 ω
)
, i, k  {x, y, z}
• The isotropic dielectric tensor for the n-type GaAs contact layers (n1 = 2×1018 cm−3).
In addition to the dielectric tensor above we have to consider the interaction with the
electron plasma. With ωn1p =
√
n1 e2
0 meff
and γ2 = 2 × 1013 s−1 (free carrier absorption
[138]) we get
(
n−GaAs(λ)
)
ik
= δik
(
∞ −
(ωn1p )
2
ω2 − i γ2 ω + (st − ∞)
(ωGaAsTO )
2
(ωGaAsTO )
2 − ω2 + i γ1 ω
)
• The isotropic dielectric tensor for the gold contact [139]
(Au)ik = δik (−2800− 1300 i)
• The anisotropic dielectric tensor of the quantum cascade structure. First, we consider
the tensor components for the polarization perpendicular to the stack axis having no
coupling to the intersubband dipole. The electrons can move freely in the plane of the
layers, hence we have to take into account plasma oscillations with ωn2p =
√
n2 e2
0 meff
,
where n2 = 1 × 1017 cm−3 is the average electron density. Further we average over
the dielectric function of the AlGaAs barriers and the GaAs wells. With the AlGaAs
reststrahl band at ωAlGaAsTO = 2 π c/30µm, the static dielectric constant of AlGaAs
ηst = 10.06 below ω
AlGaAs
TO and the value above η∞ = 8.16 we get
(qcs)xx = (qcs)yy = 0.16
(
η∞ + (ηst − η∞) (ω
AlGaAs
TO )
2
(ωAlGaAsTO )
2 − ω2 + i γ1 ω
)
+0.84 (SI−GaAs)xx −
(ωn2p )
2
ω2 − i γ2 ω
Secondly, we take the tensor component for the polarization parallel to the stack axis.
Here, the intersubband dipole is taken into account having a Lorentzian shape centered
at the 3−2 intersubband transition ωIS = 2 π c/10.5µm with the same width h¯Γ = 13
meV as the corresponding electroluminescence spectrum [Fig. 5.3 (a)] and an oscillator
strength related to the current dependent gain coefficient g(I). The electrons can not
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move freely parallel to the stack axis, hence, plasma oscillations do not have to be
taken into account. We get
(qcs)zz = 0.16
(
η∞ + (ηst − η∞) (ω
AlGaAs
TO )
2
(ωAlGaAsTO )
2 − ω2 + i γ1 ω
)
+0.84 (SI−GaAs)xx − g(I) cΓ
√
∞
ω2IS − ω2 + iΓω
(5.6)
In Fig. 5.15 (a) we show standing wave patterns of the mid-infrared intensity which were
calculated for a collinear beam at a wavelength of λMIR = 10.5µm incident under different
angles. The intensity in the active region (QCS) depends strongly on the angle of incidence.
For an angle of incidence of 60◦, i.e., the one chosen in our beam propagation geometry, a
strong enhancement of the mid-infrared intensity is observed.
With the matrix transfer formalism and the exact anisotropic dielectric tensors we are now
able to calculate the expected transmission change signal
(
T (I, λ, α)−T (0, λ, α)
)
/T (0, λ, α)
for a given gain coefficient g(I). A normalized transmission change signal calculated as a
function of the angle of incidence and of the photon energy is shown in Fig. 5.15 (b). In the
latter calculation the spectrum of the mid-infrared pulses used in the experiment was taken
into account. As already mentioned above, we observe a pronounced correlation between the
angle of incidence and the frequency of the mid-infrared beam. The main physical reason is
the strong frequency dependence of the real part of the refractive index in the heavily doped
layers. The strongest enhancement for all relevant frequencies is observed for an angle of
incidence of around 60◦. For our beam geometry this effect leads to a significant signal
enhancement.
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Figure 5.15: (a) Calculated standing wave between incident and reflected wave perpendicular
to the stack axis of the multiple layer system for various angles of incidence at λ = 10.5µm.
Between the substrate/n-type GaAs interface and the gold contact layer an evanescent wave
and multiple reflections develop enhancing strongly the interaction with the quantum cascade
structure. (b) Contour plot of calculated signal ∆T/T0 normalized to its peak value as a
function of both the angle of incidence α and the photon energy h¯ ω of the mid-infrared light.
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Figure 5.16: (a) Electroluminescence spectrum of sample A1 measured at a current density
of 1.8 kA/cm2 at 77 K. A wave propagation geometry with an angle of incidence of 45◦ is
used [134]. (b) Electroluminescence of a laser device with a layer structure similar to sample
A1 (barrier thickness 5.8 nm) for a current density of ≈ 1.7 kA/cm2 at 77 K. The device is
24 µm wide and 2.5 mm long [99].
Strong evidence for the relevance of this effect is given by the electroluminescence data
measured for different beam propagation geometries as shown in Fig. 5.16. In Fig. 5.16 (a)
the electroluminescence spectrum of the mesa sample is shown. It is measured using a
similar wave propagation geometry as discussed above with an angle of incidence of 45◦.
The electroluminescence measured for a laser with similar layer structure but processed into
a ridge waveguide is depicted in Fig. 5.16 (b). Here, a wave propagation geometry parallel
to the lasers is used. In both spectra the main peak is centered around a photon energy
of around 120 meV. It corresponds to the 3–2 transition. The electroluminescence in Fig.
5.16 (b) shows a pronounced second peak at a photon energy of 160 meV corresponding
to the 3–1 transition. This peak is strongly suppressed in the data measured for the mesa
shaped structure [Fig. 5.16 (a)]. This behavior can be explained by the multiple layer
effect. From Fig. 5.15 (b) we can see that for an angle of incidence of 45◦ the signals
at photon energies larger than 120 meV are strongly suppressed. Apart from the minor
difference in the exact layer structure, this might also explain the red-shift of the main peak
in the electroluminescence spectrum observed for the 45◦ beam propagation geometry [Fig.
5.16 (a)].
Diffraction effect In Fig. 5.17 the diffraction of the mid-infrared beam and the corre-
sponding diffraction pattern in the plane of the detector is shown. Fig. 5.17 (a) illustrates
the spatial mid-infrared intensity in the plane of the mesa. The shape of the diffraction
pattern depends on the phase shift φ between light reflected by the mesa and light reflected
by the surrounding gold layer. This phase shift is a function of the angle of incidence and
of the wavelength. With the methods discussed above we simulate the beam propagation in
the multiple layer systems of the mesa and of the surrounding area. For an angle of incidence
of 60◦ and a wavelength of λIS = 10.5µm the phase shift is close to 180◦ so that there is a
minimum in the center of the diffraction pattern [Fig. 5.17 (b)]. The spatial transmission
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(a) Beam profile and QCS
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Figure 5.17: Diffraction of the mid-infrared beam at the mesa and corresponding diffraction
pattern. (a) Spatial mid-infrared intensity in the plane of the layers. The mesa (QCS) is
indicated by the enlightened circle. (b) Diffraction pattern of the mid-infrared beam in the
plane of the detector. (c) Spatial transmission change signal in the plane of the detector.
The area of the detector is indicated in (b) and (c) by the black ring.
change signal in the plane of the detector is shown in Fig. 5.17 (c). Since the detector can
only collect a fraction of the entire diffraction pattern, the apparent transmission of the sam-
ple at the position of the mesa is strongly reduced [see Fig. 5.18 (a)]. Such a transmission
decrease is observed experimentally as can be seen in Fig. 5.13 (a) (squares).
For the exact determination of this effect, the phase φ and the fraction a =
√
Isurr/Imesa,
which is the square root of the sum of photons re-emitted from the mesa surrounding divided
by the sum of photons re-emitted from the mesa, are important. Further, the collection
efficiency, i.e., the fraction of the diffraction pattern measured by the detector is crucial. To
elucidate this we consider two extreme cases.
First, we assume that the collection efficiency is very low, i.e., only the center of the
diffraction pattern is measured. Then, the measured transmission change signal as a function
of φ and a reads
∆T
T0
(φ, a) =
|tm + a ei φ|2
|1 + a ei φ|2 − 1 (5.7)
where tm is the transmission coefficient of the active region [tm =
√
Sout/Sin =
√
exp(g l)].
For a phase shift of φ = 170◦, which is a realistic value in our experiment, the signal is
plotted as solid line in Fig. 5.18 (b). We can see that a signal enhancement of a factor of
more than 3 occurs for a = 0.8 and that positive and even negative signals can be observed
depending sensitively on a. Hence, the advantage of an enhanced signal has to be paid for
with the uncertainty of the exact enhancement factor.
Now, we consider the extreme case of 100 % collection efficiency. Here, the signal is not
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Figure 5.18: (a) Calculated transmission of the sample measured by a detector with a realistic
size as a function of the separation between the center of the beam focus and the mesa. (b)
Transmission change signal for the extreme case of a very low detector collection efficiency
(solid line) and of a 100 % collection efficiency (dashed line) as a function of a =
√
Isurr/Imesa,
i.e., the square root of the sum of photons re-emitted from the mesa surrounding divided
by the sum of photons re-emitted from the mesa. A phase shift of 170◦ between the light
reflected by the mesa and the light reflected by the surrounding gold layer is assumed. The
dotted curve indicates the transmission change signal of the active region for an infinitely
large mesa. (c) Calculated transmission change signal for a realistic detector size (solid
line). The dashed curve indicates the normalized transmission change signal measured by
collecting the total diffraction pattern.
φ dependent. It reads as a function of a
∆T
T0
(a) =
|tm|2 + a2
1 + a2
− 1 = t
2
m − 1
1 + a2
This signal is plotted as the dashed line in Fig. 5.18 (b). It is monotonically decreasing with
increasing a.
In both cases, if all the light is transmitted exclusively through the mesa (a = 0), then
the “true”transmission change is measured. This suggests that for the measurement of the
transmission change a bigger mesa diameter should be used. To get rid of the diffraction
effect, the mesa has to have a diameter at least twice as large as the focus diameter. However,
a larger mesa means a higher current and, thus, an increased heating. As a result, we are
forced to compromise between the heating of the sample and the diffraction effect.
To minimize the diffraction effect, in the next chapter we will use quantum cascade
samples with a bigger mesa size. One sample which will be investigated has a mesa diameter
of 350 µm. In the setup used there the mid-infrared focus projected on the plane of the
layers has the dimensions 130 µm × 340 µm [Fig. 6.2 (a)]. Due to the considerably bigger
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focus compared to the one obtained in the setup used in this chapter, the mid-infrared light
is much less diffracted so that the collection efficiency of the detector is much bigger. For
the second sample we will further optimize the mesa size by taking an elliptically shaped
mesa with the dimensions 400 µm × 200 µm [Fig. 6.2 (b)].
To illustrate the relevance of the diffraction effect, in Fig. 5.19 we show the transmission
for the latter two structures as a function of lateral position. For the circular sample, where
the distance of the edges between two subsequent mesas is 150 µm [cf. inset of Fig. 5.19
(a)], a higher transmission was measured in the center of the mesa than in between two
neighboring mesas [Fig. 5.19 (a)] in contrast to the transmission measurement carried out
in this chapter on the identical quantum cascade structure. The reason for this is that the
distance between two subsequent mesas is much smaller than the mesa diameter so that
here the diffraction effect becomes relevant at the position between the mesas. The inverse
situation is observed for elliptically shaped mesas with a lateral diameter of 200 µm [Fig.
5.19 (b)], where the distance of the edges between two subsequent mesas is 200 µm [cf. inset
of Fig. 5.19 (b)].
For the evaluation of the transmission change signal ∆T/T0 with respect to the gain
coefficient, it is important to take this diffraction effect into account. In Fig. 5.18 (c)
calculated transmission change signals are shown for different detector sizes as a function of
the spatial separation between the beam and the mesa. The dashed curve is the transmission
change curve for a detector which is capable to collect the complete diffraction pattern. It
represents a signal without diffraction effects. For a realistic detector size as indicated in
Fig. 5.17 we get the solid curve. These calculations show that we can expect a signal
enhancement of a factor of two to three. A more accurate value, however, can not be given
as it depends sensitively on the fraction of the diffraction pattern collected by the detector
and on the exact values for a and φ in Eq. 5.7, which can be estimated only roughly.
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Figure 5.19: Lateral profiles of the sample transmission as a function of separation between
the laser spot and the quantum cascade mesa for circular mesas (a) and elliptically shaped
mesas (b). The mesa geometry is shown in the insets.
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Figure 5.20: Transmission change spectrum calculated with the transfer matrix method with
a gain coefficient of g¯ = 225 cm−1 (solid line) compared with the experimental data for a
current density of 4.5 kA/cm2 [cf. Fig. 5.13 (c)].
The gain coefficient In the beam propagation geometry chosen for this experiment it
is difficult to define a proper interaction length to derive the gain coefficient g(I) from the
transmission change data [cf Eq. (5.5)]. To circumvent this problem we use the transfer
matrix method with frequency dependent dielectric tensors. With this method we can cal-
culate the expected transmission change signal. For a given angle of incidence and incident
pulse spectrum the only free parameter in this calculation is the gain coefficient g(I) [cf. Eq.
(5.6)]. The gain coefficient g¯ = 225 cm−1 yields the best fit for the observed ∆T/T0 = 0.06
for an injection current of 4.5 kA/cm2 (Fig. 5.20). In that way the correct beam propa-
gation geometry in the multiple layer system is taken into account. In addition, a signal
enhancement of a factor of 3 due to the diffraction effect is assumed. This yields finally a
gain coefficient of g = g¯/3 = 75 cm−1 for the bare active region corresponding to a gain
coefficient per current density of g∗ = g(I)/I = 15± 10 cm/kA.
Comparison with other gain measurements We want to compare our technique and
the results with other gain measurements in literature. Essentially three techniques were
used to measure the gain coefficient on electrically driven quantum cascade laser structures.
The first technique was applied by Sirtori et al. [116] to GaAs/AlGaAs quantum cascade
lasers with a bare active region similar to the one used in our experiment. It is based on
a plot of the threshold current density versus reciprocal cavity length (1/L). At threshold,
the gain overcomes the resonator losses, i.e., the mirror losses αM (R = e
αM L, R: facet
reflectivity, αW : waveguide losses). Hence, the threshold condition reads g
∗ Ith Γ = αM +αW
where Γ is the overlap factor, i.e., the part of the laser mode overlapping with the bare active
region. In Fig. 5.21 (a) data for the threshold current density as a function of the reciprocal
cavity length 1/L is shown. From the slope I ′th(1/L) of the fit curve below gain saturation
one obtains the gain coefficient g∗ = ln(R)/[I ′th Γ]. With a calculated facet reflectivity R and
mode overlap factor Γ the authors derive a gain coefficient g∗ = 16 cm/kA.
The second technique is the so-called Hakki-Paoli technique [118]. It was applied to a
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Figure 5.21: (a) Measured threshold current density Ith versus reciprocal cavity length at 77
K. The solid line is a fit to the data below saturation. From its slope and intercept the modal
gain and the waveguide loss are determined [116]. (b) Net peak modal gain GM(λpeak)−αW
as deduced from the subthreshold emission spectra is plotted as a function of the current
density I at 10 K. The slope and intersection of the fit, prior to saturation, give GM and αW
[116].
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Figure 5.22: (a) Setup of the two-section cavity technique with two identical waveguide ridges
a and b. The output light is spectrally resolved with a monochromator (M) and detected
with a suitable detector (Det). (b) Modal gain versus photon energy at 4 K measured with
the two-section cavity technique. Ia is kept fixed at 550 A/cm
2 [117].
quantum cascade laser with bare active region similar to ours by Sirtori et al. [116]. Here,
the modal gain [GM(λ) = g(λ) I Γ] is extracted from the fringe contrast of the Fabry-Perot
modes of the cavity below threshold using a Fourier analysis of the subthreshold spectra. In
Fig. 5.21(b) the peak net modal gain [= GM(λ)−αW ] is plotted as a function of the current
density. Below gain saturation a linear dependence is observed. From the slope of the curve
the gain coefficient is extracted. In that way, again using a calculated Γ, a gain coefficient
g∗ = 14 cm/kA was derived.
The third technique is the so-called two-section cavity technique. It was applied to a
quantum cascade laser with a layer structure similar to ours by Barbieri et al. [117]. Two
identical waveguide ridges with lengths La and Lb as depicted in Fig. 5.22 (a) are used. Each
of them is considered as an independent light source of intensity Sa(Ia, λ) and Sb(Ib, λ) by
applying currents Ia and Ib at the respective ridges. The output light Stot(Ia, Ib, λ) from the
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facet F is detected. By keeping Ia fixed and varying Ib the modal gain GM can be determined.
The result of this measurement is shown in Fig. 5.22 (b). A gain of g∗ = 13 cm/kA was
derived.
The latter three techniques measure the gain coefficient in a beam propagation geometry
parallel to the layers. This entails the problem of the determination of the mirror losses
αM and the determination of the mode overlap with the laser-active region Γ. We want to
mention that these two quantities are only known with large uncertainty.
In conclusion, the gain coefficient obtained with our technique is in good agreement
with the values derived by those measurements. It is important to note that the exact
determination of the gain coefficient with the measurement technique developed in this
chapter is difficult. On one hand, the signal enhancement due to the multiple layer effect
strongly depends on the exact doping concentration of the contact layers, which itself is
not known exactly. On the other hand, the diffraction effect induces further uncertainties.
Nevertheless, the important result is that the measured transmission change of an electrically
driven quantum cascade structure can unambiguously be contributed to 3–2 population
inversion, i.e., to gain. With this experiment, we have successfully combined the techniques
of ultrafast spectroscopy with electrically pumping of quantum cascade structures. This new
technique provides the means for a time-resolved electron transport measurement which will
be presented in the next chapter.
Chapter 6
Ultrafast coherent electron transport
in quantum cascade structures
Electron transport plays an important role for the performance of semiconductor devices
under bias. In unipolar two-dimensional semiconductor nanostructures a central question is
whether and to what extent the electron transport perpendicular to the layers is coherent.
The aim of the experiment presented in this chapter is to study the mechanisms governing
vertical charge transport in quantum cascade structures.
The quantum cascade laser structure is an important prototype system for studying
carrier transport, in particular tunneling and wave packet propagation, at elevated carrier
densities. The lasing transition is an ideal localized optical marker providing the means for
the investigation of such phenomena. With the experimental technique developed in the
previous chapter we are now able to carry out the first time-resolved pump-probe study of
an electrically driven quantum cascade structure.
For the electron transport studies we apply pseudo two-color pump-probe spectroscopy
(cf. section 2.1.2). In contrast to the linear spectroscopy carried out in the previous chapter,
for this nonlinear experiment we need mid-infrared pulse energies far above the pulse energies
provided by the 2 MHz laser system. Thus, here we have used the high-intensity, 1 kHz mid-
infrared laser system introduced in section 2.2.2.
First, we present the basic principle of the experiment. We explain how the time-resolved
detection of the electrically induced transmission change is used to determine the physics of
electron transport. After this, we introduce the samples used in the experiments. In order
to reduce the diffraction effect, which occurs because of the partial overlap of the optical
focus with the quantum cascade mesa, we use much bigger mesas than in the experiment
discussed in the previous chapter. However, this entails the problem of an increased heating
of the sample. We address this problem before we explain the entire experimental setup.
Subsequently, we present the experimental results. Finally, we analyze the data in order to
determine the underlying physics of electron transport in quantum cascade structures.
6.1 Principle of measurement
The goal of the experiment is to determine the characteristics of electron transport from the
injector through the injection barrier into the active region of a quantum cascade structure.
In an ideal Gedanken experiment one would prepare an electron wavepacket localized in the
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Figure 6.1: Experimental concept for the electron transport measurement. (a) Under forward
bias the electronic system is in a quasistationary nonequilibrium state. (b) A strong pump
pulse depletes the electrically induced optical gain and (c) a weak probe pulse monitors the
subsequent gain recovery.
injector of an electrically driven quantum cascade structure and monitor subsequently the
motion of this wavepacket. Of course, today there is no experimental technique to carry out
such an experiment. The experiment discussed in the following, however, gets quite close to
this ideal Gedanken experiment.
A quantity we have access to is the transmission change ∆T/T0 as shown in the previous
chapter. This quantity is directly connected to the gain. The experimental concept is
depicted in Fig. 6.1. Under appropriate forward bias the electron gas in the quantum cascade
structure is in a quasistationary nonequilibrium state [Fig. 6.1 (a)]. A strong pump pulse
depletes the electrically induced optical gain [Fig. 6.1 (b)] via stimulated emission promoting
carriers from subband 3 into subband 2. A weak probe pulse monitors the subsequent gain
recovery [Fig. 6.1 (c)] as a function of pump–probe delay tD. The gain is proportional to
the population difference between subbands 3 and 2 and gives direct information on the
transport of electrons into subband 3 and out of subband 2.
Table 6.1: Structural parameters of the GaAs/AlxGa1−xAs samples A2, B, and C.
A2 B C
nominal Al-fraction (%) 33 45 45
inj. barrier width (nm) 6.2 4.0 4.6
exit barrier width 3.4 2.8 2.8
number of periods 10 10 10
sheet density per period (cm−2) 4× 1011 4× 1011 4× 1011
conduction band offset 295 390 390
∆Ec (meV) [99, 105]
τ3 (ps) [99, 105] 1.5 1.4 1.4
τ2 (ps) [99, 105] 0.3 0.3 0.3
mesa shape round elliptical elliptical
mesa dimensions Ø350 µm 200µm×400µm 200µm×400µm
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6.2 Sample properties
We carry out transport studies on three different samples. The structural parameters of all
samples are summarized in Table 6.1.
One sample, which will be called sample A2 in the following, has the identical layer
structure as sample A1 (see Table 5.1). The only difference is the size of the mesa. In order
to reduce the diffraction effects discussed in the previous chapter we use a circular mesa with
a radius of Rm = 175µm which is now larger than the laser beam focus (FWHM) in the
mesa plane [see Fig. 6.2 (a)].
(a) (b)130 µm
350 µm
340 µm
200 µm
400 µm
focus
mesa
Figure 6.2: Mesa and beam shapes for sample A2 (a) and samples B and C (b). The grey
area indicates the mid-infrared beam focus in the plane of the mesas.
Samples B and C were grown at the TU Wien. The layer structures of these samples are
similar to that of the GaAs/AlxGa1−xAs quantum cascade laser presented in Ref. [105]. It is
the first GaAs-based quantum cascade laser working at room temperature. The aluminum
content of this structure is x = 45 %. The conduction band offset ∆Ec ≈ 390 meV for
Γ-valley electrons at this aluminum content is 95 meV higher compared to the offset at 33
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Figure 6.3: Electroluminescence spectrum of sample B measured at TCF = 77 K obtained
under a forward current of I = 7.0 kA/cm2 [140].
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Table 6.2: Layer structure of samples B and C.
material doping (Si) thickness (nm)
GaAs 2× 1018 cm−3 100 top contact
GaAs 4.8
AlGaAs 2.8
GaAs 3.4
AlGaAs 1.7
GaAs 3.0
injector
AlGaAs 2.75× 1017 cm−3 1.8
GaAs 5× 1017 cm−3 2.8
AlGaAs 2.75× 1017 cm−3 2.0
GaAs 5× 1017 cm−3 3.0
AlGaAs 2.6
10 repetitions
GaAs 3.0
AlGaAs 4.0 (4.6) [sample B (C)]
GaAs 1.9
AlGaAs 1.1
active
GaAs 5.4
region
AlGaAs 1.1
GaAs 4.8
AlGaAs 2.8
GaAs 3.4
AlGaAs 1.7
GaAs 3.0
AlGaAs 2.75× 1017 cm−3 1.8 injector
GaAs 5× 1017 cm−3 2.8
AlGaAs 2.75× 1017 cm−3 2.0
GaAs 5× 1017 cm−3 3.0
AlGaAs 2.6
GaAs 2× 1018 cm−3 1000 bottom contact
SI GaAs substrate (500µm)
% aluminum content[105]. The active region consists of three GaAs quantum wells. The
injector contains five GaAs quantum wells. Hence, the layer sequence is the same as for
sample A1 [Fig. 5.1]. The calculated lifetimes of subband 3 and subband 2 are τ3 = 1.4
ps and τ2 = 0.3 ps [105]. The peak output power of a laser device (ridge waveguide, 2 mm
× 30 µm) with 36 periods is 1.3 W and the threshold current density is 4 kA/cm2 at 77
K. The laser works up to a temperature of 308 K [105]. The only difference in the active
layer structure between the laser and the samples investigated in this thesis is the number of
periods which is 10 in our case and the injection barrier thickness which is db = 4.0 nm for
sample B and db = 4.6 nm (identical to the laser) for sample C. The complete layer structure
is shown in Table 6.2. For the mesas we have chosen an elliptical shape (400 µm × 200 µm)
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as shown in Fig. 6.2 (b). This gives an ideal overlap of the beam focus with the mesa.
The electro-luminescence spectrum for sample B measured at a cold finger temperature
of TCF = 77 K with a current of I = 7 kA/cm
2 is shown in Fig. 6.3. It is centered
around λ = 9.0µm and has a width (FWHM) of 17 meV. The substrate thickness is 500µm.
According to the considerations of section 4.2 this results in a length of a = 1320µm for the
base plane of the prism.
6.3 Synchronized electrical pulses
The drawback of a bigger mesa is an increased heating of the quantum cascade structure
under bias. We have seen in section 5.2 that applying long current pulses the lattice tem-
perature of the mesa in quasistationary equilibrium depends linearly on the mesa diameter
for a given current density. Even for the small mesa used in the previous experiment the
lattice temperature was considerably enhanced compared to the cold finger temperature. It
is clear, that with the bigger mesa, now, we can not apply long current pulses any longer.
Instead, we shall apply very short current pulses. In Fig. 6.4 (a) the calculated transient
lattice temperature TL for the first 100 ns (sample A2) is shown taking into account the full
temperature dependence of cp [cf. Fig. 5.4 (b)] and neglecting thermal conductivity into
the substrate (current density: I = 7.0 kA/cm2, cold finger temperature: TCF = 4 K). This
temperature represents the maximum lattice temperature. The true lattice temperature can
be somewhat smaller due to thermal conductivity. Since the heat capacity of GaAs below
30 K is extremely small the sample heats up to TL = 30 K within a few nanoseconds. We
decided to carry out the optical experiment at 30 ns. In Fig. 6.4 (b) we plot the lattice
temperature after 30 ns as a function of the cold finger temperature for a current density
of I = 2.1 kA/cm2 (dotted line), I = 4.6 kA/cm2 (dashed line), and I = 7.0 kA/cm2 (solid
line). Above TCF = 100 K the lattice temperature is nearly equivalent to the cold finger
temperature and independent of the current density.
Figure 6.4: (a) Lattice temperature TL of sample A2 as a function of time of the applied
current pulse with a current density of I = 7.0 kA/cm2 (TCF = 4 K). (b) Lattice tem-
perature after 30 ns as a function of the cold finger temperature TCF for current densities
I = 2.1 kA/cm2 (dotted line), I = 4.6 kA/cm2 (dashed line), and I = 7.0 kA/cm2 (solid
line).
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Osci.
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Figure 6.5: (a) Electrical wiring. For the voltage measurement we use coaxial cables with
50 Ω impedance which are led through the electrical throughput TP. The current cables are
led through the window (W) of the cryostat to obtain a better impedance matching (FC: 1Ω
impedance flat-band cable). The R = 1Ω resistance is used to measure the current. (b) The
electrical pulse (grey area) is ≈ 60 ns long with a rise time of 20 ns. The optical experiment
sketched by the black area is carried out in the center of the current pulse.
In the experiment we use a high-current pulser (AVTECH AVOZ-A3-C-OP2) which is
able to generate current pulses of up to 100 A with a pulse length ranging from 10 ns to 3µs
and a repetition rate of up to 20 kHz. The current cable is a 1Ω impedance flat-band cable.
For current pulses with a pulse length of less than 100 ns we need a very good impedance
matching. For this we led the current cable from the sample holder directly through the
cryostat window to the flat-band cable as shown in Fig. 6.5 (a). With this method we are
able to get current pulses with a rise time of around 20 ns. The optical experiment is then
carried in the center of the current pulse [Fig. 6.5 (b)].
6.4 Experimental setup
In the time-resolved pump-probe experiments we use the laser system presented in section
2.2.2 providing high-intensity mid-infrared pulses at 1 kHz repetition rate. At this low
repetition rate we are able to synchronize the optical pulses with the current pulses as shown
in Fig. 6.6. A delay generator generates rectangularly shaped pulse pairs at a repetition rate
of 500 Hz. The first pulse of this electrical pulse pair is used to trigger the current pulser,
which subsequently generates short high-current pulses. In this way, only every second
optical experiment is carried out under bias. The second pulse of the trigger pulse pair is
recorded by the gated integrator of our data acquisition system. In that way we obtain
the information whether the optical experiment is carried out under bias or not. Finally, a
computer calculates the normalized transmission change [S(I)−S(0)]/S(0) = ∆T/T0, where
S(I) is the measured signal with applied current I.
The low repetition rate in combination with the short current pulses leads to a very
low average heat dissipation even for the bigger mesa size and the highest applied current
densities. For a current density of 7.3 kA/cm2, an electrical pulse length of 60 ns and a mesa
with 175 µm radius the average dissipated power is only 1.5 mW.
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Figure 6.6: Time scheme for the electrical driving of the quantum cascade sample. The
electrical pulses are 60 ns long. They are applied for every second optical experiment.
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Figure 6.7: Electronic setup for the pump-probe experiment using a gated integrator. (MCT:
HgCdTe detector, R: 1 Ω resistance)
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Electronic setup The electronic setup supplying synchronized electrical pulses is illus-
trated in Fig. 6.7. The Pockel’s cell driver (MEDOX E.-O.) of the Ti:sapphire regenerative
amplifier delivers the trigger pulses synchronized with the optical pulses. The trigger signal is
approximately 2µs advanced with respect to the optical pulses. It triggers a delay generator
(SRS DG535) which is used to adjust the overlap between the current and the optical pulses
and to generate the pair of trigger pulses. The current pulser (AVTECH AVOZ-A3-C-OP2)
delivers 60 ns long current pulses of variable peak current. We use a 1Ω series resistance to
measure the current.
The mid-infrared pulses are detected by liquid-nitrogen-cooled HgCdTe detectors (MCT).
The resulting electric signal is amplified by a current amplifier (FEMTO, HVA-S) and sent
into the gated integrator (signal input MCT1 and MCT2). MCT1 measures the mid-infrared
reference pulses and MCT2 the mid-infrared probe pulses after interaction with the quantum
cascade sample. Finally, a computer calculates the normalized transmission change signal
from two subsequent experiments according to the timing sequence shown in Fig. 6.6:
∆T/T0 =
(
MCT2
MCT1
(Current on)− MCT2
MCT1
(Current off)
)/
MCT2
MCT1
(Current off)
Shielding Because of the very short and intense current pulses (up to 7 A) and a non-ideal
impedance matching of the current cables, we have to face electromagnetic radiation emitted
from these cables. This leads to high electrical pick-up effects in the measurement cables
superimposed on the optical signal. To minimize this effect we shield the detectors with
thick copper plates and use double shielded co-axial cables. Further, using opto-couplers we
decouple the electronics of the gated integrator from that of the current pulser and from that
of the delay generator (cf Fig. 6.7). In this way, we could sufficiently suppress the electric
pick-up effects.
MCT1
HeNe
Filter
 /2
MS
L1
L2
L3C
K1
K2
T D
OA1
OA2
MIR
source
1 kHz
M
CT2
MCT3
Figure 6.8: Optical setup of the mid-infrared pump-probe measurement [Filter: long-
wavepass-filter, HeNe: helium-neon laser, K1: KBr wedge plate, K2: KBr 10% beam splitter,
T: telescope with spherical gold mirror, D: delay stage, λ/2: periscope, OA1: 30◦ off-axis
gold mirror (f = 100 mm), OA2: 90◦ off-axis gold mirror (f=100 mm), C: cryostat, S:
quantum cascade sample, L1-3: f = 100 mm KBr lenses, M: monochromator]
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Optical setup The optical setup of the pseudo two-color pump-probe measurement is
shown in Fig. 6.8. The mid-infrared beam passes a long-wavepass-filter to block the residual
near-infrared components. A weak reference beam is split off at a KBr wedge plate (K1) and
focused onto the HgCdTe reference detector (MCT1). To pre-align the subsequent optical
elements a visible HeNe beam is set parallel to the mid-infrared beam. The mid-infrared
beam entering this setup is strongly astigmatic (because of the tilting of the GaSe crystal).
This astigmatism is compensated by a tilted incidence on the spherical mirror (T). The
telescope (T) is also used to increase the beam waist in order to get a small focus in the
sample. A 10% fraction of the beam is split off at a KBr plate (K2) and used as probe beam.
The residual pump beam passes a delay stage (D). The polarization of both beams is rotated
by a periscope (λ/2). In this way, the pulses are P-polarized with respect to the layers of the
quantum cascade sample (S). The pump beam and the probe beam are focused by a gold
coated, 30◦ off-axis mirror (OA1) into the sample (S) and subsequently recollimated by a 90◦
off-axis gold mirror (OA2). The pump beam is focused onto a HgCdTe detector (MCT3).
The probe beam is focused with a KBr lens (L1, f = 50 mm) into a monochromator (M)
and with a spectral resolution of 150 nm it is detected with the signal detector (MCT2).
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6.5 Experimental data
In this section we present femtosecond time-resolved transients for samples A2, B, and C. In
all transients the current-induced optical transmission change ∆T/T0 is plotted as a function
of the time delay tD between the pump and probe pulses. The pulse length (FWHM) of the
pump and probe pulses is τp = 120 fs [cf. Fig. 2.11 (b)]. We start with the presentation
of data obtained from sample A2. If not stated otherwise, the nominal lattice temperature,
i.e., the lattice temperature at zero bias (cf. section 6.3), is held at TL = 10 K, the detection
wavelength is tuned to λdet = 10.0 µm (resonant to the 3–2 transition of sample A2 at I = 7
kA/cm2), and the pulse energies of the pump and probe pulses are 7500 pJ and 250 pJ,
respectively.
Experimental results for different current densities I are presented in Fig. 6.9. One finds
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Figure 6.9: Pump-probe transients for sample A2 measured at a detection wavelength of
λdet = 10.0 µm for various current densities I (nominal lattice temperature: TL = 10 K).
The current-induced optical transmission change ∆T/T0 = T (I)/T (I = 0) − 1 is plotted
as a function of the time delay between pump and probe pulses [T (I): transmission for an
applied current I]. The pump pulse energy is 7500 pJ and the probe pulse energy is 250 pJ.
The pump pulse is centered at 9.9 µm.
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distinctly different transients for forward bias (I > 0) than for reverse bias (I < 0). At
negative delay times all transients show a nonvanishing signal. For sufficient forward bias
(I > 0.4 kA/cm2) we observe an ultrafast saturation, which is followed by a pronounced
oscillation with a period of ≈ 400 fs before it recovers almost exponentially on a time
scale of several hundred femtoseconds. The shape of the pump-probe transients is nearly
independent of the current density for I > 2 kA/cm2. All transients for weak forward biases
(I = 0.02 kA/cm2) are dominated by a coherent artifact around delay zero. We use it to
determine the time delay zero. For reverse bias, the transients show a distinctly different
dynamics. The transmission at negative delay times is strongly decreasing. Upon ultrafast
excitation we observe a step-like increase of the sample transmission within 200 fs, which
recovers on a much longer time scale (not shown).
The excitation density dependence of the transmission change dynamics obtained at
λdet = 10.5 µm is addressed in Fig. 6.10 (current density: 4.6 kA/cm
2). For a probe pulse
energy of 250 pJ we have varied the pump pulse energies Epump. Increasing Epump from
250 pJ to 2500 pJ, we observe an almost linear increase of the signal without changing its
temporal shape. Around Epump = 2500 pJ we observe saturation of the pump-probe signal
amplitude. For the highest Epump = 7500 pJ, one observes also a small change in the shape of
the transient. The amplitude of the oscillation is smaller. It is followed by an exponentially
decaying component at later times (> 400 fs), which is not observed for lower pump pulse
energies.
-500 0 500 1000
0
10
20
0
10
20
0
10
20
0
10
20
-500 0 500 1000
7500 pJ
 Delay time (fs)
  
 
 
Ch
an
ge
 o
f t
ra
n
sm
is
si
o
n
 ∆
T/
T 0
 
(10
-
3 )
2500 pJ
  
750 pJ
 
250 pJ
Epump=
  
Delay time (fs)
 
Ch
an
ge
 o
f t
ra
n
sm
is
si
o
n
 ∆
T/
T 0
 
(10
-
3 )
 
 
Figure 6.10: Excitation density dependence of the dynamics of the transmission change for
sample A2 measured at λdet = 10.5 µm for different pump pulse energies Epump, obtained for
probe pulses with 250 pJ and a current density of 4.6 kA/cm2 at TL = 10 K.
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Figure 6.11: (a) Relative oscillation amplitudes, i.e., transmission changes before time delay
zero subtracted from the maximum values at t = 200 fs as a function of the pump pulse
energy (see Fig. 6.10). The probe pulse energy is Eprobe = 250 pJ. The solid line represents
a linear dependence on the pump pulse energy. (b) Direct comparison between the shapes
of the transients for Epump = 750 pJ (dots) and Epump = 2500 pJ (solid line). The ordinate
of the curve for Epump = 750 pJ (right ordinate) is scaled by a factor of 2.2 compared to the
one for Epump = 2500 pJ (left ordinate).
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Figure 6.12: Excitation density dependence of the pump-probe signal for sample A2 measured
at λdet = 10.0 µm for a low (left panel) and an extremely high pump pulse energy Epump
(right panel), obtained for a current density of 7 kA/cm2 at TL = 10 K. The probe pulse
energy in the left panel is 75 pJ and in the right panel 750 pJ.
In Fig. 6.11 (a) the relative oscillation amplitudes as a function of the pump pulse energy
are shown. They are obtained by subtracting the constant transmission change before time
delay zero (tD < −500 fs) from the peak of the oscillatory part at tD = 200 fs. A linear
increase of the signal is observed for pump pulse energies Epump < 2500 pJ. At higher pump
pulse energies the signal amplitude decreases slightly. This indicates a strong saturation of
the excitation induced by pump pulses with Epump > 2500 pJ. In Fig. 6.11 (b) the normalized
shapes of the transients for Epump = 2500 pJ and Epump = 750 pJ are directly compared. This
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Figure 6.13: Pump-probe transients for sample A2 measured at a detection wavelength of
λdet = 10.0 µm for various current densities I (nominal lattice temperature: TL = 10 K).
The pump pulse energy is 2500 pJ and the probe pulse energy is 75 pJ. The pump pulse is
centered at 9.8 µm.
demonstrates that the temporal shapes do not change for pump pulse energies Epump ≤ 2500
pJ.
The excitation density dependence of the transmission change dynamics obtained at
λdet = 10 µm for low and very high pump pulse energies is addressed in Fig. 6.12 (current
density: 7 kA/cm2). For a pump pulse energy of 2.5 nJ we observe the oscillatory behavior
as mentioned above. For a pump pulse energy of 25 nJ, i.e., at very strong saturation, the
oscillation is strongly damped and at later times tD > 400 fs there is an exponential recovery
with a very long recovery time.
In Fig. 6.13 the current dependent pump-probe transients are shown for decreased pump
and probe pulse energies (Epump = 2.5 nJ, Eprobe = 75 pJ) compared to those of Fig. 6.9.
Qualitatively, the same features as in Fig. 6.9 are observed. Quantitatively, the oscillation
amplitude is larger and the exponentially decaying component at later times is smaller.
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Figure 6.14: Spectral dependence of the dynamics of the transmission change for sample
A2 for various detection wavelengths λdet (current density: 7 kA/cm
2, TL = 10 K). The
individual transients have been corrected for a small chirp of the probe pulses. The pump
pulse energy is 7500 pJ and the probe pulse energy is 250 pJ. Inset: Power spectrum of the
pump pulse (centered at 9.9 µm). The vertical lines indicate the detection wavelengths λdet.
The spectral resolution is 150 nm.
Pump-probe transients for a current density of 7 kA/cm2 are shown in Fig. 6.14 for sev-
eral detection wavelengths λdet. Due to a small chirp of the mid-infrared pulse there is a shift
of the time delay zero for different probe frequencies. To account correctly for this we have
to determine the chirp of the pulse at the sample position. To do this, we have replaced the
quantum cascade sample by an InSb crystal to measure spectrally resolved cross correlation
signals via two-photon absorption. Since two-photon absorption has a minor spectral depen-
dence the observed spectral characteristics can be calculated quite accurately using a simple
model. It is used to determine the chirp of the pulse at the position of the sample as de-
scribed in [141]. The individual transients shown in Fig. 6.14 have been corrected according
to this procedure. At long detection wavelengths (λdet = 10.5 µm) the signal is determined
by an ultrafast saturation, which is followed by a pronounced oscillation. For shorter λdet,
an additional contribution to the pump-probe signals occurs. The transient measured at
λdet = 9.2 µm shows a fast rise within the time resolution and decays subsequently within
1 ps. This type of transient differs strongly from the oscillatory behavior of the transients
observed at longer λdet.
We present experimental data for different nominal lattice temperatures TL in Fig. 6.15.
The transients have been taken at λdet = 10.0µm and for a current density of 7 kA/cm
2.
Starting with 10 K we see the current-induced pump-probe signal as described above. In-
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Figure 6.15: Ultrafast dynamics of ∆T/T0 for sample A2 as a function of the nominal lattice
temperature TL as indicated. The transients have been measured for forward bias (7 kA/cm
2)
at λdet = 10.0 µm. The pump pulse energy is 7500 pJ and the probe pulse energy is 250 pJ.
The pump pulse is centered at 9.5 µm.
creasing the temperature to 100 K we observe a decrease of the oscillation amplitude and,
concomitantly, an increase of the exponentially decaying contribution at later times. At a
temperature of 220 K the oscillatory component has significantly weakened and the recovery
time of the exponential contribution at later times increases. Both features practically vanish
for temperatures above 300 K. For the stationary transmission change signal (tD < −400 fs)
we observe the tendency to decrease for increasing lattice temperatures for TL > 200 K. For
each pump-probe transient the sample had to be realigned since a variation of the temper-
ature was accompanied by a variation of the length of the cold finger. This realignment
112 CHAPTER 6. ULTRAFAST COHERENT ELECTRON ...
resulted in a slightly different beam propagation geometry which influences strongly the
stationary transmission change signal as discussed in the previous chapter. Hence, a quan-
titative comparison of the stationary transmission change for the various temperatures is
difficult and will not be carried out.
In the following we present data for samples B and C. In Fig. 6.16 time resolved trans-
mission changes for different current densities are plotted. The nominal lattice temperature
is held at TL = 150 K, the detection wavelength is tuned to λdet = 9.0 µm and the pump
and probe pulse energies are 750 pJ and 75 pJ, respectively.
Similar to sample A2, for sufficient bias (I > 4 kA/cm
2) we observe an ultrafast saturation
of the transmission change, which is followed by a pronounced oscillation with a period of ≈
250 fs before it recovers almost exponentially on a time scale of several hundred femtoseconds.
We observe that the period of the oscillation is nearly independent on the current density
for I > 4 kA/cm2. For increasing current, the oscillatory part becomes weaker and the
exponentially decaying contribution increases.
The frequency of the oscillation for forward bias shows a pronounced dependence on the
width of the injection barrier. In Fig. 6.17 pump-probe transients of the transmission change
saturation and recovery are shown for samples B [Fig. 6.17 (a)] and C [Fig. 6.17 (b)]. Both
transients were measured at a detection wavelength of λdet = 9.0 µm, a nominal lattice
temperature of TL = 150 K, a current density I = 4.8 kA/cm
2 and a pump and probe pulse
energy of 750 pJ and 75 pJ, respectively.
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Figure 6.16: Pump-probe transients for sample B measured at a detection wavelength of
λdet = 9.0 µm for various current densities (nominal lattice temperature: TL = 150 K). The
pump pulse energy is 750 pJ and the probe pulse energy is 75 pJ. The pump pulse is centered
at 9.0 µm.
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Figure 6.17: Dynamics of the transmission change ∆T/T0 for different barrier widths db
[(a) sample B and (b) sample C] measured at a detection wavelength of λdet = 9.0 µm for
a current density I = 4.8 kA/cm2 and a nominal lattice temperature of TL = 150 K. The
pump pulse energy is 750 pJ and the probe pulse energy is 75 pJ. The pump pulse is centered
at 9.0 µm.
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6.6 Discussion
At the beginning of the discussion of the experimental data we want to recall the basic
working principle of the quantum cascade laser. Under appropriate bias, electrons are trans-
ferred from an n-doped injector through the injection barrier into the active region [Fig.
6.18 (a)]. Under steady-state conditions, a population inversion builds up between subbands
3 and 2, resulting in optical gain on the 3–2 intersubband transition (see inset of Fig. 6.18).
Subband 2 is depopulated very efficiently by emission of longitudinal optical phonons, trans-
ferring carriers into energetically lower subbands, e.g., into subband 1. Electrons leave the
active region by tunneling through a thin exit barrier into the next injector region. The
states |g〉 and |3〉 designate the injector ground state and the upper laser state, respectively.
|2〉 is called the lower laser state. It is important to note that the injector ground state
|g〉 and the upper laser state |3〉 are eigenstates of the electronic Hamiltonian without the
tunnel coupling through the injection barrier. Hence, these states are either localized in the
injector or in the active region. At resonance the expectation values for the energy of the
non-stationary states |g〉 and |3〉 are equal.
However, this is a simplified picture since more subbands in a quantum cascade structure
play a non-negligible role. In Fig. 6.18 (b) a complete set of energy eigenstates of the
electronic potential for one period including the tunnel coupling is plotted. Two points are
important to note:
Figure 6.18: (a) Conduction band diagram of sample A2 for an applied electric field of 60
kV/cm. Probability densities |ζ(x)|2 are shown for the wavefunctions relevant for the quan-
tum cascade laser dynamics: |g〉 (ground state in the injector), |3〉 (upper laser state), |2〉
(lower laser state), and |1〉 are eigenstates of the electronic Hamiltonian without the tunnel
coupling through the injection barrier. Inset: Electroluminescence spectrum due to spon-
taneous emission from subband 3 to subband 2. (b) Complete set of energy eigenfunctions
(probability densities) of the electronic Hamiltonian with the tunnel coupling in the lowest
miniband of one period. The probability densities are obtained from an eight-band k · p
bandstructure calculation [74].
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• We see that—at resonance—the upper laser state |3〉 and the injector ground state |g〉
form binding |b〉 and anti-binding |a〉 superpositions, which are delocalized over both
the injector and the active region. ∆Eab is the energy splitting between these states.
The nonstationary states |g〉 and |3〉 in Fig. 6.18 (a) are coherent superpositions of
energy eigenstates |a〉 and |b〉:
|g〉 = |b〉+ |a〉√
2
, |3〉 = |b〉 − |a〉√
2
The non-stationary character of |g〉 and |3〉 is essential for the understanding of electron
transport from the injector into the active region as we will see later.
• Not only states |2〉 and |1〉 have significant probability density in the active region.
In particular, states |2′〉, |2〉, |1′〉, and |1〉 have a non-negligible optical dipole matrix
element with |3〉 and are delocalized from the active region over the exit barrier into the
injector. The very broad electroluminescence spectrum with a double peak structure
shown in Fig. 5.16 (b) already gives direct evidence for a multi-subband structure of
the lower laser state1. These points have to be taken into account in the evaluation of
our experiment since the pump pulse has a large bandwidth.
After these preconsiderations we will now analyze the data starting with the stationary
transmission change signal observed at zero delay times.
6.6.1 Electrically induced gain and degree of saturation
At negative delay times, the probe pulse interacts with the sample long before the pump
pulse so that this signal is independent of the latter. In Fig. 6.19 the current dependence
of the transmission change signal of sample A2 at negative delay times (squares) is plotted
[cf. Fig. 6.9]. For forward bias (I > 0) a positive transmission change is observed which
monotonically increases with increasing current up to ∆T/T0 = 0.5 % at I = 7.0 kA/cm
2.
This transmission increase is due to current-induced gain on the 3–2 lasing transition of the
quantum cascade structure as discussed in the previous chapter.
For reverse bias we observe a large transmission decrease of ∆T/T0 = −2 % for I =
−2.0 kA/cm2. This behavior can be explained with the calculated gain and absorption
spectra for various current densities plotted in the inset of Fig. 6.19. The calculations
were carried out by Lee and Wacker using the Green’s function formalism [121, 142]. At
I = 7 kA/cm2 there is gain which is peaked at a photon energy of 130 meV (solid line).
The gain vanishes at low current densities. At I = 0.17 kA/cm2 (dashed-dotted line) a
weak absorption centered at 155 meV is observed. This absorption corresponds to the 1–3
intersubband excitation of electrons residing in subband 1 at very low bias. Decreasing the
current further a red shift and an increase of the 1–3 absorption is observed. For a current
density of I = −2 kA/cm2 (dotted line) we observe a pronounced absorption centered
at 120 meV with an amplitude which is a factor of five larger than that of the gain for
I = 7 kA/cm2 as observed in the experiment. The circles in Fig. 6.19 represent the calculated
transmission change signal according to the theoretical work of Lee and Wacker [142]. It is
evident that this theory curve is in excellent agreement with our experiment.
1In the beam propagation geometry of the quantum cascade mesa the double peak structure of the
electroluminescence spectrum is strongly suppressed because of the multiple layer effect (see the discussion
in the previous chapter).
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Figure 6.19: Transmission change signal at negative delay times (tD = −1 ps) as a function
of current density measured at λdet = 10.0 µm (photon energy 124 meV) (squares) and
calculated using the Green’s function formalism (circles) [142]. Inset: Calculated gain and
absorption (negative gain) spectra for current densities of 7 kA/cm2 (solid line), 0.17 kA/cm2
(dashed-dotted line), 0 kA/cm2 (dashed line), and -2 kA/cm2 (dotted line) [142].
In the following we will estimate the saturation of the stationary gain induced by the
strong pump pulse.
Degree of saturation For a quantitative determination of the degree of saturation we esti-
mate the effective cross section of the intersubband transition from the upper laser subbands
a and b into the lower laser subband 2. The stationary transmission change (light amplifica-
tion) at λ = 10.0µm and for a current density of I = 4.6 kA/cm2 is G ≡ ∆T/T0 = 5× 10−3
(Fig. 6.10). Since the current from the injector into the active region is distributed over two
channels, i.e., subband a and subband b, the electron densities nb2D and n
a
2D in the upper
laser subbands b and a read:
nb2D = τb · (Φel/2) = 2 τ3 · (Φel/2) and na2D = τa · (Φel/2) = 2 τ3 · (Φel/2)
where Φel = I/e is the total electron flux. With the focus area enhancement A = 2.63 the
cross section yields
σ =
G
NQW
(
nb2D + n
a
2D
)
A
= 1.8 · 10−15 cm2
With these considerations we are able to estimate the degree of saturation nex for an
optical pulse energy Epulse. The photon flux for a focus diameter dfoc = 130 µm at λ =
10.5 µm reads
Φph(Epulse) =
Epulse
h c
λ
π
(
dfoc
2
)2
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and the spectral overlap is
D =
∫
ΦMIR · ΦGain d(h¯ω)∫
ΦMIR d(h¯ω)
= 0.4
where ΦMIR is the optical pulse spectrum and ΦMIR is the normalized gain spectrum de-
rived from the electroluminescence in units of photons per frequency interval. With these
quantities the degree of excitation yields
nex(Epulse) = Φph(Epulse) · σ ·D (6.1)
In the experiments carried out with sample A2 we used pump pulses with an energy of
2500 pJ and 7500 pJ. For a pulse energy of 2500 pJ we calculate a degree of saturation of
nex(2500 pJ) = 70 %. This is in good agreement with the measurements carried out for
various pump pulse intensities (Fig. 6.10). For the probe pulse we used pulse energies of
250 pJ which results in an excitation density of nex(250 pJ) = 7%. Hence, this pulse energy
is well below saturation.
It is important to note that this simple estimate is correct only for a small degree of
excitation, i.e., in the linear regime. For a more accurate calculation the interaction of the
optical pulse with a quantum mechanical multiple-level system has to be taken into account
as shown in chapter 4, where a two-level system was investigated. Nevertheless Eq. (6.1)
gives a good estimate for the degree of saturation induced by the strong optical pump pulse.
6.6.2 Dynamics of the transmission change
Now, we want to discuss the key points of our time-resolved measurements. All transients
measured at wavelengths where stimulated emission dominates the nonlinear transmission
changes show three dominant characteristics. We discuss those with the transient measured
at a bias of 7 kA/cm2 and at a detection wavelength λdet = 10.0µm shown in Fig. 6.20.
Before time delay zero, there is a positive transmission change. Since the electronic
system resides in a quasi-stationary equilibrium with population inversion between subband
3 and subband 2 [Fig. 6.20 (a)] this positive signal is attributed to current-induced gain.
At zero delay, we observe an ultrafast gain saturation induced by the strong pump pulse
[Fig. 6.20 (b)], which is followed by a gain recovery within 1 ps [Fig. 6.20 (c)]. It is evident
that this gain recovery shows a pronounced oscillatory behavior which indicates coherent
phenomena in the underlying gain recovery processes.
Before we continue with the discussion of the underlying physics we want to show that
the interpretation given above is correct, i.e., that the observed pump-probe features can
exclusively be attributed to the dynamics of the current-induced gain. There are several
possible alternative effects which have to be excluded:
• First, we want to emphasize that the structures investigated in this thesis consist only
of the amplifier portion of the quantum cascade laser. This is in distinct contrast to the
majority of gain dynamics experiments carried out on semiconductor interband laser
amplifiers with long interaction lengths of the light field with the gain medium (see,
e.g., Ref. [143]). Our structures are free from effects which result from the interaction
of the gain medium with the resonator modes. Since the interaction length in our
sample geometry is only ≈ 2 µm (cf. Fig. 5.2), corresponding to 20 fs transit time, we
can also exclude any propagation effects, which have been observed in travelling wave
semiconductor amplifiers [144].
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Figure 6.20: Pump-probe signal measured at a detection wavelength of λdet = 10.0µm
(I = 7 kA/cm2, TL = 10 K, cf. Fig. 6.15). (a) Quasi-stationary equilibrium with population
inversion between subband 3 and subband 2. (b) Ultrafast gain saturation induced by the
strong pump pulse. (c) Gain recovery with pronounced oscillatory behavior.
• An important question is the influence of the n-type contact layers on the pump-probe
signal. For this, we evaluate the time resolved experiments for various current densities
(Fig. 6.9). One finds completely different transients for forward (I > 0) and for reverse
bias (I < 0). This pronounced dependence on the direction of the current excludes
current-induced contributions from the n-type contact layers since the latter would be
independent of the polarity of the bias. Thus, we conclude that the observed pump-
probe signal is exclusively caused by the dynamics of intersubband transitions in the
active region.
• Since our transmission change signal is the difference between the transmission change
with bias minus that without bias, we have to consider also a possible pump-probe
contribution at zero bias. The data presented in Fig. 6.14 show a strong spectral
dependence of the transmission change signal. At λdet = 9.2 µm a transient is observed
which strongly differs from that measured at λdet = 10.0 µm. We interpret the transient
at λdet = 9.2µm as follows: The photocurrent spectrum is peaked near λ = 9.2µm
(cf. Fig. 6.21, dashed-dotted line), i.e., there is 1–3 absorption at zero bias, whereas
the electroluminescence for forward bias is negligible at this spectral position. Thus,
the transient measured at λdet = 9.2 µm (Fig. 6.14) is the sign-inverted bleaching
and recovery of the 1–3 intersubband absorption present at zero bias. It shows a fast
rise within the time resolution of the experiment and decays subsequently within 1 ps,
which is a typical value for intersubband relaxation [78, 69].
A completely different behavior occurs at λdet = 10.0µm, i.e., at the center of the elec-
troluminescence spectrum. Here, the photocurrent data show that there is negligible
1–3 absorption for λdet ≥ 10.0 µm. From the electroluminescence spectrum we infer
that at this wavelength the pump-probe signal is dominated by the saturation and
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Figure 6.21: Mid-infrared pulse spectrum (solid line) in comparison with the electrolumines-
cence spectrum for I = 7.1 kA/cm2 (dashed line) and the photocurrent spectrum (dashed-
dotted line) for sample A2.
recovery of the current-induced 3–2 gain.
This discussion demonstrates that the oscillations exclusively observed at spectral po-
sitions around the gain maximum and for sufficient forward bias are an intrinsic property
of the gain recovery dynamics. Since gain is due to the difference of the population in the
upper and lower laser subbands [Eq. (5.4)] we expect two contributions to the pump-probe
signal, a contribution from the electron dynamics in the upper and a contribution from the
electron dynamics in the lower laser subbands. The pump-induced contribution from the
lower laser subbands is of minor importance for the following reasons:
• In the pump-probe signal (Fig. 6.20) we observe an extremely fast increase of the gain
after saturation at zero delay. At tD = 70 fs it has already reached the stationary level
and it further increases up to more than twice the stationary value within tD = 120 fs.
This behavior is only possible if the electrons promoted to the lower laser states leave
these states extremely fast within the time-resolution of our experiment.
• This picture is supported by the fact that the quantum cascade structure was inten-
tionally designed so that the lifetime of the lower laser states is much smaller than the
lifetime of the upper laser state in order to get sufficient population inversion for laser
action.
• Due to the large bandwidth of the pump pulse a wavepacket is generated in the lower
laser subbands. The huge bandwidth of ∆E12′ = 60 meV of the lower laser subbands
with non-negligible dipole matrix elements with the upper laser state [cf. Fig. 6.18 (b)]
corresponds to an exit time of only h/(2E12′) = 30 fs. The resonant LO phonon
coupling of the subbands 2, 2′ and 1, 1′ and the ultrafast thermalization due to electron-
electron scattering in the injector [126] lead to a fast dephasing of this wavepacket
preventing any recurrence in the active region.
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Figure 6.22: Schematics of the coherent transport of electrons from |g〉 into |3〉 in the dy-
namic picture of resonant tunneling. |b〉 and |a〉 are the binding and anti-binding energy
eigenstates of the electronic Hamiltonian including the tunnel coupling. |g〉 and |3〉 are
coherent superpositions of |b〉 and |a〉: |g〉 = 1/√2
(
|b〉+ |a〉
)
, |3〉 = 1/√2
(
|b〉 − |a〉
)
.
Hence, the contribution from the de-excited electrons is negligible for tD > 100 fs. Conse-
quently, the gain saturation and recovery dynamics is dominated by the population dynamics
in the upper laser subband 3. This population dynamics is influenced by two mechanisms,
the electron transport between the injector and the active region and the relaxation into
the lower laser subbands. Since the observed gain recovery and in particular the oscillation
is much faster than the lifetime of subband 3 (τ3 = 1.4 ps [99]), the pump-probe signal is
mainly determined by the transport dynamics of the electrons.
Now, we discuss the physical mechanism underlying the transport dynamics of electrons
in a quantum cascade structure. We have seen that the oscillation observed in the data
measured at λdet = 10.0µm gives evidence for coherent electron transport from the injector
through the injection barrier into the upper laser subband. This can be described in the
picture of resonant tunneling as suggested in the theoretical work of Kazarinov and Suris
[98, 127] (cf. section 3.3): In the dynamic picture of resonant tunneling (Fig. 6.22) coherent
superpositions of states |a〉 and |b〉,
|Ψab〉(t) = 1√
2
(
|b〉+ |a〉 ei∆Eabh¯ t
)
represent the basis for wave packet propagation from the injector ground state
|g〉 = |Ψab〉(0) = |b〉+ |a〉√
2
into the upper laser state
|3〉 = |b〉 − |a〉√
2
In our time-resolved experiment, the femtosecond pump pulse depletes subband 3 [Fig.
6.23 (a)] and, concomitantly, initiates a coherent wavepacket motion by which electrons
initially residing in the injector subband g tunnel through the barrier into the upper laser
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Figure 6.23: Schematics of the different processes underlying the observed pump-probe signal
[cf. Fig. 6.15, 10 K]. (a) At delay time zero the pump pulse depletes subband 3 completely.
(b)-(c) Concomitantly, the electrons tunnel from subband g into subband 3. (d) Since the
lifetime of subband 3 is longer than the oscillation period, a large portion of the electrons
will tunnel back into the injector.
subband 3 [Fig. 6.23 (b)]. According to the energy splitting ∆Eab between the binding
and anti-binding energy eigenstates |b〉 and |a〉, the tunneling carriers arrive after half the
oscillation period Tosc = h/∆Eab in the subband 3 of the active region [Fig. 6.23 (c)]:
|3〉 = |Ψab〉(Tosc
2
)
Note, that now the gain is much higher than the stationary value. We will come back to this
point later. As the lifetime τ3 = 1.4 ps [99] of state |3〉 is substantially longer than Tosc/2,
a large portion of the electrons will move back into the injector resulting around tD = Tosc
again in a gain depletion [Fig. 6.23 (d)]:
|g〉 = |Ψab〉(Tosc)
So far, we have seen that the oscillation observed can qualitatively be understood in the
picture of resonant tunneling. This interpretation rises several questions. The first one is
the oscillation frequency νosc = 1/Tosc, which is directly correlated with the energy splitting
∆Eab according to the picture of resonant tunneling. Then there is the question of the
damping of the oscillation. This point is important to determine the degree of coherence of
the underlying transport. Another question is the explanation of the large gain overshoot
at tD = 150 fs above the stationary level. We will address these points in the following.
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6.6.3 Oscillation frequency
From single particle band structure calculations we know that different injection barrier
widths result in different coupling strengths between the injector and the active region, i.e.,
in a variation of the tunnel splitting ∆Eab. Thus, the picture of resonant tunneling suggests
that the oscillation frequency νosc = 1/Tosc = ∆Eab/h strongly depends on the injection
barrier width db.
To investigate this we have carried out measurements on two quantum cascade structures
(structures B and C) differing only in the barrier width. In Fig. 6.24 we plot the data
presented in Fig. 6.17 which have been obtained from sample B (db = 4.0 nm) and C
(db = 4.6 nm) for forward bias and a detection wavelength centered at the peak of the
electroluminescence spectrum. For a better comparison we have subtracted the stationary
gain from both transients. We observe that the oscillation frequencies for the two samples are
distinctly different. The sample with the smaller injection barrier width (sample B) shows
a larger oscillation frequency than the sample with the higher barrier width (sample C).
According to the picture of resonant tunneling a smaller barrier width results in a stronger
coupling and, concomitantly, in a higher oscillation frequency ν = 1/Tosc. It is evident that
the data for sample B and C (Fig. 6.24) agree with this picture. This comparison strongly
supports the picture of resonant tunneling as the main transport process between the injector
and the active region. It is important to note that this difference in the oscillation period is
clearly seen though the barrier width variation is only 15 % corresponding to two monolayers.
This strong dependence is explained by the fact that tunneling is an effect which depends
exponentially on the barrier width [4].
Figure 6.24: Pump-probe transients of the gain saturation and recovery for sample B with a
4.0-nm thick injection barrier (solid line) and sample C with a 4.6-nm thick injection barrier
(dashed line). For better comparison we have subtracted the signals at negative delay times
tD < −400 fs. The arrows indicate the corresponding oscillation periods ν−1B and ν−1C (cf.
Fig. 6.17).
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Figure 6.25: Calculated fan chart for the energies of the binding (Eb) and anti-binding (Ea)
states of sample A2 for k|| = 0. E3 and Eg are the energies of the nonstationary states |3〉
and |g〉 without tunnel coupling.
After this qualitative discussion we will now present results from eight-band k · p band-
structure calculations [74]. With these calculations subband nonparabolicities are taken into
account in a single particle picture. We have calculated the energy splitting ∆Eab between
the binding and the anti-binding states as a function of the applied electric field per period,
in-plane momentum, and barrier width. For sample A2 at k|| = 0 the energy splitting at res-
onance is ∆EAab = 6.4 meV [Fig. 6.25]. It is evident that ∆Eab depends strongly on the bias.
According to our calculations, at higher in-plane momenta we observe an increase of the
energy splitting. For k|| = k||(30 meV) the energy splitting is increased by 15 % compared
to the value at k|| = 0. For samples B and C bandstructure calculations yield an energy
splitting at resonance (k|| = 0) of ∆EBab = 8.3 meV and ∆E
C
ab = 5.6 meV, respectively. This
behavior is qualitatively in good agreement with the experimental results.
Now we quantitatively analyze the oscillation frequencies and compare those with the
bandstructure calculations. In Fig. 6.26 results for samples A2, B, and C are shown. The
spectra are obtained by the Fourier transforms of the transients. They clearly show maxima
at the frequencies νA = 2.2 THz, νB = 2.8 THz, and νC = 2.1 THz corresponding to an
energy splitting of ∆EAab = h νA = 9.1 meV, ∆E
B
ab = 11.6 meV, and ∆E
C
ab = 8.7 meV.
Sample A2 has a lower injection barrier (reduced Al content) than those of samples B and
C, but it has a larger barrier width of db = 6.2 nm, resulting in an oscillation period similar
to sample C.
Comparing these values with the results from the bandstructure calculations (see Table
6.3) we observe that the ratios of the oscillation frequencies νB/νC = 1.4 and νB/νA = 1.3
are in good agreement with the calculations which yield νB/νC = 1.5 and νB/νA = 1.3.
The absolute numbers, however, are in all cases around 50 % larger than the theoretically
predicted values.
The main reason for this is that the pump-probe signal [cf. Fig. 6.27 (a)] shows also strong
oscillations before and around delay zero, i.e., for tD < 100 fs. As already discussed in chapter
2, this time range is dominated by the perturbed free induction decay and pump-probe
coupling contributions. Those oscillations are not caused by the a–b quantum coherence
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Figure 6.26: Power spectra of the transients measured for sample A2 [cf. Fig. 6.9, I =
7 kA/cm2], sample B [cf. Fig. 6.17 (a)], and sample C [cf. Fig. 6.17 (a)]. The spectra show
a pronounced peak at νA = 2.2 ± 0.1 THz, νB = 2.8 ± 0.1 THz, and νC = 2.1 ± 0.1 THz,
respectively.
Table 6.3: Structural parameters and experimentally and theoretically determined energy
splittings for samples A2, B, and C. The experimentally evaluated numbers designate the
peak position of the Fourier transforms of the transients. The calculated numbers are gained
from eight-band k · p bandstructure calculations [74].
Sample Injection barrier Al-content Experiment Theory
width (nm) ν (THz) ∆Eab (meV) ∆Eab (meV)
A2 6.2 33 % 2.2± 0.1 9.1± 0.5 6.4
B 4.0 45 % 2.8± 0.1 11.6± 0.5 8.3
C 4.6 45 % 2.1± 0.1 8.7± 0.5 5.6
but by detuning effects of λdet relative to the center of the gain band. The transition from
detuning oscillations for tD < 100 fs to quantum beats for tD > 0 leads to a pronounced
chirp of the oscillation frequency. This chirp can be seen well in Fig. 6.27 (b) where the
instantaneous frequency of the transient is plotted (circles). It is the time derivative of the
phase of the complex extension of the transient2. For tD < 150 fs oscillation frequencies are
observed which are much higher than those at later times. For tD > 200 fs the frequency is
nearly stationary and the absolute value is in good agreement with the calculated one (solid
line). This demonstrates that for a quantitative analysis of the quantum beat frequency the
pump-probe signal should not be analyzed for tD < 100 fs.
2The complex extension is obtained in the following way: First, the transient is Fourier transformed. Then
the negative frequencies are cut off. The Fourier back-transform of this function is the complex extension of
the transient.
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Figure 6.27: (a) Pump-probe signal measured for sample A2 for I = 7.0 kA/cm
2 (cf. Fig.
6.9). (b) Time derivative of the phase, i.e., the instantaneous frequency, of the complex
extension of the transient (circles). The solid line indicates the theoretically predicted oscil-
lation frequency.
In the following we describe a method to analyze the data taking into account this point.
As an example we evaluate the transient for I = 7.0 kA/cm2 (cf. Fig. 6.9) measured
for sample A2 at λdet = 10.0µm. The power spectrum obtained by Fourier transform is
plotted as dashed line in Fig. 6.28 (a). First, with a Gaussian filter we separate the spectral
components corresponding to the oscillatory part of the transient (solid line) from the low
frequency part (dotted line). The filter is chosen so that the intersection of the solid line
and the dotted line is at the same frequency as the local minimum of the dashed line. We
will discuss the low frequency component later. The solid line in Fig. 6.28 (b) indicates
the Fourier back-transform of this spectrum. In the next step we analyze the data only for
tD > 100 fs with the help of the Wigner function [23]
A(ω, t) =
∫
dτ ei ω τ S∗(t + τ/2)S(t− τ/2)
where S is the complex extension of the time transient. The Wigner function is the Fourier
transform of the autocorrelation signal S∗(t + τ/2) · S(t − τ/2). Its basic property is that
its time integral is proportional to the spectral intensity of the transient and its frequency
integral is proportional to the square of the envelope of the transient:∫
dtA(ω, t) ∼ |Sˆ(ω)|2∫
dωA(ω, t) ∼ |S(t)|2
In Fig. 6.28 (c) the Wigner function is plotted as a function of time tD and energy h¯ ω. The
pronounced time dependence of the frequency for tD < 200 fs indicates a strong chirp as
mentioned above. In order to cut out the frequency components occurring for tD < 100 fs
we integrate the Wigner function for tD > 100 fs. The solid line in Fig. 6.28 (d) is the
power spectrum generated in such a way. The dashed line indicates the full power spectrum
obtained by the integration over the complete time range. Since the new spectrum does
not contain the high frequency oscillations observed for tD < 100 fs, a shift towards lower
frequencies and a decrease of the width is observed.
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Figure 6.28: (a) Power spectrum of the time transient measured for sample A2 for I =
7.0 kA/cm2 (Fig. 6.9) at the center of the 3–2 laser transition (λdet = 10.0µm). The
full spectrum (dashed line) is the sum of a purely oscillatory part (solid line) and a low
frequency part (dotted line). (b) The Fourier back-transformation of the oscillatory part of
the spectrum (solid line) compared with the original time transient (dashed line). (c) Real
part of the Wigner function A(ω, t) =
∫
dτ ei ω τ S∗(t + τ/2)S(t − τ/2). S is the complex
extension of the transient indicated by the solid line in (b). (d) Power spectrum obtained
by the time integration of the Wigner function over the full time range (solid line) and over
tD > 100 fs.
Table 6.4: Evaluated and calculated energy splitting for samples A2, B, and C. The experi-
mentally evaluated numbers are gained from an analysis using the Wigner function.
Experiment Theory
ν (THz) ∆Eab (meV) ∆Eab (meV)
A2 1.6± 0.1 6.6± 0.5 6.4
B 2.3± 0.1 9.5± 0.5 8.3
C 1.7± 0.1 6.9± 0.5 5.6
In Fig. 6.29 the power spectra of the transients of sample A2, B, and C using this
evaluation technique are plotted. The oscillation frequencies ν and the corresponding energy
splittings ∆Eab are plotted in Table 6.4. For comparison we have also plotted ∆Eab gained
from bandstructure calculations mentioned above. The value for sample A2 is in good
agreement with the theoretically predicted one. The evaluated energy splittings for samples
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Figure 6.29: Power spectra evaluated for tC > 100 fs with the help of the Wigner function.
Sample A2 [cf. Fig. 6.9, I = 7 kA/cm
2]: νA = 1.6 ± 0.1 THz, sample B [cf. Fig. 6.17 (a)]:
νB = 2.3± 0.1 THz, sample C [cf. Fig. 6.17 (a)]: νC = 1.7± 0.1 THz.
B and C are approximately 20 % higher than the calculated ones.
Many-body effects For the comparison of the experimentally determined oscillation fre-
quencies with these calculations it is important to note that the latter are based on a single
particle picture. The effects of Coulomb interaction between the carriers, i.e., many-body
effects, are neglected. A well known many-body effect which should be taken into account
is the depolarization shift [75, 76]. The generation of a macroscopic electron wavepacket in
the injector after pump depletion is inherently connected with a collective charge density
oscillation. The concomitant Coulomb potential leads to an additional back-driving force
resulting in a considerable shift of the oscillation frequency.
In the local density approximation [145, 146, 147] the depolarization shift Eshift can be
simply calculated assuming parabolic subbands:
Eshift =
√
∆E2ab + E
2
pl −∆Eab
Epl is a plasma energy given by
E2pl =
2 e2 ∆nba ∆Eab
0 r
S
where ∆nba = nb − na is the difference of the electron densities in subbands b and a. S is
the depolarization integral
S =
∫ ∞
−∞
[∫ z
−∞
ζa(z
′) ζb(z′) dz′
]2
dz
ζb and ζa are the wavefunctions of the states |b〉 and |a〉. Since the wavefunctions ζb and ζa
are delocalized over many quantum wells [cf. Fig. 6.18 (b)] the depolarization integral is
very large (2.2 nm). For the determination of the depolarization shift the exact difference
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∆nba of the electron densities in b and a is important. This, however, is not exactly known.
If ∆nba = 0 then the depolarization shift vanishes. Assuming all carriers in b, i.e., ∆nba = ns
(total sheet density), results in a very large depolarization shift of Eshift = 8 meV. This
large shift is a rather alarming feature since it is on the order of Eab. Under typical working
conditions in a quantum cascade laser, ∆nba  ns and Eshift is somewhere in-between these
two extreme cases. Hence, this simple estimation shows that we expect a depolarization
shift towards higher frequencies as observed in our experiment. This strongly suggest that
many-body effects should not be neglected in model calculations of electron transport in
quantum cascade structures.
Current dependence In Fig. 6.30 the oscillation frequencies for different current densities
are plotted. The evaluated transients are those of Fig. 6.9, measured for sample A2. Only a
minor dependence of the oscillation frequency on the current can be observed. A variation of
the applied bias should strongly influence the energy splitting as can be seen in Fig. 6.25 (a).
A possible explanation for the observed behavior is given by the VI-characteristics shown in
Fig. 6.30 (b). For a current density exceeding 0.5 kA/cm2 the characteristics is very flat,
i.e., a further increase of the current results only in a weak increase of the voltage of the
entire structure including the contact layers (solid line). Since this characteristics includes
the voltage drop at the contact layers we assume that the VI-characteristics for the active
region is even flatter. The dashed line in Fig. 6.30 (b) is a calculated VI-characteristics
where a constant series resistance of 0.3 Ω—which is a realistic value [99]—for the contact
layers is assumed. Thus, a change of the current yields only a minor difference of the voltage
drop in the active region.
Figure 6.30: (a) Oscillation frequency as a function of the current density. Each value
is gained from the power spectra evaluated for tC > 100 fs with the help of the Wigner
function. The analyzed transients are the ones shown in Fig. 6.9 (λdet = 10.0µm). (b)
VI-characteristics of sample A2. The solid line indicates the measured VI-characteristics of
the quantum cascade mesa including the contact layers [134]. The dashed line is the VI-
characteristics of the active region which is calculated assuming a series resistance of 0.3 Ω
for the contact layers.
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So far, we have evaluated the oscillation with respect to the oscillation frequency. We
have observed a pronounced peak in the power spectra obtained by Fourier transforms of
the transients for all samples investigated. In a further evaluation of the spectra we used the
Wigner function to cut off those frequencies occurring at delay times < 100 fs, where the
data are superimposed by coherent artifacts. In this way we extract oscillation frequencies
which are in good agreement with those from bandstructure calculations. This confirms the
interpretation that the electron transport through the injection barrier of a quantum cascade
laser can be described in terms of wavepacket oscillations via coherent resonant tunneling.
A central question now is the degree of coherence of the electron transport. To answer this
question, in the following we address the damping of the oscillation.
6.6.4 Damping of the oscillation
The fact that only one oscillation period is observed in the transients indicates strong damp-
ing. Now, we will analyze the damping quantitatively. Exemplarily we determine the decay
time τdecay of the oscillation observed in the pump-probe data measured for sample A2 for an
applied bias of I = 7.0 kA/cm2 at a detection wavelength of λdet = 10.0µm (cf. Fig. 6.13).
In Fig. 6.31 we plot the oscillatory part (solid line) of the transient, which is separated from
the original data by the method discussed in the previous section. The symbols indicate the
envelope of the transient. An exponential decay with a decay time τdecay = 200 fs convoluted
with the cross-correlation of the pump and probe pulses (dashed line in Fig. 6.31) fits the
envelope of the transient quite well. We have applied this method also to other transients
measured for samples A2, B, and C at low temperatures. Here, we have found decay times
in the range τdecay = 200− 300 fs.
The envelope shows directly the decay of the macroscopic intersubband polarization Pba.
The decay of Pba is determined by two mechanisms: (i) inhomogeneous broadening, i.e.,
the destructive interference between polarizations with different transition frequencies in
Figure 6.31: Envelope (symbols) of the transient (solid line) and fit curve (dashed line)
with a rise time corresponding to the cross-correlation width of the pump and probe pulses
(200 fs) and with an exponential decay of τdecay = 210 fs.
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an inhomogeneously broadened ensemble and (ii) homogeneous broadening, i.e., the irre-
versible phase relaxation of the intersubband polarization due to scattering processes, e.g.,
electron-phonon, electron-electron, and electron-impurity scattering. With our experimental
technique we can not directly distinguish between homogeneous and inhomogeneous broad-
ening. However, our data set gives some indication for the relevance of the various dephasing
mechanisms. This will be analyzed in the following.
(i) Inhomogeneous broadening There are several mechanisms of inhomogeneous broad-
ening in quantum cascade structures. The influence of structural inhomogeneities like alloy
disorder and monolayer fluctuations can be estimated directly from our experiments. We
have seen that the oscillation frequency for sample B is 50 % higher than the oscillation
frequency for sample C. The two samples are identical except for the barrier width, which
differs by only two monolayers (see Table 6.3). It is evident that we can expect a large in-
homogeneous contribution in our signal from barrier width fluctuations, since even in state
of the art devices fluctuations of at least one monolayer are unavoidable.
The oscillation frequency observed for sample A2 is in-between the oscillation frequencies
of samples B and C though the barrier width of A2 is more than 30 % bigger than for
the latter. This can be explained by the different aluminum content (33 % for sample A2,
45 % for sample C), which results in a different barrier height. This clearly demonstrates
that statistical alloy disorder, which is unavoidable in the growth process, accounts for a
non-negligible inhomogeneous broadening in our pump-probe signal.
Besides these structural inhomogeneities, there is inhomogeneous broadening even in a
perfect structure. The reason for this is the in-plane momentum dependence of ∆Eab due
to the nonparabolic subband dispersion as can be determined from k · p bandstructure
calculations.
From these considerations we conclude that inhomogeneous broadening plays an impor-
tant role for the decay of the macroscopic intersubband polarization Pab.
(ii) Homogeneous broadening As discussed in chapter 2, in the simplest approach
homogeneous broadening is described by the dephasing time T2. For a comparison between
T2 and the experimentally observed decay time τdecay we have to take into account that the
latter includes both, homogeneous and inhomogeneous broadening. However, T2 can not be
shorter than τdecay, i.e.,
T2 > τdecay = (250± 50) fs , 1
T2
< (0.4± 0.1)× 1013 s−1
We are now able to determine the degree of coherence of the underlying electron transport.
According to the definition discussed in section 3.3 electron transport is coherent if the
dephasing rate is smaller than the angular frequency of the oscillation, i.e., 1/T2 < ωosc =
2 π/νosc. For the samples investigated we get
ωosc = 2 π × 1.6THz = (1.0± 0.1)× 1013 1
s
>
1
T2
This demonstrates that electron transport in quantum cascade structures is coherent accord-
ing to the definition given above.
The lower limit of (200± 50) fs for T2 rules out sub-100 fs dephasing times as claimed in
Ref. [113]. Such a dephasing time was extracted from the electroluminescence width. We
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want to mention again that the electroluminescence width is determined by the dephasing
of polarizations between the upper and lower laser states. Additionally it is broadened by
structural inhomogeneities. a–b intersubband dephasing is irrelevant. Hence, it is evident
that the dephasing time T2 cannot be determined by the electroluminescence width. This ex-
plains also the question why there is no doublet structure observed in the electroluminescence
spectrum resulting from b–2 and a–2 transitions [Fig. 6.21]. For sample A2 the oscillation
frequency is νosc = 1.6 s
−1 corresponding to an energy splitting of ∆Eab = 6.4 meV. The
strong broadening of the electroluminescence spectrum (FWHM = 13 meV) smears out
such a line structure.
6.6.4.1 Scattering processes
An irreversible phase loss of coherent superpositions of states |b〉 and |a〉 leads to homoge-
neous broadening. Now we want to discuss various possible scattering mechanisms contribut-
ing to homogeneous broadening and their relevance for the transport processes observed in
our femtosecond experiment.
In general one can distinguish between two different kinds of scattering processes, namely
intersubband and intrasubband scattering as schematically shown in Fig. 6.32 (a). Intra-
subband scattering corresponds to transitions of electrons between two states within the
same subband [A in Fig. 6.32 (a)] whereas intersubband scattering represents a transition
between different subbands [B in Fig. 6.32 (a)]. There are a number of different scattering
mechanisms relevant in quantum cascade structures. The most important ones are electron-
electron, electron-LO phonon, and electron-impurity scattering.
Electron-impurity scattering The ionized donors in the injector region of the quantum
cascade structure provide Coulomb potentials which can act as scattering centers for the
electrons. Since the impurities are immobile such scattering events are elastic, i.e., there
is no energy exchange. Nevertheless, those lead to momentum relaxation as depicted in
Fig. 6.32 (b). Because of the small wavefunction overlap, intersubband electron-impurity
scattering is very weak. Hence, this scattering mechanism leads mainly to intrasubband
momentum relaxation.
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Figure 6.32: (a) Schematics of intersubband (A) and intrasubband (B) scattering. (b)
Electron-impurity scattering is an elastic scattering mechanism, i.e., there is only momentum
but no energy relaxation. (c) Electron-LO phonon scattering leads to intraband transitions
(A and C) or intersubband transitions (B and D). (d) Various Coulomb scattering processes
between two electrons.
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Electron-LO phonon scattering An important scattering mechanism is the scattering
of electrons with LO phonons. Here, energy and momentum are exchanged. Due to the small
energy dispersion, LO phonons have a nearly k-independent energy of h¯ ωLO = 36 meV in
GaAs. Scattering between a LO phonon and an electron leads to the exchange of the energy
h¯ ωLO. Both inter- and intrasubband scattering are possible as shown in Fig. 6.32 (c).
Two different scattering processes can be distinguished, LO phonon emission [A and B in
Fig. 6.32 (c)] and LO phonon absorption [C and D in Fig. 6.32 (c)]. The scattering rate for
LO phonon emission is proportional to 1 + nLO(TL), where
nLO(TL) =
1
exp
(
h¯ ωLO
kB TL
)
− 1
is the thermal LO phonon population determined by the Bose distribution. The LO phonon
absorption rate is proportional to nLO(TL). Electrons being at least h¯ ωLO above the re-
spective subband minimum can spontaneously emit a LO phonon with a rate of 1013 s−1
[148, 81, 4].
LO phonon scattering is the dominant energy exchange process between the electron gas
and the lattice.
Electron-electron scattering The Coulomb interaction causes scattering among the elec-
trons. It is strongly modified by screening in the presence of other mobile charges in the
electron gas. Scattering events among the electrons are accompanied by momentum and en-
ergy exchange. Electron-electron scattering is the dominant mechanism for thermalization
within a single subband and between different subbands. Since the Coulomb interaction is a
long-range interaction the electron gas represents a complicated, coupled many-body system.
In the simplest approximation, electron-electron scattering is described in terms of indepen-
dent two-electron interactions. In this approximation the possible inter- and intrasubband
processes are depicted in Fig. 6.32 (d) [149]. (A) There are pure intrasubband processes
where the interactions and the transitions occur within a single subband. This is the dom-
inant process for intrasubband thermalization. (B) Interaction between two electrons, each
in a different subband, can exchange energy and in-plane momentum while staying within
the respective subbands after the interaction. (C) There are scattering processes where two
electrons are initially in different subbands, and then exchange subbands. Processes B and
C lead to thermalization among two subbands. (D) Finally, there are interactions where
two electrons are initially in the same subband, but both move to another subband after the
interaction.
However, this simple picture of electron-electron scattering via two-electron interaction
is an approximation and an exact theoretical modelling requires a full quantum kinetic
description including full dynamic screening [150, 151, 152]. This is still an unsolved problem
for quasi-two dimensional electron plasmas.
Scattering in quantum cascade structures After this general consideration we will
now discuss the relevance of the various scattering processes in quantum cascade structures
as found in literature and compare these results with our experiment.
In Ref. [124] Harrison has carried out detailed calculations for electron-electron and
electron-LO phonon scattering rates in quantum cascade structures using an approach based
on Fermi’s golden rule. According to these calculations intersubband scattering rates via
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LO phonon emission are on the order of 1011 s−1 rising to 3× 1012 s−1 between the strongly
coupled subbands 2 and 1. At the same time the electron-electron intersubband rates are
on the order of 109 − 1010 s−1. From this he claims that in quantum cascade structures
intersubband scattering is dominated by LO phonon scattering. Intrasubband scattering is
dominated by electron-electron scattering, for which rates greater than 5 × 1013 s−1 were
calculated. He concludes that these high scattering rates drive the system towards a ther-
malized electron distribution in each subband having the same electron temperature for all
subbands. In these calculations the author has assumed a priori that the electron temper-
ature is the same as the lattice temperature which was assumed to be 77 K. We want to
emphasize that the temperature is a critical parameter for the various scattering mechanisms
and that its determination is an important task.
The question of the relation between the lattice and carrier temperature was addressed
by Iotti and Rossi [126]. The authors carried out Monte Carlo simulations taking into
account electron-LO phonon and electron-electron scattering via two-electron interaction
in a semiclassical approach. They confirmed the result of Harrison [124] that there is a
thermalized electron distribution in each of the subbands and that the temperature is the
same for all subbands. Assuming a lattice temperature of TL = 77 K they calculated an
electron temperature of TC = 600− 700 K.
However, a simple estimation suggests that this carrier temperature is too high: We as-
sume a Boltzmann distribution for the electrons and an intrasubband electron-LO phonon
scattering rate of RLO = 10
13 s−1 [4]. Taking into account LO phonon emission and ab-
sorption according to the LO phonon population nLO(TL) the carrier temperature TC as a
function of the current density I and lattice temperature TL reads
TC(I, TL) =
−h¯ ωLO
kB ln
(
I U(I)
N h¯ ωLO RLO
+nLO(TL)
nLO(TL)+1
)
where N is the total 2-dimensional carrier density in the structure (N = 4× 1011 cm−2). In
Fig. 6.33 the carrier temperature is plotted as a function of current density for various lattice
temperatures. The carrier temperature increases more or less linearly with the current. For
a lattice temperature of TL = 10 K the carrier temperature is TC = 180 K at I = 7 kA/cm
2
[Fig. 6.33, dashed line]. The carrier temperature is not essentially higher for TL = 100 K [Fig.
6.33, dotted line]. This estimation demonstrates that we can assume a carrier temperature
on the order of TC = 200 K at low lattice temperatures. It increases linearly with higher
lattice temperatures. The solid line in Fig. 6.33 indicates the carrier temperature for a
lattice temperature of TL = 300 K. At I = 7 kA/cm
2 we observe a carrier temperature on
the order of TC = 400 K. With a simple estimation we can also calculate the temperature
increase after pump depletion. In the time-resolved experiment, the pump pulse promotes
electrons into the lower subbands of the active region. These subbands are energetically
around ∆E2g = 120 meV above the subbands a and b [cf. Fig. 6.18 (b)]. Due to the
strong carrier-carrier scattering with rates > 1013 s−1 we can assume that the electron gas
is thermalized within tD = 400 fs. Using the estimation carried out in section 6.6.1 the
electron density in the upper laser subband 3 is around 10 % of the total carrier density ntot.
We have seen that a pump pulse with an energy of 7.5 nJ saturates the gain completely.
Thus, the number of de-excited electrons is nex = 0.1ntot. Assuming no energy relaxation
from the electron gas to the lattice, the additional energy input due to these electrons reads
Eadd = ∆E2g nex. With these consideration we can estimate the carrier temperature increase
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Figure 6.33: Carrier temperature TC as a function of current density for various lattice
temperatures TL. The solid line indicates a lattice temperature of TL = 300 K, the dotted
line indicates TL = 100 K, and the dashed line TL = 10 K.
after pump depletion. For Epump = 7.5 nJ and TL = 10 K the carrier temperature increases
from TC = 180 K to TC = 300 K.
Now we discuss the relevance of the various scattering mechanisms for the electron trans-
port. In quantum Monte Carlo simulations taking into account electron-LO phonon scat-
tering but neglecting electron-electron scattering Iotti and Rossi studied the dynamics of
electron wavepacket dynamics in quantum cascade laser structures [128]. At t = 0 they
prepared the system fully localized in the lowest injector subband. As time evolves, they
observed wavepacket oscillations between the injector and the upper laser subband decaying
on a time scale of several picoseconds. This dephasing time is an order of magnitude larger
than the decay time observed in our experiment. Obviously, the reason for this is the neglect
of electron-electron scattering in the calculations. The same authors also presented simula-
tions including electron-electron scattering but using a semi-classical Monte Carlo approach.
From these calculations they concluded that energy-relaxation and dephasing processes are
strong enough to destroy any phase-coherence effect on a sub-picosecond time scale [128].
The rather high electron-electron scattering rate of > 5×1013 s−1 obtained from those the-
oretical calculations are much larger than the homogeneous dephasing rate 1/T2 < 5×1012 s−1
determined from our experiment. Obviously, only a fraction of scattering events leads to de-
phasing of the coherent superposition of states |a〉 and |b〉. This is in contrast to predictions
of Fermi’s Golden Rule, which assumes that particles are scattered into eigenstates of the
unperturbed Hamiltonian. On short time scales, however, quantum mechanics allows also
coherent superpositions of such final states, a concept known as scattering-induced coherence
[153, 154].
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6.6.4.2 Scattering-induced coherence
Qualitatively, the phenomenon of scattering-induced coherence can be understood in the
following way. The coupling among electronic states in the injector, e.g., due to electron-
electron or electron-phonon interaction, is much stronger than the coupling of states localized
in the injector with states localized in the active region because of the small spatial overlap
between them. Hence, at scattering rates higher than 1/Tosc, electrons are mainly redis-
tributed between states localized in the injector. The coherent superposition |g〉 of the
electronic eigenstates |a〉 and |b〉 (Fig. 6.22) is among such localized states. As a result,
scattering events populating |g〉 on a time scale much faster than Tosc generate a coherent
excitation which is in phase with the oscillation induced by the pump pulse. Such an in-
traband coherence after energy relaxation was previously observed for Bloch oscillations at
much lower electron densities [155].
The gain overshoot observed at half the oscillation period [Figs. 6.23 (c) and 6.24]
gives additional evidence for scattering-induced coherence. Right after the gain depletion,
electrons in subband g tunnel from the injector into the active region. This nonequilibrium
depletion in subband g recovers on a time scale faster than the oscillation period, allowing
for additional electrons to contribute in phase to the oscillatory gain, which is temporarily
much higher than in the quasi-stationary equilibrium.
A general quantum kinetic theory for semiconductor nanostructures taking into account
electron-phonon and electron-electron interaction has been presented in Ref. [156]. The
application of this theory to quantum cascade structures with their elevated carrier densi-
ties, however, is very elaborate and has not yet been done so far. Nevertheless, quantum
calculations including only electron-LO phonon scattering have been carried out by Iotti and
Rossi [128]. In these calculations pronounced gain oscillations were observed pointing also
to the phenomenon of scattering-induced coherence.
To demonstrate the physical concept of scattering induced coherence in appendix E
we present a simple model calculation. A situation is considered, where an electron in
a higher injector subband is scattered into subbands a and b due to the coupling with a
third particle. As a model coupling mechanism we use electron-LO phonon coupling via the
Fro¨hlich interaction. The main result of this calculation is that scattering-induced coherence
increases the coherence of the electron transport from the injector into the active region.
It is important to note, however, that in quantum cascade structures electron-electron
scattering is the dominant scattering mechanism owing to the high electron density. Hence,
to correctly account for scattering-induced coherence a full quantum calculation including
Coulomb scattering among the electrons is needed. Such calculations, however, are still
missing and pose a challenging task for the future [157].
6.6.5 Resonant versus non-resonant tunneling
So far, we have considered exclusively the case of resonant tunneling. In this case the
subbands g and 3 are iso-energetic. If there is an energy detuning h¯∆g3 = 0 of subbands g
and 3 we are out of resonance and non-resonant tunneling becomes important [Fig. 6.34 (a)].
In the following, we want to present a generalized picture containing both resonant- and non-
resonant tunneling and discuss their relevance as observed in our data.
The starting point is the tight binding approximation using the states |g〉 and |3〉 localized
in the injector and the active region, respectively. Here, both the tunnel coupling through
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Figure 6.34: (a) Bandstructure and subbands considered in the model discussed in the text.
h¯∆g3 is the detuning from resonance and 2 h¯Ω is the tunnel coupling. (b) Schematics of the
fan chart for subbands a, b, g, and 3.
the injection barrier 2 h¯Ω (= ∆Eab in resonance [Fig. 6.34 (b)]) and the scattering processes
leading to dephasing of the coherent intersubband polarization Pg3 are treated on the same
level in terms of perturbations of the electronic Hamiltonian. This approximation is quite
reasonable in our case since Ω and the dephasing rate 1/T2 are on the same order of magnitude
as shown section 6.6.4. Kazarinov and Suris used the tight-binding approximation to derive
a relation between current and voltage in quantum cascade structures [98, 127].
The underlying equations of motion for the dynamics of the coherent polarization Pg3
and the populations n2, n3, and ng in subbands 2, 3, and g are the following:
˙Pg3 = i∆g3 Pg3 − Pg3
T2
+ Ω(ng − n3)
n˙3 = −Γ3→2 n3 + 2ΩRe(Pg3)
n˙g = −Γg→2 ng + Γ2→g n2 − 2ΩRe(Pg3)
n˙2 = −Γ2→g n2 + Γ3→2 n3 + Γg→2 ng
Γ3→2, Γ2→g, and Γg→2 are the in- and out-scattering rates of subband 2, which serves as
an electron reservoir [Fig. 6.34 (a)]. We want to mention that in the quasi-stationary
equilibrium (n˙g = n˙3 = n˙2 = 0) these equations yield the quasi-stationary current [Eq. (3.3)]
derived in [98, 127]. To illustrate the difference between resonant and non-resonant tunneling,
in Fig. 6.35 we present the results of calculations for the dynamics of the populations ng(t)
and n3(t) in subbands g and 3. For simplification we neglect in- and out-scattering from/to
subband 2, i.e., Γ3→2 = Γ2→g = Γg→2 = 0. As starting condition we prepare all electrons to
populate subband g. We consider two extreme cases, the case of exact resonance ∆g3 = 0
and the case of strong detuning (∆g3  Ω). A tunnel coupling similar to the one of sample
A2 is assumed, i.e., 2 h¯Ω = 6.4 meV.
The case of zero detuning from resonance ∆g3 = 0 is shown in Fig. 6.35 (a). The
solid lines indicate the populations in subbands g and 3 for a relatively small dephasing
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Figure 6.35: Calculated population in subbands g and 3 for the initial condition that all
carriers are in subband g. A tunnel coupling similar to the one of sample A2 (2 h¯Ω =
6.4 meV) is assumed. (a) Resonant case, i.e., ∆g3 = 0. The solid lines indicate the coherent
regime for a small dephasing rate 1/T2 = Ω whereas the dashed lines designate the fully
incoherent regime for a very large dephasing rate 1/T2 = 40 · Ω. (b) Strongly nonresonant
case, i.e., ∆g3 = 10 · Ω. Again, the solid lines indicate the coherent regime for a small
dephasing rate 1/T2 = Ω whereas the dashed lines designate the incoherent regime for a very
large dephasing rate 1/T2 = 40 · Ω.
rate 1/T2 = Ω. This case is similar to our experiment. We observe a pronounced coherent
oscillation between the populations in g and 3. This coherence decays with the dephasing
time T2. At later times (t > 2 ps) the system is in equilibrium, i.e., equal population
in g and 3. The dashed lines in Fig. 6.35 (a) show the case of a very large dephasing
rate 1/T2 = 40 · Ω. Here, no oscillations are observed and the populations exponentially
relax towards equilibrium on a much longer time scale. This represents the case of fully
incoherent resonant tunneling, i.e., strongly damped Pg3. It is evident that dephasing is
counterproductive in the case of resonant tunneling.
In Fig. 6.35 (b) a situation with strong detuning (∆g3 = 10 ·Ω) is depicted. The case of a
small dephasing rate 1/T2 = Ω (solid lines) and a large dephasing rate 1/T2 = 40 ·Ω (dashed
lines) is shown. The dephasing rates are chosen to be equivalent to those of the respective
curves in (a). The transport from g into 3 shows an exponential behavior in both cases. It is
always slower than in the resonant case. For a small dephasing rate, we observe oscillations
at early times indicating small coherence in the transport. These oscillations completely
vanish for very large dephasing rates. We see that the transport via non-resonant tunneling
is faster for larger dephasing rates. In contrast to the resonant case, here, strong dephasing
leads to a larger tunnel current.
The transport from subband g into subband 3 via non-resonant tunneling is dominated
by scattering-assisted tunneling [121] from g into 3 as depicted schematically in Fig. 6.36:
It can be understood as tunneling into a virtual state followed by momentum relaxation
within subband 3 [Fig. 6.36 (a)-(c)]. Momentum relaxation is necessary for the transport
since subbands g and 3 are not isoenergetic. It is clear that nonresonant tunneling is faster
for higher scattering rates in contrast to the resonant case and that transport via scattering-
assisted tunneling is completely incoherent.
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Figure 6.36: Scattering-assisted tunneling consists of two coupled processes, (a) iso-energetic
tunneling from subband g through the barrier into a virtual state in the active region and
(b) momentum relaxation with the dephasing rate Γ = 1/T2 into a real state in subband 3.
The combination of both processes in the E = E0 plane (topview) is depicted in (c).
In conclusion it is evident that the most efficient transport from the injector into the
active region occurs via coherent resonant tunneling.
Now we apply the picture of coherent/incoherent resonant and non-resonant tunneling
to our experimental data. The pronounced oscillation observed for tD < 400 fs, which is
due to coherent resonant tunneling as discussed above, is followed by a non-oscillatory, ex-
ponential recovery at later times (cf. Fig. 6.20). In the following we want to investigate
this exponential recovery in more detail. In Fig. 6.37 we compare data for different pump
pulse energies, temperatures, and currents. We observe that for an increased pump pulse
intensity [Fig. 6.37 (a) and (b)] the oscillation amplitude decreases and the exponential
gain recovery increases at later times (tD > 400 fs). The same behavior is observed for an
increase of the nominal lattice temperature [Fig. 6.37 (c) and (d)] and an increase of the
current [Fig. 6.37 (e) and (f)]. This behavior can be explained by the interplay between
coherent/incoherent resonant and non-resonant tunneling. An increase of the pump pulse
energy, the lattice temperature, or the current leads to an increase of the carrier temper-
ature TC . Since the various scattering processes are temperature dependent this results in
an increased scattering rate leading to higher dephasing. Consequently, the degree of coher-
ence of the transport decreases and incoherent resonant tunneling becomes more important,
which explains the decrease of the oscillation amplitude. An increased carrier temperature
additionally causes a higher population in the upper injector subbands [cf. Fig. 6.38]. Those
carriers can only contribute via nonresonant tunneling. Both incoherent resonant tunneling
and nonresonant tunneling lead to an exponential gain recovery as observed in our data for
tD > 400 fs.
In conclusion, for an increase of the carrier and lattice temperature the transport through
the injection barrier becomes less efficient since the degree of coherent resonant tunneling
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Figure 6.37: Pump-probe signal measured for sample A2 for (a) λdet = 10.5µm, I =
4.6 kA/cm2, Epump = 2.5 nJ, TL = 10 K (cf. Fig. 6.10), (b) λdet = 10.5µm, I = 4.6 kA/cm
2,
Epump = 7.5 nJ, TL = 10 K (cf. Fig. 6.10), (c) λdet = 10.0µm, I = 7 kA/cm
2, Epump = 7.5 nJ
(cf. Fig. 6.15), (d) λdet = 10.0µm, I = 7 kA/cm
2, Epump = 7.5 nJ (cf. Fig. 6.15). Pump-
probe data measured for sample B for (e) λdet = 9.0µm, I = 4.6 kA/cm
2, Epump = 750 pJ,
TL = 150 K (cf. Fig. 6.16) and (f) λdet = 9.0µm, I = 8.0 kA/cm
2, Epump = 750 pJ,
TL = 150 K (cf. Fig. 6.16).
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decreases for the benefit of incoherent resonant and nonresonant tunneling. Concomitantly,
the refill of the upper laser subband is reduced leading to a lower gain.
The data measured for sample A2 for various current densities (cf. Figs. 6.9 and 6.13)
do not show such a pronounced increase of the exponential gain recovery with increasing
current. For current densities I > 2 kA/cm2 we observe no significant change in the shape
of the transients. This can be ascribed to the leakage current occurring at these current
densities in sample A2. At current densities exceeding 2 kA/cm
2 the electron gas is heated
and a considerable portion of the current is due to thermal activation into the continuum
[105, 158]. Leakage current is strongly reduced in sample B due to the higher barriers. Hence,
for this samples we observe a pronounced current dependent dynamics of the transmission
change [cf. Fig. 6.37 (e,f)].
Strong heating The temperature dependent pump-probe signal (Fig. 6.15) shows a de-
creasing stationary gain for nominal lattice temperatures above TL = 200 K. There are
several possible contributions for this behavior:
• As discussed above, an increase of the lattice and carrier temperatures leads to a
degradation of the injection efficiency due to incoherent resonant and nonresonant
tunneling and due to thermal activation of electrons into continuum levels.
• An increased carrier temperature is connected with a redistribution of the population
between the various injector subbands, i.e., a decrease of the population in subbands
b and a and, concomitantly, a decrease of the gain. Strong heating leads to a thermal
back-feeding of subband 2, additionally lowering the gain.
• Higher scattering rates and the occupation of states with larger in-plane momenta
in the (nonparabolic) subband 3 broaden the 3–2 intersubband line resulting in a
decreased gain even for a constant population inversion.
The pump depleted electrons considerably heat up the entire electron gas as shown by the
estimation presented in section 6.6.4.1. Hence, for strong heating, we expect also a contri-
bution to the pump-probe signal from the cooling of the heated electron gas. Schematically
this is shown in Fig. 6.38 (a). In quasi-stationary equilibrium the carrier temperature is T eqC
and a certain gain is observed. At zero delay time the pump pulse promotes the carriers
from subband 3 into subband 2. These “hot”carriers thermalize on a sub-picosecond time
scale [124, 126] and heat up the entire electron gas (T pumpC ) leading to a decrease of the gain
for the reasons mentioned above. Subsequently, the electron distribution cools down until it
has reached T eqC again. Now we compare this picture with our data.
In Fig. 6.39 transients are plotted for different pump pulse energies and different nominal
lattice temperatures. For TL = 280 K (Fig. 6.39, solid line in the left panel) we observe a
very strong damping of the oscillation and a very slow gain recovery for tD > 400 fs. After
tD = 1.1 ps the gain is still considerably below the stationary value. This is in contrast to
the fast, exponential recovery observed at later times for TL = 100 K (dotted line). The
right panel in Fig. 6.39 shows pump-probe data measured at TL = 10 K with a very large
pump pulse energy of 25 nJ. At later times (tD > 400 fs) this transient shows a very slow
gain recovery similar to the one measured for a pump pulse energy of 7.5 nJ at TL = 280 K.
Also here, the gain is considerably lower than the stationary value after tD = 1.1 ps. This
behavior is schematically explained in Fig. 6.38 (b). At a lattice temperature of 100 K and
6.6. DISCUSSION 141
TL=280 K
Epump=7.5 nJ
TL=10 K, Epump=25 nJ
TL=100 K, Epump=7.5 nJ
Ga
in
(no
rm
.
)
Carrier temperature TC (K)TC
pumpTC
eq
Epump
Ga
in
(no
rm
.
)
Carrier temperature TC (K)
(a) (b)
cooling
Figure 6.38: Schematics for the heating of the electron gas due to the strong pump-pulse. (a)
In quasi-stationary equilibrium the carrier temperature is T eqC . The pump-depleted electrons
thermalize and heat up the carrier distribution (T pumpC ) which subsequently cools down to
teqC . (b) Heating of the electron gas for several lattice temperatures and pump pulse energies.
Figure 6.39: Pump-probe transients for various pump pulse energies and nominal lattice
temperatures as indicated (left panel: cf. Fig. 6.15, right panel: cf. Fig. 6.12). The
curves are measured at a detection wavelength of λdet = 10.0µm and a current density of
I = 7 kA/cm2.
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a pump pulse energy of 7.5 nJ the increase of the carrier temperature after pump depletion
results only in a small gain decrease. Thus, only a weak contribution from the cooling of
the electron gas is expected. Instead, the pump-probe signal is dominated by coherent and
incoherent tunneling as discussed above. For higher lattice temperatures and for very large
pump-pulse energies, however, the electron gas is strongly heated so that a considerable
decrease of the gain is observed. Since cooling of a heated electron gas occurs on a time
scale on the order of 10 ps [78], the gain at tD = 1 ps has only partially recovered as observed
in the experiments.
A more quantitative analysis of the observed gain recovery at later times (tD > 400 fs)
requires the knowledge of the exact electron distribution, which, however, is not known so
far.
6.6.6 Conclusion
The investigations presented in this chapter represent the first time-resolved measurements
on quantum cascade laser structures. These studies provide insight into the dynamics of
electron transport from the injector into the upper laser subband of the active region, which
can not be obtained by stationary measurements. In the following we summarize the main
results discussed above:
• For forward bias and spectral positions around the gain maximum we observe pro-
nounced gain oscillations. This gives direct evidence for a coherent wave packet mo-
tion from the injector into the upper laser subband via resonant tunneling even at the
high electron density (4 × 1011 cm−2) present in a quantum cascade laser structure.
After saturation the electrically induced gain is completely recovered within 1 ps at
low lattice and carrier temperatures.
• The ratios of the observed oscillation frequencies (1.5–2.5 THz) of all three samples
are in good agreement with calculations of the energy splittings between the lowest
injector state and the upper laser state at resonance. The absolute values, however,
are somewhat higher than the calculated ones. This is probably due to a depolar-
ization shift as a result of charge density oscillations after the strong pump depletion.
Hence, our data suggest that many-body effects play an important role for the electron
transport in quantum cascade structures.
• The oscillation frequencies depend sensitively on the width and the aluminum content
of the barriers. A variation of the barrier width of only two monolayers results in
oscillation frequencies differing by 50 %.
• The oscillation decays with a time constant of 200–300 fs, which represents a lower
limit for the homogeneous dephasing time T2 of the observed quantum coherence.
• The coexistence of a long dephasing time and high Coulomb scattering rates in the
injector and the gain overshoot observed at half the oscillation period point to the
occurrence of scattering-induced coherence, which is a quantum kinetic phenomenon.
• For higher carrier temperatures, which are obtained by increasing the lattice temper-
ature, the pump pulse energy, or the electric current, an additional, exponential gain
recovery contribution is observed. This contribution can be explained by incoherent
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resonant tunneling due to an increased dephasing rate and by nonresonant tunneling
of electrons thermally activated into higher injector subbands.
• The sample with the lower aluminum content and, concomitantly, the lower barrier
hight, shows only a weak current dependence of the pump-probe signal. This is in
contrast to the strong current dependence observed for the samples with the higher
barriers. This behavior is an indication for a leakage current due to thermal activation
of electrons into continuum states for low barriers.
• Upon further heating of the electron gas, a very slow gain recovery on a picosecond
time scale is observed. This can be explained by the cooling of the carrier distribution
in the injector, which is heated by the thermalization of the pump-depleted electrons.
Thus, the observed gain recovery is not exclusively determined by tunneling from the
injector into the upper laser subband but also by the heating and cooling dynamics.
Chapter 7
Summary
In this thesis we investigate the ultrafast dynamics of carriers and coherent intersubband
polarizations in quasi-two-dimensional semiconductor nanostructures and devices. In partic-
ular, we study n-type modulation doped multiple quantum wells and quantum cascade laser
structures based on the GaAs/AlGaAs material system using ultrafast spectroscopy in the
mid-infrared spectral range (λ = 3− 20µm). To carry out the first coherent control exper-
iment on intersubband polarizations, we have developed a tabletop system which includes
the generation, shaping, and characterization of ultrashort mid-infrared field transients.
The results of the experimental studies are summarized in the following:
Generation, shaping, and characterization of ultrashort mid-infrared pulses
A novel experimental setup is developed allowing for the first time the controlled phase
and amplitude shaping of ultrafast field transients in the mid-infrared wavelength range.
The setup is based on a two-stage scheme: First the near-infrared pulses provided by a
cavity-dumped Ti:sapphire oscillator are passed through a programmable pulse shaper. In
this way, amplitude- and phase-shaped near-infrared pulses are generated. In the second
step, phase-matched difference-frequency mixing of the various spectral components of these
pulses in a GaSe crystal provides the femtosecond mid-infrared electric field transients. The
electric field transients generated this way are directly measured using ultrafast electro-optic
sampling.
• Various mid-infrared waveforms in a wavelength range centered around 14 µm are
generated by applying a pair of phase-locked pump pulses.
• The shaped mid-infrared pulses have a pulse duration of 200–300 fs.
• The maximum pulse energy is 1 pJ at a repetition rate of 2 MHz.
• Our experimental data are in good agreement with a model describing phase-matched
optical rectification.
• The scheme presented is extendable to more complex pulse shapes and to other
wavelengths and other nonlinear crystals.
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Ultrafast coherent control of intersubband transitions in quantum wells
We study the feasibility of coherent nonlinear control of intersubband polarizations. Am-
plitude and phase-controlled mid-infrared field transients at a wavelength of 12.5 µm from
our new laser source induce resonant intersubband excitations in n-type modulation doped
GaAs/Al0.35Ga0.65As quantum wells. The transmitted electric field transients are directly
measured by ultrafast electro-optic sampling.
• We demonstrate for the first time coherent control of linear intersubband polarizations
with subpicosecond dephasing times by applying two phase-locked pulses with variable
relative phase.
• A saturation of the intersubband excitation by more than 20 % is achieved with mid-
infrared pulses of only 1 pJ pulse energy.
• The experimental results are in excellent agreement with a simple model based on the
Maxwell-Bloch equations. This verifies that the studied quantum well sample with
an electron density of only 5 × 1010 cm−2 per quantum well behaves like an ideal,
homogeneously broadened two-level system.
• These results may facilitate the realization of ultrafast switching devices based on
coherent intersubband polarizations.
Ultrafast coherent electron transport in quantum cascade structures
We present for the first time a direct time-resolved experimental study on electrically
driven quantum cascade laser structures. These studies provide insight into the dynamics of
electron transport, which can not be obtained by stationary measurements. The ultrafast
quantum transport of electrons from the injector through the injection barrier into the upper
laser subband is investigated in femtosecond mid-infrared pump-probe experiments. In this
way we directly monitor the ultrafast saturation and subsequent recovery of electrically
induced gain. For the experiments we use three GaAs/AlxGa1−xAs samples with different
aluminum contents (x = 33 % and x = 45 %) and different injection barrier widths.
• For forward bias and spectral positions around the gain maximum we observe pro-
nounced gain oscillations. This gives direct evidence for a coherent wave packet mo-
tion from the injector into the upper laser subband via resonant tunneling even at the
high electron density (4 × 1011 cm−2) present in a quantum cascade laser structure.
After saturation the electrically induced gain is completely recovered within 1 ps at
low lattice and carrier temperatures.
• The ratios of the observed oscillation frequencies (1.5–2.5 THz) of all three samples
are in good agreement with calculations of the energy splittings between the lowest
injector state and the upper laser state at resonance. The absolute values, however,
are somewhat higher than the calculated ones. This is probably due to a depolar-
ization shift as a result of charge density oscillations after the strong pump depletion.
Hence, our data suggest that many-body effects play an important role for the electron
transport in quantum cascade structures.
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• The oscillation frequencies depend sensitively on the width and the aluminum content
of the barriers. A variation of the barrier width of only two monolayers results in
oscillation frequencies differing by 50 %.
• The oscillation decays with a time constant of 200–300 fs, which represents a lower
limit for the homogeneous dephasing time T2 of the observed quantum coherence. The
coexistence of a long dephasing time and high Coulomb scattering rates in the injector
and the gain overshoot observed at half the oscillation period point to the occurrence
of scattering-induced coherence, which is a quantum kinetic phenomenon.
• For higher carrier temperatures, which are obtained by increasing the lattice temper-
ature, the pump pulse energy, or the electric current, an additional, exponential gain
recovery contribution is observed. This contribution can be explained by incoherent
resonant tunneling due to an increased dephasing rate and by nonresonant tunneling
of electrons thermally activated into higher injector subbands. Upon further heating
of the electron gas, a very slow gain recovery on a picosecond time scale is observed.
This can be explained by the cooling of the carrier distribution in the injector, which is
heated by the thermalization of the pump-depleted electrons. Thus, the observed gain
recovery is not exclusively determined by tunneling from the injector into the upper
laser subband but also by the heating and cooling dynamics.
Appendix A
Phasematched difference frequency
mixing: model
Here, we derive a single formula allowing the calculation of the mid-infrared field generated
via phasematched difference frequency mixing in a GaSe crystal with a single, weak near-
infrared pulse. We start with some general considerations of difference frequency mixing and
phase matching.
Difference frequency mixing is a second order nonlinear effect. Two electric fields E1(r, ω),
E2(r, ω) generate the second order nonlinear polarization
P
(2)
i (r, ω0) = 2 0
∑
j,k
d
(2)
ijk(ω0;ω1, ω2)E1,j(r, ω1)E2,k(r, ω2)
d(2)(ω0;ω1, ω2) is nonzero only for ω0 = ω1 + ω2 (sum-frequency generation) or ω0 = ∆ω =
|ω1−ω2| (difference-frequency generation). In the following, we consider the case of difference
frequency generation and assume that we are far away from any resonance so that the
frequency dependence of d(2)(|ω1 − ω2|;ω1, ω2) ≡ d can be neglected.
The wave equation (2.1) in the frequency domain reads
∇×∇× E(r, ω)− ω
2
c2 0
D(1)(r, ω) =
ω2
c2 0
P (2)(r, ω) (A.1)
where D(1) is the linear part of the displacement field D. The relation between D(1) and E
is given by the frequency dependent dielectric tensor ik(ω)
D
(1)
i (r, ω) ≡ 0 Ei(r, ω) + P (1)i (r, ω) = 0 ik(ω)Ek(r, ω)
For any plane wave E(r, t) = E · ei(k(ω)r−ω t) with frequency ω one gets the following
relation between the k-vector and the electric field E of the wave using Eq. (A.1)
k2(ω)Ei − ki(ω) kj(ω)Ej = ω
2
c2
ij(ω)Ej
The solution of this equation is rather simple for uniaxial birefringent crystals (xx = yy =
zz) like GaSe. Here one gets two equations for the k-vector, one for the so-called ordinary
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Figure A.1: Directions of ordinary polarization eo, extraordinary polarization eeo, k - vector
and optical axis (c-axis).
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θ is the angle between the k-vector and the optical axis (c-axis) as depicted in Fig. A.1. The
ordinary polarization eo is perpendicular to the c-axis and to the k-vector, the extraordinary
polarization eeo is perpendicular to eo and to k.
To model the generation of mid-infrared pulses in a difference frequency mixing process
the wave equation (A.1) has to be applied to a sum of three fields, the two generating fields
ENIR(z, ω1) and E
NIR(z, ω2) and the generated field E
MIR(z,∆ω), as there is interaction
between all three waves. Hence, in general we have to solve three coupled wave equations.
For the solution of this problem, we make the common ansatz of plane waves with a common
k-direction (collinear phasematching) parallel to the z-axis
ENIRo (z, ω1) =
1
2
ANIRo (z, ω1) e
i ko(ω1) z + cc.
ENIReo (z, ω2, θ) =
1
2
ANIReo (z, ω2, θ) e
i keo(ω2,θ) z + cc.
EMIRo (z,∆ω) =
1
2
AMIRo (z,∆ω) e
i ko(∆ω) z + cc.
A(z, ω) is complex, giving rise to an additional phase term. It is important to note that ENIReo
is the amplitude of the electric field parallel to eeo. The extraordinary wave has additionally a
longitudinal component of the electric field, i.e. div Eeo = 0 (but div Deo = 0). In a so-called
type-I process the second order nonlinear polarization is polarized along eo, P
(2) = P (2) eo,
and it is generated by an extraordinary and an ordinary component of the electric field.
In this case, the nonlinear polarization for the difference frequency mixing process can be
expressed by means of the scalar relationship
P (2)(z,∆ω) = 4 0 d(θ)E
NIR
o (z, ω1)E
NIR
eo (z, ω2, θ)
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= 0 d(θ)A
NIR
o (z, ω1)
(
ANIReo (z, ω2, θ)
)
ei(ko(ω1)−keo(ω2,θ))z + cc.
with the scalar second order susceptibility d(θ). For GaSe, which is used in our experiments,
the only independent matrix element of the second order susceptibility tensor is d22 = 54
pm/V. For a type-I process, the scalar susceptibility can be expressed by [159]
d(θ, φ) = d22 cos(θ) sin(3φ)
where φ is the azimuthal angle between the propagation vector and the xz crystalline plane.
We use the approximation
∣∣∣∣∣ ∂
2
∂z2
AMIRo (z,∆ω)
∣∣∣∣∣
∣∣∣∣∣ko(∆ω) ∂∂zAMIRo (z,∆ω)
∣∣∣∣∣
which means that the fractional change in AMIRo (z,∆ω) within a distance of the wavelength
2π
ko(∆ω)
is much smaller than unity, which is well satisfied in the cases discussed here. With
the phase mismatch
∆k = keo(ω2, θ)− ko(ω1)− ko(∆ω)
the wave equation (A.1) yields
∂
∂z
AMIRo (z,∆ω) + cc. =
2 i∆ω2 d(θ)
c2 k(∆ω)
ANIRo (z, ω1)
(
ANIReo (z, ω2, θ)
)
ei∆k z + cc.(A.2)
∂
∂z
ANIRo (z, ω1) + cc. =
2 i ω21 d(θ)
c2 k(ω1)
AMIRo (z,∆ω)A
NIR
eo (z, ω2, θ) e
−i∆k z + cc. (A.3)
∂
∂z
ANIReo (z, ω2, θ) + cc. =
2 i ω22 d(θ)
c2 k(ω2)
ANIRo (z, ω1)
(
AMIRo (z,∆ω)
)
e−i∆k z + cc. (A.4)
If the generated mid-infrared light is very weak (as in the mid-infrared generation scheme
presented in section 2.2.1), than in equations (A.3) and (A.4) the right hand sides can be
neglected. In this case the amplitudes of the near-infrared plane waves become independent
of z and equation (A.2) can be integrated along the crystal length L. For z > L this results
in
EMIRo (z,∆ω) =
2 (∆ω)2 d(θ)
c2 ko(∆ω)
ANIRo (ω1)
(
ANIReo (ω2, θ)
) ei∆k L − 1
∆k
e−i k(∆ω) z + cc.
As we have spectrally broad near-infrared pulses, the same mid-infrared frequency is gener-
ated by a broad range of near-infrared frequencies. Integrating over all respective frequency
doublets (ω1 = ω and ω2 = ω + ∆ω), this yields the final expression
EMIRo (z,∆ω) =
4∆ω2 d(θ)
c2 ko(∆ω)
e−i ko(∆ω) z
·
∫
dωANIRo (ω)
(
ANIReo (ω + ∆ω, θ)
) ei∆k L − 1
∆k
+ cc.
Appendix B
The electro-optic effect
Generally, in anisotropic crystals the polarization induced by an electric field and the field
itself are not parallel. The electric displacement vector D and the electric field E are related
by the dielectric tensor = 1 + χ(1):
Dk = 0 klEl
As shown in appendix A, for an arbitrary wave vector k (where k ⊥ D; D, E and k lie in a
single plane) there exist two linearly independent plane wave, linearly polarized, propagation
modes (ordinary and extraordinary wave). These propagate with phase velocities ± c
n1
and
± c
n2
[160].
Given the dielectric tensor  and the wave vector k, the question is how to find n1, n2
and the corresponding directions D1 and D2. Here, we apply a technique described, e.g., in
[50] using the so called index ellipsoid or optical indicatrix. The index ellipsoid is defined by
the equation
x2
n2x
+
y2
n2y
+
z2
n2z
= 1 (B.1)
where the refractive indices are connected with the dielectric tensor  via
n2x = xx, n
2
y = yy, n
2
z = zz
where xx, yy, zz are the eigenvalues of  . To determine n1 and n2 one has to find the
intersection ellipse between a plane through the origin that is normal to k and the index
ellipsoid (B.1). The two axes of the intersection ellipse are equal in length to 2n1 and 2n2.
These axes are parallel to the directions of D1 and D2. x, y and z are called the principal
dielectric axes, i.e., the directions along which D and E are parallel. If not all refractive
indices are equal, the crystal is called birefringent.
Electro-optic effect The electro-optic effect is the change of the index ellipsoid that is
caused by an applied electric field. It is called linear if this change depends linearly on the
electric field. In an arbitrary coordinate system the index ellipsoid reads(
1
n2
)
1
x2 +
(
1
n2
)
2
y2 +
(
1
n2
)
3
z2 + 2
(
1
n2
)
4
yz + 2
(
1
n2
)
5
xz + 2
(
1
n2
)
6
xy = 1
The linear change in the coefficients(
1
n2
)
i
, i = 1, . . . , 6
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due to an electric field E = (Ex, Ey, Ez) gives rise to the electro-optic tensor r (in its
contracted form)
∆
(
1
n2
)
i
=
3∑
j=1
rij Ej = r E (B.2)
Equation (B.2) can be written in matrix form as


∆
(
1
n2
)
1
...
∆
(
1
n2
)
6

 =


r11 r12 r13
r21 r22 r23
r31 r32 r33
r41 r42 r43
r51 r52 r53
r61 r62 r63



 E1E2
E3


The linear electro-optic effect is a second order nonlinear effect (Pockels effect). Hence,
it can also be expressed by the second order nonlinear susceptibility tensor d(2). r and d(2)
are related by the equation
d
(2)
ijk = −
i j
2 0
rijk
where i and j are the principal dielectric constants along i and j. rijk is the electro-optic
tensor in its non-contracted form.
Appendix C
Polarization matrices
The matrix formalism is a very useful method to describe the evolution of the polarization
vector of an electro-magnetic wave passing an optical element. Here, we want to explain
the matrices used in this work. The general case is that of a wave with a wavelength λ
and polarization Ein = (Ein, x, Ein, y) passing an optical element of thickness L with the
index ellipsoid shown in Fig. C.1. The question is, how does the polarization read at the
exit of this optical element Eout = (Eout, x, Eout, y). To calculate this we have to rotate the
coordinate system by an angle of 45◦. This means that the vectors (1, 0) and (0, 1) in the
old coordinates x, y become 1√
2
(1,−1) and 1√
2
(1, 1), respectively, in the new coordinates x′,
y′ (Fig. C.1). The corresponding rotation matrix is
M(45◦) =
1√
2
(
1 1
−1 1
)
The backward rotation matrix M(−45◦) then reads
M(−45◦) = 1√
2
(
1 −1
1 1
)
Now, the elements of the rotated polarization vector are subject to the refractive indices n1
and n2, respectively. Finally we have to rotate back the coordinate system. Altogether this
yields
Eout =
1
2
M(−45◦)
(
ei
2π
λ
n1 L 0
0 ei
2π
λ
n2 L
)
M(45◦) Ein + cc.
y
x
x'
n1
n2
y'
45°
Figure C.1: Index ellipsoid of an optical element with the refractive indices n1 and n2.
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=
1
2
M(n1, n2) Ein + cc.
with
M(n1, n2) = e
i 2π
λ
(n1+n2)L
(
cos Γ
2
ei
π
2 sin Γ
2
ei
π
2 sin Γ
2
cos Γ
2
)
where Γ = 2π
2
L (n1 − n2) is called the phase retardance. In most cases, the absolute phase-
factor ei
2π
λ
(n1+n2)L can be neglected so that we get
M(Γ) =
(
cos Γ
2
ei
π
2 sin Γ
2
ei
π
2 sin Γ
2
cos Γ
2
)
For a λ/4-waveplate the retardance is Γ = π
2
, so that the matrix Mλ/4 yields
Mλ/4 =
1√
2
(
1 ei
π
2
ei
π
2 1
)
For a λ/2-waveplate the retardance is Γ = π, hence
Mλ/2 =
(
0 ei
π
2
ei
π
2 0
)
A polarizer, which polarizes light along the x axis or along the y axis, can be represented by
the matrices Px and Py, respectively:
Px =
(
1 0
0 0
)
and Py =
(
0 0
0 1
)
Appendix D
Maximum phase retardation
Here, we calculate the optimum polarization for the mid-infrared and the near-infrared pulses
for which the maximum phase retardation is obtained with a thin ZnTe plate being < 110 >
oriented [32]. ZnTe is not birefringent for zero electric field, i.e., the index ellipsoid for
EMIR = 0 is a sphere (
x
n
)2
+
(
y
n
)2
+
(
z
n
)2
= 1
The refractive index of ZnTe is well approximated for wavelengths < 30µm (reststrahl band)
by the Sellmeier equation [161]
nZnTe(λ) =
√√√√9.92 + 0.42530
λ2 − 0.377662 +
2.63580
λ2
56.52
− 1 , λ in µm .
The non-vanishing components of the electro-optic tensor rZnTe for ZnTe at a mid-infrared
wavelength of 10.6µm [50] are
r41 = r52 = r63 = 3.9 · 10−12 m
V
(D.1)
Hence, with applied field EMIR = (EMIR1 , E
MIR
2 , E
MIR
3 ) the index ellipsoid reads
(
x
n
)2
+
(
y
n
)2
+
(
z
n
)2
+ 2 r41 E
MIR
1 yz + 2 r41 E
MIR
2 xz + 2 r41 E
MIR
3 xy = 1 (D.2)
Both the mid- and near-infrared propagation directions are chosen to be perpendicular to
the ZnTe surface
ENIR , EMIR ⊥

 11
0

⇒ EMIR = α

 00
1

+ β√
2

 1−1
0


The first task is to find the intersection plane between the index ellipsoid (D.2) and the
plane of all possible mid-infrared polarizations
{(
x
n
)2
+
(
y
n
)2
+
(
z
n
)2
+ 2 r41
( β√
2
(y − x) z + α x y
)
= 1
}
∩ {x = −y} (D.3)
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(a) (b)
(c) (d)
(e)
x
x
y
y
x' z'
z'
y'
y'
z'
zy'
y
z
y'
45°
45°
45°
45°
n
n'
n '1n '2
ENIR
ENIR
ENIR
EMIR
ZnTe surface
Figure D.1: The electro-optic effect. Coordinate rotations [(a) and (d)] are necessary to
calculate the electro-optic effect from the index ellipsoid [(b) and (c)]. (e) ZnTe surface
and polarizations of the near- and mid-infrared beam yielding the maximum effect (for the
near-infrared beam there are two possibilities).
We introduce new coordinates x′, y′, z′ which are related to x, y and z by a 45◦ rotation
around the z axis as shown in Fig. D.1 (a).
x =
1√
2
(x′ − y′) , y = 1√
2
(x′ + y′) , z′ = z
Successively, we treat the two linear independent cases of mid-infrared polarizations:
• α = EMIR, β = 0, i.e., EMIR is polarized along the z-axis:
Upon substitution (D.3) yields


(
1
n2
+ r41 E
MIR
)
x′ 2 +
(
1
n2
− r41 EMIR
)
y′ 2 +
(
z′
n
)2
= 1 , x′ = 0


For r41 E
MIR  1
n2
, which is the case in the experiments, this results in


(
y′
n′
)2
+
(
z′
n
)2
= 1 , x′ = 0

 with n′ = n + 12n3r41EMIR (D.4)
The intersection of the index ellipsoid with the x′ = 0 plane is shown in Fig. D.1 (b).
• α = 0, β = EMIR, i.e., EMIR is polarized along the y′-axis:
Now (D.3) yields
{
1
2
(
1
n2
+ r41E
MIR
)
(y′ + z′)2 +
1
2
(
1
n2
− r41EMIR
)
(y′ − z′)2 = 1 , x′ = 0
}
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Again, for r41 E
MIR  1
n2
this results in
 1n′ 21
(
y′ + z′√
2
)2
+
1
n′ 22
(
y′ − z′√
2
)2
= 1 , x′ = 0

 (D.5)
with
n′1 = n +
1
2
n3 r41 E
MIR , n′2 = n−
1
2
n3 r41 E
MIR (D.6)
The intersection of the index ellipsoid with the x′ = 0 plane is shown in Fig. D.1 (c).
Phase retardation So far, we have calculated the electro-optic effect induced by a mid-
infrared field EMIR. The question now is how this modulation affects a near-infrared refer-
ence pulse. We choose the near-infrared beam propagating along the x′-axis and polarized
along the y′-axis, ENIR = ENIR ey′ . Now, we follow the polarization of the near-infrared
beam after entering the ZnTe crystal. For this, we have to carry out again a coordinate
rotation so that the new coordinates coincide with the principal axes of the index ellipsoid
[Fig. D.1 (d)].
y′ =
1√
2
(y¯ − z¯) , z′ = 1√
2
(y¯ + z¯)
ey′ =
1√
2
(ey¯ − ez¯) , ez′ = 1√
2
(ey¯ + ez¯)
The field is incident along the x′-direction, i.e.,
ENIR =
1
2
ENIR√
2
(ey¯ − ez¯) ei(ωt−ωc n0x′) + cc. ≡ ENIRy¯ ey¯ + ENIRz¯ ez¯
The phases of the polarization components in y¯ and z¯ direction develop according to the
refractive indices for the ey¯ and ez¯ directions (D.6)
ENIRy¯ =
1
2
ENIR√
2
e i(ωt−
ω
c (n+
1
2
n3 r41 EMIR) x′+ϕ) + cc. (D.7)
ENIRz¯ =
1
2
ENIR√
2
e i(ωt−
ω
c (n− 12 n3 r41 EMIR) x′+ϕ) + cc. (D.8)
ϕ is an arbitrary phase at the entrance of the crystal at x′ = 0. The phase difference at the
output plane x′ = L is the retardance Γ. It is the difference of the exponents in (D.7) and
(D.8)
Γ =
ω
c
n3 r41 E
MIR L (D.9)
With the same calculation one can see that the same phase difference occurs also for a near-
infrared beam being polarized along the z′-axis. It causes an originally linearly polarized
beam to become elliptically polarized. (D.9) is the maximum retardation for any polarization
of the near-infrared field for the index ellipsoid (D.5). For the index ellipsoid (D.4) the
maximum retardation is Γ′ = 1
2
Γ.
In conclusion, we get the maximum phase retardation Γ = ω
c
n3 r41 E
MIR L for a < 110 >
oriented ZnTe-crystal with a mid-infrared beam propagating along the (1, 1, 0) direction
being polarized along the (1,−1, 0) direction and the near-infrared field being polarized
either along the (1,−1, 0) or the (0, 0, 1) direction [Fig. D.1 (e)].
Appendix E
Scattering-induced coherence:
quantum kinetic model
In order to illustrate the phenomenon of scattering-induced coherence we have carried out
calculations based on a simple quantum kinetic model [153, 154]. We study the coupling
of a higher injector state |i〉 with the localized states |g〉 and |3〉. As a model coupling
mechanism we use electron-LO phonon coupling via the Fro¨hlich Hamiltonian HF . The aim
of this calculation is to study the time evolution of a single electron initially residing in state
|i〉.
We will solve the time-dependent Schro¨dinger equation
i h¯
d
dt
|Ψ〉 = (He + HF + Hph) |Ψ〉
where He is the electron Hamiltonian, Hph is the phonon Hamiltonian, |Ψ〉 is the state vector
of the coupled electron-LO phonon system characterized by the electron quantum numbers
n  { i, g, 3 } and k, and the phonon occupation number Nq. We assume a lattice temperature
of TL = 0. Hence, only scattering via LO phonon emission is possible. The coupling matrix
element between the electron-phonon product states reads
Mij(q) = 〈k = q||, j, Nq = 1 |HF |k = 0, i, Nq = 0〉
= M0
∫
dz
1
|q| ζ
∗
i (z) ζj(z) e
i qz z , j  { g, 3}
with a coupling constant M0. In our model, we treat M0 as a variable parameter which can
be identified with an effective LO phonon scattering rate 1/τLO. Mij couples the state |k =
0, i, Nq = 0〉 of an electron in |i〉 with k = 0 and zero phonons to state |k = q||, j, Nq = 1〉
with an electron in |g〉 or |3〉 with momentum q|| and a phonon with q = −q|| + qz ez (Fig.
E.1). Due to the small spatial overlap of states |i〉 and |3〉 the matrix element Mi3 is much
smaller than Mig and can be neglected.
There are several interesting points resulting from this quantum kinetic approach.
• State |k = 0, i, Nq = 0〉 is not an eigenstate of the total Hamiltonian He+HF+Hph.
As time evolves it develops into a coherent superposition of states |k = 0, i, Nq = 0〉,
|k = q||, g, Nq = 1〉, and |k = q||, 3, Nq = 1〉.
• Since we directly solve the Schro¨dinger equation , identical results are obtained using
the delocalized states |b〉 and |a〉.
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k=0, i >
k=q , g >
k, 3 >
k
E
injector
active region
h  LO
Figure E.1: An electron in state |k = 0, i〉 is scattered into states |k = q||, g〉 via LO phonon
emission. Scattering into states |k = q||, 3〉 is strongly suppressed because of the small
overlap of the envelope functions of states in subbands i and 3. There is also coupling to
states for which energy conservation is not satisfied.
Figure E.2: Occupation probabilities of subband i (solid line), subband g localized in the
injector (dashed line), and subband 3 localized in the active region (dotted line). Effective
LO-phonon scattering times of (a) τLO = 100 fs and (b) τLO = 1000 fs and an energy splitting
of ∆Eab = 6.4 meV are assumed.
• The time evolution of a pure electron-phonon product state remains a pure state.
However, the partial trace of the density matrix ρ(t) = |Ψ(t)〉〈Ψ(t)| over the in-plane
momentum results in a 3-level density matrix being in a statistical mixture.
In Fig. E.2 we present calculations for a single electron initially residing in state |k =
0, i, Nq = 0〉 for different effective LO-phonon scattering times τLO. An energy splitting
between the binding and anti-binding states of ∆Eab = 6.4 meV is assumed similar to the
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value for the structure A2. Since we are interested in the occupations of the electronic
states with arbitrary in-plane momenta we project the product states onto the electronic
subsystem, i.e., we sum over all those product states for which the quantum number of the
electron subband is identical. This results in a 3-level density matrix being in a statistical
mixture. In Fig. E.2 (a) various occupation probabilities are plotted as a function of time for
an effective LO-phonon scattering time much shorter than the oscillation time: τLO = 100 fs
< Tosc = 640 fs. The solid line indicates the decay of the occupation probability of the
upper injector state i. It decays exponentially with the decay time τdecay ≡ τLO = 100 fs. At
early times (t < τdecay) also the occupation probability of subband g (dashed line) increases
exponentially with the rise time 100 fs. At later times a pronounced oscillation with an
oscillation period of Tosc is observed. The occupation probability of subband 3 (dotted line)
oscillates with a phase shift of 180◦. This indicates that due to the strong LO-phonon
scattering a wavepacket is generated oscillating between the injector and the active region.
This oscillatory motion is strongly coherent, i.e., the scattering mechanism has induced a
pronounced coherent superposition of the electronic eigenstates |a〉 and |b〉. What happens
for longer LO phonon scattering times is depicted in Fig. E.2 (b). Here, a LO phonon
scattering time τLO = 1000 fs, which is longer than the oscillation time, is assumed. The
solid line indicates the exponential decay of the occupation probability of the upper injector
state i. In contrast to the situation above, the occupation probabilities of subband g (dashed
line) and subband 3 (dotted line) increase uniformly with a time constant similar to τLO and
only minor oscillations are observed. This indicates little coherence in the superposition of
the electronic eigenstates |a〉 and |b〉.
With this model we have demonstrated that scattering processes are not necessarily phase
destroying events. Even the opposite can occur, i.e., scattering-induced coherence. In our
model we have seen that the induced coherence is even larger for higher scattering rates and
that the occupation in subband g is much higher in the oscillation maxima than the average
value similar to the gain overshoot observed in our experiment.
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Zusammenfassung
In dieser Arbeit untersuchen wir die ultraschnelle Dynamik von Ladungstra¨gern und
koha¨renten Intersubbandpolarisationen in quasi-zweidimensionalen Halbleiternanostruktu-
ren und Halbleiterbauelementen. Insbesondere werden n-Typ modulationsdotierte multi-
ple Quantento¨pfe und Quantenkaskadenlaserstrukturen basierend auf dem Materialsystem
GaAs/AlGaAs mit der Methode der ultraschnellen Spektroskopie im mittleren Infrarot
(λ = 3− 20µm) studiert. Zur erstmaligen Durchfu¨hrung eines Experimentes zur koha¨renten
Kontrolle an Intersubbandpolarisationen haben wir ein System entwickelt, welches die Er-
zeugung, Formung und Charakterisierung von ultraschnellen Feldtransienten im mittleren
Infrarot erlaubt.
Die Resultate der experimentellen Untersuchungen lassen sich wie folgt zusammenfassen:
Erzeugung, Formung und Charakterisierung von ultraschnellen Mittinfrarotpul-
sen
Ein neuartiger experimenteller Aufbau ist entwickelt worden, der zum ersten Mal das
phasen- und amplitudenkontrollierte Formen von ultraschnellen Feldtransienten im mitte-
linfraroten Spektralbereich erlaubt. Der Aufbau basiert auf einem zweistufigen Schema: Zu-
erst werden nahinfrarote Pulse, die in einem resonatorgeschalteten Titan-Saphir Oszillator
erzeugt wurden, durch einen programmierbaren Pulsformer geleitet. Auf diese Weise werden
amplituden- und phasenkontrollierte Nahinfrarotpulse erzeugt. In einer weiteren Stufe wird
durch phasenangepaßte Differenzfrequenzmischung der verschiedenen spektralen Komponen-
ten dieses Pulses in einem GaSe Kristall der geformte Mittinfrarotpuls erzeugt. Die auf diese
Weise erzeugten Feldtransienten werden direkt mit Hilfe des ultraschnellen elektro-optischen
Abtastverfahrens gemessen.
• Mittels eines phasengekoppelten Pulspaares werden verschiedene Pulsformen in einem
Wellenla¨ngenbereich um 14 µm erzeugt.
• Die geformten Mittinfrarotpulse haben eine Pulsla¨nge von 200–300 fs.
• Die maximale Pulsenergie ist 1 pJ bei einer Repetitionsrate von 2 MHz.
• Unsere experimentellen Daten sind in guter U¨bereinstimmung mit einem Modell, das
phasenangepaßte optische Gleichrichtung beschreibt.
• Das pra¨sentierte Schema ist auf komplexere Pulsformen, andere Wellenla¨ngen und
andere nichtlineare Kristalle erweiterbar.
Ultraschnelle koha¨rente Kontrolle von Intersubbandu¨berga¨ngen in Quan-
tento¨pfen
Wir untersuchen die Mo¨glichkeit der koha¨renten Kontrolle von Intersubbandu¨berga¨ngen.
Amplituden- und phasenkonntrollierte Feldtransienten, die mit unserer neuen Laserquelle
erzeugt werden, induzieren bei einer Wellenla¨nge von 12.5 µm resonante Intersubbandanre-
gungen in n-Typ modulationsdotierten GaAs/AlGaAs Quantento¨pfen. Die transmittierten
elektrischen Feldtransienten werden mit Hilfe des ultraschnellen elektro-optischen Abtast-
verfahrens gemessen.
• Unter Anwendung zweier phasengekoppelter Mittinfarotpulse variabler relativer Phase
zeigen wir erstmalig die koha¨rente Kontrolle an linearen Intersubbandpolarisationen
mit Dephasierungszeiten unterhalb einer Pikosekunde.
• Eine Sa¨ttigung von mehr als 20 % wird bei einer Mittinfrarotpulsenergie von nur 1 pJ
erreicht.
• Die experimentellen Resultate sind in exzellenter U¨bereinstimmung mit einem einfa-
chen Modell, das auf den Maxwell-Bloch-Gleichungen basiert. Dies ist eine Besta¨tigung
dafu¨r, daß sich die untersuchte Quantentopfprobe mit einer Elektronendichte von nur
5×1010 cm−2 pro Quantentopf wie ein ideales, homogen verbreitertes Zweiniveausystem
verha¨lt.
• Diese Ergebnisse ko¨nnten die Realisierung ultraschneller Schalter, die auf koha¨renten
Intersubbandpolarisationen basieren, vereinfachen.
Ultraschneller Elektronentransport in Quantenkaskadenstrukturen
Es wird erstmalig ein direktes, zeitaufgelo¨stes Experiment an elektrisch betriebenen
Quantenkaskadenstrukturen vorgestellt. Diese Untersuchung ermo¨glicht den Einblick in die
Dynamik des Elektronentransports, der mit stationa¨ren Methoden nicht meßbar ist. Der
ultraschnelle Quantentransport der Elektronen vom Injektor durch die Injektionsbarriere in
das obere Lasersubband wird in Femtosekunden-Mittinfrarot-Anreg-Abtast-Experimenten
untersucht. Auf diese Weise beobachten wir die ultraschnelle Sa¨ttigung und die nachfol-
gende Wiederherstellung des elektrisch induzierten Gains. Fu¨r die Experimente verwenden
wir drei GaAs/AlxGa1−xAs Proben mit unterschiedlichem Aluminiumgehalt (x = 33 % und
x = 45 %) und unterschiedlicher Injektionsbarrierenbreite.
• Wir beobachten ausgepra¨gte Gainoszillationen bei angelegtem Vorwa¨rtsstrom und an
spektralen Positionen am Gainmaximum. Dies ist ein direkter Beweis fu¨r eine koha¨rente
Wellenpaketspropagation vom Injektor in das obere Lasersubband mittels resonantem
Tunneln trotz der hohen Ladungstra¨gerdichte (4× 1011 cm−2) in Quantenkaskadenla-
sern. Nach der Sa¨ttigung ist der elektrisch induzierte Gain bei niedrigen Gitter- und
Ladungstra¨gertemperaturen innerhalb einer Pikosekunde vollsta¨ndig wiederhergestellt.
• Die Quotienten der beobachteten Oszillationsfrequenzen (1.5 − 2.5 THz) aller drei
Proben sind in guter U¨bereinstimmung mit Berechnungen der Energieaufspaltungen
zwischen dem niedrigsten Injektorzustand und dem oberen Laserzustand in der Re-
sonanz. Die absoluten Werte sind jedoch etwas ho¨her als die berechneten. Dies hat
mo¨glicherweise seine Ursache in der Depolarisationsverschiebung aufgrund von La-
dungsdichteoszillationen nach starker Anregung. Aus diesem Grund legen es unsere
Daten nahe, daß Vielteilcheneffekte eine wichtige Rolle fu¨r den Elektronentransport in
Quantenkaskadenstrukturen spielen.
• Die Oszillationsfrequenzen ha¨ngen empflindlich von der Breite und dem Aluminium-
gehalt der Barriere ab. Eine Vera¨nderung der Barrierenbreite um nur zwei Monolagen
hat einen Frequenzunterschied von 50 % zur Folge.
• Die Oszillation ist mit einer Zeitkonstante von 200–300 fs geda¨mpft. Diese Zeit stellt
eine untere Grenze fu¨r die homogene Dephasierungszeit T2 der beobachteten Quanten-
koha¨renz dar. Die Koexistenz einer langen Dephasierungszeit und hoher Coulombstreu-
raten im Injektor sowie der Gainu¨berschwinger, der bei der halben Oszillationsperiode
beobachtet wird, deuten auf das Auftreten streuinduzierter Koha¨renz hin, welches eine
quantenkinetische Erscheinung ist.
• Bei ho¨heren Ladungstra¨gertemperaturen, welche bei einer Erho¨hung der Gitter-
temperatur, der Anregpulsenergie oder des elektrischen Stroms entstehen, wird ein
zusa¨tzlicher, exponentieller Beitrag zur Wiederherstellung des Gains beobachtet. Die-
ser Beitrag kann mit inkoha¨rentem, resonanten Tunneln aufgrund einer erho¨hten De-
phasierungsrate sowie mit nichtresonantem Tunneln thermisch aktivierter Elektronen
in ho¨heren Injektorsubba¨ndern erkla¨rt werden. Bei weiterem Aufheizen des Elektro-
nengases wird ein sehr langsames Wiederherstellen des Gains auf einer Pikosekunden-
zeitskala beobachtet. Dies kann durch ein Abku¨hlen der Ladungstra¨gerverteilung im
Injektor, welche durch das Thermalisieren der angeregten Elektronen aufgeheizt wird,
erkla¨rt werden. Aus diesem Grund ist die beobachtete Gaindynamik nicht ausschließ-
lich durch das Tunneln vom Injektor in das obere Lasersubband sonder auch durch die
Dynamik des Aufheizens und Abku¨hlens der Ladungstra¨ger bestimmt.
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