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Preface 
We are pleased to present to you the proceedings of the 30th International Conference 
on Legal Knowledge and Information Systems – JURIX 2017. For three decades, the 
JURIX conferences have been held under the auspices of the Dutch Foundation for 
Legal Knowledge Based Systems (www.jurix.nl). In the time, it has become a Europe-
an conference in terms of the diverse venues throughout Europe and the nationalities of 
participants. The conference continues to address familiar topics and extending known 
techniques as well as reaching out to newer topics such as question-answering and us-
ing data-mining and machine-learning. 
The 2017 edition of JURIX, which runs from 13–15 December, takes place in 
Luxembourg City, Luxembourg, on the Kirchberg Campus of the University of Lux-
embourg. We received 42 submissions for this edition, 12 of which were selected for 
publication as full papers (10 pages in the proceedings) and 13 as short papers (six pag-
es in the proceedings), for an acceptance rate of around 59%. All papers were rigorous-
ly reviewed. The strongest papers were accepted as full-papers, for an acceptance rate 
of 28.6%, while borderline or weakly acceptable papers were accepted as short papers, 
making up 30% of accepted papers. The papers address a wide range of topics in Arti-
ficial Intelligence and Law, such as argumentation, norms, evidence, belief revision, 
citations, case based reasoning, and ontologies; diverse techniques were applied such as 
information retrieval and extraction, machine learning, semantic web, and network 
analysis amongst others; the textual sources included legal cases, Bar Examinations, 
and legislative/regulatory documents. 
This year, our invited speakers lead AI and Law research and development in in-
dustry and government. One speaker was Tonya Custis, who is a Research Director at 
Thomson Reuters, where she leads a team of Research Scientists performing applied 
research in Artificial Intelligence technologies. She is currently leading projects that 
explore Question Answering and Natural Language Understanding in the Legal domain. 
Our other speaker was Monica Palmirani, who is a professor in Computer Science and 
Law and Legal Informatics at University of Bologna, School of Law. Amongst other 
activities, she has been a lead on efforts to develop the OASIS standards LegalDocML 
and the LegalRuleML, which aim to make the structure and content of legal documents 
machine-readable. Our speakers highlight the impact of current work of Artificial Intel-
ligence and Law on real work practice. 
In addition to the main conference program, the workshops added opportunities for 
work focussed on research beyond the usual JURIX scope. The First Workshop on 
Technologies for Regulatory Compliance provided a forum for discussion of research 
on technologies for regulatory compliance which use semantic resources or Artificial 
Intelligence techniques. The Fourth Workshop on Legal Data Analysis of the Central 
European Institute of Legal Informatics (LDA: CEILI) focussed on the representation, 
analysis, and reasoning with legal data in information systems from a lawyer’s and 
citizen’s perspective. The Ninth Workshop on Artificial Intelligence and the Complexi-
ty of Legal Systems (AICOL) welcomed research in AI, political and legal theory, ju-
risprudence, philosophy of technology and the law, social intelligence, and normative 
multi-agent systems to address the ways in which the current information revolution 
v
 affects the basic pillars of today's legal and political systems. Also, the Doctoral Con-
sortium attracted additional papers and aimed to help young researchers enter the JU-
RIX community. 
Finally, we have the honour to thank the people who have contributed to make 
JURIX 2017 a success: the colleagues who supported local organisation; Tom van 
Engers and his Doctoral Consortium committee who worked with doctoral students on 
their submissions; the reviewers and sub-reviewers who ensured a strict but fair re-
viewing process; the authors who have submitted papers; the workshop organisers who 
added auxiliary meetings beyond the central programme of the main conference; and 
last but not least, the members of the JURIX Steering Committee as well as the current 
JURIX board who guide JURIX over the year. 
Adam Wyner – JURIX 2017 Programme Chair 
Giovanni Casini – JURIX 2017 Local Organisation 
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Normative Requirements as Linked Data
Fabien GANDON a,1,2, Guido GOVERNATORI b and Serena VILLATA a
a Université Côte d’Azur, Inria, CNRS, I3S, France
b Data61, CSIRO, Australia
Abstract. In this paper, we propose a proof of concept for the ontological repre-
sentation of normative requirements as Linked Data on the Web. Starting from the
LegalRuleML ontology, we present an extension of this ontology to model normative
requirements and rules. Furthermore, we deﬁne an operational formalization of the
deontic reasoning over these concepts on top of the Semantic Web languages.
Keywords. Linked data, Semantic Web, Deontic rules, Ontology
1. Introduction
The Linked Data principles [3] provide a standard approach to weave a Web of data, linking
datasets across the world and virtually in any domain. The semantic Web frameworks
additionally provide standard means to publish data (RDF [4]), ontological knowledge
(RDFS [5] and OWL [6] schemata), and to query and reason on them (SPARQL [7]).
Despite existing approaches to model legal ontological knowledge [9,1,2], little work has
been devoted towards the deﬁnition of an end-to-end framework to represent, publish and
query ontological knowledge from the legal domain using such standards. In this paper,
we study how Semantic Web frameworks could apply to the formalization, publication
and processing of legal knowledge, and in particular, normative requirements and rules.
A linked data based deontic representation and reasoning allows us to (a) rely on Web
standard to represent, exchange and foster interoperability between deontic rule bases and
reasoning systems, (b) rely on existing standards (e.g. SPARQL) and infrastructures (e.g.
triple stores) to implement deontic systems, and (c) combine linked data and semantic Web
reasoning and formalisms (e.g., OWL) with deontic reasoning to support more inferences.
Our research question is: Can we represent and reason on the deontic aspects of
normative rules with standard Semantic Web languages? We focus here on two sub-
questions: For which aspects schema-based reasoning (RDFS, OWL) is relevant? and Can
we operationally formalize other deontic reasoning rules with RDF and SPARQL?
We ﬁrst survey the related work to show that current legal vocabularies on the
Semantic Web do not provide the expressiveness we need (Section 2). Then we specify and
formalize of the ontology we require (Section 3). We describe how normative requirements
1Corresponding Author: Fabien Gandon, Inria, Wimmics, 2004 rt des Lucioles, 06902 France; E-mail:
fabien.gandon@inria.fr, http://fabien.info.
2The authors have received funding from the European Union’s Horizon 2020 research and innovation
programme under the Marie Skodowska-Curie grant agreement No 690974 for the project “MIREL: MIning and
REasoning with Legal texts”.
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can be represented as Linked Data (Section 4), and why the states of aﬀairs should be
represented as RDF 1.1 named graphs (Section 5). Relying on this modeling, we show that
some aspects of deontic reasoning cannot be covered by the OWL formalization whilst
they can be captured with SPARQL rules (Section 6). We experiment this approach with a
proof of concept (Section 7) before concluding.
2. Related Work
We performed a search3 on LOV [8], a directory of Semantic Web vocabularies and
schemata, to see how legal concepts are covered in published ontologies. Among the
retrieved vocabularies, we identiﬁed that:
• the General Ontology for Linguistic Description (GOLD) includes a “Deontic
Modality” concept 4 but it is essentially deﬁned from a linguistic point of view with
the goal to perform natural language analysis.
• the Public Procurement Ontology (PPROC) has the notion of “Contract additional
obligations” which is a class limited to describing the additional obligations a
contract requires5.
• the Open Standards for Linking Governments Ontology (OSLO) includes an upper
class “permission”, but attached to the role of an individual in a society6.
• the notions of rights, permissions and licenses are mentioned in schemata such as
Dublin Core7, Creative Commons8 or ODRL9 but to describe the possible uses of
a digital resource and they remain at a descriptive non-formalized level.
Current ontologies are often limited to a speciﬁc domain of application and have very
shallow coverage of deontic concepts. They are not designedwith the goal to support deontic
reasoning above Semantic Web frameworks. Their primitives are designed to annotate
resources with the goal of documenting or supporting some degree of interoperability,
but they are not intended to support Semantic Web based reasoning and processing
of the normative requirements and rules. Closer to our goal is the LegalRuleML Meta
Model [9] providing primitives for deontic rule and normative requirement representation
(Permission, Obligation, Prohibition). We started from this model and extended it with
a new ontology focusing on the deontic aspects, integrating notions from an existing
abstract formal framework for normative requirements of regulatory compliance [10], and
previous on modal defeasible reasoning for deontic logic on the Semantic Web [11]
3. Ontological extension of the LegalRuleML Meta Model
In this section, we ﬁrst describe the competency questions that motivate our extension of
the LegalRuleML ontology, and then we detail the core concepts of our new legal ontology
as well as their formalization in OWL.
3Keywords include: obligation, prohibition, permission, rights and licences.
4http://purl.org/linguistics/gold/DeonticModality
5http://linguistics-ontology.org/gold/DeonticModality
6http://purl.org/oslo/ns/localgov#Permission
7http://dublincore.org/
8https://creativecommons.org/ns
9http://w3c.github.io/poe/vocab/
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3.1. Motivating scenarios and competency questions
Among the many approaches to design an ontology [12], the writing of motivating
scenarios is a very usual initial step of speciﬁcations to capture problems that are not
adequately addressed by existing ontologies [13]. The motivating scenario for us here is to
support the annotation, detection and retrieval of normative requirements and rules. We
want to support users in information retrieval with the ability to identify and reason on
the diﬀerent types of normative requirements and their statuses. This would be possible
through ontology population approaches, but the lack of an existing ontology covering
these aspects slows this process, as well as the further development of more advanced
applications in legal computer science.
In a second step of ontology speciﬁcation, a standard way to determine the scope of
the ontology is to extract from the scenarios the questions and answers it should be able
to support if it becomes part of knowledge-based system. These so-called competency
questions [13] place demands on the targeted ontology, and they provide expressiveness
requirements. The competency questions we target for this ontology are:
• What are the instances of a given requirement and its sub-types, e.g. obligation?
• Is a requirement violated by one or more states of aﬀairs, and if so, which ones?
• Is a given description of rules and states of aﬀairs coherent?
• Which rules, documents and states of aﬀairs are linked to a requirement and how?
3.2. Core primitives
To support the competency questions and relying on deﬁnitions from LegalRuleML [9]
and deontic reasoning [10,11], we identiﬁed a set of core primitives for an ontology
capturing the diﬀerent aspects of normative requirements, and supporting the identiﬁcation
and classiﬁcation tasks. We called that ontology Normative Requirement Vocabulary
(NRV), and made it available and dereferenceable following the Linked Data principles.
The namespace is http://ns.inria.fr/nrv# with the preferred preﬁx nrv respectively
submitted both to LOV [8] and to http://prefix.cc.
The top class of the ontology is the Normative Requirement which is deﬁned as the
set of the requirements implying, creating, or prescribing a norm. Then we have a number
of upper classes to capture diﬀerent features of the requirements:
• Compensable Requirement, Non Compensable Requirement, Compensated
Requirement are classes of requirements with diﬀerent compensation statuses.
• the classes Violable requirement, Non Violable Requirement, Violated
Requirement and Compliant Requirement characterize the requirements with
respect to their relation to a Compliance or a Violation.
• the other classes follow the same logic, and they distinguish requirements with
respect to their perdurance, persistence, co-occurance and preemptiveness.
Using these upper classes, we positioned and extended three primitives from the Legal-
RuleML Meta Model (i.e., Prohibition, Permission, Obligation), each one inheriting
from the appropriate super classes we introduced. For instance, Permission inherits from
Non Violable Requirement and Non Compensable Requirement, while Obligation
inherits from Violable Requirement and Compensable Requirement. Specializations
of these classes are then used to introduce the notions of Achievement, Maintenance and
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Punctual. For the complete list of classes and their deﬁnitions, we refer the reader to the
online documentation available at the namespace URL. These primitives and deﬁnitions
provide the taxonomic skeleton of our NRV ontology.
3.3. Formalization
In this section, we provide some formalization details (ontological commitment) and their
translation into OWL (computational commitment). We will use the TriG syntax [14] for
RDF, and the preﬁxes we use in the rest of this article are:
lrmlmm: http://docs.oasis-open.org/legalruleml/ns/v1.0/metamodel#
owl: http://www.w3.org/2002/07/owl#
rdf: http://www.w3.org/1999/02/22-rdf-syntax-ns#
rdfs: http://www.w3.org/2000/01/rdf-schema#
rulemm: http://docs.oasis-open.org/legalruleml/ns/v1.0/rule-metamodel#
xml: http://www.w3.org/XML/1998/namespace
xsd: http://www.w3.org/2001/XMLSchema#
nrv: http://ns.inria.fr/nrv#
nru: http://ns.inria.fr/nrv-inst#
We captured the disjointedness expressed in the upper classes representing exclusive
characteristics of normative requirements (compensable / non-compensable, violable /
non-violable, persistent / non persistent):
:NormativeRequirement a rdfs:Class ;
owl:disjointUnionOf ( :CompensableRequirement :NonCompensableRequirement ) ;
owl:disjointUnionOf ( :ViolableRequirement :NonViolableRequirement ) ;
owl:disjointUnionOf ( :PersistentRequirement :NonPersistentRequirement ) .
We initially considered the disjointedness of a compliant requirement and a violated
requirement, however this disjointedness is not global but local to a state of aﬀairs and
therefore it does not translate to a general disjointedness of classes, i.e., a requirement may
be violated by a state of aﬀairs but compliant with an other one at the same time. However,
this led us to capture this issue as a property disjointedness, since a requirement cannot be
violated and be compliant with the same state of aﬀairs at the same time:
:hasCompliance a owl:ObjectProperty ; rdfs:label "has for compliance"@en ;
rdfs:domain :ViolableRequirement ; rdfs:range lrmlmm:Compliance ;
owl:propertyDisjointWith :hasViolation .
Obligations are an example of non disjoint union between achievements and maintenances,
since a punctual requirement is both an achievement and a maintenance:
lrmlmm:Obligation a rdfs:Class ;
rdfs:subClassOf :ViolableRequirement ;
rdfs:subClassOf :CompensableRequirement ;
owl:unionOf ( :Achievement :Maintenance ) .
:Achievement a rdfs:Class ; rdfs:label "achievement"@en ;
owl:disjointUnionOf ( :PreemptiveAchievement :NonPreemptiveAchievement ) ;
owl:disjointUnionOf ( :PerdurantAchievement :NonPerdurantAchievement ) ;
rdfs:subClassOf lrmlmm:Obligation .
:Maintenance a rdfs:Class ; rdfs:label "maintenance"@en ;
rdfs:subClassOf lrmlmm:Obligation .
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Figure 1. Overview of the NRV ontology and its core primitives, in particular Prohibition, Permission,
Obligation and a number of upper classes to capture diﬀerent features of a Normative Requirement.
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Violated and compensated requirements could be deﬁned with restrictions on the properties
hasViolation and hasCompensation:
:ViolatedRequirement a rdfs:Class ;
rdfs:subClassOf :ViolableRequirement ;
owl:equivalentClass [ a owl:Restriction ;
owl:onProperty :hasViolation ;
owl:minCardinality 1 ] .
:CompensatedRequirement a rdfs:Class ;
rdfs:subClassOf :CompensableRequirement ;
owl:equivalentClass [ a owl:Restriction ;
owl:onProperty :hasCompensation ;
owl:minCardinality 1 ] .
We could now be tempted to deﬁne a compliant requirement with the following restrictions:
1 :CompliantRequirement a rdfs:Class ; rdfs:label "compliant requirement"@en ;
2 rdfs:subClassOf :ViolableRequirement ;
3 owl:equivalentClass [ a owl:Restriction ;
4 owl:onProperty :hasCompliance ;
5 owl:minCardinality 1 ] .
6 owl:equivalentClass [ a owl:Restriction ;
7 owl:onProperty :hasViolation ;
8 owl:maxCardinality 0 ] .
However we removed the second part (lines 6-8) of the restriction since it re-introduces
a disjunction between the compliant and violated requirement classes. The notions of
compliance and violation are not generally disjoint but only disjoint locally to a state of
aﬀair, i.e., a normative requirement can be violated and compliant at the same time but
with respect to diﬀerent states of aﬀairs. However, OWL deﬁnitions cannot rely on RDF
1.1 named graphs, which we will use for representing states of aﬀairs. Therefore we will
need another mechanism to capture this kind of constraints.
Because we used disjoint unions, the ontology is in OWL DL, i.e., SHOIN(D),
more precisely in theAL(U)C(H)RN family, i.e.,AL attributive language, (U concept
union), C complex concept negation, (H role hierarchy), R limited complex role inclusion
axioms, reﬂexivity, irreﬂexivity, role disjointedness, and N cardinality restrictions.
Wedecided to declare the signature of properties (e.g., hasViolation, hasCompensation)
at the ability level (e.g., violable requirement, compensable requirement), and not at the
eﬀective status level (e.g., violated requirement, compensated requirement) because each
status will be local to a state of aﬀairs. Therefore, in the end, we avoided too strong
restrictions and signatures. If we remove cardinality restrictions, unions and disjointedness,
the ontology becomes compatible with OWL EL and OWL RL which could be interesting
for implementations relying on rule-based systems, especially when we consider the
extensions proposed in the following sections.
4. Requirements as Linked Data
Using the LegalRuleML Meta Model and the NRV ontology we can now start to represent
normative requirements as Linked Data. Let us introduce two examples. The ﬁrst one is a
rule stating that according to Australian law one cannot drive over 90km/h:
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<http://gov.au/driving-rule> a lrmlmm:Source ;
rdfs:label "driving rules in Australia"@en .
nru:LSS1 a lrmlmm:Sources ;
lrmlmm:hasLegalSource <http://gov.au/driving-rule> .
nru:LRD1 a lrmlmm:LegalRuleMLDocument ;
lrmlmm:hasLegalSources nru:LSS1 ;
lrmlmm:hasAlternatives [ lrmlmm:fromLegalSources nru:LSS1 ;
lrmlmm:hasAlternative nru:PS1 ] ;
lrmlmm:hasStatements nru:SS1 .
nru:SS1 a lrmlmm:Statements ;
lrmlmm:hasStatement nru:PS1 .
nru:PS1 a lrmlmm:PrescriptiveStatement, lrmlmm:Prohibition ;
rdfs:label "can’t drive over 90km"@en .
The second example is a rule stating that employees of CSIRO must wear their badges:
<http://csiro.au/security-rule> a lrmlmm:Source ;
rdfs:label "security rules in CSIRO"@en .
nru:LSS2 a lrmlmm:Sources ;
lrmlmm:hasLegalSource <http://csiro.au/security-rule> .
nru:LRD2 a lrmlmm:LegalRuleMLDocument ;
lrmlmm:hasLegalSources nru:LSS2 ;
lrmlmm:hasAlternatives [ lrmlmm:fromLegalSources nru:LSS2 ;
lrmlmm:hasAlternative nru:PS2 ] ;
lrmlmm:hasStatements nru:SS2 .
nru:SS2 a lrmlmm:Statements ;
lrmlmm:hasStatement nru:PS2 .
nru:PS2 a lrmlmm:PrescriptiveStatement, lrmlmm:Obligation ;
rdfs:label "you must wear your badge inside CSIRO facilities"@en .
5. State of aﬀairs as named graphs.
The ability to deﬁne contexts and group assertions was one of the main motivations for
having named graphs in RDF 1.1 [15]. The notion of state of aﬀairs at the core of deontic
reasoning is naturally captured by named graphs where all the statements of each state
of aﬀairs are encapsulated as RDF triples in a named graph, identifying that precise
state of aﬀairs. We provide here four examples of states of aﬀairs respecting (2 and 3)
or breaking (1 and 4) the rules of the normative statements described above. The core
idea is to represent each state of aﬀairs as a named graph typed as a factual statement of
LegalRuleML.
:StateOfAffairs1 a lrmlmm:FactualStatement .
GRAPH :StateOfAffairs1 { rdfs:label "Tom" ;
:Tom :activity [ a :Driving ;
:speed "100"^^xsd:integer ;
rdfs:label "driving at 100km/h"@en ] . }
:StateOfAffairs2 a lrmlmm:FactualStatement .
GRAPH :StateOfAffairs2 {
:Jim :activity [ a :Driving ; rdfs:label "Jim" ;
:speed "90"^^xsd:integer ;
rdfs:label "driving at 90km/h"@en ] . }
:StateOfAffairs3 a lrmlmm:FactualStatement .
GRAPH :StateOfAffairs3 { rdfs:label "Jane" ;
:Jane :location [ rdf:value :CSIRO ;
:start "2017-07-18T09:30:10+09:00"^^xsd:date ;
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:end "2017-07-18T17:00:10+09:00"^^xsd:date ] ;
:badge [ rdf:value :CSIRO ;
:start "2017-07-18T09:30:10+09:00"^^xsd:date ;
:end "2017-07-18T17:00:10+09:00"^^xsd:date ] . }
:StateOfAffairs4 a lrmlmm:FactualStatement .
GRAPH :StateOfAffairs4 { rdfs:label "Steve" ;
:Steve :location [ rdf:value :CSIRO ;
:start "2017-07-18T09:30:10+09:00"^^xsd:date ;
:end "2017-07-18T17:00:10+09:00"^^xsd:date ] ;
:badge [ rdf:value :CSIRO ;
:start "2017-07-18T10:30:10+09:00"^^xsd:date ;
:end "2017-07-18T17:00:10+09:00"^^xsd:date ] . }
6. Deontic reasoning as SPARQL rules
Since the notion of named graph that appeared with RDF 1.1 (2014, [4]) is absent from
OWL 2 (2012, [6]) and its constructors, we need to implement the reasoning on states
of aﬀairs by other means. The SPARQL language is both a standard and a language able
to manipulate named graphs so we propose to use SPARQL rules. In this section, we
explore the coupling of OWL reasoning with SPARQL rules to formalize and implement
some deontic reasoning. Description Logics (DL) support reasoning on the description of
concepts and properties of a domain (terminological knowledge or T-Box) and of their
instances (assertional knowledge or A-box). They are the basis of the Web Ontology
Language (OWL). The classical inferences supported by DL are instance checking, relation
checking, subsumption checking, and consistency checking [16]. While these inferences
are useful to reason about deontic knowledge (e.g., a compensable requirement must also
be a violable requirement), they do not cover all the inferences we want to support here in
particular deontic rules (e.g., a requirement is violated by a state of aﬀairs if, during a
speciﬁc period of time, a given constraint does not hold). These rules rely on complex
pattern matching including, for instance, temporal interval comparison that go beyond
OWL expressiveness. As a proof of concept, the following rules check the violation or
compliance of the statements made by the previous states of aﬀairs. The core idea is
to add to each named graph of each state of aﬀairs the deontic conclusions of the legal
rules relevant to it. By relevant we mean here that the state of aﬀairs describes a situation
that falls under the application conditions of that legal rule. The following rules update
compliance and violation for the driving speed requirement:
DELETE { graph ?g { nru:PS1 nrv:hasCompliance ?g } }
INSERT { graph ?g { nru:PS1 a nrv:ViolatedRequirement ;
nrv:hasViolation ?g } }
WHERE { graph ?g { ?a a :Driving ; :speed ?s . }
FILTER (?s>90) } ;
DELETE { graph ?g { nru:PS1 a nrv:ViolatedRequirement ;
nrv:hasViolation ?g } }
INSERT { graph ?g { nru:PS1 nrv:hasCompliance ?g } }
WHERE { graph ?g { ?a a :Driving ; :speed ?s . }
FILTER (?s<=90) }
The following rules update compliance and violation for the CSIRO badge requirement:
INSERT { graph ?g { nru:PS2 a nrv:ViolatedRequirement ; nrv:hasViolation ?g }}
WHERE { graph ?g { ?x :location [ rdf:value ?o ; :start ?ls ; :end ?le ]
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optional { ?x :badge [ rdf:value ?o ; :start ?bs ; :end ?be ] .
FILTER (?bs<=?ls && ?be>=?le) } }
FILTER ( ( ! bound (?bs)) ) } ;
INSERT { graph ?g { nru:PS2 nrv:hasCompliance ?g } }
WHERE { graph ?g { ?x :location [ rdf:value ?o ; :start ?ls ; :end ?le ]
?x :badge [ rdf:value ?o ; :start ?bs ; :end ?be ] . }
FILTER (?bs<=?ls && ?be>=?le) }
The following rules update compliance for the state of aﬀairs after violations were checked:
INSERT { graph ?g {?n a nrv:CompliantRequirement } }
WHERE { ?g a lrmlmm:FactualStatement .
?n a nrv:ViolableRequirement .
graph ?g { ?n nrv:hasCompliance ?g }
minus { graph ?g { ?n nrv:hasViolation ?g } } } ;
DELETE { graph ?g {?n a nrv:CompliantRequirement } }
WHERE { ?g a lrmlmm:FactualStatement .
?n a nrv:ViolableRequirement .
graph ?g { ?n nrv:hasViolation ?g } }
7. Proof of concept and experimentation
To validate and experiment with the ontology, the Linked Data and the rules, we used two
established tools:
• the latest version of the Protégé platform [17] and the reasoners it includes were
used to check the NRV OWL ontology which was found coherent and consistent.
• the latest version of CORESE [18] was used to load the LegalRuleML and NRV
ontologies, the Linked Data about the rules and the states of aﬀairs, and the SPARQL
rules to draw the conclusions as shown in Figure 2 for the two ﬁrst states of aﬀairs
concerning speed limitation.
Figure 2. Extract of the quadruples (N-Quads) produced by CORESE after all the reasoning on the two ﬁrst
states of aﬀairs concerning speed limitation showing one violated state (white background) and one compliant
one (blue background). The columns indicate the named graph of the state of aﬀairs (?g), the subjects (?lx), the
predicates (?lp), and the objects (?lv) of the triples in this named graph.
8. Conclusions
In this paper, we addressed the issue that current vocabularies on the Semantic Web
do not provide the expressiveness required to support deontic reasoning on normative
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requirements and rules. As a contribution, we speciﬁed and formalized an ontology
extending LegalRuleML, and we showed how it can be used to represent normative
requirements as Linked Data with states of aﬀairs represented as RDF 1.1 named graphs.
Relying on this modeling, we proposed an approach based on SPARQL rules to cover
some of the deontic aspects outside the expressiveness of OWL 2, and we experiment this
approach with a proof of concept based on two established tools of the Semantic Web
community. Future work includes extensive population and testing of the ontology on
larger datasets and cases. In particular, we intend to go beyond the proof of concept by
evaluating this end-to-end approach based on the Semantic Web languages on a business
process compliance checking scenario [10]. Extensions of this work also include the
possibility to represent diﬀerentiated classes of validity that would correspond to the
actual structure of our legal system and non-binary modes that would be ﬁt to process
proportionality of legal principles. The introduction of a complete rule-based system is
part of our future directions as well.
References
[1] Hoekstra, R.; Breuker, J.; Bello, M. D.; and Boer, A. 2007. The LKIF core ontology of basic legal
concepts. In Proc. of the Workshop on Legal Ontologies and AI Techniques.
[2] Sartor, G.; Casanovas, P.; Biasiotti, M.; and Fernndez-Barrera, M. 2013. Approaches to Legal Ontologies:
Theories, Domains, Methodologies. Springer.
[3] T. Heath, C. Bizer, Linked data: Evolving the web into a global data space, Synthesis lectures on the
semantic web: theory and technology 1.1 (2011): 1-136.
[4] World Wide Web Consortium, RDF 1.1 concepts and abstract syntax, W3C Recommendation, 25 February
2014
[5] World Wide Web Consortium, RDF Schema 1.1, W3C Recommendation, 25 February 2014
[6] World Wide Web Consortium, OWL 2 Web Ontology Language, Document Overview (2nd Edition), W3C
Recommendation 11 December 2012
[7] World Wide Web Consortium, SPARQL Query Language for RDF, W3C Recommendation 15 January
2008
[8] Vandenbussche, Pierre-Yves, et al. "Linked Open Vocabularies (LOV): a gateway to reusable semantic
vocabularies on the Web." Semantic Web 8.3 (2017): 437-452.
[9] Athan, Tara, et al., OASIS LegalRuleML, Proceedings of the Fourteenth International Conference on
Artiﬁcial Intelligence and Law, ACM, 2013
[10] M. Hashmi, G. Governatori, M.T. Wynn, Normative requirements for regulatory compliance: An abstract
formal framework. Omnes Information Systems Frontiers 18(3), pp. 429-455, 2016
[11] K. Efstratios, N. Bassiliades, G. Governatori, G. Antoniou, A Modal Defeasible Reasoner of Deontic
Logic for the Semantic Web, International Journal on Semantic Web and Information Systems, (IJSWIS)
7 (2011): 1, doi:10.4018/jswis.2011010102
[12] F. Gandon, Ontology Engineering: a Survey and a Return on Experience, RR-4396, INRIA. 2002.
[13] M. Uschold, M. Gruninger, Ontologies: Principles, methods and applications, The knowledge engineering
review, 11(2), 93–136, 1996, Cambridge University Press.
[14] World Wide Web Consortium, RDF 1.1 TriG, W3C Recommendation, 25 February 2014
[15] F. Gandon, O. Corby, Name That Graph or the need to provide a model and syntax extension to specify
the provenance of RDF graphs., W3C Workshop — RDF Next Steps, Jun 2010, Palo Alto, United States.
[16] F. Baader, D. Calvanese, D. L. McGuinness, D. Nardi, P. F. Patel-Schneider, The Description Logic
Handbook: Theory, Implementation, Applications. CUP, 2003.
[17] N.F. Noy, M. Sintek, S. Decker, M. Crubézy, R. W. Fergerson, and M. A. Musen, Creating semantic web
contents with protege-2000, IEEE Intelligent Systems, 16.2 (2001): 60-71.
[18] O. Corby, R. Dieng-Kuntz and C. Faron-Zucker, Querying the semantic web with corese search engine, In
Proc. of the 16th European Conf. on Artiﬁcial Intelligence, pp. 705-709 (2004), IOS Press.
F. Gandon et al. / Normative Requirements as Linked Data10
Classifying Legal Norms with
Active Machine Learning
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Abstract. This paper describes an extended machine learning approach
to classify legal norms in German statutory texts. We implemented an
active machine learning (AML) framework based on open-source soft-
ware. Within the paper we discuss diﬀerent query strategies to opti-
mize the selection of instances during the learning phase to decrease the
required training data.
The approach was evaluated within the domain of tenancy law.
Thereby, we manually labeled the 532 sentences into eight diﬀerent func-
tional types and achieved an average F1 score of 0.74. Comparing three
diﬀerent classiﬁers and four query strategies the classiﬁcation perfor-
mance F1 varies from 0.60 to 0.93. We could show that in norm classiﬁ-
cation tasks AML is more eﬃcient than conventional supervised machine
learning approaches.
Keywords. norm classiﬁcation, active machine learning, text mining
1. Introduction
More and more textual data that is relevant for the legal domain is digitally
available. Algorithms and technological infrastructure for text mining and natural
language processing are becoming more powerful in terms of their accuracy and
performance. The use cases and tools for text mining in the legal ﬁeld that are
relevant for legal experts or practitioners, e.g., scientists, lawyers, judges, courts,
etc., are manifold. A recent overview was published by Ashley in 2017 [1].
From an algorithmical point of view two major approaches exist to struc-
ture textual data: rule-based (knowledge-based) approaches and machine learning
(ML) (statistical). Both approaches are attractive and have their speciﬁc advan-
tages and disadvantages. Nowadays, rule-based approaches are still more common
in practice, although science focuses much more on ML (see [2]). Many diﬀerent
notions of ML exist that can be applied to classify, categorize, predict, or cluster
textual data. Thereby, active machine learning (AML) seems to be highly attrac-
tive, since it decreases the eﬀort of training by providing mechanisms to train ML
classiﬁers more eﬃciently [3].
This paper describes the combination of rule-based text mining with AML,
a speciﬁc form of semi-supervised ML, for the classiﬁcation of legal norms. The
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reminder of the paper is structured as follows: Section 2 provides a short overview
of the related work, Section 3 describes the architecture of the AML approach,
the dataset and used labels are discussed in Section 4, ﬁnally the approach and
its performance is evaluated in Section 5.
2. Related Approaches in Norm and Sentence Classiﬁcation
Maat and Winkels performed this task for Dutch legislative text [4,5]. Thereby,
they achieved a remarkable accuracy of more than 90% by classifying 13 diﬀerent
classes using a Support Vector Machine (SVM). They also performed the classiﬁ-
cation using a context free grammar, i.e., rule-based approach, for the classiﬁca-
tion (see [5]).
Wyner et al. extracted rules from regulations using JAPE grammar and the
GATE framework [6]. They have developed a methodology for the extraction
of deontic rules using linguistic rules. The quality of the results is varying, but
promising: several categories have been extracted with high precision and recall.
The research group of Ashley, Grabmair and Savelka [7,8] extracted of seman-
tic information from legal documents, e.g., statutory texts and cases. Thereby,
they used an Apache UIMA type system to extract legal concepts from vaccine
injury decisions (see [7]). Beside these rule-based approaches they investigated
the potentials of interactive ML in classifying relevancy during an analysis task
of statutory texts [8]. They were able to show that this can lead to major im-
provements during classiﬁcation tasks.
To the best of our knowledge no attempt to classify norms and sentences
for statutory texts in Germany using an active or supervised machine learning
approach has ever been made before.
3. Active Machine Learning to Classify Legal Norms
3.1. Knowledge Engineering with Rule-based Approaches
Especially for rule-based approaches, linguistic variation as well as vocabulary
variety constitute challenges. This holds within a professional language as well
as in technical languages. Variations of pronunciation, vocabulary, and inﬂec-
tions steadily occur. Current research is still facing the so-called paraphrasing
issue. Two diﬀerent people phrase the same message by diﬀerent wording [9]. A
knowledge engineer must pay attention to these facts in order to deﬁne proper
rules. Although, rule-based approaches are not very popular at today’s scientiﬁc
conferences, they are still pre-dominant in practice [2].
3.2. Active Machine Learning
AML is an adapted form of semi-supervised machine learning, in which the train-
ing is done in so-called rounds. Within each round a pre-deﬁned amount of in-
stances are manually labelled. The instances are not randomly selected but deter-
mined by a mathematical founded query strategy. The process starts by utilizing
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random queried instances (seed set) to initially train a classiﬁer model (1). This
trained model is used to predict the labels of the unlabeled instances (2). Based on
a query strategy, the unlabeled norms are selected by the classiﬁer to distinguish
more eﬃciently between the types (3). Thereby, query strategies are algorithms
using the output probabilities/scores of the classiﬁer to calculate an informative-
ness measure such as the entropy. These instances (e.g. instances having the high-
est entropy) are presented to a person to be labeled and added to the training
set consisting of the random queried instances. The other (not labeled) instances
remain in the unlabeled dataset (4). This process is repeated until some kind
of stopping criterion (e.g., conﬁdence threshold, maximum number of rounds) is
met [3].
We implement our approach with Apache Spark, which is a fast, fault-tolerant
and general-purpose open-source cluster computing framework for large-scale data
processing. Spark provides an ecosystem consisting of several components manag-
ing the basic functionality (e.g., memory management, task scheduling). Apache
Spark oﬀers a ML library called MLlib1 consisting of a variety of eﬃcient and scal-
able implementations of common ML settings to conduct (semi-)supervised and
unsupervised ML. Additionally, MLlib provides so-called ML Pipelines that facil-
itate the execution of typical ML classiﬁcation tasks, i.e., preprocessing, feature
extraction, and classiﬁcation.
AML is an iterative and interactive extension of conventional semi-supervised
ML. The key hypothesis of AML is that if the learning algorithm can select
the data from which it learns, it will perform better with a smaller training set
resulting in a more eﬃcient learning.
3.3. Best-of-breed: Combining Rule-based and Active Machine Learning
The discussed approaches can be combined to tackle two challenges. Firstly the
generation of labeled datasets that can be used for supervised machine learning
techniques in text analysis and secondly the classiﬁcation of textual data.
As described in Section 3.1, information extraction based on explicitly for-
mulated rules is an eﬀective way of directly integrating the expertise of domain
professionals into the process of knowledge engineering. However, generally rules
fail to fully capture the broad linguistic variety encountered in natural language.
The combination of (active) ML and rule-based approaches seems suitable to
address the aforementioned challenges assuming that rule-based information ex-
traction suﬀers from low recall but high precision (assuming the rules are written
correctly) and (supervised) ML needs large amount of training data for correct
inference. Figure 1 shows the structure of the integration of these two approaches,
implemented in diﬀerent software components. The entities extracted with rules
bootstrap the active machine learning part, where the domain expert monitors
and supports the learning process by providing input for the ML component (see
Section 4.4).
1https://spark.apache.org/mllib/, last access on 08/24/2017
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Figure 1. Combining rule-based and AML based approaches for classiﬁcation of legal norms.
4. Norm Classiﬁcation with Active Machine Learning
4.1. Objective
The classiﬁcation of norms is, due to several reasons, attractive for the ﬁeld of
legal informatics. First of all, it allows a more elaborate diﬀerentiation of a norm’s
meaning and thus supports subsequent norm interpretation and formalization.
Secondly, it is beneﬁcial for the search and exploration tasks in legal information
databases and consequently supports the eﬃciency of searching of and within
legal documents. And ﬁnally, it helps determining references and dependencies
between and within legal norms.
4.2. Types and Classes
Classiﬁcation of legal norms can be addressed from diﬀerent perspectives, e.g.,
from a philosophical, a legal theoretical or, a constructive one. To achieve
the aforementioned tasks—a deeper understanding of interactions between legal
norms—, we chose a classiﬁcation regarding functional types. The taxonomy as
well as the gold standards was developed on German statutory legal norms by
two legal experts.
In a functional norm classiﬁcation system, legal norms can be divided into 4
types of statements: normative, auxiliary, legal-technical, legal-mechanism. Our
taxonomy comprises normative statements into the following categories: statu-
tory duties, statutory rights, shall-to-do rules and (positive/negative) statutory
consequence rules. The taxonomy is shown in Table 1.
The category of statutory duties further comprises the subcategories of order
and prohibition, the category of statutory rights is composed of the subcategories
of permission and release. The type of auxiliary statement norms can be divided
into statements about terms and statements about norms. The ﬁrst category
can be subdivided into explanatory, extending and limiting statements, in which
the explanatory statements include the subcategories of deﬁnition and precision
statements. The category “statement about norms” is subdivided into modiﬁca-
tions, legal validity, scope and area of application categories. Where the norms
are dominated by their legal-technical or legal-mechanism nature, we identiﬁed
the categories of reference and continuation in the ﬁrst section and the categories
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Normative statements
Statutory duties
Order
Prohibition
Statutory rights
Permission
Release
Shall-to-do rules Shall-to-do rules
Legal consequences
Legal consequences pos.
Legal consequences neg.
Auxiliary statements
Statements
about terms
Explanatory
statements
Deﬁnition
Precision
Extension and limitations
Statement
about norms
Legal validity
Legal validity and
non-validity
Scope of
application
Temporal
Personal
Factual
Area of
application
Extension
Limitation
Deﬁnition
Modiﬁcations
Legal-technical statements
Reference
Continuation
Legal-mechanism statements
Procedure
Objection
Table 1. Functional type classiﬁcation of statutory legal norms for Germany’s legislative texts.
of procedure and objection in the second section. Table 1 shows 22 types are
identiﬁed, with considerable diﬀerences in their support within the tenancy law.
4.3. Data
In order to prepare a suitable dataset for the norm classiﬁcation experiment,
a legal expert assigned a type to every sentence of the tenancy law section in
the German civil code (§535 - §595) published on March 1st, 2017. The result
was 532 labeled sentences using 16 diﬀerent labels. As 16 of the 22 labels had
a support less than 1,2%, they were removed from the dataset used. The 504
remaining sentences used for this classiﬁcation task were composed of the eight
classes illustrated in Table 2.
From this dataset, 126 sentences (25%) were randomly added to the test set.
The remaining 378 sentences (75%) were used for iterative training. It was ensured
that enough instances of each class were in both datasets. We used tokens and
their POS tags as features to represent norm instances.
4.4. Experiment and Query Strategies
In this experiment, nine combinations using AML query strategies (see Tables 3
and 4) as well as three combinations using conventional supervised learning (CSL)
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Type (German) Type (English) Occurrences Support
Recht statutory rights 126 25,00%
Pﬂicht statutory duties 109 21,63%
Einwendung objection 92 18,25%
Rechtsfolge legal consequence 50 9,92%
Verfahren procedure 49 9,72%
Verweisung reference 46 9,13%
Fortfu¨hrungsnorm continuation 19 3,77%
Deﬁnition deﬁnition 13 2,58%
Table 2. Types and statistics of used and manually labeled dataset.
were conducted for each classiﬁer. In CSL, instances are queried randomly without
applying any query strategy. These query strategies refer either to uncertainty
sampling (US) or to the more elaborated query by committee (QBC) methods.
While the former uses only one classiﬁer model, the latter creates a committee of
classiﬁers with the intention to cover a larger area of the version space. To create
the classiﬁer committee, the composition of the training data was adapted for
each committee. Except for the QBC Vote Entropy strategy, all strategies take
advantage of the output probabilities.
Query Strategy Method Description
Uncertainty
Sampling (US)
Entropy
Selection based on the avg. information
content (Shannon entropy) of an instance.
Margin Sampling
(MS)
Selection based on the output margin of the
predicted outcomes with the highest prob.
Query by
Comittee (QBC)
QBC Vote Entropy
(VE)
Selection based on a committee of diﬀerent
QS methods (ensemble with majority vote).
QBC Soft VE
Selection based on a committee of diﬀerent
QS methods (ensemble with majority vote,
including probabilities).
Table 3. Query strategies for active machine learning.
As the MLP does not produce any output score, only the QBC vote entropy
approach could be used with this classiﬁer. Each of these twelve combinations was
executed ﬁve times and averaged to obtain a signiﬁcant and comparable result.
In the ﬁrst round, instances (seed set) were randomly queried from the un-
labeled training set, labeled and used for learning in the ﬁrst round. In the sub-
sequent rounds, again either the ﬁve most informative instances in the case of a
Abbr. Classiﬁer Query Strategy
NB Multinomial Naive Bayes Entropy, MS, QBC VE, QBC Soft VE
LR Logistic Regression Entropy, MS, QBC VE, QBC Soft VE
MLP Multi-layer Perceptron QBC VE
Table 4. Combination of the applied evaluation settings.
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query strategy were used; or ﬁve random instances were removed from the unla-
beled training set, labeled and added to the labeled training set. For both classi-
ﬁers used (NB and LR), ﬁve-fold cross validation was applied to ensure that these
predictions were made with the best model found.
After each round, the resulting pipeline model was applied to the test data to
evaluate the performance of the current model. This process was repeated until
all instances of the training set were labeled (72 learning rounds in total).
4.5. Parametrization of Classiﬁers
The classiﬁers NB has been used with standard parametrization of MLLib. Due
to performance reasons, the number of iterations for LR was decreased from 100
(default) to 10. The MLP had four layers, whereas the number of nodes of the
two intermediate layers was 20 and 10, respectively. The size of the input layer
was 213 and the size of the output layer eight (i.e., number of types). The size of
the seed set was 18 instances for each of iteration of norm classiﬁcation.
5. Evaluation
The objective of this experiment was to evaluate (1) the potential of AML com-
pared to CSL and (2) the quality of legal norm classiﬁcation using ML/AML.
To achieve this, the model was evaluated with an independent test set after
each round. To compare the performance of the AML approach, we used stan-
dard evaluation metrics2: precision, recall, F1 and accuracy. Additionally, learning
curves were utilized to monitor and visualize the learning progress.
None of the four used query strategies had shown to be signiﬁcantly predom-
inant compared to the others. Thus, the average accuracy combines the result
of all query strategies used for the classiﬁers NB and LR, respectively, is visual-
ized in Figure 2. It shows the performance of classiﬁers applying AML techniques
opposed to CSL methods querying random instances.
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Figure 2. Average accuracy of classiﬁers vs. random learning (NB=Naive Bayes, LR=Logistic
Regression, P=Perceptron.). Y-axis is accuracy in %, X-axis is labeled instances in %.
It becomes evident that AML is clearly superior to CSL when using NB and
LR. The use of AML increased not only the speed of learning, but also resulted
2Note: no binary classiﬁcation
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Figure 3. Average F1 per class (active LR). Y-Axis is F1 in %, X-axis is labeled instances in %.
in a higher maximum accuracy obtained during the classiﬁcation process. In both
experiments, the average accuracy was after a short ”discovery phase” up to 5%-
10% higher when having labeled 20%-70% of the instances compared to the ran-
dom approach. Additionally, the accuracy obtained was higher all instances. In-
creasing the number of AML rounds, the chance of overﬁtting is increasing as well,
so that after a certain number of labeled instances (70%-95%) both approaches
align to the same ﬁnal accuracy.
When analyzing the results of the individual learning rounds of a speciﬁc
combination, the importance of having a ”high quality seed” set becomes clear. As
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Figure 4. Average precision per type using logistic regression classiﬁcation. Y-Axis is precision
in %, X-axis is labeled instances in %.
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Figure 5. Average recall per type using logistic regression classiﬁcation. Y-Axis is recall in %,
X-axis is labeled instances in %.
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the seed set in this study was created randomly for each experiment, the learning
diﬀers especially in the initial phases. Only after a discovery of the version space
(discovery phase), AML was signiﬁcantly superior to CSL. An improved coverage
of the version space resulted in an almost 20% higher accuracy having labeled
only 17% of the instances. Further, a maximum accuracy of almost 80% could be
achieved having labeled only 35% of the instances (see Figure 3). An increase of
more than 6% compared to CSL using 65% less instances.
To analyze the recognition of individual classes, consolidated evaluation mea-
sures (averaging the results of all four query strategies) obtained by the LR, the
best classiﬁer, are used. Figure 3, 4 and 5 show the consolidated curves.
Thereby, the diﬀerent (ﬁnal) results of the individual labels are very notice-
able. While norms belonging to the type objection are well recognized, soon hav-
ing an F1 of almost 90%, towards the end, norms referring to the type deﬁnition
or procedure cannot be classiﬁed easily by a classiﬁer. The reason for the low
end-value for the type deﬁnition might be their low support - with less than 3% -
resulting in an only very small training set. Despite the fact that the training set
for the type continuation contains only two more instances this type has an F1
value of more than 80%. Thus, the classiﬁer might also have problems to distin-
guish a deﬁnition from other types or the kind of deﬁnitions in the training set
is linguistically varying from the one of the test set (diﬀerent sub-type).
However, considering the intermediate results, the types continuation and
deﬁnition that have only a very low support in the dataset, have both a very high
precision and also a good recall temporarily. Hence, the reason for the worsening
results is more likely caused by the overﬁtting of the classiﬁer. This can be con-
ﬁrmed by the results attained by the type procedure that achieves much better
results during the classiﬁcation process. Nevertheless, this type shows the worst
results having both a low precision and recall. Although the number of training
instances is high for the type obligations, the classiﬁer has problems recognizing
them in the test set. The norm type right had the highest recall towards the end,
but a rather low precision (see Figures 4 and 5).
6. Outlook and Future Work
This work is an additional step towards supervised machine learning with the
objective to decrease the eﬀort of labeling. Based on the results of this study,
we see several next steps that can be addressed: i) Deep investigation of the
reasons why the F1 measure for diﬀerent norm types diﬀer so heavily? ii) How do
comparably low support of norm types (e.g., deﬁnitions) eﬀect the classiﬁer and
how can negative impacts be avoided? iii) Does the full-stack integration of AML
and rule-based approaches lead to even better performance and faster learning?
Beside these technical questions it would be interesting to adapt and apply
this method to statutory (or judicial) texts of foreign languages, e.g. english. This
could support current ongoing research projects, e.g. [8,10].
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7. Summary
This paper describes active machine learning to classify legal norms in German
statutory texts. Thereby, the classiﬁer is trained in multiple rounds using a mathe-
matical function, i.e. query strategy, which selects the most informative instances.
This leads to an eﬃcient learning for the classiﬁer an minimizes the required
training data.
Based on a functional type classiﬁcation of legal norms we evaluated the
approach in the ﬁeld of German tenancy law. We compared three classiﬁers and
four diﬀerent query strategies in 72 learning rounds. For certain norm types, e.g.,
objections, rights, and obligations, a high detection accuracy of about 0.90 was
achieved.
We consider this as a fruitful research direction to decrease the eﬀorts required
in supervised machine learning approaches for legal text classiﬁcation.
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Abstract. In this paper we present the results of a study to see whether 
automatically generated concept maps help users of legal information systems in 
understanding the topics of documents they retrieve. A small formative evaluation 
with novice users is presented. We did not find a significant difference between 
the ability to connect the correct visualisation to a document between a topic cloud 
and concept map approach. Topic clouds are probably a little easier to understand 
quickly in a superficial way. 
Keywords: topic clouds, concept maps, LDA, legal recommender system 
1. Introduction 
Over the past few years, more and more legal documents have become publicly 
available online. In 2016 for instance, almost 34,000 new court decisions were 
published on the official Dutch judicial portal1 [1]. These decisions are often complex 
due to their lengthy and complicated structure. A clear visualization of the different 
topics that a document deals with, might help in understanding a legal document 
quickly, and could help professionals and prevent novices from feeling overwhelmed 
by the length of the document. In this way it fits in our research on legal recommender 
systems in recent years (cf.[2]). 
One way to visualize different topics is through topic clouds. A topic cloud is a 
visual representation of words (concepts) where the importance of a word in an 
underlying set of data (text) is expressed by its size [3]. 
Another way of visualizing knowledge in complex documents is via concept maps. 
A concept map is a graphical representation of knowledge in which the core concepts 
and the relations that connect these concepts are structured in a network diagram [4]. 
These concept maps, constructed by an expert in a certain field, help organize prior and 
newly acquired knowledge and therefore assist information gathering. In recent years, 
different algorithms have been created that quickly generate topic clouds automatically. 
However, the creation of a concept map is still a labour-intensive and time consuming 
process, mainly because substantial expert knowledge is typically needed.  
With previous results and attempts in mind, this paper presents a new approach for 
the creation of concept maps from court decision documents. We aim to create small 
and comprehensive concept maps that capture the essence of document topics. We are 
interested in knowing to what extent it is possible to automatically create such a 
concept map from Dutch court decisions quickly. Furthermore, a comparison will be 
                                                          
1 www.rechtspraak.nl 
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made between the generated concept maps and topic clouds to answer the question 
whether users have a preference for one or the other as a means of visualisation. 
We will start with describing related work. Next, the concept map generation 
method is discussed, followed by the evaluation and interpretation of experimental 
results. To conclude this paper, recommendations for future research will be made. 
2. Concept Maps & Topic Modelling 
Fundamental research in concept mapping was first done by Novak and his researchers. 
Concept maps are graphical tools for representing knowledge through organizing 
concepts and their relations, to advance human learning and understanding [4]. The 
process of constructing a concept map normally requires a substantial amount of time 
and expert knowledge. A number of studies have focused on providing methods to help 
automate the process (e.g. [5]).  
Most topic models are currently constructed using Latent Dirichlet Allocation, which 
was first presented by Blei e.a. [6]. The idea behind LDA is that documents are seen as 
a mixture of different topics, where a topic is formally defined as a distribution over a 
fixed vocabulary. LDA results in the creation of a topic model where each topic is 
associated with a document in different proportions and has probabilities of generating 
various words. 
LDA operates under the bag-of-words assumption, meaning that word order is not 
taken into account. This assumption is plausible for the identification of a topic, but 
gives a disadvantage when interpreting them. Research showed that topic models based 
on LDA with a multi-word expression approach provide a better understanding for 
what a topic is about [7,8]. 
3. Research Method 
We selected a sample of case law from the Dutch portal on immigration law for the 
period 2015-2017: 250 cases. Most Dutch court decisions have a common structure, 
starting off with a summary of the case, followed by the actual verdict which consists 
of the procedure, the considerations, and the decision. Since every section of the 
decision contains information about the case and could therefore be of interest in 
identifying underlying topics, all sections are considered relevant. All in all we 
processed 968 text files from the 250 cases. Every file contains a section of a court 
decision. A file is named after the case’s ECLI number 2 , which is a unique 
identification number, and a section number. To finalize the pre-processing step, we 
removed punctuation, and all capital letters were converted to lowercase. A list of stop 
words was created by computing the frequency of every word in the corpus. If a word 
occurred in more than 20% of all files, the word was added to the list of stop words. 
To select promising n-grams, all text files were divided in bi-, tri- and tetra-grams. 
An n-gram is considered promising when none of its terms consist of one character or 
                                                          
2  European Case Law Identifier (http://eur-lex.europa.eu/LexUriServ/ 
LexUriServ.do?uri=OJ:C:2011:127:0001:0007:EN:PDF) 
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one digit. E.g. the bi-gram “is_a" is not considered promising. Also, none of the words 
should be a stop word. All promising n-grams are appended to the text file. 
4. Building the Models 
We used the open source implementation of LDA in MALLET3 to build our topic 
models. We set the target number of topics to 50. Although the number of topics that 
LDA produces is arbitrary, it has a big influence on the informational value of the 
created topics. If the target number is reduced, separate topics have to merge; if the 
number increases, topics have to split. In order to ensure a topic is describing a theme 
that is well-represented in a set of documents, only documents that have more than 
20% similarity with one of the topics are selected. To guarantee a topic is not too 
specific, the remaining topics are compared based on the number of documents they 
describe. For the 20 topics that describe most documents a concept map is created. 
4.1. Creating Concept Maps 
After finishing the steps above, 20 topics with their descriptive terms were extracted 
from the data set. These terms represent the concept nodes in a concept map of that 
topic. Since a concept map is created out of concepts and a limited number of most 
relevant relations between them, the next step is to assign weights to term pairs. If a 
topic is described by n terms, then there are n(n-1)/2 pairs, i.e. 171 pairs for 19 terms. 
The weight of a term pair is the summation, over the set of documents, of the products 
of the term frequencies of the term pair in the document. The weighted term pairs are 
stored in a list in descending order. The most informative pairs, with the highest 
weight, are selected as links and a concept map is constructed using CmapTools4.  
A comprehensible concept map should not contain concepts with more than three 
(incoming and outgoing) links. Therefore, once a concept already has three links with 
other concepts, new links to that concept are skipped. This process will continue until 
the concept map consists of 15 connected concepts. Figure 1 shows an example for 
topic 36 (in Dutch). 
Although traditional concept maps exist of linking phrases containing a verb, the 
linking phrases in the created concept maps have a number that refers to a section of a 
court decision in which the link has the highest score. This approach ensures that the 
idea of the traditional concept map is maintained while avoiding natural language 
processing. In the evaluation this link information was not used. When integrated in an 
application, this information can provide users more insight in the origin of the link 
between two concepts. 
4.2. Creating Topic Clouds 
The output of LDA using MALLET is a table that expresses i.a. the importance of a 
term to a topic. This table gives valuable information; Some terms are more strongly 
connected to a topic than others. 
                                                          
3 MAchine Learning for LanguagE Toolkit (http://mallet.cs.umass.edu) 
4 https://cmap.ihmc.us/ 
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Figure 1: Example Concept Map for Topic 36 
 Figure 2: Example Topic Cloud for Topic 36
The strength of association of a term to a topic is expressed by the size of a term in a 
topic cloud. Figure 2 gives an example for topic 36 (in Dutch). 
5. Formative Evaluation 
We created concept maps and a topic clouds for each of the 20 topics that were 
extracted from our data. To evaluate these concept maps and topic clouds, six novices 
in the field of law participated in a study in which they had to complete sorting tasks. 
The study consisted of four tasks where in each task the participant was given a section 
of a case law and was asked to: 
1. Rank in descending order four concept maps according to their similarity with 
the given document; 
2. Rank in descending order four topic clouds according to their similarity with 
the given document. 
Table 1 presents the documents, identified by their ECLI number, that were used for 
the study. These documents were selected since their content covers a wide variety of 
topics which makes them suitable for ranking. The topics beneath the ECLI number fit 
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the document in different degrees and this value decreases gradually. For instance, 
document ECLI:NL:RBDHA:2017:3176-2 is matched by topic 7 for 51%, topic 21 for 
12%, etc. 
The Spearman rank-order correlation, which is a non-parametric measure of the 
degree of association between two variables, was used to evaluate the survey. Table 2 
presents the Spearman rank-order correlation coefficient and p-value for every task and 
in total. Although the number of participants is too small to draw any statistically sound 
conclusions, the correlation coefficients indicate a positive correlation for both concept 
maps and topic clouds. The values also suggest that perhaps participants were slightly 
more capable of adequate ranking using topic clouds than concept maps. Task 4 
apparently either was more difficult than the other three tasks or the subjects were a bit 
tired and payed less attention. 
Table 1: The four documents and their topics 
ECLI:NL:RBDHA: 
2017:3176-2 
ECLI:NL:RBDHA: 
2017:417-2 
Topic 7 0,513 Topic 48 0,295 
Topic 21 0,118 Topic 33 0,113 
Topic 33 0,056 Topic 30 0,067 
Topic 16 0,014 Topic 12 0,015 
ECLI:NL:RBDHA: 
2017:2654-2 
ECLI:NL:RBDHA: 
2017:780-2 
Topic 36 0,489 Topic 10 0,328 
Topic 29 0,131 Topic 45 0,106 
Topic 3 0,021 Topic 30 0,030 
Topic 9 0,009 Topic 12 0,015 
 
Table 2: Spearman rank-order and p-values 
 Concept Maps p-value Topic Clouds p-value 
1 1.00 0.0 1.00 0.0 
2 0.77 1.00 E-05 0.97 0.0 
3 0.93 0.0 1.00 0.0 
4 0.40 0.053 0.39 0.056 
Total 0.78 1.94 E-04 0.84 1.62 E-10 
6. Conclusion 
The method that is presented in this paper for the automatic creation of comprehensible 
concept maps from case law documents shows potential since novices in the field of 
law were able to rank the created concept maps adequately given a section of a case 
law. However, due to the marginal difference in performance of the two visualizations, 
we cannot conclude that there exists a distinct preference for either topic clouds or 
concept maps for the visualization of underlying topics in the case law documents. 
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While these results suggest that participants were able to make more correct 
rankings using topic clouds than concept maps, this does not necessary imply that topic 
clouds have more informational value. Participants could use two main methods to rank 
the concept maps and topic clouds. One method is aimed at identifying the internal 
structure of the given document, whereas the other is focused on words itself, as the 
LDA algorithm does. The first method requires substantial knowledge of the content of 
the document, while the second is based on superficial resemblance. Therefore, the 
results of the survey could be misleading if either the second method simply works 
better on LDA generated topic classifications, or if laymen use term frequency to 
determine similarity to both types of diagram. Further research could include experts as 
well to examine whether experts perform better or worse. In addition, obviously, more 
participants are needed in order to draw statistically sound conclusions. 
Although a number of preliminary pre-processing steps were performed in order to 
establish a clear-cut topic model, this process can be improved. E.g. stemming was not 
performed since Dutch parsers do not achieve high results on Dutch case law 
documents due to their complicated structure and use of language. The development of 
parsers specially made for the analysis of legal documents could lead to better results in 
future research. 
The last issue that needs to be addressed is the appearance of the concept maps. A 
traditional concept map is composed of a number of propositions in which two 
concepts are linked by a linking phrase. Although this linking phrase normally contains 
a verb phrase, the linking phrases in this case contain a whole section of a case law. 
Moreover, these sections corresponding to the linking phrases were not shown to 
participants during the evaluation. This deprived them of potentially valuable 
information about the origin of the link between two concepts and could therefore 
result in different ranks opposed to when this information was available to them. 
Further research should perhaps integrate the document sections corresponding to a 
linking phrase to provide this knowledge. 
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Abstract. We build on two recent attempts to formalise reasoning with
dimensions which eﬀectively map dimensions into factors. These enable
propositional reasoning, but sometimes a balance between dimensions
needs to be struck, and to permit trade oﬀs we need to keep the magni-
tudes and so reason more geometrically. We discuss dimensions and val-
ues, arguing that values can play several distinct roles, both explaining
preferences between factors and indicating the purposes of the law.
Keywords. legal case based reasoning, dimensions, factors, values.
1. Introduction
Much work on reasoning with legal cases has been in terms of dimensions, intro-
duced in HYPO [6], and factors, developed from dimensions in CATO [5]. Fac-
tors are stereotypical patterns of facts, either present or absent in a case, and, if
present, favour either the plaintiﬀ or the defendant. Dimensions, in contrast, are
ranges of values (numeric or enumerated), running from an extreme pro-plaintiﬀ
point to an extreme pro-defendant point. The applicability of dimensions to a
case, and the point at which the case lies, is determined by the case facts, and the
dimension may favour either party. Most attention has been focussed on factors
and factor based reasoning was formalised by Horty [16] and reﬁned by Rigoni in
[20]. A more detailed history of this line of development is given in [9]. More re-
cently it has been argued that factors fail to capture some of the nuances present
in legal Case Based Reasoning (CBR), and dimensions are needed to capture the
degree to which a party is favoured [4] and to bridge from factors to the facts of a
case (see[19] and [2]). This revival of interest has led to eﬀorts by both Horty and
Rigoni to extend their formalisations of factor based reasoning to dimensions in
[15] and [21] respectively. Both Horty and Rigoni reduce dimensions to factors:
in this paper will we retain magnitudes for some dimensions.
This paper is a shortened version of [7]1 and will focus on the main contribu-
tions of that paper. We represent domain knowledge as an Abstract Dialectical
Framework (ADF) [13] as used in [3]. The key points are:
• Any legal CBR problem can be reduced to a series of steps involving at most
two dimensions, so that higher dimensional spaces need not be considered;
1Available at http://intranet.csc.liv.ac.uk/research/techreports/tr2017/ulcs-17-004.pdf. For
more context and detail see [7].
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• The non-leaf nodes of the ADF can be seen as being one of ﬁve types, as
determined by their children. For some nodes dimensions cannot be reduced
to factors and need to retain their magnitude, to permit trade oﬀs;
• Values are required to play several diﬀerent roles, not just the expression
of preferences.
After a summary of [15] and [21], we discuss each of these points in turn.
2. Formalising Factors and Dimensions
The formalisations of factor-based reasoning of both Horty and Rigoni are based
on the method of expressing precedents as rules found in [18]. A case is considered
to be a triple 〈P,D, o〉, where P is the set of all pro-plaintiﬀ factors present in
the case, D is the set of all pro-defendant factors present in the case and o is the
outcome, either plaintiﬀ (π) or defendant (δ). Now P → π will be the strongest
reason to ﬁnd for the plaintiﬀ and D → δ will be the strongest reason the ﬁnd for
the defendant. We can therefore deduce that either P  D or D  P depending
on the value of o. A key insight of Horty is that P → π may be stronger than
is required and some subset of P may be suﬃcient to defeat D. The use of P
gives rise to what Horty terms the rule or result model and the subset the reason
model.
In [15] Horty uses precedents to map a dimension into a factor. The point
at which the factor becomes present depends on the facts of the case (result
model) or the tests given in the opinion (reason model), as determined by the
available precedents. However, as Horty shows, on this account the result and
reason models collapse and the reason does not provide an eﬀective constraint
on subsequent decisions. Rigoni objects to these points and in [21] he avoids
both of them by mapping a dimension into several factors similar to [19], with
a point (the switching point (SP)) determined by the preferences at which the
factors cease to favour one side and begin to favour the other. SP may lie on,
or between, factors. Now reasons may be weaker than results in two ways: either
they may contain fewer factors as in [15], or they may contain weaker factors
from the same dimension. Rigoni also reconises that not all aspects of a case will
contain magnitude and so cases are a four-tuple of name, factors, dimensions and
outcome.
We regard Rigoni’s account as improving on Horty’s but claim that it cannot
deal with questions of balance and trade oﬀ [17]. To handle this magnitudes need
to be retained and the argumentation needs to become geometric as in [8] and
[7]. With one dimension we can think in terms of left and right (or greater and
less than), but with two dimensions we need to think in terms of north-west and
south-east of the various points. The facts of the case and its result deﬁne an area
where the decision must be followed, and the reason given oﬀers a hypothetical
set of facts which creates an area that presumptively favours the winning side. A
new case may then fall into an area not yet covered by precedents and, depending
on the outcome, will claim some of the space for the winning side. Figure 2 of [7]
provides a relevant diagram.
T. Bench-Capon and K. Atkinson / Dimensions and Values for Legal CBR28
3. How Many Dimensions Must we Consider?
In [8] the discussion was always in terms of two dimensions, but it was left open as
to whether higher dimensional spaces might require consideration. In fact, just as
any set of relations can be expressed in terms of binary relations and any k-SAT
problem can be expressed as 3-SAT, it is possible to represent any domain so as to
ensure that only two-dimensional spaces are needed. In [3] the ANGELIC method-
ology for representing domain knowledge as an Abstract Dialectical Framework
(ADF) [13] was presented. Formally an ADF forms a three tuple: a set of nodes, a
set of directed links joining pairs of nodes (a parent and its children), and a set of
acceptance conditions to determine the status of the nodes. The nodes represent
statements2, which, in this context relate to issues, intermediate factors and base
level factors, and acceptance conditions return a number between 0 and 1 repre-
senting the degree to which they favour the plaintiﬀ. The links show which nodes
are used to determine the acceptability of other nodes, so that the degree of a
parent node is determined by its children. The acceptance condition for a node
states how precisely its children relate to that node. In [1] it was shown that such
an ADF could be rewritten as a 2-regular ADF, in which every non-leaf node has
at most two children. Since the degree to which a node favours the plaintiﬀ de-
pends only on its children this means that we need never consider more than two
dimensions to resolve the acceptability of a node, and, since an ADF produced
by the ANGELIC methodology forms a tree, the topmost node can be resolved
without the need to consider more than two nodes at any given step.
4. Node Types
Like Rigoni, we recognise that not every aspect of a case requires representation
of magnitude. In the original HYPO [6] there were thirteen dimensions. For two
of these only one of the two extreme points was of interest; while for eight of
them both end points were of interest, but not any intermediate points. One di-
mension was a set of enumerable points and the remaining two were continuous
[9]. These four types represent a Horty style dimension, a pair of Rigoni-style fac-
tors, a Rigoni-style dimension and two irreducible dimensions requiring retention
of magnitude, respectively. Interpreting these respectively as single factors, pairs
of factors, sets of factors and dimensions, a given non-leaf node in our 2-regular
ADF (leaf nodes are instantiated from the case facts) may have as children:
1. two factors;
2Contrary to the assertions of the reviewers of the original submission, these statements are
not limited to two truth values. While originally in [13] they were presented as trivalent, later
they were generalised in [14]: “In an ADF, an argument is either accepted (t), rejected (f),
or undecided (u). We discuss how the ADF approach can be generalized to allow for more
ﬁne-grained distinctions. We consider acceptance degrees taken form an arbitrary domain of
values possessing an adequate truth ordering and an information ordering. We show how to
accommodate such values using an adequate characteristic operator. We illustrate the approach
using degrees in the unit interval”. Nor is there, pace the reviewers, any diﬃculty in connecting
multi-valued statements with AND and OR. For example the techniques of fuzzy logic [22] could
be used: this was the approach applied to ADFs in [10].
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2. one dimension and one factor;
3. two dimensions;
4. one factor (the other child is a dummy node, for example, true);
5. one dimension (the other child may be a threshold, allowing the dimension
to be coberted to a factor).
(1) is found in factor-based reasoning as formalised in [16] and [20]. In (2)
the factor provides a context for the consideration of a dimension. In the ﬁscal
domicile example discussed in [18], [15] and [21], citizenship may be a factor: if
the person is a UK citizen a longer absence may be required before a change is
made. Note that this aspect has no natural interpretation with magnitude: either
one is a UK citizen or not. In (3) we have the kind of trade oﬀ mentioned above.
The two dimensions describe points in a two dimensional space, and a line is
drawn separating the area favouring one outcome from the area favouring the
other outcome. Examples of (4) should be rare: the child can simply replace the
parent. Finally in (5) we have a way of implementing thresholds. Thus the parent
will be something like suﬃcient absence, and the purpose of the node is to provide
a means of converting a dimension into a factor, much as envisaged by Horty in
[16]. A set of such nodes, all with the actual point of the dimension as one child
and a threshold as the other, would produce the set of factors envisaged in [21]
and [19]. Thus only type (3) nodes will be resistant to the reduction to factors
suggested by both [15] and [21], and require the style of reasoning of [8].
5. Relation with Values
Now we can reintroduce a relationship with purposes or values. The idea of values
derives from [12] in which values were used to explain preferences between com-
peting factors, and hence to resolve conﬂicts for which there was no precedent in
terms of factors, as explained in detail in [11]. The existence of factors and dimen-
sions in case law domains is justiﬁed by their role in enabling the consideration
of the particular values the law is designed to promote. In [23] it was recognised
that values might play two roles: justifying the presence of a rule, or justifying
the inclusion of a particular antecedent in a rule.
In type (1) nodes, where the children are linked by AND, we ensure that
both values are promoted, and where they are linked by OR we ensure that at
least one of the values is promoted. Thus the role of nodes with two factors as
children linked by AND or OR is to ensure that required values are given their
due consideration. But there are also cases where the polarity of the two children
are diﬀerent: eﬀectively the connective can be read UNLESS. This expresses a
preference for the value associated with the exception. Note that only UNLESS
requires a preference: AND or OR consider both values to be of importance.
The second kind of node is where we have a factor providing a context for a
dimension. In the ﬁscal domicile example of [18] the length of absence might be
considered diﬀerently for diﬀerent types of citizen. UK citizens might require a
longer absence than citizens of other countries who had been working here on a
long term, but not permanent, posting. Thus we may envisage a parent suﬃcient
given citizenship, with children UK citizen and absence. What we have here is
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Figure 1. Possible trade oﬀ between absence and income percentage. The y-axis represents %
income earned in UK, so that increasing values of y favour no change
eﬀectively two distinct dimensions with diﬀerent SPs. Which is used depends on
whether the factor is present or not, and the applicable SPs will be speciﬁed
in the acceptance conditions. The value served here is stability, but the context
allows consideration of the value of mobility of labour, since we are allowing non-
UK citizens an easier path to restoring their original ﬁscal domicile. Thus we are
able to consider two values, or to consider what promotes a value in a particular
context. Similarly nodes of type (5) allow consideration of what is suﬃcient to
promote a value, but where the switching point at which the dimension becomes
suﬃcient is the same for all cases. This permits a threshold for a factor to be
determined by precedents, as envisaged in [15]: note that the diﬀerent thresholds
can be applied by using environment variables as antecedents in the acceptability
conditions.
This leaves type (3), nodes with two genuine dimensions. Where they are
linked by AND or OR, the role of values is the same as for two factors. For exam-
ple, we can determine whether both suﬃcient absence (to promote stability) and a
suﬃcient degree of engagement (shown by the percentage of foreign earnings, and
promoting equity between countries) can be shown, so that the abstract factor
suﬃcient commitment can be seen as present in the case. AND and OR, can be
resolved using, for example, fuzzy logic style operators. Other type (3) nodes will
be those where a balance needs to be struck (see [17]) and so there is a trade oﬀ
between the dimensions. This is the situation considered in [8].
If we consider that the space can be divided by a single straight line we will
have an equation of the form: y = mx+c where m represents the slope of the line,
and hence the degree of trade oﬀ. Very often, however, m will not be the same for
all values of x : the amount of income required to trade oﬀ a year’s absence, may
change as absence increases. A fairly typical situation for absence and income
percentage in the ﬁscal domicile example is shown in Figure 1.
In Figure 1 we have a minimum absence and a minimum percentage of income,
with two diﬀerent rates of trade oﬀ in between. To describe this we need a set of
four equations covering the various ranges: 0 ≤ x ≤ 12 : y = 0, 12 ≤ x ≤ 18 : y =
mx, 18 ≤ x ≤ 30 : y = nx (where n < m) and x ≥ 30 : y = 75.
The coeﬃcient of x is important because it represents the degree of trade
oﬀ, the relative weight to be given to the diﬀerent values at diﬀerent points. In
Figure 1 we have sharp changes of slope, represented by a set of line segments, but
often there is a gradual and regular change, better represented by a curve rather
than a set of straight line segments, with the gradient varying as a function of
x. This function will determine whether the curve becomes increasingly steep or
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increasingly shallow. In some cases we can imagine the curve changing direction
entirely: for a discussion of this point see [7].
In conclusion, we have discussed how we can extend [15] and [21] with dimen-
sions which cannot be reduced to sets of factors.
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Abstract. Despite that many real-life contracts include time constraints, for in-
stance explicitly specifying deadlines by when to perform actions, or for how long
certain behaviour is prohibited, the literature formalising such notions is surpris-
ingly sparse. Furthermore, one of the major challenges is that compliance is typi-
cally computed with respect to timed event traces with event timestamps assumed
to be perfect. In this paper we present an approach for evaluating compliance under
the effect of imperfect timing information, giving a semantics to analyse contract
violation likelihood.
Keywords. Contract compliance, Formal semantics, Real-time contracts, Fuzzy
time
1. Introduction
Many real-life contracts include concrete time constraints, whether placing limits by
when obligations have to be discharged e.g. “Money is to be made available to the client
with 48 hours of a request for redemption”, or whether it identiﬁes a time window during
which an event is prohibited e.g. “Once disabled, a user may not log in for 1 hour” or
even through temporal delays e.g. “After accessing the service for 30 minutes, the user is
obliged to pay within 5 minutes or lose the right to use the service further”. A number of
contract languages which allow for the description of such real-time matters have been
proposed in the literature, including ones based on deontic logic e.g. [1,2] and automata
e.g. [3]. However, one common feature of these formal approaches is that they handle
compliance analysis in a crisp manner — for a given contract and a sequence of timed
events (each carrying a timestamp), they enable the identiﬁcation of whether or not that
trace violates the contract, giving a yes or no answer.
Consider the contract clause which states that C
df
=“Once disabled, a user may not
log in for 1 hour”, and the following event trace:
tr
df
= 〈(login, 02h24m58s), (disable, 02h25m02s), (login, 03h25m01s)〉
Typically, the analysis would deduce that contract C has been violated by trace tr due to
the second login event happening within less than an hour of the disable event. The major
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issue with such an analysis is the difﬁculty of obtaining perfect timestamps, particularly
if the sources of events may occur in different locations.
In this paper we outline our initial attempts at adapting techniques originally devel-
oped for real-time logics and calculi [13] to enable compliance analysis starting from
traces with fuzzy timed events i.e. the timestamp for each event is not a single point in
time, but a function over time which indicates the likelihood of the event having hap-
pened at that point in time.
2. Fuzzy Timed Event Traces
Trace-based semantics of contracts deﬁne whether for a particular contract a given trace
of events violates that contract or not. Given an alphabet of event names which can be
observed EVENT, such semantics typically take a trace ranging over EVENT∗. When
contracts refer to real-time, the traces have to be augmented to have every event tagged
by a timestamp indicating when it occurred. Taking time to range over the non-negative
real numbers: TIME
df
= R+0 , a real-time trace tr ranges over sequences of timed events
tr ∈ (EVENT×TIME)∗ (with the assumption that time is monotonically increasing along
the trace), or just using a set of timed events tr ∈ 2EVENT×TIME (since the timestamps
implicitly indicate the ordering).
In our case, the time stamps are no longer exact point values, and we assume
that we can only give a likelihood of an event having happened at a particular time.
Thus, rather that associating every observed event with a single value over TIME, we
will use an approach from fuzzy logic, giving a time distribution, associating every
time value with the likelihood of the event having happened at that point in time i.e.
TIMEDISTRIBUTION
df
= TIME → [0,1].
Deﬁnition 1 A fuzzy-timed observation is a pair 〈a,T 〉 ∈ FUZZYOBSERVATION, where
a ∈ EVENT is the event name, and T ∈ TIMEDISTRIBUTION is the timing distribution
of that event. A fuzzy-timed trace tr ∈ FUZZYTRACE is a pair 〈es, Δ〉, consisting of
(i) es ∈ M (FUZZYOBSERVATION), a ﬁnite multiset of fuzzy-timed observations2; and
(ii) Δ ∈ TIME, the event horizon indicating that the events recorded are from the initial
time window from time 0 and Δ (i.e. events happening beyond this time window are not
recorded).
It is worth noting that the imprecision inherent in the traces is limited to the timing of
the events. We assume that the multiset of event names recorded is faithful with respect
to what really happened i.e. (i) all events are recorded (no events are lost); (ii) events are
not wrongly observed (event integrity); and (iii) no extraneous events are inserted (no
spontaneous generation of event).
Also note, that if the fuzzy observation distributions are probabilistic ones, and inde-
pendent of each other, then we can use a probabilistic approach (e.g. if we are given two
fuzzy-timed observations 〈a1,T1〉 and 〈a2,T2〉, then the probability of both events hap-
2We use the notation M (X) to denote multisets with elements from X . Note that a sequence of fuzzy-
timed observations cannot be used, since there is now no canonical ordering of events, and neither is a set of
observations sufﬁcient, since we may observe two events with the same name and with the same distribution
function.
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pening at time t would be T1(t)×T2(t)). However, since this independence is not always
easy to guarantee, we adopt a fuzzy logic approach and will combine likelihood values
using generic binary operators ⊗ (the likelihood of the two observations to happen, a
triangular norm [11]) and ⊕ (the likelihood of either of the two observations to happen,
a triangular conorm). We will write ∏ and ∑ for the generalised versions of ⊗ and ⊕.
We will deﬁne a number of operations on fuzzy observations and traces to be used
in the rest of the paper.
Deﬁnition 2 We will write eventHorizon(tr) to refer to the event horizon of trace tr
i.e. eventHorizon(〈es,Δ〉) df= Δ. Fuzzy-timed observations and fuzzy-timed traces can be
shifted earlier in time using the time shift operator :
〈a,T 〉  δ df= 〈a,λ t.T (tδ )〉
〈es,Δ〉  δ df= 〈{e  δ | e ∈ es}, Δδ 〉
where x y df=max(x− y,0).
We deﬁne the function occurances, which given an event and a fuzzy-timed trace,
returns a multiset of all time distributions which may occur according to the given trace:
occurancesa(〈es,Δ〉) df= {T ∈ TIMEDISTRIBUTION | 〈a,T 〉 ∈ es}
Finally, we deﬁne the likelihood that for a given fuzzy-timed trace es, event a has not
happened in the initial time window [0,δ ], written absencees(a,δ ) as follows:
absencetr(a,δ )
df
= ∏
T∈occurancesa(tr)
1−
∫ δ
0
T (t) dt
3. A Timed-Contract Language
In order to deﬁne compliance and violation of fuzzy-timed traces, we will take a real-
time deontic logic covering obligations, prohibitions, recursion and reparations to show
how typical deontic operators can be given a trace semantics under imprecisely timed
observations. The syntax of the real-time deontic logic is the following:
C ::=  | ⊥ | waitδ (C ) | O≤TIME(EVENT)(C ,C ) |F≤TIME(EVENT)(C ,C ) | μX .C | X
The core of the calculus are obligations and prohibitions, written as O≤δ (a)(C1,C2) and
F≤δ (a)(C1,C2) respectively. Obligation O≤δ (a)(C1,C2) indicates that event a is to be
performed before δ time units pass. If a is performed before the deadline, the continua-
tion contract C1 starts being enforced, but if a is not performed within δ time units, the
reparation contract C2 instead starts being enforced. Dually, prohibition F≤δ (a)(C1,C2)
indicates that event a is prohibited for the upcoming δ time units. If a occurs in this time
frame, the reparation contract C2 is triggered, but if it does not, then the continuation
contract C1 starts being enforced instead. The fact that we give both obligation and pro-
hibition modalities a continuation and reparation, the two modalities are direct duals of
each other: F≤δ (a)(C1,C2) yields the same top-level violations (i.e. ignoring violations
for which a reparation is deﬁned) as O≤δ (a)(C2,C1).
The contract waitδ (C) acts like contract C, but starting after δ time units have
elapsed. The base contracts  and ⊥ are used to denote the contracts which are, respec-
tively, immediately satisﬁed and violated. Finally, the μ operator is used to denote re-
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cursion — such that the contract μX .C will act like contract C except that every free
instance of X in C will act like μX .C itself.
Note that, for simplicity, all obligations and prohibitions have continuations and
reparations, but if these are not desired, one can use the base contracts  and ⊥. For ex-
ample, to state that one is obliged to logout in 30 minutes, with no reparation or contin-
uation, one would write: O≤30(logout)(,⊥). In the rest of the paper, to avoid syntactic
overload we will leave out the  and ⊥ continuation and reparation e.g. simply writing
O≤30(logout).
We will now give a fuzzy-timed trace semantics to the timed contract logic. It is
worth observing that when giving a trace semantics for crisp observations, one would
typically deﬁne a (crisp) relation between traces and contracts such that a trace and con-
tract are related if and only if the trace led to a violation of the contract. In contrast, in
the case of fuzzy-timed traces, such a relation can only provide fuzzy information — i.e.
we will have a functions [[C]]trvio indicating the likelihood of fuzzy-timed trace tr violating
contract C.
We can deﬁne the semantics of the timed contract logic with respect to a fuzzy-timed
trace in this manner. As the base case for the semantics, we can assert that a trace with an
event horizon of 0 cannot result in a violation. Trivially violated and satisﬁed contracts
similarly given certain results (1 and 0 respectively), while a contract starting with a wait
clause simply shifts the timestamps of the trace and analyses the resulting trace with
the continuation of the contract. Obligation is the most complex operator, for which we
have to separately compute whether the obliged action is performed or not, and combine
with the continuation and reparation of the obligation. Prohibition is given a semantics
in terms of obligation, while the semantics of recursion uses unrolling of the deﬁnition.
Deﬁnition 3 The trace semantics of violation are deﬁned in terms of the violation func-
tion [[−]]−vio ∈ C × FUZZYTRACE → [0,1], such that for a given contract C and fuzzy
trace tr, [[C]]trvio gives the likelihood of the the observations in trace tr violating contract
C, and is deﬁned as follows:
If eventHorizon(tr) = 0:
[[C]]trvio
df
= 0
Otherwise:
[[]]trvio
df
= 0
[[⊥]]trvio
df
= 1
[[waitδ (C)]]
tr
vio
df
= [[C]]trδvio
[[O≤δ (a)(C1,C2)]]trvio
df
=
∑T∈occurancesa(tr)
∫ δ
0 absencetr(a, t)⊗T (t)⊗ [[C1]]tr\{(a,T )}tvio dt
⊕ absencetr(a,δ )⊗ [[C2]]trδvio
[[F≤δ (a)(C1,C2)]]trvio
df
= [[O≤δ (a)(C1,C2)]]trvio
[[μX .C]]trvio
df
= [[C[X\μX .C]]]trvio
Provided that all uses or recursion are guarded (i.e. the recursion variable occurs
after an obligation, prohibition or wait), the ﬁnite event horizon, and the ﬁnite size of
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the timed observations recorded in the trace guarantee termination of recursion, thus
ensuring that the semantics are well-deﬁned.
4. Related Work
In the literature the use of fuzzy logic approaches for contracts are typically limited to
analysing possible observational continuations, e.g. computing the likelihood of future
failure given what has already been observed e.g. [10]. Even when encoded within the
logic, most work deals with a discrete time model. For instance, Figeri et al. [4] present
a temporal logic Fuzzy-time Temporal Logic (FTL), to express the temporal imprecision
allowing to express vague temporal notions such as soon. Crespo et al. [13] present
another work considering the extension of time constraints with fuzzy methods for timed
automata, while Alur et al. [14], extend timed automata with perturbed clocks.
In practically all these works discussed, it is worth noting that the fuzziness is typ-
ically dealt with at the logic level — the speciﬁcation language or logic allows for the
expression of fuzzy notions of time. Our approach takes the dual view, and assigns fuzzi-
ness to the timing of the observations. In terms of expressivity, the two approach seem
to be equally expressive. However, we believe that our approach is more appropriate in
a deontic setting. For instance, consider trying to regulate a speed limit of 30km/h in a
particular area. In order to enforce such a regulation, cameras are used, with imprecise
timers. Because of this imprecision, the police may decide to prosecute only those who
were observed driving at 40km/h or faster, since even taking into account the timing im-
precision, it can be ascertained that the speed limit was exceeded. If, however, the cam-
eras are replaced with more accurate ones, it may become viable to (fairly) prosecute
those exceeding just 35km/h. If we were to take the approach that fuzzy timing should
appear in the regulation itself, one would have to update the regulations whenever a cam-
era is changed to a more (or less) accurate one. In contrast, with our approach, the regula-
tion remains unchanged, “You may not exceed 30km/h”, but the uncertainty distributions
in the observations allow the calculation of the probability or likelihood of an observed
car to have actually been overspeeding.
5. Conclusions
We have proposed a fuzzy time trace semantics for violations of timed contracts. The
approach allows the factoring in of imprecise measurements when recording timestamps
of events (e.g. due to communication lag or due to unsynchronised clocks) while still
allowing the calculation of the likelihood of a violation of the contract actually having
taken place. In contrast to speciﬁcation languages, where observational error is typically
encoded with the property or speciﬁcation, in a deontic setting, we would like to keep a
canonical form of the regulating text, and factor in the error in the input trace. In practice,
such semantics can be used, for instance, to regulate ﬁnancial transactions, where the
distributed nature of the interacting subsystems (account holder, receiver of funds, node
logging events, etc.) means that precise timing of events is virtually impossible.
As it stands, the work has a number of limitations which we are currently addressing.
On one hand, we would like to extend the timed deontic logic to include conjunction and
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choice over contracts, thus widening its expressivity. Furthermore, the approach we have
presented in this paper places no constraint on the form of the time-stamp distribution
functions, resulting in the semantics being of limited practical use due to difﬁculty in
computing them. We are, however, exploring limiting these functions (e.g. limiting time-
stamp distribution functions to trapezoidal shaped ones), in order to be able to compute
the results of the semantics automatically.
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Abstract. Case law analysis is a signiﬁcant component of research on almost any
legal issue and understanding which agents are involved and mentioned in a deci-
sion is integral part of the analysis. In this paper we present a ﬁrst experiment in
detecting mentions of different agents in court decisions automatically. We deﬁned
a light-weight and easily extensible hierarchy of agents that play important roles
in the decisions. We used the types from the hierarchy to annotate a corpus of US
court decisions. The resulting data set enabled us to test the hypothesis that the
mentions of agents in the decisions could be detected automatically. Conditional
random ﬁelds models trained on the data set were shown to be very promising in
this respect. To support research in automatic case-law analysis we release the agent
mentions data set with this paper.
Keywords. case law, legal analysis, agent mentions, named entity recognition,
conditional random ﬁelds
Introduction
We examine the possibility of automatic detection of agent mentions in case law anal-
ysis. This would be an important prerequisite for many applications, such as attribution
resolution. It may also become an important component of other applications such as
information retrieval or summarization. We assess the hypothesis that a simple sequen-
tial model that uses low-level textual features could learn to detect agent mentions au-
tomatically (hypothesis 1). Obtaining data for a statistical learning model is expensive.
Therefore we explore the relatedness of the task when performed on different areas of
law (cyber crime and intellectual property). We ﬁrst conﬁrm that when a model is trained
on decisions from one area and applied to texts from the other domain the performance
is lower (hypothesis 2). But we also show that using texts from multiple domains may
lead to higher quality predictive models (hypothesis 3).
1. Background and Motivation
Case law analysis is the process of determining which prior court decisions apply to a
case, how they apply, and the effect of this application. In the context of judicial decision-
1Corresponding Author: Jaromı´r Sˇavelka, Learning Research and Development Center, 3939 O’Hara St,
Pittsburgh, PA 15260, USA; E-mail: jas438@pitt.edu.
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making the objective of the analysis could be to generate persuasive case-based argu-
ments. These arguments could play a pivotal role in how a court decides a case. In the
American legal system under the common law doctrine of stare decisis, like cases are
decided alike. [3, p. 9]
Case law analysis encompasses two different, yet closely related, activities. First,
a lawyer needs to identify a set of decisions that are relevant to argumentation in the
given case. Then, from the texts of the decisions one extracts valuable information such
as: authoritative applications of the rule conditions and concepts to identiﬁed situations,
a ground truth for testing predictions about outcomes in new cases with new evidence,
patterns for successful and unsuccessful argumentation, and guidance in retrieving, ex-
tracting, and organizing evidence for new arguments and new situations. [5, p. 176] This
is an iterative process where the newly found pieces of information inform search for
additional relevant decisions.
Existing legal information retrieval (IR) systems are relatively well suited to support
the task of identifying relevant decisions. By means of a search query a lawyer speciﬁes
a hypothesis about what words and phrases are likely to occur in relevant decisions. The
IR systems are much less equipped to help with the extraction of valuable pieces of
information from the texts. Most of the times this needs to be done manually.
It has been extensively argued and shown that computational support for directly re-
trieving arguments and argument-related information (AR) would be extremely valuable.
[4,9] Despite the great promise there is still a considerable gap between the demonstrated
automatic analysis capabilities and a full-blown AR system. [2] Due to peculiarities of
legal texts even the most foundational natural language processing (NLP) techniques are
often performed poorly. One such technique is the detection of agent mentions. Being
able to recognize when an agent is mentioned is vital, among many other applications,
for attribution resolution. [16] This is why we focus on the capability to detect agent
mentions automatically.
2. Task Deﬁnition, Proposed Solution, and Working Hypothesis
Detecting agent mentions amounts to recognizing when a word or a phrase denotes an
agent. An agent could be any person or organization from informal groups to business
companies and governmental entities. As it turns out a typical court decision contains
many mentions of agents as shown in the following example:
The magistrate judge denied the second motion to compel because Mavrix failed to
notify the anonymous parties of the pending motion. Mavrix moved the district court
for review of the magistrate judge’s order, which the district court denied on the basis
of the moderators’ First Amendment right to anonymous internet speech.
In the short excerpt above there are multiple mentions of a judge, Mavrix (a party),
anonymous parties, a court, and moderators—all of these are agents. Since we aim for the
maximum possible coverage even words such as possessive adjectives (e.g., his, their)
are considered agent mentions.
Apart from recognizing that an agent is being mentioned it would be very useful
to understand what kind of agent it is. This is especially true for agents that play spe-
ciﬁc roles in a case (e.g., a court, a party, or a witness). For this reason we deﬁned a
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Agent
Person Organization
Attorney Party Jury
Judge Amicus Curiae Legislator
Expert Court
Witness
Table 1. The light-weight 3-level agent types hierarchy. The top-level type Agent is differentiated into the
Person and the Organization types. These are further distinguished in the bottom level.
light-weight and easily extensible hierarchy of agents. The hierarchy is schematically
depicted in Table 1. Different types of agents are organized into three layers. On the top
level there is the Agent type that divides into the Person and Organization types (middle
level). These two types are further differentiated into the Judge, Party, Attorney, Witness,
Expert, Court, Jury, Amicus Curiae, and Legislator types (bottom level).
The task of detecting agent mentions in texts of the court decisions can be under-
stood in the following way: 1. ﬁnd all the text spans denoting agents; 2. Classify each
such text span with the most appropriate agent type from the hierarchy. We hypothesize
that both steps of this task could be performed automatically using a sufﬁciently well
trained sequence labeling model such as conditional random ﬁelds (CRF).
We expect that the task depends on the domain, that is the area of legal regulation
such as cybercrime or copyright. Intuitively, agent mentions such as “a victim” or “an
investigator” are more likely to appear in a cybercrime decision whereas “a copyright
holder” would more often appear in a copyright case. We also expect the domains to
be related in a sense that some knowledge about detecting the mentions in one domain
would be useful in a different one.
3. Related Work
Peters and Wyner [13] underscore the importance of identifying agents in legal docu-
ments: “At a more ﬁne-grained level, it is important to access who bears what role with
respect to the norm, that is, who is the responsible agent or the receiving party within
the action.” They employed a combination of pattern-identifying rules, parsing and se-
mantic information about verbs and their arguments as heuristics to identify role bearing
agents in European Directives. Similarly, the xmLegesExtractor tool used knowledge-
engineered text classiﬁcation rules and natural language parsing to extract role-playing
agents regarding a statutory duty such as addressee, action, and counter-party. [8]
Researchers have also applied supervised machine learning to extract relevant func-
tional elements from multiple states’ statutes dealing with public health emergencies in-
cluding the types of public health system participants who are the acting and receiving
agents of regulatory directives. [15] The information is used among other things to con-
struct statutory network diagrams with which to compare the states’ regulatory schemes.
Quaresma and Goncalves [14] used parsing for named entity recognition of orga-
nizations in a corpus of international agreements from the Euro-Lex site and machine
learning to identify types of agreement. The intention was to enrich an ontological index
for improving information retrieval.
According to Faiz and Mercer [7] “extraction of many higher order relations is de-
pendent on coreference resolution. ... [A]ugmenting a coreference resolution module in
[a] pipeline would be an immediate improvement.” For instance, a robust ability to iden-
J. Šavelka and K.D. Ashley / Detecting Agent Mentions in U.S. Court Decisions 41
# of docs # of chars # of tokens # of sentences longest average shortest
cyber-crime 5 199980 71100 1772 61703 (c) 39996.0 (c) 28306 (c)
20881 (t) 14220.0 (t) 10414 (t)
513 (s) 354.4 (s) 250 (s)
intellectual-property 5 247042 90286 2084 75625 (c) 49408.4 (c) 36823 (c)
27915 (t) 18057.2 (t) 13144 (t)
729 (s) 416.8 (s) 291 (s)
Table 2. The data set summary statistics. In the last three columns the length is reported in characters (c),
tokens (t), and sentences (s).
tify agents referred to in legal decisions is necessary to deal with the problem of attribu-
tion, “determining who believes a stated proposition to be true.” [17] As Walker argues,
“accurate attribution can be a critical task for argumentation mining.” For example, it
can help to assign legal sentence role types in an annotation pipeline “by distinguishing
among ... the testimony of an expert witness, ... or a conclusion or ﬁnding of fact by the
judge.” Automatically detecting distinctions such as between evidence statements and a
court’s ﬁndings of fact could help transform legal IR into argument retrieval. [4]
Some research has focused on identifying agent references in legal decisions. Dozier
et al. [6] applied a combination of table lookup, contextual rules, and a statistical model
(CRF) to recognize types of entities in captioned legal decisions including jurisdiction,
court, and judge. In order to resolve the entities of various types, a SVM model learned
to match the extracted entity types and information against authoritative ﬁles of actual
jurisdictions, courts, and judges.
Al-Kofahi, et al. [1] presented an algorithmic technique that combined parsing, do-
main knowledge about court hierarchies, and discourse analysis to identify treatment his-
tory language in court opinions. Such language includes references to courts as agents
as in, “The court in Jones held that ... On the other hand, the district court of Oklahoma,
held that ...”
4. Agent Mentions Data Set
We downloaded ten court decisions from the online Court Listener2 and Google Scholar
services.3 Five of these decisions are from the area of cyber crime (cyber bullying, credit
card frauds, possession of electronic child pornography), and ﬁve cases involve intellec-
tual property (copyright, trade marks, patents). Detailed information about the texts is
provided in Table 2. We use cases from the two different areas of law to measure how
well the trained models generalize. We also explore if a model trained for one area of
law could improve the performance of a model trained for a different domain.
We created guidelines for manual annotation4 of the decisions with the types from
the hierarchy introduced in Section 2. The two human annotators (the authors) were
instructed to aim for the:
1. Full coverage – every single word or a phrase that denotes an agent should be
annotated with one of the available types.
2www.courtlistener.com
3scholar.google.com
4Accessible at luima.org.
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AGT PER ORG ATT JDG EXP WTN PTY AMC JUR LEG CRT
full agreement .74 .53 .59 .63 .80 .00 .00 .81 .63 .00 .48 .71
partial agreement .87 .64 .74 .67 .84 .00 .00 .90 .71 .89 .48 .81
Table 3. The inter-annotator agreement for each of the agent mention types showing Agent (AGT), Person
(PER), Organization (ORG), Attorney (ATT), Judge (JDG), Expert (EXP), Witness (WTN), Party (PTY), Am-
icus Curiae (AMC), Jury (JUR), Legislator (LEG), and Court (CRT).
2. Maximum speciﬁcity – the annotation should be done with the most speciﬁc ap-
propriate type (e.g., in case the Agent, Organization, and Legislator types are all
appropriate the Legislator type should be used).
For each type the guidelines provide a general deﬁnition as well as a couple of examples.5
Each decision was annotated by one of the annotators. A small subset (3 decisions)
was annotated by both the annotators to measure inter-annotator agreement (see Table
3). We report the full as well as partial agreement. The full agreement is a ratio of the
annotations that were created by the both users (i.e., they agree in type and the text span
they cover) over all annotations. For partial agreement the annotations are considered to
agree if they are of the same type and if they overlap by at least one character.
Table 3 shows that the agreement varies widely across the types. First, it should
be noted that the type system is hierarchical. This means that any type also counts as
the Agent. When computing the agreement for the Agent type we took into account all
the 7004 annotated mentions (not just the 387 where the Agent type itself was marked).
Something similar is true of the Person and the Organization types. The .00 agreement
for the Expert and the Witness type is due to data sparsity. The agreement was measured
on the IP documents. Table 4 shows that these two types were rare on these texts. The
.00 full agreement (versus .89 partial agreement) for the Jury type is a systematic error
of one of the annotators. The articles (“a”, “an”, “the”) were supposed to be included in
the annotations but the annotator failed to do so for the Jury type. As could be expected
this error manifests in full agreement but it has no effect on partial agreement.
Table 4 provides detailed statistics of the created annotations. A rather small number
of decisions (10) may suggest a relatively small size of the data set. As shown in Table
2 some of the decisions are very long. The total number of annotations (7004) clearly
shows that the data set is sufﬁcient for far more than toy experiments. The data set is
publicly available.6
5. Experiments
5.1. Experimental Designs
We conducted three experiments to test the three hypotheses in this paper. In the same
domain experiment we assessed the possiblity of detecting the agent mentions (types
from Table 1) automatically (hypothesis 1). The goal of this experiment was to determine
how well could a sequence labeling model (CRF) separate the signal from the noise for
5For example, the deﬁnition for the Attorney type is the following: “The Attorney type is reserved for men-
tions of agents that are known to be attorneys. These usually represent one of the parties or other participants
of the proceedings (e.g., amicus curiae).”
6Hosted at luima.org.
J. Šavelka and K.D. Ashley / Detecting Agent Mentions in U.S. Court Decisions 43
AGT PER ORG ATT JDG EXP WTN PTY AMC JUR LEG CRT
cyber-crime
# of seq 146 612 236 72 96 14 195 1352 0 82 17 334
# of seq / doc 29.2 122.4 47.2 14.4 19.2 2.8 39.0 270.4 0.0 16.4 3.4 66.8
intellectual-property
# of seq 241 661 433 76 115 37 34 1668 35 81 16 451
# of seq / doc 48.2 132.2 86.6 15.2 23.0 7.4 6.8 333.6 7.0 16.2 3.2 90.2
total
# of seq 387 1273 669 148 211 51 229 3020 35 163 33 785
# of seq / doc 38.7 127.3 66.9 14.8 21.1 5.1 22.9 302.0 5.5 16.3 3.3 78.5
Table 4. The summary statistics of the manually annotated agent mentions shows counts for Agent (AGT), Per-
son (PER), Organization (ORG), Attorney (ATT), Judge (JDG), Expert (EXP), Witness (WTN), Party (PTY),
Amicus Curiae (AMC), Jury (JUR), Legislator (LEG), and Court (CRT).
the purpose of recognizing the agent mentions. For this experiment the decisions were
divided according to the domain from which they came.
In the different domain experiment we applied models trained on one area of law
to the texts from the other domain. For example, we trained models on a training set
of cyber-crime decisions and we evaluated them on on an intellectual property test set.
The aim of this experiment was to conﬁrm that the models’ performance deteriorates
when they are applied to decisions from a different domain (hypothesis 2). If so, it would
suggest that the task is domain dependent.
In the combined domains experiment we used labeling models trained on one area
of law to inform models trained for a different area. For example, predictions of a model
trained on the cyber-crime data set were used as features for a model trained on the
intellectual property data set. The goal of this experiment was to ﬁnd out if a model
improves when knowledge of another model trained for a different domain is taken into
account (hypothesis 3).
In all the three experiments we train a separate CRF model for each agent mention
type. Although this is certainly suboptimal, we use the same training strategy and fea-
tures for all the models. It may be the case that different types (such as the Court or
the Attorney) could beneﬁt from a custom-tailored model and contextual features. We
reserve ﬁne-tuning of the individual models for future work. A CRF is a random ﬁeld
model that is globally conditioned on an observation sequence O. The states of the model
correspond to event labels E. We use a ﬁrst-order CRF in our experiments (observation
Oi is associated with Ei). We use the CRFsuite7 implementation of CRF. [11,12]
The texts were ﬁrst tokenized. Each of the tokens is then a data point in a sequence a
model operates on and it is represented by a small set of relatively simple low-level tex-
tual features. As labels we use the annotation types projected into the BILOU8 scheme.
The features include a token in lowercase, token’s signature (a digit maps to “D”, lower-
case character maps to “c”, uppercase to “C”), the token’s length, its position within doc-
ument, whether it is upper case, lowercase, titled, a digit or whitespace. For each token
similar features from the three preceding and the three following tokens are included.
7www.chokkan.org/software/crfsuite/
8B: beginning of sequence, I: inside sequence, L: last in sequence, O: outside of sequence, U: unit-length
sequence
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5.2. Evaluation
To measure performance we use traditional IR metrics—precision (P), recall (R), and
F1-measure (F1).
P = |Pred∩Gold||Pred| R =
|Pred∩Gold|
|Gold| F =
2∗P∗R
P+R
Pred is the set of predicted annotations and Gold is the set of manually created anno-
tations. In order to determine equality of annotations we used the same two approaches
as when computing the inter-annotator agreement—the full (exact) match and the partial
(overlap) match.
In the same domain experiment we used the leave one out cross-validation on the
level of documents. This means that we have conducted the experiment for each of the
documents. In a single round one document was a test set and the remaining documents
from the same domain were included in the training set. For each type of agent we trained
a separate CRF model on the training set. The model was then evaluated on the test set.
The point was to see how successful the models are in detecting the agent mentions as
compared to the performance of human experts.
For the different domain experiment a similar method was used. Again, the experi-
ment was conducted multiple times—once for each document. Instead of using the re-
maining documents from the same domain as the training set, the documents from the
other domain were used. The idea is to compare the performance of these models to the
performance of the models trained on the same domains (the preceding experiment).
In the combined domains experiment the data from both domains were pooled to-
gether. Again, for each document there was a separate round. The point is to compare the
performance of these models to that of the models trained on the same domains as well
as on the different domains (the two preceding experiments) when applied alone. Our
intuition was that at least some knowledge learned in other domain could be transferable.
5.3. Results
Table 5 summarizes the results of the three experiments described in Subsection 5.1.
The evaluation metrics are explained in Subsection 5.2. The performance of the models
differs considerably across the types but it correlates well across the experiments. That is,
if the models trained to detect, say, the Jury type perform well in one of the experiments
they perform similarly well in the other two experiments.
Because the type system is hierarchical we took into account all the predicted men-
tions when computing the metrics for the Agent type (i.e., notwithstanding its type any
mention is also an agent). This is also true for the Person and the Organization types.
All the other types are at the bottom level. Therefore only those mentions speciﬁcally
marked with the respective type were considered when assessing the respective models.
The Jury and the Court models are very promising. The Agent, the Organization,
the Attorney, the Judge, and the Party models have reasonable performance as well. The
performance of the models for the Person and the Legislator types is lower but the models
obviously are able to pick some signal. The models for the remaining types perform
poorly. In case of the Expert and the Witness types, data sparsity could be the cause.
The models created in the different domain experiment tend to have the lowest per-
formance (the middle block of Table 5). This is especially true for the Agent, the Person,
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AGT PER ORG ATT JDG EXP WTN PTY AMC JUR LEG CRT
same domain
ex
ac
t P .74 .65 .79 .67 .47 .00 .56 .73 .17 .87 .50 .81
R .36 .17 .39 .25 .16 .00 .04 .36 .03 .56 .06 .69
F1 .48 .27 .52 .37 .23 .00 .08 .48 .05 .68 .11 .75
ov
er
la
p P .83 .73 .85 .73 .72 .00 .61 .84 .50 .91 1.0 .87
R .40 .19 .42 .27 .24 .00 .05 .41 .09 .59 .12 .74
F1 .54 .31 .57 .39 .36 .00 .09 .55 .15 .72 .22 .80
different domain
ex
ac
t P .67 .48 .70 .59 .46 .00 .00 .63 .00 .85 .27 .80
R .28 .09 .39 .18 .20 .00 .00 .23 .00 .63 .09 .68
F1 .39 .16 .49 .27 .28 .00 .00 .33 .00 .73 .14 .73
ov
er
la
p P .76 .58 .75 .64 .64 .00 .00 .74 .00 .90 .55 .85
R .31 .11 .42 .19 .28 .00 .00 .27 .00 .66 .18 .72
F1 .44 .19 .54 .29 .39 .00 .00 .39 .00 .77 .27 .78
combined domains
ex
ac
t P .70 .66 .73 .68 .52 .00 .52 .69 .22 .88 .45 .79
R .37 .23 .43 .35 .26 .00 .06 .34 .06 .69 .15 .72
F1 .48 .34 .54 .46 .34 .00 .11 .46 .09 .77 .23 .76
ov
er
la
p P .79 .74 .78 .72 .73 .00 .52 .80 .44 .92 .64 .85
R .41 .25 .46 .37 .36 .00 .06 .39 .11 .72 .21 .78
F1 .54 .38 .58 .49 .48 .00 .11 .53 .18 .81 .32 .81
Table 5. The performance of the CRF models in automatic detection of agent mentions. The measures used
are Precision (P), Recall (R), and F1-measure (F1). We assess the models trained to detect Agent (AGT), Per-
son (PER), Organization (ORG), Attorney (ATT), Judge (JDG), Expert (EXP), Witness (WTN), Party (PTY),
Amicus Curiae (AMC), Jury (JUR), Legislator (LEG), and Court (CRT).
and the Party types. The best performing models are those created in the combined do-
mains experiment. All the models perform at least as well as those that were generated
in the same domain experiment. The models for the Person, the Attorney, the Judge, and
the Jury perform signiﬁcantly better.
6. Discussion and Future Work
The results summarized in Table 5 clearly show that simple CRF models using low-level
textual features are capable of detecting different types of agent mentions automatically.
In case of some types (Jury, Court) the performance appears to be sufﬁcient for actual
use. In case of some other types (Expert, Witness, Legislator) the performance is clearly
too low to produce useful results. For the remaining types it is not clear if the results
would have the potential to be useful in practice. This may also depend on the intended
application (attribution resolution, summarization).
The performance of the models generated during the same domain experiment (top
part of Table 5) is better than the performance of the models trained in the different
domain experiment (middle part of Table 5). This suggests that for each domain there
may be certain agent mentions that are rare or non-existent in other domains. In cyber
crime one of the prosecuting parties was often mentioned as “the government.” This
rarely happens in the IP disputes where two private parties are usually involved.
The models created during the combined domains experiment (bottom part of Table
5) generally outperformed the models created during both, the same domain experiment
as well as the different domain experiment. This shows that certain patterns in mentioning
agents transfer across domains. The Court type mentions appear to transfer very well
since even the models trained on the different domain were capable of retaining good
performance (e.g., “we” is universally being used to mention the deciding majority).
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It is worth emphasizing that the models trained in our experiments are quite simplis-
tic, especially in terms of features they use. While examining the errors it became very
clear that simple textual features do not provide sufﬁcient information to detect certain
mentions and to distinguish among the different types. One could easily see how using
additional resources could lead to dramatic improvements. Take the Amicus Curiae type
as an example. The models struggled to distinguish the mentions of this type from men-
tions of other types, especially the Party and the Organization type. Yet the amici are
almost always listed in the header of the decision in a manner that could often allow
detection through simple regular expression matching. It is quite likely that detection of
the amici in the header and using the detected tokens as contextual features could raise
the performance of our models from very bad to excellent.
There are multiple aspects of this work that we would like to address (or see ad-
dressed) in future. For some of the mention types (Expert, Witness) we encountered the
data sparsity problem. This issue could be affecting other types, too, even though it does
not manifest that clearly. It would make sense to enrich the data set with additional doc-
uments (perhaps from other areas of law). An interesting option would be to include
annotated documents from courts outside the U.S. (e.g., the EU’s Court of Justice).
We have deﬁned the limited type hierarchy that includes only the most basic types
of agents that are regularly mentioned in decisions (see Table 1). These are by no means
all the types that would be of interest for automatic detection. Some of the types that are
already included could be further differentiated into subcategories (e.g., Party to Plaintiff,
Defendant, Apellant). Thus extending the type hierarchy and annotating the corpus with
the new (extended) types would be another way to continue in this work.
The models that we used are fairly simple, especially in terms of the low-level textual
features they operate on. Above we have discussed how using more advanced features
could lead to considerable improvements. Although, CRF is a decent model for this task
some more recent sequence labeling models (e.g., long short-term memory networks) are
likely to perform even better provided there is enough data to train them.
Assuming we are able to detect the agent mentions with sufﬁcient accuracy, co-
reference resolution is a traditional task in natural language processing. The goal in co-
reference resolution is to determine which words or phrases refer to the same object. In
the context of agent mentions this would mean ﬁnding out which mentions denote the
same agent (e.g., mentions such as “we”, “our”, “the majority”, “this court” could all
denote the same agent in a decision).
The ultimate goal is to apply this work in practice. One such application could be
automatic attribution resolution. It would be of immense value for a system to determine
if a certain interpretation of a legal rule is advanced by the deciding majority, a dissenting
judge, or one of the parties. Successful attribution resolution would greatly improve legal
IR, argumentation mining, or automatic summarization of legal documents.
7. Conclusions
In this paper we examined the possibility of automatically detecting agent mentions in
case law analysis. We have shown that: (i) with varying degree of accuracy it is possible
to detect the mentions of different agent types automatically; (ii) the task is domain
dependent in a sense that prediction models trained on one area of law do not perform as
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well for a different area; and (iii) there is relatedness between domains allowing the use of
data from one area of law to improve performance of a model intended for another area.
It is our hope that this work will stimulate further research in detecting agent mentions
in legal texts. For this reason we release the data set that was created to facilitate the
experiments described in this paper. We leave plenty of space for further improvements.
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Abstract. This paper presents a belief revision operator for legal systems that
considers time intervals. This model relates techniques about belief revision for-
malisms and time intervals with temporalised rules for legal systems. Our goal is to
formalise a temporalised belief base and corresponding timed derivation, together
with a proper revision operator. This operator may remove rules when needed or
adapt intervals of time when contradictory norms are added in the system.
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1. Introduction and Motivation
One peculiar feature of the law is that it necessarily takes the form of a dynamic nor-
mative system [22,21]. Despite the importance of norm-change mechanisms, the logical
investigation of legal dynamics was for long time underdeveloped. However, research is
rapidly evolving and recent contributions exist.
In the eighties a pioneering research effort was devoted by Alchourro´n, Ga¨rdenfors
and Makinson [4] to develop a logical model (AGM) for also modeling norm change.
As is well-known, the AGM framework distinguishes three types of change operation
over theories. Contraction is an operation that removes a speciﬁed sentence φ from a
given theory Γ (a logically closed set of sentences) in such a way that Γ is set aside in
favor of another theory Γ−φ which is a subset of Γ not containing φ . Expansion operation
adds a given sentence φ to Γ so that the resulting theory Γ+φ is the smallest logically
closed set that contains both Γ and φ . Revision operation adds φ to Γ but it is ensured
that the resulting theory Γ∗φ be consistent. Alchourro´n, Ga¨rdenfors and Makinson argued
that, when Γ is a code of legal norms, contraction corresponds to norm derogation (norm
removal) and revision to norm amendment. AGM framework has the advantage of being
very abstract, as it works with theories consisting of simple logical assertions. For this
reason, it can capture basic aspects of the dynamics of legal systems, such as the change
obligations and permissions [7,14].
Some research has been carried out to reframe AGM ideas within richer rule-based
logical systems [24,23]. However, also these attempts suffer from some drawbacks of
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standard AGM, among them the fact that the proposed frameworks fail to handle the tem-
poral aspects of norm change: indeed, legal norms are qualiﬁed by temporal properties,
such as the time when the norm comes into existence and belongs to the legal system,
the time when the norm is in force, the time when the norm produces legal effects, and
the time when the normative effects hold. Since all these properties can be relevant when
legal systems change, [14] argues that failing to consider the temporal aspects of legal
dynamics poses a serious limit to correctly model norm change in the law.
Unlike rich but complex frameworks such as the one of [14], this paper claims that
belief revision techniques—which are based on an abstract and elegant machinery—can
be reconciled with need to consider several temporal patterns of legal reasoning. In this
work we are thus interested in the formalisation of a belief revision operator applied to
an epistemic model that considers rules and time. We enrich a simple logic language with
an interval-based model of time, to represent validity and effectiveness of a norm. The
revision operator may remove rules when needed or adapt intervals of time when newer,
contradictory norms are introduced in the system.
The layout of the paper is as follows. Section 2 shows an example to motivate the
main ideas of our proposal. Section 3 proposes the notions of temporalised belief base
and temporalised derivation. Section 4 presents a norm revision operator based on tem-
poralised belief base. Section 5 reports on related work. Some conclusions end the paper.
2. Motivating Example
Let us ﬁrst of all present a concrete example that will serve to motivate the main ideas of
our proposal.
EXAMPLE 1. Consider the following pieces of information regarding a legislative at-
tempt to ease tax pressure for people that have been unemployed.
• A citizen was unemployed from 1980 to 1985.
• If unemployed from 1980 to 1983, then a tax exemption applies from 1984 to 1986,
in order to increase individual savings.
• New authorities in government revoke tax exemption for years 1985 and 1986.
• Tax exemption reinstated for the year 1985 due to agreements with labor unions.
However, later on the legislators approved a new normative establishing that ﬁnally there
is no tax-exemption for all citizens for the years 1985 and 1986.
The previous situation seems to establish that, at the end, a tax exemption applies
only for year 1985 for a while, before being revoked.
3. Legal System as Temporalised Belief Base
The problem of representing temporal knowledge and temporal reasoning arises in many
disciplines, including Artiﬁcial Intelligence. A usual way to do this is to determine a
primitive to represent time, and its corresponding metric relations. There are in the litera-
ture two traditional approaches to reasoning with and about time: a point based approach,
as in [14], and an interval based approach as in [5,9]. In the ﬁrst case, the emphasis is
put on instants of time (e.g., timestamps) and a relation of precedence among them. In
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the second case, time is represented as continuous sets of instants in which something
relevant occurs. These intervals are identiﬁed by the starting and ending instants of time.
In this work, time intervals (like in [6,9]) will be considered. This design decision
has been taken because it simpliﬁes the construction of an revision operator which will
be introduced below. That is, following the semantics of the temporalised rules proposed
in [14] and explained in Section 3 (an adapted version), the revision operator in many
cases only consists in modifying the intervals to maintain the consistency.
Besides, different temporal dimensions will be taken into account. That is, as it is
mentioned in [14], in a normative system, norms have different temporal dimensions: the
time of validity of a norm (when the norm enters in the normative system) and the time
of effectiveness (when the norm can produce legal effects). Thus, if one wants to model
norm modiﬁcations, then normative systems must be modelled by more complicated
structures. In particular, a normative system is not just the set of norms valid in it, but it
should also consider the normative systems where the norms are effective.
3.1. Preliminaries and Notation
We will adopt a propositional language L with a complete set of boolean connectives:
¬, ∧, ∨, →, ↔. Each formula in L will be denoted by lowercase Greek characters:
α,β ,δ , . . . ,ω . We will say that α is the complement of ¬α and vice versa. The char-
acters σ will be reserved to represent cut function for a change operator. We also use
a consequence operator, denoted Cn(·), that takes sets of sentences in L and produces
new sets of sentences. This operator Cn(·) satisﬁes inclusion (A⊆Cn(A)), idempotence
(Cn(A) = Cn(Cn(A))), and monotony (if A ⊆ B then Cn(A) ⊆ Cn(B)). We will assume
that the consequence operator includes classical consequences and veriﬁes the standard
properties of supraclassicality (if α can be derived from A by deduction in classical logic,
then α ∈ Cn(A)), deduction (β ∈ Cn(A∪ {α}) if and only if (α → β ) ∈ Cn(A)) and
compactness (if α ∈Cn(A) then α ∈Cn(A′) for some ﬁnite subset A′ of A). In general,
we will write α ∈ Cn(A) as A  α . Note that the AGM model [4] represents epistemic
states by means of belief sets, that is, sets of sentences closed under logical consequence.
Other models use belief bases; i.e., arbitrary sets of sentences [10,18]. Our epistemic
model is based on an adapted version of belief bases which have additional information
(time intervals). The use of belief bases makes the representation of the legal system state
more natural and computationally tractable. That is, following [20] (page 24), we con-
sider that legal systems sentences could be represented by a limited number of sentences
that correspond to the explicit beliefs of the legal system.
3.2. Time Interval
We will consider a universal ﬁnite set of time labels T= {t1, . . . , tn} strictly ordered; each
time label will represent an unique time instant. Simplifying the notation, we assume that
ti − 1 is the immediately previous instant to the instant ti and ti + 1 is the immediately
posterior instant to the instant ti.
Like in [16] we propose temporalised literals, however, we use intervals. We will
consider an interval like ﬁnite ordered sequence of time labels ti, . . . , t j where i, j are
natural numbers (i ≤ j) and ti, . . . t j ∈ T denoting instances of time or timepoints. Thus
we have expressions of the type α interval , where interval can be as follow:
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• [ti, ti]: meaning that α holds at time ti. Following [14] α is transient (holding at
precisely one instant of time). For simplicity [ti, ti] = [ti].
• [ti,∞]: meaning that α holds from ti. Following [14] α is persistent from ti.
• [ti, t j]: meaning that α holds from time ti to t j with ti < t j.
Then we will consider a set of time intervals Iwhich contains intervals as those described
previously. Thus, for simplicity, we can have expressions like αJ where J ∈ I. Intervals
in I will be denoted by uppercase Latin characters: A,B,C, . . . ,Z. Two intervals may not
be disjoint, as deﬁned next.
Deﬁnition 1. Contained interval. Let R,S∈ I be two intervals. We say that R is contained
in S, denoted R⊆ S if and only if for all ti ∈ R it holds that ti ∈ S.
Deﬁnition 2. Overlapped interval. Let R,S ∈ I be two intervals. We say that R and S are
overlapped, denoted R≈ S if and only if there exists ti ∈ R such that ti ∈ S.
EXAMPLE 2. Let R,S,V ∈ I where R = [t3, t7], S = [t4, t6] and V = [t5, t9] with
t3, t4, t5, t6, t7, t9 ∈ T. Then S ⊆ R, R≈V and S ≈V.
3.3. Temporalised Belief Base
As rules are part of the knowledge, they are subject of temporal validity too: the time of
force of a rule, i.e., the time when a rule can be used to derive a conclusion given a set of
premises. In this perspective we can have expressions like
(α [ta,tb] → β [tc,td ])[te,t f ]
meaning that the rule is in force from timepoint te to t f , or in other words, we can use
the rule to derive the conclusion at time from time te to t f . The full semantics of this
expression is that from time te to t f we can derive that β holds from time tc to td if we
can prove that α holds from time ta to tb. But now we are doing a derivation from time te
to t f , so the conclusion β [tc,td ] is derived from time te to t f and the premise α [ta,tb] must be
derived from time te to t f as well. In the same way a conclusion can persist, this applies
as well to rules and then to derivations.
Thus, it is possible to deﬁne temporalised belief base which will contain tempo-
ralised literal and temporalised rules (see Example 3). This base represents a legal sys-
tem in which each temporalised sentence deﬁnes a norm whose time interval determines
the validity and effectiveness time.
EXAMPLE 3. A legal system can be represented by the temporalised belief base K =
{α [t1,t3],α [t4],(α [t1,t4] → β [t4,t6])[t4,t6],β [t5,t6],β [t6,t8],β [t10],δ [t11],(δ [t11] → β [t15,t20])[t5,t6],
ω [t2,t8],(ω [t4] → β [t6,∞])[t21,t22],ε [t1,∞]}.
This type of belief base representation implies that a sentence can appear more than
once in a temporalised belief base; but from the point of view of the temporalised sen-
tences stored in the temporalised belief base there is no redundancy because each tempo-
ralised sentence has different time interval. For instance, consider Example 3, α appears
two times, but with different intervals. In this case, we will say that α is intermittent and
it means that α is held from t1 to t3 and it is held in the instant t4. Besides, if the intervals
of a sentence are overlapped (β [t5,t6], β [t6,t8] in Example 3), despite that the time inter-
val of the sentence intuitively be only one ([t5, t8]), we decided to maintain all versions
because will be more suitable when we will model the dynamics of the legal system.
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3.4. Temporalised Derivation
Note that a norm can explicitly be in a temporalised belief base, α [t5] ∈ K in Exam-
ple 3. However, a norm can implicitly be represented in a temporal belief base if some
conditions are held. For instance, in Example 3, β is implicitly represented with ω [t2,t8],
(ω [t4] → β [t6,∞])[t21,t22] due to the antecedent of the rule is held in t4 by the temporalised
sentence ω [t2,t8]. Next, temporalised derivation for a sentence are deﬁned to capture this
notion. To do this, ﬁrst we deﬁne a temporalised derivation in a time instant and then we
give a deﬁnition of temporalised derivation in time interval. The last mentioned is based
on the previous.
Deﬁnition 3. Temporalised derivation in a time instant. Let K be a set of temporalised
sentences and α [ti] be a temporalised sentence. We say that α [ti] is derived from K (de-
noted K t α [ti]) if and only if:
• αJ ∈K and ti ∈ J, or
• (βH → αP)Q ∈K and ti ∈ P and K t β [t j ] for all t j ∈ H.
Deﬁnition 4. Temporalised derivation in a time interval. Let K be a set of temporalised
sentences and α [ti,t j ] be a temporalised sentence. We say that α [ti,t j ] is derived from K
(denoted K t α [ti,t j ]) if and only if K t α [tp] for all tp ∈ [ti, t j].
To compute the temporalised derivation of a sentence checking each instant of the
intervals beneﬁts us in special cases where implicit sentences need temporalised sen-
tences with overlapped intervals as antecedents. To determine the time interval of the
implicitly derived temporal sentence, the temporal consequence will be deﬁned below.
Deﬁnition 5. Temporalised consequence. Let K be a set of temporalised sentences and
α [ti,t j ] be a temporalised sentence. We say that α [ti,t j ] is a temporalised consequence of
K (α [ti,t j ] ∈Cnt(K)) if and only if K t α [ti,t j ].
EXAMPLE 4. Consider again the temporalised belief base of Example 3. Then, K t
β [t4,∞], that is, β [t4,∞] ∈Cnt(K); and K t α [t1,t4], that is, α [t1,t4] ∈Cnt(K).
Note that the underlying semantics of this type of derivation (legal system) differs
from that in propositional logic when we want to represent the knowledge [9]. Note that,
following Deﬁnition 4, the interval of an implicitly derived sentence will be the inter-
val of the consequent of the rule that derives the conclusion of the proof. For instance,
suppose that K= {γ [t2,t5],(γ [t3,t4] → ε [t6,t9])[t1,∞]} then the time interval of ε is [t6, t9].
In this proposal, a contradiction arise when two complementary sentences can be
derived with time intervals overlapped. For instance, suppose K = {α [t2,t9],¬α [t1,t3]},
in this case there exist a contradiction. However, consider K = {α [t5],¬α [t1,t3]}, in this
case, we will say that K does not have contradictions. Moreover, we will say that a
temporalised belief base is temporally consistent if the base does not have contradictions.
The temporalised belief base of Example 3 is temporally consistent.
4. Legal Belief Revision
A legal system should be temporally consistent, i.e., it cannot contain contradictory
norms at any time. Hence, we propose a norm prioritised revision operator that allows
to consistently add a temporalised sentence α [ti,t j ] to a consistent legal system K.
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This special revision operator is inspired in the rule semantics explained above in
Section 3 (an adapted version from that proposed in [14]). Thus, following the concept
of consistency proposed in Section 3, the revision operator may remove temporalised
sentences or, in some cases, may only modify the intervals to maintain consistency.
To incorporate a norm ¬β J into a legal system, it is necessary to consider all possible
contradictions that may arise if the norm is added without checking for consistency.
For this, it is necessary to compute all proofs of β considering only those temporalised
sentences βP whose effectiveness time is overlapped with the time interval J, that is,
J ≈ P. Note that, computing all minimal proofs of a temporal sentence considering only
those which time interval is overlapped with the time interval of the input sentence, is an
optimized version. Next, a set of minimal proof for a sentence will be deﬁned.
Deﬁnition 6. LetK be a temporalised belief base and αJ a temporalised sentence. Then,
H is a minimal proof of αJ if and only if
1. H⊆K,
2. αP ∈Cnt(H) with J ≈ P, and
3. if H′ ⊂H, then αP ∈Cnt(H′) with J ≈ P.
Given a temporalised sentence αJ, the function Π(αJ ,K) returns the set of all the mini-
mal proofs for αJ from K.
REMARK 1. Each set of Π(αJ ,K) derives α in at least one time instant of J.
EXAMPLE 5. Consider the temporalised belief base of Example 3. Then Π(β [t5,t6],K)
= {H1,H2,H3,H4} where:
• H1 = {α [t1,t3],α [t4],(α [t1,t4] → β [t4,t6])[t4,t6]},
• H2 = {β [t5,t6]},
• H3 = {β [t6,t8]},
• H4 = {ω [t2,t8],(ω [t4] → β [t6,∞])[t21,t22]}
Note thatH1 is minimal due to α should be derived from t1 to t4 to use the rule (α [t1,t4] →
β [t4,t6])[t4,t6] hence, α [t1,t3] and α [t4] should be in H1.
Our operator is based on a selection of sentences in the knowledge base that are
relevant to derive the sentence to be retracted or modiﬁed. In order to perform a revision,
following kernel contractions [19], this approach uses incision functions, which select
from the minimal subsets entailing the piece of information to be revoked or modiﬁed.
We adapt this notion of incision function proposed in [19] to our epistemic model. An
incision function only selects sentences that can be relevant for α and at least one element
from each Π(αJ ,K), as follows.
Deﬁnition 7. Incision function. LetK be a temporalised belief base, an incision function
σ for K is a function such that for all αJ ∈Cnt(K):
• σ(Π(αJ ,K))⊆⋃(Π(αJ ,K)).
• For each H ∈ Π(αJ ,K), H∩σ(Π(αJ ,K)) = /0.
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In Hansson’s work it is not speciﬁed how the incision function selects the sentences
that will be discarded of each minimal proof. In our approach, this will be solved by
considering those sentences that can produce legal effects in favour of a possible contra-
diction with the new norm. Thus, if the new norm is ¬β J then the incision function will
select the temporalised sentences βP or (αQ → βF)H of each Π(β J ,K).
Deﬁnition 8. Search consequence function. Sc: L × K → K, is a function such that for
a given sentence α and a given temporalised base K with H⊆K,
Sc(α,H) = {αJ : αJ ∈H} ∪{(βP → αQ)R : (βP → αQ)R ∈H and β ∈ L}
Deﬁnition 9. Consequence incision function. Given a set of minimal proofs Π(αJ ,K),
σ cis a consequence incision function if it is a incision function for K such that
σ c(αJ ,K) =
⋃
H∈Π(αJ ,K)
Sc(α,H)
EXAMPLE 6. Consider Examples 3 and 5. Then, Sc(β ,H1) = {(α [t1,t4] → β [t4,t6])[t4,t6]},
Sc(β ,H2) = {β [t5,t6]}, Sc(β ,H3) = {β [t6,t8]}, and Sc(β ,H4) = {(ω [t4] → β [t6,∞])[t21,t22]}.
Thus, σ c(β [t5,t6],K) =
⋃
H∈Π(β [t5,t6],K) Sc(β ,H) = {(α [t1,t4] → β [t4,t6])[t4,t6], β [t5,t6], β [t6,t8],
(ω [t4] → β [t6,∞])[t21,t22]}
As mentioned before, the revision operator may remove temporalised sentences or,
in some cases, may modify the intervals to maintain consistency. Next, a temporal pro-
jection will be deﬁned based on a given time interval. The idea here is, given a tempo-
ralised belief base K and given a time interval [ti, t j], to return a temporalised belief base
K
′ containing those sentences from K whose time intervals be out of [ti, t j].
Deﬁnition 10. Excluding temporal projection. Let K be a temporalised belief base and
let [ti, t j] be a time interval where ti, t j ∈ T. A excluding temporal projection of K from ti
to t j, denoted
out
K
ti
t j , is a subset of K where for all α
[tp,tq] ∈K,
out
K
ti
t j will contain:
• α [tp,ti−1] if tp < ti, tq ≥ ti and tq ≤ t j.
• α [t j+1,tq] if tp ≥ ti, tq > t j and tp ≤ t j.
• α [tp,ti−1] and α [t j+1,tq] if tp < ti, tq > t j.
• α [tp,tq] if tq < ti or tp > t j.
REMARK 2. Note that the case in which tp ≥ ti and tq ≤ t j the temporal sentence it is
not considered. In this case, this sentence is erased.
EXAMPLE 7. Consider Example 6 and suppose that S is a temporalised belief base and
S = σ c(β [t5,t6],K). Then,
out
St5t6 = {(α [t1,t4] → β [t4])[t4,t6], β [t7,t8], (ω [t4] → β [t7,∞])[t21,t22]}.
Following the notion of excluding temporal projection (Deﬁnition 10) a norm pri-
oritized revision operator can be deﬁned. That is, an operator that allows to consistently
add temporalised sentences in a temporalised belief base. If a contradiction arises, then
the revision operator may remove temporalised sentences or modify the corresponding
intervals in order to maintain consistency.
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Deﬁnition 11. Let K be a temporalised belief base and α [ti,t j ] be a temporalised sen-
tence. The operator “ ⊗”, called prioritized revision operator, is deﬁned as follow:
K⊗α [ti,t j ] = (K\S)∪
out
Stit j ∪ {α [ti,t j ]}
where S = σ c(¬α [ti,t j ],K)
EXAMPLE 8. Consider Example 3 and suppose that a new norm ¬β [t5,t6] it is wished to
add. To do this, it is necessary to doK⊗¬β [t5,t6]. Consider Examples 5 and 6. Then,K⊗
¬β [t5,t6] = {α [t1,t3], α [t4], (α [t1,t4] → β [t4])[t4,t6], β [t7,t8], β [t10], δ [t11], (δ [t11] → β [t15,t20])[t5,t6],
ω [t2,t8], (ω [t4] → β [t7,∞])[t21,t22], ε [t1,∞], ¬β [t5,t6]}. Note that, this new temporalised base is
temporally consistent.
The following example shows how our operator works in a particular situation when
a legal system undergoes many changes and has rules that complement each other.
EXAMPLE 9. Consider following temporalised belief base K = {β [t1,t10],(β [t1,t5] →
α [t1,t5])[t1,∞],(β [t6,t10] → α [t6,t10])[t1,∞],δ [t4]}. Note that, K t α [t1,t10] because K t α [ti]
for all ti ∈ [t1, t10]. Suppose that it is necessary to adopt ¬α [t1,t10]. To do this,
it is necessary to compute all the minimal proofs of α [t1,t10] in K. In this case,
Π(α [t1,t10],K) = {{β [t1,t10],(β [t1,t5] → α [t1,t5])[t1,∞],(β [t6,t10] → α [t6,t10])[t1,∞]}}. Then, S =
σ c(α [t1,t10],K) = {(β [t1,t5] →α [t1,t5])[t1,∞],(β [t6,t10] →α [t6,t10])[t1,∞]}. Thus,
out
St1t10= /0. There-
fore, K⊗¬α [t1,t10] = {β [t1,t10],δ [t4],¬α [t1,t10]}.
5. Related work
Alchourro´n and Makinson were the ﬁrst to logically study the changes of a legal code
[2,3,1]. The addition of a new norm n causes an enlargement of the code, consisting
of the new norm plus all the regulations that can be derived from n. Alchourro´n and
Makinson distinguish two other types of change. When the new norm is incoherent with
the existing ones, we have an amendment of the code: in order to coherently add the new
regulation, we need to reject those norms that conﬂict with n. Finally, derogation is the
elimination of a norm n together with whatever part of the legal code that implies n.
[4] inspired by the works above proposed the so called AGM framework for belief
revision. This area proved to a very fertile one and the phenomenon of revision of logical
theories has been thoroughly investigated. It is then natural to ask if belief revision offers
a satisfactory framework for the problem of norm revision. Some of the AGM axioms
seem to be rational requirements in a legal context, whereas they have been criticised
when imposed on belief change operators. An example is the success postulate, requiring
that a new input must always be accepted in the belief set. It is reasonable to impose such
a requirement when we wish to enforce a new norm or obligation. However, it gives rise
to irrational behaviors when imposed to a belief set, as observed in [11].
The AGM operation of contraction is perhaps the most controversial one, due to
some postulates such as recovery [14,25], and to elusive nature of legal changes such as
derogations and repeals, which are all meant to contract legal effects but in remarkably
different ways [14]. Standard AGM framework is of little help here: it has the advantage
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of being very abstract—it works with theories consisting of simple logical assertions—
but precisely for this reason it is more suitable to capture the dynamics of obligations
and permissions than the one of legal norms. In fact, it is hard in AGM to represent how
the same set of legal effects can be contracted in many different ways, depending on how
norms are changed. For this reason, previous works [12,13,14] proposed to combine a
rule-based system with some forms of temporal reasoning.
Difﬁculties behind standard AGM have been considered and some research has been
carried out to reframe AGM ideas within reasonably richer rule-based logical systems,
combining AGM ideas with Defeasible Logic [23,15] or Input/Output Logic [7,24].
[25] suggested a different route, i.e., employing in the law existing techniques—such
as iterated belief change, two-dimensional belief change, belief bases, and weakened
contraction—that can obviate problems identiﬁed in [14] for standard AGM.
In this paper we showed to extend base revision with temporal reasoning, and, in
particular, with time intervals. Our approach, like in [14], is able to deal with constituents
holding in an interval of time, thus an expression=⇒ a[t1,t2] meaning that a holds between
t1 and t2 can be seen as a shorthand of the pair of rules from [14] (defeasible and defeater)
=⇒ a[t1,pers] and  ¬a. We have taken this design decision because it simpliﬁes the
construction of the revision operator: following the semantics of the temporalised rule
proposed in [14] and explained in Section 3 (an adapted version), the revision operator
in many cases only consists in modifying the intervals to maintain the consistency.
Interval and duration based temporal defeasible logic have been developed [6,17].
[17] focuses on duration and periodicity and relationships with various forms of causal-
ity. [6] proposed a sophisticated interaction of defeasible reasoning and standard tempo-
ral reasoning (i.e., mutual relationships of intervals and constraints on the combination
of intervals). In both cases it is not clear whether the techniques employed there are rel-
evant to the application to norm modiﬁcations, and such works consider only a single
temporal dimension.
In [8], belief revision in a temporal logic context is also addressed. However, they
use modal operators over possible worlds to model belief changes. Here we are focused
in a propositional language with time intervals following kernel contraction construction
proposed in [19].
6. Conclusions and Future Work
In this work we have introduced a time-based belief revision operator for legal systems.
A temporalised belief base and a temporalised belief derivation was deﬁned, following
the formalisation of temporal rules, suitable to model examples in the legal area. In this
special belief base each piece of information is decorated with a time interval. In this
scenario our novel belief revision operator allows the consistent addition of temporalised
sentences in a temporalised belief base. If a contradiction arises, then the revision oper-
ator may either remove conﬂictive temporalised sentences or modify the intervals.
Change operators are presented following the AGM model [4] where the operators
are deﬁned through constructions and representation theorems. In this paper, the operator
was deﬁned through construction. As future work, rationality postulates will be given and
its corresponding Representation Theorem for this new revision operator. This theorem
proves the correspondence between the set of postulates and the construction.
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Abstract. In this article we propose a novel methodology, which uses text similar-
ity techniques to infer precise citations from the judgments of the Court of Justice
of the European Union (CJEU), including their content. We construct a complete
network of citations to judgments on the level of singular text units or paragraphs.
By contrast to previous literature, which takes into account only explicit citations of
entire judgments, we also infer implicit citations, meaning the repetitions of legal
arguments stemming from past judgments without explicit reference. On this basis
we can differentiate between different categories and modes of citations. The latter
is crucial for assessing the actual legal importance of judgments in the citation net-
work. Our study is an important methodological step forward in integrating citation
network analysis into legal studies, which signiﬁcantly enhances our understanding
of European Union law and the decision making of the CJEU.
Keywords. Network analysis, Citation networks, Text similarity, CJEU
1. Introduction
While citation network analysis has gained traction as an approach to understand law and
courts, legal scholars remain reserved. Our study is motivated by this reticence, which
can be summed up in three pertinent objections. We discuss them in turn. First, legal
scholars see the approach as quantitative hence unﬁt for detailed qualitative investiga-
tions of legal rules and principles and their application to concrete cases. The latter are
typically considered as the main purpose of a legal study. The position is reinforced by
the existing use of the approach since, bar a few exceptions, the network approach has
been paired with statistical quantitative analysis. The ﬁeld is strongly focused on judi-
cial behavior and judicial bias in legal decision making, using case citation networks to
answer questions related to law rather than legal questions. This is particularly recog-
nizable in research on the United States Supreme Court (USSC) but has been less true
for studies of the CJEU [7]. Examples include inquiries into judicial activism, the rise
of stare decisis, the depreciation of precedents in the USSC [4], citation strategies of
international courts, and the (strategic) behavior of individual judges [8].
1Corresponding Author, email: ioannis.panagis@jur.ku.dk. This research is partly funded by the
Danish National Research Foundation Grant no. DNRF105.
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Second, the network analysis approach treats all citations as equally important, and
does not discriminate between different types of references. The judge might mention a
case in passing or include it in a string citation; she might cite it to distinguish it from
the case at hand or dismiss it as irrelevant, or because one of the parties to the case relied
on it. She might, furthermore, cite the case as an example, to reason by analogy, rather
than employ it as a binding, guiding, or even legally persuasive source of law that legally
or de facto obliges her to reach a speciﬁc outcome. The information is crucial for the
inquiry of what is valid law and which cases are the truly important reference points in
a court’s repository. The criticism is underscored by the fact that so far existing studies
using case citations have in fact conceptualized citations as equal, and treated them as
legally relevant. Moreover, the same studies have assumed that the “citation behavior
of the Court provides information about which precedents serve important roles in the
development of [. . . ] law,” [6]. The implication of this assumption would be that “[. . . ] a
judgment’s value as a source of law is limited if it has never been cited by the Court of
Justice.” [7], which is something that most legal scholars would contest.
Third, because citation network analysis relies on explicit case citations it can only
be applied to courts with a developed and rigorous citation practice. The criticism raises
the question whether the method will yield inaccurate ﬁndings in the case of continental
style courts like the CJEU, which tend to repeat the wording and the arguments estab-
lished in past cases without citing the source (the so-called implicit citations). Albeit this
is less true for the more recent judgments, the CJEU has especially in its earlier cases
often resorted to such implicit citations.
To address the above challenges we combine the network approach with text anal-
ysis. First, we construct the citation network based on references to paragraphs of indi-
vidual judgments as units rather than judgments as a whole (we use cases and judgments
of the CJEU as synonyms). Namely, most cited paragraphs typically include a particular
concept or a particular formulation, which is relevant in the process of construction of
legal arguments2. By doing this we take a step further in identifying the aspects of cases
that are legally important. We also acquire the information whether the case is relevant
for one or several legal aspects. For instance, if only one paragraph of a case is repeat-
edly cited, the case is most likely important for resolving one legal issue. If, by contrast,
there are several different paragraphs of one judgment that are cited, the case might be
important for resolving more than one legal issue.
Second, we isolate the references that are directed to entire cases (global references)
and use text similarity techniques to infer local references, references to particular parts
of cases (paragraphs). The latter are called implicit references or missing citations, where
the CJEU repeats the text of a particular paragraph / part of the judgment verbatim or with
slight variations but does not cite it. Third, we assess the relevance of cited paragraphs
from a legal perspective. We showcase our approach by evaluating the links to three of
the best known cases in the CJEU doctrine: Dassonville, Defrenne II and Francovich3.
2Typically, the judgments of the CJEU are separated into self-contained units or paragraphs, dealing with a
particular point of law or fact. In the older judgments dating back to the 1970s the paragraphs are not numbered
systematically. Later, in the 1980s, when the judgments became longer and the writing style of the CJEU more
argumentative and informative, the CJEU began to number the paragraphs.
3Dassonville: case C-8/74, ECLI:EU:C:1974:82, Defrenne II: case C-43/75, ECLI:EU:C:1976:39 (also
known as “Defrenne II”) and Francovich: Case C-6/90, ECLI:EU:C:1991:428.
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Table 1. The different types of references, illustrated on references to Dassonville.
Reference type Paragraph
local 39. The prohibition of measures [...] (see, in particular, Case 8/74 Dassonville
[1974] ECR 837, paragraph 5; Case 178/84 Commission v Germany [1987)
ECR 1227 (“Beer purity law”), paragraph 27; [...].
global 10 It must be recalled ﬁrst of all that since its judgment in Case 8/74 Procureur
du Roi v Dassonville [1974] ECR 837, the Court has consistently held [...]
To summarize, by leveraging the ﬁne-grained paragraph data we: a) infer the missing
citations and b) tease out and assess the potentially legally relevant parts of the cited
case. Altogether, this information is crucial to evaluate the actual legal importance of a
particular case and its inﬂuence on the development of legal doctrine.
The rest of the paper is organized as follows: in Section 2 we present the methods
that we use, namely the missing link detection technique, lay out the assumptions and
observations, on which we base our research strategy and explain the terminology (ju-
dicial formulas). In Section 3 we present a quantitative and qualitative evaluation of our
the missing link detection technique and, ﬁnally, we conclude in Section 4.
2. Research Strategy, Method and Data
Our research strategy is based on a set of assumptions and observations about the CJEU
and its style of decision writing.
2.1. Paragraphs, Networks, and Reference Types
Every judgment of the CJEU is divided into smaller text units or paragraphs. The para-
graphs form the skeleton of the judgment and contain the legal arguments that the Court
is communicating as well as references to previous cases (precedents), on which the
CJEU relies in order to support these arguments.
We deﬁne a judgment paragraph as the part of a judgment that usually starts with an
integer number, e.g. 10, and extends until the text paragraph starting with the next integer,
i.e. 11, excluding perhaps quoted text. References (or citations) can be grouped into
two categories: local references that precisely deﬁne which paragraph of the previous
judgment is being cited with a number and global references where the entire judgment
is cited without specifying the paragraph(s). Examples of both types are given in Table 1.
A citation network is deﬁned as a pair G = (V,E), where V =Vcase∪Vpar is the set
of nodes, Vcase is a set of cases that is referred to by means of global references, Vpar
is the set of judgment paragraphs that cite and get cited by means of local references,
E = Eglobal ∪Elocal are the edges such that Eglobal = {(u,v)|u ∈ Vpar,v ∈ Vcase} depict
the global citations and Elocal = {(u,v)|u,v ∈Vpar} are the local ones. Lastly, we denote
by par(C) the set of all judgment paragraphs of a given case C.
2.2. Formulas
All language users depend on prefabricated phrases. That said, the language of courts is
formalized to a much larger extent than natural language and is by far more repetitive.
The language of the CJEU is particularly routinized, even when compared to the CJEU’s
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counterparts in France, Germany and the United Kindgom [1,14]. The CJEU makes use
of a limited set of textual devices to construct its arguments [14]. These have been la-
beled judicial formulas in literature [1] and can be deﬁned as legal phrases, which the
CJEU repeats as self-standing statements of the law or in context with other prefabricated
phrases. The formulas are not only rhetorical but simultaneously characterize the Euro-
pean Union legal order, establish its principles and fundamental concepts [1]. They speed
up the process of judgment writing and make searching for relevant (legally similar) past
cases more effective.4
With repetition the formulas detach from the judgments in which they were ﬁrst
pronounced (the original judgments) and acquire a broader relevance. They begin to
function as abstract rules [11]. The modiﬁcation of the content of the formulas reﬂects
how the CJEU develops, elaborates, expands, or restricts legal concepts, and the reach of
European Union law and how it adapts broad formulations to ﬁt individual situations [11,
2]. This does not imply that the original judgment loses its legal relevance because it
is not cited but rather that the legal relevance of the judgment becomes embedded, or
implicitly acknowledged [10].
Among the best known examples is the so-called Van Gend formula, where the
CJEU deﬁned the Treaty as establishing “a new legal order of international law” and the
formula in the Grzelczyk judgment5, where the CJEU deﬁned the concept of European
Union citizenship, stating that “Union citizenship is destined to be the fundamental sta-
tus of nationals of the Member States.”. Both had far-reaching implications for the rela-
tionship between the European Union and the Member States and between the European
Union and other international organizations.
2.3. Text Processing and Text Similarity
As already pointed out in the previous section the CJEU often paraphrases the wording
of the original formula to express the same content. The new versions of the formula are
thus not identical but similar to the original formula. To infer implicit citations (missing
links) and local references we thus rely on text similarity.
We proceed by ﬁrst applying a typical Natural Language Processing workﬂow which
consists of the following steps: a) sentence and word segmentation, b) lowercasing, c)
stemming, d) removal of stopwords, single letter words and numbers. For the last step
we use the standard list of English stopwords.
Our purpose is to deﬁne a way to measure the formula similarity between any mu-
tated paragraph a and the original paragraph b, and use this metric to detect the actual
cited paragraphs in the case of global references. We therefore, use a special case of the
Tversky index [15] (see Equation 1).
T (b,a) =
|b∩a|
|b∩a|+α|b−a|+β |a−b| α,β ≥ 0 (1)
where | · | here denotes the number of words.
The formula similarity index between paragraphs b and a, fsi(b,a), is merely the
value of Tversky index we get by substituting α = 1 and β = 0 and thus eliminating the
inﬂuence of the mutant paragraph to the similarity score, which is desirable. Hence:
4Scholars have called these pre-fabricated phrases the building blocks, see e.g. [3]
5The corresponding ECLI numbers are ECLI:EU:C:1962:42 (Van Gend) ECLI:EU:C:2001:458 (Grzelzyk)
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fsi(b,a) =
|b∩a|
|b| (2)
Note that the above deﬁnition is not symmetric, i.e. fsi(a,b) = fsi(b,a). An inter-
esting property of the proposed similarity index is that it implies that the paragraphs are
treated as bags-of-words, in the sense that the order of the words is not important. The
latter property, together with stemming help us to partly overcome the effect of para-
phrasing during link detection. In the context of inferring implicit links, a given para-
graph a, refers to case B but not to a speciﬁc paragraph b ∈ par(B). Hence, we will use
fsi to infer which paragraph of B should have been the target of the implicit reference.
2.4. Dataset Construction
The dataset for this paper was ﬁrst compiled by downloading from EUR-Lex6, the texts
of all judgments of the CJEU until the end of 2015. This yielded 10418 documents
(judgments) in total. We then extracted all paragraphs in the Grounds section of the
judgments7. We kept the English language versions of the judgments whenever available,
and supplemented the dataset with the texts of the French language versions, yielding a
total of around 445000 paragraphs. Since the CJEU did not number judgment paragraphs
systematically until the 1970s, we excluded all judgments that do not have numbered
paragraphs from the extraction process.
Note that due to this technical issue, some older cases are left out in the present
study. This includes some important landmark cases such as Van Gend and Costa for
instance. However, we argue that this does not affect the way we assess the relevance of
our methodology in Section 3, which is the core of the present study. This rather raises
the question of completing the dataset which we let for a future work.
Subsequently, we employed the core extraction methodology in [10], i.e. used GATE
and a set of JAPE rules [5], to infer citations to paragraphs and to build a paragraph-
to-paragraph citation network out of the entire paragraph dataset, including both global
and local references. The main difference from the core methodology proposed in [10]
is that in order to annotate the case names in the text, where possible, we preprocessed
the paragraphs before passing them to GATE, instead of using a gazetteer.
Preprocessing was a necessary step to identify citations in the text that refer to the
case by the name that it is commonly known by, in CJEU. For instance, the CJEU very
often refers to a judgment without using case numbers, like in the following: “37. The
Court stated in paragraph 16 of Keck and Mithouard, cited above, that national pro-
visions [. . . ] within the meaning of the line of case-law initiated by Dassonville, cited
above”8. Text fragments like the previous, can however be annotated with the CELEX
number of the case, by using a white-list of case names. The annotation can then be fur-
ther used to identify every single case decided by the CJEU and stored in EUR-Lex. The
use of gazetteer reaches the same ﬁnal result in the general case, makes things more com-
plicated, however, in the presence of ambiguous citations, e.g. “Commision v. France”.
The key ﬁgures of both the paragraph-to-paragraph and the corresponding case-to-
case networks are summarized in Table 2.
6http://eur-lex.europa.eu
7The judgments of the CJEU are divided in sections. The section Grounds contains the statements of the
CJEU about the legal arguments and is thus the part of the judgments that is most relevant for legal scholars.
8Karner, Case C-71/02, ECLI:EU:C:2004:181, par. 37
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Table 2. The case-to-case and the paragraph-to-paragraph network of the CJEU. The numbers in parenthesis
indicate, |Vcase| for nodes and |Eglobal | for edges, respectively.
case-to-case paragraph-to-paragraph
Nodes 10418 74219 (4773)
Edges 49519 93713 (18778)
2.5. Predicting Local Links
The paragraph-to-paragraph network and the global references open the possibility to
complement the network by predicting the actual target paragraphs from global citations
on the basis of citing paragraphs alone. While legal experts who are familiar with the
judgments of the CJEU and the relevant formulas would see this as an intuitive step in
the legal analysis, the task is less straightforward for a computer program.
We nonetheless designed the following simple algorithm to overcome this difﬁculty:
For every edge (p,C) ∈ Eglobal , run through the set par(C) and for every paragraph
pc ∈ par(C), compute f si(pc, p) from Equation 2. We compute a candidate target para-
graph pt , taking pt = max{ f si(pc, p)∀pc ∈ par(C)} and then check if f si(pt , p) ≥ t,
for a speciﬁed threshold t, in which case we add the edge (p, pt), which means that we
infer that p should cite pt among all paragraphs of C. If f si(pt , p) < t, no paragraph is
predicted.
Computing the score f si(pc, p), as above, implies that we consider pc as the (can-
didate) source of law that paragraph p is citing, and fsi represents the percentage of pc
repeated by p. Another implication of the above approach is that we predict at most one
edge for every (p,C)-pair even though in principle, a paragraph could refer to more than
one paragraph of a cited judgment.
The selection of an appropriate value for t is not straightforward. In our case we
worked with different values of t and observed that selecting t ≥ 0.5 would exclude
several true positive citations, when the formula that was reproduced in the global citation
was a rather small fraction of the original formula. In fact we calculated the average
fsiavg = {fsi(v,u)/|Elocal | ,∀(u,v) ∈ |Elocal |} and the result was fsiavg = 0.48. Therefore,
we tested several values of t < 0.5 and we ended with t = 0.4, which we will use for the
rest of the paper. We omit the full results for a longer version of the paper.
3. Results and Interpretation
3.1. Predicting Local Citations
In order to assess the prediction method we evaluated the quality of the predictions by ex-
amining the predicted links towards three landmark cases9 of the case-law of the CJEU,
Dassonville, Defrenne II and Francovich. The reason for selecting those cases is on the
one hand their qualitative characteristics, in particular their perceived doctrinal differ-
ence and versatility, and then their quantitative characteristics, see Table 3. As we see
from Table 3, the three selected cases are cited more on average and vary greatly in the
number of paragraphs of them that get cited.
9see e.g. [13] for the discussion on landmark cases
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Table 3. Summary statistics for the number of citations of the selected cases compared with the network all
paragraphs. The number of cited paragraphs for the entire network is the average.
Dassonville Defrenne II Francovich Network
Median 1.00 3.00 2.00 1.00
Mean 33.00 3.53 4.00 2.12
Number of cited paragraphs 3 19 27 5.23
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Figure 1. Examples or paragraph networks. Dark edges denote predicted links and numbered nodes corre-
spond to highly cited paragraphs of each case.
Dassonville is prominent among legal scholars with regard to one legal aspect in
a well deﬁned area of EU law (free movement of goods). Defrenne II is typically con-
sidered by legal scholars in several areas of EU law, i.a. for its contribution to the gen-
eral principle of non-discrimination on grounds of gender (the principle of equal pay for
equal work), the limitation of temporal effects of judgments of the CJEU in exceptional
circumstances, and horizontal direct effect of the Treaty as a fundamental characteristics
of the EU legal order. Dassonville and Defrenne II are cases of creative judicial interpre-
tation of the Treaty as the principal, written legal source of EU law. By contrast, Fran-
covich is known as a judicial innovation. It establishes a new legal principle that does
not originate from a written legal source of EU law and lays down the conditions under
which it can be applied. This is reﬂected in the high number of different paragraphs that
are cited in subsequent cases. The induced subgraphs of the paragraph networks of the
above three cases are juxtaposed in Figure 1, where their differences in legal substance
are very nicely represented by the fact that the Dassonville subnetwork consists almost
entirely of one star, with incoming citations only to par. 5, whereas in Defrenne II and
Francovich the citations to several legal aspects produce a number of smaller clusters.
This implies ﬁrst, that Dassonville contains one formula, which is most often re-
peated in subsequent cases as a whole. By contrast, Defrenne II and Francovich contain
more than one formulas. Second, since the Dassonville formula has a single and distinct
meaning related to a particular legal problem, it is consistently repeated in one particular
legal and several, factually similar contexts. Defrenne II and Francovich have a broader
legal relevance because they concern the basic principles of the EU legal order that are
applicable across subject areas. They can thus be repeated in more than one legal context
and to factually distinct situations.
Altogether, we predicted 97 citations to all three cases while 33 citations remained
unmatched. A legal expert validated the approach by reviewing the list of predicted ci-
tations and determining whether the citations were accurate. As accurate citations, we
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Table 4. Method evaluation
Case Recall Precision F1 Baseline Precision
Dassonville 87.1% 90.0% 88.5% 85.2%
Defrenne II 49.0% 66.7% 56.5% 35.6%
Francovich 85.7% 77.4% 81.4% 0.0%
TOTAL 69.4% 77.3% 73.2% 40.5%
considered citations that either matched the cited paragraph on legal language level (text
match), meaning that they repeated the words of the formula, and on legal content level,
meaning that they were predicted in a meaningful legal context and hence legally rel-
evant (content match), or both (full match). Table 4 presents the results of this evalua-
tion against a baseline approach, and with regard to Precision, Recall and F1 measures,
see [9]. Table 4 shows the performance both per case and in total (last row).
The baseline for our comparisons was to assign the local link to the most cited para-
graph of the case. This method yielded a total precision of 40.5%. By way of comparison,
the formula similarity index method was almost two times better with 77.3% precision
with a satisfactory recall of 69.4% for all three cases.
3.2. Various Types of Citations
The least satisfactory results concern cases, in which the formulas are – in part or whole –
repeated several times within a single document, as in Francovich, pars. 28, 37 and 46.
For instance, a formulation that the Member States are “obliged to make good loss and
damage suffered by individuals as a result of the failure to transpose...”, appears in all
three paragraphs, however, for very different reasons: in par. 28 as a reproduction of the
question of the national court (“28. In the second part of the ﬁrst question the national
court seeks to determine whether a Member State is obliged to make good loss and
damage suffered by individuals as a result of the failure to transpose Directive 80/987”),
in par. 37 as a genuine statement of the law by the CJEU (“37. It follows from all the
foregoing that it is a principle of Community law that the Member States are obliged to
make good loss and damage caused to individuals by breaches of Community law for
which they can be held responsible.”) and in par. 46 as the reply of the CJEU to the
national court (“46 The answer to be given to the national court must therefore be that a
Member State is required to make good loss and damage caused to individuals by failure
to transpose Directive 80/987.”). While the reference to par. 46 is recalled with a 100%
precision, the reference to par. 28 is recalled with 0% precision and the reference to par.
37 is recalled with 87% precision10. In cases of high inter-textual similarity such as in our
example the ﬁrst occurrence would most likely be a reformulation of a question, while
the last occurrence would most likely be an answer. The central – both legally and with
regard to the position in the text – would be the middle occurrence.
Generally speaking, our predictions failed mostly with regard to linguistically too
indistinct formulations and longer formulations, which repeated the arguments of the
parties, or the questions of the national courts that also repeated the formulas taken from
past cases, often tying them to the particular facts of the case, or in combination with
either national or EU secondary legislation. The confusion arose because the CJEU refers
to these arguments or preliminary questions in the Grounds of the judgment, to indicate
10Due to space constraints we have omitted the detailed results from this paper.
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Köbler: 46. According to settled case-law, in the 
absence of Community legislation, it is for the 
internal legal order of each Member State to 
designate the competent courts and lay down the 
detailed procedural rules for legal proceedings 
intended fully to safeguard the rights which 
individuals derive from Community law (see the 
judgments in Case 33/76  Rewe [1976] ECR 1989, 
paragraph 5; Case 45/76  Comet  [1976] ECR 2043, 
paragraph 13; Case 68/79  Just  [1980] ECR 501, 
paragraph 25;  Frankovich and Others , […]
Francovich: 42 […] damage caused. In 
the absence of Community legislation, it
is for the internal legal order of each 
Member State to designate the 
competent courts and lay down the 
detailed procedural rules for legal 
proceedings intended fully to safeguard
the rights which individuals derive from 
Community law (see the judgments in 
Case 60/75 Russo v AIMA […]
Figure 2. A predicted link from Ko¨bler, 46 to Francovich, 42. The repeated formula is shown with bold letters.
which one of the several legal issues it is dealing with. The latter is especially common in
longer and legally more complex judgments, where the national court formulates several
preliminary questions.
3.3. Revealing How a Case Is Used
The most interesting ﬁndings concern individual predictions. For instance, a legally novel
development of the so-called Francovich principle occurred ﬁrst in Brasserie du Pecheur,
and later in Ko¨bler. While the workﬂow outlined in Section 2.4 does not detect a cita-
tion from Ko¨bler, par. 46, to Francovich par. 42, due to a typo, a misspelling of “Fran-
covich”, as shown in Figure 2, the citation is detected on the basis of text similarity. This
is not an isolated occurrence hence it can be argued that the text similarity techniques are
indispensable for obtaining a more accurate picture of case citations and case centrality.
The ﬁnal example demonstrates the contribution of our approach to the study of legal
development, in particular legal change. Namely, the approach, which the CJEU created
with Dassonville with regard to the national measures restricting trade, was importantly
narrowed down in Keck. The central paragraph, in which this occurs, is Keck, par. 16,
which refers to Dassonville, par. 5. Our method successfully detects this reference by
link prediction on the basis of text similarity. The analysis on document level, without the
use of text similarity would not detect this reference, which is crucial for legal scholars.
4. Conclusions
In this article we constructed a network of individual text units or paragraphs of the judg-
ments of the CJEU and used text similarity techniques to obtain a complete information
about the content of case citations. This level of granularity enabled us to draw a more
complete picture of implicit citations, meaning the repetitions of legal arguments stem-
ming from past judgments without explicit references to those judgments. The implicit
citations provided the missing data about the actual use of a case by the CJEU. On the
basis of the precise information about the content of citations we were furthermore able
to differentiate between various types of citations. Together, this information is important
to empirically determine to what extent a speciﬁc case has inﬂuenced the law, and thus
giving every case its doctrinal due.
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Our ﬁndings show ﬁrst, that algorithms can correctly predict the local links (citations
to speciﬁc paragraphs), in cases where the formulations are limited to a one-sentence
linguistically characteristic original sequence. By contrast, the results were not as con-
vincing in the case of very short or very long linguistically indistinct formulations with
broad legal application (for instance, a reference to “legal certainty”).
Second, the ﬁndings reveal that it is possible to tease out legal development by a
more detailed categorization of predicted links. A content match would often indicate
a mutation of formulas, which is often an indication of legal change or important legal
innovation (this was the example of Keck, par. 16, citing Dassonville, par. 5, only to
reverse the course of the law established by Dassonville).
Our study is, to the best of our knowledge, the ﬁrst to demonstrate that by combining
the citation network approach with text similarity detection techniques, we can access the
legal content behind citations. Thereby, our research opens avenues for original research,
which by further improving and ﬁne tuning the basic approach, can detect the doctrinal
origin of legal formulas, their modiﬁcations in the judgments of the CJEU over time,
as well as, their generalization across different areas of law. Finally, we believe that
the ﬁndings of this paper will allow us to develop machine learning approaches to the
problem of detecting legal formulas, in a spirit similar to recent developments, e.g. [12].
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Argument Schemes for Discussing
Bayesian Modellings of Complex Criminal
Cases
Henry PRAKKEN 1
Utrecht University and University of Groningen
Abstract. In this paper two discussions between experts about Bayesian modellings
of complex criminal cases are analysed on their argumentation structure. The use-
fulness of several recognised argument schemes is conﬁrmed, two new schemes
for interpretation arguments and for arguments from statistics are proposed, and
an analysis is given of debates about the validity of arguments. From a practical
point of view the case study yields insights into the design of support software for
discussions about Bayesian modellings of complex criminal cases.
Keywords. Argument schemes, reasoning about evidence, Bayesian probability
theory, argumentation support
1. Introduction
There is an ongoing debate on what is the best model of rational evidential reasoning
in criminal cases. Both argumentation-based, story-based and Bayesian approaches have
been proposed [3]. In this paper I remain neutral with respect to this debate. Instead I will
argue that even if a Bayesian approach is adopted, there is still one clearly argumentative
aspect of this form of reasoning, namely, debates about the merits of a proposed Bayesian
model. This observation is theoretically interesting but also has practical implications for
support systems for legal proof and crime investigation. Forensic experts increasingly
use Bayesian probability theory as their theoretical framework and they increasingly use
software tools for designing Bayesian networks. In crime investigation or in court the
need may arise to record the pros and cons of the various design decisions embodied in
the experts’ analyses, and argumentation support technology may be of use here.
To obtain insight in the requirements for argumentation-based add-ons to Bayesian-
network software tools, this paper examines two recent Dutch criminal cases in which I
was appointed by courts to comment on a Bayesian analysis of the entire case proposed
by an expert of the prosecution. In the present paper I analyse to what extent our ex-
pert reports and written replies contain arguments that can be classiﬁed as instances of
argument schemes or as applications of critical questions of these schemes.
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2. The cases
In the Breda Six case three young men and three young women were accused of killing a
woman in the restaurant of her son after closing time, in 1993. The six were initially con-
victed in two instances, mainly on the basis of confessions of the three female suspects.
In 2012 the Dutch Supreme Court reopened the case because of doubts about the truth-
fulness of these confessions. After a new police investigation the six were tried again by
the court of appeal of The Hague and in 2015 they were again all found guilty, mainly
on the ground that new evidence had conﬁrmed the reliability of the confessions.
The prosecution in the case brought in an 80 page expert report by the climate physi-
cist Dr. Alkemade (henceforth ‘A’) containing a Bayesian analysis of the entire case. A
claimed that he could give a Bayesian analysis of the case since he had experience with
using Bayesian probability theory in his work as a climate physicist. In his report, he
concluded that on the basis of the evidence considered by him the probability that at least
one of the six suspects was involved in the crime was at least 99,7%. The investigating
judge in the case asked me to assess and evaluate A’s report, which I did in a 41 page
report. My main conclusion was that A’s claims had no objective basis. In its ﬁnal ver-
dict, the court ruled that A could be regarded as an expert for the purpose of the case but
that his method cannot be regarded as a reliable method for analysing complex criminal
cases, for which reason A’s conclusions had to be disregarded.
In the Oosterland case a person was accused of being responsible for 16 small arson
cases in the small town of Oosterland in a six-month period in 2013. Initially the suspect
was acquitted, mainly on the grounds that the two main witness testimonies were unreli-
able. In the appeal case the prosecution again brought in a report by A, this time 79 pages
long. A concluded that on the basis of the evidence considered by him the probability
that the suspect was involved in at least a substantial number of the arson cases was at
least 99,8%. The investigating judge in the appeal case asked me to asses the reliability
of A’s method and its application to the case. I delivered a 42 page report with essentially
the same conclusions as in the Breda Six case. A then wrote a 47 page reply to my report,
after which I wrote a 9 page reply to his reply. In 2016 the court of appeal convicted the
suspect of 7 arson cases and acquitted him of the remaining 9 cases. The court stated that
it had chosen to disregard A’s report “considering” my criticism.
3. Theoretical background
Probability theory [2] deﬁnes how probabilities between 0 and 1 (or equivalently be-
tween 0% and 100%) can be assigned to the truth of statements. As for notation, Pr(A)
stands for the unconditional probability of A while Pr(A | B) stands for the conditional
probability of A given B. In criminal cases we are interested in the conditional probability
Pr(H | E) of a hypothesis of interest (for instance, that the suspect is guilty of the charge)
given evidence E (where E may be a conjunction of individual pieces of evidence). For
any statement A, the probabilities of A and ¬A add up to 1. The same holds for Pr(A |C)
and Pr(¬A |C) for any C. Two pieces of evidence E1 and E2 are said to be statistically
independent given a hypothesis H if learning that E2 is true does not change Pr(E1 | H),
i.e., if Pr(E1 |H∧E2) = Pr(E1 |H). The axioms of probability imply that such indepen-
dence is symmetric. The axioms also imply the following theorems (here given in odds
form). Let E1, . . . ,En be pieces of evidence and H a hypothesis. Then:
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Pr(H | E1∧ . . .∧En)
Pr(¬H | E1∧ . . .∧En) =
Pr(En | H ∧E1∧ . . .∧En−1)
Pr(En | ¬H ∧E1∧ . . .∧En−1) × . . .
. . .× Pr(E2 | H ∧E1)
Pr(E2 | ¬H ∧E1) ×
Pr(E1 | H)
Pr(E1 | ¬H) ×
Pr(H)
Pr(¬H)
This formula is often called the chain rule (in odds form). The fractions on the extreme
right and left are, respectively, the prior and posterior odds of H and ¬H. Given that
probabilities of H and ¬H add up to 1, the prior, respectively, posterior probability of H
can be easily computed from them. If all of E1, . . . ,En are statistically independent from
each other given H, then the chain rule reduces to
Pr(H | E1∧ . . .∧En)
Pr(¬H | E1∧ . . .∧En) =
Pr(En | H)
Pr(En | ¬H) × . . .×
Pr(E1 | H)
Pr(E1 | ¬H) ×
Pr(H)
Pr(¬H)
which is Bayes’ theorem (in odds form). This is the formula used by A in his reports.
Its attractiveness is that to determine the posterior odds of a hypothesis, it sufﬁces to, re-
spectively, multiply its prior odds with the so-called likelihood ratio, or evidential force,
of each piece of evidence. For each piece of evidence Ei all that needs to be estimated is
how much more or less likely Ei is given H than given ¬H. If this value exceeds (is less
than) 1, then E1 makes H more (less) probable.
Elegant as this way of thinking is, it is usually not applicable since often the global
independence assumption concerning the evidence is not justiﬁed. Hence the name naive
Bayes. The more general chain rule is often also practically infeasible, because of the
many combinations of pieces of evidence that have to be considered. As a solution,
Bayesian networks have been proposed, which graphically display possible independen-
cies with directed links between nodes representing probabilistic variables. For each
value of each node, all that needs to be estimated is its conditional probability given
all combinations of all values of all its parents. Evidence can be entered in the network
by setting the probability of the value of the corresponding node to 1, after which the
probabilities of the values of the remaining nodes can be updated.
Argumentation is the process of evaluating claims by providing and critically ex-
amining grounds for or against the claim. Argument schemes [6] capture typical forms
of arguments as a scheme with a set of premises and a conclusion, plus a set of critical
questions that have to be answered before the scheme can be used to derive conclusions.
If a scheme is deductively valid, that is, if its premises guarantee the conclusion, then
all critical questions of a scheme ask whether a premise is true. If a scheme is defeasi-
bly valid, that is, if its premises create a presumption in favour of its conclusion, then
the scheme also has critical questions pointing at exceptional circumstances under which
this presumption is not warranted. In formal approaches to argumentation, such as AS-
PIC+ [5], argument schemes are often formalised as (deductive or defeasible) inference
rules and critical questions as pointers to counterarguments. In the present paper argu-
ment schemes and their critical questions will be semiformally displayed, where critical
questions asking whether the premises of the scheme are true will be left implicit.
4. The case study
In this section I discuss arguments from the written expert reports, the written replies and
(when relevant) the verdicts that can be classiﬁed as instances of argument schemes or as
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applications of critical questions of these schemes. Most of the schemes are taken from
the literature but in two cases a new scheme will be proposed.
4.1. Text interpretation arguments
Some arguments are interpretation arguments, since they interpret the natural-language
text of an expert report. In [6] two schemes for arguments from vagueness, respectively,
arbitrariness of verbal classiﬁcation are given, meant for criticising vagueness or arbi-
trariness in an argument. In the present case studies no such criticism was expressed
but nevertheless issues arose concerning the correct interpretation of fragments of the
reports. This gives rise to a new scheme of Arguments from text interpretation:
E says “P”
P means Q
E asserts that Q
This argument seems deductively valid (indicated by the single horizontal line) so it can
only be criticised on its premises. Usually only the second premise will be controversial.
In my reports I used this scheme several times as an introduction to an argument against
Q. In one case, A convinced me in a private conversation afterwards that he had meant
something else, after which I retracted my argument against Q.
4.2. Arguments from expert opinion
An obviously relevant scheme for modelling expert testimony is arguments from expert
opinion. This especially holds for Bayesian modellings, since expert judgement is a
recognised source of subjective probabilities. The following version of the scheme is
modelled after [6].
E is an expert in domain D
E asserts that P
P is within D
P
The double horizontal line indicates that the scheme is presumptive. Therefore, the
scheme has critical questions concerning exceptions to the scheme: (1) How credible is
E as an expert source? (2) Is E personally reliable as a source? (3) Is P consistent with
what other experts assert? (4) Is E’s assertion of P based on evidence? Question (1) is
about the level of expertise while question (2) is about personal bias.
In probability theory sometimes a sharp distinction is made between frequentist (ob-
jective) and epistemic (subjective) Bayesian probability theory. Probabilities based on
frequencies as reported by statistics would be objectively justiﬁed, while probabilities
reﬂecting a person’s degrees of belief would be just subjective. However, his sharp dis-
tinction breaks down from both sides. To start with, selecting, interpreting and applying
statistics involves judgement, which could be subjective. Moreover, a person’s degrees
of belief could be more than just subjective if they are about a subject matter in which
s/he is an expert. The same holds for the judgements involved in applying frequency in-
formation and statistics: if made by someone who is an expert in the problem at hand,
these judgements may again be more than purely subjective. So the issue of expertise is
crucial in both ‘objective’ (frequentist) and ‘subjective’ (epistemic) Bayes.
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In the two cases, the question whether the scheme’s ﬁrst premise is true was very
relevant. In this respect the cases highlight the importance of a distinction: P can be a
speciﬁc statement made by the expert about a speciﬁc piece of evidence but it can also
be a collection of similar statements or even the entire expert report. What A did was for-
mulating hypotheses, making decisions about relevance of evidence to these hypotheses,
about statistical independence between pieces of evidence given these hypotheses and,
ﬁnally, about probability estimates. I claimed that all these decisions can only be reliably
made by someone who is an expert in the domains of the various aspects of the case at
hand. In the Breda Six this concerned, among other things, the time of rigor mortis, reli-
ability of statements by the suspects and witnesses, information concerning prior convic-
tions and prior criminal investigations, evidence of various traces like DNA, blood stains
and hairs, statistical evidence concerning confession rates among various ethnic groups
and various common-sense issues, such as the relevance of the fact that two of the six
suspects worked in a snack-bar next door to the crime scene. In the Oosterland case the
main evidence concerned statements of the suspects and witnesses, general knowledge
about arson cases, information concerning prior convictions and prior criminal investi-
gations and again various commonsense issues, such as how communities might turn
against individuals and the relevance of friendships between suspects.
Let us now consider the case where D is the domain of Bayesian analysis of com-
plex criminal cases, understood as comprising all the above issues. In my report, I for-
mulated two general arguments against the truth of the ﬁrst premise that A is an expert
in this domain. First, expertise in the mathematics of Bayesian probability theory does
not imply expertise in applying Bayes to a domain and, second, expertise in applying
Bayesian probability theory in the domain of climate physics does not imply expertise
in applying Bayes to the domain of complex criminal cases. The court in the Breda Six
case instead ruled that A could be regarded as an expert for the purpose of the case. For
space limitations an analysis of the court’s justiﬁcation of this decision has to be omitted.
In the Oosterland case, the court did not discuss the issue of A’s expertise but A himself
discussed it in his written reply to my report. He admitted that he has no expertise in any
of the relevant evidence domains of the case and argued that the value of his report did
not lie in providing reliable posterior probabilities but in showing which questions had to
be answered by the court. Against this I argued that even identifying the right questions
in a complex criminal requires expertise in the relevant evidence domains.
Considering the critical questions of the scheme, personal bias (the second question)
was not an issue. The ﬁrst question (how credible is E as an expert source) is in fact a
weaker version of the question whether the ﬁrst premise (is E an expert in domain D?) is
true: if the court in the Breda Six is followed in its decision that A can be regarded as an
expert for the purpose of the case, then the arguments against this decision now become
arguments that A’s level of expertise is low. Such arguments are especially relevant when
dealing with the third critical question (Is P consistent with what other experts assert?).
In fact, A and I disagreed on a number of issues, so the court arguably had to assess the
relative level of our respective expertise, and doing so is a kind of metalevel argumenta-
tion about the strength of arguments. Finally, the fourth question (Is E’s assertion of P
based on evidence?) was used by me in forming arguments that most of A’s probability
estimates were not based on any data or scientiﬁc knowledge.
Concluding, [6]’s argument scheme from expert opinion is a good overall framework
for analysing the debates about expertise in the two cases. On the other hand, most inter-
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esting argumentation is not at the top level of this scheme but deeper down in the detailed
arguments concerning the scheme’s premises and critical questions.
4.3. Arguments from reasoning errors
In Section 4.2 I assumed that an expert asserts propositions but often an expert will assert
an argument. Asserting an argument includes but goes beyond asserting its premises and
conclusion: the expert also claims that the conclusion has to be accepted because of the
premises. In many cases such an argument can be attacked by rebutting, undercutting
or undermining it. However, sometimes a critic might want to say that the argument is
inherently fallacious. This is not the same as stating an undercutting argument, since an
undercutter merely claims that there is an exception to an otherwise acceptable infer-
ence rule. Especially in probabilistic and statistical reasoning real or claimed reasoning
fallacies can be frequent, so arguments from reasoning errors deserve to be studied.
In the two cases of the present case study, several arguments about argument validity
were exchanged. For reasons of space I can discuss just one example. In his report in the
Oosterland case, A ﬁrst estimated that the probability of ﬁfteen arson cases in a town like
Oosterland in a six-months period given the hypothesis that they were not related is at
most one in a million. He then concluded from this that the ﬁfteen arson cases considered
by him cannot have been coincidence and that they must have been related. In my report
I claimed that this argument is an instance of the prosecutor fallacy, since it confuses
the probability that the ﬁfteen incidents happen given that they are not related with the
probability that the ﬁfteen incidents are not related given that they happen.
One way to show that A’s argument is fallacious is by giving a simple formal coun-
terexample, for example, to specify for some E and H that Pr(E | H) = Pr(E | ¬H) =
1/1.000.000 so that the likelihood ratio of E with respect to H equals 1, so that the pos-
terior probability Pr(H | E) equals the prior probability Pr(H), which can be any value.
From the point of view of argument visualisation one would like to have the follow-
ing. For a given probabilistic statement ϕ , such as a link or probability in a Bayesian
network, or a probability that is part of a likelihood ratio estimated by an expert, the user
could click on the statement and be able to inspect the following argument:
Expert E asserts that ψ1, . . . ,ψn
Expert E asserts that ψ1, . . . ,ψn imply ϕ
Therefore, ϕ because of ψ1, . . . ,ψn.
Our example can be modelled with a combination of two applications of the expert tes-
timony scheme combined with a deductive inference from their conclusions:
A is an expert on arson cases
E asserts that Pr(incidents | ¬related)≤ 1/1.000.000
E’s assertion is within the domain of arson cases
Pr(incidents | ¬related)≤ 1/1.000.000
E is an expert in Bayesian reasoning
E asserts that P implies Pr(related | incidents)>> 0.5
E’s assertion is within the domain of Bayesian reasoning
P implies Pr(related | incidents)>> 0.5
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Here P is the conclusion of the ﬁrst argument and >> means ‘much greater than’. The
conclusions of these two arguments deductively imply Pr(related | incidents)>> 0.5.
My counterargument can be modelled as follows, where C stands for a description
of the above-given counterexample:
C implies that P does not imply Pr(related | incidents)>> 0.5
C
P does not imply Pr(related | incidents)>> 0.5
In ASPIC+ and similar formal argumentation systems this argument defeats the preced-
ing one, since it is a deductive argument with universally true premises while its target is
defeasible.
4.4. Analogical arguments
In the two case studies, several analogical arguments were used. The following version
of the argument scheme from analogy is fairly standard; cf. [6, pp. 58,315].
Case C1 andC2 are similar in respects R1, . . . ,Rk
R1, . . . ,Rn are relevant similarities as regards P
P is true in caseC1
P is true in caseC2
Its two critical questions are: (1) Do casesC1 andC2 also have relevant differences? (2)
Is Case C2 relevantly similar to some other caseC3 in which P is false?
One use of analogy was in the Breda Six case, concerning the evidence that two
of the three accused women worked in a snack-bar next door to the crime scene. In
his report, A estimated the likelihood ratio of this “coincidence”. A ﬁrst estimated the
denominator of this likelihood ratio (the probability of the coincidence given innocence
of all six accused) as 1 in 500 (on grounds that are irrelevant here). He then estimated
the numerator of this likelihood ratio (the probability of the coincidence given his guilt
hypothesis) as 1, thus arriving at a strongly incriminating likelihood ratio of 500. Here he
used an analogy with a hypothetical case in which a burglar breaks into a house by using
a key of the house. Suppose a suspect is caught in possession of the key. According to A,
possession of the key is a necessary element of the crime, so given guilt of the suspect the
probability that he possesses the key is 1. In the same way, A argued, the coincidence in
the Breda Six case is a necessary element in the crime, since A’s guilt hypothesis was that
at least some of the six accused were involved in the crime, where one or more female
accused lured the victim to the restaurant where the crime took place. I criticised this on
the grounds that, ﬁrstly, such luring can also be done by someone who does not work
next door to the restaurant, such as the third female suspect; and, second, that the joint
innocence of the two female suspects working next door to the restaurant is consistent
with A’s guilt hypothesis. So the coincidence cannot be regarded as a necessary element
of the crime. I thus pointed at a relevant difference with A’s hypothetical burglary case,
in which possession of the key is a necessary element of the crime, thus using the ﬁrst
critical question of the analogy scheme.
4.5. Arguments from statistics
One might expect that in a probabilistic analysis of a complex criminal case, arguments
from statistics to individual probability statements are frequent. Yet in my two cases most
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probability estimates were not based on statistics; in just a few cases A used them to
support his estimates. In some other cases A used a quasi-frequentist approach. For ex-
ample, in the Oosterland case he estimated the probability that the suspect and someone
else (a suspect in a related case) were best friends given the innocence hypothesis by ﬁrst
observing that Oosterland has 2400 inhabitants and then estimating that for men like the
suspect there were 200 candidates in Oosterland for being his best friend, thus arriving
at a probability of 1 in 200 given innocence of both. This illustrates that even if estimates
are based on data, the step from data to probabilities can involve subjective assumptions
(in this case that there were 200 candidates for being the suspect’s best friend).
In its most basic form, arguments from statistical frequencies to an individual
probability take the following form.
The proportion of F’s that are G’s is n/m
a is an F
Pr(Ga | Fa)≈ n/m
This scheme is presumptive: there is no necessary relation between a frequency statement
about a class and a conditional probability statement about a member of that class. Before
considering the scheme’s critical questions, let us look at how the ﬁrst premise can be
established. One way is by statistical induction:
The proportion of investigated F’s that are G’s is n/m
The proportion of F’s that are G’s is n/m
This scheme is not treated in the usual accounts of argument schemes, such as [6]. A full
investigation of ways to criticise its use would lead us to the ﬁeld of statistics, which is
beyond the scope of this paper. For now it sufﬁces to list two obvious critical questions:
whether the sample of investigated F’s is biased and whether it is large enough.
In my cases, A derived some statistical information from sources. For example, in
the Breda Six case he used statistics reported in a criminological publication on the
frequencies of confessions of denials among various ethnic groups in the Netherlands.
The reasoning then becomes:
E says that S is a relevant statistic, E is expert on this, therefore (presumably), S is
a relevant statistic. Furthermore, S says that the proportion of investigated F’s that
were G’s is n/m, therefore (presumably) the proportion of investigated F’s that were
G’s is n/m.
The ﬁnal conclusion then feeds into the scheme from statistical frequencies. In my report
on the Breda Six case, I did not criticise A’s speciﬁc selection of statistics on confes-
sions and denials but I did note in general that selection of relevant and reliable statis-
tics requires expertise in the subject matter at hand. I then observed that there was no
evidence that A possessed relevant criminological expertise, thus in fact attacking the
second premise of this line of reasoning. All this illustrates that even in reasoning from
statistics the argument scheme from expert opinion is relevant.
I now turn to three possible critical questions of the scheme from statistical fre-
quencies (there may be more).
1. Is there conﬂicting frequency information about more speciﬁc classes? This is the
well-known issue of choosing the most speciﬁc reference class.
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2. Is there conﬂicting frequency information about overlapping classes? This is a
variant of the ﬁrst question. If a belongs to two non-overlapping but non-inclusive
classes F and H, then in general the proportion of F-and-H’s that are G does not
depend on the respective proportions of F’s andH’s that are G. So without further
information nothing can be concluded on Pr(Ga | Fa∧Ha).
3. Are there other reasons not to apply the frequency? For example, a might belong
to some subclass for which commonsense or expert judgement yields different
frequency estimates. For instance, in the Oosterland case, the probability esti-
mated by A that the suspect and the other person were best friends given the in-
nocence hypothesis ignored that both were outsiders in the community, that they
had similar life styles and that one was previously convicted and the other was
previously suspected of serial arson. Even if no statistics about these subclasses
of adult male inhabitants of Oosterland exist, commonsense says that given these
characteristics the probability of being best friends given innocence may be con-
siderably higher than as estimated by A in his quasi-frequentist way.
Another scheme used by A in deriving probability estimates from statistics was the
scheme from analogy. For example, in his report in the Oosterland case, A based his
estimates of the probability of ﬁfteen arson cases in a town like Oosterland in a half-year
period given that no serial arsonist was active in Oosterland in that period among other
things on statistics on arson in Japan and the United Kingdom. Applying this statistic to
The Netherlands assumes that Japan and the United Kingdom are relevantly similar to
the Netherlands as regards (serial) arson. This seems a quite common way of using statis-
tics for deriving probability estimates. Here again the expertise issue comes up, since
judging whether two countries are relevantly similar as regards (serial) arson requires
domain expertise relevant to that question. Here too my general criticism was that there
was no evidence that A, being a climate physicist, possesses such relevant expertise.
In sum, reasoning from statistics can be a combination of at least the following pre-
sumptive argument schemes: arguments from statistical frequencies, arguments from sta-
tistical induction, arguments from expert opinion and arguments from analogy.
5. Related research
One motivation underlying this paper is the design of support software for discussions
about Bayesian analyses of complex criminal cases. In the medical domain, [7] present a
similar system, which relates a medical BN to the clinical evidence on which it is based.
Both supporting and conﬂicting evidence of a BN element can be represented in and
shown by the system, as well as evidence related to excluded variables or relations. Three
sources of evidence are modelled: publications, experts and data. Despite its argumenta-
tive ﬂavour, the system is not based on an explicit argumentation model.
There is some earlier research on argumentation related to Bayesian modellings of
criminal cases. [1] provide a translation from ASPIC+-style arguments to constraints on
Bayesian networks (BN). Their focus is different from the present paper in that their ar-
guments are not about how to justify elements of BN but on incorporating the informa-
tion expressed in an argument in the BN.
The closest to the present paper is [4], who proposes a set of source-based argument
schemes for modelling the provenance of probability estimates in likelihood approaches.
H. Prakken / Argument Schemes for Discussing Bayesian Modellings of Complex Criminal Cases 77
Among other things, Keppens proposes schemes for expert opinion (a special case of the
one in the present paper), for reasoning from data sets (not unlike the present scheme
for reasoning from statistics) and for reasoning from generally accepted theories. In ad-
dition, Keppens proposes a set of schemes for relating source-based claims concerning
the nature of subjective probability distributions (such as ‘B has a [non-negative/non-
positive] effect on the likelihood of C’) to formal constraints on the probability distribu-
tions. Yet there is a difference in approach. Keppens primarily aims to build a formal and
computational model, while this paper primarily aims to analyse how discussions about
Bayesian modellings actually take place. Thus the present study complements Keppens’
research. Also, the focus of Keppens’ model is more limited than the present study in
that it only models arguments about speciﬁc probability distributions.
6. Conclusion
In this paper two discussions about Bayesian modellings of complex criminal cases were
analysed on their argumentation structure. Since this is a case study, the question arises
how general the results are. It is hard to say to which extent the studied cases are typi-
cal, since Bayesian analyses of entire complex criminal cases are still rare in the court-
room. The usual uses of Bayes in the courtroom concern individual pieces of evidence,
especially random match probabilities of forensic trace evidence (DNA, tyre marks, shoe
prints, ﬁnger prints, glass pieces). Also, since I was involved in the two studied discus-
sions, my analysis in the present paper may have been affected by a personal view. Nev-
ertheless, with this in mind, the case study still warrants some preliminary conclusions.
From a theoretical point of view the richness of argumentation about Bayesian mod-
ellings and the usefulness of several recognised argument schemes have been conﬁrmed,
two new argument schemes for interpretation arguments and arguments from statistics
have been formulated, and a novel analysis of some subtleties concerning arguments
from expert opinion has been given. From a practical point of view, the paper has identi-
ﬁed a new use case for argumentation support tools, namely, support for argumentation
about Bayesian probabilistic modellings of legal evidential reasoning.
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Abstract. We describe the use of the ANGELIC methodology, developed
to encapsulate knowledge of particular legal domains, to build a full scale
practical application for internal use by a ﬁrm of legal practitioners. We
describe the application, the sources used, the stages in development
and the application. Some evaluation of the project and its potential
for further development is given. The project represents an important
step in demonstrating that academic research can prove useful to legal
practitioners confronted by real legal tasks.
1. Introduction
Although AI and Law has produced much interesting research over the last three
decades, [6], there has been disappointingly little take-up from legal practice. One
important exception is the approach to moving from written regulations to an
executable expert system based on the methods proposed in [9], which has been
developed through a series of ever larger companies: Softlaw, Ruleburst, Haley
Systems and, currently, Oracle1, where it is known as Oracle Policy Automation.
Key strengths of Softlaw and its successors were its well deﬁned methodology, and
its close integration with the working practices of its customer organisations. In
the past year or so, however, there has been an unprecedented degree of interest in
AI and its potential for supporting legal practice. There have been many articles
in the legal trade press such as Legal Business2 and Legal Practice Management3;
UK national radio programmes such as Law in Action4 and Analysis5 and Pro-
fessional Society events, such as panels run by the Law Society of England and
1http://www.oracle.com/technetwork/apps-tech/policy-automation/overview/index.html
2AI and the law tools of tomorrow: A special report.
www.legalbusiness.co.ukindex.phpanalysis4874-ai-and-the-law-tools-of-tomorrow-a-special-
report. All websites accessed in September 2017.
3The Future has Landed. www.legalsupportnetwork.co.uk. The article appeared in the March
2015 edition.
4Artiﬁcial Intelligence and the Law. www.bbc.co.uk/programmes/b07dlxmj.
5When Robots Steal Our Jobs. www.bbc.co.uk/programmes/b0540h85.
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Wales6. At the ICAIL 2017 conference there was a very successful workshop on
AI in Legal Practice7. The legal profession has never been so interested in, and
receptive to, the possibilities of AI for application to their commercial activities.
There are, therefore, opportunities which need to be taken. In this paper we de-
scribe the use of the ANGELIC (ADF for kNowledGe Encapsulation of Legal In-
formation for Cases) methodology [2], developed to encapsulate knowledge of par-
ticular legal domains, to build a full scale practical application for internal use by
a ﬁrm of legal practitioners, to enable mutual exploration of these opportunities.
In section 2 we provide an overview of the law ﬁrm for which the application
was developed, the domain and the particular task in that domain at which the
application was directed. Section 3 gives an overview of the ANGELIC method-
ology, while section 4 describes the sources used to develop the application. Sec-
tion 5 discusses the process of capturing and reﬁning the domain knowledge and
section 6 the development of an interface to enable the knowledge to be deployed
for the required task. Section 7 provides an evaluation of the project and section
8 concludes the paper.
2. Application Overview
The application was developed for Weightmans LLP, a national law ﬁrm with
oﬃces throughout the UK. Amongst other things, Weightmans act for employ-
ers and their insurance companies and advise them when they face claims from
claimants for Noise Induced Hearing Loss (NIHL) where it is alleged the hear-
ing loss is attributable to negligence on the part of the employer(s), or former
employer(s), during the period of the claimant’s employment. Weightmans ad-
vise whether the claimant has a good claim in law and, if appropriate, the likely
amount of any settlement. Their role is thus to identify potential arguments which
the employers or their insurance companies might use to defend or mitigate the
claim. Compensators are thus looking to use the ADF primarily to improve how
they can settle valid claims and pay proper and fair compensation in a timely
manner when appropriate, whilst using the ADF to challenge cases which may
have no basis in law or may be otherwise be defendable. In such an application
it is essential that the arguments be identiﬁed. Black box pronouncements are
of no use: it is the reasons that are needed. Note that the idea is to identify us-
able arguments: not to model any process of argumentation. The knowledge will
here be deployed in a program not dissimilar from a “good old fashioned” expert
system. This seems to meet the current task requirements, which are to support
and so speed up decision making. The novelty resides in the methodology, which
improves the elicitation process, and the form in which the knowledge is captured
and recorded: unlike Softlaw it does not restrict itself to encoding written rules,
but draws on other forms of documentation and expert knowledge, which may
6The full event of one such panel can be seen on youtube at
www.youtube.com/watch?v=8jPB-4Y3jLg. Other youtube videos include Richard
Susskind at www.youtube.com/watch?v=xs0iQSyBoDE and Karen Jacks at
www.youtube.com/watch?v=v0B5UNWN-eY.
7https://nms.kcl.ac.uk/icail2017/ailp.php
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include speciﬁc experiences such as previous dealings with a particular site and
common sense knowledge, and structures this knowledge. In this way the ADF is
not restricted to speciﬁc items of law, or to particular precedents, but can cap-
ture the wider negligence principles that experts distill from the most pertinent
decisions. Since the knowledge encapsulated is a superset of what is produced in
the CATO system [4], it could, were the task teaching law students to distinguish
cases, equally well be deployed in that style of program. Note too that the analy-
sis producing the knowledge, as in CATO, is performed by a human analyst and
then applied to cases: the knowledge is not derived from the cases, nor is it a
machine learning system.
3. Methodology Overview
The ANGELIC methodology builds on traditional AI and Law techniques for rea-
soning with cases in the manner of HYPO [5] and CATO [4] and draws on recent
developments in argumentation, in particular Abstract Dialectical Frameworks
(ADFs) [7] and ASPIC+ [11]. Formally ADFs form a three tuple: a set of nodes,
a set of directed links joining pairs of nodes (a parent and its children), and a set
of acceptance conditions. The nodes represent statements which, in this context
relate to issues, intermediate factors and base level factors. The links show which
nodes are used to determine the acceptability of other nodes, so that the accept-
ability of a parent node is determined by its children. The acceptance conditions
for a node states how precisely its children relate to that node. In ANGELIC the
acceptance conditions for non-leaf nodes are a set of individually suﬃcient and
jointly necessary conditions for the parent to be accepted or rejected. For leaf
nodes, acceptance and rejection is determined by the user, on the basis of the
facts of the particular case being considered. Essentially the methodology gen-
erates an ADF, the nodes and links of which correspond to the factor hierarchy
of CATO [4]. The acceptance condition for a node contain a prioritised set of
suﬃcient conditions for acceptance and rejection and a default. Collectively, the
acceptance conditions can form a knowledge base akin to that required by the
ASPIC+ framework [10], but distributed into a number of tightly coherent and
loosely coupled modules to conform with best software engineering practice [12].
Thus the acceptance conditions are used to generate arguments, and the ADF
structure to guide their deployment.
The methodology is supported by tools [3] developed in parallel with, and
informed by, this project to guide the knowledge acquisition, visualise the infor-
mation, record information about the nodes such as provenance, and to generate a
prototype to enable expert validation, and support reﬁnement and enhancement.
Once the knowledge is considered acceptable, a user interface is developed, in
conjunction with those who will use the system in practice, to facilitate the input
of the information needed for particular cases and present the results needed to
support a particular task.
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Figure 1. Knowledge Acquisition and Representation Stages
4. Sources
Several sources which were supplied by Weightmans were used to provide the
knowledge of the Noise Induced Hearing Loss domain to which the ANGELIC
methodology was applied.
• Experts: Weightmans made available domain experts to introduce the do-
main, provide speciﬁc documents and to comment on and discuss the de-
veloping representation.
• Documents: The documents included a 35 page information document
produced by Weightmans for their clients, an 18 question check list pro-
duced by Weightmans to train and guide their employees and a number of
anonymised example cases illustrating diﬀerent aspects of the domain.
• Users: Potential users of the system were made available to assist in build-
ing and reﬁning the interface.
Each of these sources played an invaluable role at various stages of the knowl-
edge representation process, each making useful and complimentary contributions
by providing diﬀerent perspectives on the domain.
5. Representing the Knowledge
Following an introductory discussion of the domain, the workﬂow of the knowledge
representation process comprises ﬁve steps, as shown in Figure 1:
1. Analyse the available documents and identify components and links be-
tween them.
2. Organise the components into an ADF.
3. Deﬁne the acceptance conditions for these components; the initial ADF is
then reviewed by Weightmans and updated to accommodate the changes
provided by the domain experts.
4. Extract a Prolog program from the acceptance conditions.
5. Run the program on the example cases to conﬁrm the structure can gener-
ate the arguments in those cases and identify any necessary modiﬁcation.
These stages are further described in the following sections.
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5.1. Document Analysis
The initial discussion with the domain experts provided an excellent orientation
in the domain and the key issues. These issues included the fact that claims were
time limited, and so had to be made within 3 years of the claimant becoming aware
of the hearing loss. Both actual awareness, usually the date of an examination,
and constructive awareness (the date on which the claimant should have been
aware that there was a problem) need to be considered. Then there is a question
of the nature of the hearing loss: there are many reasons why hearing deteriorates,
and only some of them can be attributed to exposure to noise. Then there is the
possibility of contributory negligence: there is a Code of Practice with which the
employers should have complied, and it is also possible that the employee was in
part to blame, by not wearing the ear defenders provided, for example.
Next, the information document was used to identify the components that
would appear in the ADF, putting some ﬂesh on the skeleton that emerged from
the initial discussion. The main document provides summaries of the main def-
initions, the development of the legal domain rules, the assessment of general
damages for noise induced hearing loss cases, and Judicial College Guidelines for
the assessment of general damages. Other medical conditions related to hearing
loss are listed and described. At this stage components were identiﬁed, and where
these were elaborated in terms of the conditions that were associated with them,
links between these components could be identiﬁed. For example hearing loss can
be sensioneural, but can also be attributed to a number of other factors: natural
loss through aging, loss accompanying cardio-vascular problems, infections, cer-
tain drugs, etc. Only sensioneural loss can be noise induced, and so hearing loss
arising from the other factors cannot be compensated. The document gives an in-
dication of the various diﬀerent kinds of hearing loss, and then further information
of what may cause the various kinds of loss.
At the end of this phase we have a number of concepts, some of which are
elaborated in terms of less abstract concepts, and some potential links. The next
step is to organise these concepts in an appropriate structure.
The check list was kept back to be used after the concepts had been organised
into a hierarchy, to determine whether the hierarchy bottomed out in sensible
base-level factors. The check list comprised a set of 18 questions and a “traﬃc
light” system indicating their eﬀect on the claim. The idea was to associate base
level factors with the answers to these questions. For example Question 1 asks
whether the exposure ceased more than 3 years before the letter of claim: if it did
not, the claim is ipso facto within limitation and other kinds of defence must be
considered.
Similarly the cases were not used to build the initial ADF but were held back
to provide a means of working through the ADF to check that the arguments
deployed in those cases could be recovered from the ADF.
5.2. Component Organisation
The main goal now is to move from unstructured information gathered from the
documentation to structured information. The main issues had been identiﬁed in
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the initial discussion and the document analysis. These were used to identify and
cluster the relevant intermediate predicates from the documents. These nodes
were further expanded as necessary to produce further intermediate predicates
and possible base level factors. The checklist was then used to identify, and where
necessary add, base level factors. The documents from the sample of particular
cases were used to provide examples of possible facts, and the eﬀect these facts
had on decisions. The result was a factor hierarchy diagram where the root shows
the question to be answered, while the leaves show some facts from the sample
cases. All this was recorded in a table that described the factors in the domain
and their related children. For example, the Breach of Duty factor includes:
Factor: Breach of duty
Description: The employer did not follow the code of practice in some respect.
Children: Risk assessments were undertaken; employee was told of risks; meth-
ods to reduce noise were applied, protection zones were identiﬁed, there was
health surveillance, training.
The children are the main things required of an employer under the code
of practice, and so provide a list of the ways in which a breach of duty might
have occurred. They may be further elaborated: for example noise reduction in-
cludes measures such as shielding the machinery and providing appropriate ear
protection.
The ﬁnal version of the ADF contains 3 issues, 20 intermediate nodes and 14
base level factors, with 39 links. For comparison, the ADF equivalent of CATO
given in [2] contained 5 issues, 11 intermediate nodes, and 26 base level factors
with 48 links. Thus CATO is larger, but NIHL has more internal structure. The
nodes in the visual presentation of the ADF are annotated to show their prove-
nance (the document and section in which they are deﬁned or explained), and
any of the checklist questions to which they relate.
5.3. Deﬁning Acceptance Conditions
Once the nodes had been identiﬁed, acceptance conditions providing suﬃcient
conditions for acceptance and rejection of the nodes in terms of their children
were provided. These were then ordered by priority and a default provided. The
particular cases were used to conﬁrm that the arguments used in them could be
recovered from the ADF. Continuing the Breach of Duty example:
Factor: Breach of duty
Acceptance conditions: Employee was not told of risks through the provision
of education and training,
There were no measures taken to reduce noise,
Protection zones were not identiﬁed,
There was no health surveillance and no risk assessment.
Any of these are suﬃcient conditions to identify a breach of duty. If none of
them apply to the case, we can assume, as a default, that there was no breach of
duty, and so include rejection of the node as the default.
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After this stage, the analysts and domain experts met to discuss and revise the
initial ADF. Once a ﬁnal ADF had been agreed, a Prolog program was produced
from the acceptance conditions to suggest whether, given a set of facts, there
might be a plausible defence against the claim.
5.4. Program Implementation
The program is implemented using Prolog. The program was created by ascend-
ing the ADF, rewriting the acceptance conditions as groups of Prolog clauses to
determine the acceptability of each node in terms of its children. This required
re-stating the tests using the appropriate syntax. Some reporting was added to
indicate whether or not the node is satisﬁed, and through which condition. Also
some control was added to call the procedure to determine the next node, and to
maintain a list of accepted factors. We do not give the output here for reasons of
space and commercial sensitivity, but its form is identical to that produced for
Trade Secrets in [2]. The closeness between Prolog procedures and expressions of
the acceptance conditions, each condition mapping to a clause within the Prolog
procedure, makes the implementation quick, easy and transparent. The process
of moving from acceptance conditions to Prolog code is essentially a mechanical
rewriting into a template (supplying the reporting and control) and so is highly
amenable to automation. Automated generation of the Prolog program from the
ADF is planned as part of the development of the ANGELIC environment [3].
The program operates by:
• Instantiating the base level factors using the case facts;
• Working up the tree. Nodes are represented as heads of clauses, and each
acceptance condition forms the body of a clause for the corresponding head,
determining acceptance or rejection, with the set of clauses for the head
completed by a default [8]. The program reports the status of the node and
the particular condition which led to this status before moving to the next
node.
The program provides a very transparent output that identiﬁes precisely the path
up the hierarchy and hence where any divergences from the expected outcomes
occur. The program has been tested on a range of cases (additional to those
originally supplied) identiﬁed by their base factors to evaluate the output and
help the analysts and experts in detecting any errors or potential improvements.
5.5. Reﬁnement
Both the initial ADF and the program were, again, shown to and discussed with
the domain experts, who suggested corrections and enhancements. The corrections
varied: some suggestions were made about considering missing information from
the document, modifying the interpretation of existing acceptance conditions, or
adding base factors or new parents to base facts. No changes were related to the
main issues or intermediate predicates. As stated in [1], responding to changes
in ANGELIC can be easily controlled since the changes aﬀect nodes individually
but, because of the modularisation achieved by the ADF, do not ramify through
the rest of the structure. Reﬁnement was an iterative process which was repeated
until an ADF acceptable to the domain experts was obtained.
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Figure 2. Screen for User Interface
6. User Interface
The ADF encapsulates knowledge of the domain, but this is required not for its
own sake, but to add support in handling the analysis of the cases in the legal
domain. To fulﬁll this task, a forms-based interface was designed in conjunction
with some of the case handlers who carry out the task and so are the target users
of the implemented system.
• The interface is designed to take as input the base level factors which
correspond to the questions in the checklist used by the case handlers.
• These questions are organized in an order which makes good sense in terms
of the task. First the questions related to the claimant’s actual knowledge
of the hearing loss are displayed. The answers to questions are used to
limit the options provided in later questions and, where possible, to provide
automatic answers to other questions.
• Three to four questions are used per screen to maintain simplicity.
• The input to the questions is as a drop down list with the given options
(facts), or radio buttons when one option needs to be selected, or checklists
for multiple options. Text boxes are also provided to input information
particular to individual cases, such as names and dates, or to allow further
information for some questions.
• All the questions must be answered, but default answers can be provided
for some questions.
The designed interface enables the ADF to assist as a decision augmentation
tool for the particular task. A sample screen is shown in Figure 2: the gender is
pre-completed, but can be changed from a drop down menu.
7. Evaluation
Developing the application was intended to realise a number of goals, each oﬀering
a perspective for evaluation. Note that the system has not been ﬁelded: it was
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intended as a feasibility study and the programs are prototypes. Validation of
its practical utility must await the ﬁelding of a robust system engineered for
operational use.
• The ANGELIC methodology had previously been applied only to academic
examples. The desire here was to see whether it would also be eﬀective when
applied to a reasonably sized, independently speciﬁed, domain, intended to
produce a system for practical use.
• Weightmans wished to come to a better understanding of the technology
and what it could do for them and their clients.
• The methodology was designed to encapsulate knowledge of the domain
using techniques representing the state of the art in computational argu-
mentation. It was desired to see whether a domain encapsulated in this way
could be the basis for a particular, practically useful, task in that domain.
Each of these produced encouraging results. The methodology proved to be
applicable to the new domain without signiﬁcant change, and could be used
with the sources provided. Some desirable additional information that should be
recorded about the nodes (such as provenance) was identiﬁed. The result was the
speciﬁcation and development of a set of tools to record and support the use of
the methodology - the ANGELIC Environment [3].
Weightmans were encouraged that these techniques could prove useful to their
business, and are currently exploring, with the University of Liverpool and others,
options to take their investigations further.
From the academic standpoint, as well as conﬁrming the usefulness and ap-
plicability of the ANGELIC methodology, the customisation for a particular task
showed that the general knowledge encapsulated in the ADF can be deployed for
a speciﬁc task by the addition of a suitable interface.
8. Concluding Remarks
The application of the ANGELIC methodology to a practical task enabled the
academic partners in this project to demonstrate the utility of the methodology
and identify possible extensions and improvements. The legal partners in the
project were able to improve their understanding of the technology, what it could
do for their business, and what development of an application would require
of them. For the kind of application described here, the argumentation is all-
important: the system is not meant to make a decision as to, or a prediction
of, entitlement. Rather the case handlers are interested in whether there are any
plausible arguments that could be advanced to challenge or mitigate the claim,
or whether the arguments suggest that the claim should be accepted.
We believe that the success experienced for this task and domain is repro-
ducible and look forward to using the methodology and supporting tools to build
further applications, and to evaluating their practical utility when ﬁelded. It
should however, be recognised that the application developed here addresses only
part, albeit a central part, of the pipeline. There is still a gap between the unstruc-
tured information which appears in a case ﬁle and the structured input necessary
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to drive the program. In the above application this step relies on the skills of the
case handlers, but there are other developments which could potentially provide
support for this task, such as the tools developed by companies such as Kira
Systems for contract analysis and lease abstraction8. It is to be hoped that this
kind of machine learning tool might provide support for this aspect of the task
in future. Similarly the interface is currently hand crafted and one oﬀ. It is likely
that the process of developing a robust implementation from the animated spec-
iﬁcation provided by the Prolog program could beneﬁt from tool support, such
as that available from companies such as Neota Logic9. What has been described
is essentially an exploratory study, but one which provides much encouragement
and suggests directions for further exploration, and the promise that eventually
robust decision support tools based on academic research will be used in practice.
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Abstract. In Brazil, all legal professionals must demonstrate their knowledge of
the law and its application by passing the OAB exams, the national Bar exams.
This article describes the construction of a new data set and some preliminary ex-
periments on it, treating the problem of ﬁnding the justiﬁcation for the answers to
questions. The results provide a baseline performance measure against which to
evaluate future improvements. We discuss the reasons to the poor performance and
propose next steps.
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1. Introduction
The “Ordem dos Advogados do Brasil” (OAB) is the professional body of lawyers in
Brazil. Among other responsibilities, the institution is responsible for the regulation of
the legal profession in the Brazilian jurisdiction. One of the key ways of regulating the
legal practice is through the “Exame Uniﬁcado da OAB” (Uniﬁed Bar Examination).
Only those who have been approved on this exam are allowed to work as practising
attorneys in the country. In this way, the it is similar to the US Bar Exam. Thus, the OAB
exam provides an excellent benchmark for the performance of a system attempting to
reason about the law.
This paper reports the construction of the data set and some preliminary experiments.
We obtained the ofﬁcial data from previous exams and their answer keys from http:
//oab.fgv.br/. As our ﬁrst contribution, we collected the PDF ﬁles, extracted and
cleaned up the text from them producing machine-readable data (Section 2). 2
An ideal legal question answering system would take a question in natural language
and a corpus of all legal documents in a given jurisdiction, and would return both a cor-
rect answer and its legal foundation, i.e., which sections of which norms provide support
1The authors would like to thank João Alberto de Oliveira Lima for introducing us to the LexML resources,
and Peter Bryant for his careful review of the article. The extend version of this article is available in http:
//arademaker.github.io
2All data ﬁles are freely available at http://github.com/own-pt/oab-exams.
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for the answer. Since such a system is far from our current capabilities, we started with
a simpler task. In [4] the authors report a textual entailment study on US Bar Exams. In
the experiment, the authors treat the relationship between the question and the multiple-
choice answers as a form of textual entailment. Answering a multiple choice legal exam
is a more feasible challenge, although it is still a daunting project without restrictions
on the input form, such as preprocessing natural language questions to make them more
intelligible to the computer or restricting the legal domain. That is the reason we focused
in the Ethics section of OAB Exams, one which is governed by only a few legal norms.
We have conducted three experiments in question answering (Section 3). To be able
to provide the right justiﬁcation for each question, we needed to have the text of the laws
available. This is a particular challenge in the legal domain, as normative instruments
are not readily available in a uniform format, suitable for being consumed by a com-
puter program. Fortunately, using resources provided by the LexML Brasil project, we
were able to collect and convert to XML format all the normative documents we needed
(Section 2).
2. The data: OAB exams and norms
Before 2010, OAB exams were regional, only in 2010 were the exams nationally uni-
ﬁed. In order to be approved, candidates need to be approved in two stages. The ﬁrst
phase consists of multiple choice questions and the second phase involves free-text ques-
tions. The ﬁrst phase has 80 multiple choice questions and each question has 4 options.
Candidates need at least a 50% performance.
Every year, there are 3 applications of the exam in the country. Concerning the exams
statistics, the ﬁrst phase is responsible for eliminating the majority of the candidates.
Historically, the exam has a global 80% failure rate. Since 2012, the exams have revealed
a pattern for which areas of Law the examination board focuses on and in which order
the questions appear on the exam. Traditionally, the ﬁrst 10 questions are about Ethics.
In the context of the OAB exam, Ethics means questions about the rights, the duties
and the responsibilities of the lawyer. This is the simplest part of the exam with respect to
the legal foundation of the questions. Almost all the questions on Ethics are based on the
Brazilian Federal Law 8906 from 1994, which is a relatively short (89 articles) and well
designed normative document. A minor part of the questions on Ethics is related to two
other norms: (i) “Regulamento Geral da OAB” (OAB General Regulation, 169 articles)
and (ii) “Código de Ética da OAB” (OAB ethics code, 66 articles). These two norms are
neither legislative nor executive norms. Indeed, they are norms created by OAB itself.
OAB’s prerogative to do so is assured by the Law 8906.
We obtained the exams ﬁles in PDF format and we converted them to text using
Apache Tika 3. The ﬁnal data comprises 22 exams totaling 1820 questions. A range of
issues on the texts of the questions of the exams was identiﬁed. Many of the problems
are similar to the ones found in the Bar Exams and described by [4]. For instance, some
questions do not contain an introductory paragraph deﬁning a context situation for the
question. Instead of that, they have only meta comments, e.g. “assume that...” and “which
of the following alternative is correct?”. Some questions are in a negative form, asking
the examinee to select the wrong option or providing a statement in the negative form
3https://tika.apache.org/.
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such as “The collective security order cannot be ﬁled by...”. Moreover, some questions
explicitly mention the law under consideration, others do not. Many questions present a
sentence fragment and ask for the best complement among the alternatives, also exposed
as incomplete sentences.
We sampled 30 questions on Ethics for analysis (from the 210 questions in all exams)
and one of the authors manually identiﬁed the articles in the laws that justify the answer,
creating our golden data set. The key ﬁnding was that, usually, one article on the Law
8906 was enough to justify the answer to the questions (15 questions). Less often, the
justiﬁcation was not in the Law 8906, but rather in OAB Regulation (3 questions), or
on the OAB Ethics Code (8 questions). Three questions were justiﬁed by two articles
in Law 8906, and another in jurisprudence from the Superior Court of Justice about an
article from the Law 8906.
For the experiments, we also needed the norms in a format that preserved the original
internal structure, i.e., the sections, articles, and paragraphs. The LexML [2] is a joint
initiative of the Civil Law legal system countries seeking to establish open standards for
the interchange, identiﬁcation and structuring of legal information. The Brazilian LexML
project has developed a XML schema called “LexML Brasil” and it maintains a public
repository at https://github.com/lexmlwith one useful tool for our project, the
parser of legal documents. The software receives as input a DOCX ﬁle and outputs it in
XML ﬁle, according the LexML schema.
3. The Experiments
We borrow ideas from [7] to construct a similar experiments that run as follows: one col-
lects the legal norms and preprocesses them performing tasks such as converting text to
lower case, eliminating punctuation and numbers and, optionally, removing stop-words.
After that, the articles of the norms are represented as TF-IDF vectors in a Vector Space
Model (VSM) [1].
A base graph is then created, with a node for each article of a norm and no edges.
When provided a question-answer pair, our system preprocesses the question statement
and the alternatives in the same way as it does to the articles in the base graph. It turns
them into TF-IDF vectors using IDF values from the document corpus.4 The statement
node is connected to every article node, and each article node is then connected to every
alternative node, creating a connected digraph.
The edges are given weights whose value is the inverse cosine similarity between the
connected nodes’ TF-IDF vectors. The system then calculates the shortest path between
question statement and answer item using Dijkstra’s algorithm, and returns the article that
connects them as the answer justiﬁcation. The intuition behind such a method is that the
more similar two nodes are, the lesser is the distance between them; as a document that
answers a given query is presupposed similar to the question, it makes sense to retrieve
the article in the shortest path between the statement and the alternative as a justiﬁcation
for the answer.
In our ﬁrst experiment we had an ambitious objective: we had our system receive
a question statement and its multiple alternatives, and we wanted it to retrieve the right
4This means that if a term occurs in the question statement or alternative but not on the legal norm corpus,
its IDF value is 0.
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answer along with its justiﬁcation in the legal norm. When given the question and its al-
ternatives, the system would add them to the base graph composed by the respective legal
norm’s articles. The system would return the shortest paths between the question state-
ment and its alternatives, and the presumed justiﬁcation would be the article connecting
the statement and the closest alternative. The system’s performance against this task was
not impressive: although it chose the correct alternative 10 times, it only provided the
correct justiﬁcation for 8 of these.
Analyzing the system’s output paints a more nuanced picture, however. In some
cases, the system would ﬁnd the correct justiﬁcation article for the correct answer, but
would pick as its putative answer another (incorrect) item, because it had a shorter path.
Other times, it would not be capable of deciding between two (or more) answer items,
as they all had a shortest path of the same distance. The following exam question is a
sample case where this statistical approach to question answering is defective:
The young adults Rodrigo (30-year-old), and Bibiana (35-year-old), who are properly
enrolled in an OAB section [. . . ] Considering the situation described, choose the
correct alternative: A) Only Bibiana meets the eligibility criteria for the roles. B)
Only Rodrigo meets the eligibility criteria for the roles. [. . . ]
As one can see, these two options differ by only one word (the names of the ﬁctional
lawyers), and both are unlikely to be in the text of the legal norms, which means that they
do not affect the calculation of similarity. A similar situation arises when one answer item
makes a statement and another item denies this statement. In a question like this a system
can only systematically report a correct answer if it has a higher-level understanding of
the texts at hand: no bag-of-words model will sufﬁce.
As our ﬁrst experiment demonstrated that our simple system could not reliably pick
the correct answer among four alternatives, we turned our attention to shallow question
answering (SQA), where our system would only have to provide the correct legal basis
for the answer provided along with the question. In our second experiment, we built
separate base graphs from each of the three norms. For each question in our golden set,
we added its statement and its correct answer to the base graph created from the norm
which contains the article that justiﬁes it. The sole task of our system, in this case, is to
the determine which article from the provided norm justiﬁes the answer. In this simpler
form, performance was not bad: the system retrieved the correct article in 21 out of 30
question-answer pairs.
In our third experiment, we tried to see if our system could provide the correct article
from the appropriate legal norm without us telling it which norm it should consider. Fol-
lowing this idea, we have taken the articles from all norms and built a single base graph.
For each question in our golden set, we again added its statement and correct answer as
nodes connected to all article nodes in the graph, and then calculated the shortest path
between them to retrieve the system’s putative justiﬁcation to the question-answer pair.
The system now had to retrieve the correct article among articles from all norms – which,
being in the same legal domain, had similar wordings and topics – therefore increasing
the difﬁculty of the task. Despite this, its performance did not plunge: it scored the right
article in 18 out of the 30 question-answer pairs.
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4. A possible logic-based approach
One of the key observations that emerge from the results in Section 3 is the importance of
logical reasoning for our ﬁnal goal of constructing a system to pass the OAB exam with
a full understanding of the questions and laws. For the future, we aim to investigate how
to enrich the data with lexical information and syntactic dependencies as an intermediary
step toward a semantic representation of the questions and laws statements. Nevertheless,
we have to decide what should be an adequate logic language to represent laws and the
deep semantics from the text statements. Since the adequacy of a logic language can be
evaluated even before a procedure to obtain logic expressions from natural language texts
is developed, we present some preliminary discussion about one possible logic.
In [5] we discuss how Kelsen’s [6] pure theory of law points out a framework that
takes into account the legal knowledge forming a collection of individual, legally valid
statements. Thus, each legally valid statement may be seen as an inhabitant among the
many individual laws of the represented legal system. The natural precedence existing
between individual legal statements can be taken as a pre-order relation on the legal
statements. The legal principle that rules the stability of the law implies that the prece-
dence of individual laws preserves properties (decisions, conditions of applicability, ad-
equate fora, etc) regarding them. In the presence of this natural precedence order be-
tween legally valid statements, the intuitionistic interpretation of subsumption between
concepts A and B (A B) reﬂects more adequately the structure of existing legal systems
than its classical interpretation counterpart.
To illustrate the use of iALC for reasoning over the OAB exams questions, let us
consider the translated question and its correct alternative:
Three friends graduated in a Law School in the same class: Luana, Leonardo, and
Bruno. Luana, 35 years old, was already a manager in a bank when she graduated.
Leonardo, 30 years, is mayor of the municipality of Pontal. Bruno, 28 years old, is
a military policeman in the same municipality. The three want to practice law in the
private sector. Considering the incompatibilities and impediments to practice, please
select the correct answer. [. . . ] C) The three graduates, Luana, Leonardo, and Bruno,
have functions incompatible with legal practice. They are therefore prohibited from
exercising private practice. (CORRECT) [. . . ]
The justiﬁcation of the answer to this question is obtained in the Law 8906, article
28. 5 The relevant fragments of this article, translated into English, are:
Legal practice is incompatible, even for self-defense, with the following activities: I
- head of the Executive and members of the Bureau of the Legislative Branch and
their legal substitutes; [. . . ] V - occupants of positions or functions linked directly
or indirectly the police activity of any nature; [. . . ] VIII - occupiers of management
positions in ﬁnancial institutions, including private ones. [. . . ]
In iALC, the Law 8906 is formalized as a concept deﬁned as the intersection of
the concepts from its articles, that is, Law8906 ≡ Art1  . . .  Art28  . . .  Art87. Ar-
ticle 28 in turn is also further formalized as the intersection of the concepts from
its paragraphs, Art28 ≡ P1  P2 . . .. The paragraph VIII is formalized by the two
5The complete text can be found at http://bit.ly/29gZc83
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concepts Lawyer  ¬Financial and Financial  ¬Lawyer. Paragraph V is formal-
ized by Lawyer  ¬Police and Police  Lawyer. Finally, paragraph I by Lawyer 
¬Chie fCouncil and Chie fCouncil  ¬Lawyer. The Lawyer concept can be read as the
set of valid legal statements (VLS) about lawyers. That is, each concept can be thought
as the set of VLSs where it holds. From the statements of the question, we have the hy-
potheses lual : Laywer (Luana acts as lawyer), leoal : Lawyer and bal : Lawyer. Using
the deductive system for iALC [5], we can prove that Luana, Bruno and Leonardo can
not act as lawyers.
lual : Police Police  ¬Lawyer
lual : ¬Lawyer [lual : Lawyer]
lual : ⊥
¬(lual : Lawyer)
5. Conclusion and Future Works
We presented a new data set with all Brazilian OAB Exams and their answer keys jointly
with three Brazilian norms in LexML format. Furthermore, we also presented some pre-
liminary experiments with the goal of constructing a system to pass in the OAB exam.
We obtained reasonable results considering the simplicity of the methods employed. For
the next steps, we can construct the TF-IDF vectors using lemmas of the words, possibly
increasing the similarities. We can also add edges between articles, considering that 10%
of our golden set includes more than one article as justiﬁcation. We also plan to use the
OpenWordnet-PT [3], properly expanded with terms of the legal domain.
Finally, the results of the experiments presented here clearly show that we need
‘deep’ linguistic processing to capture the meaning of natural language utterances in rep-
resentations suitable for performing inferences. That will require the use of a combina-
tion of linguistic and statistical processing methods. The ﬁnal objective is to obtain for-
mal representations, encoded in iALC or another variant, from the texts ready for formal
reasoning.
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Abstract. The availability of large collections of digitalized legal texts raises an
opportunity for new methodologies in legal scholarship. Analysis of citation net-
works of case law gives insight into which cases are related and to determine their
relevance. Software tools that provide an graphical interface to case law networks
are required in order to enable non-technical researches to use network analysis
methodologies. In this study, we present open source software for the analysis and
visualization of networks of Dutch case law, aimed for use by legal scholars. This
technology assists in answering legal research questions, including determining
relevant precedents, comparing the precedents with those identiﬁed in the literature,
and determining clusters of related cases. The technology was used to analyze a
network of cases related to employer liability.
Keywords. network analysis, case law, visual analytics
1. Introduction
Legal documents such as case law and legislation are increasingly made available to the
public. In the Netherlands, the government provides a dataset with the most important
case law as XML ﬁles on www.rechtspraak.nl. The LiDO data bank1 (also provided by
the Dutch government) offers a linked data platform linking different legal sources. It
contains meta data of Dutch and European case law and legislation and, more recently,
also computer-identiﬁed references in Dutch case law to legislation and other case law.
Computer-processing of these datasets allows legal researchers to investigate a large
number of cases, in contrast to traditional methods that focus on a few, allegedly relevant
cases. One way to represent a collection of data with references is as a network. Since
decisions of judged can form precedents for future cases, the references between cases
represent how case law is made by judges. Thus a network representation reveals the
structure in the data and provides insight into legal questions that are very difﬁcult to
answer by looking at cases individually. However, graphical interfaces to the underlying
data structures are needed for non-technical legal scholars.
1http://linkeddata.overheid.nl/front/portal/lido
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Several previous studies have applied network analysis on case law. Fowler et al. [1]
apply network analysis on Supreme Court cases in the US to determine relevance based
on network statistics. Winkels [2] applies network statistics on Dutch case law, Derle´n
and Lindholm [3] on European case law and Schaper [4] on European direct tax law. A
few web-based legal network visualization exist, such as EUcaseNet [5] and LexMex 2.
There are also commercial tools that apply network analysis and visualization for legal
practice, such as Ravellaw 3 for US case law, and Juribot 4 for Dutch legal data. Despite
many experiments with network analysis on legal data, generic tools that empower a
non-technical legal researcher to explore the structure of legal data are difﬁcult to ﬁnd.
This is most likely due to the relative lack of publicly available APIs to several sources
of law. Consequently, collecting data for network analysis is often time-consuming and
requires technical expertise to transform the data into the proper format for visualization
and subsequent analysis.
Our work takes the viewpoint of the legal scholar without a technical background,
and provides a generic open source technology based on publicly available data. We
evaluate the technology from the legal perspective, by studying an example network with
the technology and showing how legal research question can be answered for this network.
2. Network Analysis on Case Law
The network approach views cases as nodes in the network, and references between cases
as edges. Following previous related studies, the following network statistics have been
deﬁned as possibly meaningful for research in case law networks:
• In-degree: the number of incoming references. Considering the concept of precedent
in case law, cases that are referenced frequently, are more likely to be important
than cases that are not frequently cited.
• Out-degree: the number of outgoing references. Cases with a large out-degree can
be considered well-grounded, since the decision is based on many sources [3].
• HITS hubs and authorities: the HITS algorithm [6] gives an authority score, mean-
ing how much a node is cited by nodes that are ‘hubs’, and a hub score, mean-
ing how much a node is cited by nodes that are ‘authorities’. Nodes with a high
hub-score thus represent cases that have many citations to authoritative cases.
• Relative in-degree: the number of incoming references, corrected for the number
of cases that exist later in time. Introduced by Tarissan and Nollez-Goldbach [7],
this metric attempts to account for the fact that early cases have a larger in-degree,
simply because there is more opportunity to be cited by succeeding cases.
• Betweenness centrality: A measure for how many shortest paths go through a
node, i.e. how important the node is to connect the network. A large betweenness
centrality can indicate that a case connects several subareas of the network.
• Pagerank: The PageRank algorithm [8] assigns scores to nodes based on the scores
of incoming references. Although it has been argued that PageRank is difﬁcult to
use for case law networks [2], Derle´n and Lindholm [3] have used it to determine
importance of cases.
2http://www.lexmex.fr/
3http://ravellaw.com/
4https://referenties.semlab.nl/
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Additionally, the Louvain community detection method [9] is used to identify clusters
of nodes that form a community in the network. This can be used in the visualization to
color the nodes by community, so that the parts of the network are visually separated.
Tarissan et. al. [10] have shown that applying network statistics on a subnetwork around a
certain topic can highlight landmark cases, in contrast to analysis on a complete network
of a speciﬁc court. Therefore, we aim to develop an application for researchers to collect
networks based on a speciﬁc set of cases related to a topic of interest.
3. Technology
The technology developed in this project consists of two web-based tools: the caselawnet
querier [11] and the case-law-app visualization [12]. The querier application was built
on top of the search API of rechtspraak.nl and used the link extractor API of LiDO. The
querier allows users to search case law on keywords, and construct networks from a
collection of cases. It is possible to include cases that were not in the original search
result, but that are linked to one of the cases in the result. It is also possible to construct
a network based on a user-deﬁned set of cases, optionally including linked cases. The
caselawnet querier is built in Python and Flask5, and uses NetworkX6 for calculating
network statistics. The networks can be downloaded as csv-ﬁles of the nodes or links for
further data analysis, or as JSON ﬁles to use in the visualization application.
Our visualization tool uses the Javascript library SigmaJS for graph rendering. The
ForceAtlas2 layout algorithm [13] is used to position the nodes. In this algorithm, nodes
that are connected through an edge are pulled closer together, resulting in a layout that
emphasizes the structure of the network. The user can ﬁlter or change the appearance
of the network, based on attributes of the nodes. These attributes include metadata of
the cases, such as the court or year of the decision. It also includes network statistics, as
described in the previous section.
4. Results in Legal Research
We discuss a number of research questions in legal research that can be answered with the
technology presented in this paper. We illustrate these with an example network consisting
of a set of 154 cases of Dutch supreme court, related to employer liability. This dataset
was collected manually between 15 January and 5 April 2016, when computer-identiﬁed
references were not available yet. Cases that were not directly about employer liability,
but that were referenced by one of the employer liability cases were included as well. The
citation network was enriched with meta data and network statistics using caselawnet and
visualized with the case-law-app.
Which thematic subareas exist in the collection of cases? The Louvain method pro-
vides a starting point to deﬁne thematic subareas. In the employer liability network, 28
communities are detected by the Louvain method. Selecting only communities that are
connected to the rest of the network, six communities are left. A qualitative analysis of
5http://ﬂask.pocoo.org/
6https://networkx.github.io/
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Table 1. Most cited decisions in the causality clusters
Name ECLI In-Degree Authority Relative In-Degree
Unilever/Dikmans ECLI:NL:HR:2000:AA8369 6 0.165 0.055
Havermans/Luyckx ECLI:NL:HR:2006:AW6166 4 0.138 0.069
Nefalit/Karamus ECLI:NL:HR:2006:AU6092 3 0.087 0.051
the legal content of the cases inside the communities shows thematic coherence within
the communities. The themes of the six connected clusters are identiﬁed as follows:
1. Asbestos; 2. Duty of care (extent), recipients’ liability, contributory negligence, gross
negligence; 3. Causality; 4. Losses while carrying out work, duty to insure; 5. Reversal
rule; 6. Experts, evidentiary burden. These themes partly overlap with the main subjects
of employer liability mentioned in literature. For example, the reference work Asser [14]
describes 22 subjects in the area of employer liability, among which are the subjects duty
of care, duty to insure, reversal rule. Since most legal literature mentions many different
subjects and doesn’t attribute a subject to every case, it is difﬁcult to make a quantitative
comparison with the subjects from the clusters.
What are cases that have an important precedent value in the collection of case law?
Network statistics can be used to identify important cases based on high relevance scores,
both for the complete network and for each of the thematic clusters. The metrics in-degree,
authority and relative in-degree all give an indication of the precedent value of a node in the
network. We will thus study cases with high values for one or more of these measures. For
the employer liability network, we will give an example for one of the causality cluster, but
the same can be done for the rest of the network. The three most cited cases in the cluster
are shown in Table 1. Unilever/Dikmans has the highest in-degree, but Havermans/Luyckx
has the highest relative in-degree. Looking at the content, Unilever/Dikmans decides that
the reversal rule is applicable, which forms an important precedent. Havermans/Luyckx
builds on this decision by adding that it is the employee who needs to argue convincingly
that he suffers from health problems that may be caused by the exposure to health hazards.
In this way, Havermans/Luyckx takes over the role of precedent for cases that determine
when the burden of evidence regarding causality is shifted from the employee to the
employer. We also look at the case with the highest betweenness centrality, which is
Fransen/Stichting Pasteurziekenhuis (ECLI:NL:HR:1999:AA3837). This case indeed
connects clusters about asbestos, causality, the duty to insure and the reversal rule. The
decision was a landmark case after the introduction of the 1992 Dutch Civil Code that gave
direction as to how to interpret and apply the then new provision on employer liability.
How does the importance of cases change over time? The way in which judges apply
the law depends on the context of the decision, such as the time period in which decision
was taken. The network structure changes over time, and thus the network statistics such
as in-degree and relative in-degree are not static. This can be explored by plotting the
variables over time. The plots were created with Python using the caselawnet software.
The code is available as iPython Notebook7. The size of the network (number of nodes
and number of links) over time is plotted in Figure 1a. Naturally, the number of cases
grows over time, as well as the number of links. The number of links grows faster than
the number of nodes, which means that the network becomes ‘denser’ over time. By
7https://github.com/caselawanalytics/CaseLawAnalytics/blob/master/notebooks/
TimeAnalysis.ipynb
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(a) The size of the network over time.
(b) The distribution of in-degree over the
years: the fraction of cases for each value of
in-degree are shown.
Figure 1. The development of the network over time
looking at the distribution of in-degree varying over the years, as shown in Figure 1b, we
see the distribution shifting so that relatively fewer cases have no incoming references.
This indicates that over time, when the network becomes denser, the new links cite more
different cases, instead of the cases that already had a large in-degree. Note that the shift
might be partly caused by the way the network was constructed: cases that were referenced
by one of the employer liability cases were included as well, so the selection of cases
is based on the references in the most recent network. A solution for this would be to
construct the networks in the exact same manner for each year, which for this network
would require manual work that was outside of the scope of this paper.
5. Discussion and Conclusion
We have shown that the caselawnet and caselawapp prototype applications enable legal
scholars to conduct empirical research using large number of decisions, by providing
a graphical interface to the Dutch rechtspraak.nl and LiDO data sources. We used the
technology for the analysis of a network about employer liability in Dutch Case law,
which resulted in the identiﬁcation of thematic sub-areas and important precedent cases
in these sub-areas. It also provided insight in the evolution of the legal network over time.
Network visualization can assist in learning about a speciﬁc area of law, not only in
research but also in education and legal practice. To familiarize with a new legal area,
the tool can be used to answer questions about the data, such as: What are the most-cited
cases about? What thematic subareas exist in this collection? In what time period do many
(important) cases appear? Do different courts, in particular the Supreme court, refer to
different cases? How dense and how connected is the network? In other words, how many
citations do cases have on average and how much interaction is there between different
subareas?
Since network analysis is a novel methodology for legal researchers, guidance and
education is required to get the legal community familiarized with network analysis. The
network statistics, other than in-degree and out-degree, have no simple meaning and
require thorough interpretation. Users have to be careful not to make false assumptions
based on the technology, such as spatial closeness in the ForceAtlas2 layout. In addition,
the manner in which the network was constructed can inﬂuence the results of the network
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analysis, as we have shown in the analysis of the distribution of in-degree over time. It is
therefore important that the network construction is done carefully and documented well.
The data collection tool should be further improved, by combining keyword search
with network exploration and ﬁlter options to assemble data collections in an interactive
manner, possibly also including European legal sources (HUDOC and EurLex). Natural
Language Processing techniques could assist in identifying themes of communities in
the network. Research about developments of case law networks over time, as presented
in this paper, could beneﬁt from further visualizations that show the temporal aspect.
Examples of such visualizations are animations of the network changing over time and
interactive graphs that show statistics such as network size and in-degree varying in time.
The methodology can be evaluated further in a more quantitative manner, by asking
a group of subjects to perform a series of tasks using the software and measuring their
time use and satisfaction. The Louvain method could be further evaluated by manually
annotating a data set with themes and validating the communities against the annotations.
Lastly, it would be valuable to apply the network methodology to many different legal
domains and compare the analyses across the networks. The methodology will eventually
prove most value if it leads to novel research results in different legal domains.
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Abstract. LegalRuleML is a developing standard for representing the ﬁne-grained
semantic contents of legal texts. Such a representation would be highly useful for
Semantic Web applications, but deriving formal rules from the textual source is
problematic; there is currently little in the way of methodology to systematically
transform language to LegalRuleML. To address this, we outline the purposes, pro-
cesses, and outputs of a pilot study on the annotation of the contents of Scottish
legal instruments, using key LegalRuleML elements as annotations. The resulting
annotated corpus is assessed in terms of how well it answers the users’ queries.
Keywords. semantic annotation, legal text processing, markup language, methodology
1. Introduction
There is an increasing demand for tools enabling ﬁne-grained semantic access to legal
sources, that is, for search tools that go beyond keyword search [2], such as Semantic
Web applications to link, search, extract, and draw inferences with respect to the con-
tents of and relations amongst legal rules. This paper presents a pilot study that shows
how some of these demands, e.g. for search and extraction, can be addressed. However,
formalizing the rule information present in legal sources is a complex task that cannot
be automated due to the complexities of legal language and information. Nonetheless,
some progress can be made to annotate the semantic structure of the source texts as well
as to comply with existing documents and legal rule standards to ensure interoperability
and linkability. The challenges are twofold: to make annotations that address users’ in-
terests; to make the annotation task feasible for legal people and in a form amenable to
incremental reﬁnement. In the experiment reported, a small corpus of legal instruments
is translated to LegalRuleML, an XML mark-up language for legal rules [1]. By way of
evaluation, we used the sample questions provided by the use case partners to query the
annotated corpus; the results demonstrate the utility of the approach.
In the following, we present the use case requirements (Sec. 2), the annotations and
corpus (Sec. 3), the methodology and tools (Sec. 4) and our preliminary outputs (Sec. 5).
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2. Requirements
We started with the requirements set by the parliamentary counsel of the Scottish Gov-
ernment’s Parliamentary Counsel Ofﬁce, which is working to improve internal legislative
drafting and information services and to provide legislative information “as a platform”
for a robust ecosystem of legal services. A key part of this effort is to provide a corpus
of law in electronically readable form which can be queried.
We were provided with questions to answer:
1. What are all the offences and associated penalties or defences?
2. What prohibitions apply to tobacco products?
3. What obligations have been placed on which entities, e.g. shop owners?
4. What permissions are given to Scottish Ministers?
5. Given a provision, what are related overriding or reparation provisions?
Answering such questions requires a substantial semantic analysis of the text. The chal-
lenge is to develop a level of analysis and XML representation which satisﬁes the ques-
tions. A sound methodology of annotation is necessary to get a corpus that can be further
used as a gold-standard for evaluation and machine learning.
3. LegalRuleML and Annotations
Large corpora of legal texts must be machine-readable [2]. XML standards have been
developed for document structure (Akoma Ntoso2) and semantic content (LegalRuleML
[1]). Complying with such standards allows materials to be amenable to Semantic Web
technologies. Yet analysing the semantic content of legal documents in terms of XML is
particularly daunting given the nature of linguistic representation; there is a signiﬁcant
gap between the linguistic and formal representations of the law.
LegalRuleML is a proposed OASIS standard for rich XML representation, which
has elements to represent legal content. In addition, it adopts a restricted set of XML
elements from RuleML, a markup language for predicate logic rules3. In order to develop
the means to translate from natural language to LegalRuleML, it has been argued that
some intermediate annotation language is essential to get a “ﬁrst draft” of the contents of
the legal text as well as to help address linguistic ambiguities and interpretive issues [5].
In this project, we only used a small palette of LegalRuleML elements which associate
with text annotations:
• Permission: the bearer is allowed to do something or be in a state.
• Obligation: the bearer is bound to do something or be in a state, for otherwise, the
bearer is in violation.
• Prohibition: the bearer is bound not to do something or be in a state, for otherwise,
the bearer is in violation.
• Constitutive: a deﬁnition.
• Override: an indication that one legal rule takes precedence over another.
• Reparation: an indication of a link between a penalty and a prescriptive norm.
• Penalty: a sanction.
2http://www.akomantoso.org/
3http://ruleml.org/index.html
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Figure 1. Annotations on text
This small, coarse-grained palette of LegalRuleML elements was useful in addressing
some key initial issues. Given an iterative, extensible development process, we can work
with other elements in later phases. Similarly and for our purposes here, we do not work
with document structure, which would be annotated in Akoma Ntoso, though in future
iterations, such information will be important.
While LegalRuleML is explicit, application of the elements to text is not transparent.
That is, the list of elements and their deﬁnitions are not sufﬁcient for the consistent and
accurate application of the annotations to text, nor is there clariﬁcation about how to
analyse source text into LegalRuleML. Thus, an annotation methodology is required to
connect text to LegalRuleML.
4. Methodology, Corpus, and Tools
To use LegalRuleML elements for annotation, we “hide” the technical structure of Legal-
RuleML from legal annotators, whose task was to understand the content. We provided
annotators with a simpliﬁed set of annotations, where the relevant sentences are brack-
eted, labelled/typed, and possibly related via indices (see Figure 1). It is important to em-
phasise that we have “repurposed” LegalRuleML elements as labels/types for text anno-
tation in order to associate text annotations with LegalRuleML representations; we have
not thereby created an auxiliary markup language. On the semantic side, we developed
guidelines with illustrations of regular and irregular examples to help tackle semantic
issues. Adjudication and revision (of annotations and/or the guidelines) were essential.
The project employed four annotators for six weeks; they were students from differ-
ent disciplines, but with some legal and linguistic training. Each original document was
annotated by two legal annotators, who reviewed and commented on one another’s work.
Three “meta” annotators adjudicated the annotated documents. Once adjudicated, the re-
sulting documents were translated into valid LegalRuleML ﬁles by LegalRuleML ana-
lysts. The annotators used an annotation manual, which was developed to guide annota-
tions. During the annotation process, comments were added to the document, facilitating
and tracking discussion. We reported the main issues and ambiguities in the manual.
For a corpus of texts, we have 10 legal instruments provided by the Scottish Govern-
ment’s Parliamentary Counsel Ofﬁce (41,859 words, ∼ 140 pages)4. All bear on Scot-
tish smoking legislation and regulation. The average word count per document is 4185.9,
with a maximum word count of 12739 and a minimum of 437. We do not report sentence
numbers, for sentence identiﬁcation in legal text is a difﬁcult, unresolved problem [4].
4For a sample of the documents, see http://www.legislation.gov.uk/asp/2016/3, http:
//www.legislation.gov.uk/asp/2016/14/part/1/chapter/1 or http://www.legislation.gov.
uk/ssi/2010/407/made
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The workﬂow was managed on Trello. The (annotated) documents were stored in
shared Google Docs directories, which corresponded to the annotation steps. Github
served as a code and XML repository. The XML annotated ﬁles were transfered to a web
site on which they can be queried by XQuery and re-visualised using XSLT.
Some points of disagreement between annotators lead us to revise and clarify the
annotation guidelines. Many questions focused on the scope of the annotations and more
explicit guidelines have been given, e.g. in case of lists and complex sentences. The inter-
pretations of modal verbs, like “may” or “must”, also raised questions as they cannot be
automatically matched to one type of prescriptive statement. Examples have been added
to draw annotators’ attention on these issues. In some cases, legal annotators lacked the
basics of logical reasoning and needed additional explanation (e.g. the negation of an
obligation is a permission). The annotation of reparations and exceptions appeared to
be particularly difﬁcult, probably because of the diversity of possible formulations: the
guidelines have been enriched with examples and interpretation tips.
5. Results
In this section, we discuss the project outputs, which are:
• A very simple annotation language designed for legal annotators and for an auto-
matic transformation into LegalRuleML compliant annotations.
• An annotation manual which provides 1) guidelines for the homogeneous appli-
cation of legal semantic annotations and 2) instructions on the workﬂow.
• An annotated corpus and its corresponding LegalRuleML encoding. Presently,
558 statements are annotated.
• A dedicated web application5, for retrieving the annotated statements based on
their types as well as on the keywords or text patterns they contain.
In Figure 1, we have a snippet of source text annotated as a prohibition. Opening and
closing brackets indicate the beginning and ending of the annotated text span. A number
is introduced to facilitate relating expressions. In Figure 2, we provide the corresponding
expression in LegalRuleML. Note that the XML structure requires auxiliary informa-
tion not found in the source text with annotation, including PrescriptiveStatement,
a (bodiless) Rule with conclusion then, a deontic element Prohibition, all wrap-
ping the full text as a Paraphrase. Note that within Paraphrase, we have copied
the source text. Thus, our approach maintains the source text for further analysis in
situ, while wrapping it in valid LegalRuleML. Finally, Figure 3 presents the statement
amongst the query results for both “offence” and ”tobacco products” contained within a
PrescriptiveStatement that is a Prohibition.
Most of the questions listed in Section 3 can be answered using the search tool:
1. All the deﬁnitions of offences involve the word “offence”. Searching this word
yields 70 statements of different kinds. To focus on deﬁnitions, we require also
that the statement be a Prohibition, which reduces to 26 answers (recall 1,
precision .84). Associated defenses are obtained by searching Permission ele-
ments which contain any of “defence” or “offence” (recall 1, precision .60). In
5http://tal.lipn.univ-paris13.fr/LexEx
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Figure 2. LegalRuleML Representation
Figure 3. Query Result for “offence” and ”tobacco products” in Prohibition
both cases, all the erroneously recovered statements do not specify the offence
but the procedure which applies in case of offence. Last, defenses and reparations
are linked to their corresponding offense via relations which appear on Fig 3.
2. Enumerating prohibitions which apply to tobacco products is more difﬁcult
because of alterantive lexicalisations. A search for “tobacco product[s]” in
Prohibition elements gets 6 statements. But for “It is an offence for an adult to
smoke in a private motor vehicle when there is a child in the vehicle”? termino-
logical knowledge would help. When interpreting “A person who fails to comply
with a requirement made under subsection (1) or (2) commits an offence”, one
needs to refer to subsections (1) and (2).
3. Obligations placed on shop owners are, for similar reasons, difﬁcult to select.
“Shop” appears only once in the texts and “owner” never, “business” being the
more usual term, but also “management”, “control”, and “responsible person”.
4. Permissions given to Scottish Ministers are easier to focus on because the title
is always literally used. Querying “Scottish Ministers” in Permission elements
yields 21 statements (precision .952, recall .875). On one side, 1 permission is
given to ”a person” ; on the other side, 3 additional permissions are incidentally
mentioned in Obligation or Constitutive statements.
5. As can be seen in Fig 3, related overriding or reparation provisions are mentioned
and accessible through a direct link in the display.
6. Discussion
Ours is not the ﬁrst work to attempt the semantic annotation of legal rules, e.g. [6]. How-
ever, it is the ﬁrst to tie the annotation effort directly to some well-developed, standard-
ised markup language such as LegalRuleML. In our view, and following [3], the devel-
opment of a high quality annotator manual which leads a team of annotators to a high
level of inter-annotator agreement is an essential task in its own right. Setting up an ef-
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ﬁcient and simple workﬂow of annotation is also important if one wants annotators to
concentrate on interpretative issues.
Returning to Figures 1-2, our methodology highlights an important issue in formal-
ising source text: annotation requires analyzing the expression. As is apparent, we have
taken the “naive” approach of annotating a whole sentence according to key words; that
is, (1) is marked as a prohibition given commits an offence. Yet, obviously, this is mis-
leading since the contents of the whole annotated text, including commits an offence,
is not what is prohibited. Rather, what is prohibited is the action displays or causes to
be displayed tobacco products or smoking related products in a place where tobacco
products are offered for sale committed by a person in the course of business. What the
search tool ought to return is just those prohibitions with respect to their content. Pro-
viding such analysis requires some care so as not to distort the meaning of the source
expression. Yet, it is such ﬁne-grained analyses that LegalRuleML requires. Our simpli-
ﬁed, incremental approach to annotation is but one step towards this more reﬁned result,
whilst highlighting problems to address as well as yielding useful results along the way.
Finally, some of the missing results are matters beyond LegalRuleML, e.g. lexi-
cal semantic relationships amongst terminology. There are interesting interpretive issues
concerning linguistic expressions of the annotations, complex expressions, ellipsis, ref-
erence, and others. Nonetheless, an advantage of our effort is to draw out a detailed,
extensive range of such matters. Thus, there remains signiﬁcant work ahead.
Now that the annotation guidelines and process have been tested and revised thanks
to the adjudication work, a larger annotation experiment can be launched. The quality
of the resulting annotated corpora (measured as the inter-annotator agreement) is a key
feature, as our ultimate goal is to use it as training data for automating (part of) the
annotation process.
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Balancing with Thresholds
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Abstract The paper presents a general formal framework representing the role of
balancing of values in interpretation of statutory rules. The model developed here is
an extension of the model of teleological interpretation, where a given interpretive
outcome is justiﬁed if it satisﬁes a given goal (or a set of goals). Herein, a richer
argumentative structure is discussed: an interpretive proposition concerning the in-
terpretation of a statutory condition is justiﬁed if it is in accordance with the proper
balance of applicable legally relevant values.
Keywords.Argumentation, Balancing, Goal-based reasoning, Statutory Interpretation,
Value-based reasoning
1. Introduction
The topic of balancing of values and its role in legal reasoning has been the point of
interest in AI and Law for more than two decades now. However, so far the fundamental
concepts and inference patterns related to balancing have not been accounted for in a
formal framework in the context of statutory interpretation. This paper aims to ﬁll this
gap. The paper does not deal with the structure of the balancing itself, but it argues for a
basic conceptual scheme that creates the background for any instance of balancing-based
interpretation. The results of our work may be useful for the development of rule-based
systems involving the notion of interpretation.
In legal literature the topic of balancing has been initially associated with the notion of
legal principles [7], [1], [2], [10], [3]. In the domain being the scope of this paper – that
is, statutory interpretation – the issue in question is whether a given rule should be in-
terpreted in certain manner and, as a consequence, applied to the given state of affairs.
Therefore, the objects being valuated with respect to relevant values are states of affairs
with attached consequences following from the rule in question, and, for comparison, the
same states of affairs without such consequences (similarly to [12] and [8]). As far as
the criteria of acceptance are concerned, two aspects have to be distinguished. First, no
legally relevant value should be realized below its core threshold [10]. Second, it is an
open question whether we are obligated to adopt the interpretation which yields the opti-
mal level of balancing of values, or is it acceptable to adopt any outcome which satisﬁes
1Corresponding Author: Departament of Legal Theory, Faculty of Law and Administration, Jagiellonian
University, Ul. Gołe˛bia 24, 31-007 Kraków, Poland; E-mail: michal.araszkiewicz@uj.edu.pl The writing of this
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a certain valuation threshold. Our thesis is that this threshold of minimal acceptability
is typically ﬁxed by means of interpretive propositions based on balancing. Our paper
is based on the idea which can be seen as the development and discussion of the teleo-
logical interpretation concept from [12], but also as an implementation of the concept of
goal and relationship between goal and value from [11].
2. The model
We will begin with a summarized discussion of the basic concepts of the model of tele-
ological reasoning from [11], further referred to as the GVR model:
Let S = {sx,sy,sz, ...} be a ﬁnite, non-empty set of propositions. Each proposition rep-
resents one state of affairs. We have to separate the two meanings of the word value: a
value may be understood as a concept or as a process: (1) Value as an abstract concept
which allows for the estimation of a particular action or a state of affairs and inﬂuences
one’s behaviour. V is a set of values: V = {v1,v2, . . .vn} (2) Valuation as a process of
estimation of the level of extent to which a particular states of affairs s promotes a value
vi. By vi(s) we denote the extent to which s promotes a value vi. By V (S) we denote
the set of all valuations of all states of affairs. By V i(S) we denote the set of all possible
extents to which a value vi from set V may be promoted by any possible state of affairs
s ∈ S. A partial order Oi = (;V i(S)) represents the relation between extents to which
values are promoted.In real-life reasoning people do not rely only on a comparison of the
levels of promotion of one value; usually, they compare the levels of promotion of var-
ious values. Theoretically speaking, they are incompatible, but practically, people com-
pare not only the levels of promotion of various values, but also the levels of promotion
of various sets of values. By V Z ⊂ V we denote a subset (named Z) of a set of values
V which consists of values: vi,vj , ... ∈ V Z . By V si ⊂ V we will denote a set of values
promoted by a state of affairs si.
By V Z(sn) we denote a set of estimations of the levels of promotion of values con-
stituting set V Z by a state of affairs sn ∈ X . If V Z = {vz,vt}, then V Z(sn) =
{vz(sn),vt(sn)}. A partial order OR = (;2V (S)) represents a preference relation be-
tween various sets of values and various states of affairs: V Z(sn)V Y (sm) means that
the extent to which values from set V Z are promoted by a state of affairs sn is preferred
to the extent to which values from set V Y are promoted by a state of affairs sm.
The discussion of relationships between orders OR and O as well as the mechanism of
deriving order OR is presented in the [11].
Deﬁnition 1 (Legal rule) Let R= {rv, rz, ...} be a set of legal rules. Each rule is a pair
〈sx, cx〉, where sx is the condition of the rule and cx is the conclusion of the rule.
If a state of affairs sa fulﬁlls the conditions of the rule, then the conclusion leads to the
change of the state of affairs into sx+c (where sx,sx+c ∈ S).
Basing on [10] we assume that the grounds for evaluation of each interpretation in our
model will be goals in the form of minimal extents to which a given set of values should
be promoted. Thus established concept of goal remains complacent with the idea of
abstract goal from [11]:
Deﬁnition 2 (Goals) Goals are represented by the minimal acceptable extents to which
a particular state od affairs promotes a given set of values:
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Let GA= {ga1,ga2, ...} be a set of goals. By vnmin(ga) we denote the minimal extent
to which the promotion of a value vn satisﬁes a goal ga. By vn(s1)  vnmin(ga) we
denote that a goal ga is satisﬁed by a state of affairs s1 with respect to a value vn. By
vn ∈ ga we denote that the minimal extent of a given value vn is declared in a goal ga
(note that ∈ is different that ∈). The abovementioned deﬁnition of goals represents the
idea of protection of the core of values; the deﬁned goals correspond to core thresholds as
discussed in [10]. Other types of goals are also relevant in law, but the minimal thresholds
are particularly important, deﬁning the minimal acceptability of statutory interpretation
statements.
Although like Sartor we assume that the foundation for setting goals are values whose
promotion is recommended by principles (goal norms).
Deﬁnition 3 (Interpretation) The binary operator • represents interpretation of the
principle’s conditions (the operator • was extensively discussed in [4] and [5]). By
st •sx (where st,sx ∈ S) we mark that a state of affairs st fulﬁlls conditions sx.
It should be pointed out that in our model we introduced a differentiation between the
current state of affairs and the state of affairs expressed in the rule’s premises. It results
from the fact that in practice the description of the actual state of affairs very rarely
literally matches the premises of the rule; most frequently it is somehow interpreted,
often by the so-called intermediate legal concepts.
Deﬁnition 4 (Interpretive Statements) All complex expressions of the elements of set
S and constructed by means of the relation word • will be referred to as Interpretive
Statements.
Interpretive Statements play a role of intermediaries between the factual description of a
given state of affairs and the states of affairs expressed in the conditions of legal rules.
The crucial question is this context is whether the conditions of a rule should be inter-
preted in such a way to encompass the current fact situation, or to the contrary. Interpre-
tive canons [9] serve as arguments for justiﬁcation of this or another Interpretive State-
ments concerning the conditions of the rule in question. However, these canons may also
be looked at as heuristics: simpliﬁed rules approximating the actually justiﬁed Interpre-
tive Statements. If we agree that law is a system designed for the sake of realization of
important social values, then we may assume that the set of “actually justiﬁed” Interpre-
tive Statements follow from the balancing of those socially relevant values. Note that we
do not claim the existence of a unique “right” interpretation of any legal rule [7].
Let us now consider application of a given rule ra〈sa, ca〉 to the state of affairs sm. In
order to justify this application, we have to be able to show that sm • sa (for the sake
of simplicity we do not consider the problem of analogous application of rules here).
Typically, justifying this inference step will involve at least one layer of intermediary
concepts.
Let us deﬁne the set IS (ra,sm) as the set of Interpretive Statements concerning apppli-
cation of ra to sm.
Deﬁnition 5 (Positive and Negative Interpretive Arguments) An Interpretive State-
ment ∈ IS(ra,sm) is a Positive Interpretive Statement (PINS) if and only if it justiﬁes
application of ra to sm. An Interpretive Statement ∈ IS(ra,sm) is a Negative Inter-
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pretive Statement Statement (NENS) if and only if it justiﬁes non-application of ra to
sm.
Deﬁnition 6 (Goal-admissible Interpretive Statement) An interpretive statement ∈
IS(ra,sm) is goal-admissible with respect to goal ga warranting the realization of value
vn if and only if:
a. vn(sm) vnmin(ga) if the interpretive statement is aNENS (goal- admissible
NENS)
b. vn(sm+ca) vnmin(ga) if the interpretive statement is a PINS (goal - admis-
sible PINS)
If an interpretive statement is not goal-admissible, then it is goal-inadmissible.
It is worthwhile to delimit the set of states of affairs in which each Interpretive Statement,
concerning application of legal rules R, is goal-admissible with respect to the value vn
and the goal ga, setting its minimal required realization. We will refer to this set as the
Model of Interpretive Statements with regard to value vn and goal ga.
Deﬁnition 7 (Model of Interpretive Statements – single value) . Let IS be the given
set of Interpretive Statements, vn the value in question and ga – the goal protecting the
minimal realization of the value.Mod(IS)vn,ga is the set of all states of affairs in which
all given Interpretive Statements are goal-admissible.
Intuitively, the model of interpretive statements is the set of all states of affairs where the
degree of realization of a value is always greater than the minimal threshold, taking into
account the rules applicable to these states of affairs and interpretation of these rules.
A given state of affairs may not belong to the model of interpretive statements if this
state of affairs is untypical or novel (hard cases), or if the legislation is poorly drafted,
enabling goal-inadmissible interpretations.
Conversely, we may deﬁne the set of all goal-admissible interpretive statements for a
given set of states of affairs, taking into account value vn and goal ga. We will refer to
this set as the Interpretive Theory (INTh) of a set of states of affairs.
Deﬁnition 8 (Interpretive Theory of States of Affairs – single value) Let S be the
given set of States of Affairs, vn the value in question and ga – the goal protecting the
minimal realization of the value.
INTh(S)vn,ga is the set of all Interpretive Statements that are goal-admissible in any
of the states of affairs in S.
The operator INTh(S)vn,ga separates the goal-admissible from the goal-inadmissible
interpretive statements, for a given set of states of affairs, taking into account the realiza-
tion of vn with regard to ga.
Let us now combine the two operators to obtain the notion of Value-based Consequence
of the given set of Interpretive Statements.
Deﬁnition 9 (Value-Based Consequence) Value-based consequence of the set of Inter-
pretive Statements V Cn(IS)vn,ga is deﬁned as INThvn,ga(Mod(IS)vn,ga), that is,
the set of all Interpretive Statements that are goal-admissible in all non-hard cases.
The above deﬁnitions may be generalized to encompass sets of values and goals. Intu-
itively, V Cn(IS)vn,ga deﬁnes a relatively narrow subset of Interpretive Statements.
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3. Argumentation schemes
We have already noticed ([9], [4]) that interpretive statements are justiﬁed by means of
interpretive canons, usually expressed as argumentation schemes which are forms of ar-
gument which represent stereotypical patterns of human reasoning.
Below we present two interpretive canons: the ﬁrst one justiﬁes a positive interpretive
statement on grounds that it fulﬁll the goal set by the legislator; the second one consti-
tutes a demonstration of balancing-based interpretive conﬂict solution.
IAS1 The ﬁrst type of argumentation scheme: every positive interpretive statement
which fulﬁlls the goal is justiﬁed. The given data are: a goal gak, a current state of affairs
(sm), a legal rule rl, and a Positive Interpetive Statement: sm •sl. If after the application
of rule (sm+c), sm will promote all values indicated by goal gak to a no lesser degree
than the minimum, then the interpretive statement sm •sl will be justiﬁed:
gak
sm
rl = 〈sl, c〉
sm •sl ∈ PINS
∀vn∈gakvn(sm+c) vnmin(gak)
sm •sl
IAS2 The second argumentation scheme refers directly to the balancing of values and
is an example of a conﬂict resolution mechanism: there are two exclusive interpretive
statements, both fulﬁlling the set goal, but one of them is preferred because of the val-
ues it promotes: The given data are: a goal gak, a current state of affairs (sm), a legal
rule rl, two interpretive statements sm • sl ∈ PINS and sm  •sl ∈NENS. Both cases
promote values indicated by gak to the extent no lesser than the recommended mini-
mum. If in the context of set V k and after the application of rule (sm+c), sm will be
preferred to interpretation sm  •sl, then the interpretive statement sm • sl will be justi-
ﬁed. The crucial point in the discussion is the list of values V k determining on the basis
of which values the balance should be made. Obviously, not all of the values ought to
be taken into consideration. In previous sections we assumed that our goal (gak) is set
on the basis of the binding legal principles; since they deﬁne the constitutional order, we
believe that they should serve as the foundation of balancing. Therefore we assume that
V k = {vn|vn ∈ gak}.
gak
sm
rl = 〈sl, c〉
sm •sl ∈ PINS
sm  •sl ∈NENS
∀vn∈gakvn(sm+c) vnmin(gak)
∀vn∈gakvn(sm) vnmin(gak)
V k(sm+c)V k(sm)
sm •sl
Let us note that the argumentation schemes presented above do not have to lead to the
conclusion concerning uniqueness of the best interpretive sentence (one right answer, see
[9]), because set ordered by the symbol () may not have the greatest element, it may
have more than one maximal elements.
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4. Discussion and Conclusions
In this paper we have provided a general framework which extends the concept of tele-
ological reasoning to represent the role of balancing of values in the context of statu-
tory interpretation. This framework is compatible with the ﬁndings of [10]. We have
also deﬁned certain speciﬁc concepts representing safe interpretive situations, where ex-
plicit balancing is not needed to justify a satisfactory interpretive outcome (the notions
of model of Interpretive Statements, interpretive theory of states of affairs and ﬁnally,
value-based consequence). For situations where actual balancing needs to be made ex-
plicit, we have provided two argumentation schemes.
As for the future work, we intend to: (1) explore the structure of arguments supporting
conclusions encompassing the ordering operators (orders Oi and OR); this line of reser-
ach involves investigations into case-based reasoning structures in statutory interpreta-
tion; (2) apply the framework to model the situation of justiﬁed violation of rules (as in
Bench Capon [6]) and (3) integrate the model into the broader framework modeling the
behaviour of agents interpreting statutes.
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Abstract. In this paper we present the BO-ECLI Parser, an open framework for the
extraction of legal references from case-law issued by judicial authorities of Eu-
ropean member States. The problem of automatic legal links extraction from texts
is tackled for multiple languages and jurisdictions by providing a common stack
which is customizable through pluggable extensions in order to cover the linguistic
diversity and speciﬁc peculiarities of national legal citation practices. The aim is to
increase the availability in the public domain of machine readable references meta-
data for case-law by sharing common services, a guided methodology and efﬁcient
solutions to recurrent problems in legal references extraction, that reduce the effort
needed by national data providers to develop their own extraction solution.
Keywords. natural language processing, legal references, case law databases,
linked open data
1. Introduction
Among the goals of the European Case Law Identiﬁer (ECLI) established in 20101 is
the publication of national case-law by courts of European member States via the ECLI
Search Engine on the European e-Justice Portal. Besides being uniformly identiﬁed, de-
cisions should be equipped with a minimal set of structured metadata describing their
main features. Among the (optional) metadata prescribed by the ECLI Metadata Scheme,
references metadata describe relations of the current document with other legal (legisla-
tive or judicial) documents, formally expressed using uniform identiﬁers (the aforemen-
tioned ECLI for case-law, ELI for legislation, national identiﬁers, CELEX identiﬁers for
European legal documents). These relational metadata are at the same time among the
1Council conclusions inviting the introduction of the European Case Law Identiﬁer (ECLI) and a minimum
set of uniform metadata for case law (CELEX:52011XG0429(01)).
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most useful case-law metadata - in that they allow the enhancement of legal information
retrieval with relational search - and among the most difﬁcult to have valued, especially
for legacy data and for less resourced languages and jurisdictions. While manual refer-
ence tagging is an extremely costly procedure - not viable in the public domain and espe-
cially to cope with the growing amount of data published in national case law databases
- automatic legal reference extraction has been successfully applied in several national
contexts [1], [2], [3] despite the complexity of coping with a diversity of styles, variants
and exceptions to existing drafting rules and citation guidelines.
Based on an analysis of approaches and existing solutions to the “Linking data”
problem [4] and on the results of a survey on citation practices within EU and national
Member States’ courts [5], the BO-ECLI Parser presented in this work and developed
within the EU funded project “Building on ECLI”2, tackles the problem from a EU-
wide multi-lingual / multi-jurisdictional perspective. With a strong commitment to open-
ness (open source software, open data, open formats) the aim is to reduce the effort for
national data providers willing to develop their own legal reference extraction solution
by sharing a proven methodology and efﬁcient solutions to recurrent problems in legal
references extraction.
The BO-ECLI Parser is structured as an architecture of interoperable services (Fig.
1). The core of the extraction process is taken care of by the Parser Engine (Sect. 2). The
REST API exposes the results of the reference extraction process as structured interop-
erable XML and JSON open formats (Sect. 3). Data Services provide access to authori-
tative repositories of legal references allowing to complement the informations extracted
by the Engine (Sect. 4). An extensible User-Interface is also provided for direct user in-
teraction and as a proof of concept of the integration of the different services (Sect. 5).
Figure 1. The overall architecture of the BO-ECLI Parser.
2http://bo-ecli.eu
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2. Parser Engine
The BO-ECLI Parser Engine [6] is an extensible framework for the extraction of legal
links from case-law texts. It is written in Java and distributed as open source software3.
It targets citations to both case-law and legislation, expressed as lists of textual features
(authority, type of document, document number, date, etc.) or as common names (i.e.
aliases). Multiple citations, intended either as citations to more than one partition of a
single document or as citations to more than one document issued by a single authority,
are also covered and distinct legal references are generated in correspondence to each
partition and each document. A distinguishable characteristic of the software consists in
the capability to be extended in order to support the extraction process from texts written
in different languages or issued within different jurisdictions.
In order to realize such design, two practical steps are required:
• dividing the process of legal link extraction into a generic and customizable se-
quence of atomic services, following a pipeline pattern;
• deﬁning an annotation system able to convey the work done by each service along
the pipeline.
2.1. A pipeline of services
One way to synthesize a generic process of legal link extraction from texts is, ﬁrst, to
divide it into three consecutive phases:
1. the entity identiﬁcation phase, where the fragments of text that can potentially
represent a feature of a citation are identiﬁed and normalized;
2. the reference recognition phase, where patterns of identiﬁed features are read in
order to decide whether they form a legal reference or not;
3. the identiﬁer generation phase, where the recognized legal references are ana-
lyzed so that standard identiﬁers, and possibly URLs, can be assigned to them.
Secondly, within every single phase, a number of different services can be placed,
each specialized in absolving one task. For example, within the entity identiﬁcation
phase, there could be a service specialized in the identiﬁcation of case numbers.
2.2. Annotation system
The BO-ECLI Parser Engine framework deﬁnes an internal annotation system to allow
every service implementation, especially the ones belonging to entity identiﬁcation and
reference recognition, to save the speciﬁc results of their execution directly in the text.
Annotations are used to assign a category (hence, a meaning) to a fragment of text, while,
through normalization, annotated fragments of text can acquire a language independent
value. For example, the Italian fragment of text “sent. della Corte Costituzionale”, mean-
ing a judgment issued by the Italian Constitutional Court, at a certain point along the
pipeline, is annotated as follows:
[BOECLI:CASELAW_TYPE:JUDGMENT]sent.[/BOECLI] della
[BOECLI:CASELAW_AUTHORITY:IT_COST]Corte Costituzionale[/BOECLI]
3http://gitlab.com/BO-ECLI/Engine
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Thanks to the annotation system, the work of each service is conveyed and shared along
the pipeline in a language independent way.
2.3. Service implementation
The implementation of an annotation service belonging to either the entity identiﬁcation
or the reference recognition phase simply consists in a piece of software that analyzes an
input text, possibly already enriched with annotations, and produces an equivalent output
text, possibly with altered annotations. The default implementations of the annotation
services provided by the framework make use of JFlex4, a well-known lexical scanner
generator for Java.
A number of implementations for services that belong to each phase of the legal link
extraction process are provided by the framework by default. Typically, a default imple-
mentation is supplied when the task that the service is in charge of can be considered lan-
guage independent, pertains to the European jurisdiction or is common in the European
context.
Parties identiﬁcation: The identiﬁcation of the names of the parties in a citation
should be generally considered as a language dependent task. Nonetheless, the frame-
work provides a default service implementation for the identiﬁcation of applicants and
defendants relying on heuristics based on positioning, upper and lower casing, the versus
entity and the geographic identiﬁcation of a country member of the Council of Europe
(as a defendant in European Court for Human Rights citations).
Reference recognition: After the entity identiﬁcation phase, the textual features that
can potentially be part of a legal reference are annotated and normalized, hence they can
be treated as language independent entities. Although citation practices change from one
jurisdiction to another, the framework provides a number of default service implemen-
tations for reference recognition that are able to cover the most typical citation patterns
and, also, to support multiple citations.
ECLI generation for European Courts: In those cases where a standard identiﬁer
can be simply generated as a composition of the features extracted from the textual ci-
tation, the framework provides a default service implementation to automatically assign
an identiﬁer to a legal reference. This is the case for the generation of ECLI for legal
references that have the European Court of Human Rights as the issuing authority, when
the type of document, the case number and the date are known.
CELEX generation for European legislation: Another service implementation sup-
plied by the framework for the automatic composition of a standard identiﬁer is used for
legislation references to European directives and regulations. For these types of docu-
ment, when the referred document number and year are known, a CELEX identiﬁer as
well as its ELI identiﬁer can be assigned to the legal reference.
3. REST-API and structured reference exchange format
A REST API is wrapped around the Java API of the Engine in order to allow its exposi-
tion as a service on the Web via the HTTP protocol and to guarantee interoperability with
additional components possibly written in different languages. The Engine REST-API
4http://jﬂex.de
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exposes the results of the reference extraction process performed by the Engine as struc-
tured XML and JSON open format for their consumption by additional services and for
the possible further enrichment and validation of the results of the automatic extraction.
The API response provides, for each text fragment where a citation has been de-
tected, a structured representation of the corresponding reference, listing its attributes
along with their normalized values. In case of multiple citations (in the sense described
in Sect. 2) a collection of references is returned each associated with the corresponding
text fragment.
4. Open Data Services
For those cases where the identiﬁer cannot be computed by the composition of the refer-
ence features used in the textual citation, it is mandatory to look-up such standard iden-
tiﬁers (preferably European standard identiﬁers: ECLI for case-law and ELI and for leg-
islation) by querying reference catalogs. In the BO-ECLI Parser design this is accom-
plished by reusing existing reference repositories possibly exposed as Open Data on the
web accessible via HTTP APIs.
Due to their importance to all national jurisdictions, two data services have been
implemented to get standard identiﬁers of references to case-law issued by the Court
of Justice of the European Union (CJEU) and by the European Court of Human Rights
(ECHR) for which ECLIs cannot be straightforwardly computed based on the features
and numbering typically used in textual citations.
Additionally, national reference repositories can be reused and integrated in order to ac-
complish national identiﬁers look-up. Standardizing the access to such metadata repos-
itories through a common layer is among the long term goals of the BO-ECLI Parser
framework [7].
5. User-Interface
Though the parser is primarily intended to be used through its API for integration in dif-
ferent systems, an extensible open-source User Interface developed using modern Web
technologies (Node.js) is also provided for direct user interaction. The UI interacts with
the different Web services through HTTP and provides a proof of concept of their in-
tegration. Functionalities are provided to set the input text and parameters and inspect
the results extracted by the BO-ECLI Parser in different views: annotated HTML text,
tabular view, structured exchange format (JSON) view for developers, references meta-
data according to the ofﬁcial ECLI Metadata Scheme. The UI project is extendable to
the needs of the national judiciary for testing or production, e.g. for manual check and
validation of the results of the automatic extraction before the deposit in a case law man-
agement and publication system. A deployed demo version of the UI is accessible as part
of the website of the BO-ECLI project5.
5http://parser.bo-ecli.eu
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Conclusions
We presented the BO-ECLI Parser, an open source framework for the automatic extrac-
tion of case-law and legislation references from case-law texts issued in the European
context. Its architecture is based on the interaction of different interoperable and exten-
sible components. In particular, the Parser Engine provides a framework where national
extensions can be developed and plugged in order to add support for the extraction pro-
cess from texts written in different languages or issued within different jurisdictions. By
deﬁning and providing a complete stack for legal links extraction, the implementation
of a national extension is guided and straightforward and the effort needed for the de-
velopment of a fully functional national extractor is considerably reduced. Along with
the framework project, a Template project has been developed in order to facilitate and
encourage the adoption of the software for the extraction of legal links in new languages
and jurisdictions. Two concrete national extensions have been developed so far by dif-
ferent teams to support the extraction from Italian and Spanish case-law texts, proving
both the feasibility and the straightforwardness of the whole approach. The BO-ECLI
Parser software projects, their code and documentation are hosted on the GitLab software
development platform6.
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Scoring Judicial Syllabi in Portuguese
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Abstract. Law professionals generally need to investigate a large number
of items to make their decisions. However, the frameworks they use are
often limited to a simple full-text search. In this paper, we propose
to score the results of such searches investigating ontological and non-
ontological solutions. We examine their applicabilities in a real use case
dealing with jurisprudences of regional federal courts in Brazil.
Keywords. Jurisprudences, Full-text search, NLP, Portuguese, Similarities
1. Introduction
Nowadays, more and more Application Programming Interfaces (APIs) sup-
porting a Natural Language Processing (NLP) are released and their mutual us-
ages in common infrastructures can considerably enhance the results of full-text
searches. As they are regularly confronted with large numbers of judged cases
stored in relational data management systems, professionals of Brazilian courts
need innovations to reﬁne these results. Indeed, if the usual way to output a
full-text search is an ordered list of items, few approaches are thought to display
the results in diﬀerent ways. Actually, the jurisprudences that are judicial deci-
sions taken by a speciﬁc court in Brazil (e.g. regional federal tribunal), are stored
in semi-structured formats in which a large part of the relevant knowledge are
present in syllabi, i.e. textual explanations in Portuguese. Our proposal is then to
score the results of a full-text search among judicial syllabi supported either by
ontological or non-ontological solutions. On the one hand, we took up the chal-
lenge to perform some automatic translations of the syllabi into English (with
Google Cloud Translation) before computing similarities from the Prince-
ton WordNet [1]. On the other hand, we opted to proceed word embeddings
of the Brazilian penal code using Word2vec for Lucene [2] before computing
similarities between lemmas by cosine measures. The remainder of this paper is
organized as follows: Section 2 describes the ontological and non-ontological solu-
1Corresponding Author: Jean-Re´mi Bourguet (jean-remi.bourguet@ufes.br) is supported by
the Brazilian Research Funding Agency FAPES (grant 71047522).
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tions to score such results and evaluates the applicability of our approach through
a real use case and an interface, Section 3 mentions the most similar approaches
and Section 4 concludes and opens some research perspectives.
2. Scoring the results
We introduce in Deﬁnition 1 a possible global score between two texts as the
maximal similarity score between their components. We denote wk the lemmati-
zation of a word wk. We arbitrarily avoided taking into account the score with
words present in a stop words set denoted θ.
Deﬁnition 1. Let two texts p, q:
SIM (p, q)= max
pi∈p\θ,qj∈q\θ
sim(pi, qj)
Figure 1. System description
Looking at the system description of Figure 1, several modules supports the
computation of the similarity scores: INPUT takes a text in Portuguese, TRF2 is
a data set of jurisprudences, APIs is a set of NLP-based APIs supporting the
computations of the similarity scores, PARAM manages the choice of the local mea-
sures, the stop words list, etc., SCORE orchestrates the computation of the sim-
ilarity scores and OUTPUT is devoted to display them.We transformed the XML
ﬁle provided by a regional Brazilian federal tribunal in an RDF ﬁle using an
XSLT transformation. After that, we stored this knowledge base in a triple store
supported by the Virtuoso’s infrastructure [3]. We used the Jena API to query
Virtuoso possibly from a Java interface developed with the native Swing API.
Performing similarities in a language other than English can be a challenge.
Then, we will present both ontological (in Section 2.1) and non-ontological (in
Section 2.2) approaches using semantic similarities or word embeddings to score
the results of a full-text search.
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2.1. Using semantic similarities
Semantic similarities generally use distances between semantic units (called
synsets) in a ontologically founded lexicon. According to Sartor et al. [4], a synset
can be deﬁned as a set of one or more uninﬂected word forms (or lemmas) called
word-senses belonging to the same part of speech (denoted pos) e.g. noun, verb
or adjective. Each synset is encoded with its lemma, pos and a number nb dis-
criminating it among some other possible senses (lemma#pos#nb). Finally, the
relation of hyponymy (denoted <h) is a binary relation that partially orders
the synsets. Currently, the Global WordNet Association indexes a large set of
open-source adaptations of lexicons in approximatively 40 languages. Concern-
ing the Portuguese language, two repositories are referenced: ONTO.PT [5] a
Portuguese repository automatically built from heterogeneous textual sources,
and OpenWN-PT [6] a Brazilian Portuguese repository built using Wikipedia
and alignments with the PrincetonWordNet (conserving its abstract relations),
manual revisions and gloss translations. Unfortunately, no API exists in the mar-
ket to equip ONTO.PT or OpenWN-PT with a support for the computation
of semantic similarities. Therefore, we opted for an automatic translation of each
syllabus (and the input) in English using Google Cloud Translation. After
that, we were able to perform semantic similarities with WordNet:Similarity
(developed by Pedersen et al. in [7] and redesigned in Java by Shima [8]). One
of the most common measures is the path-length relatedness founded on a node-
counting scheme concerning the smallest speciﬁed role counting between two
synsets (see [7]). The path-length based relatedness score (plr) is equal to the in-
verse of the shortest path length between two synsets. Nevertheless, other histor-
ical similarity measures considering the maximum depth in taxonomy (lch), the
depth of the least common subsumer (wup) or the supported information content
(jcn and lin) can also be computed with WordNet:Similarity.
2.2. Using word embeddings
Word embeddings is a well-known approach based on deep learning (using a
neural natural language model) recently retailored by Mykolov et al. [9]. These
similarities arise from a large set of word vectors produced after a learning step
performed on a textual corpus ideally in a particular context of interest. This
corpus may receive a pretreatment (e.g. tokenization, lemmatization, stop word
ﬁltering) in order to decrease the noise of nonsense textual information. Thus, the
learning step encodes the general context of words in dense vectors. The similarity
between two lemmas is obtained through the cosine of their vectors. We opted
to use the Brazilian penal code3 to perform the learning step. We used an API
called Word2vec for Lucene [2] and proceeded to a lemmatization of the text
(using Lematizador [10]). After that, we ﬁltered the corpus with stop words,
stop signs and numbers giving a train ﬁle of 11593 lemmas. We performed word
embeddings using a size 200 for the vectors, a window (max skip length between
words) of 5, discarding words that appear less than 5 times. We ﬁnally obtained
a vocabulary size of 589 lemmas.
3http://www.planalto.gov.br/ccivil_03/decreto-lei/Del2848compilado.htm
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2.3. Evaluation
We performed an evaluation of our framework looking for the word banco
(i.e. bank in English) to quickly browse the large repository of jurisprudences by
outputting an aﬀordable set. Afterwards, we scored the answer by using semantic
similarities (PLR) or by using word embeddings (EMB) with the word dano (i.e.
damage in English). In the Table 1, we related the 4 most similar jurisprudences
with the 3 highest local similarities scores obtained by semantic similarities and
word embeddings. The ﬁrst column describes a part of the Syllabi with the most
similar words written in bold while the other columns show for each approach the
most similar words, their scores and their translations between parenthesis.
Syllabus PLR EMB
DIREITO CIVIL. ATIVIDADE BANCA´RIA [...] Tal responsabil-
idade somente ﬁca descaracterizada na ocorreˆncia de uma das
hipo´teses do § 3o do referido art. 14, o que na˜o ocorreu na espe´cie.
2 - O princ´ıpio da reparabilidade do dano moral foi expressamente
reconhecido [...] 5 - Em face da responsabilidade civil contratual,
aplica´vel a inversa˜o do oˆnus da prova prevista no artigo 6o [...]
para elidir sua responsabilidade civil, comprovar que o fato derivou
da culpa do cliente ou da forc¸a maior ou caso fortuito [...]
1.0
dano
(damage)
0.25
ocorreˆncia
(event)
0.25
ocorreu
(occur)
1.0
dano
(damage)
0.33
lei
(law)
0.22
fato
(fact)
PROCESSO CIVIL. BANCO CENTRAL DO BRASIL [...] Lei
8.112/90 a` hipo´tese em tela pois [...] o cre´dito em discussa˜o decorre
da relac¸a˜o trabalhista que outrora existia entre os litigantes [...]
podendo ocasionar se´rios embarac¸os ao orc¸amento do agravante,
a caracterizar o fundado receio de dano. 9. Na˜o ha´ violac¸a˜o ao
direito constitucionalmente assegurado de acesso ao Judicia´rio, eis
que o recorrente podera´ ajuizar ac¸a˜o ordina´ria, sendo-lhe vedado
ta˜o-somente constituir Certida˜o da Dı´vida Ativa [...]
1.0
dano
(damage)
0.33
direito
(right)
0.25
constituir
(constitute)
1.0
dano
(damage)
0.33
lei
(law)
0.28
cre´dito
(credit)
ADMINISTRATIVO. CADERNETA DE POUPANC¸A.
CORREC¸A˜O MONETA´RIA [...] I- A competeˆncia da Justic¸a
Federal in ratione personae encontra-se disposta no art. 109,
inciso I, da Lei Fundamental. [...] Revereˆncia ao princ´ıpio con-
stitucional da irretroatividade da lei para prejudicar o direito
adquirido e ato jur´ıdico perfeito [...] em respeito ao direito
adquirido e ao ato jur´ıdico perfeito, na˜o calhando a alegac¸a˜o de
negativa de vigeˆncia do art. 17 da Lei no. 7.730/89. [...]
0.5
prejudiciar
(impair)
0.33
direito
(right)
0.33
direito
(right)
0.33
lei
(law)
0.33
lei
(law)
0.33
lei
(law)
PROCESSO CIVIL - CRUZADOS BLOQUEADOS [...]
POR FORC¸A DA LEI 8024/90 [...] RESPONDEREM PELA
CORREC¸A˜O MONETA´RIA [...] AS QUAIS FORAM PRI-
VADAS DA DISPONIBILIDADE DO DINHEIRO [...] NORMA
POSTERIOR QUE ALTERE O I´NDICE DE CORREC¸A˜O INCI-
DENTE SOBRE TAL MODALIDADE DE INVESTIMENTO [...]
RECURSO DO BANCO CENTRAL IMPROVIDO E RECURSO
DO BANCO DO BRASIL PARCIALMENTE PROVIDO.
0.5
correc¸a˜o
(change)
0.25
incidente
(incident)
0.2
responderem
(respond)
0.33
lei
(law)
0.26
dinheiro
(money)
0.23
parcialmente
(partially)
Table 1. Evaluation of the approaches on a real user case
We remarked on two important limits: i- concerning semantic similarities,
since lemma maps to one or more word senses, the original translated noun
damage is considered as a verb scoring a similarity of 0.5 due to the order:
change#v#1<hdamage#v#1<himpair#v#1; ii- concerning word embeddings
the word lei (law) is systematically recognized as the most similar after dano due
to the relatively smaller set of vectors obtained from the Brazilian penal code.
J.-R. Bourguet and M. Zorzanelli Costa / Scoring Judicial Syllabi in Portuguese122
2.4. Interface
An illustration of the interface for the application of the framework
LooPings [11] to display the semantic similarities is presented in Figure 2 for
the PLR measure. The scores are ﬁnally placed on a segment [0, 1]. Note that
because sets of answers can have the same scores (cases of ex æquo), the interface
randomly choose one ID to display beside groups of points with the same scores.
Figure 2. An interface showing the application of LooPings
3. Related works
The issue of ordering legal documents has already been investigated by Lu
and Conrad [12] who proposed an issue-based content recommendation system
with a built-in topic detection/segmentation algorithm for the legal domain.
The usage of conceptual layers to support searches among jurisprudences is
a relative new trend of research in Brazil (see [13] for example). The syntactic
similarities can also be used to assist such tasks because their computations can
be transposable for the Portuguese language (see [14] for example), but very few
works dealt directly with semantic similarities using a Portuguese material. One
remarkable work was carried out by Aleixo and Pardo [15] in which node-length
path similarities (after lemmatization and stop list treatments) are performed
using a Brazilian Portuguese thesaurus in order to compute relatedness between
sentences. In keeping with this trend, Baldez de Freitas et al. [16] proposed a mea-
sure extending the path length based relatedness in order to compute similarities
between terms of distinct ontologies.
The usage of word embeddings to browse legal items is also relatively new.
Landthaler et al. [17] recently explored a method that provided semantically
similar answers for arbitrary length search queries using word embeddings.
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4. Conclusion
In this paper, we described both ontological and non ontological approaches
to perform similarities among judicial syllabi from a set of jurisprudences of a
regional federal court in Brazil. We also proposed an interface to display the
results of a full-text search. We now intend to propose an approach to browse the
jurisprudences integrating NLP-based APIs and thesaurus in Portuguese.
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A Semi-Supervised Training Method for
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Abstract.
A semi-supervised approach was introduced to develop a semantic search sys-
tem, capable of ﬁnding legal cases whose fact-asserting sentences are similar to a
given query, in a large legal corpus. First, an unsupervised word embedding model
learns the meaning of legal words from a large immigration law corpus. Then
this knowledge is used to initiate the training of a fact detecting classiﬁer with a
small set of annotated legal cases. We achieved 90% accuracy in detecting fact sen-
tences, where only 150 annotated documents were available. The hidden layer of
the trained classiﬁer is used to vectorize sentences and calculate cosine similar-
ity between fact-asserting sentences and the given queries. We reached 78% mean
average precision score in searching semantically similar sentences.
Keywords. semantic modeling, automatic annotation, semantic similarity search
1. Introduction
Systemic barriers prevent some Canadians from having adequate access to the legal sys-
tem and a growing number of Canadians represent themselves in court because of the
high cost of retaining a lawyer [1].
In this work, we proposed an immigration-speciﬁc search algorithm to make legal
research more efﬁcient, thorough, and user-friendly. Search engines available in Canada
today are not always effective because they merely match keywords to their results and
require users to use reﬁning tools to their searches.
In our approach, which is semantic search, the meaning of words and similarity
Semantic search will allow users to input natural language queries without the need to
be familiar with the jargon used in legal documents and will also respond to queries
semantically which includes synonyms and relevant concepts besides exact matches.
Moreover, we designed this system to ﬁnd sentences that assert a fact of the case
and limit the search to only these sentences. The greater the similarity between the facts
of any two cases, the more likely the legal outcome, or judgment, will be similar. Thus,
older cases can be used to predict new cases. By identifying fact sentences, and com-
1Corresponding Author: The Head of Machine Learning Research, IMRSV Research Lab, Miralaw Inc.,
100 Sparks, Ottawa, Canada; E-mail: isar@miralaw.ca
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paring input queries exclusively to other fact sentences, we believed we could increase
the predictive accuracy of our results. Matching fact sentences with different sentence
types, such as a sentence which demonstrates reasoning, or a sentence where the litigants
state their positions could lead to misleading results. For example, a court may discuss a
hypothetical situation to illustrate some auxiliary point. This sentence would have little
to do with the facts of the case itself, and would be a poor predictor of legal outcome.
Matching these sentences, which are of different types, would be misleading, because,
although they are good matches, their ranking would not correlate with the cases’ pre-
dictive ability, which after all, is the purpose of most legal research.
In this work, we use embedding models to capture not only the semantic meaning of
words, but to model the meaning of variable-length word sequences, such as sentences,
phrases or combination of keywords. We use a large corpus of immigration law cases
to capture the meaning of words in the context of immigration law. This knowledge is
used to train a fact-detecting classiﬁer in a supervised manner with a relatively small set
of annotated sentences. The resulted model is shown to be able to detect fact-asserting
sentences of the whole corpus and the feasibility of semantic search is exhibited.
This paper is organized as following. Section 2 reviews the previous works that are
related to our research problem. Section 3 explains the general approach that has been
taken in this work to identify fact-giving sentences and search similar sentences to a
given query. Section 4 describes the Canadian immigration law corpus that has been used
in this work as well as the annotation process. In Section 5, we highlight the details of
the models and training methods that have been applied in this work. Section 6 explains
our evaluation methods and shows the obtained results. Section 7 summarizes the work
and discusses the advantages and limitations of the proposed method.
2. Background
The idea of computer-assisted search for legal cases goes back to 1970s when Lexis
legal search and Westlaw were introduced to the public [2]. Traditional legal search is
based on ﬁnding exact matches to a given combination of keyword queries in a corpus
of legal cases. With relentless improvement of software, hardware and natural Language
processing techniques, many research efforts have been put to improve the efﬁciency
and accuracy of ﬁnding the relevant legal cases and evaluating the results. Extracting
different characteristics from a set of legal cases and weighing these characteristics was
one of the approaches to improve legal search [3]. With improved calculation capabilities
high-dimensional numeric features such as term-frequencies were used to represent legal
texts. For example q-grams have been used to calculate similarities between investment
treaties [4]. Citation analysis was one of the other advancements that was applied to
improve legal information retrieval, by measuring the strength of a case based on how
much other cases rely on it [5,6].
Despite all the improvements in keyword search methods, change from the use of
keywords to semantics is a recent trend in legal search systems [2,7]. Finding relevant
linguistics and semantic patterns has been applied for similarity search among vaccine
injury decisions and was a successful step towards semantic search [8]. With the rise
of word embedding models as the state-of-the-art semantic representation of words and
texts, they have been used by researchers to improve search and navigation of legal data.
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As examples, word embeddings have been used for detecting evidence for claims [9],
argumentation mining [10] and full-text legal search [11]. Word embedding models are
designed to represent a word through its contexts. In this approach, words are described
in a dense and low-dimensional vector space in comparison to statistical representations
of documents which describe each document as a term-frequency vector. Also, words that
appear in the same context will be represented with similar vectors in word embedding
models [12]. Moreover, it is impossible to represent Out-Of-Vocabulary (OOV) words
in terms of term-frequency vectors [13]. However, character level word embeddings are
able to assign vectors to OOV words [14].
3. General Approach
This work investigates the feasibility of semantic search among fact-asserting sentences
of the legal cases. One of the challenges of training a ”legal fact detecting classiﬁer”
is the need for adequate training data consisting of a set of legal cases annotated at the
sentence level. Such an annotation process can be very costly since it can be done best by
expert lawyers. We take a semi-supervised approach and show the feasibility of detecting
fact sentences when only 150 annotated cases are available. Although our classiﬁer is
trained in a supervised manner, its training is initiated with the word embedding model
that is trained on a large corpus in an unsupervised way.
Figure 1. Steps of the proposed semi-supervised method
Figure 1 shows different steps of the proposed semi-supervised method. First, the
skip-gram model [15] is trained using a large corpus of immigration cases to capture the
meaning of words based on their context in immigration cases (block (a)). A small set
of annotated sentences are then used to train a binary classiﬁer that is able to distinguish
between facts and non-facts (block (b)). The immigration word embedding is used as ini-
tial word representation for classiﬁer training. The trained classiﬁer is then used to auto-
matically label all the sentences of immigration corpus as facts and non-facts (block (c)).
This classiﬁer is a shallow neural network with one hidden layer, the values of which can
be used as vector representations of sentences in order to calculate sentence similarity.
The network is fully connected and the number of neurons of hidden layer equals to the
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dimension of vector space which is 100 in this work. The classiﬁer is re-trained with the
sentences of automatically annotated immigration corpus in order to capture the meaning
of all words of the vocabulary and improve sentence vector representations (block (d)).
The re-trained classiﬁer is then used to get the vectors of all the fact sentences of the
corpus (block (e)). For a given query, the hidden layer of the trained classiﬁer is used to
calculate the vector representation of the query (block (e)). The similarity between the
query and the fact sentences of the corpus is then calculated and the most similar facts
to the query are returned to the user along with a link to each of the corresponding legal
cases (block (f)).
4. Dataset
We use a dataset of 46000 immigration and refugee cases available on Canada’s Federal
and Supreme Court websites. The HTML documents are ﬁrst converted to text. Most of
the documents contain headers and footers which provides speciﬁc information about the
case such as date, case name, etc. Documents are processed and headers and footers are
removed. The documents are then parsed to sentences. Sentences with less than 20 char-
acters or more than 1000 characters are removed as most of them are a result of wrong
sentence spiting and are only 1% of the sentences. We used the Spacy package for sen-
tence splitting and created a set of rules to improve the quality of the sentences splitting
considering the speciﬁc structure of legal documents such as paragraph numbering, titles,
etc. Sentences were tokenized and the punctuations were removed. The cleaned corpus
contains more than 136M words, 4549809 sentences and vocabulary size of 125846.
Table 1. Annotation Scheme
Tag Freq. Description
Procedure 1%
The nature of the case which is the description of the appeal and the case’s pro-
cedural history and how the case was treated at previous court levels and/or tri-
bunals.
Fact 46%
The applicant’s background information, the applicant’s account of his or her
story, and the ﬁndings made by the tribunal member or previous judge. In the
context of immigration this encompasses everything that happened in the admin-
istrative tribunal.
Party Posi-
tion
13%
The applicant and respondent’s respective arguments, what they were seeking,
and their interpretations of the facts.
Issue 2%
The legal questions the judge must answer/decide upon including the issues ulti-
mately not answered.
Analysis 28%
The judge’s decision making process, why and how the judge came to his or her
conclusions including any reference to previously decided cases.
Conclusion 6% The sentences that provide the judge’s answer to the issues.
Judgment for
Appellant
1%
Statements indicating that the judge decided in favor of the applicant including
both orders & holdings.
Judgment for
Respondent
1%
Statements indicating that the judge decided in favor of the applicant including
both orders & holdings.
4.1. Manual Annotation of Sentences
Two law students manually parsed 150 random cases (each annotator 75 cases) to sen-
tences and annotated the sentences using eight different sentence tags. The detailed de-
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scription of the tags as well as their frequency in the 150 annotated cases are provided
in Table 1. Sentences that did not ﬁt in any of these tags remained unannotated. The
sentences that could viably correspond to more than one potential tag, were tagged ac-
cording to their most dominant characteristics. From Table 1, we can observe that about
half of the sentences are tagged as fact. Therefore, this dataset is balanced for training a
binary classiﬁer to detect facts.
5. Training Methods and Procedures
5.1. Unsupervised Semantic Modeling of Legal Words
Distributed word representations or word embeddings are introduced to capture the se-
mantic meaning of words by assigning vectors to each word. Word embeddings have
been vastly studied and used in NLP applications [15,16,17,18]. One popular example
of building word embeddings is the skip-gram model introduced in [15], where the dis-
tributed representations are trained to predict words that appear as their neighbors in the
training corpus. The objective function to be maximized during training is:
M
∑
t=1
t+N
∑
i=t,i=t−N
log p(vdi|vdt) (1)
summed across all words vdt in all documents vd , where M is the number of words
and N is the length of skip-gram window and p is the probability of occurrence of vdi as
a neighbor of vdt . We trained a skip-gram model using the dataset described in Section 4
to build a word embedding specialized in immigration law. The dimension of embedding
vectors is 100. The embedding features are word n-grams where n = 1, ...,4.
Although pretrained word embeddings are available and provided by NLP tools, for
semantic search in immigration legal corpus, a word embedding model trained on the
same corpus is preferred because it captures the legal meaning of terms. For example,
in an immigration law word embedding, the word immigration is found to be close to
word FCJ, which is a frequently occurring Federal Court citation component and IRPA,
which is the short form of the Immigration and Refugee Protection Act. However, in a
general word embedding (provided by Spacy library), immigration is closest to general
terms such as reform or citizenship. This is because our legal word embedding is trained
to convey speciﬁc legal meaning of the words in the context of Canadian immigration
law whereas the general word embeddings trained on general corpora carries the gen-
eral meaning of immigration. Another example is the term allowed which locates near
words dismissed, costs, ordered, assessment in immigration law word embedding and
near words allow, allowing, not, unless in general word embedding provided by Spacy.
Among different tools that are available for training a skip-gram embedding space, we
chose fastText; developed and implemented by Facebook research team [14]. FastText
is very fast in training in comparison to other implementations of skip-gram model and
achieves almost the same accuracy. More importantly, it provides vectors for OOV words,
since it is trained in character level and uses character n-grams to calculate word vectors.
The quality of a word embedding model is often evaluated in calculating word analo-
gies besides ﬁnding most similar words to a query. Table 2 shows some of the interesting
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analogies that were produced by trained word embedding model and shows examples of
similar pairs of words in the context of Canadian immigration law. Word pairs (w1,w2)
and (w3,w4) are shown in the same row of this table, if w1 −w2 = w3 −w4, where wi,
represents a word vector. 2
Table 2. Analogues word pairs found from Canadian immigration law word embedding.
Pair1 Pair2
China - Chinese Sri Lanka - Sri Lankan
Colombian - FARC Somalian -Alshabab
Roma - Hungarian Bahai - Iranian
Palestine - Hamas Lebanon - Hezbollah
PRRA - Preremoval RPD - posthearing
5.2. Automatic detection of fact-asserting sentences through supervised learning
We used the annotated dataset, described in Section 4.1, to train a binary classiﬁer that
automatically detects fact-asserting sentences in immigration cases. We used the super-
vised model from the fastText library to achieve this classiﬁcation task. Figure 2 shows
the model architecture of fastText supervised classiﬁer for a sentence with N n-gram fea-
tures, w1, . . . ,wN [19] where wi is the embedding vectors corresponding to ith feature.
In this model, the text representation is a hidden variable which can be potentially used
as a text representation in other tasks. This architecture is similar to the Continuous Bag
of Words (CBOW) model of [15], where the middle word is replaced by a label. The
hidden variable is then mapped to the class label through a softmax output layer with the
number of neurons equal to the number of classes. The softmax function is used to com-
pute the probability distribution over the predeﬁned classes. For a set of D documents,the
following negative likelihood function is minimized.
− 1
D
D
∑
d=1
yd log( f (UWvd) (2)
where vd is the normalized vector representation of the dth document, yd represents the
label,U andW are the weight matrices. We trained this model on a 4-core CPU machine.
The cost function is optimized using stochastic gradient descent and a learning rate that
decreases linearly. We used the trained embedding model, described in section 5.1, to
initialize the embedding layer of this classiﬁer. In theory, the embedding layer of this
model can be initialized either with random vectors or a pre-trained word embedding. we
only have 12220 annotated sentences (from 150 cases), which might not be enough to
train both embeddings and classiﬁer layer of the structure shown in Figure 2. Therefore,
we initialize the ﬁrst layer with the embedding vectors trained on the immigration law
corpus. The trained classiﬁer is used to automatically tag all the sentences of the corpus
as facts or non-facts.
2In Table 2, PRRA is an acronym for Pre-removal Risk Assessment which is an unsuccessful refugee
claimant’s last chance to avoid deportation. RPD (Refugee Protection Division) is the body that hears Refugee
matters in Canada and posthearing is the descriptor of the consequences of applying.
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Figure 2. fastText supervised classiﬁcation model
5.3. Database vectorization and similarity search
Although the classiﬁer explained in Section 5.2 is primarily designed and applied for
classiﬁcation of short documents such as sentences, the values of the hidden layer of
the trained model can be used to calculate a vector representation for a given sentence.
However, the size of the vocabulary of the annotated documents is much less than the size
of the vocabulary of the whole corpus. Therefore only a small portion of word vectors
are updated during training of the classiﬁer. To improve the effectiveness of sentence
vectorization, we use the automatically annotated sentences of the legal corpus to retrain
the classiﬁer. In this way, we update the word vectors of the classiﬁer for all the words of
the corpus. After re-training of the classiﬁer, the values of its hidden layer are taken as
vector representation of all the sentences present in the corpus. These vectors are stored
for similarity search purpose only if the assigned label to the sentence is fact.
For a given query, which can be a sentence, a phrase or a combination of keywords,
the re-trained classiﬁer is used to label and vectorize it. We compute the cosine similarity
between the query vector and vector of each fact sentence in the corpus. The resulting
similarity scores are sorted in a descending order and the three most similar sentences
are found and their corresponding documents are returned. The intuition is that sentences
which are most similar to the query sentence should rank at the top of the retrieval results.
The similarity score can also be understood as an estimate of the relevance of a sentence
with respect to the query.
6. Evaluation and results
6.1. Evaluation of the classiﬁer
Although the classiﬁer was trained using sentences parsed by human, we valuated the
trained classiﬁer on sentences that were parsed automatically, since that is the ultimate
performance of the classiﬁer that the user experiences. 300 automatically parsed sen-
tences were randomly selected from the corpus (annotated documents described in sec-
tion 4.1 were excluded). These 300 sentences were manually annotated by experts to be
used as the test set for classiﬁcation. In this test dataset, 47% of the sentences are stating
a fact and the rest are tagged as non-facts.
In order to compare the classiﬁcation accuracy of the classiﬁer described in Section
5.2, with benchmark classiﬁers, we trained six different binary classiﬁers to detect fact
sentences using the training dataset described in Section 4.1 and tested using the test set.
The description of theses classiﬁers as well as the obtained classiﬁcation accuracies for
the test set are given in Table 3. These results show that the proposed semi-supervised
method outperforms commonly used classiﬁers in detecting facts when the amount of
training data is relatively small.
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Table 3. Classiﬁcation results for detecting fact sentences using various binary classiﬁers.
Classiﬁer Description Acc.
Sentences are represented with term frequency-inverse document frequency (tﬁdf) features. A SVM
binary classiﬁer is trained.
81%
Sentences are represented by averaging of word vectors from the embedding space trained in Sec-
tion 5.1. A SVM binary classiﬁer is trained.
83%
Sentences are represented by tﬁdf weighted averaging of word vectors from the embedding space
trained in Section 5.1. A SVM binary classiﬁer is trained.
84%
A fastText supervised model is trained with random initial word embeddings. 83%
A fastText supervised model is trained with pre-trained word vectors (provided by fasteText) [20]
as initial values of embedding layer.
86%
A fastText supervised model is trained with immigration law word vectors (described in Section
5.1) as initial values of embedding layer (proposed semi-supervised method).
90%
6.2. Evaluation of the proposed similarity score
The goal of this evaluation is to measure the algorithm’s ability to return semantically
relevant sentences as top results, given a query.
We used the Mean Average Precision (MAP) metric, which is a standard compar-
ative evaluation metric for search engines [21] and indicates how precisely the relevant
sentences can be ranked on top, in a set of candidate sentences, based on their similarity
score to the query.
Table 4. Candidate sentences, corresponding human judgments (HJ) and calculated similarity scores (SS) for
the query ”Applicants PRRA rejected despite his fear of persecution and violence in Sri Lanka.”
Sentence HJ SS
He claimed to have a well-founded fear of persecution and argued that Sri Lanka was violent,
nevertheless, the PRRA rejected the application.
R 0.96
The PRRA Ofﬁcer reviewed the Applicants immigration history and quoted extensively from
his statutory declaration dated March 26, 2014 including the Applicants claim that, even
though the war in Sri Lanka has ended, the situation there is worsening in many ways and that,
if returned, he would face discrimination and harassment due to his ethnicity and would be
targeted because he has family overseas.
R 0.93
The applicant is a member of Tamil and claims fear of persecution. R 0.85
With respect to the male Applicant’s claim, the Board held that he did not have a well-founded
fear of persecution because he was not really wanted by the Iranian authorities.
N 0.74
Speciﬁcally, the Applicant argues the RPD erred by: making plausibility ﬁndings without spe-
ciﬁc reference to the evidence to support such ﬁndings; making an overall credibility ﬁnd-
ing before independently assessing his corroborative evidence; discounting the psychiatrists
report; and, failing to address his claim that he was kidnapped by authorities in 2013.
N 0.12
We designed an evaluation dataset with human judgments on semantic similarity.
The evaluation dataset is a collection of 15 queries, crafted by legal experts, each tar-
geting one important area within Canadian Immigration Law. For each query, a set of 5
candidate sentences was built which was a mix of sentences handpicked from the CanLii
website [22] and sentences handcrafted by the evaluators. The evaluators assessed the
relevance of a sentence with respect to its query by marking it as ”Relevant” or ”Not Rel-
evant”. The candidate sentences were ranked based on their similarity score to the query
and Average Precision (AP) was calculated for each query to measure how precisely the
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”Relevant” candidates are ranked higher than ”Not Relevant” candidates. As an exam-
ple, Table 4 shows the candidate sentences, human assessments and similarity scores for
the query ”Applicants PRRA rejected despite his fear of persecution and violence in Sri
Lanka.”. We simply calculated the mean of all APs over all queries and obtained the
MAP score of 78%.
7. Discussion, limitations and scope of use
We showed the feasibility of detecting fact-asserting sentences and searching for seman-
tically similar facts in a large Canadian immigration law corpus when only 0.3% of the
corpus is manually annotated. Figure 3 shows a screenshot of a system developed based
on the proposed method.
Our evaluation show that a supervised fastText classiﬁer that is initiated with immi-
gration law word embedding is more effective than benchmark classiﬁers in identifying
fact sentences (see Table 3). Evaluation of the proposed semantic similarity score has
been carried out using a small hand-crafted evaluation dataset and an acceptable MAP
score is acquired. The main advantage of the proposed similarity score is that it auto-
matically limits the search to facts given a fact query, since the similarity score between
a fact sentence and a non-fact sentence calculated by the proposed method is very low
even if the two sentences share semantically similar words. The other advantage of this
method is that slight misspelling of words does not change the results, since fastText is
a character level word embedding. An alternative method of semantic score calculation
such as tﬁdf weighting of word vectors will completely ignore misspelled words, since
they are not included in the vocabulary of tﬁdf calculator. A more rigorous quantitative
evaluation of this search method and comparing it with other alternatives remains as a
focus of future work due to challenges of designing a comprehensive evaluation dataset.
Figure 3. Example of the results returned by the developed system.
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Abstract. We present an approach for constructing a legal knowledge-base that is
sufﬁciently scalable to allow for large-scale corpus-level analyses. We do this by
creating a polymorphic knowledge representation that includes hybrid ontologies,
semistructured representations of sentences, and unsupervised statistical extraction
of topics. We apply our approach to over one million judicial decision documents
from Henan, China. Our knowledge-base allows us to make corpus-level queries
that enable discovery, retrieval, and legal pattern analysis that shed new light on
everyday law in China.
Keywords. legal ontology, information extraction, knowledge representation, topic
model, Chinese legal documents, text analytics
1. Introduction
In recent years, governments around the world have moved to make information about
their legal systems more transparent in order to hold courts accountable to the public
and inform legal participants of past court behavior. In Europe, the OPENLAWS.eu Con-
sortium is developing an open platform where laws, cases and legal literature from all
member states will be made publicly available [24]. In China, the court system recently
began mandating that courts upload decision documents to the public website run by the
Supreme People’s Court (SPC) [17]. While millions of documents are available in each
of these contexts, much of the information in the documents is unstructured, and there-
fore not useful in aggregate for the public. As larger and increasingly more complete
collections of legal data become available, there is a corresponding need to construct
publicly available legal knowledge-bases – formal representations of legal information –
from these documents to facilitate their analysis.
The idea of creating legal knowledge-bases, and more generally knowledge-based
systems, is not new [23,12,5]. Legal knowledge-bases have been developed in the past
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for diverse tasks like citation analysis [11], e-governance [12], criminal law analysis
[8] and legal advice systems [25]. However, the scope of these tasks has mostly been
conﬁned within a single document and in some cases, to small databases: understanding
the provisions of a particular law, the argumentation structure of a particular legal case, or
the logical reasoning of a particular court procedure. While these analyses can be useful
for speciﬁc problems, much can be gained by building knowledge-bases to support large-
scale analyses that inform legal researchers about the deep characteristics of the complete
collection. The goal is to enable “reading at a distance” [13], by capturing knowledge
that helps a researcher uncover patterns and emerging trends that can only be mined from
a large legal corpus. These analyses can also be reintegrated as a statistically derived
knowledge-item into the knowledge base to be reused in subsequent analyses. We call
this form of analyses legal pattern analyses (LPA).
In this paper, we present an approach for constructing a logically sound legal
knowledge-base that allows for large-scale analyses. We apply this approach to a corpus
of over 1.1 million judicial records from Henan China.3 On this example corpus, the
purpose for the knowledge-base is to enable a user perform such tasks as:
• Knowledge-based Retrieval: “Retrieve the most common defendants in administrative
cases.” Administrative litigation cases in Chinese law are those where individuals are
most likely to challenge the government and therefore are of interest to political sci-
entists studying citizen activism in China [19]. What types of government entities are
the most common targets of these cases?
• Knowledge-based Discovery: “Discover the issues of dispute for divorce-related cases
where the plaintiff is female.” Women are known to be disadvantaged in divorce cases
under Chinese law [10,16,14]. In what circumstances do they use the legal system to
ﬁle complaints?
• Knowledge-based Pattern Analysis: “Calculate the major differences between cases
where plaintiffs ﬁle individually versus collectively in administrative cases against the
government.” Collective action against government entities is viewed as politically
sensitive because it could spill over into protest [6], and courts sometimes break up
collective claims into individual lawsuits for this reason. On what issues is the govern-
ment sued by a collection of individuals in the Chinese legal system?
Challenges. There are some inherent challenges in creating a knowledge-base that is
conducive to a general set of corpus-level analyses that this paper seeks to address.
Linguistic Variability. Unlike knowledge-bases over formally-written legislation, judicial
decision documents (JDDs) have a variable format. For example, arrest records of the
defendant in a criminal case or decisions show wide variations in structure and level of
detail. Hence, linguistic processing of JDDs for knowledge extraction is more complex,
particularly when extracting the same information from the entire corpus.
Need for Heterogeneous Representation. No uniform knowledge representation tech-
nique can practically capture all requirements of the knowledge-base. This problem has
been reported in prior research. For example, [1] uses description logic for facts and a
logic programs for rules, while [2] uses a hybrid rule-based/case-based model for divorce
dispute resolution. Our knowledge-base must satisfy retrieval, discovery, and large-scale
analytics, each requiring different inputs.
3More information about this corpus and what it represents is in [17].
A. Gupta et al. / Toward Building a Legal Knowledge-Base of Chinese Judicial Documents136
Figure 1. The basic schema of the Chinese Judicial Decision Documents. Several attributes of the CourtCase
entity have been omitted for clarity. A simple arrow represents a relationship while a double-shaft arrow rep-
resents a subclass relationship. Here “admin non lit” stands for “Non-litigation administrative enforcement”.
Lack of Completeness. “Knowledge” in the knowledge-base is always incomplete and
sometimes inconsistent. Legal ontologies such as Core Legal Ontology (CLO)4 do not
capture concepts and relations that are in the documents but have not been formalized.
The challenge is to be able to relate unstructured elements of the text to a legal ontology.
2. The Anatomy of a Chinese Judicial Decision Document
A JDD is written as unstructured text; however, because legal texts are formulaic, sec-
tions of the texts can be parsed. We take a data-centric approach to the problem [4] and
apply an initial parsing [17] to extract a roughly relational structure, whose extended
entity-relationship diagram [9] is shown in Figure 1.5 This structure is rough because the
exact content of a JDD depends on the case type it represents; for example, a criminal
case includes information about prior criminal history, whereas an administrative case
does not.
Figure 1 shows the schema of a case after initial parsing. “Parties” contains a list
of individual party members, including a text description of each party, its role in the
court case (e.g., plaintiff), and when applicable its relationship to other parties (e.g., the
guardian of a minor defendant). The “factList” contains unstructured text of the legal
facts of the case, a summary of primary arguments by the two sides as well, and the facts
as established by the court. The ”holdingList” contains the legal reasoning and analysis
of the judge, which applies the law to the facts of the case. The “decisionList” speciﬁes
the legal verdict of the court including any judgments or case-dismissal statements. Both
court cases and parties have subtypes. We only show some of the subtypes in Figure
1, and point out that while the subtypes of a court case can be syntactically recognized
from the case identiﬁer, the subtypes of the parties can be recognized only through text
processing (see Section 3.2).
4www.loa.istc.cnr.it/ontologies/CLO/
5All analysis is done in the original language of the legal documents, Chinese.
A. Gupta et al. / Toward Building a Legal Knowledge-Base of Chinese Judicial Documents 137
Schema Element Ontology Concept
CourtCase ’Legal case’ CLO:CoreLegal.owl#LegalCase
CourtCase.caseType subClassOf LegalCase
Parties is-participant-in some CLO:CoreLegal.owl #LegalFunction
Holding LegalAnalysisDescription  analyzedBy some Court
Decision ’Judicial Decision’ CLO:CoreLegal.owl#JudicialDecision
Fact ’Legal fact’ CLO:CoreLegal.owl#LegalFact
Statute ’Law’ rdf:type CLO:CoreLegal.owl#Law
Judge dbpedia.org/ontology/Judge
Table 1. Ontology to Schema mapping in our knowledge-base
3. Our Approach
To build the knowledge-base, we take the following approach. We start with an existing
initial ontology, which, although incomplete, maps well to the basic EER diagram in
Figure 1. We adjust this ontology to ensure alignment with the all elements of the EER
schema. Next, we extract semi-structured information from the JDDs with two different
techniques. Then, we conduct a two-way annotation process from the ontology to the
JDDs and from the JDDs back to the ontology. The annotated ontology and documents
are stored in a scalable polystore system [7]. Finally, we compute a family of topic mod-
els on the data to create statistical representations of the remaining unstructured text.
3.1. An Initial Ontology
Our initial ontology is derived from two well-known ontologies in the domain of le-
gal knowledge representation. The upper ontology is DOLCE+DnS Ultralite (DUL)
ontology,6 which was chosen primarily because of its elaborate coverage of the con-
cept space including social objects, Conceptual Objects (called concepts)
and situations. The domain ontology is adapted from the Core Legal Ontology
(CLO) which, in turn builds on DUL and the Information Object Ontology Lite.7 The
CLO introduces the basic concepts of jurisprudence including law, legalFunction,
legalDescription, crime and legallyRelevantCircumstance.
Schema Alignment. The schema elements of Figure 1 are ﬁrst mapped to the onto-
logical concepts in Table 1. Next, we directly relate the caseType attribute to the sub-
classes of the LegalCase concept. The mapping for Parties implies that every party
in the list of parties plays the role of a legal function as speciﬁed in the CLO, which
designates plaintiffs, defendants, attorneys, etc. as legal functions that are fulﬁlled by
concrete instances of NaturalPerson entities. Similarly, a statute is interpreted as an
individual instance (rdf:type) of the concept of law. The holding is mapped to our
extension of the CLO which admits the concept of LegalAnalysisDescription 
DUL.Description. This common structure of cases can be extracted from each case
fairly easily, but still draws only basic information from each decision.
Initial Ontology Augmentation. In CLO, the concept of law (corresponding to a statute
in the schema) is the subclass of a legal description, which is the subclass of the
6http://www.ontologydesignpatterns.org/ont/dul/DUL.owl
7www.ontologydesignpatterns.org/ont/dul/IOLite.owl
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CLO concept description. CLO also deﬁnes the concept of legal case as a derived
subclass of the DUL concept of legal factwhich depicts situations depending on legal
norms. For example, the legal case called crime satisﬁes norms of incrimination. But
how does a concrete crime type such as arson (“setting ﬁre” –放火) relate to the concept
of law? We extend CLO by creating a subclass tree under law. The tree is derived from
the case classiﬁcation documentation issued by the Supreme People’s Court in China.
This subtree categorizes laws at a level of detail that can be more effectively correlated
with the judicial decisions documents. For example, the tort liability law (侵权
法) is a subclass under the concept civil laws (民法) branch. We also introduce a new
subclass hierarchy under legal case to represent a hierarchy of legal case types (e.g.,
Product transporter responsibility dispute, 产品责任纠纷, is a superclass
of产品运输者责任纠纷). The rest of the ontology classes where assigned to the JDDs
based on existing categories available from the SPC website.
The resulting ontology is checked for consistency with Prote´ge´’s Hermit reasoner
and then stored in a graph database system (Neo4J) through SciGraph,8 an ontology man-
ager developed over Neo4J. SciGraph uses the OWL API to decompose each axiom and
a model conversion algorithm to re-represent them as graph. The graph nodes are typed
and can represent concepts, individuals and anonymous classes; the edges represent sub-
ClassOf, equivalence, union (unionsq), intersection () that are used in the ontology. SciGraph
is a lossless representation of the asserted ontology – its edges capture quantiﬁers (i.e.,
some, only, . . .) and edge properties like transitivity. Simple inference procedures like
transitive closure computation are implemented through graph-based operations. This
implementation supports knowledge-based querying (Section 4).
3.2. Information Structuring with Text Analytics
While the ontology and its mapping to the JDD schema creates a preliminary connec-
tion between them, much of the information content of the JDD is still buried inside its
unstructured content. We will describe two methods by which we extract information
from text into a semistructured (JSON) representation. This semistructured (labeled, or-
dered trees) model provides an additional advantage that the extracted information can
be stored in a scalable semistructured database like MongoDB.
Term-Anchored Context-free Grammar. Our ﬁrst approach of knowledge extraction
from text applies context-free grammar rules to segments (e.g., Parties) of a JDD where
“anchor terms” from a large but ﬁxed vocabulary must appear . Our intention is to ex-
tract a complex set of properties of entities mentioned in the document, and the complex
relationships between these entities. To see why this is important, consider the analyst’s
question: “Do repeat offenders get harsher sentences?” To determine whether a defen-
dant is a “repeat offender” one has to extract the criminal record from the description of
the defendants. In our example collection of JDDs, most criminal defendant descriptions
present a history of their criminal record, although these descriptions are not standard-
ized.
We take a grammar-based approach to information extraction from text. We argue
that since the description of criminal records is “stylized” natural language, its grammar
falls somewhere between a pure, context-free grammar (CFG) and an arbitrary context-
sensitive grammar. We postulate that if we recognize a handful of anchor terms in the
8https://github.com/SciGraph/SciGraph
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Action Prohibition Original Judge Afﬁrmation Remand
Case Withdrawal Custody of Child Monetary Compensation
Conﬁrm Illegality Punishment Announcement Property Distribution
nolle prosequi Judgment Revocation Penalty Abatement
Conﬁscation Compulsory Execution Divorce Approval
Figure 2. Examples of the 38 sentence categories parsed by our sentence modeling scheme
text, then the rest of the text can indeed be treated as though it satisﬁes a CFG grammar.
The anchor terms are identiﬁed through different dictionaries such as the dictionary of
law enforcement actions and the dictionary of charges that can be brought by the police.
The grammar rules are centered around terms in these dictionaries, such as “imprison-
ment” or “drug possession,” then a context-free rule can correctly extract the prior record.
A preliminary evaluation shows that parties are correctly assigned in 85% of the cases.
The errors primarily occur due to complex unparsed sentences, and in documents where
there is no speciﬁc party section but the case title carries the information about parties.
Judicial Sentence Models. Our second approach to information extraction relies on sen-
tence modeling and is applied toward understanding the court decisions. The ﬁrst step in
this approach uses the output of the CFG party extraction described before to instanti-
ate participant names, aliases, and their roles in the decision section of the document. A
Jaccard coefﬁcient based scoring method is used for inexact matches and abbreviations.
The second step creates a classiﬁcation of the types (Figure 2) of verdict sen-
tences through a series of matching rules. As a simple example, the sentence “Dis-
solving the plaintiff Xu Shouzhen’s and the defendant Liu Weihong’s marriage rela-
tionship” can be easily categorized as a marriage dissolution verdict because it has the
sentential pattern removing <plaintiff-phrase> and <defendant-phrase>
marriage relationship. Similarly, a pattern Criminal + <name> + commit +
... + crime classiﬁes it as a Punishment Announcement verdict. The complexity of
the classiﬁcation rules arises from the syntactic variations in the sentence structure and
the context sensitive nature of the text. The recognizer of a compensation case may use
synonyms and expression variants like “to ... compensate ..RMB.” (向...赔偿...元..)
In other cases, the classiﬁcation rules must look at multiple consecutive sentences to
provide adequate context.
Once a sentence is classiﬁed into one or more of 38 classes, we reanalyze the sen-
tence to identify model parameters. For example, a compensation case will have payer(s),
a set of payee(s), and a compensation amount for each payer-payee combination. When
the compensation amounts are explicitly speciﬁed, we record them; when clauses like
“equally paid” are used, they are speciﬁcally interpreted to determine the actual compen-
sation amount. Often verdicts have additional clauses such as “payable once every year
by October 1” – these clauses are captured within a “comment” node in the resulting
tree.
If a sentence corresponds to multiple possible models, a conﬂict resolution process
is applied. For example, a verdict that afﬁrms the original judgment always includes re-
jecting other requests. This verdict will be identiﬁed as both “Afﬁrm Original Judgment”
and “Reject Requests” types in model selection stage. In this case we order the verdict
types by their frequency of occurrence, and select the top scoring model. Our prelimi-
nary evaluation shows that the sentence classiﬁcation has over 95% accuracy for tweets
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with correctly parsed parties; 5% error-rate is due to complex sentences in the decision
section that could not be parsed properly.
3.3. Bidirectional Mapping
The next step is a two-way mapping from the ontology to the restructured JDDs and from
the JDDs back to the ontology. The rationale for the two-way mapping comes from the
observation that analysis of a JDD corpus yields new concepts, individuals and relation-
ships that should be included in an application ontology that “hangs from” the domain
ontology from Section 3.1. Simultaneously, the process creates an ontological annotation
into the semistructured data that explicitly marks ontological concepts/individuals to the
JDDs. For instance, the term “Entrusted Agent” is a new instance of legalFunction,
“arrest record” is a new concept, and civil − case describedBy(some)−→ civilLaw is a new re-
lationship that would be added to the ontology. In the other direction, we annotate the
ontology with JDD-indexing mappings such as attorney
mapsTo−→ entrustedAgent occursIn−→
100.Parties.3 where the ﬁrst element attorney is a CLO concept, the second element
entrustedAgent is a party type and the third element 100.Parties.3 represents the
3rd Parties element in document having ID 100. These are encoded in the JDD data as
JSON element mappedEntityType added to every recognized instance of a concept.
3.4. Leveraging Unstructured Text
Last, we leverage unsupervised natural language processing to extract information from
the remaining unstructured text. Topic models have been amply used for tasks related
to legal document understanding as diverse as extracting domain and argument related
words [20], legal document summarization [15], ﬁnding differences in decision patterns
across courts [18] and shifts in the content of the case-law of international courts over
time [21]. They identify “topics,” or clusters of frequently co-occurring terms in a col-
lection of documents [3].
In our setting, we estimate the Structural Topic Model (STM) [22] over the results
of a query which subsets the data based on some conjunctive predicate P. The predi-
cates may place conditions on metadata (date > 1/1/2014), or document content (e.g.,
Facts.factList contains “pollution”), or on derived structures (e.g., verdict type = “Pun-
ishment Abatement”) or any conjunction of the above. Further the topic model can be
run on any subset of the parts of the document (e.g., only facts and decisions) – this sub-
set is called the “scope” S of the model. This PS conditioning allows us to run multiple
topic models on the same collection of legal documents, giving insight into the topics
tailored to the analyst’s interest. Each PS pair has a ranked topic-term list, and a ranked
topic-document list. Further, if a term discovered in a topic belongs to the ontology, it is
annotated by the ID of the ontology term. Ontological annotations can also be included
in the estimation of the topic model by including them as covariates in the STM.
We illustrate the effect of PS-conditioning on the estimated topics by running a
30-topic STM on all civil cases, restricting the scope of the model to text in facts and
holdings. Row 1 of Table 2 shows one interesting topic retrieved from the model related
to medical care. Rows 2 and 3 show how this topic becomes more reﬁned as increasingly
restrictive predicates are added.
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Predicate Scope Topic
(none) facts, holding Hospital, medical expenses, disability, com-
pensation, care, plaintiff, calculation, cost, in-
jury, transportation
contains(document, ‘disability’) facts, holding identiﬁcation, calculation, disability, com-
pensation, forensic, identiﬁcation, hospital-
ization, mental
contains(document, ‘disability’) AND
date > ’1/1/2014’
facts, holding Work injury, labor, payment, disability, com-
pany, work injury insurance, arbitration, sub-
sidy, salary, disposable [income]
Table 2. Topic reﬁnement under increasingly restrictive predicate conditioning.
4. Toward Knowledge-based Retrieval and Discovery
The query and discovery infrastructure of our legal knowledge-base is polystore called
AWESOME [7] which is a data management system developed over multiple data man-
agement systems including Neo4J, AsterixDB (for JSON), PostgreSQL (for relational
tables) and Apache Solr (for text indexing) together with SciGraph. A detailed descrip-
tion of the system is beyond the scope of this paper. Here we show three examples of
how the implemented knowledge-base facilitates the tasks outlined in Section 1.
Retrieval. For the retrieval query, “Find the most common government entities that are
defendants in administrative litigation cases,” can be executed as follows: (a) from the on-
tology, ﬁnd all cases that are type “administrative litigation cases”, (b) extract all defen-
dants from these cases, (c) remove the particular location of government from the party’s
name (d) return most frequent entities that are defendants, ordered by their frequency of
occurrence. The results, shown in Table 3, provide a summary of the top 10 government
bodies that are the target of contention in the Chinese legal system. In particular, levels
of government dealing with land, family planning, beneﬁts, and public security are most
likely to appear as defendants in these cases.
1. People’s Government 2. Public Security Bureau
3. Human Resources and Social Security Bureau 4. Land and Resources Bureau
5. Housing and Urban Construction Bureau 6. Real Estate Authority
7. Population and Family Planning Commission 8. Urban and Rural Planning Bureau
9. Administration for Industry and Commerce 10. Real Estate Authority
Table 3. Most common government entities that are defendants of administrative litigation cases, Henan.
Discovery. Our example query, “Discover the issues of dispute for divorce-related cases
where the plaintiff is female” can be interpreted as follows: (a) from the ontology, ﬁnd
all subclasses of case types with the term “divorce” in them (ontology fragment), (b)
based on the ontology IDs of these concepts, identify the JDDs that have been marked
with these IDs (mapping fragment) , (c) ﬁlter those JDDs from (b) where the value of the
party with role: plaintiff has gender:female (semistructured fragment), (d) with
the facts and holdings sections from cases in (c), run the topic model with an increasing
number of topics, and in case store the dominant topics. A topic is called “common” if
the number documents supporting it is high, and the same topic, occurs across multiple
topic counts. Rarer topics are discovered as the number of topics is higher, yielding ﬁner
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1. Child Support “Maintenance”, “care”, “child”, “child development”, “daugh-
ter’s marriage, “life”, “paid”, “daughter grow up healthy”
2. Domestic Violence “Neck treatment”, “beat”, “pinch”, “drinking”, “relapse”, “per-
foration of ear and eardrum”, “threatening”
3. Division of Property “Washing machine”, “sofa”, “ Cabinet”, “Haier color TV”,
“Dresser”, “coffee table”, “wall units”, “water dispenser”
4. Inadequacy of Alimony “Income”, “education”, “living expenses”, “custody”, “unrea-
sonable demands”, “visitation rights”, “born out of wedlock”,
“usufruct”
5. Reconciliation “Tolerant”, “shortcoming”, “mutual trust”, “communication”,
“harmonious”, “mutual understanding”, “harmonious”, “ex-
change”
Table 4. Common (1-4) and less common (5) issues for divorce cases where the plaintiff is female.
Topic Prop. Individual Cases Prop. Collective Cases
Withdrawals: Withdrawn, granted, withdrawn, charged,
process, examined, halved, voluntarily, should
0.20 0.18
Public Security: Penalties, transcripts, decisions, in-
quiries, decisions, public security, law and order, deten-
tion, management, beating
0.04 0.01
Forest Rights: contract, forest warrants, trees, awarded,
contract, Li Baowei, civil, signed, woodland, publicity
0.01 0.10
Land Use Rights: land, homestead, use, use certiﬁcate,
issue, dispute, use rights, collective, land, area
0.10 0.15
Table 5. Topics most associated with individual and collective plaintiffs in administrative litigation cases.
topics. In Table 4 the ﬁrst 4 topics are common, while the last topic appears only when
the topic count > 35, and is supported by 343 JDDs.
Legal Pattern Analysis. Last, we show how the knowledge-based representation can
be used to uncover patterns in legal cases on a corpus level. To do this, we turn to our
example query “Calculate the major differences between cases where plaintiffs ﬁle in-
dividually versus collectively in administrative litigation cases.” To do this we (a) select
administrative litigation cases (b) retrieve the parties in all selected cases (c) distinguish
between those with only one plaintiff from collective parties (d) run a topic model that
estimates the relationship between the topics and the plaintiff type.
Table 5 shows the topics most associated with collective plaintiffs and those most
associated with individual plaintiffs. Interestingly, one of the topics more associated with
individual cases than collective cases is that of case withdrawal, thought to be a short-
coming of the Chinese legal system [19]. Land cases are most likely to be ﬁled collec-
tively, often overy land use rights or forest rights.
5. Conclusion
We have developed an initial approach for constructing a legal knowledge base that facil-
itates corpus-level analyses. By combining ontologies, semistructured representations of
legal sentences, and unsupervised estimation of topics on remaining unstructured data,
we allow for ﬂexible analyses that retrieve, discover, and estimate patterns at the cor-
pus level in Chinese legal documents. Our future work includes automatic assignment
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of ontological classes to JDDs using the laws applied to a case. We hope our approach
provides a framework for knowledge representation that facilitates our understanding of
legal systems as a whole.
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Abstract. Consumer contracts too often present clauses that are poten-
tially unfair to the subscriber. We present an experimental study where
machine learning is employed to automatically detect such potentially
unfair clauses in online contracts. Results show that the proposed sys-
tem could provide a valuable tool for lawyers and consumers alike.
Keywords. Unfair terms detection, Consumer contract, Machine learning
1. Introduction
A PhD student from Poland plans to move to Italy. She will have to open a bank
account, rent a ﬂat, get a local phone number, etc. She will have to sign many
lengthy contracts. Most of them will be only written in Italian. Can she simply
focus on the costs and features of services described in the contracts? Or will she
have to worry about possible ‘legal traps’ as well?
It is a fact that consumers rarely read the contracts they are required to ac-
cept [19], and even if they do, they have no means to inﬂuence their content. This
created a need for limitations on contractual freedom [13], not only to protect con-
sumer interests, but also to enhance the consumers’ trust in transnational trans-
actions and improve the common market [18]. The same considerations apply to
online platforms, a necessary component of Junker Commission’s Digital Single
Market initiative.2 Because consumers cannot realistically be expected to read
and fully understand all the contracts they sign, European consumer law aims to
prevent businesses from using so-called ‘unfair contractual terms’ in the contracts
they unilaterally draft and require consumers to accept [20]. Law regarding such
terms applies also to the Terms of Service (ToS) of online platforms [12]. Unfor-
1Corresponding Author: marco.lippi@unimore.it.
2Brussels, 6.5.2015COM(2015) 192 ﬁnal. Communication: A Digital Single Market Strategy
for Europe.
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tunately, it turns out that owners of these platforms, such as Google, Facebook
and Twitter, do use in their ToS unfair contractual clauses, in spite of the Eu-
ropean law, and regardless of consumer protection organizations, which have the
competence, but not the resources, to ﬁght against such unlawful practices.
We propose to address this problem by partially automating the detection
of (potentially) unfair clauses using machine learning. This paper follows and
combines results of our earlier work. That includes an analysis of the legal is-
sues involved in the automation of enforcement of consumer law regarding unfair
contractual clauses, and have developed a software that detects unfair clauses,
based on manually created rules encoding recurring textual structures, which gave
promising results [15]. However, such an approach has a drawback, in that it is
labor-intensive and struggles to cope with the diversity and rapid evolution of the
language of ToS. In other recent work we trained a machine learning classiﬁer on
a corpus annotated by domain experts, and successfully used it to extract claims
from legal documents [11]. Here we build on the work done so far by applying
machine learning methods to the detection of unfair contract clauses.
We have structured this paper as follows. In Section 2 we introduce the legal
problem. Section 3 describes the corpus and the document annotation procedure.
Section 4 explains the machine learning methodology employed in the system,
whereas Section 5 presents experimental results. Section 6 discusses related work
and concludes with a look to future research.
2. Problem Description
In this section we brieﬂy introduce the European consumer law on unfair contrac-
tual terms (clauses). We explain what an unfair contractual term is, present the
legal mechanisms created to prevent business from employing them, and describe
how our project will contribute to these mechanisms.
According to art. 3 of the Directive 93/13 on Unfair Terms in Consumer Con-
tracts, a contractual term is unfair if: 1) it has not been individually negotiated;
and 2) contrary to the requirement of good faith, it causes a signiﬁcant imbalance
in the parties rights and obligations, to the detriment of the consumer. This gen-
eral deﬁnition is speciﬁed in the Annex to the Directive, containing an indicative
and non-exhaustive list of the terms which may be regarded as unfair, as well
in by more than 50 judgments of the Court of Justice of the EU [14]. Examples
of unfair clauses encompass taking jurisdiction away from the consumer, limit-
ing liability for damages on health and/or gross negligence, imposing obligatory
arbitration in a country diﬀerent from consumers residence etc.
Loos and Luzak [12] identiﬁed ﬁve categories of potentially unfair clauses: 1)
establishing jurisdiction for disputes in a country diﬀerent than consumers resi-
dence; 2) choice of a foreign law governing the contract; 3) limitation of liability;
4) the provider’s right to unilaterally terminate the contract/access to the service;
and 5) the provider’s right to unilaterally modify the contract/the service itself.
Our research identiﬁed three additional categories: 6) requiring a consumer to un-
dertake arbitration before the court proceedings can commence; 7) the provider
retaining the right to unilaterally remove consumer content from the service; 8)
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having a consumer accept the agreement simply by using the service, not only
without reading it, but even without having to click on “I agree/I accept.”
The 93/13 Directive creates two mechanisms to prevent the use of unfair
contractual terms: individual and abstract control of fairness. The former takes
place when a consumer goes to court: if a court ﬁnds that a clauses is unfair
(which it can do on its own motion), it will consider that the clause is not binding
on the consumer (art. 6). However, most consumers do not take their disputes
to courts. That is why abstract fairness control has been created. In each EU
Member State, consumer protection organizations have the competence to initi-
ate legal proceedings aiming to obtain the declaration that clauses in consumer
contracts are unfair, through judicial or in administrative proceedings. The na-
tional implementations of abstract control may diﬀer—public authorities or civil
society organizations may be involved; there may or may not be ﬁnes for using
unfair contractual terms; etc. [21]—but what is common to all member states is
that if a business uses unfair terms in their contracts, in principle there is always
someone competent to make them stop.
Unfortunately, the legal mechanism for enforcing the prohibition of unfair
contract terms have been unable to eﬀectively counter this practice so far. As
reported by some literature [12], and as our own research indicates [15], unfair
contractual terms are, as of today, widely used in ToS of online platforms.
In our previous research [15] we developed a theoretical model of tasks that
human lawyers currently need to carry out before legal proceedings concerning
the abstract control of fairness of clauses can begin. Those include: 1) ﬁnding and
choosing the documents; 2) mining the documents for potentially unfair clauses;
3) conducting the actual legal assessment of fairness; 4) drafting the case ﬁles
and beginning the proceedings. Our project aims to automate the second step,
enabling a senior lawyer to focus only on clauses that are found by a machine
learning classiﬁer to be potentially unfair, thus saving signiﬁcant time and labor.
Our classiﬁers will look not only for clearly unfair clauses but also for potentially
unfair ones. The focus on potentially unfair clauses is due to two main reasons.
First, we may be uncertain on whether a certain type of clause falls under the
abstract legislative deﬁnition of an “unfair contractual term”. One can only have
legal certainty that a certain type of clause is unfair if a competent institution,
such as the European Court of Justice, has decided so. That is the case for certain
kinds of clauses, such as a jurisdiction clause indicating a country diﬀerent from
the consumer’s residence, or limitation of liability for gross negligence [15]. In
other cases the unfairness of a clause, has to be argued for, showing that it creates
an unacceptable imbalance in the parties’ rights and obligations. A consumer
protection body might want to take the case to a court in order to authoritatively
establish the unfairness of that clause, but a legal argument for that needs to be
created, and the clause may eventually turn out to be judged fair.
Second, we may remain uncertain on the unfairness of a particular clause
detected by the classiﬁer, since its unfairness may depend not only on its textual
content, but also on the context in which the clause is to be applied. For instance,
a mutual right to unilaterally terminate the contract might be fair in some cases,
and unfair in others, for example if unilateral termination would entail losing some
digital content (purchased apps, email address, etc.) on the side of the consumer.
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3. Corpus Annotation
In order to train machine learning classiﬁers we produced a corpus consisting of
20 relevant on-line consumer contracts, i.e. the ToS of the following on-line plat-
forms: 9gag.com, Academia.edu, Amazon, eBay, Dropbox, Facebook, Google, Lin-
den Lab, Microsoft, Netﬂix, Rovio, Snapchat, Spotify, Supercell, Twitter, Vimeo,
World of Warcraft, Yahoo, YouTube and Zynga. When more than one version
of the same contract was available, we selected the most recent version available
on-line for the European customers. The corpus contains overall 5,103 sentences,
333 of which we marked as expressing (potentially) unfair clauses. If a clause span
included multiple sentences, we decided to tag all such sentences. We used XML
as a mark-up language.
An initial analysis of our corpus enabled us to identify 8 diﬀerent types of
clause, for which we deﬁned 8 corresponding XML tags: jurisdiction (<j>), choice
of law (<law>), limitation of liability (<ltd>), unilateral change (<ch>), unilateral
termination (<ter>), arbitration (<a>), contract by using (<use>), and content
removal (<cr>). We assumed that for each type of clause we could distinguish
three classes: (a) clearly fair, (b) potentially unfair, and (c) clearly unfair. In order
to mark the diﬀerent degrees of (un)fairness we appended a numeric value to each
XML tag, with 1, 2, and 3, meaning clearly fair, potentially unfair, and clearly
unfair respectively. For instance, the tag <j3> indicates that the tagged clause is
classiﬁed as a clearly unfair jurisdiction clause.
A jurisdiction clause speciﬁes what courts will adjudicate the disputes aris-
ing from the contract. If a jurisdiction clause gave consumers the right to bring
disputes in their place of residence, the clause was marked as clearly fair, whereas
it was marked as clearly unfair if it stated that any judicial proceeding takes a
residence away (i.e. in a diﬀerent city, diﬀerent country). As an example consider
the following clauses taken from the Dropbox ToS:
<j3>You and Dropbox agree that any judicial proceeding to resolve claims
relating to these Terms or the Services will be brought in the federal or state
courts of San Francisco County, California [...]</j3>
<j1>If you reside in a country (for example, European Union member states) with
laws that give consumers the right to bring disputes in their local courts,
this paragraph doesn’t affect those requirements.</j1>
The second clause introduces an exception to the general rule stated in the ﬁrst
clause, so the ﬁrst one was marked as clearly unfair and the second as clearly fair.
A choice of law clause speciﬁes which law will govern the relations arising from
the agreement, and according to which law a potential dispute will be adjudicated.
If the applicable law was determined based on the consumer’s country of residence,
the clause was marked as clearly fair. In any other case the choice of law clause
was considered to be potentially unfair. The following example is taken from the
Facebook ToS:
<law2>The laws of the State of California will govern this Statement, as well
as any claim that might arise between you and us, without regard to conflict of
law provisions</law2>
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A limitation of liability clause speciﬁes the amount and types of damages that
the service provider will be obligated to provide to consumers under terms and
conditions stipulated in the service agreement. Clauses that did not exclude or
limit the liability were marked as clearly fair. Potential unfairness was attributed
to clauses that reduced, limited, or excluded the liability of the service provider
for damages (such as any harm to the computer system because of malware or
loss of data), and for the suspension, modiﬁcation, discontinuance or lack of the
availability of the service. This classiﬁcation was also applied to clauses as well as
those containing blanket phrases like “to the fullest extent permissible by law”.
Clauses that reduced, limited, or excluded the liability of the service provider for
physical injuries, intentional damages as well as in case of gross negligence, were
marked as clearly unfair.
A unilateral change clause in favour of the provider speciﬁes the conditions
under which the service provider can amend and modify the ToS. Such clauses
were consistently marked as potentially unfair.
A unilateral termination in favour of the provider details the circumstances
under which the provider can suspend and/or terminate the service and/or the
contract. We marked such clauses as follows: potentially unfair if the suspension
or termination was allowed only under speciﬁc reasons and conditions; clearly
unfair if they empowered the service provider to suspend or terminate the service
at any time for any or no reasons and/or without notice. That was the case in
the Academia terms of use:
<ter3>Academia.edu reserves the right, at its sole discretion, to discontinue
or terminate the Site and Services and to terminate these Terms, at any time
and without prior notice.</ter3>
A contract by using clause states that the consumer is bounded by the terms
of use of a speciﬁc service, simply by using the service. We consistently marked
such clauses as potentially unfair.
A content removal clause speciﬁes the conditions under which the service
provider may remove the user’s content. We marked the clause as follows: po-
tentially unfair if the clause speciﬁed reasons and conditions for such a removal;
clearly unfair if it stated that the provider may remove content in his full dis-
cretion, and/or at any time for any or no reasons and/or without notice nor
possibility to retrieve the content.
Finally, an arbitration clause requires the parties to resolve their disputes
through an arbitration process, before the case can go to court. Tt is thus con-
sidered as a kind of forum selection clause. Such a clause may or may not specify
that arbitration occur within a speciﬁc jurisdiction. We marked such a clause as
follows: clearly fair if it deﬁned the arbitration as fully optional; clearly unfair if
it stated that the arbitration (1) takes place in a state other then the state of
consumer’s residence and/or (2) it is not based on law but on arbiter’s direction;
potentially unfair in all other cases.
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4. Machine Learning Methodology
From a machine learning point of view, the problem of detecting unfair clauses
within a contract can be seen as a sentence classiﬁcation task. Given a sentence
belonging to a contract, the goal is to classify it as positive (if the sentence ex-
presses a clearly or potentially unfair clause) or negative (otherwise). In order to
train a machine learning system able to distinguish positive from negative sen-
tences, a supervised learning algorithm is typically employed. This framework as-
sumes the availability of a dataset D = {(xi, yi)}Ni=1 made up of N pairs (xi, yi)
where xi is the representation of a sentence, and yi is its corresponding label
(also named class or target), which is the category to be predicted. In this case,
we consider only two sentence categories, namely positive (clearly or potentially
unfair) and negative (clearly fair), thus we deal with a binary classiﬁcation task.
There are many approaches for the classiﬁcation of sentences. In this paper we
consider and compare two of them. The ﬁrst one, known as bag-of-words (BoW),
consists in representing a sentence as a vector of features that is as large as the
dimension of the vocabulary of words within the dataset. Each feature is either
zero (if the corresponding word does not appear in the sentence) or diﬀerent
from zero (if it does). The non-zero value in the feature vector associated to each
word is the so-called TF-IDF score, that is the number of times the word appears
in the sentence (Term Frequency, TF) multiplied by a term that ampliﬁes the
contribution of rare words (Inverse Document Frequency, IDF) [22]. A sentence
representation, such as its BoW, can be fed to diﬀerent types of machine learning
classiﬁers. In this work we employ support vector machines (SVMs), as they are
widely used in text classiﬁcation [6]. Extensions of the BoW approach consider
so-called n-grams, i.e. features extracted from the sentence by taking into account
the frequencies of consecutive word combinations, and grammatical information
such as part-of-speech tags, i.e., word categories such as nouns, verbs, etc. [7].
The BoW approach is thus built to leverage the lexical information within a
sentence, and in particular the presence of keywords and phrases that are highly
discriminative for the detection of unfair clauses.
The second approach we consider in our study is that of tree kernels [17]
(TK). This approach takes into account the similarity between the structure of
sentences and has been shown to oﬀer state-of-the-art performance in related clas-
siﬁcation tasks, such as those typical of argumentation mining [10], for example
claim detection [8]. The structure of a sentence is naturally encoded by its con-
stituency parse tree, which describes the syntactic and grammatical characteris-
tics of a sentence. A TK consists of a similarity measure between two trees, by
taking into account the number of common substructures or fragments. Diﬀerent
deﬁnitions of fragments induce diﬀerent TK functions. In our study we use the
SubSet Tree Kernel (SSTK) [4] which counts as fragments those subtrees of the
constituency parse tree terminating either at leaves or the level of non-terminal
symbols. SSTK have been shown to outperform other TK functions in several
argumentation mining sub-tasks [9].
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5. Experimental Results
We performed experiments on the dataset described in Section 3, following a
standard leave-one-document-out (LOO) procedure, whereby each document in
the corpus is used, in turn, as test set for our classiﬁer, while the remaining doc-
uments constitute the training set. In this way, we obtain predictions for each
document in the dataset, and we measure the performance on each contract sepa-
rately, thus evaluating the generalization capabilities of the system. In particular,
we compute precision, recall and F1 for each contract, and we ﬁnally compute
the average for each of these three metrics (this is called macro-average [22]).
Precision (P ) is deﬁned as the fraction of examples predicted as positives, which
are actually labeled as positive. Recall (R) is the fraction of positive examples
that are correctly detected. F1 is ﬁnally the harmonic mean between precision
and recall (F1 =
2PR
P+R ).
As customary in studies of this kind, the above performance measures are
compared with baselines that give an indication of the diﬃculty of the problem
at hand. We aim to compare three systems:
1. a single SVM exploiting BoW (unigrams and bigrams), considering as the
positive class the union of all tagged sentences;
2. a combination of eight SVMs exploiting the same features as above, but
each considering as the positive class only one speciﬁc tag; a sentence is
then predicted as unfair if at least one of the SVMs predicts it as such;
3. a kernel machine exploiting TK, considering as the positive class the union
of all tagged sentences.
We adopt two standard baselines: a random baseline, which predicts unfair
clauses at random,3 and an always positive baseline, which predicts every sentence
as unfair. If any of these baselines provided a result with acceptable accuracy,
that would mean that the classiﬁcation task has a trivial solution.
Table 1 shows the results achieved by each of these variants. We notice that
the precision of baseline classiﬁers is below 8%, and that the precision of either
BoW and TK is above 57%. Moreover, we notice how the single-model SVM
performs best, outperforming both Tree Kernels, which exploit the same setting
for the deﬁnition of positive class, and the combined-model SVM, which separately
trains a diﬀerent model for each category (tag) of unfair clauses.
These ﬁgures tell us something about the nature of the task. First, the better
performance of the single model with respect to the combined model implies that
knowing unfair clauses of diﬀerent categories is useful to correctly predict the
unfair clauses of a speciﬁc category. This is particularly important for corpora
where few tagged examples exist for a certain category, but it is also interesting
from a computational linguistic and legal point of view, since it seems to suggest
the existence of a common lexicon for unfair clauses, which spans across several
tag categories. Second, the worse performance associated with TK suggests that
the syntactic structure of the sentence is probably not very indicative of the
presence of an unfair clause—or, at least, that it is less informative than the
lexical information captured by n-grams. This makes the task of detecting unfair
3Sampling takes into account the class distribution in the training set.
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Table 1. Results on leave-one-document-out procedure.
Method P R F1
SVM – Single Model 0.620 0.715 0.648
SVM – Combined Model 0.576 0.621 0.582
Tree Kernels 0.571 0.665 0.603
Random Baseline 0.071 0.071 0.071
Always Positive Baseline 0.075 1.000 0.138
Table 2. Recall of abusive clauses for each tag category for the single and combined SVM models,
micro-averaged on the whole dataset.
Tag Single Combined
Arbitration 0.531 0.344
Unilateral change 0.809 0.723
Content removal 0.677 0.645
Jurisdiction 0.826 0.826
Choice of law 1.000 0.778
Limitation of liability 0.614 0.602
Unilateral termination 0.780 0.744
Contract by using 0.579 0.342
clauses diﬀerent from other text retrieval problems in the legal domain, such as,
for example, the detection of claims and arguments [10].
In Table 2 we also report the recall of the single- and combined-model SVM
for each separate tag category, micro-averaged on the whole dataset. The results
show that all the categories beneﬁt from the knowledge of unfairness given by
the other categories: this is particularly signiﬁcant for the “Arbitration” and
“Contract by using” categories, which still remain the hardest to detect.
Interestingly, preliminary experimental results provided some feedback to the
tagging: a number of apparent false positives where due to mistakes in tagging;
they concerned unfair clauses that had escaped the analysts, due to the length
and complexity of the ToS.
6. Conclusions
The use of machine learning and natural language processing techniques in the
analysis and classiﬁcation of legal documents is gaining a growing interest. Moens
et al. [16] proposed a pipeline of steps for the extraction of arguments from legal
documents, exploiting supervised classiﬁers and context-free grammars, whereas
Biagioli et al. [3] proposed to employ multi-class SVM for the identiﬁcation of sig-
niﬁcant text portions in normative texts. Recent approaches have focussed on the
detection of claims [11] and of cited facts and principles in legal judgments [23],
as well as on the prediction of judicial decisions [1]. A case study regarding the
construction of legal arguments in the legal determinations of vaccine/injury com-
pensation compliance using natural language tools was given in [2]. It is worth
remarking that, in most of these works, classic lexical features such as BoW still
represent a crucial ingredient of automated systems. Finally, privacy policies rep-
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resent another strictly related application where machine learning approaches
have proved eﬀective (e.g., see [5] and references therein).
This paper presented a ﬁrst experimental study that used machine learning
to address the automated detection of potentially unfair clauses in online con-
tracts. Our results seem encouraging: using a small training set we could auto-
matically detect most unfair clauses, and with acceptable precision. Given that
most unfair clauses are currently hidden within long and hardly readable ToS, the
recall and precision oﬀered by our approach may be already suﬃcient for practical
applications.
Interesting and to some extent unexpected outcomes included the compara-
tively better performance of the BoW approach, and the fact that the automated
detection method we developed was able to highlight a number of unfair clauses
that human analysts had failed to identify in the ﬁrst place.
This study was motivated by a long-term goal such as the pursuit of eﬀective
consumer protection by way of tools that support consumers and their organi-
zations in detecting unfair contractual clauses. That is also the objective of a
research and development project (CLAUDETTE) that has recently kicked oﬀ
at the European University Institute. Looking to the future, we plan to carry
out further analyses that enable us to determine what machine learning methods
should be implemented in such future tools. Accordingly, we plan to conduct a
qualitative analysis of the errors performed by our system, in order to identify
weaknesses and improve performance. We are also working on the construction
of a larger corpus, with the intention of improving training as well as providing a
suitable dataset for testing other machine learning algorithms, such as deep net-
works, which have proven eﬀective in several other natural language processing
tasks. Finally, we are studying ways to exploit contextual information, since it
was pointed out that a clause might be fair in a context but not in others.
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A Deep Learning Approach to Contract
Element Extraction
Ilias Chalkidis a,b, Ion Androutsopoulos a
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Abstract. We explore how deep learning methods can be used for contract ele-
ment extraction. We show that a BILSTM operating on word, POS tag, and token-
shape embeddings outperforms the linear sliding-window classiﬁers of our previ-
ous work, without any manually written rules. Further improvements are observed
by stacking an additional LSTM on top of the BILSTM, or by adding a CRF layer
on top of the BILSTM. The stacked BILSTM-LSTM misclassiﬁes fewer tokens, but
the BILSTM-CRF combination performs better whenmethods are evaluated for their
ability to extract entire, possibly multi-token contract elements.
Keywords. Natural language processing, deep learning, legal text analytics.
1. Introduction
Law ﬁrms, companies, government agencies etc. need to monitor contracts for a wide
range of tasks [1]. For example, law ﬁrms need to inform their clients when contracts are
about to expire or when they are affected by legislation changes. Contractors need to keep
track of agreed payments and deliverables. Law enforcement agenciesmay need to focus
on contracts involving particular parties and large payments. Many of these tasks can be
automated by extracting particular contract elements (e.g., termination dates, legislation
references, contracting parties, agreed payments). Contract element extraction, however,
is currently performed mostly manually, which is tedious and costly.
We recently released a benchmark dataset of approximately 3,500 English contracts,
annotated with 11 types of contract elements, the largest publicly available dataset for
contract element extraction.1 Using that dataset, in previous work [2] we experimented
with Logistic Regression [3] and linear Support Vector Machines (SVMs) [4], both oper-
ating on ﬁxed-size sliding windows of tokens, represented using hand-crafted features,
pre-trained word embeddings [5,6], and/or pre-trained part-of-speech (POS) tag embed-
dings. We also experimented withmanually written rules that replaced themachine learn-
ing classiﬁers or post-processed their decisions. In this paper, we experiment with deep
learningmethods [7,8] on the same dataset. We show that a bidirectional LSTM (BILSTM)
[9,10,11] operating on word, POS tag, and token-shape embeddings outperforms the best
methods of our previous work, in most cases, without using any manually written rules.
Further improvements are observed by stacking an additional LSTM on top of the BIL-
1The dataset is available from http://nlp.cs.aueb.gr/publications.html.
Legal Knowledge and Information Systems
A. Wyner and G. Casini (Eds.)
© 2017 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-838-9-155
155
STM [12,13] or by adding a Conditional Random Field (CRF) layer [14] on top of the
BILSTM [15,16,17]. The stacked BILSTM-LSTM misclassiﬁes fewer tokens, but the BIL-
STM-CRF combination performs better when methods are evaluated for their ability to
extract entire, possibly multi-token contract elements.
2. Contract Element Extraction Methods
The dataset of our previous work speciﬁes particular extraction zones for each contract
element type [2]. For example, contracting parties are to be extracted from the cover page
and preamble of each contract, whereas legislation references are to be extracted from
zones starting up to 20 tokens before and ending up to 20 tokens after each occurrence of
words like “act” or “treaty” in the main text. The extraction zones are explicitly marked
in each training and test contract of the dataset, and can be easily produced in practice
(e.g., using regular expressions). We use the same extraction zones in this paper.
We also use the pre-trained 200-dimensional word embeddings and 25-dimensional
POS tag embeddings that accompany the dataset [2], which were obtained by applying
WORD2VEC (skip-gram model) [18] to approximately 750,000 unlabeled and 50,000
POS-tagged English contracts, respectively. We also use 5-dimensional token shape
embeddings that represent the following seven possible shapes of tokens: token con-
sisting of alphabetic upper case characters, possibly including periods and hyphens
(e.g., ‘AGREEMENT’, ‘U.S.’, ‘CO-OPERATION’); token consisting of alphabetic lower
case characters, possibly including periods and hyphens (e.g., ‘registered’, ‘etc.’, ‘third-
party’); token with at least two characters, consisting of an alphabetic upper case ﬁrst
character, followed by alphabetic lower-case characters, possibly including periods and
hyphens (e.g., ‘Limited’, ‘Inc.’, ‘E-commerce’); token consisting of digits, possibly in-
cluding periods and commas (e.g., ‘2009’, ‘12,000’, ‘1.1’); line break; any other to-
ken containing only non-alphanumeric characters (e.g., ‘$’, ‘##’); any other token (e.g.,
‘3rd’, ‘strangeTek’, ‘EC2’). The token shape embeddings were obtained by applying
WORD2VEC (again, skip-gram model, same other settings) to approx. 2,000 contracts
of the unlabeled dataset of our previous work [2], after replacing the tokens by pseudo-
tokens (e.g., ‘allupper’, ‘alllower’) reﬂecting the corresponding token shape.2
As already noted, in our previous work we experimented with linear classiﬁers (Lo-
gistic Regression and linear SVMs) operating on ﬁxed-size sliding windows of tokens.
We also experimented with manually written rules that replaced the linear classiﬁers or
post-processed their decisions. Those methods are described in detail in our previous
work [2]. Below we describe the new, LSTM-based methods we experimented with. We
do not consider manually written rules in any detail, because in most cases the LSTM-
basedmethods outperform our previousmethods (with or without rules) without employ-
ing any rules. As in our previous work, for each LSTM-basedmethod we build a separate
extractor for each contract element type (e.g., contracting parties), 11 extractors in total
per method, which allows us to compare directly against our previous results.3
2To by-pass privacy issues, in the dataset each token is replaced by a unique integer identiﬁer, but hand-
crafted features, word, and POS tag embeddings are still provided for each token [2]. The new token shape
embeddings will also be made publicly available. We use no hand-crafted features in this paper.
3The LSTM-basedmethods were implemented using KERAS (https://keras.io/) with a TENSORFLOW
backend (https://www.tensorflow.org/).
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Figure 1. BILSTM-(LSTM)-LR extractor for a particular contract element type.
2.1. BILSTM-LR Extractors
In the ﬁrst LSTM-based method, called BILSTM-LR, each extractor (Fig. 1, without the
upper LSTM boxes) uses its own bidirectional LSTM (BILSTM) chain [12] to convert the
concatenated word, POS tag, and token shape embeddings of each token (lower MERGE
boxes) of an extraction zone to context-aware token embeddings (upper MERGE boxes).
Each context-aware token embedding is then passed on to a Logistic Regression (LR)
layer (DENSE boxes and sigmoid ovals) to estimate the probability that the corresponding
token is positive (e.g., part of a contracting party element) with respect to the contract
element type of the particular extractor.
We use 300-dimensional hidden states in both LSTM chains. Larger dimensionali-
ties slow down our experiments, without noticeable efﬁcacy improvements. We employ
LSTM cells with input, forget, and output gates [9,10,19], with DROPOUT [20] after the
merged embeddings and before the LR layer (Fig. 1). We used Glorot initialization [21],
binary cross-entropy loss, and the Adam optimizer [22] to train each BILSTM-LR ex-
tractor, with early stopping examining the validation loss. The DROPOUT rate, learning
rate, and batch size (possibly different per contract element type) were tuned performing
a 3-fold cross-validation on 80% of the training extraction zones (of the corresponding
contract element type), using one third of the 80% of the training extraction zones as
a validation set in each fold. Having selected DROPOUT rate, learning rate, and batch
size (per contract element type), each BILSTM-LR extractor was re-trained on the entire
80% of the training extraction zones, using the remaining 20% as a validation set. Out of
vocabulary words, meaning words we had no pre-trained embeddings for, were mapped
to random embeddings, as in our previous work. At test time, each token is classiﬁed as
positive if the corresponding probability of the LR layer (Fig. 1) exceeds 0.5.
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2.2. BILSTM-LSTM-LR Extractors
The second LSTM-based method, BILSTM-LSTM-LR, is the same as the previous one,
except that it has an additional LSTM chain (upper LSTM boxes in Fig. 1) between the
context-aware token embeddings (MERGE (600) boxes) of the lower BILSTM chain, and
the logistic regression (LR) layer (DENSE boxes and sigmoid ovals). Stacking LSTM (or
BILSTM) chains has been reported to improve efﬁcacy in several linguistic tasks [13,23]
at the expense of increased computational cost. To reduce the computational cost, it is
common to make the stacked LSTM chains unidirectional, rather than bidirectional [23].
Hyper-parameter tuning and training are performed as in BILSTM-LR (Section 2.1).
2.3. BILSTM-CRF Extractors
In the third LSTM-based method, BILSTM-CRF, we replace the upper LSTM chain and
the LR layer of the BILSTM-LSTM-LR extractor (upper LSTM and DENSE boxes, sigmoid
ovals of Fig. 1) by a linear-chain Conditional Random Field (CRF). CRFs [14] have been
widely used in sequence labeling (e.g., POS tagging, named entity recognition). They
have also shown promising results on top of LSTM, BILSTM, or feed-forward neural
network layers in sequence labeling [24,25,15,16,17] and parsing [26]. In our case, the
CRF layer jointly selects the assignment of positive or negative labels to the entire token
sequence of an extraction zone, which allows taking into account the predicted labels of
neighboring tokens. For example, if both the previous and the next token of the current
token are classiﬁed as parts of a legislation reference, this may be an indication that the
current token is also part of the same legislation reference.
Again, we train a separate BILSTM-CRF extractor per contract element type. Train-
ing combines dynamic programming or beam search decoding with backpropagation to
maximize log-likelihood [25,26].4 Hyper-parameter tuning and training are performed as
in the previousmethods. We note that in tasks with richer sets of labels, as opposed to our
only two labels (‘positive’, ‘negative’), a CRF layermay bemore beneﬁcial. For example,
in POS tagging [15,17] a CRF layer can learn that a determiner is usually followed by an
adjective or noun, rather than a verb. One way to enrich our label set would be to use a
single classiﬁer for all the contract element types. This would be complicated, however,
by the fact that contract elements of different types may have different extraction zones.
3. Experimental Results
We performed two groups of experiments, reported in turn below, where the methods of
Section 2 where evaluated per token and contract element, respectively.
3.1. Evaluation per Token
In the ﬁrst group of experiments, we evaluated themethods by considering their decisions
per token. For each contract element type (e.g., contracting parties), we measured the
4We use the CRF layer implementation of KERAS-CONTRIB (https://github.com/farizrahman4u/
keras-contrib/blob/master/keras_contrib/layers/crf.py), with joint conditional log-likelihood
optimization and Viterbi best path prediction (decoding).
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ELEMENT SW-LR-ALL SW-SVM-ALL BILSTM-LR BILSTM-LSTM-LR BILSTM-CRF
TYPE P R F1 P R F1 P R F1 P R F1 P R F1
Title 0.91 0.91 0.91 0.91 0.91 0.91 0.95 0.93 0.94 0.94 0.95 0.95 0.96 0.95 0.95
Parties 0.92 0.85 0.89 0.92 0.87 0.89 0.97 0.92 0.95 0.97 0.94 0.95 0.98 0.92 0.95
Start 0.79 0.96 0.87 0.78 0.96 0.86 0.91 0.97 0.94 0.93 0.97 0.95 0.92 0.98 0.95
Effective 0.71 0.63 0.67 0.67 0.79 0.72 0.98 0.92 0.95 0.97 0.96 0.97 0.95 0.89 0.92
Termination 0.68 0.86 0.76 0.54 0.95 0.69 0.65 0.90 0.75 0.70 0.92 0.79 0.65 0.93 0.77
Period 0.61 0.74 0.67 0.55 0.83 0.66 0.44 0.82 0.57 0.47 0.86 0.59 0.55 0.85 0.65
Value 0.70 0.56 0.62 0.68 0.61 0.64 0.74 0.55 0.63 0.74 0.63 0.68 0.72 0.60 0.66
Gov. Law 0.92 0.96 0.94 0.91 0.97 0.94 0.98 0.98 0.98 0.99 0.98 0.98 0.99 0.97 0.98
Jurisdiction 0.86 0.77 0.81 0.82 0.82 0.82 0.90 0.89 0.89 0.90 0.88 0.89 0.90 0.88 0.88
Legisl. Refs. 0.84 0.83 0.83 0.83 0.88 0.86 0.82 0.95 0.88 0.83 0.94 0.88 0.82 0.94 0.87
Headings 0.71 0.92 0.80 0.71 0.92 0.80 0.98 0.97 0.98 0.99 0.98 0.98 0.99 0.97 0.98
Macro-average 0.79 0.82 0.80 0.76 0.86 0.80 0.85 0.89 0.86 0.86 0.91 0.87 0.86 0.90 0.87
Table 1. Precision (P), Recall (R), and F1 score, measured per token. Best results per contract element type
shown in bold font in gray cells.
performance of eachmethod in terms of precision (P= TPTP+FP ), recall (R=
TP
TP+FN ), and
F1 score (F1 = 2·P·RP+R ). Here, true positives (TP) are tokens correctly classiﬁed as parts
of contract elements of the considered type, false positives (FP) are tokens incorrectly
classiﬁed as parts of contract elements of the considered type, and false negatives (FN)
are tokens incorrectly classiﬁed as not parts of contract elements of the considered type.
F1 (harmonic mean) is commonly used to combine precision and recall.
Table 1 lists the results of this group of experiments. The best results per contract
element type are shown in bold font in gray cells. The macro-averages are the averages
of the corresponding columns, indicating the overall performance of each method on all
the contract element types. The best methods of our previous work in these experiments
[2] are SW-LR-ALL and SW-SVM-ALL, which use hand-crafted features, word, and POS
tag embeddings, with LR or SVM classiﬁers operating on ﬁxed-size windows of tokens.
Overall, both of these methods perform equally well (0.80 macro-averaged F1).
The three LSTM-basedmethods overall perform clearly better than the linear sliding-
window classiﬁers of our previous work. Even BILSTM-LR, the simplest of the three
LSTM-basedmethods, exceeds themacro-averaged F1 score of the best previousmethods
by 6 points (0.86 vs. 0.80). The extra LSTM layer of BILSTM-LSTM-LR improves the
macro-averaged F1 score by only 1 point (0.87). By looking at the results for individual
contract element types, however, we see that BILSTM-LSTM-LR obtains top F1 scores
for all but one contract element types (the exception being contract periods), and for
some element types (most notably, termination dates and contract values) it performs
signiﬁcantly better than BILSTM-LR (0.79 vs. 0.75, and 0.68 vs. 0.63 F1, respectively).
Although BILSTM-CRF has the same macro-averaged F1 as BILSTM-LSTM-LR (0.87), it
does not perform better than BILSTM-LSTM-LR in any contract element type, except for
contract periods, where it outperforms BILSTM-LSTM-LR (0.65 vs. 0.59 F1). The best F1
for contract periods, however, is achieved by SW-LR-ALL (0.67); SW-SVM-ALL (0.66 F1)
also exceeds the F1 score of BILSTM-CRF (0.65) for contract periods.
The lowest F1 scores of all three LSTM-based methods are for contract periods, ter-
mination dates, and contract values, which are the three contract element types with
the fewest training instances in the dataset [2]. The performance of the best sliding-
window methods (SW-LR-ALL, SW-SVM-ALL) is close to or better than the performance
of BILSTM-LR (the weakest LSTM-based method) in these three contract element types;
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and both BILSTM-LSTM-LR and BILSTM-CRF show some of their biggest improvements
compared to the simpler BILSTM-LR in these three types.
It seems that the LSTM-based methods perform poorly for contract element types
with few training instances, to the extent that the best linear sliding-window classiﬁers
are able to catch up. Nevertheless, the extra layer of BILSTM-LSTM-LR and the CRF layer
of BILSTM-CRF are particularly beneﬁcial in contract element types with few training
instances, leading to signiﬁcant performance improvements compared to BILSTM-LR.
We can only speculate that the additional LSTM layer of BILSTM-LSTM-LR may lead
to better generalization, and that the CRF layer may in effect introduce an additional
training signal by allowing BILSTM-CRF to consider more directly the predicted labels
of neighboring tokens.
3.2. Evaluation per Contract Element
In the second group of experiments, the methods were evaluated for their ability to iden-
tify entire contract elements. By contrast, the linear sliding-window classiﬁers and the
LSTM-based methods classify individual tokens as positive or negative with respect to a
particular contract element type. For the experiments of this section, each (maximal) se-
quence of consecutive tokens predicted to be positive with respect to a contract element
type (e.g., consecutive tokens predicted to be parts of contracting parties) is treated as
a single predicted contract element of the corresponding type (e.g., a single contracting
party), and similarly for the gold annotations, as in our previous work [2].
For each contract element type (e.g., contracting parties), the strictest evaluation
would now count as true positives only the predicted contract elements thatmatch exactly
gold ones, and similarly for false positives and false negatives. For example, if a method
predicted “Sugar 13” to be a contracting party, missing the “Inc.” of the gold “Sugar 13
Inc.”, the predicted ‘Sugar 13’ would be a false positive and the gold “Sugar 13 Inc.”
would be a false negative. In practical applications, however, it often sufﬁces to produce
contract elements that are almost the same as the gold ones. As in our previous work, we
set a threshold t ∈ [0.8,1.0] for each contract element type (based on requirements of our
clients, the same as in the experiments of our previous work) and we consider a predicted
contract element as true positive (TP) if (1) it is a substring of a gold contract element (of
the same type) and the length of the predicted element (in characters, excluding white
spaces) is at least t% of the length of the gold one, or vice versa (2) a gold contract
element is a substring of the predicted one and the length of the gold element is at least
t% of the length of the predicted one. Otherwise the predicted contract element is a false
positive (FP); and the corresponding gold element is a false negative (FN), unless it
matches another predicted element of the same type.5 Precision, recall, and F1 are then
deﬁned as in Section 3.1, but now using the deﬁnitions of TP, FP, FN of this paragraph.
Table 2 lists the results of the second group of experiments. We now include the
manually crafted post-processing rules of our previous work [2] in the best linear slid-
ing window classiﬁers, since they improve signiﬁcantly their performance, as reported
in our previous work.6 The simplest LSTM-based method, BILSTM-LSTM-LR, equals the
5The values of t are: 1.0 for start, effective, termination dates; 0.9 for governing law and clause headings;
0.8 for other contract element types.
6The post-processing rules cannot be used when evaluating per token (Section 3.1), because they require
multi-token contract elements to have been grouped into single contract elements, as in this section.
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ELEMENT SW-LR-ALL-POST SW-SVM-ALL-POST BILSTM-LR BILSTM-LSTM-LR BILSTM-CRF
TYPE P R F1 P R F1 P R F1 P R F1 P R F1
Title 0.84 0.93 0.88 0.83 0.93 0.88 0.96 0.94 0.95 0.95 0.95 0.95 0.97 0.95 0.95
Parties 0.96 0.85 0.90 0.95 0.85 0.89 0.98 0.89 0.93 0.96 0.91 0.94 0.99 0.87 0.93
Start 0.89 0.94 0.91 0.84 0.93 0.88 0.88 0.96 0.92 0.92 0.95 0.93 0.93 0.96 0.94
Effective 0.86 0.80 0.83 0.87 0.95 0.91 0.99 0.89 0.94 0.94 0.94 0.94 0.95 0.86 0.90
Termination 0.79 0.91 0.85 0.75 0.96 0.84 0.73 0.89 0.80 0.72 0.91 0.81 0.74 0.98 0.84
Period 0.62 0.85 0.72 0.51 0.80 0.63 0.40 0.71 0.51 0.44 0.75 0.55 0.62 0.79 0.70
Value 0.74 0.92 0.82 0.72 0.94 0.81 0.66 0.67 0.67 0.75 0.72 0.73 0.70 0.78 0.74
Gov. Law 0.99 0.93 0.96 0.99 0.95 0.97 0.98 0.97 0.97 0.99 0.97 0.98 0.99 0.96 0.97
Jurisdiction 0.99 0.75 0.85 0.98 0.78 0.87 0.90 0.85 0.88 0.92 0.82 0.86 0.93 0.85 0.89
Legisl. Refs. 0.97 0.88 0.92 0.97 0.90 0.94 0.86 0.94 0.90 0.87 0.93 0.90 0.92 0.94 0.93
Headings 0.94 0.80 0.86 0.94 0.80 0.86 0.99 0.89 0.94 0.99 0.89 0.94 0.99 0.88 0.94
Macro-average 0.87 0.87 0.86 0.85 0.89 0.86 0.85 0.87 0.86 0.86 0.89 0.87 0.88 0.89 0.88
Table 2. Precision (P), Recall (R), and F1 score, measured per contract element instance. Best results per
contract element type shown in bold font in gray cells.
macro-averaged F1 score (0.86) of the best linear sliding-window classiﬁers (SW-LR-
ALL-POST, SW-SVM-ALL-POST), without using any manually written rules, unlike the
sliding-window classiﬁers that rely extensively on the post-processing rules in these ex-
periments; without the post-processing rules, the macro-averaged F1 score of the best
linear sliding window classiﬁers (SW-LR-ALL, SW-SVM-ALL) drops to 0.69 (not shown
in Table 2, see our previous work). This is particularly important, because the post-
processing rules are very difﬁcult to maintain in practice, since they have to be tailored
to the errors of each particular classiﬁer per contract element type.
The extra LSTM layer of BILSTM-LSTM-LR improves the macro-averaged F1 of
BILSTM-LR by one point (0.87 vs. 0.86), but BILSTM-CRF now performs even better
overall (0.88 macro-averaged F1). By looking at the F1 scores per contract element type,
we see that BILSTM-CRF now performs better or at least as well as BILSTM-LR in all but
one contract element types, the exception being effective dates where BILSTM-LR is bet-
ter (0.94 vs. 0.90 F1). In several contract element types, the improvements of BILSTM-
CRF compared to BILSTM-LR are very signiﬁcant, with the largest improvements ob-
served in contract periods (from 0.51 to 0.70 F1), contract values (from 0.67 to 0.74),
and termination dates (from 0.80 to 0.84). Recall that these are the three contract element
types with the fewest training instances in the dataset. As in the experiments of the previ-
ous section, they are also the contract element types where all the LSTM-based methods
again obtain their lowest F1 scores, and where the linear sliding-window classiﬁers catch
up with or exceed (in the case of SW-LR-ALL-POST) the LSTM-based methods. The ex-
tra LSTM layer of BILSTM-LSTM-LR also improves the performance of BILSTM-LR in
these three contract element types (from 0.51 to 0.55, from 0.80 to 0.81, and from 0.67
to 0.72, respectively), but the improvements are smaller compared to those of BILSTM-
CRF. Like BILSTM-CRF, BILSTM-LSTM-LR improves ormatches the F1 of BILSTM-LR in
all but one of the eleven contract element types, the exception being jurisdiction, where
BILSTM-LR is better (0.88 vs. 0.86 F1), but the improvements are smaller compared to
those of BILSTM-CRF. Overall, BILSTM-CRF appears to be better than BILSTM-LSTM-LR
in the experiments of this section, in contrast to the experiments of the previous section,
suggesting that although BILSTM-LSTM-LR makes fewer errors per token, the errors of
BILSTM-CRF are less severe, in the sense that the thresholds t allowmore of the extracted
contract elements of BILSTM-CRF to be considered as successfully extracted.
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4. Related Work
Our previous work [2] provides an extensive overview of related work, concluding that
previous text analytics work on contracts [27,28,29] focused on classifying entire lines,
sentences, or clauses, rather than extracting speciﬁc contract elements, and used much
smaller datasets or fewer classes. In the broader legal text analytics context, our previous
work concludes that the closest related work considered segmenting legal (mostly leg-
islative) documents [30,31,32,33,34,35] and recognizing named entities [36,35], but the
proposedmethods are not directly applicable to contract element extraction; for example,
they employ hand-crafted features, patterns, or lists of known entities that would have to
be tailored for contracts.
More recently, Garcia-Constantino et al. [37] experimented with 97 “legal docu-
ments related to commercial law”, apparently contracts or documents similar to con-
tracts, aiming to identify the sections, subsections, appendices etc. of each document,
and to extract the date of each document, the names of the parties involved, the govern-
ing law, and jurisdiction. No machine learning was involved. Instead, manually crafted
pattern-matching rules were employed.
Deep learningmethods have recently been successfully applied to sequence labeling
tasks. For example, Ling et al. [38] used a BILSTM layer operating on characters to
constructmorphology-aware word embeddings, which were combined with WORD2VEC
embeddings and passed on to another LSTM or BILSTM layer (with a softmax), to perform
language modeling or POS tagging, respectively. Lample et al. [16] experimented with
a similar method in named entity recognition, adding a CRF layer, and reporting that an
alternative method that involved stacked LSTMs performed worse. Ma and Hovy [17]
used a convolutional neural network (CNN) to obtain word embeddings from characters;
the word embeddings were subsequently fed to a BILSTM layer followed by a CRF layer
to perform POS tagging or named entity recognition. Huang et al. [15] experimented
with LSTM and BILSTM layers combined with CRF layers in POS tagging, chunking, and
named entity recognition. However, we are among the ﬁrst to apply deep learning to legal
text analytics tasks; see also [39,40].
5. Conclusions and Future Work
Building upon our previous work, we explored how deep learning methods can be used
in contract element extraction. We showed that a BILSTM with a logistic regression layer
(BILSTM-LR), operating on pre-trained word, POS tag, and token-shape embeddings out-
performs in most cases the best methods of our previous work, which employed linear
classiﬁers operating on ﬁxed-size windows of tokens, without employing any manually
written rules. Further improvements were observed by stacking an additional LSTM on
top of the BILSTM (BILSTM-LSTM-LR) or by adding a CRF layer on top of the BIL-
STM (BILSTM-CRF). Experimental results indicated that BILSTM-LSTM-LR misclassiﬁes
fewer tokens, but that BILSTM-CRF performs better whenmethods are evaluated for their
ability to extract entire contract elements. Interestingly, the additional LSTM and CRF
layers were most beneﬁcial in contract element types with few training instances.
Future work could explore if BILSTM-CRF can be improved further by using
additional stacked LSTM layers, or additional BILSTM or CNN layers to produce
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morphologically-aware word embeddings [38,17]. We also plan to explore data augmen-
tation techniques [41], especially in contract element types with few training instances.
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Abstract. Regulations and legislations are regularly updated, which signiﬁcantly
burdens up the lawyers and compliance ofﬁcers with a ﬁrehose of changes. How-
ever, not all changes are signiﬁcant, and only a percentage of them are of legal im-
portance. This percentage can certainly vary in different types of regulations. This
paper focuses on automatic detection or ranking of meaningful legal changes, and
presents a preliminary approach based on machine learning for the same, in the do-
main of Internal Revenue Code (IRC) related regulatory documents. Such system
would provide the users with a means to quickly identify signiﬁcant legal changes.
Keywords.Change detection, Version, Regulation, Regulatory Change Management,
Machine Learning
1. Introduction
Lawyers, tax professionals, and compliance ofﬁcers need to efﬁciently research and un-
derstand constantly changing regulations in order to competently respond to the updates
and understand what their client/industry needs to comply with. The volume and velocity
of changes and updates of laws and regulations are growing dramatically, which makes
it even more difﬁcult for professionals [5]. Following this, the legal publishers operate
in a competitive, constantly changing environment where technology is supplying the
unique proposition to many content products. Legal research often requires the study of
the change timeline of the regulatory documents, especially in the cases of litigations,
where one might need to study point-in-time changes in the regulatory framework. How-
ever, picking up the signiﬁcant material or legal changes in a version history can be really
expensive and cumbersome, as there can be good number of versions just accounting for
changes in text formats, spellings, etc.
In this paper, we present a machine learning based approach to automatically detect
the versions with signiﬁcant material changes. Environmental Data and Governance Ini-
tiative (EDGI)1 monitors government webpages to track environment related regulatory
changes, and they are also doing a highly relevant project which aims at automatically
identifying and prioritizing those changes2.
1https://envirodatagov.org/website-monitoring/
2https://github.com/edgi-govdata-archiving/web-monitoring
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2. TimeArc
Propylon’s3 TimeArc4 platform is a legal research software solution that enables easy
understanding of changes in legislation and regulation with the help of version timeline,
with redlining comparison capabilities and point-in-time hyperlinking. It enables you to
see the most up-to-date information available as well as a historical view, with access to
a full revision history of every change ever made to any given document. This allows the
user to ﬁnd and compare historical changes, discover intent, and ﬁlter by commentary,
context, and editorial overview. All of the information is available in an easy-to-use,
efﬁcient, browser-based tool that gives new and enhanced insights, as shown in Figure 1.
Figure 1. Sample Document Versions on TimeArc Platform. Versions with gavel show the signiﬁcant ones.
However, TimeArc is designed to pick up even the smallest of changes in documen-
tation and present them on the timeline in order to ensure that strict audit trails are main-
tained. This can result in the plotting of potentially insigniﬁcant changes on document
timelines. Therefore, in this work, we focus on highlighting the signiﬁcant changes in
the document version timeline.
Figure 2. Sample 1: Human commentary section for a document
3https://www.propylon.com/
4https://www.propylon.com/legal-research/
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Figure 3. Sample 2: Human commentary section for a document
3. Data
Deﬁnition of a signiﬁcant change in a document can be highly contextual depending on
the user and domain. Our use case deals with tax professionals and documents related
to the US IRC and Treasury Regulations, provided by a legal publisher. The documents
have a parallel human commentary, as shown in the ﬁgures 2 and 3. It summarizes the
changes in a version for a section of data by giving citations to related Public Laws (P.L.)
and Treasury Decisions (T.D.). Based on the suggestions from subject matter experts, we
consider a change in a document as signiﬁcant if there is a change in the citations within
this commentary, especially to the ones related to Public Laws and Treasury Decisions.
This implies that if there is a relevant regulatory change in P.L./T.D.s, it requires the
publisher to make major amendments in related regulatory documents. However, still
there can be some potential signiﬁcant updates to the regulatory documents, which are
not dependent on the changes in the P.L./T.D.s. For the experiments reported here, we
do not consider these versions as signiﬁcant, as it would require expensive tagging by
subject matter experts.
We use the documents from 2005 to 2015 for our experiments. Total number of versions
over all the documents in the data is 41,965, out of which only 24,839 (∼ 59%) are
signiﬁcant, as per the above deﬁnition.
Figure 4. Data distribution (assuming Normal) against the number of unigrams in the symmetric difference,
after removing 5% tail outliers.
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4. Learning to Identify Signiﬁcant Changes
As we have human provided commentary on the versions for only a section of our over-
all data from the client, the aim of this work is to learn and evaluate a machine learning
based approach to automatically identify signiﬁcant legal material changes for other doc-
uments in the same domain. This can be considered as a binary text classiﬁcation prob-
lem, where the classes are signiﬁcant change (positive class) and insigniﬁcant change
(negative class).
We assume Dit and D
i
t+1 represent the bag of words (BoW) sets present in the i-th
document at time t and t+1 respectively. We use the symmetric difference between the
BoW sets of the documents at consecutive time steps to deﬁne a single data instance,
thus considering the correlation between the added and deleted words to the signiﬁcance
of a document revision. Therefore, the training data instance takes the following form:
(DitDit+1,y), where, DitDit+1 represents the symmetric difference between the ver-
sions, and y represents a boolean label for the class.
We consider unigrams and their counts as the features, and use Support Vector Ma-
chines (SVM) classiﬁcation algorithm. Two methods were employed to evaluate our clas-
siﬁer: 10 fold cross validation, and 70:30 split of the total data as train and test datasets.
We employ the LibSVM library [1] for SVM classiﬁer using Weka machine learning
toolkit [2]. The parameters for SVM classiﬁer are as follows: SVM type = C-SVC, kernel
function = Radial Basis Function. Features are ranked using the feature selection algo-
rithm InfoGain [3]. Table 1 summarizes the results for the identiﬁcation of the positive
class. We can see that just using the count of unigrams as features can model a good
predictor of the signiﬁcant changes. This follows the data distribution graph shown in the
ﬁgure 4, implying that if there are many added or deleted unigrams in a version, it leads
to a signiﬁcant version. Moreover, with unigram features, the classiﬁcation improves
signiﬁcantly in comparison to just using the counts.
Feature Precision Recall F-measure
10-fold Train-test 10-fold Train-test 10-fold Train-test
Unigrams 0.925 0.912 0.910 0.890 0.917 0.901
Unigrams
changed count
0.738 0.734 0.729 0.725 0.731 0.727
Table 1. Classiﬁcation performance (weighted avg. metrics)
5. Conclusion
In this work, we present a preliminary approach to automatically mine the signiﬁcant
versions in a document timeline. Initial results from the classiﬁer show a good perfor-
mance, which can clearly enable the user to easily focus on the signiﬁcant changes. The
signiﬁcant versions in the document timeline are highlighted in the TimeArc platform
allowing the users to quickly navigate between meaningful changes in the law without
seeing editorial, typographical or stylistic changes to content, as shown in demo in the
ﬁgure 1. As future work, we would work on improving the classiﬁcation performance by
identifying more features for this problem, and by using deep learning algorithms.
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Abstract. Responsibility, as referred to in everyday life, as explored in moral phi-
losophy and debated in jurisprudence, is a multiform, ill-deﬁned but inescapable
notion for reasoning about actions. Its presence in all social constructs suggests the
existence of an underlying cognitive base. Following this hypothesis, and building
upon simplicity theory, the paper proposes a novel computational approach.
Keywords.moral responsibility, legal responsibility, simplicity theory, foreeseability,
inadvertence, risk, negligence
1. Introduction
The notion of individual responsibility is paramount in informal social relationships as
much as in formal legal institutions. With the (supposedly) near advent of autonomous
entities, its formalization becomes a pressing problem. In human societies, responsibility
attribution is a spontaneous and seemingly universal behaviour. Non related ancient legal
systems (e.g. [9]) bear much resemblance to modern law and seem perfectly sensible
nowadays. This universality suggests that responsibility attribution may be controlled, at
least in part, by fundamental cognitive mechanisms. Experimental studies showed that
various parameters inﬂuence moral responsibility attribution [15]. For instance, people
are more prone to blame (praise) an agent for an action if they are closer to the victims
(beneﬁciaries), if the outcome follows in a simple way from the action or if the agent was
able to foresee the outcome. Several of these parameters, such as the agent’s foreseeing
ability, are purely cognitive. Theories of law indeed take cognition into account with
notions such as mens rea. Following this idea, the present paper attempts to bridge the
gap between cognitive modelling and theory of law.
The AI & Law literature proposes two main approaches to responsibility attribu-
tion. The structural approach attempts to capture reasoning constructs using ontologies
[10], inference [14] or stories [1]. The probabilistic approach focuses on quantifying the
relative support of evidence in the reasoning process, e.g. via Bayesian inference [6] or
causal Bayesian networks [7,3]. Hybrid proposals exist as well [17]. The present work
introduces an alternative framework, using notions from simplicity theory [4], offering a
potential ground for uniﬁcation: because simplicity theory relies on the computation of
Kolmogorov-like complexities, it involves both structural and quantitative aspects.
The paper proceeds as follows. In § 2, we consider a few accounts of the notion of
responsibility with some case examples. In § 3, we brieﬂy introduce simplicity theory
and show how it can deal with moral evaluation. In § 4, we evaluate it based on the given
case examples. A note on further developments ends the paper.
1Corresponding author: giovanni.sileno@telecom-paristech.fr
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2. Causal, Legal and Moral Responsibilities
For some legal scholars, a theory of responsibility should rely on legal causation rather
than on factual causation (see the overviews on causal minimalism given in [10], [12]).
Indeed, the Greek word for “cause” started as a legal term [11]. Consider this real case:
Example 1. (Two bad hunters) Two hunters negligently ﬁred their shotguns in the direc-
tion of their guide, and a pellet lodged in his eye. Because it was impossible to tell which
hunter ﬁred the shot that caused the injury, the court held both hunters liable.2
Here, one of the two hunters is held responsible despite the fact that he did not materially
cause the damage. Physical causation is rarely matter of dispute, and when it is, as in the
previous case, it is irrelevant to formulate a legal judgement. By contrast, legal causation
is always relevant and is much debated when attributing responsibility (with variations
depending on the different legal traditions). Consider the following case:
Example 2. (Navigating oil) At a landing stage, furnace oil spilled into the water for
defendants’ negligence. The oil spread on the water surface, reaching a nearby ship on
which welding work was being carried out. Sparks ignited the oil, which caught on ﬁre
damaging several vessels. The court held that contamination damage caused by the oil
was reasonably foreseeable, but that damage caused by ﬁre was not foreseeable and was
thus too remote for recovery.3
The core of the dispute was to settle on foreseeability, i.e. the ability to predict the con-
sequences of an event or action. Beyond foreseeability, events would be too remote to
the defendant to be accounted liable for, even if they were enabling the actual chain of
causation. Although foreseeability is a ﬁctional device, knowing what-caused-what or
what-enabled-what—pace causal minimalists—inﬂuences its evaluation:
Example 3. (Navigating oil, cont’d) Further evidence revealed the presence of ﬂoating
ﬂammable objects in the water which, combined with the oil, made the lightning of the
ﬁre more probable. The court held the defendant liable, because, seen the magnitude of
the risk, a reasonable person would have reacted to prevent it.4
The second judgement not only considers the ability to foresee alternative causal chains,
but also takes the magnitude of the risk into account. However, not every responsibility
attribution is about the agents’ rational abilities. Consider this simple case:
Example 4. (A broken vase) A person enters in a shop and breaks inadvertently a vase.
According to the law, she is usually liable to provide compensation, but not to be blamed.
Even when people are making reasonable choices, things may go wrong. These cases are
usually under the scope of law (but not necessarily of morality), in order to apply a fairer
redistribution of the losses amongst the parties (principle of equity).
Legal Responsibility and its Boundaries Legal systems usually have distinct mecha-
nisms to decide on liability (who has to provide remedy?, as in the previous examples)
and on blame (who has to be punished?). In general, guiltiness is attributed by proving a
combination of factual elements under the scope of law (actus reus) and mental elements
relevant to the case (mens rea). Consider however this famous paradox [13, Ch. 10]:
2Summers v. Tice (1948), 33 Cal.2d 80, 199 P.2d 1.
3Overseas Tankship (UK) Ltd v. Morts Dock and Eng. Co Ltd or “Wagon Mound (No. 1)” (1961), UKPC 2.
4Overseas Tankship (UK) Ltd v The Miller Steamship Co or “Wagon Mound (No. 2)” (1967), 1 AC 617.
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Example 5. (The desert traveller). A desert traveller T has two enemies. Enemy 1 poisons
T’s canteen and Enemy 2, unaware of Enemy 1’s action, empties the canteen. A week
later, T is found dead and the two enemies confess to action and intention. It is then
discovered that T never drank from the canteen and died by dehydration.
From a causal point of view, this example contains a pre-emption: an event prevents
another event from being successful. Is Enemy 1 guilty? In principle, law disregards
potential outcomes, so the answer is no. Intuitively, however, Enemy 1 is morally guilty.
And many legal systems do attribute some charge to the offender who willingly initiated
a course of action that may have lead to a crime (e.g. attempted murder).
3. Theoretical Framework
This section brieﬂy presents simplicity theory (ST) as a theoretical basis to construct
computational models of judgement. ST is a cognitive theory stemming from the obser-
vation that human individuals are highly sensitive to complexity drops [4]: i.e. to situa-
tions that are simpler to describe than to explain. The theory builds on notions and tools
from algorithmic information theory (AIT) that are redeﬁned with respect to cognitive
agents. It has been used to make predictions, conﬁrmed empirically, about what humans
would regard as unexpected, improbable, and interesting [5,15,16].5
Unexpectedness A central notion in ST is unexpectedness (U), deﬁned as:
U(s) =CW (s)−CD(s) (1)
where s is a situation, CW (s) is the complexity of the circumstances that were necessary
to generate s, CD(s) is the complexity of describing s. The two complexities are versions
of Kolmogorov’s complexity, which, informally, is the length in bits of the shortest de-
scription of an object. ST distinguishes causal complexity (CW (s)) from the usual de-
scription complexity (CD(s)). Determining a causal path requires adding the complexi-
ties of making a choice at successive choice points. If there are k equivalent options at
a choice point, one needs log2(k) bits to make a decision. On many occasions, CW (s)
corresponds to the logarithm of the probability of occurrence. Complexity computations,
however, have a broader range of applicability, as for instance when dealing with unique
events. Using CW (s) we can deﬁne the causal contribution of a situation s1 to bringing
about a second situation s2:
R(s1,s2) =CW (s2)−CW (s2||s1) (2)
where CW (s2||s1) is the complexity of causally generating s2, starting from a state of the
world in which s1 holds. If R(s1,s2) = 0, the two events are independent. If R(s1,s2)> 0
(respectively < 0), s1 concurs positively (negatively) to the occurrence of s2.
The description complexity CD(s) speciﬁes the shortest determination of an object
s. For instance, the shortest determination of s may consist in merely retrieving it from
memory (think of referring to famous people). In this case, CD(s) amounts to the com-
plexity of the parameter controlling the retrieval, i.e., considering memory as an ordered
set, the log2 of the index of the object in that set (frequently used objects have smaller
indexes). Applying similar considerations to spatio-temporal properties, we observe that
CD captures the distance (as inverse of proximity) of the agent to the situation.
5For a general presentation see: http://simplicitytheory.org.
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Points of View For any agent A, CAW will denote the generation complexity computed
by A using her knowledge. Different points of view may lead to alternative computations
of causal complexity for the same situation.
Emotion and Intention Unexpectedness captures the epistemic side of a relevant ex-
perience. For the epithymic (i.e. concerning desires) side, ST refers to a representation
of emotion limited to considering intensity E and valence ε . Focusing only on intensity,
we deﬁne the actualized (or hypothetical) emotion as Eh(s) = E(s)−U(s), pruning the
emotion of its unexpectedness6. Intention is driven by EAh , computed from the point of
view of an agent A who considers performing action a. If A sees a as the shortest causal
path to s, UA(s) =UA(a)+UA(s||a), and intention turns out to be:
I(a) = EA(s)−UA(s||a)−UA(a) (3)
When a is intended (volitional), U(a) = 0. This term, when non-zero, represents inad-
vertence. Note that in the more general case, intention should result from an aggregation
of similar components for different outcomes si.
Moral Responsibility and Judgement Our central claim is that the difference between
intention and of moral responsibility is one of point of views. To obtain intention, we
consider the point of view of the actor A for all the components. When performing moral
evaluation, however, the observer applies her own point of view (we omit superscript O),
except for the elements concerning the action, which are computed using her model of
the actor. The moral responsibility M attributed to A by observer O is deﬁned as:
M(a) = E(s)−U↓A(s||a)−U↓A(a) (4)
The superscript ↓A means that O uses her model of A to compute U (e.g. a prescribed
role, a reasonable standard, etc.). If we introduce the actualized emotion term we have:
M(a) = Eh(s)+U(s)−U↓A(s||a)−U↓A(a), from which, makingCW andCD explicit, we
can extract the causal responsibility component:
R↓A(a,s) =CW (s)−C↓AW (s||a) (5)
This formula captures how much A’s action a was supposed to bring about s in A’s mind.
If we suppose thanC↓AD (s|a)≈ 0 — a simpliﬁcation possible when the conceptual relation
between cause and effect is proximate (i.e. in A’s model, the action is directly linked to
the outcome) — the resulting equation is:
M(a)≈ Eh(s)+R↓A(a,s)−CD(s)−U↓A(a) (6)
In words, the intensity of moral evaluation increases with the actualized emotional in-
tensity and with causal responsibility, decreases with the remoteness of the consequence
to the observer (proximate situations are simpler to describe) and with inadvertence.7
Now, imagine the case of a famous singer who is killed as a casual bystander in a
car accident. The popular emotion might be so strong that the police have to save the car
6In a utilitarian perspective, Eh may be interpreted as the logarithmic version of the expected value, and E
as the logarithm of the absolute value of gain or loss.
7Like for intention, a complete moral judgement of a positive action a should take into account also the
evaluation of its omission, in order to capture e.g. the fact that someone may act negatively to avoid even worst
consequences (cf. attenuating circumstances).
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driver from being lynched. An impartial judge must consider the victim as if she were
any person. This means that equality in judgement is obtained by reducing the impact of
CD, i.e. by recomplexifying the mental simpliﬁcation due to proximity effects.
4. Applying Simplicity Theory to Judgement
We now examine how the framework presented above matches our examples.
Two bad hunters Two hunters (A1, A2) ﬁre negligently at their guide (a1, a2), resulting
in his injury (s). Causal contributions—R(a1,s) or R(a2,s)—cannot be determined. Neg-
ligence is captured when actors fail to foresee the unlawful consequences of their action:
CA1W (s||a1) =CA2W (s||a2) 0. However, it is reasonable to expect that the two actions may
have resulted in that outcome (note that CW (s) 0): C↓A1W (s||a1) =C↓A2W (s||a2)> 0 and
R↓A1(a1,s) = R↓A2(a2,s)> 0. Therefore, both hunters receive the same moral evaluation.
Generalizing this case, the negligence of an actor A for an action a w.r.t. a consequence
s is deﬁned as:
NA(a,s) =CAW (s||a)−C↓AW (s||a) (7)
Navigating oil The oil leakage at the landing stage (s1) results from an omission of
adequate care (a=¬b) by defendant A. The case centers around responsibility attribution
for the ﬁre at the near wharf (s2). The court held that though s1 was foreseeable, s2 was
not: C↓AW (s1||a)∼ 0 and C↓AW (s2||s1) 0, and R(s1,s2)∼ 0. Integrating the CD terms, we
deﬁne A’s foreseeability of the consequence s of an action a as negated unexpectedness:
FA(a,s) =−U↓A(s||a) (8)
(FA is in ]−∞,0], 2FA in [0,1]; FA = 0, 2FA = 1 when s is perfectly foreseeable after a.)
Navigating oil, cont’d Due to the presence of ﬂammable objects (s′1), the defendant
should have reasonably anticipated the consequences: C↓AW (s2||a∧ s1)>C↓AW (s2||a∧ s1∧
s′1). Foreeseability increases, and so does responsibility. The court made also an argu-
ment about weighting of risks. Traditionally, risks are approached with expected value.
Considering E(s) as the “win” value (loss in this case), the risk can be deﬁned as:
KA(a,s) = E(s)−U↓A(s||a) = E(s)+FA(a,s)≈ Eh(s)+R↓A(a,s)−CD(s) (9)
This view agrees with Hart and Honore´’s [8] consideration of risk as a generalization of
foreseeability, providing an upper bound for the damages to be paid.
A broken vase A person A slips in a shop (a) and breaks a vase (s). For a person to slip
is unexpected but still possible: U(a)> 0 with a good probability of breaking something
(UA(s||a) ∼ 0, CW (s||a) > 0 and R(a,s)  0). We get: M(a) ≈ E(s)−U↓A(a). This
expression accounts for the fact that the agent and the shopkeeper may have different
evaluations of M(a), due to their different appraisal of E(s).
The desert traveller Enemy 1 (E1) poisons the canteen (a1); Enemy 2 (E2) empties the
canteen (a2). Instead of getting poisoned (s1), the desert traveller gets dehydrated (s2) and
dies (s). We have: CW (s)  0, CW (s1||a1) = CW (s2||a2) = CW (s||s2) = CW (s||s1) = 0,
and CW (s2||a1)CW (s2||a2) = 0. Then, R(a1,s2) = 0, but also CW (s||s2)−CW (s||s2 ∧
a1) = 0, which explains why E1 is not judged causally responsible for the occurrence
of s, knowing that s2 was the case. However, R↓E1(a1,s) 0, which explains why E1 is
regarded as morally responsible (Eq. (6)).
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5. Conclusion and Further Developments
The hypothesis advanced here is that moral and legal responsibility attributions share a
fundamentally similar cognitive architecture. We could derive from simplicity theory for-
mal deﬁnitions of: intention (3), moral responsibility (4, 6), causal responsibility (5), in-
advertence, negligence (7), foreseeability (8), risk (9). These results are however prelim-
inary, and further investigation is needed to compare them with existing proposals (see
§ 1). For instance, the analytic deﬁnitions of degree of responsibility and blame given in
[7] are aligned with those of causal contribution (2) and causal responsibility (5).
As observed in the domain of legal ontologies [2], legal reasoning builds upon nor-
mative knowledge (qualifying behaviour as allowed and disallowed) and responsibil-
ity knowledge (assigning responsibility for the behaviour). The former is fed mostly
by world deﬁnitional knowledge, the second by world causal knowledge. Our model is
aligned with this analysis, for the crucial role of world complexity (CW ). For its cognitive
ﬂavour, our proposal offers an alternative contribution on responsibility in the ﬁeld of AI
and Law. Furthermore, for its grounding on Kolmogorov complexity, it offers a compu-
tational alternative to probability-based approaches (e.g. [6]), not requiring the reference
to a priori probabilities, but referring to cognitively grounded elements. The richness
of the framework opens new spaces for further interaction with legal analysis, analytic
proposals, and for comparisons with empirical results.
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Toward Linking Heterogenous References
in Czech Court Decisions to Content
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Abstract. In this paper we present initial results from our effort to automatically
detect references in decisions of the courts in the Czech Republic and link these
references to their content. We focus on references to case-law and legal literature.
To deal with wide variety in how references are expressed we use a novel distributed
approach to reference recognition. Instead of attempting to recognize the references
as a whole we focus on their lower level constituents. We assembled a corpus of
350 decisions and annotated it with more than 50,000 annotations corresponding
to different reference constituents. Here we present our ﬁrst attempt to detect these
constituents automatically.
Keywords. case law analysis, reference recognition, conditional random ﬁelds,
information extraction
1. Introduction and Challenge
Information extraction from unstructured (textual) data such as court decisions is chal-
lenging. References to other documents provide a rich set of information that could be
useful in many practical applications, especially in legal information retrieval (IR). In our
work we assess the possibility of recognizing the references automatically. We focus on
references to case-law and scholarly literature. We intentionally leave aside references to
statutory law and regulations because these appear to be quite uniform and signiﬁcantly
less challenging. In addition to detecting references we explore the possibility of detect-
ing the piece of content they relate to in a decision (often quotation or a paraphrase from
the referred document).
In the Czech Republic the courts do not observe a single citation standard such as
the Bluebook in the United States. Instead there are multiple court-speciﬁc standards.
On top of that the standards are not strictly enforced and they are subject to changes.
Consider the following example of three different references that all refer to the same
decision:2
Decision of Constitutional Court of the Czech Republic Pl. U´S 4/94 published in Collection of Decisions
and Decrees of the Constitutional Court of the Czech Republic, year 1994, no. 46.
Docket no. Pl. U´S 4/94, Collection of decisions, volume 2, decision no. 46, published as no. 214/1994 Sb.
1Corresponding Author: jakub.harasta@law.muni.cz.
2All of the references are referring to an important decision of the Constitutional court that established test
of proportionality within the Czech law. All references are translated to English.
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Decision of October 12, 1994, docket no. Pl. U´S 4/94, N 46/2 SbNU 57, 214/1994 Sb.
As can be seen the identiﬁers include docket numbers, vendor-speciﬁc identiﬁers, court
reports or ID under which a case is listed in a speciﬁc legal information database.
2. Related Work
Signiﬁcant amount of work was done in the area of reference recognition for purpose
of bringing references under a set of common standards (for use in Italian legislation
see [6]) or to account for multiple variants of the same reference and vendor-speciﬁc
identiﬁers (see [5]). Both [6] and [5] are based on use of regular expressions. Language
speciﬁc (Czech) work in [2] focused on detecting and classifying references to other
court decisions and acts.
Our work is also focused on the content carried by a reference. Content of a ref-
erence is usually ignored; with exception of [8], [9], and [7]. [8] allows to determine
which sentences near a reference are the best ones to represent the Reason for Citing.
[9] uses metadata obtained by [8] that allow to explore so called Reason for Citing to
create semantic-based network. [7] uses manual annotation with subsequent automated
reference recognition and detection of topics of paragraphs using GATE framework [1].
3. Task
3.1. Speciﬁcation
Because of the lack of a single citation standard we decided to understand references
as consisting of smaller units. The smaller units are more uniform and therefore better
suited for automatic detection. Some references may contain many of these units whereas
other references may only have some of them. The units may appear in almost any order
within a single reference.
For references to case-law the following constituents were identiﬁed:
• c:id - a unique court decision identiﬁer,
• c:court - the court that issued the referred decision,
• c:date - the date on which the decision was issued,
• c:type - the type of the decision (e.g., decision, decree, opinion).
References to scholarly literature consist of these elements:
• l:title - the title of the referred work,
• l:author - the author or multiple authors of the referred work,
• l:other - other information of interest, such as place or year of publication.
Both types of references may also contain the following elements:
• POI - a pointer to a speciﬁc place in the decision or literary work (e.g., a page),
• content - the content associated with the reference (e.g., quotation, paraphrase).
References can also be expressed implicitly. In this way the courts usually refer
decisions or scholarly literature that have been referred earlier in the decision. Since this
occurs quite often we have created a special implicit constituent.
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Figure 1. Sample of annotated decision. Types of annotations are as follow: c:court, content, c:id, . . . . . .c:type,
c:date, POI
c:id c:type c:date c:court l:author l:title l:other POI implicit content
annotations count 12043 5964 5449 4305 3426 2406 2609 3760 1202 10129
average per doc 34.41 17.04 15.57 12.30 9.79 6.87 7.45 10.74 3.43 28.94
gold count 6237 2992 2687 2236 1863 1176 1251 1854 483 4903
average gold per doc 17.82 8.55 7.68 6.39 5.32 3.36 3.57 5.30 1.38 14.01
strict agreement (inter) 70.62 80.72 86.27 73.61 73.88 50.25 44.92 73.56 27.62 26.51
overlap agreement (inter) 81.08 84.10 88.31 77.03 83.22 69.12 70.37 80.45 38.60 59.54
agreement (gold) 80.36 87.58 91.22 82.74 81.88 57.61 59.06 79.25 41.64 32.96
Table 1. Summary statistics of the data set.
3.2. Data Set
The data set consists of 350 decisions of the top-tier courts in the Czech Republic
(160 Supreme Court, 115 Supreme Administrative Court, 75 Constitutional Court).3 The
shortest decision has 4,746 characters whereas the longest decision has 537,470 charac-
ters (average 36,148.68).
Decisions were annotated by thirteen annotators who were paid for their work. The
annotators were trained to follow the annotation manual by means of dummy runs (i.e.,
annotation of documents that are not included in the data set). To ensure high quality
of the resulting gold data set the three most knowledgeable annotators were appointed
curators of the data set. Each document was then further processed by one of the curators.
A curator could not be assigned a document that he himself annotated. The goal of the
curators was to evaluate correctness of each annotation and to ﬁll-in missing annotations.
The result of their work is the gold data set.
The annotators generated 51,293 annotations (i.e., approximately 146.6 annotations
per document). The detailed counts are shown in the ﬁrst two rows of Table 1. The
numbers correspond to all the annotations where each document was processed by two
annotators. The second (gold count) and the third (avg gold per doc) rows of Table 1
provide details of the gold data set created by the curators. These entries do not contain
duplicate annotations as opposed to the ﬁrst two rows.
3The decisions were downloaded from publicly available online databases with exception of 8 cases. These
were unavailable from public database of respective court and were retrieved from commercial information
systems.
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We report three types of inter-annotator agreement in the bottom three rows of Table
1. The strict agreement is the percentage of the annotations where the annotators agree
exactly (i.e., the start and end character offsets are the same). The overlap agreement
relaxes the exact matching condition—it is sufﬁcient if the two annotations overlap by at
least one character. The agreement (gold) reports the percentage of the annotations that
were evaluated as correct by the curators.
3.3. Detecting Reference Constituents Automatically
We attempted to recognize the constituents of references automatically. This corresponds
to detecting text spans representing the types described in Section 3.1 and summarized
in Table 1. As a prediction model we use conditional random ﬁelds (CRF).4 A CRF is
a random ﬁeld model that is globally conditioned on an observation sequence O. The
states of the model correspond to event labels E. We use a ﬁrst-order CRF in our experi-
ments (observation Oi is associated with Ei). [3,4] We train a CRF model for each of the
10 labels. Although this is certainly suboptimal, we use the same training strategy and
features for all the models. We reserve ﬁne-tuning of models for future work.
In tokenization we consider an individual token to be any consecutive sequence of
either letters, numbers or whitespace. Each character that does not belong to any of these
constitutes a single token. Each of the tokens is then a data point in a sequence a CRF
model operates on. Each token is represented by a small set of relatively simple features.
Speciﬁcally, the set includes:
• position – position of a token within a document.
• lower – a token in lower case.
• stem and aggressive stem – two types of token stems.5
• sig – a feature representing a signature of a token.
• length – token’s length.
• islower – true if all the token characters are in lower case.
• isupper – true if all the token characters are in upper case.
• istitle – true if only the ﬁrst of the token characters is in upper case.
• isdigit – true if all the token characters are digits.
• isspace – true if all the token characters are whitespace.
For each token we also include lower, stem and aggressive stem, sig, islower, isupper,
istitle, isdigit, and isspace features from the ﬁve preceding and ﬁve following tokens. If
one of these tokens falls beyond the document boundaries we signal this by including
BOS (beginning of sequence) and EOS (end of sequence) features.
4. Results and Discussion
4.1. Results
To evaluate the performance we use a 10-fold cross-validation. Table 2 summarizes the
results of the experiments. The ﬁrst two rows report the number (and average per docu-
4We use the CRFSuite which is available at www.chokkan.org/software/crfsuite/
5A stemmer for Czech implemented in Python by Luı´s Gomes was used for stemming. The stemmer is
available at http://research.variancia.com/czech_stemmer/
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c:id c:type c:date c:court l:author l:title l:other POI implicit
predicted count 5891 2967 3001 1936 1454 786 909 1779 158
average per doc 16.83 8.48 8.57 5.53 4.15 2.25 2.60 5.08 0.45
strict agreement (gold) 65.22 75.95 75.00 56.81 64.88 43.22 49.07 70.02 6.86
overlap agreement (gold) 70.86 78.40 75.14 57.86 74.77 58.31 61.20 75.03 21.53
Table 2. Results of automatic detection of reference constituents
ment) of annotations of each type that were automatically generated for the whole data
set. The third row reports the agreement with the gold standard where the equality of an-
notations is measured strictly (i.e., the start and end offsets both need to match exactly).
The fourth row reports the agreement where the annotations to be considered equal just
need to overlap by at least one character.
As one would expect the performance of the models correlates to the performance
of human annotators. In case of the elements constituting references to literary works
the performance of our models matches the humans. This is almost the case of the POI
element as well.
4.2. Result analysis
The counts of detected elements closely correlate with the counts of annotations created
by humans (compare ﬁrst row of Table 2 with the third row of Table 1). The only excep-
tion is the implicit element which has been automatically recognized in only 158 cases
whereas the humans found 483 instances of this element. This clearly suggests that our
models struggled to recognize the implicit type of reference.
Overall the performance of the trained models was decent. It appears that in case
of the l:author, l:title, l:other and POI the models almost matched human performance
(compare the fourth row of Table 2 with the seventh row of Table 1). The models trained
to recognize the c:id, c:type, c:date, and c:court constituents perform somewhat worse
than human annotators.
It may be quite surprising to see the relatively low performance for elements such
as c:date or c:court. Indeed the task of detecting dates or court mentions should not be
that challenging. However, our models need to deal with a situation where we detect
only certain dates and court mentions—only those that are part of references. Therefore
the models may get confused by seeing mentions that appear to be of the relevant types
but they are not. This problem could be mitigated in later stages where the constituents
would be linked together to form references.
4.3. Grouping Constituents into References and Linking References to Content
Eventually we would like to use the automatically recognized constituents as building
blocks for references. Grouping the constituents presents an interesting research problem
in its own right. We already have the annotations that group the elements into individual
references. A reference is essentially a set of a number of constituents. The detailed
statistics on the references are reported in Table 3.
Finally we would like to connect each reference to a content element. The evaluation
of the human annotator’s effort is summarized in Table 4. The top two rows are the same
types of measures as the ones used for references. The only difference is that the content
is used as an additional constituent in all the four reference types.
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c:ref (expl) c:ref (impl) l:ref (expl) l:ref (impl)
reference count 7570 1040 2497 293
average per doc 21.63 2.97 7.13 0.84
gold count 3753 429 1228 122
average gold per doc 10.72 1.23 3.51 0.35
strict agreement (inter) 45.96 20.66 33.23 22.58
overlap agreement (inter) 88.60 35.00 85.18 50.51
Table 3. Statistics of references in the data set
c:ref (expl) c:ref (impl) l:ref (expl) l:ref (impl)
strict agreement (inter) 42.18 12.42 30.65 19.49
overlap agreement (inter) 89.05 35.67 86.30 51.19
Table 4. Agreement on references between human annotators
5. Conclusions and Future Work
We presented early results from our ongoing effort to automatically detect references in
Czech case-law. With regard to future work, our annotation task also involved marking
polarity of references, which was not discussed in this paper. As such, it needs to undergo
similar evaluation as other types of annotation. Another partial task for automation is the
creation of whole references from lower level constituents. Moreover, successful statisti-
cal recognition is only a single step in our research. Ultimate goal is to allow for creation
of citation network of the Czech top-tier court decisions and leverage this network to
investigate the concept of ’importance’ of court decisions and scholarly works.
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Abstract.
Vector Space Models (VSMs) represent documents as points in a vec-
tor space derived from term frequencies in the corpus. This level of ab-
straction provides a ﬂexible way to represent complex semantic concepts
through vectors, matrices, and higher-order tensors. In this paper we
utilize a number of VSMs on a corpus of judicial decisions in order to
classify cases in terms of legal factors, stereotypical fact patterns that
tend to strengthen or weaken a side’s argument in a legal claim. We
apply diﬀerent VSMs to a corpus of trade secret misappropriation cases
and compare their classiﬁcation results. The experiment shows that sim-
ple binary VSMs work better than previously reported techniques but
that more complex VSMs including dimensionality reduction techniques
do not improve performance.
Keywords. Vector Space Models, Legal Analytics, Semantic extraction
1. Introduction
An important target of argument mining eﬀorts in the legal ﬁeld has been to
extract factors from case texts. See [1, Chapter 10]. Legal factors are stereotypical
patterns of fact that tend to strengthen or weaken a side’s argument in a legal
claim. [2, p.27].
Factors are particularly important in trade secret law. Information may qual-
ify as a trade secret if it:
is secret in the sense that it is not generally known among or readily accessible to people
in the wider community that normally deal with the kind of information; has commercial
value because it is secret; and has been subject to reasonable steps under the circumstances,
by the person lawfully in control of the information, to keep it secret.1
Misappropriation consists of:
acquisition of a trade secret of another by a person who knows or has reason to know that
the trade secret was acquired by improper means; or disclosure or use of a trade secret of
1Trade Related Aspects of Intellectual Property Rights (TRIPS). Agreement on Undisclosed
Information. Section 7: Protection of Undisclosed Information, Article 39.
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Trade Secret Misappropriation
Information-Trade-Secret
Information-Valuable
Unique-Product
Competitive-Advantage
Vertical-Knowledge
...
Maintain-Secrecy
Agreed-Not-To-Disclose
Security-Measures
No-Security-Measures
...
Information-Misappropriated
Information-Used
Brought-Tools
Competitive-Advantage
Info-Reverse-Engineered
...
Wrongdoing
Bribe-Employee
Disclosure-In-Negotiation
Agreed-Not-To-Disclose
...
Figure 1. Example Factors from the Trade Secret Domain Model
another without express or implied consent by a person who (i) used improper means to
acquire knowledge of the trade secret . . . .2
Improper means include:
theft, bribery, misrepresentation, breach or inducement of a breach of a duty to maintain
secrecy, or espionage through electronic or other means [but not] reverse engineering, inde-
pendent derivation, or any other lawful means of acquisition.3
A still inﬂuential secondary source of trade secret law introduced factors in
an oft-cited set of guidelines for determining if information is a trade secret:
An exact deﬁnition of a trade secret is not possible. Some factors to be considered in
determining whether given information is one’s trade secret are:
1. the extent to which the information is known outside of his business;
2. the extent to which it is known by employees and others involved in his business;
3. the extent of measures taken by him to guard the secrecy of the information;
4. the value of the information to him and to his competitors;
5. the amount of eﬀort or money expended by him in developing the information;
6. the ease or diﬃculty with which the information could be properly acquired or dupli-
cated by others.4
In the U.S. common law system, judges weigh the factors in a current case
and explain their judgments by citing the statutes and guidelines and by making
arguments based on past decisions or precedents. In modeling such case-base
arguments, Ashley introduced dimensions to represent and elaborate the above
factors into a set that ultimately comprised twenty-six factors, each favoring one
side or the other [2]. For a complete list, see [3].
Ashley and Bru¨ninghaus organized the claim requirements and factors into a
domain model for the issue-based prediction system (IBP) [4]. Grabmair extended
the model in the Value Judgment Formalism framework (VJAP) [5]. In this model
(Figure 1) each factor is related to a high-level statutory requirement of a trade
218 U.S. Code 1839 - Deﬁnitions (5).
318 U.S. Code 1839 - Deﬁnitions (6)(B).
4Restatement (First) of Torts Section 757. Liability for Disclosure or Use of Another’s Trade
Secret. Comment b. Deﬁnition of trade secret states.
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secret misappropriation claim. Each factor weighs in favor of one side or other.
For example, [F6:Security-Measures] favors the plaintiﬀ trade secret holder and
indicates that it applied active measures to limit access and distribution of the
information that is the property of interest. [F24:Info-Obtainable-Elsewhere] im-
plies that the conﬁdential information could be obtained from publicly available
sources and favors the defendant, the alleged misappropriator.
For purposes of modeling, a conclusion that a factor applies in a case is based
on classifying at least one sentence in the text as an instance of the factor. For
example, the following sentences justify the conclusion that the associated factors
apply in the Mason case, a trade secret dispute concerning the recipe for a drink,
Lynchburg Lemonade (See [1, Figure 11.8]:)
• F6:Security-Measures (pro-plaintiﬀ): He testiﬁed that he told only a few of his employ-
ees--the bartenders--the recipe. He stated that each one was speciﬁcally instructed not
to tell anyone the recipe. To prevent customers from learning the recipe, the beverage
was mixed in the “back” of the restaurant and lounge.
• F15:Unique-Product (pro-plaintiﬀ): It appears that one could not order a Lynchburg
Lemonade in any establishment other than that of the plaintiﬀ.
• F16:Info-Reverse-Engineerable (pro-defendant): At least one witness testiﬁed that he could
duplicate the recipe after tasting a Lynchburg Lemonade.
• F21:Knew-Info-Conﬁdential (pro-plaintiﬀ): On cross-examination Randle agreed that he
had been under the impression that Mason’s recipe for Lynchburg Lemonade was a
secret formula.
Our main research goal is to improve the performance of automatically classi-
fying the texts of trade secrets misappropriation cases by their applicable factors.
As an initial step we asked how well vector space models (VSMs) can identify
factors in the case texts (see Section 2). Using the domain model of Figure 1, once
factors are identiﬁed, one could also identify the legal issues litigated in the case.
In our study, eight diﬀerent VSMs plus variations learn diﬀerent representa-
tions of the case texts in our corpus. Four of the VSMs are based on relatively
simple binary or TF-IDF representations (see section 3). The other four employ
dimensionality reduction techniques to represent case texts. We compared the
representations learned by the diﬀerent VSMs in terms of their results on classi-
fying a subset of a gold standard corpus of 172 cases tagged by legal experts as
to applicable factors. Initially, we hypothesized that the dimensionality reduction
techniques would lead to learning VSMs that were more expressive of the under-
lying legal factors. Based on the results reported below, we can reject that hy-
pothesis. Nevertheless, all of the VSMs outperformed previously-reported results
in classifying case texts by legal factors.
2. Background on Vector Space Models
Statistical studies of semantics represent meaning as a probability distribution
over a set of latent dimensions using the bag-of-words hypothesis or the distribu-
tional hypothesis [18]. The key idea is that if units of text have similar vectors in
a term frequency matrix, they tend to have similar meaning.
Based on the bag-of-words hypothesis, word frequencies in a document indi-
cate the relevance of the document to a search query. Given a large corpus, one
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can form a term-document matrix where the rows correspond to terms and the
columns correspond to the frequencies of words in each document. Most of the
elements of the term-document matrix are zero since most documents use only
a small fraction of the whole vocabulary. The term-document matrix provides a
very broad notion of meaning that is suitable for document retrieval. However, it
only supports a coarse-grained measure of topical similarity [18].
Based on the distributional hypothesis, words that appear together in the
same context tend to have similar meaning. The context could be a sentence, or
perhaps even a ﬁxed window of words. In general, shorter windows tend to capture
syntactic features while longer windows tend to capture more semantic relations.
The distributional hypothesis is the main inspiration of the recent neural network-
based models for learning word vectors (word embeddings a.k.a word2vec) [18].
Vector space models of semantics represent meaning as a coordinate in a high-
dimensional “semantic space”. Vector representations are a common way to com-
pute semantic similarity between arbitrary spans of text. Each context vector is a
point in |V |-dimensional space. |V |, the length of the vector, is generally the size
of the vocabulary. Quite often, raw term frequencies (TFs) are not the best mea-
sure of semantic similarity because word frequencies follow a skewed distribution
according to Zipf’s Law. An alternative measure of similarity between documents
is TF-IDF. The TFs are often weighted by the inverse document frequency (IDF)
to give a higher weight to rare words that occur only in a few documents [18]. The
nature of the vectorized representation allows documents to be compared in terms
of semantic similarity using any of the standard similarity or distance measures
available from linear algebra (e.g., cosine similarity or Euclidean distance).
One can also apply various dimensionality reduction techniques, such as sin-
gular value decomposition (SVD), non-negative matrix factorization (NMF), and
Latent Dirichlet Allocation (LDA) [18]. These methods can essentially be thought
of as a way to cluster words along a small number of latent semantic dimen-
sions that are automatically learned from a low-rank approximation of the term-
document matrix. In fact, Latent Semantic Analysis (LSA) is a low-rank approx-
imation of the term-document matrix using SVD, and both LDA and NMF has
been successfully applied in the literature for topic modeling [18].
3. Data and Methods
For this study, we compiled a corpus of trade secret misappropriation cases by
scraping the texts of 1,600 federal and state opinions retrieved from the CourtLis-
tener website5 that contain references to two particular sources of legal rules: (1)
the Restatement of Torts section 757, comment b (1939) (“RT757”) and (2) Uni-
form Trade Secrets Act (1985) (“UTSA”). We also used a gold-standard corpus of
172 cases from the HYPO, CATO, SMILE, and VJAP programs (VJAP corpus)
whose sentences legal experts labeled according to the 26 trade secret factors.
Table 1 provides summary statistics of these corpora. The totals correct for the
fact that some of the cases cite both references.
5https://www.courtlistener.com/
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Table 1. Summary statistics of the available corpora.
Corpora # Cases # Sentences # Terms # Verbs
Restatement of Torts 757 509 108,186 36,454 26,630
Uniform Trade Secret Act 1,213 226,556 52,232 36,973
VJAP (based on HYPO, CATO, IBP) 179 26,296 19,327 13,884
Total (Unique Cases) 1,600 334,742 62,472 44,559
The performance of machine learning methods depends heavily on the choice
of data representation (or features) to which they are applied. Domain knowledge
can be an important resource for designing eﬀective text representations. Feature-
engineering is labor-intensive, however, and domain models evolve over time. Ide-
ally, a representation would capture the underlying distribution of the data and
automatically account for the evolution of these abstractions. Our goal in this
project is to see how far one can go without feature-engineering. At the same
time, we remain open to applying techniques to eﬃciently incorporate domain
knowledge where feasible, a task for future work.
We designed our experiments as a four-step pipeline. The ﬁrst step (pre-
processing) includes tokenization, part-of-speech tagging, and extracting main
verbs of the sentence. In the second step (vectorization) we learn multiple vec-
tor representations for the opinions in the case base. Then, we form the term-
document matrix for the corpus based on the bag-of-words hypothesis.
Our binary VSM models, bag-of-words (BOW) and bag-of-verbs (BOV) rep-
resent each document using one-hot encoding, that is, with one Boolean column
for each category. Since many factors correspond to parties’ actions, we created
the bag-of-verbs version of the term-document matrix [19]. We use a modiﬁed
form of the verb by concatenating the immediate conjunct of the verb accord-
ing to the dependency parse results. For example in this form, we have separate
tokens for the verb “disclose” including, disclosed, not disclosed, not to disclose,
have disclosed, etc. This way of representing verbs is diﬀerent from the forms used
in the topic modeling literature that often uses the stemmed version of the verbs
(“disclos” for all of the above forms) and removes the conjuncts as stop words.
The main reason is that in the legal context in general and in considering the
factors in particular, the verb tense and the modals play a pivotal role in the fact
ﬁnding process of the decision maker and should not be mapped into the same
dimension (considered as the same “token”) in the feature space.
The next two VSMs, TF-IDF (Terms) and TF-IDF (Verbs) are standard TF-
IDF transformations on the term-document or verb-document matrix. We use
document frequencies and raw counts as a ﬁlter to remove case-speciﬁc informa-
tion. Since our evaluation set (VJAP corpus) only contains 172 carefully selected
opinions (not a random sample) we use the larger corpus of 1,600 scraped opinions
to calculate the counts and apply the TF-IDF weights.
In the third step (transformation) we apply four widely used VSM models
to reduce the dimensionality of our representations and infer latent dimensions.
Latent Semantic Analysis (LSA) and Non-negative matrix factorization (NMF)
are two of the numerical approaches for transforming documents into a seman-
tic vector spaces. Latent Dirichlet Allocation (LDA) and Hierarchical Dirichlet
Process (HDP) are probabilistic alternatives for inferring latent dimensions.
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In the fourth step (evaluation) we used the VSM representations of the docu-
ments from the VJAP corpus in a supervised classiﬁcation framework to predict
the factors and to investigate the association of each VSM with the targeted la-
bels, the legal factors. We evaluate all of the representations (i.e., BOW, BOV,
TF-IDF (Terms), TF-IDF (Verbs), LSA, NMF, LDA, and HDP) by comparing
their resulting classiﬁcation results.
4. Experiments
A key aspect of creating an expressive VSM model is choosing the right size
of representations K for diﬀerent applications (datasets). This is provided as a
parameter of the model (similar to parameterK of k-means clustering). Assuming
that there is a ﬁnite number of legal factors one can assume that each case is a
point in a 26-dimensional space. The classiﬁer is ﬁnding a surface that has only
points with positive labels on one side and points with negative labels on the
other side. There are numerical methods for identifying the right K; however, in
this study we experiment with diﬀerent values for K to investigate the eﬀect of
the size of representation for the task at hand.
We start with a term-document matrix (Xm×n) with real-valued, non-
negative entries (TF-IDF weights). Among the various ways of learning docu-
ment representations, this paper focuses on low-rank approximation of the term-
document matrix in the form of:
Xm×n = Wm×r ×Hr×n r < min(m,n) (1)
The term-document matrix X is factorized into two smaller matrices, W as a
document archetype that encapsulates the intensity (weight) of each term in the
feature space andH that represents the projection of each document into that fea-
ture space.m is the number of terms in our corpus, n is the number of documents,
and r is the dimension of our representation (feature space).
For the bag-of-words (BOW) and bag-of-verbs (BOV) VSMs, the vectorized
representation of each case is a |V | dimensional one-hot vector ([0, 1, 1, 0, 0]|V |)
that is created by considering terms and verbs. The TF-IDF (Terms) and (Verbs)
VSMs use a standard TF-IDF weighting with n-grams (n=1, 2, 3). We ﬁlter out
terms that appeared in more than 90% of the documents or fewer than 5 times
throughout the corpus. We also report the results of four widely used VSM mod-
els (LSA, NMF, LDA, HDP) and experimented with diﬀerent Ks to ﬁnd the op-
timum number of dimensions. The HDP model is a non-parametric method and
does not require the number of dimensions to be speciﬁed in advance. All of the
experimental models can be considered as a relaxed form of k-means clustering,
with columns of the W representing the cluster centroids and rows of the H indi-
cating cluster membership (weights) for each document. As a result, the output
of our VSMs are r dimensional vectors for each document.
For evaluation, we used a Support Vector Machine (SVM) with a linear ker-
nel in a multi-label (One-vs-Rest) classiﬁcation framework. We train a binary
SVM classiﬁer for each factor without performing any parameter optimization.
Although one can tune the C parameter of the SVM classiﬁer to increase the re-
call at the expense of lower precision [16], we decided to use F1 as our evaluation
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Table 2. Experimental Results
# VSM / Results Precision (mi/ma) Recall (mi/ma) F1 (mi/macro) #Features
1 BOW 0.86/0.80 0.50/0.49 0.63/0.58 20,001
2 BOV 0.90/0.80 0.49/0.48 0.63/0.58 13,649
3 TF-IDF (Terms) 0.80/0.75 0.49/0.48 0.61/0.56 406,641
4 TF-IDF (Verbs) 0.89/0.81 0.52/0.49 0.65/0.59 46,373
5 LSA (20) 0.38/0.32 0.63/0.61 0.47/0.40 20
6 LSA (50) 0.52/0.46 0.64/0.62 0.58/0.50 50
7 LSA (100) 0.63/0.60 0.58/0.56 0.61/0.56 100
8 LSA (200) 0.73/0.75 0.55/0.53 0.62/0.59 200
9 LSA (400) 0.88/0.79 0.52/0.50 0.65/0.59 400
10 NMF (50) 0.26/0.35 0.50/0.52 0.34/0.33 50
11 NMF (100) 0.26/0.31 0.53/0.51 0.35/0.30 100
12 LDA (20) 0.27/0.23 0.56/0.57 0.37/0.31 20
13 LDA (50) 0.30/0.25 0.52/0.48 0.38/0.31 50
14 LDA (100) 0.38/0.35 0.58/0.56 0.46/0.41 100
15 LDA (200) 0.48/0.41 0.58/0.55 0.52/0.46 200
16 LDA (400) 0.51/0.43 0.59/0.55 0.55/0.45 400
17 HDP 0.45/0.41 0.51/0.50 0.48/0.43 150
metric which is a harmonic mean of precision and recall. We used 70% percent of
the documents in our corpus for training the classiﬁers and 30% of the documents
as a hold-out test set in a stratiﬁed fashion. We thus ensure the distribution of
the target labels is roughly the same in our training and test sets.
5. Results and Discussion
Table 2 shows the results. We report precision, recall, and F1 scores both on the
micro and macro level, but our main evaluation metric is macro F1.
TF-IDF (Verbs), the TF-IDF model that used n-grams of the verbs, and LSA
(400) did best. On the positive side, this performance (and that of all the VSMs
tested) is better than that of previously reported eﬀorts (see Section 6).
On the other hand, the best-performing VSMs did only slightly better than
the BOW or BOV models. These binary VSM models outperformed most of the
VSM models with more complex, dimensionality-reducing representations. Since
we expected that more complex VSMs might better reﬂect the legal factors and be
better able to minimize feature engineering eﬀort, this result was disappointing.
One way to explain these results is that our gold-standard corpus provides
labels at the document level while trade secret factors are usually discussed on a
sentence level, a problem also pointed out in [15]. Moreover, the labels are anno-
tated mainly to study the interaction of factors in the trade secret domain, and
there are some false negatives due to cases where the factor was mentioned but
not applied in the decision (e.g., the factor may have been discussed in a descrip-
tion of a case cited for other reasons.) In an ideal scenario, the document repre-
sentation should be able to ﬁlter-out noise and irrelevant case-speciﬁc information
from the raw text ﬁles and aggregate information that discusses the factors actu-
ally applied and the issues actually decided. This may require the identiﬁcation
of sentence role types such as court’s ﬁndings of fact. See [1, Chapter 11].
Table 3 shows the results of a best-performing model, TF-IDF (Verbs). Some
factors may not have enough examples from which to learn. There also are excep-
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Table 3. Results of a Best Model (TF-IDF Verbs)
Factor P R F1 # ts # tr Top 5 Features (n-grams)
Security-Measures 0.76 0.9 0.83 29 62 hinged, submitted, think, snap, sold,
Info-Independently-Generated 0.89 0.53 0.67 15 43 tying, not to compete, snap, provided, ﬁnd,
Disclosure-In-Negotiations 0.82 0.64 0.72 14 39 testiﬁed, not to compete, using, to develop, taken,
Agreed-Not-To-Disclose 0.78 0.44 0.56 16 38 to sell, sold, prevailing, hinged, design,
Brought-Tools 1 0.89 0.94 9 27 tying, disclosed, disclosing, hinged, aﬃrm,
Restricted-Materials-Used 1 0.33 0.5 15 27 not to compete, erred, sold, shows, prevailing,
Info-Known-To-Competitors 1 0.44 0.62 18 24 shows, said, making, had, found,
Identical-Products 1 0.71 0.83 7 23 manufacturing, testiﬁed, developed, said, argues,
Disclosure-In-Public-Forum 1 0.33 0.5 12 21 said, contend, sitting save, sitting save read, given,
Unique-Product 1 0.3 0.46 10 21 found, not to compete, said, became, appropriated,
Secrets-Disclosed-Outsiders 1 0.38 0.55 8 17 manufacturing, denied, disclosed, were, claimed,
Outsider-Disclosures-Restricted 1 0.5 0.67 4 15 ﬁnd, denied, sitting, submitted, desired,
No-Security-Measures 0 0 0 10 14 contained, said, think, found, selling,
Bribe-Employee 1 0.6 0.75 5 13 contend, enjoined, aﬃrmed, implied, think,
Deception 0 0 0 3 13 argues, were, developed, acquired, sitting,
Agreement-Not-Speciﬁc 1 0.33 0.5 3 12 contained, not to compete, concluded, contend, conclude,
Vertical-Knowledge 1 0.6 0.75 5 11 said, think, existed, employed, continued,
Competitive-Advantage 0.75 0.6 0.67 5 10 erred, cited, tying, disclosing, aﬃrmed,
Waiver-Of-Conﬁdentiality 1 0.25 0.4 4 9 disclosed, found, denied, contained, said,
Employee-Sole-Developer 1 1 1 1 8 found, ﬁnd, held, argues, aﬃrmed,
Info-Reverse-Engineered 1 0.6 0.75 5 7 testiﬁed, not to compete, reverse, contend, using,
Noncompetition-Agreement 1 0.67 0.8 3 6 denied, tied, think, concerning, referred,
Info-Obtainable-Elsewhere 0 0 0 1 6 found, to be, said, testiﬁed, using,
Invasive-Techniques 1 1 1 1 4 denied, were, developed, found, manufacturing,
Knew-Info-Conﬁdential 1 0.75 0.86 4 4 were, concerning, erred, claimed, known,
Info-Reverse-Engineerable 0 0 0 4 1 testiﬁed, denied, found, contained, using,
tions like [Employee-Sole-Developer] or [Invasive-Techniques] that resulted in per-
fect classiﬁcation despite the lack of training data and factors like [No-Security-
Measures] that resulted in F1 score of 0.0 despite having 24 examples cases in the
gold-standard corpus. We could explain this observation based on the fact that
we have another factor [Security-Measures] which is closely related to the [No-
Security-Measure] factor and might have caused some ambiguity for the classiﬁ-
cation. One could update the domain model based on this observation and merge
these two factors into a single binary factor that takes values True or False.
The ﬁve most predictive features for each factor in Table 3 indicate that
the SVM classiﬁer has learned some promising features. [Info-Independently-
Generated] and [Disclosure-In-Negotiations] each have the verb “not to compete”
with F1-scores of 0.67 and 0.72 respectively. These results shows some potential
for applying VSMs in the legal domain with minimal domain modeling.
6. Related Work
As noted, all of the VSM models outperformed the results reported by Ashley and
Bru¨ninghaus [4] with respect to the macro F1. In project SMILE, the researchers
tested three representation schemes trying to predict the factors from the IBP
corpus (of which VJAP’s case base is a subset) [4] [14]. The ﬁrst representation
(BOW) was a bag-of-words representation similar to that of our bag-of-words
VSM. In the second representation (RR), they replaced the parties and product
names with their roles in the case. The third representation (ProPs) utilized the
dependency parse results and converted each sentence within the case into (sub-
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ject, verb), (verb, object), (verb, prepositional phrase), and (verb, adjective) tu-
ples. They also performed additional processing to the negated verbs and passive
verb forms within each sentence. However, the results were suboptimal (reported
average F1=0.21) mainly due to the large dimensionality of the bag-of-words space
and the lack of training data for each factor. Wyner and Peters [15] tried to solve
this problem by starting from the description of the factors and using WordNet6
expansions and expert knowledge to generate factoroids, plausibly semantic terms
that are related to each factor. They used factoroids to generate rules as a part
of GATE system7 to annotate cases with respect to factors and pointed out the
utility of creating a gold-standard corpus for machine learning.
In e-discovery, unsupervised learning enables exploratory clustering of docu-
ments and selecting seed sets for supervised learning. For example, the Categorix
system clusters documents for review using PLSA, a probabilistic alternative to
LSA as we used [6]. In earlier work, Uyttendaele, et al. applied an unsupervised,
non-hierarchical clustering method and a TF-IDF vector space model like our
TF-IDF (Terms) VSM to group paragraphs in court opinions thematically for
purposes of summarization [7]. Schweighofer and Merkl applied self-organizing
maps, a kind of unsupervised neural network, to explore and cluster documents
in a corpus of European legal texts concerning public enterprises [8].
Lu, et al. clustered and segmented legal documents by topic in a huge corpus
including judicial opinions and statutes [9]. The clustering process, however, used
metadata unavailable to us including document citations, user behavior data,
and topical classiﬁcations, which do not appear to capture topical information as
detailed as trade secret factors. Winkels, et al. applied unsupervised learning to
identify natural clusters of case citations of statutes, (as opposed to clusters of
cases themselves as we do) for eventual use in a legal recommender context [10].
More recently, Panagis, et al. applied non-negative matrix factorization to a
large set of judgments from the EU Court of Justice and European Court of Hu-
man Rights and selected clusters using topic coherence via word2vec to study topic
drift over time [11]. Landthaler, et al. employed word embeddings (word2vec) in
extracting similar obligations from the text of an EU Data Protection Directive
94/46/EC (EU-DPD) and similar provisions from a collection of German rental
contracts [12]. We used NMF but did not employ word embeddings and leave it
for future work as a potential substitute for WordNet expansion. Most recently,
McCarty has called for an unsupervised approach to learning legal semantics in
a corpus of unannotated cases to generate structured case notes [13].
7. Conclusion and Future Work
We used Vector Space Models to identify legal factors in in trade secret misap-
propriation cases. Factors, complex categories that capture a claim’s substantive
strengths and weaknesses, are intermediaries between statutory legal elements
and cases’ particular facts. Our results show that with simple heuristics and oﬀ-
the-shelf components, one can detect some signal (i.e., features) for classifying
6https://wordnet.princeton.edu/
7https://gate.ac.uk/
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factors in case texts. Our VSMs performed better than a previously published
attempt at learning to identify factors in cases. On the other hand, our simplest
VSMs outperformed most of the more complex ones, suggesting that dimension-
ality reduction did not add much if anything to classiﬁcation performance.
We will study the latent dimensions learned by LSA, LDA, NMF, or HDP,
to ﬁnd mappings between what the model learns and legal factors. For example,
one of the LSA model’s latent dimensions contains the following verbs ordered by
frequency: was used, was acquired, and to make, produce, obtain, manufacture,
solicit, determine, establish, develop, show, prevent, design, gain, compete, treat,
and enjoin. This latent dimension is related to the [Information-Used] branch of
the domain model (Figure 1). One may learn a frequency, top-n threshold, or
heuristic to identify factors with a ﬁner granularity under this branch.
Such methods may pre-process case texts with factor-related information, so
that human reviewers can conﬁrm factor classiﬁcations more eﬃciently.
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Abstract. This paper presents a concept recognition system for European and na-
tional legislation. Current named entity recognition (NER) systems do not focus
on identifying concepts which are essential for interpretation and harmonization of
European and national law. We utilized the IATE (Inter-Active Terminology for Eu-
rope) vocabulary, a state-of-the-art named entity recognition system and Wikipedia
to generate an annotated corpus for concept recognition. We applied conditional
random ﬁelds (CRF) to identify concepts on a corpus of European directives and
Statutory Instruments (SIs) of the United Kingdom. The CRF-based concept recog-
nition system achieved an F1 score of 0.71 over the combined corpus of directives
and SIs. Our results indicate the usability of a CRF-based learning system over
dictionary tagging and state-of-the-art methods.
Keywords. Concept Recognition, European Law, Information Retrieval
1. Introduction
With the increasing volume of European and national legislation available online, the
identiﬁcation of domain concepts in legal texts is very important for the development
of legal information retrieval systems. The identiﬁcation of domain concepts provides
a deeper insight into the interpretation and understanding of texts. The recognition of
concepts in legal texts would also be useful for the harmonization and integration of Eu-
ropean and national law. Research in this domain has mainly focused on identiﬁcation of
named entities like person, organization and location names. However, European and na-
tional legislation contains very few instances of named entities. They primarily comprise
legal and domain-speciﬁc jargon which can be represented by concepts.
In this paper, we develop a system for concept recognition in European directives
and national law (statutory instruments of the United Kingdom). The concept recognition
system was used for automatically identifying concepts in a corpus of 2884 directives
and 2884 SIs. We generated an annotated corpus using a semi-supervised approach to
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save human effort and time for evaluation of our system. Further, we also generated a
mapping to link similar terms in directives and SIs under the same concept.
The rest of the paper is organized as follows. In the next section, we discuss the
related work. Section 3 describes the concept recognition system. Section 4 discusses the
results and analysis. The paper concludes in Section 5.
2. Related Work
Related work is mainly focused in the domain of named entity recognition (NER) sys-
tems. In [1], the authors developed a legal named entity recognizer and linker by aligning
YAGO2 (WordNet-and Wikipedia-based ontology) and the LKIF ontology. The align-
ment was carried out manually by mapping a concept node in LKIF to its equivalent
in YAGO. They utilized different models like support vector machines (SVM), Stan-
ford Named Entity Recognizer (NER) [4], and neural networks and evaluated the system
on a small sample of judgements from the European Court of Human Rights (ECHR).
Their results indicate that the LKIF level of generalization is not suitable for named en-
tity recognition and classiﬁcation as their system was unable to distinguish between the
classes deﬁned in LKIF. However, their NER system achieved a better performance while
distinguishing YAGO classes. The authors in [3] developed a named entity recognition
and classiﬁcation system to recognize entities like judges, attorneys, companies, courts
and jurisdictions in US case law, depositions, pleadings and other trial documents. They
utilized dictionary lookup, contextual pattern rules and statistical models for identifying
named entities. The NER system was trained using a SVM classiﬁer and evaluated on
manually and automatically acquired training datasets of case law. The authors in [2]
developed a NER system using AdaBoost. The system uses a window, along with a set
of features (part-of-speech tags and dictionary of words) to capture the local context of
a word. Current NER systems are based on conditional random ﬁelds (CRF) [5], which
allow to train a unique model for the classiﬁcation and recognition of named entities.
In [4], the authors developed a CRF which used Gibbs sampling instead of the standard
Viterbi algorithm. They demonstrated that the use of Gibbs sampling allowed the system
to distinguish between mentions of organization or person on the basis of context, thus
enforcing label consistency.
3. Concept Recognition System
In this section, we describe the concept recognition system for European and national
law. In the legal domain, concepts are generally represented using ontologies or vocab-
ularies. Previous NER systems (based on the concepts represented in the LKIF ontol-
ogy) demonstrated that the LKIF level of generalization was not suitable [1]. This is be-
cause NER systems could not clearly distinguish between the classes deﬁned in LKIF.
Therefore, in this paper we investigate the use of vocabularies for developing our concept
recognition system. We utilize Inter-Active Terminology for Europe 3 (IATE), which is
the EU’s inter-institutional terminology database. IATE consists of 1.3 million entries in
2http://www.yago-knowledge.org/
3http://iate.europa.eu
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English. Every entry (concept) in IATE is mapped to a subject domain. We ﬁltered out
some irrelevant entries in IATE (stopwords and concepts mapped to ’NO DOMAIN’).
We utilized a corpus of 2884 directives and 2884 statutory instruments for our exper-
iments. Since training data was not available, we utilized a semi-supervised approach to
generate an annotated corpus. The development of NER or concept recognition systems
require a large amount of manually annotated datasets, which are expensive to obtain. We
manually annotated a few documents with IATE subject domains. Then we developed a
dictionary lookup program to tag terms (both words and phrases) in the text with IATE
subject domains. Each term in the text was compared to entries in the IATE vocabulary
and matching terms were tagged with the relevant subject domains. Table5 shows some
examples of these terms and subject domains. We also used spaCy4, a state-of-the-art
NER system to annotate time, date and monetary units. We ﬁltered out irrelevant candi-
date entities by using Dexter [7], a Wikipedia entity linker.5 Then, we annotated all the
documents in the corpus. After generating the annotated corpus for both directives and
SIs we divided each dataset into an 80% training (2307 documents) and a 20% test set
(577 documents) to build the concept recognition system. The combined corpus com-
prised 80% training set (2307 directives + 2307 SIs) and 20% test set (577 directives +
577 SIs). Table 1 shows the number of documents, tokens and vocabulary size for both
the directive and SI datasets, respectively. We observe that SIs have a much larger vocab-
ulary than directives. We utilized conditional random ﬁelds (CRFs) to build our concept
Table 1. Number of documents, number of tokens and the vocabulary size (|V|) for directives (left) and SIs
(right). We computed |Vtotal | as |Vtrain|+ |Vtest |− |Vtrain ∩Vtest |
Dataset # docs # tokens |V|
Train 2,307 4,646,286 24,522
Test 577 1,226,338 14,127
Total 2,884 5,872,624 38,649
Dataset # docs # tokens |V|
Train 2,307 4,189,157 83,172
Test 577 1,096,246 33,757
Total 2,884 5,285,403 116,929
recognition system as they have been known to work well in tasks which require labeling
sequence data (especially natural language text). They are discriminative probabilistic
models where each observation is a token from a sentence and the corresponding label
(tag of subject domain or entity) represents the state sequence. We utilize the follow-
ing features for our CRF model: word sufﬁx, word identity (whether a word represents
a subject domain/named-entity or not), word shape (captialized, lowercase or numeric)
and part-of-speech (POS) tags. We used the limited-memory BFGS training algorithm
with L1+L2 regularization.
4. Results and Analysis
In this section, we present the results of our system. Table 2 reports the F1 score of
our CRF-based concept recognition model for each subject domain and entity class. We
observe that all IATE subject domains are clearly distinguished due to the achievement
of a reasonable F1 score for each domain for each corpus. The lower F1 score of do-
main ’INTERNATIONAL ORGANISATIONS’ and named entities like ’QUANTITY’,
’MONEY’ and ’ORDINAL’ is explained by a smaller number of tagged tokens, resulting
4https://spacy.io/
5Wikipedia Entity Linkers ﬁnd named entities in the text that can be linked to a Wikipedia page.
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in only a few training instances The other subject domains had sufﬁcient training data
and therefore were classiﬁed with a higher F1 score. These results also indicate that Eu-
ropean and national legislation consist of very few named entities and are therefore more
suited for concept recognition.
Table 2. Results (F1 score) for concept recognition for each class by the CRF-based concept recognition
system
Tag name Directives SIs Directives + SIs
IATE Subject Domains
FINANCE 0.68 0.62 0.62
POLITICS 0.70 0.74 0.71
ENVIRONMENT 0.68 0.41 0.66
EDUCATION AND COMMUNICATIONS 0.68 0.72 0.71
LAW 0.92 0.81 0.89
INTERNATIONAL ORGANISATIONS 0.52 0.14 0.32
EMPLOYMENT AND WORKING CONDITIONS 0.70 0.68 0.70
AGRI-FOODSTUFFS 0.75 0.73 0.68
INDUSTRY 0.67 0.45 0.60
PRODUCTION TECHNOLOGY AND RESEARCH 0.69 0.67 0.69
BUSINESS AND COMPETITION 0.78 0.77 0.77
ENERGY 0.81 0.50 0.74
TRANSPORT 0.59 0.60 0.58
EUROPEAN UNION 0.79 0.77 0.76
AGRICULTURE FORESTRY AND FISHERIES 0.70 0.58 0.64
SOCIAL QUESTIONS 0.68 0.65 0.66
ECONOMICS 0.66 0.57 0.68
GEOGRAPHY 0.52 0.76 0.75
INTERNATIONAL RELATIONS 0.70 0.59 0.59
SCIENCE 0.60 0.48 0.59
TRADE 0.77 0.66 0.76
spaCy Named Entities
QUANTITY 0.00 0.00 0.00
MONEY 0.00 0.00 0.00
ORDINAL 0.00 0.00 0.00
TIME 0.62 0.00 0.60
DATE 0.00 0.19 0.47
Table 3. Results of concept recognition with CRF model and comparison with a baseline (“Most frequent
class”) and the Stanford NER model
Corpus System Precision Recall F1 score
Directive Corpus
Most frequent class 0.74 0.53 0.61
CRF 0.80 0.71 0.75
Stanford NER 0.80 0.71 0.75
SIs Corpus
Most frequent class 0.61 0.40 0.48
CRF 0.73 0.61 0.66
Stanford NER 0.68 0.53 0.59
Combined Corpus (Directives + SIs)
Most frequent class 0.66 0.47 0.54
CRF 0.76 0.68 0.71
Stanford NER ** (did not ﬁnish training) ** **
The average F1 scores of our CRF-based concept recognition system for directive, SI
and combined corpus were 0.75, 0.66 and 0.71 respectively (Table 3). We also compare
the performance of the CRF with a baseline method (the “Most frequent class” model).
We observe that the CRF outperforms the baseline model. This is because the baseline
model does not take into account the context information for a particular token while as-
signing it to a class. We also compared the CRF with Stanford NER for both the directive
corpus and the SIs corpus. The CRF model had similar performance to the Stanford NER
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in the directive corpus. However, it outperformed the Stanford NER in the SIs corpus
by achieving a higher F1 score. For the combined corpus,the Stanford NER was still in
training and we could not record the results in time (Stanford NER takes several days for
training, perhaps due to use of long n-gram sequences). These runs are indicated by **
in Table 3. Our CRF system did not include n-gram features.
One drawback of using dictionary tagging to annotate a corpus is that some terms
are missed and not tagged due to inconsistent rules to accommodate different phrases
and tokenization errors. In the IATE dictionary, an entry, e.g., ’integrated energy perfor-
mance’, is linked to a subject domain, e.g., ’INDUSTRY’. Table 4 presents an example
sentence with tagged labels of the IATE dictionary and predicted CRF labels. The CRF
classiﬁes both ’energy’ and ’performance’ to the ’INDUSTRY’ subject domain, whereas
the dictionary missed them. This is because the dictionary lookup utilizes state-of-the-art
tokenizers which may not be 100% accurate and may lead to an incorrect tokenization,
thus resulting in a mismatch. The CRF on the other hand, had some training instances
from which it learns that the terms ’energy’ and ’performance’ are related to ’INDUS-
TRY’. Thus it was able to correctly classify them. Therefore, training a CRF model is
advantageous also on automatically annotated corpora because it can improve the tag-
ging of the dictionary by learning these semantic relations between terms and subject
domains. Thus, it can be used to improve the quality of annotations and develop a better
gold standard for further work.
Table 4. Comparison of CRF output with the dictionary tagging
CRF predicted labels Dictionary
calculation O O
of O O
the O O
integrated O O
energy INDUSTRY O
performance INDUSTRY O
of O O
buildings O O
In order to utilize the concept recognition system, it is important to align similar
terms across European and national law. This semantic alignment of terms is highly use-
ful for legal professionals to understand the differences in terminologies at the European
and national level. The concept recognition system generates a large collection of terms
under each subject domain from both directives and statutory instruments. We divided
the terms under each subject domain into two lists: directive terms and SI terms. We
computed the set difference of these two lists to obtain a list of terms present in the di-
rectives but not in the SIs. Similarly, we also obtained a list of terms present in SIs but
not in the directives. We then computed text similarity (using Levenshtein distance) to
ﬁnd the most semantically similar term in the SIs (but not present in the directives) for
a particular term in the directive. Table 5 shows a few examples of such terms. In future
work, we intend to use the mapping of such terms to extend our text similarity system of
detecting also transposing provisions for EU directives [6].
5. Conclusion
In this paper, we developed and evaluated a CRF-based concept recognition system for
European and national law. We generated a labeled corpus of directives and statutory
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Table 5. Aligned terms from European and national law
Subject Domain Aligned terms (Directive→SIs)
EMPLOYMENT AND WORKING CONDITIONS
professional qualiﬁcation→vocational qualiﬁcation
seniority→job security
occupational disease→industrial disease
FINANCE
life assurance→endowment assurance
ﬁnancial institution→ﬁnancial administration
dividend→tax on dividends
instruments with subject domains of the IATE vocabulary, Wikipedia and a state-of-the-
art named entity recognition system. We evaluated the system on both a European and
national law corpus and analyzed its performance with respect to a baseline model and
the Stanford NER tagger. Our results indicate that the concept recognition system is able
to identify concepts in both directives and UK statutory instruments with a F1 score of
0.71 over the combined corpus. It can also be used to iteratively improve the dictionary-
lookup based tagging from IATE. We also demonstrated that concept recognition sys-
tems are useful to align legal terminology at European and national level to assist legal
practitioners and domain experts.
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