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Deep Gaussian process (DGP) models are multi-layered hierarchical generalizations of
the well-known Gaussian process (GP) models widely used to construct surrogate models of
aerodynamic quantities of interest. Combining the desirable features of GP models and deep
neural networks (DNN), DGP models are known to perform well when training data is scarce
and the behavior of the system response is highly non-stationary. In this paper, the performance
ofDGPmodels is evaluated againstGPmodels. Detailed comparisons aremade and conclusions
are drawn in terms of training time, data requirements, predictive error, and robustness to
choice of training design of experiments, among other metrics. Additionally, sensitivity and
scalability analyses are conducted for the DGP models to evaluate their usability. Finally, an
adaptive construction of both models is presented, where the models are built sequentially by
selecting points that maximize posterior variance. Several experiments are conducted with
canonical test functions at varying input dimensions and a viscous transonic airfoil test case
at 42 input dimensions. The experiments suggest that DGP models outperform traditional GP
models in terms of accuracy but incur higher computational costs for training.
I. Introduction
The design of complex engineering systems, from conceptualization to commercialization, is expensive. For
example, systems such as aircraft/rotorcraft/spacecraft can take 15 to 30 years and cost billions of U.S. dollars to design
and manufacture. Most of the cost is associated with building a prototype and testing it in a physical experimental setup.
Under this paradigm, most of the knowledge about the product is gained after testing the prototype, at which point
making any design changes costs time and money. Another consequence of such practice is that it limits the number
of alternatives that can be evaluated throughout the design process. The advent and growth in supercomputing has
helped mitigate this problem to some extent by allowing one to simulate the system’s physics using high-fidelity (HF)
mathematical models. Such models are typically based on conservation laws and solve a coupled non-linear system of
partial differential equations on a discretized spatio-temporal domain. While HF models may offer a cheaper alternative
to physical testing, many challenges and limitations as to their use remain to be addressed. For instance, models that
capture the complex flight physics accurately typically take several days to solve one design configuration, even on a
supercomputer. Since exploring the high-dimensional design space could involve 1000s of such simulations, their use in
such a context is currently not feasible. A paradigm shift in the existing design process is necessary, that if successful,
could result in cheaper, faster and hence more efficient engineering design cycles. A common solution is to replace the
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actual model with a computationally cheaper, simplified model called a surrogate model. Ideally, a surrogate model
trades a relatively small amount of accuracy for significantly larger gains in computational efficiency thereby enabling
reliable, real-time decision making during early stages of aerospace design.
This paper focuses specifically on constructing surrogate models for aerodynamic quantities of interest (QoI) such
as pressure, lift, drag and moment coefficients. These quantities capture the aerodynamic performance of an aircraft
and are dependent on the operating flight conditions and the aerodynamic shape of the aircraft outer mold line (OML)
that typically requires high-dimensional parameterization. An efficient surrogate model in this context enables one
to design the optimal OML for a range of flight conditions. However, the construction of efficient surrogate models
for aerodynamic QoI face several challenges. First, the behavior of the system response can be highly non-linear and
display localized variability. Second, queries to the HF model to generate training data are expensive, hence limiting the
size of the training dataset. Finally, the appropriate design of experiments (DOE) to generate the training data is hard to
determine apriori. Given these challenges, there is a need for an approach that is robust to training dataset size and
DOE, in addition to having flexibility to approximate a wide range of input-output relationships.
This work evaluates the performance of deep Gaussian process (DGP) [1] models as a potential alternative for
surrogate modeling in aerospace design due to their promise in overcoming the aforementioned challenges. DGP
models are hierarchical, multi-layered generalizations of Gaussian process (GP) models and have a similar architecture
as deep neural networks (DNN). Therefore they share the stochastic properties of GPs, while also allowing composing
them across layers similar to DNNs. The suitability of DGPs for non-stationary responses has been demonstrated by
Damianou et al [1, 2] and Vafa [3] with both synthetic and real datasets. There has also been recent efforts [4] to
approximate non-stationary responses using clustering and local gaussian process regressions. Bui et al. [5] showed that
DGPs can outperform competing methods (GPs and Bayesian NNs) on select regression problems. DNN performs very
well when large amount of data is available. However, data in aerospace design is typically generated from expensive
experiments and hence are typically limited in their size. Therefore, surrogate modeling techniques that are robust with
small data and flexible in approximating a wide-range of response behaviors are needed. Salimbeni and Deisenroth [6]
have demonstrated on sample regression and classification problems that adding layers (and thereby complexity) to
the DGP model did not result in overfitting, even with small and medium sized datasets. The only known application
of DGP to aerospace applications is by Hebbal et al. [7], where they use a multi-objective expected improvement
criterion for Bayesian optimization in rocket booster design. The application and benefits of DGPs over more traditional
aerodynamic surrogate modeling techniques have not been investigated before. To address this gap this work compares
the performance of DGPs against regular GPs and focuses on evaluating training time, training dataset size requirement,
and model accuracy among other metrics. Additionally, the scalability of DGPs in higher dimensions and its sensitivity
to hyperparameters are also evaluated in this paper for which limited work currently exists in the literature to the best
of our knowledge. As such, this paper represents the first effort to evaluate DGPs as a surrogate model for aerospace
design problems involving high-dimensional input parametrization and finite computational resources. The proposed
approach is benchmarked for performance and training time against GP models.
The rest of the paper is organized as follows. The background material and theoretical basis of GP and DGP models
are reviewed in section II. The experimental test case and associated parametrization is presented in section III. The
results are presented on canonical test functions followed by the airfoil test cases in section IV. The paper finally
concludes with a summary of the results and an outlook on future work.
II. Overview of Gaussian Process and Deep Gaussian Process Models
This section provides an overview of the theory behind GPs and DGP and insight into some challenges associated
with the estimation of DGP model parameters.
A. Gaussian Process Regression
Let the inputs and observations of a physical/computer experiment be x ∈ Rp and y(x) ∈ R, respectively. Then a GP
model assumes that
y(x) = f (x) + z(x) + ε, (1)
where z(x) ∼ GP(0, σ2r(·)) is a zero-meanGP with constant variance σ2 and correlation structure r(·), and ε is assumed
to be a Gaussian white noise. A parametrized function specifying the correlation structure is referred to as the kernel
function denoted by k(·, ·; θ)), where θ are the parameters; we use r() and k() interchangably through the rest of the
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paper. The unknown (deterministic) function f (x) can be specified as a parametrized function but a common approach
is to integrate it out to form the marginal likelihood distribution given as
p(y |x) =
∫
p(y | f (x), x)p( f (x))df, (2)
The conjugacy property of GP models leads to a closed-form expression for the marginal likelihood which makes it
amenable to be estimated with conventional optimization techniques. However, this is not possible in DGP models as
will be shown in section II.B. One of the key ingredients of GP models is the choice of the kernel; this work uses the
radial basis function (RBF) kernel.
B. Deep Gaussian Process Regression
Fig. 1 Schematic of a Deep Gaussian Process (DGP) network
A schematic representation of a DGP model is shown in Figure 1 with L − 1 hidden layers and 1 hidden unit per
layer. hi is the ith hidden layer and is mapped to hidden layer hi−1 via a latent function fi , which is a GP. In other words,
each hidden layer is a composition of a GP that maps it to the previous hidden layer thereby establishing the relationship
between the inputs and outputs as
y(x) = fL ( fL−1 (. . . f1(x))) + ε, (3)
where each fi ∼ GP(µi, σ2i r(·, ·; θi)) with parameters {µi, σ
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i , θi} and ε is again Gaussian white noise noise. The




p(y |hL)p(hL |hL−1) . . . p(h1 |x)dh1 . . . dhL−1 (4)
The integral in (4) does not have a closed-form expression similar to GP due to the non-linear dependence of the
kernels of the probability densities on the hidden layers. Additionally, the numerical approximation can be intractable as
the number of hidden layers/units increase. This is the fundamental challenge associated with the estimation of DGP
models compared to regular GP models. Practical estimation methods for DGP include variational inference (VI) [8] or
statistical sampling such as the Markov Chain Monte Carlo (MCMC) method [9].
III. Canonical Problems and Test Case
A. Canonical Problems
For initial testing in Section IV, the Himmelblau and Branin two-dimensional functions are utilized whereas the
Ackley and Trid functions is used to demonstrate the scalability of DGP models for higher dimensions. While they
are commonly available and frequently used for testing surrogate model accuracy, the descriptions and definitions
from the Simon Fraser University’s Virtual Library of Simulation Experiments ∗ are used in this work. Details about
these test functions are provided in Appendix V as well. The OTL circuit function is used as a candidate engineering
canonical problem for testing static DOE cases and adaptive sampling. The OTL Circuit function models an output
transformerless push-pull circuit. The response Vm is the midpoint voltage. The input consists of six dimensions. The
input variables are [Rb1, Rb2, Rf , Rc1, Rc2, β] and their usual input ranges are given by the following bounds: lower
∗https://www.sfu.ca/~ssurjano/optimization.html
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bound = [50, 25, 0.5, 1.2, 0.25, 50], upper bound = [150, 70, 3, 2.5, 1.2, 300]. The analytical form of this function is
given by the following equation:
Vm(x) =
(Vb1 + 0.74) β (Rc2 + 9)
β(Rc2 + 9) + Rf
+
11.35Rf
β(Rc2 + 9) + Rf
+
0.74Rf β (Rc2 + 9)
(β(Rc2 + 9) + Rf )Rc1




B. Test Case and Parameterization
One of the main goals of this work is to construct surrogate models of the relationship between aerodynamic QoI,
the operating flight conditions and the OML shape parameters of the aerodynamic object. Doing so first requires
parameterizing the airfoil shape which is non-trivial, specifically due to regions such as the rounded leading edge
(that could lead to infinite slope) and the sharp trailing edge (which could lead to a discontinuity). Consequently,
parameterization that can accurately approximate any airfoil shape while also keeping the number of parameters minimal
and exhibiting smooth variation to parameter changes is desired.
Fig. 2 Variation of airfoil shape (left) and lift/drag coefficients (right) in data set (M = 0.75, Re = 106, AoA =
0o)
For scenarios with higher number of input design parameters, a 2-D airfoil shape design test problem is chosen. In
this problem, the shape of the airfoil is parameterized by the mean camber position and the thickness at 22 longitudinal
positions. This information is used to define total 42 points on an airfoil; 20 upper, 20 lower, leading edge and trailing
edge points. The 22 fixed chordwise coordinates were clustered near both leading and trailing edges. For each airfoil
shape, the non-dimensional lift and drag coefficients are calculated using XFOIL [10]. A total of over 600 airfoil shapes
are evaluated at Mach number 0.75, Reynolds number 6 × 106 and angle of attack 0o. The non-dimensional lift and
drag coefficients are available to train and tune the surrogate models. The total variation of the airfoil among all the
600 shapes used in this work is shown in Figure 2 with the corresponding variations in lift and drag coefficients. It is
noted that there are other methods that can also be used to parameterize airfoils such as those by Ghosh et al. [11], or
class shape transofrmations (CST) [12, 13], A similar setup has been used in previous work [14, 15] for fitting a neural
network models for predicting airfoil lift coefficient and other properties.
IV. Implementation and Results
In this section, the results obtained from the application of DGP to various canonical problems using a static design
of experiments is demonstrated. Further, the comparison of GP and DGP in an adaptive sampling context is provided for
canonical engineering problems and the aerodynamic test case outlined in section III. In each case, the comparison is
made between DGP and traditional GP using the same set of training points and the same kernel function. Additionally,
the computational cost in the form of training time (wall time) is also compared for both sets of models. Figure 3 shows
the progression of experiments carried out in the evaluation of DGP as candidate surrogate model for high-dimensional
problems of interest.
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Fig. 3 Progression of experiments for DGP evaluation demonstrated in the paper
While Deep GP is a relatively newer surrogate model, there are various implementations publicly available. Among
the most popular implementations is PyDeepGP from the Sheffield Machine Learning Group†. This implementation
contains three main hyperparameters – the number of hidden layers, the number of hidden units (called latent
units) per layer, and the number of inducing points. Unlike DNN models or other models with deep architectures,
typically the number of hidden layers vary from 1 to 5. The number of latent units also vary from 1 to 5 in previous
implementations [1, 3, 5]. The number of inducing points affects the speed of the implementation significantly and
there is no clear guidance as to the appropriate number of inducing points [6]. Through grid search and trial and error
on the bounds, the number of inducing points in this work is varied from 25% to 200% of the size of the training data
set whereas the number of layers and latent units is varied between [1, 2]. The following sections describe the results
obtained from these experiments and their implication on the utility of DGP models.
A. Canonical 2-D Problems
The first set of experiments conducted consider the application of DGP on popular regression benchmarks for 2-D
functions. The Himmelblau and Branin test functions are used in this work. For each of these functions, GP and DGP
(1-layer and 2-layer variants) models are trained using increasing number of training points (each obtained using a static
latin hypercube design of experiments). In each case, the trained models are tested on a set of one hundred test points
the absolute root mean square error is obtained. Both the models are trained multiple times and the errors are averaged
over all the runs to ensure the effect of stochasticity is accounted for. The computational cost in terms of the wall time
required for training the models is also measured for comparison purposes.
1. Himmelblau Function
A comparison of GP and DGP is first performed for the Himmelblau test function. More details about this
2-dimensional function are provided in Appendix V. For the Himmelblau test function, as seen in Figures 4a and 4b, it
is observed that, as the number of training points increases, the DGP models with 2 layers perform better than the GP
†https://github.com/SheffieldML/PyDeepGP
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and DGP with 1 layer. The training cost for both variants of DGP models is higher than GPs’, which remains relatively
constant for this problem even as the number of training points increases considerably. The overall difference in the
performance is however, not markedly significant between GP and DGP (especially with a single hidden layer).
(a) Variation of the averaged absolute RMS error with
increasing training points
(b) Variation of the averaged training time with increas-
ing training points
Fig. 4 RMS error and Training time comparisons between GP and DGP for Himmelblau problem
2. Branin Function
In this section, a comparison of GP and DGP is performed for the Branin test function. More details about this
2-dimensional function are provided in Appendix V. For the Branin function, as seen from Figures 5a and 5b, both DGP
models exhibit better averaged absolute RMS error than GP models but perform worse than GP in terms of training
time with the 2-layer DGP performing considerably worse than the 1-layer DGP. For high number of training points,
both variants of DGP perform very well and are almost indistinguishable from each other. The training time however,
gets progressively worse as the number of training points increases. This is a general trend that is observed in both the
canonical problems explored here as well as in work reported in literature.
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(a) Variation of the averaged absolute RMS error with
increasing training points
(b) Variation of the averaged training time with increas-
ing training points
Fig. 5 RMS error and Training time comparisons between GP and DGP for Branin problem
As is evident from both these canonical problems, DGP surrogate models hold significant promise in terms of
their enhanced performance over traditional GP models, albeit at the cost of additional training time. Due to these
reasons, it is important to explore and understand the scalability of DGP models as well as their sensitivity to model
hyperparameters in order to use them in the most efficient manner.
B. Scalability Analysis
The next experiment conducted consists of understanding how DGP models scale with higher number of dimensions.
The scalability of GPs has been a subject of prior research (Ghosh et al. [16], Eriksson et al. [17], Wilson et al. [18]).
However, there has been limited research on scalability of DGPs. The scalability of the method with increased number
of dimensions is an important indicator of whether its applications to turbomachinery design problem for example,
which have hundreds of design variables. For this purpose, two canonical n-dimensional test functions - Ackley and Trid
are utilized. For each function, the number of dimensions can be increased from 2 to n. In each case, for a fixed number
of training points (100), DGP models with various hyperparameters (hidden layers, latent units, and inducing points) and
an increasing number of dimensions are trained. The measurement of the RMS error is normalized for this particular
experiment. This is done because, with increase in the number of dimensions for these functions, the absolute values of
the function response are higher. Therefore, it would not be a fair comparison if the absolute RMS error were compared.
The average training time is also compared for each case to understand how the training time scales with dimensions.
Figure 6 illustrates the normalized RMS error for the validation points with increasing dimensionality of the
Ackley function. As observed from the figure, the normalized error decreases with higher dimensionality for all
hyperparameter settings. There is very little difference between the trends and values of the normalized error for the
different hyperparameter settings explored in this problem.
7
Fig. 6 Root-mean-square validation error for DGP model of Ackley function with increasing dimensionality
Figure 7 shows that the training time remains reasonably constant for a particular level of inducing points as the
number of dimensions increases for the Ackley function. Increasing the number of inducing points, however, leads to a
noticeable increase in training time. Thus, for a fixed set of hyperparameters and fixed number of training points, as the
number of dimensions is increased, the training time remains relatively constant.
Similar to the analysis conducted on the Ackley function, Appendix V contains the scalability results obtained for
the Trid canonical function. The same trends are observed in the results for this function indicating that DGP models
scale well for higher dimensional problems. Indeed, an interesting trend observed for the two test problems to which
DGP has been applied is that higher dimensional problems had a lower normalized error compared to lower dimensional
problems. This indicates that DGP is possibly a more suitable model for higher dimensional problems, performing
better as the dimensionality increases. For both functions, it was seen that the training time, under this scalability test, is
reasonably independent of the hyperparameters (other than the number of inducing points, which has a slight effect on
the training time).
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Fig. 7 Scalability of Ackley function with increasing dimensionality
C. Sensitivity to Hyperparameters
While DGP models are demonstrated to be scalable to higher dimensions, they are sensitive to the choice of
hyperparameters. For a DGP model, the main hyperparameters affecting the model are the number of hidden layers,
the number of units, and the number of inducing points (used in the inference). The combination of these parameters
can have an impact on the eventual accuracy and applicability of the method. Therefore, in this section, a methodical
approach is undertaken to quantify the sensitivity of the DGP models with respect to these hyperparameters using
the canonical functions presented in the section above. In each case, DGP models are trained for the respective
function using two different number of training points (50 and 100). For each level of training points, a sweep of the
hyperparameter space in the form of a design of experiments (DOE) is conducted along with multiple repetitions at each
level. The results obtained from this study are plotted in the figures below. Table 1 outlines the DOE that is executed for
the sensitivity analysis. Thus, for each test function, a total of 256 DGP models were trained and validated.
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Table 1 Details of design-of-experiments for hyperparameter sensitivity analysis
Parameter Options / Levels
Number of Hidden Layers [1, 2]
Number of Latent Units [1, 2]
Number of Inducing Points [75, 125, 175, 225]
Number of Training Points [50, 100]
Number of Repetitions 8
Figure 8 indicates the variability in the validation error for the Himmelblau function using 100 training points. As is
evident, the performance of the model varies for different hyperparameter settings. Overall, with a single hidden layer,
two latent units generally produce better models than one latent unit for all inducing point settings. This trend is flipped
in the two hidden layer models where models with one latent unit outperforms models with two latent units. There is no
clear advantage of using more inducing points for this problem within the range of values experimented. It is noted that
the best DGP model for 100 training points (which was the model with 2 hidden layers in Figure 4a) is approximately
equal to 18 which would be in the lower end of the box plots shown in Figure 8. It is generally observed that two hidden
layer models would be better suited for the Himmelblau test function.
Fig. 8 Sensitivity Analysis for the Himmelblau Test function using 100 training points
For the Branin test function, as observed in Figure 9, the error is slightly higher for all models with a single hidden
layer than those with two hidden layers. Models with with single latent units particularly perform poorly for one hidden
layer models. Models with higher number of inducing points generally have a tighter distribution in the error for the
two-layer variant but the high number of inducing points does not provide any advantage for this problem. It is noted
that the best DGP model for 100 training points (which was the model with both 1 and 2 hidden layers in Figure 5a) is
approximately equal to 0.02 which would be in the lower end of the box plots shown in Figure 8.
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Fig. 9 Sensitivity Analysis for the Branin Test function using 100 training points
An important observation made during these sensitivity experiments is that the number of inducing points chosen
seems to have the most impact on whether a good performing model can be obtained. If the number of inducing points
is not sufficient, the model tends to under fit the data, no matter the number of training points. If the inducing points are
too many, then the training time increases rapidly and the performance does not necessarily improve in the same manner.
An observation regarding inducing points is that the number of inducing points required is at least equal to the number
of training points and usually slightly higher values worked better. Higher dimensional problems generally performed
better with higher number of inducing points. Beyond these, no obvious trends could be observed across the different
problems to inform the optimal number of inducing points to be used.
The number of hidden layers and latent units was tested only at two values, 1 and 2, based on previous published
literature related to DGP. Among the four combinatorial possibilities of hidden layers and latent units ([1, 1], [1, 2],
[2, 1], [2, 2]), both extremes ([1, 1], [2, 2]) usually performed worse. For the lower dimensional canonical problem,
models with a single latent unit and single hidden layer had an erratic behavior in the validation error performance.
Generally, the trends in performance of the best model for a given number of training points is the same across all four
combinations of hidden layers and latent units. Bringing together all the aspects of hyperparameter sensitivity, it can be
observed that the performance of DGP is dependent on the hyperparameter settings. However, the nature and behavior of
this dependency is not clear. Examining the changes one hyperparameter at a time does not yield any interesting insight.
D. Canonical Engineering Problem
The next set of experiments conducted with DGP models involved canonical engineering problems. In this section,
the results obtained from DGP and GP models for the canonical OTL Circuit problem are presented (details about the
canonical problem are provided in Appendix V). The function models an output transformerless push-pull circuit and
consists of one output and six input dimensions. For this problem, multiple DGP and GP models are trained using a set
of training points and the root mean square error on a completely different set of one thousand test points is evaluated.
The number of training points is successively increased beginning with 25 training points and the model is trained up to
a maximum of 95 training points. For each subset of the training data, GP and DGP models are trained multiple times to
account for stochasticity in the training process. In addition, for DGP models, as there are multiple choices available
for hyperparameter settings, each DGP model is trained for eight hyperparameter settings (full-factorial combinations
of nlayers = [1, 2], nlatent = [1, 2], ninducing = [75, 150]). Figures 10 and 11 show respectively, the RMS error and
training time required for each of the models at each training point setting.
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Fig. 10 Average RMS error for each surrogate model with increasing number of training points
Because there are multiple models being trained (repetitions for GP, repetitions and hyperparameter choices for
DGP), at each training point setting, the average error and training time are computed. The shaded region represents the
spread of values obtained at the same training point setting for different models. It is apparent that there is a larger
spread among the values of DGP models as the different hyperparameter settings can significantly affect the model
quality. For each training point setting in this 6-dimensional problem, DGP models perform better than GP models
throughout. The overall trend observed for both models is that the performance improves as the number of training
points increases, although this is more pronounced for DGP than GP.
Fig. 11 Average training time required for each surrogate model on a natural log scale with increasing number
of training points.
In terms of training time, it is observed that DGP models have a significantly worse computational performance
than GP models for the same number of training points. The average training time does not increase noticeably for
DGP for higher number of training points whereas it increases by an order of magnitude for GP models. These results
indicate that, for the canonical engineering problem, the cost of DGP models is higher throughout than that of GP
models. Table 2 shows the results of the best model obtained at each training point setting for each of the two types of
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25 0.124 0.094 24% 0.514 159.2 -30,872% 3×10−3
30 0.115 0.056 51% 0.341 80.06 -23,378% 4×10−3
35 0.112 0.052 53% 0.248 147.7 -54,456% 1×10−3
40 0.102 0.056 45% 0.286 114.1 -39,795% 2×10−3
45 0.097 0.046 52% 0.506 77.88 -15,291% 6×10−3
50 0.096 0.040 58% 0.391 160.3 -40,897 % 2×10−3
55 0.085 0.044 48% 0.443 163.5 -36,807 % 2×10−3
60 0.092 0.033 64% 0.423 173.6 -40,940 % 2×10−3
65 0.089 0.025 72% 0.278 216.6 -77,814 % 1×10−3
70 0.083 0.032 61% 0.817 231.7 -28,260 % 3×10−3
75 0.086 0.031 64% 0.592 210.6 -35,474 % 2×10−3
80 0.082 0.032 61% 0.982 180.3 -18,260 % 5×10−3
85 0.083 0.023 72% 0.887 474.7 -53,417 % 1×10−3
90 0.084 0.027 68% 0.645 310.7 -48,071 % 2×10−3
95 0.088 0.025 72% 1.016 283.9 -27,843 % 3×10−3
As is evident from the table, the best performing DGP model is better than the best performing GP model but
is computationally much more expensive than the corresponding GP model. Therefore, this presents an interesting
trade-off that will eventually determine which model ought to be used in a particular setting.
One of the drawbacks of using a static DOE to train the surrogate models is that information about the training
points already available is not intelligently utilized in training newer models. Because of this, multiple static DOEs
need to be computed and the model trained multiple times in order to get a model that performs well. This process is
computationally expensive and does not necessarily guarantee a good model every time. One of the ways of overcoming
some of these limitations is using adaptive sampling for identifying the next training point to be sampled.
E. Adaptive Sampling
While static design of experiments are well suited for a given set of pre-evaluated designs, adaptive strategies provide
a principled feed-back procedure to recommend new experiments serially as new information about the underlying
function’s landscape becomes available. In this section, the value of DGPs in comparison to GPs is assessed in
closed-loop or adaptive scenarios. However, since closed-loop strategies are inherently serial in nature, a major drawback
is the inability of parallelization for evaluating the function to be emulated.
Recommendations for new designs to be evaluated are obtained by optimizing some criterion (defined over the
design space) that maximizes the information that can be gained about the function. Several criteria have been proposed
and assessed for use in closed-loop settings [19–21]. In this paper, the maximum variance design criterion is maximized
over the design space in order to guide the search. The criterion capitalizes on the idea that the best location to sample
is the one with the largest uncertainty in the prediction. For GPs and DGPs, the maximum variance design results
by maximizing the posterior variance (conditioned on the observed data). Although a closed-form expression is not
available for DGPs (due to the composition of multiple GPs), the approximate variational inference allows evaluation of
the posterior variance. The expression for posterior variance for GPs is given by:
s2(x) = k(x∗, x∗) − kT∗ M−1k∗, where M = K + σ2n I
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In the expression above, k(·, ·) is the covariance function, x∗ is the test point where the posterior variance must be
evaluated, and K is the matrix containing pairwise covariances computed for the points observed so far. The performance
of adaptive sampling using GP and DGP is demonstrated on the OTL circuit canonical engineering problem and the
aerodynamic shape problem. Beginning with a GP/DGP trained on a static latin hypercube design with a pre-specified
number of points, the procedure proceeds by maximizing the posterior variance to yield the next design point to be
evaluated and added to the training set. The models are then updated with the new observed data point by warm-starting
the training algorithm with the parameter values of the current model. This process is repeated until a specified number
of training points are added to both the GP and the DGP models. In order to avoid getting trapped in local optima, this
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Fig. 12 Adaptive Sampling Methodology
The adaptive sampling strategy highlighted in Figure 12 is first applied to the canonical OTL circuit engineering
problem. For this particular problem, an initial candidate model at a particular set of training points is chosen for each
of the two surrogate models. In order to have a fair comparison across models, the model structure (hyperparameters,
kernel, etc.) is fixed at the same configuration and new points are added adaptively as outlined earlier and the RMS
error on the same test set as the previous experiment with static DOE is calculated. Figure 13 shows the results obtained
from application of adaptive sampling on the OTL circuit problem.
In this experiment, a model obtained from the static DOE using 30 initial training points is chosen as the start and 30
more training points are adaptively added while retraining the model after every addition. The progression of the RMS
error with each added training point is shown in Figure 13 using the solid green (DGP) and blue (GP) lines. The dotted
green (DGP) and blue (GP) lines represent the average RMSE for the initial static models with 30 points. Similarly, the
dashed green line (DGP) and dashed blue line (GP) represent the average RMSE for the static models with 60 training
points. These dotted and dashed lines represent average errors with no adaptive sampling (static DOEs). As is evident
from Figure 13, the performance of the GP and DGP models steadily improves with adaptively added training points to
the point where both models perform better than the static models with the same number of training points. It is noted
however, that for the static models, the performance represented by dashed lines is obtained following a search across
multiple hyperparameters and repetitions, which requires significant computational resources, whereas for the adaptive
sampling, the same model is retrained with the added points and therefore is computationally much more efficient.
14
Fig. 13 Adaptive sampling for DGP and GP models using 30 initial training points
F. Aerodynamic Shape Problem
Using the knowledge from the canonical test problems and engineering problem, DGP models are now applied to the
airfoil aerodynamics problem described earlier in section III. For this problem, parameterized airfoils are constructed
using 42-dimensional design vectors and the flow properties are evaluated using XFoil. For the purpose of demonstration
in this paper, the non-dimensional lift coefficient (CL) and non-dimensional drag coefficient (CD) of the airfoil are
chosen as the output quantities of interest. Both GP and DGP models are successively trained using an increasing
number of airfoil shapes in the training set and the error is evaluated on an independent test set of a thousand airfoil
shape outputs. Similar to the OTL circuit problem, each DGP model is trained for eight hyperparameter settings
(full-factorial combinations of nlayers = [1, 2], nlatent = [1, 2], ninducing = [75, 150]).
1. Static DOE for Airfoil Lift Coefficient Problem
Figures 14 and 15 show respectively, the RMS error and training time required for each of the models at each
training point setting for the airfoil lift coefficient problem. It is observed that, the DGP models afford better accuracy
but poorer computational performance. It is noted that for both GP and DGP there is some spread observed in the errors
at each training point setting. The performance generally improves with increased number of training points.
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Fig. 14 Average RMS error for each surrogate model with increasing number of training points for the airfoil
lift coefficient problem
The computational cost of the GP and DGP models for this 42-dimensional problem is similar to that of the lower
dimensional OTL circuit problem and remains reasonably constant as the number of training points increase. It can also
be seen that GP models perform significantly better than DGP models in terms of computational cost.
Fig. 15 Average training time for each surrogate model with increasing number of training points for the
airfoil lift coefficient problem
Table 3 shows the results of the best model obtained at each training point setting for each of the two types of





















25 0.133 0.103 23% 0.132 274.9 -208,158% 4×10−4
30 0.117 0.113 3% 0.064 183.4 -285,838 % 3×10−4
35 0.113 0.091 19% 0.129 479.7 -371,218% 2×10−4
40 0.112 0.094 16% 0.136 538.8 - 395,488% 2×10−4
45 0.104 0.102 2% 0.104 320.8 - 307,592% 3×10−4
50 0.099 0.087 12% 0.102 348.3 - 341,076% 2×10−4
55 0.092 0.051 45% 0.146 685.5 - 469,078% 2×10−4
60 0.093 0.082 12% 0.111 743.0 - 669,269% 1×10−4
65 0.088 0.068 23% 0.112 458.1 - 408,829% 2×10−4
70 0.081 0.065 20% 0.147 462.1 - 314,186% 3×10−4
75 0.082 0.066 20% 0.117 486.2 - 415,285% 2×10−4
80 0.078 0.061 22% 0.072 514.9 - 713,789% 1×10−4
85 0.072 0.059 18% 0.098 532.7 - 542,757% 1×10−4
90 0.071 0.059 17% 0.091 564.7 - 619,680% 1×10−4
95 0.077 0.057 26% 0.102 590.6 - 578,331% 1×10−4
As seen from the table, there is a marked improvement in the overall accuracy and a marked decline in the
computational performance when using DGP over GP for higher dimensional problems.
2. Static DOE for Airfoil Drag Coefficient Problem
Finally, the static DOE is tested on the other output quantity of interest in the aerodynamic test case: the non-
dimensional drag coefficient. Figures 16 and 17 show respectively, the RMS error and training time required for each of
the models at each training point setting for the airfoil drag coefficient problem. The results and trends obtained mirror
those from the lift coefficient and OTL circuit problems.
Fig. 16 Average RMS error for each surrogate model with increasing number of training points for the airfoil
drag coefficient problem
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Fig. 17 Average training time for each surrogate model with increasing number of training points for the
airfoil drag coefficient problem
Table 4 shows the results of the best model obtained at each training point setting for each of the two types of




















25 0.00198 0.00194 2% 0.133 92.15 -69,073% 1×10−3
30 0.00204 0.00190 7% 0.211 548.2 -259,616% 3×10−4
35 0.00202 0.00176 13% 0.162 387.33 -238,789% 4×10−4
40 0.00192 0.00169 12% 0.133 468.8 -351,780% 2×10−4
45 0.00199 0.00167 16% 0.149 697.5 -467,685% 2×10−4
50 0.00195 0.00168 14% 0.161 359.3 -222,881% 4×10−4
55 0.00193 0.00160 17% 0.121 387.0 -319,735% 3×10−4
60 0.00188 0.00173 8% 0.303 739.9 -243,794% 4×10−4
65 0.00185 0.00150 19% 0.141 603.9 -427,560% 2×10−4
70 0.00170 0.00164 4% 0.167 455.6 -272,355 % 3×10−4
75 0.00176 0.00155 12% 0.205 251.8 -122,339 % 8×10−4
80 0.00172 0.00154 10% 0.273 714.7 -261,438 % 3×10−4
85 0.00168 0.00149 11% 0.141 182.9 -129,616 % 7×10−4
90 0.00162 0.00146 10% 0.125 558.2 -446,460 % 2×10−4
95 0.00153 0.00142 7% 0.160 766.3 -478,838 % 2×10−4
As seen from the table, there is a marked improvement in the overall accuracy and a marked decline in the
computational performance when using DGP over GP for higher dimensional problems. It is worth noting that the
computational time for both GP and DGP is almost the same for 42 dimensional problem as it is for the corresponding
GP and DGP model used in the 6 dimensional problem. This observation is consistent with the results of the scalability
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study presented is section IV.B. Dealing with functions with a large number of variables may demand a large number of
evaluations on the original function to build a reliable global metamodel. Hence, the computational time associated with
the metamodel building can be prohibitive, especially if there is a high computational cost on the function evaluation.
This is where surrogate models that work well on higher dimensional problems such as DGP are valuable as they can
provide reliable models with small data. With this understanding, it is important to explore the benefits of adaptive
sampling demonstrated on the OTL circuit problem for the airfoil aerodynamic shape problem. In the next two
subsections, the results obtained from adaptive sampling for the airfoil lift and drag coefficient problems are presented.
3. Adaptive Sampling for Airfoil Lift Coefficient Problem
The adaptive sampling strategy highlighted in Figure 12 is now applied to the airfoil lift coefficient problem.
Similar to the OTL circuit problem, an initial candidate model at a particular set of training points (40 points) is
chosen for each of the two surrogate models. In order to have a fair comparison across models, the model structure
(hyperparameters,kernel, etc.) is fixed at the same configuration and new points are added adaptively. The RMS error
on the same test set as the experiment using the static DOE is then calculated. Figure 18 shows the results obtained
from applying adaptive sampling on the airfoil lift coefficient problem. A total of 30 adaptive samples are added to the
original set of 40 points while retraining the model at each step and calculating the RMS error on the test set.
Fig. 18 Adaptive Sampling for Lift Coefficient Problem
As is evident from Figure 18, the performance of the GP and DGP models steadily improves when adaptively
adding training points and both models performing better than the static models with the same total number of training
points (70 points). It is noted however, that for the static models, the performance of the dashed line is obtained after a
search across multiple hyperparameters and repetitions which requires significant computational resources whereas
for the adaptive sampling the same model is retrained with the added points and therefore is computationally much
more efficient. The adaptive sampling DGP models with 70 points are ∼ 6% better than the static DGP model for 70
points despite using a fixed hyperparameter setting, whereas the adaptive sampling GP models are ∼ 12% better than
the static GP models for 70 training points. Overall, the computational efficiency of using adaptive sampling over a
static DOE coupled with the superior performance of DGP over GP make it a compelling combination to be used for
high-dimensional problems.
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4. Adaptive Sampling for Airfoil Drag Coefficient Problem
The final set of results shown in this work are for the application of the adaptive sampling scheme to the other
aerodynamic quantity of interest - the non-dimensional drag coefficient. In this case, an initial candidate model at a
particular set of training points (30 points) is again chosen for each of the two surrogate models. In order to have a
fair comparison across models, the model structure (hyperparameters,kernel, etc.) is fixed at the same configuration
and new points are added adaptively. The RMS error is then calculated on the same test set as the experiment with
static DOE is calculated. Figure 19 shows the results obtained from applying the adaptive sampling on the airfoil drag
coefficient problem. A total of 30 adaptive samples are added to the original set of 30 points while retraining the model
at each step and calculating the RMS error on the test set.
Fig. 19 Adaptive Sampling for Drag Coefficient Problem
The accuracy of the GP and DGP models improves with additional training points for the airfoil drag coefficient
problem. However, for this problem, it is noted that both the static and adaptive sampling based GP models do not
improve much over the range of training points tested. The final adaptive GP model is only ∼ 2.5% better than the
final static GP model with 60 points. For DGP model on the other hand, the static model improves by ∼ 14% from
30 to 60 training points whereas the adaptive sampling DPG model improves by ∼ 21% from the initial 30 training
points to the final model with 30 adaptively added points. Additionally, the adaptive sampling DGP model surpasses
the performance of the static GP model with 60 training points after adaptively adding just 3 training points. It also
surpasses the performance of the static DGP model with 60 training points after adaptively adding 11 training points.
This indicates that, for the more complex drag coefficient prediction surrogate model, the DGP model with adaptive
sampling provides a great improvement in the accuracy with relatively a low number of added training points.
V. Conclusion and Future Work
This paper has demonstrated the potential benefits, value, and limitations of DGP as a surrogate model for problems
characterized by high input dimensionality, small data, and complex behavior such as aerodynamic flows. It did so
by demonstrating the systematic application of DGP and comparing it to a similar surrogate model (traditional GP)
for a series of problems of increasing complexity. Throughout the problems, the improved accuracy of DGP over GP,
especially for high dimensional problems was observed. A scalability study was conducted for DGP which showed
that the model tends to scale well with increasing dimensions and performs reasonably well for small data sets. A
thorough sensitivity study of the various hyperparameters of DGP models was also conducted which showed that the
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predictive accuracy of DGP models and their computational cost of training is influenced by the models’ hyperparameter
settings. Finally, the value of adaptive sampling for both DGP and GP models using canonical and practical problems
was assessed. Based on the results presented in this work, DGP models offer increased accuracy over traditional GPs
for all the problems explored at the cost of additional computational time. Therefore, DGPs are particularly suitable
for problems with small data sets such as aerodynamic surrogate models where sufficient computational resources are
available to train and validate the models but there is a significant incremental cost to get additional data points (either
through high-fidelity simulation like computational fluid dynamics or actual experiments). DGPs used on small data
with adaptive sampling were shown to have significant promise for high-dimensional problems.
In future work, the benchmarking will further be extended to include other state-of-the-art surrogate models such as
DNNs. The models will also be tested with higher fidelity aerodynamic simulation outputs. Once DGPs have been
successfully applied to scalar aerodynamic quantities of interest, they could also be used for approximating variation
of latent space coordinate in the case of reduced order models such as those in parallel and previous work [22, 23].
Another important avenue of future work that is being investigated is inclusion of hyperparameter tuning in the adaptive
sampling scheme or separate hyperparameter optimization for the surrogate model to improve performance.
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Appendix: Canonical Problems
In this section, additional details about the canonical functions used in this work are provided.
Himmelblau Function
The Himmelblau function is a commonly used analytical function of two dimensions that is continuous and
non-convex. The function is usually defined on an input domain of [-5, 5] for both input dimensions. The function has
four local minima located at [3, 2], [-2.8051, 3.2832], [-3.7793, -3.2832], and [3.5485, -1.8481]. The function contours
and three dimensional surface plot are shown in Figures 20a and 20b respectively. The analytical form of this function is
given by the following equation:
f (x, y) = (x2 + y − 11)2 + (x + y2 − 7)2 (6)
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(a) Contours of the Himmelblau function in its domain (b) Surface plot of the Himmelblau function in its do-main
Fig. 20 Contours and surface plot of the Himmelblau function in its typical domain of definition
Branin Function
The Branin or Branin-Hoo function is another commonly used analytical function of two dimensions that is
continuous and non-convex. This function is usually evaluated on the square x1 = [-5, 10], x2 = [0, 15]. The function
has three global minima located at [−π, 12.2750], [π, 2.2750], and [9.4248, 2.4750]. The function contours and three
dimensional surface plot are shown in Figures 21a and 21b respectively. The analytical form of this function is given by
the following equation:
f (x, y) = a(x2 − bx21 + cx1 − r)
2 + s(1 − t) cos(x1) + s (7)
The recommended values of the parameters are: a = 1, b = 5.1 ⁄ (4π2), c = 5 ⁄ π, r = 6, s = 10 and t = 1 ⁄ (8π).
(a) Contours of the Branin function in its domain (b) Surface plot of the Branin function in its domain
Fig. 21 Contours and surface plot of the Branin function in its typical domain of definition
Ackley Function
The Ackley function is widely used for testing scalability of optimization algorithms. In its two-dimensional form, it
is characterized by a nearly flat outer region, and a large hole at the centre. The functional form can be used to create
higher dimensional analytical problems. The function is usually evaluated on the hypercube xi = [-32.768, 32.768]. It
has a global minimum at [0, 0] and numerous local minima. The function contours and three dimensional surface plot
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of the two dimensional variant of this function are shown in Figures 22a and 22b respectively. The analytical form of
this function is given by the following equation:















+ a + exp(1) (8)
(a) Contours of the 2-d Ackley function in its domain (b) Surface plot of the 2-d Ackley function in its domain
Fig. 22 Contours and surface plot of the 2-d Ackley function in its typical domain of definition
Trid Function
The Trid function is also widely used for testing scalability of optimization algorithms. In its two-dimensional form,
it is a bowl-shaped function with a single global minimum at [2, 2]. The functional form can be used to create higher
dimensional analytical problems. The function is usually evaluated on the hypercube xi = [-d2, d2]. The function
contours and three dimensional surface plot of the two dimensional variant of this function are shown in Figures 23a








(a) Contours of the 2-d Trid function in its domain (b) Surface plot of the 2-d Trid function in its domain
Fig. 23 Contours and surface plot of the 2-d Trid function in its typical domain of definition
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Appendix: Scalability Results for Trid Function
Additional scalability results for the trid function using 100 training points are shown in Figures 24 and 25. The
results follow similar trends to those shown for the Ackley canonical function shown earlier in the paper.
Fig. 24 Scalability for 100 training points for Trid Function
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Fig. 25 Scalability for 100 training points for Trid Function
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