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‚Open Data‘ in den ethnologischen 
Fächern
Möglichkeiten und Grenzen eines Konzepts
Sabine Imeri
Die Forderung, Daten aus öffentlich geförder-
ten Forschungen für die Nach- und Weiternut-
zung möglichst breit zugänglich zu machen, 
richtet sich heute an alle Wissenschaften. Aus 
der Perspektive der ethnologischen Fächer1, mit 
Blick auf die Art und Weise der Datenproduktion, 
auf fachspezifischen Zugänge, Forschungsstile 
und die sich daraus ergebenden forschungsethi-
schen Probleme und Anforderungen wirft dieser 
1 ‚Ethnologische Fächer‘ meint hier in erster Linie die 
Fächergruppen Europäische Ethnologie und Ethno-
logie. Für beide ist der Fachinformationsdienst „So-
zial- und Kulturanthropologie“ zuständig, der von der 
Deutschen Forschungsgemeinschaft im Programm 
„Fachinformationsdienste für die Wissenschaft“ 
gefördert wird und an der Universitätsbibliothek 
der Humboldt-Universität zu Berlin angesiedelt ist. 
Dieser Beitrag stützt sich auf Erhebungen, die ich im 
Rahmen der Arbeiten des Fachinformationsdiensts 
durchführen konnte.
Anspruch eine Reihe von Fragen auf. Wie ‚offen‘ 
können ethnografische Daten sein? Unter wel-
chen Bedingungen können sie zur Nachnutzung 
bereitgestellt werden? Welche Konsequenzen 
können sich daraus für die Forschungspraxis 
ergeben?
Das Konzept ‚Open Data‘
Die Forderung nach ‚Offenheit‘ kann sich – nicht 
immer trennscharf – auf unterschiedliche Be-
reiche und Handlungsfelder beziehen, wie etwa 
Open Source, Open Access, Open Government, 
Open Science oder eben Open Data. Vertre-
ten werden diese Forderungen von – oft als 
‚Open-Bewegungen‘ bezeichneten – heteroge-
nen Akteur/innen, Organisationen und Institu-
tionen, die in gemeinschaftlichem Handeln an-
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streben, „die notwendigen Bedingungen für freie 
und kooperative Untersuchungsprozesse zu ver-
bessern – etwa in Bezug auf den Austausch von 
Information, auf kooperative Lernprozesse und 
auf die mit den digitalen Technologien verbun-
denen Möglichkeiten der Zusammenarbeit in 
der wissenschaftlichen Forschung, in kulturel-
len und künstlerischen Tätigkeiten sowie im Re-
gierungs- und Verwaltungshandeln.“2 Während 
ältere Wörterbücher für ‚offen‘ Bedeutungen wie: 
unverhüllt, nicht versperrt, nicht eingeengt, aber 
auch öffentlich oder zugänglich verzeichnen,3 
meint ‚Offenheit‘ dabei mit Blick auf Digitalität 
nicht nur die restriktionsfreie, sondern auch die 
kostenfreie Zugänglichkeit und Nutzung von 
Software, Daten oder Wissen einschließlich ih-
rer Veränderung und Weitergabe.
Mit der Forderung einzelner Aktivist/innen und 
zivilgesellschaftlicher Initiativen nach Open Data 
ist im Rahmen dieser breiteren Bewegungen ein 
am Gemeinwohl orientiertes Konzept formuliert 
worden, das sich ursprünglich auf die Öffnung 
von Regierungs- und Behördendaten für Bürger/
innen und Wirtschaft bezogen hat. In diesem 
Konzept ist – darauf ist schon öfter hingewie-
sen worden – Immanuel Kants Prinzip der Pu-
blizität als Grundlage für Frieden verankert, also 
die aufklärerische Überzeugung, dass Regie-
rungshandeln durch Transparenz und Überprüf-
barkeit legitimiert und Misstrauen entsprechend 
minimiert werden könnte.4 Favorisiert wird da-
mit ein kooperatives Modell des Verhältnisses 
2 Antić: Digitale Öffentlichkeiten, S. 360.
3 Vgl. zum Beispiel Grimm/Grimm: Deutsches Wörter-
buch, Bd. 13, Sp. 1164-1172.
4 Vgl. Schulzki-Haddouti: Wikileaks, S. 187; Kant: Zum 
ewigen Frieden.
von Staat, Verwaltung und Bürger/innen.5 „Ham-
burg zieht blank – über offene Verwaltungsda-
ten und mehr Mut zur Transparenz“ hieß etwa 
ein Vortrag, den der Leiter des Transparenzpor-
tals Hamburgs, Dominic Panić, im Rahmen einer 
Ringvorlesung zu Open Knowledge im Mai 2018 
gehalten hat.6 Mit Open Data geht es aber nicht 
nur darum, Misstrauen zu minimieren, vielmehr 
soll mehr Partizipation genauso ermöglicht wer-
den, wie mehr Innovation im öffentlichen Sek-
tor. Effizienz von Behördendienstleistungen ist 
zum Beispiel ein wichtiges Stichwort. In die-
sem Sinn hat etwa das Landesamt für Denk-
malpflege und Archäologie Sachsen-Anhalt ein 
Denkmalinformationssystem aufgebaut, das, 
in den Worten des Landesarchäologen Harald 
Meller, „mit der Bereitstellung der Denkmalgeo-
daten nicht nur seine Rechtsverpflichtungen“ er-
füllt, sondern auch „einen wichtigen Schritt hin 
zu mehr Transparenz, Effektivität und Bürger-
beteiligung“, etwa mit Blick auf Bauplanungs-
prozesse, bedeutet.7 Darüber hinaus ist aber ein 
wesentliches Ziel, durch die Kombination ver-
5 Vgl. Antić: Digitale Öffentlichkeiten, S. 374 ff.
6 Das Transparenzportal ist ein Informationsregister, 
in dem alle nach dem Hamburgischen Trans-
parenzgesetz (2012) veröffentlichungspflichtigen 
Informationen recherchierbar sind. Hamburg war 
das bundesweit erste Bundesland, das ein dezi-
diertes Transparenzgesetz verabschiedet hat. Das 
Transparenzportal ist beim Staatsarchiv Hamburg 
angesiedelt: http://transparenz.hamburg.de. Die 
Ringvorlesung „Open Knowledge“ fand im Sommer-
semester 2018 an der Hochschule für Angewandte 
Wissenschaften Hamburg statt. Der Vortrag zum 
Nachhören unter http://ringvorlesung.info/archiv/
open-knowledge-archiv.
7 Vgl. https://lda.sachsen-anhalt.de/denkmal-
informationssystem; Zitat aus der Pressemittei-
lung https://www.lda-lsa.de/aktuelles/meldung/
datum/2018/10/17/sachsen_anhalts_denkmalland-
schaft_aktueller_denn_je.
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schiedener Datenquellen und mit Hilfe von Mus-
tererkennung aus großen Datensammlungen 
neues Wissen zu generieren, Daten also nach-
nutzbar zu machen.8 Die Möglichkeit weiterer 
Verwertung ist auch ein wichtiger Bestandteil 
von Definitionen von ‚Offenheit‘, etwa der Open 
Knowledge Foundation Deutschland e. V.: „Offe-
ne Daten sind Daten, die von jedermann frei ver-
wendet, nachgenutzt und verbreitet werden kön-
nen – maximal eingeschränkt durch Pflichten 
zur Quellennennung und ‚share-alike‘.“9 Ökono-
mische Verwertungen sind dabei dezidiert ein-
geschlossen. Bei dieser Definition wird jedoch 
eine wichtige Einschränkung gemacht: „Davon 
ausgenommen sind personenbezogene Daten.“ 
Auf einer allgemeinen Ebene wird damit deut-
lich, dass ‚Offenheit‘ kein absoluter oder selbst-
verständlicher Wert ist beziehungsweise sein 
kann. Datenschutz, Urheberrechte, auch gehei-
me Wahlen schränken Offenheit ein, mit guten, 
manchmal weniger guten Gründen. Offenheit 
ist dauerhaft in der Verhandlung und muss mit 
anderen Werten und Orientierungen abgewo-
gen werden.10
Open Data in den Wissenschaften
War hier also zunächst an ‚Open Government 
Data‘ gedacht, ist die Forderung nach frei ver-
fügbaren Forschungsdaten mittlerweile auch 
Teil eines breiteren Konzepts von Open Science. 
Unter diesem Stichwort verhandeln heteroge-
8 Vgl. Open Knowledge International: Wieso offene 
Daten; Lucke: Innovationsschub; Dietrich: Offene 
Daten.
9 https://okfn.de/themen/offene-daten.
10 Vgl. Koch: How open.
ne Akteure – darunter Wissenschaftler/innen, 
Politiker/innen, Softwareentwickler/innen, Ver-
lage und interessierte Öffentlichkeiten – mit 
je unterschiedlichen Vorstellungen und Zielen 
wünschenswerte und/oder notwendige Konse-
quenzen von Digitalität für Wissensproduktions-
prozesse, für die Verfügbarmachung ihrer Er-
gebnisse oder das Verhältnis von Wissenschaft 
und Gesellschaft. Benedikt Fecher und Sascha 
Friesike haben fünf Ansätze oder ‚Denkschu-
len‘ identifiziert, die den Open-Science-Diskurs 
prägen: eine pragmatische Perspektive, die die 
Verbesserung von Wissensprozessen im Blick 
hat, eine Perspektive, die Wissenschaft für Öf-
fentlichkeiten verfügbar machen will, dann eine 
Perspektive, die sich vom breiteren Zugang zu 
Wissen Effekte der Demokratisierung erhofft, 
eine infrastrukturelle Perspektive und schließlich 
eine Perspektive, die an der Entwicklung alter-
nativer Metriken zur Beurteilung wissenschaft-
licher Qualität interessiert ist.11 Die Idee, im Rah-
men dieser Konzeptionen auch Forschungsda-
ten frei zu weiterer Verwendung zur Verfügung 
zu stellen, bezog sich zunächst auf Forschungs-
bereiche, die mehr oder weniger stark stan-
dardisierte Daten produzieren, mit dem Ziel, 
mehrfache Datenerhebung zu vermeiden, Sy-
nergieeffekte zu ermöglichen und letztlich zu 
produktiverer, ‚besserer‘ Wissenschaft zu kom-
men. Inzwischen haben wissenschaftspolitisch 
aktive Akteure und Gremien und vor allem die 
Forschungsförderinstitutionen den ‚Open Da-
ta‘-Gedanken jedoch auf alle Wissenschafts-
gebiete ausgedehnt. Unter dem Begriff ‚For-
schungsdatenmanagement‘ wird die Anforde-
11 Vgl. Fecher/Friesike: Open Science.
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rung formuliert, Daten aus öffentlich geförderter 
Forschung insgesamt dauerhaft zu archivieren 
und vor allem eben möglichst frei zugänglich 
zu machen. Mit klaren Zielen: „Die langfristige 
Sicherung und Bereitstellung der Forschungs-
daten leistet einen Beitrag zur Nachvollziehbar-
keit und Qualität der wissenschaftlichen Arbeit 
und eröffnet wichtige Anschlussmöglichkeiten 
für die weitere Forschung“, heißt es etwa bei der 
Deutschen Forschungsgemeinschaft12, die „wis-
senschaftliche Nachnutzung qualitätsgesicher-
ter Forschungsdaten schafft einen erheblichen 
Mehrwert öffentlicher Investitionen in die For-
schung und birgt ein hohes Wertschöpfungs-
potenzial für Wissenschaft und Wirtschaft“, 
beim Rat für Informationsinfrastrukturen13 und 
bei der Europäischen Kommission mit Blick auf 
das Förderprogramm Horizon 2020: „Dies be-
schleunigt Innovationen und die Zusammen-
arbeit, erhöht die Transparenz und verhindert 
Überschneidungen, woraus sich Impulse für die 
Wettbewerbsfähigkeit ergeben.“14 Es geht also 
um die Einhaltung wissenschaftlicher Stan-
dards, um deren Überprüfbarkeit und Kontrol-
le, aber auch um Effizienz. Die Begrifflichkeiten 
von Ertrag und Nutzen, Verwertbarkeit und Be-
wertung verweisen darauf, dass die geforderte 
und geförderte Implementierung des Prinzips 
offener Forschungsdaten auch ein Element der 
Ökonomisierung akademischer Wissensproduk-
tion ist.15 Ähnlich dem vielfach formulierten An-
spruch, Forschungsergebnisse im Open Access 
zu publizieren, ist die Forderung, die zugrunde-
12 Deutsche Forschungsgemeinschaft: Leitlinien, S. 1.
13 Rat für Informationsinfrastrukturen: Leistung, S. 9.
14 Europäische Kommission: Horizont 2020.
15 Vgl. die Beiträge in Audehm/Binder/Dietze/Färber 
(Hg.): Der Preis der Wissenschaft.
liegenden Daten zugänglich zu machen, gleich-
zeitig Teil moralischer Ökonomien digitalisierter 
Wissensproduktion.16
Die Frage, ob und wie Daten langfristig archiviert 
und zur Nachnutzung zur Verfügung gestellt 
werden, wird damit wichtiger bei der Beurtei-
lung der Förderwürdigkeit von Projekten – auch 
wenn die Bereitschaft zur Öffnung von Daten 
etwa bei Anträgen an die Deutsche Forschungs-
gemeinschaft zumindest im Moment nicht rele-
vant für die Förderentscheidung ist. Zwar sollen 
Daten, den Regelungen zur ‚Sicherung guter wis-
senschaftlicher Praxis‘ entsprechend, nach dem 
Ende einer Förderung zehn Jahre lang aufbe-
wahrt werden – in welcher Form das geschieht, 
ist bisher aber nicht konkret festgelegt.17
Obwohl damit eine generelle Forderung nach 
der Zugänglichmachung von Forschungsdaten 
erhoben wird, hat sich auch in Förderinstitu-
tionen mittlerweile der Gedanke durchgesetzt, 
dass Open Data im Sinne tatsächlich offener, 
publizierter Daten nicht als generelle Anforde-
rung an alle Wissenschaften verstanden wer-
den kann. Offenheit muss vielmehr als hetero-
genes Konzept gedacht werden, in Abhängigkeit 
von der Art der Daten und möglichen rechtlichen 
Anforderungen an deren Schutz sowie von der 
konkreten Forschungspraxis und forschungs-
ethischen Erwägungen. So heißt es zum Bei-
spiel im Förderprogramm Horizon 2020 der Eu-
ropäischen Kommission: „The Commission’s 
approach can be described as ‘as open as pos-
sible, as closed as necessary.’”18
16 Vgl. Bacevic/Muellerleile: The moral economy.
17 Vgl. Deutsche Forschungsgemeinschaft: Vorschläge, 
S. 21.
18 European Commission: Guidelines, S. 8.
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Anstelle von ‚Open Data‘ werden mit Blick auf 
Forschungsdaten daher seit einiger Zeit die so-
genannten FAIR-Prinzipien propagiert19: Ziel ist 
es hier, dass Daten künftig findbar (findable), zu-
gänglich (accessible), interoperabel (interopera-
ble) und nachnutzbar (re-usable) sein werden. 
Der Anspruch, Forschungsdaten in einer Form 
zu archivieren, die Nachnutzung möglich macht, 
bleibt damit im Grundsatz erhalten, das Konzept 
trägt aber dem Umstand Rechnung, dass Of-
fenheit eben Unterschiedliches bedeuten kann 
oder muss. Transparent gemacht werden damit 
vor allem die Bedingungen, unter denen Daten 
nutzbar sind.20
Wie stellen sich nun (Europäische) Ethnolog/in-
nen zu dieser Debatte? Was können oder soll-
ten diese Forderungen für die ethnologischen 
Fächer bedeuten? Die im Folgenden skizzierten 
Positionen sind vor allem mit Blick auf die Feld-
forschung formuliert worden. Gleichwohl kön-
nen sich manche Fragen für Material aus histo-
rischen Forschungen, etwa im Bereich der Oral 
History, in ähnlicher Weise stellen.
Positionen zur Debatte in den 
ethnologischen Fächern
Forschende in den Ethnologien stehen der De-
batte häufig skeptisch gegenüber. Dass Daten 
aus ethnografischen Forschungen regelmäßig 
veröffentlicht und zur völlig freien Nachnutzung 
zur Verfügung gestellt werden könnten, wird 
19 Vgl. etwa Rat für Sozial- und Wirtschaftsdaten:  
Tätigkeitsbericht, S. 7.
20 Vgl. Kraft: FAIR Data.
nicht nur aus rechtlichen, sondern auch aus for-
schungsethischen Gründen vielfach abgelehnt. 
Wesentlich ist dabei auch der Verweis auf die 
Forschungspraxis: Feldforschungen sind kom-
plexe soziale Situationen und Prozesse, in de-
nen Forschende und Akteure im Forschungsfeld 
intensive, teils langfristige Beziehungen aufbau-
en und in denen wechselseitig Vertrauen entwi-
ckelt und kontinuierlich erhalten werden muss.21 
In diesen Forschungsbeziehungen verbürgen 
sich Forschende persönlich für einen verantwor-
tungsvollen Umgang mit Daten, nicht nur mit 
Blick auf Auswertung und Publikation, sondern 
auch auf deren Verbleib und Verwendung nach 
dem Abschluss einer Forschung.22 Die Vorstel-
lung, dass unbekannte Dritte Zugang zu diesen 
Daten erhalten können, wirft deshalb Fragen 
auf: Wie lässt sich die in der Forschungsbezie-
hung zugesicherte Vertraulichkeit realisieren? 
Können Forschende Einfluss auf Nachnutzungs-
szenarien nehmen? Wird der Feldzugang unter 
dieser Prämisse erschwert oder gar unmöglich? 
Denn für die Übergabe an ein Datenarchiv ist die 
Zustimmung der Akteure ebenso notwendig wie 
zur Forschung selbst. Und nicht zuletzt: Wird 
sich – im Bewusstsein, dass Kolleginnen und 
Kollegen potenziell Materialien einsehen kön-
nen – mit einer „Schere im Kopf“ die eigene Auf-
zeichnungspraxis verändern (müssen)?
Obwohl solche und ähnliche Fragen und Beden-
ken erst noch beantwortet beziehungsweise be-
arbeitet werden müssen, haben in einer Umfra-
ge des Fachinformationsdienstes „Sozial- und 
21 Vgl. zum Beispiel Weißköppel: Gemischte Gefühle.
22 Sie tun dies auf der Grundlage forschungsethischer 
Standards und im Kontext kontinuierlicher Fachdebat-
ten. Vgl. Unger/Dilger/Schönhuth: Ethikbegutachtung, 
Artikel 20.
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Kulturanthropologie“ viele Teilnehmer/innen 
den wissenschaftlichen Mehrwert recherchier-
barer und nachnutzbarer ethnografischer For-
schungsdaten ganz allgemein als ‚sehr hoch‘, 
‚hoch‘ oder ‚eher hoch‘ eingeschätzt. Auch eine 
grundsätzliche Bereitschaft, Daten dauerhaft zu 
erhalten und künftig in Repositorien zugänglich 
zu machen, ist erkennbar – sofern bestimmte 
Bedingungen erfüllt sind.23
Notizen zum aktuellen Umgang 
mit Daten
In den ethnologischen Fächern gibt es derzeit 
(noch) keine etablierten, allgemein geteilten 
Standards und Routinen im Umgang mit For-
schungsdaten. Das ist im Grunde kein überra-
schender Befund: Zum einen kommt das Thema 
– wie in vielen anderen Disziplinen auch – erst 
nach und nach auf die Agenda. Zum anderen 
sind digitale Methoden, mit denen etwa im Rah-
men von Digital Humanities große Datenkorpo-
ra maschinell ausgewertet werden, bisher we-
nig verbreitet. Vielmehr sind die methodischen 
Zugänge ebenso wenig standardisiert, wie die 
Forschungsfelder selbst heterogen sind – Feld-
forschungen verlaufen situations- und beobach-
terabhängig, offen, unvorhersehbar. Entspre-
chend ist das Material, das in Feldforschungen 
entsteht, ausgesprochen vielfältig. Gleichwohl 
sind Fragen danach, wo und wie Daten und Da-
teien nach dem Ende einer Forschung sicher 
aufbewahrt und vor allem über raschen Technik-
23 Vgl. Imeri/Danciu (Mitarb.): Open Data, S. 19-20 und 
24-25.
wandel hinweg lesbar gehalten werden können, 
auch in den Ethnologien virulent. Es gibt also 
durchaus ein intrinsisches Interesse daran, eige-
ne Daten dauerhaft und kontrolliert zu archivie-
ren. Und spätestens mit dem Inkrafttreten der 
EU-Datenschutzgrundverordnung (EU-DGSVO) 
im Mai 2018 ist auch eine Überprüfung des Um-
gangs mit Daten im Forschungsprozess selbst 
und danach notwendig geworden.
Blickt man auf die aktuelle Praxis, sind Instru-
mente und Routinen des Datenmanagements 
während einer Forschung jedoch bisher kaum 
implementiert: Datenmanagementpläne – die 
als zentrales Instrument des kontrollierten Um-
gangs mit Forschungsdaten gelten und zuneh-
mend bereits bei Antragstellung für Drittmittel-
forschung vorgelegt werden sollen – werden 
bisher nur selten erstellt, viele Projektmitarbei-
tende wissen nicht, ob es für ihr Projekt einen 
solchen Plan gibt, anderen sind solche Pläne 
gänzlich unbekannt.24 Und auch von nachhalti-
ger Datensicherung kann nicht gesprochen wer-
den, geschweige denn von Datenarchivierung: 
Den Erhebungen des Fachinformationsdienstes 
„Sozial- und Kulturanthropologie“ zufolge ver-
bleiben Daten aus abgeschlossenen Forschun-
gen derzeit in aller Regel bei den Forschenden 
selbst, auf Rechnern, Festplatten, USB-Sticks 
oder bei kommerziellen Cloud-Diensten. Sol-
che Speicherroutinen sind für viele Formen der 
Nachnutzung ungeeignet, entsprechend ste-
hen Daten bestenfalls für Mitglieder einer For-
schungsgruppe zur Verfügung oder werden 
auf Anfrage an – häufig persönlich bekannte – 
Kolleginnen und Kollegen weitergegeben. Der 
24 Vgl. Imeri/Danciu (Mitarb.): Open Data, S. 14 und 18.
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 Datenerhalt erfolgt somit im Grunde unsyste-
matisch, individuell und eher zufällig. Dass das 
so ist, hat jedoch auch damit zu tun, dass es 
derzeit im nationalen Rahmen keine Datenrepo-
sitorien gibt, die geeignet wären, Daten aus der 
ethnografischen Feldforschung aufzunehmen.25
Datenschutz, Persönlichkeits-
rechte und Forschungsethik
Die Auseinandersetzung mit Anforderungen und 
möglichen Verfahren des Datenmanagements 
forciert insbesondere die Auseinandersetzung 
mit Fragen des Datenschutzes. Entsprechende 
Regelungen waren zweifellos auch bisher schon 
zu beachten, vor allem im Fall von Publikatio-
nen. Was aber zum Beispiel im Rahmen von 
Privatheitsdiskursen breit diskutiert wird,26 ist 
mit Blick auf die Forschungspraxis in den Eth-
nologien bisher weniger thematisiert worden: 
Digitale Daten bedürfen besonderer Sicherung, 
weil sie leicht vervielfältigt und ungewollt ver-
breitet werden können. Entsprechend wirft der 
Umgang mit digitalen Forschungsdaten Fragen 
des Datenschutzes, der Persönlichkeitsrechte 
neu und mit erheblicher Dringlichkeit auf und 
dehnt die Verantwortung der forschenden Per-
son auf einen weiteren Aspekt aus. Daraus er-
25 Das gilt zumindest für die Breite beider Ethnologien,  
in spezifischen Segmenten kann das anders sein. 
Zum Beispiel beherbergt das Datenarchiv DOBES  
(Documentation of Endangered Languages) Daten 
aus ethnologischer Sprachforschung. Allerdings ist 
auch DOBES nicht nachhaltig abgesichert und kann 
derzeit nur eingeschränkt genutzt werden.  
http://dobes.mpi.nl.
26 Vgl. Ochs/Büttner/Hörster (Mitarb.): Das Internet.
geben sich – analog zum Umgang mit Daten 
etwa in den sozialen Netzwerken – spezifi-
sche technische und soziale ‚digitale Kompe-
tenzanforderungen‘.27 Denn in ethnografischen 
Forschungen entstehen regelmäßig personen-
bezogene Daten, die überdies im Rahmen der 
Datenschutzgesetze den „besonderen Kate-
gorien personenbezogener Daten“ zuzuord-
nen sind: Daten, „aus denen die rassische und 
ethnische Herkunft, politische Meinungen, reli-
giöse oder weltanschauliche Überzeugungen 
oder die Gewerkschaftszugehörigkeit hervor-
gehen [...] Gesundheitsdaten oder Daten zum 
Sexualleben oder der sexuellen Orientierung“.28 
Entsprechend ist Datenmanagement unmittel-
bar auch mit Datenschutzmanagement verbun-
den – nicht erst, wenn Publikationen vorbereitet 
werden oder wenn Material an ein Datenarchiv 
übergeben werden soll, sondern vom Moment 
der Erhebung an. Neben rechtlichen Vorgaben 
beziehungsweise über diese hinaus sind in ho-
hem Maße forschungsethische Fragen relevant, 
wenn Daten weitergegeben werden. Zum Bei-
spiel weil Daten (hoch-)sensibel sein können, 
auch ohne zwingend Personenbezüge aufzu-
weisen, mit Blick auf vulnerable Gruppen oder 
Milieus am Rand der Legalität, im Kontext von 
Migration, politischem Aktivismus oder Ähnli-
chem. Und – die Beispiele weisen darauf hin – 
es ist nicht zuletzt vor dem Hintergrund expan-
dierender Sicherheitsdiskurse und ihrer über-
wachungstechnologischen Realisierungen 
angebracht, die eigene Datensicherung noch-
27 Vgl. Ochs/Büttner/Hörster (Mitarb.): Das Internet,  
S. 71-75.
28 Verordnung (EU) 2016/679, Datenschutz-Grundver-
ordnung: Artikel 9 DSGVO, Absatz 1.
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mals stärker unter Datenschutzaspekten zu re-
flektieren, zumal ‚Sensibilität‘ ein dynamisches 
Resultat komplexer Bedeutungszuschreibung 
ist.29 Gleichzeitig lässt sich hieraus eine wich-
tige Anforderung an künftige Datenarchive for-
mulieren: Eine strikte Kontrolle des Zugangs zu 
festgelegten, in der Regel wissenschaftlichen 
Zwecken kann für viele Daten unverzichtbar 
sein. ‚Offenheit‘ würde hier zwar eine prinzipiel-
le Zugänglichkeit meinen, aber eine kontrollier-
te, keine freie.
Die Erhebungen des Fachinformationsdienstes 
„Sozial- und Kulturanthropologie“ zeigen aller-
dings, dass mit Blick auf die rechtlichen Fragen 
im Umgang mit Forschungsdaten teils erheb-
liche Unsicherheiten bestehen – sowohl hin-
sichtlich der datenschutzrechtlichen Anforde-
rungen selbst, als auch ihrer Übersetzung in 
Forschungspraxis, etwa bei Datenschutzkon-
zepten oder der informierten Einwilligung von 
Gesprächs- und Forschungspartner/innen.30 
Sollen Forschungsdaten künftig weitergegeben 
werden, müssen außerdem Anonymisierungs-
strategien neu überdacht und weiterentwickelt 
werden. Hier muss es dann darum gehen, ei-
nerseits rechtlichen und forschungsethischen 
Anforderungen zu genügen, andererseits die 
Interpretierbarkeit des Materials zu erhalten.31 
29 Vgl. mit Blick auf ‚sensible Objekte‘ in Sammlungen 
und Museen Vogel: Sensibel werden.
30 Vgl. Imeri: Archivierung und Verantwortung.
31 Vgl. die Überlegungen aus dem Datenzentrum ‚Qua-
liservice‘ an der Universität Bremen zu Anonymisie-
rungskonzepten in Kretzer: Arbeitspapier. Qualiservice 
beherbergt bisher Interviewstudien aus der qualita-
tiven Sozialforschung. In den kommenden Jahren 
werden die dortigen Services in Kooperation mit dem 
Fachinformationsdienst Sozial- und Kulturanthropo-
logie für die ethnologischen Fächer weiterentwickelt.
Weil all das aber mit zunehmender Digitalität 
der Forschung ein sehr viel stärkeres Gewicht 
bekommt, sind nicht nur erhöhte Aufmerksam-
keit und Sensibilität für die Problematik erfor-
derlich, vielmehr muss entsprechender Wis-
sens- und Kompetenzerwerb ermöglicht und 
forciert werden. Auch wenn es aufgrund der 
Spezifik der Forschungsfelder und der Indivi-
dualität der Zugänge vermutlich keine globalen 
Empfehlungen und Lösungen für alle Fälle ge-
ben wird, wird eine Standardisierung der Ver-
fahren in gewissem Umfang erforderlich sein, 
schon um ressourcenschonende Routinen er-
arbeiten zu können.
Insgesamt ist abzusehen, dass die datenschutz-
gerechte Aufbereitung für Langzeitarchivierung 
und Nachnutzung vor allem für Material mit ho-
hem Schutzbedarf sehr komplex sein kann und 
dass man es hier mit einem Balanceakt zwi-
schen Bürokratie und Machbarkeit zu hat, der 
weiter reflektiert werden muss. Unklar – und 
auch das gehört zu den Rahmenbedingungen 
‚offener‘ Forschungsdaten – ist bisher zudem, 
wie zusätzlicher Dokumentations- und Begrün-
dungsaufwand mit Blick auf finanzielle und zeit-
liche Ressourcen bewältigt werden kann, denn 
schließlich bleibt die eigentliche Aufgabe das 
Forschen, in vielen Fällen zudem unter Quali-
fikationsdruck.
Nicht zuletzt ist die Frage, ob und wie offen For-
schungsdaten sein können, auch abhängig von 
der Frage, wem Daten gehören. Breit diskutiert 
wird derzeit, ob und inwieweit urheber- und nut-
zungsrechtliche Regelungen hier greifen. Offen 
ist etwa, ob Forschungsdaten im Sinne des Ur-
heberrechts Werkcharakter haben (können). 
Was für Messdaten in der Regel verneint wird, 
kann für Fotos, Videoaufnahmen, Interview-
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transkripte und Feldnotizen anders bewertet 
werden. Juristische Positionen können hier teils 
weit auseinanderliegen, und nicht immer exis-
tieren zu allen Fragen bereits adäquate recht-
liche Regelungen.32 In Abhängigkeit vom For-
schungsfeld können in diesem Zusammenhang 
zudem Aspekte der vielschichtigen Problemati-
ken von ‚Cultural Property‘ relevant werden und 
es wäre zu klären, wie gegebenenfalls Daten für 
‚Source Communities‘ zugänglich gemacht wer-
den können.33
Offene Fragen und Diskussions-
felder
Auch wenn in der Fachdiskussion rechtliche und 
forschungsethische Fragen häufig im Vorder-
grund stehen, gibt es eine Reihe weiterer offe-
ner Fragen oder besser Diskussionsfelder, die 
hier schlaglichtartig beleuchtet werden sollen.
Datenbegriff
In den ethnologischen Fächern wird der Daten-
begriff mit Blick auf die eigene Produktion nicht 
gleichmäßig verwendet. Es gibt derzeit kein all-
gemein geteiltes Verständnis davon, was For-
schungsdaten sind beziehungsweise ob und 
bei welchem Bearbeitungsstand von ‚Daten‘ 
gesprochen werden kann oder sollte. Während 
in der allgemeinen Debatte häufig der Blick auf 
die Big Data dominiert, ist im Umfeld der Dis-
kussion zur Forschungsdatenarchivierung von 
Rohdaten, Primär- und Sekundärdaten, prozes-
32 Vgl. zum Beispiel Kuschel: Forschungsdaten.
33 Vgl. Widlok: The Archive.
sierten Daten und ähnlichem die Rede, wobei in 
vielen Fällen ein informatorischer Datenbegriff 
verwendet wird.34 Diese Begriffe können auf-
grund der inhärenten Komplexitätsreduktion 
nicht ohne Weiteres auf die Forschung der eth-
nologischen Fächer übertragen werden. Über-
dies werden in der Feldforschung auch weiter-
hin analoge Materialien – Druckschriften, Plaka-
te, Archivalien und Ähnliches – verarbeitet und 
analoge Techniken der Aufzeichnung verwen-
det, sei es, dass die konkrete Feldsituation kei-
nen Technikeinsatz erlaubt oder dass etablierte 
Routinen nicht verändert werden. Auch haben 
Daten aus ethnografischer Forschung in der 
Regel kein ‚Verfallsdatum‘. Es ist deshalb not-
wendig, die Frage, was ‚Daten‘ in den im weite-
ren Sinn qualitativ forschenden Fächern sind, 
welcher Datenbegriff zur Anwendung kommt, 
wenn im ethnografischen Forschungsprozess 
aus Materialien, Dokumenten oder Quellen Da-
ten werden, stärker zu reflektieren. Unterschie-
de zu anderen Wissenschaften, aber auch zur 
allgemeineren Begriffsverwendung sind zu mar-
kieren und womöglich eigene Konzepte zu ent-
wickeln. Das ist nicht zuletzt notwendig, um die 
gerade mit Blick auf die Datenarchivierung not-
wendige Kommunikation über Disziplin- und Do-
mänengrenzen hinweg zu ermöglichen.
Kontextdokumentation
Eine weitere Frage, die bereits die mögliche 
Nachnutzung von Forschungsdaten im Blick 
hat, ist die nach der angemessenen Kontex-
tualisierung. Es sind gewöhnlich Metadaten, 
mit denen Daten oder Datensets nach vorge-
34 Vgl. dazu die Überlegungen von Gertraud Koch in 
diesem Band sowie Imeri: Ordnen, archivieren, teilen.
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gebenen Standards beschrieben werden. Sie 
erst ermöglichen, dass Daten auch mit Such-
instrumenten gefunden werden können, liefern 
aber angesichts der Komplexität von Feldfor-
schungssituationen eher wenig Informationen. 
Entsprechend reicht die Feststellung: „Datasets 
don’t speak for themselves“35 weit darüber hin-
aus. Für die Interpretation und Einordnung eth-
nografischer Daten sind zusätzliche Informati-
onen unverzichtbar. Was aber relevanter ‚Kon-
text‘ ist, entscheiden Forschende eher in einem 
dynamischen Prozess, als dass definierte Sets 
an Umständen, Bedingungen oder Elementen 
eines konkreten Settings zur Orientierung die-
nen würden.36 Auch das in die Forschungsbe-
ziehung eingebettete relationale, implizite und 
intuitive Wissen, das für die ethnografische 
Wissensproduktion wichtige körperlich-sinn-
liche Erleben und die „epistemic affects“37 der 
Forschenden sind Kontext. Die weitgehende Un-
verfügbarkeit dieser Art von Kontext in den For-
schungsdaten ist vermutlich auch das, was die 
Interpretationsmöglichkeiten von Sekundärana-
lysen gegenüber denen der Primärforschenden 
am meisten einschränkt. Insofern wird künftig 
auch zu reflektieren sein, welchen Status sol-
ches Material in der ethnografischen Forschung 
haben kann.38 In welcher Form die komplexen 
Kontexte der Datenerhebung angesichts hete-
rogenen Materials und begrenzter zeitlicher und 
finanzieller Ressourcen so dokumentiert wer-
den können, dass sie für Dritte – vielleicht sogar 
35 Lederman: Archiving Fieldnotes, S. 261.
36 Vgl. Medjedović: Qualitative Sekundäranalyse.  
Anhaltspunkte für eine „gute Datendokumentation“ bei 
Smioski: Archivierungsstrategien, Absatz 14-19.
37 Vgl. Stodulka/Selim/Mattes: Affective Scholarship.
38 Vgl. Imeri: Ordnen, archivieren, teilen.
fachfremde Forschende – verständlich und da-
mit überhaupt sinnvoll nutzbar werden, ist eine 
offene Frage. Neben den Metadaten dürfte ein 
eigenes Format der Kontextdokumentation er-
forderlich sein.
Datenqualität
Mit den Überlegungen zur Kontextdokumentati-
on ist auch die Frage nach der Datenqualität ge-
stellt, die mit der Anforderung der Offenheit be-
ziehungsweise Zugänglichkeit von Daten neues 
Gewicht bekommt. Gemeint ist im Forschungs-
datendiskurs damit oft die technische Qualität 
von Daten, die sich etwa auf die Kompatibilität 
und Interoperabilität technischer Formate be-
zieht oder auf die Verwendung geeigneter Me-
tadatenstandards. Datenqualität betrifft aber 
mindestens genauso eine inhaltliche Qualität.
Die Erhebungen des Fachinformationsdiens-
tes zeigen, dass die Haltungen dazu ambivalent 
sind. Einige Kolleg/innen würden es durchaus 
begrüßen, wenn die in der engen Bindung des 
methodischen Vorgehens und auch des Mate-
rials an die forschende Person oft wenig trans-
parente ‚‚Black Box Feldforschung‘‘ – so eine Be-
schreibung einer Gesprächspartnerin – mit der 
Zugänglichmachung von Daten zumindest ten-
denziell geöffnet würde. Die Wahrnehmung ei-
ner ‚Black Box‘ spiegelt sich in Hinweisen darauf, 
dass Forschende ungern mehr Einblicke in ihre 
Arbeitsweisen, Interpretationsschritte und Ana-
lysen geben möchten, als sie das kontrolliert in 
ihren Publikationen tun. Verbunden damit sind 
aber auch Bedenken, dass sich die eigene Auf-
zeichnungspraxis oder Fragetechnik stark ver-
ändern müsse, wenn man sich nicht angreifbar 
machen möchte. Befürchtet werden Tendenzen 
zu Selbstzensur, allgemeiner Anpassungsdruck 
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und die Einschränkung von Experimentierfreu-
de. Auch eigene forschungsethische Standards 
der Nachnutzung werden eingefordert.
Was aber sind ‚gute‘ Daten? Wie lassen sich dis-
ziplinär geteilte Bewertungskriterien etablieren? 
Eine Verständigung über diese Fragen wird not-
wendig sein, weil schon aus Gründen der Res-
sourcenökonomie nicht alle Daten aus jeder 
Forschung dauerhaft archiviert werden können. 
Es wird also darauf ankommen, Kriterien zu ent-
wickeln, die als Grundlage für die Auswahl und 
Bewertung von zur Langzeitarchivierung geeig-
neten Daten dienen können. Nicht zuletzt erwar-
ten Forschungsförderinstitutionen wie die Deut-
sche Forschungsgemeinschaft, dass fachspe-
zifische Daten-Policies künftig auch Auskunft 
darüber geben, welche Daten langfristig erhal-
ten bleiben sollen und für welche Daten auf eine 
Archivierung verzichtet werden kann.39 Sich 
über Datenqualität zu verständigen heißt des-
halb nicht nur oder nicht in erster Linie, Kontrolle 
auszuüben, sondern den Wert ethnografischen 
Materials zu reflektieren und konsequent zur 
Geltung zu bringen – auch gegenüber anderen 
Disziplinen, der Wissenschaftspolitik und wei-
teren Öffentlichkeiten.
Offene Daten aus ethnografischer 
Forschung?
Offenheit, so viel ist mit Blick auf Daten aus 
ethnografischen Forschungen deutlich, ist 
nicht gleichmäßig wünschenswert. Sie können 
39 Förderung von Informationsinfrastrukturen für die 
Wissenschaft, S. 40.
 sicher nur in manchen Fällen tatsächlich pub-
liziert werden. Das heißt jedoch nicht, dass es 
für die ethnografische Feldforschung dann eben 
keine Möglichkeiten der Langzeitarchivierung 
und der Nachnutzung geben kann oder sollte. 
Vielmehr muss in Abhängigkeit vom jeweiligen 
Forschungsfeld und dem konkreten Material 
sorgfältig abgewogen werden, ob und welche 
Daten hierfür infrage kommen. Zudem werden 
fachlich spezialisierte und professionalisierte 
Datenrepositorien in öffentlicher Hand benötigt, 
die langfristig abgesichert arbeiten und wissen-
schaftlich unabhängig geführt werden. Geeigne-
te Datenrepositorien sollten nach Möglichkeit 
zertifiziert sein.40 Benötigt werden Verfahren, 
die heterogen gedachte Offenheit in Konzep-
te gestufter Zugriffsmöglichkeiten übersetzen: 
Je nach Anforderung an Datenschutz und Per-
sönlichkeitsrechte sollten Daten verschiedenen 
Schutzstufen zugeordnet und Zugangskontrol-
len bis hin zur Einrichtung besonders geschütz-
ter Räume (sogenannte Safe-Rooms) – wie sie 
in einer ganzen Reihe von Datenrepositorien 
bereits gängige Praxis sind – etabliert werden. 
Dort können Daten an Arbeitsplätzen nur vor Ort 
eingesehen, lediglich in begrenztem Umfang be-
arbeitet und nicht vervielfältigt werden.41 Es wird 
zudem notwendig sein, Datennutzungsverträ-
ge abzuschließen. Forschende sollten – sofern 
sie es wünschen – bei Datenübergabe dem Ein-
zelfall angemessene Regelungen zur Nachnut-
zung treffen können.42 Aus der Perspektive der 
Nachnutzung kann die Möglichkeit, Kontakt zu 
40 Zum Beispiel im Rahmen einer Akkreditierung beim 
Rat für Sozial- und Wirtschaftsdaten. https://www.
ratswd.de/forschungsdaten/akkreditierung.
41 Harbeck/Imeri/Sterzer: Feldnotizen, S. 135.
42 Vgl. Sterzer/Kretzer: Archivierungsstrategien.
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den Primärforschenden aufnehmen zu können, 
wichtig sein, vor allem um zusätzliche Informa-
tionen über das Material einzuholen. Datenre-
positorien sollten zudem fachspezifische Be-
ratungsangebote entwickeln: zur Vorbereitung 
der Daten, zu Anonymisierungskonzepten, zur 
Metadatenerstellung und Ähnlichem.
Mit der Frage, wie offen ethnologische For-
schungsdaten unter welchen Bedingungen ei-
gentlich sein können, verbindet sich insgesamt 
die Aufforderung, den digitalen Wandel in den 
Wissenschaften auch für die ethnologischen 
Fächer und damit Schwierigkeiten und Chan-
cen von Digitalität in der ethnografischen Pra-
xis zu diskutieren und zu reflektieren. Die Fragen 
nach dem Datenbegriff, der Kontextdokumen-
tation und der Datenqualität weisen darauf hin, 
dass Datenmanagement bei weitem kein Feld 
ist, das sich rein technisch bearbeiten ließe. Es 
geht dabei nicht nur um den Einsatz digitaler 
Tools in der Erhebung und Analyse von Daten 
und dessen Konsequenzen, sondern um Metho-
denentwicklung und Methodenreflexion, nicht 
zuletzt mit Blick auf neue Möglichkeiten kolla-
borativen Arbeitens. Zu diskutieren wäre etwa 
auch eine Hierarchie der Werte, in der Offenheit 
womöglich nachgeordnet ist. Offenheit – im hier 
skizzierten, modifizierten Sinn – sollte deshalb 
nicht erzwungen, insgesamt aber doch beför-
dert werden: Indem geeignete und mit Blick auf 
forschungspraktische und forschungsethische 
Erwägungen angemessene Verfahren etabliert 
und technische Lösungen entwickelt werden, 
und indem Datenarchivierung nicht nur als zu-
sätzliche Aufgabe verstanden wird, sondern als 
Schaffung zusätzlicher Ressourcen, die womög-
lich neue Fragestellungen und Perspektivierun-
gen erlauben. Nur so können Handlungs- und 
Gestaltungsspielräume eröffnet und genutzt 
werden, denn die Zukunft auch der ethnologi-
schen Fächer wird (noch) digitaler sein. Und da-
für wird nicht einfach ein Mehr an Technologie 
benötigt, sondern vor allem ein reflexiver Um-
gang mit digitalen Verfahren und mit den eige-
nen Forschungsdaten.
Linksammlung 
Alle Zugriffe am 18.10.2018.
http://dobes.mpi.nl
http://ringvorlesung.info/archiv/open-knowledge-archiv
http://transparenz.hamburg.de
https://eur-lex.europa.eu/homepage.html
https://lda.sachsen-anhalt.de/denkmalinformationssystem
https://okfn.de/themen/offene-daten
https://www.lda-lsa.de/aktuelles/meldung/da-
tum/2018/10/17/sachsen_anhalts_denkmallandschaft_
aktueller_denn_je
https://www.ratswd.de/forschungsdaten/akkreditierung
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