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The dynamics of fluid flow in a simple model of the human trachea are studied both experimentally
and theoretically. Two configurations of this model are presented. In the first, viscous Newtonian
liquids are driven upward in a glass tube by a constant flow of air. In the second, viscous Newtonian
and non-Newtonian liquids are pumped into a glass tube and allowed to flow under gravity. In all
experiments, the liquids are initially flat and thin moving films that eventually develop periodic
traveling waves. These flows are modeled by the low-Reynolds Navier-Stokes equations; the non-
Newtonian stresses are described by the Upper Convected Maxwell constitutive law. Linear stability
analyses for these models are carried out, and results are compared with experiments.
For the air flow case, wave tracking and dyed oil experiments are presented to show the existence
of trapped cores of liquid that are carried up a 1.0 cm I.D. tube by the air. Two previously-derived
models for the liquid (from different descriptions of the coupling air flow) are presented and compared
with linear wave experiments. It is shown that the simpler, locally-Poiseuille description of the air
flow is able to qualitatively describe features of the experiments such as changes in liquid layer
thickness and wave velocity. The more accurate, multi-scale approach to the air-liquid problem
improves upon these descriptions as well as giving a much better prediction of interfacial wavelength
in the linear regime.
For the Newtonian gravity-driven case, experiments in 1.0 cm, 0.59 cm, and 0.34 cm I.D. tubes
show that falling wave instabilities can either saturate or grow unchecked into liquid plugs separated
by large bullet-shaped bubbles that move in lock-step with the plugs. A long wave criterion for the
transition of waves from convective to absolute instabilities is given and shown to accurately capture
experimental observations. A similar result is obtained when sample numerical data is compared to
experimental plug formation data.
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For the non-Newtonian gravity-driven case, it is shown that PIB(polyisobutylene)-PB(polybutene)
Boger fluids, prepared from a recipe, experimentally reduce the growth of interfacial instabilities
compared with equally-viscous falling Newtonian films in a 1.0 cm I.D. tube. All fluids were tested in
a cone-and-plate rheometer, and sample results and their measured relaxation times are given. The
Boger fluids’ relaxation times were found to be unexpectedly very small, indicating that viscoelasticity
may play a minor role in accounting for experimental observations. Instead, a change in surface
tension may be responsible, and some corroborating measurements are shown. A small-amplitude,
linear Weissenberg model is derived. It predicts an elasticity-enhanced Rayleigh-Plateau instability,
which is stabilized by drops in surface tension, i.e., increases in the nondimensional Bond number.
When measured relaxation times and surface tensions are inserted into the model, it is found to
qualitatively match the experimental plug formation trend.
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The coupled flow of air and mucus in the human upper airways is a dynamic process that is
complicated by the mucus’ viscoelasticity, the air’s turbulence, and the airways’ geometry and
flexibility. In order to write down a mathematical model of such flows many of these features must
be dramatically simplified. For example, the airway may be represented as a rigid tube or the mucus
as a Newtonian liquid. The simplest of these theoretical models are based on the Navier-Stokes
equations in symmetric geometries, often with added asymptotic assumptions. Likewise, experiments
to test these models are very limited in scope.
In this thesis, I elaborate on three simple theoretical-experimental models of flows in the trachea.
The first two use only Newtonian fluids, while the third uses a non-Newtonian mucus simulant. In
all three, a liquid flows inside a rigid tube and its motion is dominated by viscosity. As such, I
use the governing momentum and continuity equations in the viscosity-dominated limit. For the
Newtonian problems, these equations are further expanded in the long wave limit and a nonlinear
evolution equation for the liquid free surface is found. Air flow, when included, is coupled to the
liquid either through a turbulence closure profile or by approximating the air free-surface stresses
using a multi-scale method. For the non-Newtonian problem, small amplitude perturbations are
considered. Viscoelastic effects are modeled by the Upper Convective Maxwell (UCM) constitutive
equations, and these are expanded in the weakly elastic limit. Linear stability analysis is performed
on all three models in order to characterize Fourier-type wave growth.
Experiments were conducted to confirm the theoretical results. The apparatus I use is a design
borrowed from Kim et al. [3]. It has served as the platform for experiments that I have conducted
for publications (Camassa et al. [1, 4, 5]), and which will be discussed here. The apparatus consists
of a small diameter glass tube and a liquid feed chamber, which are supplied with a constant mass
flux of air and liquid. The test liquids are Newtonian and non-Newtonian with viscosities and
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elasticity comparable to some lung mucus. In a typical experiment, the test liquid is fed into the
glass tube so that it forms an annular layer on the inner wall with (moving or static) air in the core.
As the liquid layer flows, natural perturbations to the free surface are observed to grow and travel
down or, with a sufficiently high counter-current air flow, up. These perturbations are measured
and their characteristics are compared to the results of linear stability analysis. Such disturbances
eventually grow into ring-shaped waves – a phenomenon that was noted but never quantified prior
to the experiments presented here. In the absence of air flow, these ring waves continue to increase
in amplitude until they plug, i.e., form a liquid bridge.
1.2 Experimental background
1.2.1 Core-annular flows
My first experiments examine core-annular flows (CAF) of air surrounded by a viscous liquid
film. CAF is the co- or counter-current movement of a core fluid inside of an annular fluid, often in
a tube. Generally, this encompasses a range of flows, from a stream of bubbles passing through a
second fluid to a thin annular film experiencing shear from a fast moving core [6].
My research is focused on the annular shear regime. Early work on these flows sought to
quantify the connection between layer properties like thickness and viscosity and the flow resistance
experienced by the core. Calvert and Williams [6] found good agreement between their model
predictions and previously reported measurements of pressure drops and film thicknesses in vertical,
air-water CAF for a range of air flow rates. Air and film relative velocities in liquid displacement
were later quantified [7; 8].
In a vertical tube liquid will drain down from its injection point unless a high speed, upward
flow of air is introduced below the liquid, transferring upward momentum. If the air is fast enough,
this momentum transfer will turn some of the liquid flow up–a phenomenon known as flooding [9].
In my air-driven experiments, flooding is constantly occurring along the wetted domain as the air
flow forces the liquid layer up the tube. Bankoff and Lee [9] reviewed the literature on flooding and
summarized criteria for it to occur. Mouza et al. [10, 11] examined flooding in tubes of the same
diameter as mine, and they found a complicated, liquid Re-dependent effect on critical flooding
velocity (of the gas). It was shown that surface wave formation was connected to flooding onset.
At high enough (relative) core flow rates, the liquid is entirely prevented from flowing down
2
the tube [9]. This regime of upward mass flux, known as “zero penetration,” is the focus of my
experiments on the mass transport of mucus simulants. However, the relevant literature is mostly
focused on the transition from incipient flooding to zero penetration and back [9]. Only Kim et al.
[3, 12] carry out tests of upward film speeds in addition to determining the critical conditions for
zero penetration.
Kim et al. [3] characterized mucus reversal by mapping out the parameter space of critical
layer thicknesses, air flow rates, and liquid viscosities needed to achieve a net zero liquid flux. In
a follow-up paper, they found that increases in air flow and decreases in liquid viscosity sped up
layer transport in both vertical and horizontal tubes [12]. In fact, the work by Kim et al. [12] is
the starting point for the mass transport experiments described in this thesis. Summarizing results
from Camassa et al. [1], I show that, within a region of parameter space, free surface waves capture
and transport boluses of liquid that have detached from the underlying layer. These ring-shaped,
trapped liquid cores are a previously unknown and remarkable mass transport mechanism.
In a subsequent study, Kim et al. [13] used asymmetric, periodic upstream-downstream air flow
to push the liquid layer downstream. It was discovered that the liquid layer transport speed is
primarily influenced by the peak downstream flow rate and insensitive to the upstream flow rate as
long as the difference between the rates is not small.
Other CAF have received a great deal of attention in the literature as well, such as the lubricated
flow of oil by water for efficient petroleum transportation [14; 15] or the lubricated flow of water by
oil in microfluidics [16].
The stability of the interface in various CAF has been the focus of more contemporary experimental
work. Low-Reynolds [16] and gravity driven flow instabilities [17] have been measured in oil-water
flows and compared with linear stability analysis. In the case of an air driven viscous film, it’s
been shown that small amplitude surface waves can be accurately described by a coupled long wave
air-liquid model [5]. These experiments and theory will be discussed in later sections. Finally, using
conductance probes Zhao et al. [18] recorded film thicknesses of an air driven water layer and very
accurately captured the profiles of its high frequency disturbance waves.
Owing to their complexity, few experiments involving CAF with a non-Newtonian film have
been carried out, although they are of considerable interest to the study of flows in the airways.
Clarke et al. [19] observed that under biological conditions a transition from laminar to turbulent air
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flow led to an increase in flow resistance as well as the formation of liquid surface waves. The work
by Kim et al. [3, 12, 13] furthered this study with experiments that measured critical air flow rates,
film thicknesses, and film speeds related to the advancement of the liquid layer.
Perhaps surprisingly, Kim et al. [3] found that the elasticity of the liquid had very little effect on
the force balance condition and the layer transport speed under unidirectional air flow. However,
when a biased, periodic air flow is used, greater elasticity strongly enhances layer transport speed
[13]. Although the study of surface waves was not their focus, Kim et al. [12] made a key observation:
“Less elastic solutions tended to form undistorted smooth ring-shape waves distributed evenly along
the tube length, whereas the highly elastic solutions formed irregular, ever-changing waves randomly
occurring throughout the tube.” As I will show, this behavior is consistent with theory, which
concludes that elasticity linearly destabilizes a free surface.
1.2.2 Gravity-driven annular flows
The annular and core-annular flows that I present in this thesis have been studied for over a
century. The landmark experimental work by Plateau [20] measured the profiles of surface tension-
induced ripples on the interior liquid lining of a tube. His work considered stationary films where
only the free surface moved. Later experiments looked at properties of films flowing, either due to
gravity [21; 22] or due to an applied, horizontal pressure gradient [21]. All flows were laminar in the
steady-state. These experiments were the first to reveal that spontaneous surface waves are generated
due to flow instabilities for large enough liquid flow rates (Reynolds numbers); some of these waves
even appeared to travel faster than the underlying film [22]. Recently, Meza and Balakotaiah [23]
measured amplitudes of large, fully saturated falling waves using conductance probes. Simulations
by Ubal et al. [24] illustrated similar wave profiles.
Much experimental work has been done on the complementary case of films on wires, likely owing
to their many industrial and chemical applications. Such studies truly began with the pioneering
experimental work of Kapitza and Kapitza [25] and the theoretical/experimental work of Goren
[8]. Goren quantified the relationship between capillary instability wavelength and the thickness
of a stationary film. Years later González et al. [26] used a high resolution experimental setup to
further study this Rayleigh-Plateau instability. Flowing films were examined by Quéré [27] who
demonstrated that inertia can arrest this instability and stabilize wave amplitude growth. Thus,
such films develop a connected train of asymmetric falling drops instead of separate liquid beads.
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Other work on flowing films has measured film thicknesses and wave characteristics with forced
and unforced inlet perturbations on wires [28; 29; 30; 2; 31; 32; 33; 34] and on a plane [35]. Unforced
film flows on a wire have been shown to be absolutely unstable if the wire radius is small enough and
the film thickness lies in some intermediate range (which is determined by the wire radius and liquid
properties). For wires of large enough radius the exterior coating is always convectively unstable,
regardless of the film thickness [2].
Returning to the interior problem, growing waves on films have the potential to fully occlude the
tube, forming a liquid plug/slug. This transition regime, from annular to plug flow, is important area
of study for airway modeling. As such, it is the focus of much of this paper. However, the experimental
literature on this transition is limited. Camassa et al. [4] measured instability characteristics of long
waves falling in a tube. These waves eventually grew into a train of plugs whose characteristics were
qualitatively in agreement with numerical simulations. Empirical conditions for occlusion in terms
of common dimensionless groups were obtained by Dao and Balakotaiah [36]. Similar conditions,
in terms of critical liquid volume, were experimentally determined by Kamm and Schroter [37]
and Everett and Haynes [38]. They computed volumes of 5.6a3 and 5.47a3, respectively, for tube
diameter a. (Data are taken from Grotberg [39]). Lastly, a paper released this year by Dietze et al.
[40] numerically extends the work of [4] to include delimits on regions of conditional occlusion (plug
or annular flow), certain occlusion (plug flow), and impossible occlusion (annular flow).
Once plugs have formed, they remain as an alternating series of liquid slugs and gas bubbles.
Much experimental work has been performed in this flow regime. Early work focused on using
long bubbles in capillaries as indicators of the surrounding liquid flow rate [41]. Bubbles always
travel faster than their surrounding film by an amount that depends on the capillary number Ca
[41; 42; 7; 43; 44]. Over the following decades, experimental and numerical techniques for measuring
flow parameters has improved [45; 46; 47; 48; 49; 50; 51]. Other studies have even tested the effects
of viscoelastic liquids on the movement of these capillary bubbles [50; 52]. However, an analytical
expression relating the bubble velocity, film thickness, and surface tension in capillaries has not been
found [51]. In the regime of larger tubes, gravity becomes important. The speed of these Taylor
bubbles has been correlated analytically [53] and confirmed experimentally [53; 44; 51].
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1.2.3 Boger fluid review
The non-Newtonian flows studied in this thesis are unique as far as I have been able to determine.
However, there is substantial literature discussing the behavior of a Boger fluid, the non-Newtonian
liquid, in other flows. A Boger fluid consists of a Newtonian, low molecular weight substance
combined with a small concentration of miscible, non-Newtonian, high molecular weight polymer
[54]. The small concentration of additive does not alter the non-shear-thinning property of the base.
Although the additive concentration is small, it is enough to make a Boger fluid weakly elastic.
Since Boger fluids are elastic with no shear-dependent viscosity, they make excellent test liquids
for experiments that seek to isolate the effect of elasticity on hydrodynamic flow instability [54]. In
a Taylor-Couette setup, Smieszek and Egbers [55] concluded that elasticity lowered the Reynolds
number for transition to each of the vortex flows in the stability hierarchy across a range of aspect
ratios. However, their so-called Boger fluid displayed strong shear-thinning, which means that
additional viscosity-dependent effects may be confounding their results.
In another canonical setup, still using Boger fluids, flow speeds and vorticities in the wake of
a standing cylinder were measured by varying the Deborah number, De [56]. It was determined
that elasticity delays the flow from settling into a steady state. The same group also found that
Boger fluids destabilize flow past a cavity in a channel [57]. In another study a helical free swimmer
swam faster in an elastic fluid near De = 1 but slowed down or remained steady otherwise [58]. Yao
and McKinley [59] carried out numerical simulations of a Boger fluid in an extensional rheometer
and showed that elasticity causes shear-hardening of a stretched viscoelastic column as well as
destabilization at the ends. In gravity-dominated interfacial flow, Lee et al. [52] showed that
increases in elasticity led to thicker films in the wake of co-rotating concentric cylinders. Overall,
elasticity appears to destabilize hydrodynamic flows and alter the shape of liquid films.
The choice of Boger fluid for this study was polyisobutylene-polybutene (PIB-PB), an organic
mixture. Organic substances are not sensitive to humidity nor form skins on their free surfaces
[54], which makes them ideal for the interface dynamics study presented here. What’s more, an
exhaustive examination of PIB-PB rheology was carried out by Quinzani et al. [60]. I made my
fluids to their specifications. The preparation of PIB-PB liquids will be discussed along with their
rheometry in § 3.3.2. Briefly, I will summarize some other useful references on Boger fluids/PIB-PB
and their rheology.
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Boger fluids lie in the dilute range of polymer solutions, i.e., their molecular chains are far enough
apart that their average end-to-end length, and hence the fluid viscosity, remains constant [54; 61].
The Oldroyd-B constitutive model captures this composition: the total fluid stress is a combination of
viscous (solvent) and viscoelastic (polymer) stress. Many authors have used Oldroyd-B to successfully
model Boger fluids in a variety of flows [62; 59; 63; 64; 65]. Oldroyd-B rheology is also well established
[66; 67; 68; 69; 70].
Many rheometric measurements of Boger fluids are based on the Oldroyd-B model. Viscoelastic
properties of the first polyisobutylene-polybutene Boger fluids, presented by Prilutski et al. [66], were
well captured by Oldroyd-B up to shear frequencies of 10 s−1 after which the storage modulus was
under predicted. This discrepancy was fixed by including the small solvent relaxation time in the
model [69]. Other studies on Boger fluids have found limitations to PIB-PB as a Boger fluid, namely
in the case of very high molecular weight polymers [70] or when a low viscosity, non-hazardous
substance is required [71]. For the experiments presented below, these drawbacks were less concerning
than the changes in surface tension and viscosity that would occur to a non-organic film.
1.3 Theoretical background
1.3.1 Air-driven flow
There are various models in the literature for gas-liquid core-annular film flow through a pipe
or channel, e.g., [1; 72; 5; 73]. Much of the long wave analysis presented in this thesis can be
found in other works [5; 74; 75]. The particular phenomenon of a trapped ring of liquid being
accelerated by turbulent air was first modeled in Camassa et al. [1] by coupling the liquid layer to a
laminar air core with an effective viscosity. This model was taken from Camassa and Lee [72] and
extended in Camassa et al. [5] using a multi-scale approach that I present in § 4.1. For channel CAF,
Tseluiko and Kalliadasis [73] derived both a long wave model and an integral boundary layer model
for the liquid film and used it to predict the onset of flooding. (For a discussion of experimental
flooding literature, see § 1.2.1.) The related exterior problem has been studied by Quéré [27] both
experimentally and theoretically in the thin film limit.
Much more CAF modeling has been done on liquid-liquid flows because of their application to
engineering problems like oil recovery. These studies have focused primarily on viscosity contrasts
typical of oil and water, low Reynolds numbers in both phases (creeping flows), thin annular layers
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relative to the tube radius, and small capillary numbers (surface tension forces dominate viscous
forces)[76; 77; 78; 79; 80; 81; 82; 83; 16; 84; 85; 86; 87]. Of particular relevance to the current work
was Kerchman’s discovery of the development of trapped cores in his thin-film models of water-oil
flows at low Reynolds numbers.
Returning to air-liquid flow, a key aspect of the multi-scale long wave modeling presented below
is a description of the wall stresses created by turbulent air through a wavy pipe. The literature on
this topic is limited, however. Hsu and Kennedy [88] performed experiments with airflow through a
wavy pipe at Re ≈ 105. They also derived a model empirically for the wall stresses which requires
only local information of the free surface. The stability of these exact solutions was studied by Hickox
[83], who showed that while pipe flow of a single fluid is stable to infinitesimal perturbations, CAF
can be unstable to long wave perturbations at any Reynolds number. His analysis was based on an
adaptation of the long-wavenumber method developed by Yih [89] for flat films. Yih expanded small
linear disturbances to velocities and the pressure as an asymptotic power series in wavenumber such
that, in the small-wavenumber asymptotic limit, their propagation speeds were given at zeroth order
and their linear stability at first order.
In the channel geometry, turbulent flow has been studied by many authors. In landmark work,
Miles [90] and Benjamin [91] modeled the flow of air over a rigid, sinusoidally varying channel wall
using small-amplitude asymptotics and an assumption that the base flow is quasi-laminar. In [91] the
wavy wall was mapped to a flat wall using curvilinear coordinates, and the air stress was determined
to be out of phase with the wall. Thorsness et al. [92] incorporated the leading-order Reynolds stress
into the quasi-laminar model of [91] using a different set of curvilinear coordinates and found good
agreement with experiments. The problem was also recently re-examined by Tseluiko and Kalliadasis
[73] who combined the curvilinear coordinates of [91] with the Reynolds stress modeling of [92].
1.3.2 Gravity-driven flow
Modeling of gravity-driven flows, like CAF modeling, has traditionally been done in a thin film
or long wave limit which allows for the linearization of the Navier-Stokes equations. A parallel flow
solution exists and is used as a leading order solution for perturbation expansion. Camassa and
Ogrosky [74] gives a thorough discussion of this modeling approach as it relates to the work presented
here. The theoretical analysis I carry out in § 4.2 is expanded in much greater detail in [74]. Integral
models have also been developed to examine flows with moderate Reynolds number [93]. These
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models depart from the traditional long-wave expansion when calculating first- and second-order
corrections.
In the thin film limit, Hammond [78] considered the growth of instabilities driven by capillary
forces in a cylindrical geometry and studied the formation of collars and lobes. Frenkel [82] derived
an evolution equation that included the effects of gravity, and his model is valid for both interior
and exterior coatings. This model was studied by Kerchman and Frenkel [84] and Kalliadasis and
Chang [94], who noted the possibility of finite-time blow-up of the model’s solutions, and examined
its behavior near blow-up under a self-similarity assumption. Roy et al. [95] modified the model
in [81; 82] to conserve mass. Lister et al. [96] used the Hammond equation to study the behavior of
liquid collars and lobes without the effects of gravity.
Jensen [97] studied the tendency of draining liquid collars to form plugs using the model in [81; 82],
and found a critical modified Bond number below which plugs form. Once a plug has formed, its
movement has been studied numerically and was found to be driven with prescribed constant velocity
(Campana et al. [98]) or by a constant pressure gradient (Ubal et al. [24]). The tendency of a plug
to thin or thicken in these cases was studied along with the quasi-steady streamlines pattern within
the fluid. Other theoretical studies have focused on plug behavior in other geometries, including a
channel [99] and flexible tube [87].
Long wave models, which exploit the ratio of film thickness to wavelength, have also been studied
for quite some time. Lin and Liu [100] derived a long wave model for flow on both the interior and
exterior of a cylinder and carried out linear stability analysis. Camassa and Lee [72] did the same
for the related problem of air-driven interior film flow. Kliakhandler et al. [29] and Craster and
Matar [101] both developed long wave models for the exterior coating case. The derivation of the
model in [29] is tailored around a few simplifying assumptions without resorting to a systematic
asymptotic expansion, and the resulting single evolution equation is virtually identical to the model
asymptotically derived by [101].
All of the Newtonian modeling in this thesis considers long wave instabilities subject to gravita-
tional, viscous, and surface tension forces. Of these, surface tension has arguably received the most
theoretical attention. A rich history of capillary instability theory begins with the pioneering work
of Lord Rayleigh [102]. (As a result, the instability partially bears his name: Rayleigh-Plateau.)
Decades later, Tomotika [103] and Goren [8] established the linear instability theory from which
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much work (including this one) continues to benefit. Goren [8] studied the stability of high viscosity
flows and presented a dispersion relation unstable to a range of small wavenumbers. The linear
instability analysis that I carry out is very similar. For this reason, I rederive Goren’s result in
Appendix B. For my own analysis, I follow Goren’s modeling for the case of negligible inertia, but I
assume a nonzero leading order flow, c.f. Section 4.3.3. Also, some of the long wave relations that I
present are similar to the Kuramoto-Sivashinsky (KS) equation in their polynomial dependence on
k; another is similar to the Korteweg-de Vries/Kuramoto-Sivashinsky (KdV-KS) equation as studied
by, e.g., Johnson et al. [104].
Instabilities can be classified as either absolute or convective. Films which only exhibit visible
instability growth far away from the inlet are said to be convectively unstable, while those which
exhibit growth very near to the inlet are classified as absolutely unstable. Duprat et al. [2] used this
classification in their study of instability growth on wires. They found that on wires of large enough
radius, the exterior coating is always convectively unstable, regardless of the film thickness. What’s
more, they determined a threshold Bond number that signaled the transition from absolutely to
convectively unstable flows. This selection criterion can in turn be interpreted in terms of different
forms of coalescence of branches of the dispersion relation, see, e.g., Huerre and Monkewitz [105]
for further discussion. Duprat et al. [2] also showed that absolute instabilities on a thin film were
present irrespective of the size of the wire, provided the film thickness was large enough. By contrast,
the long wave model in Craster and Matar [101] predicts a critical wire radius (as a function of
liquid properties) beyond which instabilities can only be convective.
1.3.3 Viscoelastic modeling
I will now briefly discuss viscoelastic models based on their instability predictions for film flow
in cylindrical coordinates. As mentioned above, the Oldroyd-B constitutive model is effective at
modeling Boger fluids, such as a ones draining inside (Halpern et al. [106]) or outside (Khayat and
Kim [64]) a cylinder. These cylinder models were analyzed in the thin film limit, and the studies
found that elasticity promoted linear, long wave interfacial instability growth.
Elastic instabilities are also predicted in certain flows of liquids modeled by the Upper Con-
vected Maxwell constitutive relation. Examples include Couette flow [107], lubricated shear of two
plates [108], coextrusion [109], vertical core-annular flow [110], and tube coating in the presence of
surfactant [111]. All of these were linearized in the long wave or thin film limit.
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By contrast, Chen and Zhang [112] and Zhou et al. [113] analyzed UCM fluid of arbitrary
wavelength and thickness and found flow regimes where elasticity delayed capillary instability growth.
Zhou et al. [113] gave numerical evidence that elasticity stabilizes waves generated by longitudinal
surface tension (the Kapitza instability). For this to happen, capillary forces must be minimal; in
their case the tube radius was large. Chen and Zhang’s stability condition appeared in a branch at
low Weissenberg, i.e., weak elasticity. In my experiments, elasticity stabilizes wave growth as well.
Therefore, I chose to model my Boger fluid as a UCM liquid of arbitrary wavelength.
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CHAPTER 2
EXPERIMENTAL SETUPS AND MODELING OVERVIEW
2.1 Air-driven Newtonian flow
The Kim et al. [3; 12] apparatus was copied for these air-driven experiments. A 20.0 cm glass
tube with a 1.0 cm inner diameter was inserted into an O-ring-lined hole in the center of the lid
of an annular chamber made of stainless steel and glass. (See Figure 2.1.) The diameter of the
tube was chosen to match the size of a typical adult human trachea. The test liquids similarly
were selected for their high viscosity, among other properties, to approximate lung mucus. Finally,
although breathing is periodic, the constant flow rate of air used in experiments is comparable to
standard tidal breathing air fluxes.
Other elements of the experiment were designed to promote axisymmetry and minimize liquid
pumping noise traveling downstream into the test section. A second glass tube was inserted into an
O-ring-lined hole in the center of the base of the steel chamber such that the two glass tubes were
aligned on axis. An Aalborg Digital Mass Flow Controller regulated a supply of air connected to
the lower tube. At the beginning of each experiment, the air supply was turned on and the flow
controller was activated, allowing a constant high volume flux of air to blow upward through the
tubes.
The liquid chamber was designed to inject the viscous test liquid axisymmetrically inward to the
core flow of air. A Harvard stepper motor syringe pump (HA Model 975) pushed a constant volume
flux of silicone oil through a feed line made of vinyl tubing. The base of the chamber was tapped
with a hole for a brass screw-on barbed connector, and the feed line was fit onto this connector.
Liquid filled the chamber from below. The chamber was made large in order to allow the liquid
head pressure to equalize before the liquid reached the gap at the top. Once the chamber filled,
liquid passed through this gap axisymmetrically into the core of fast-moving air. This injection
arrangement attempted to mimic the core-annular geometry found in the human airways.
As the viscous silicone oil entered the air stream, it was dragged upward against gravity into
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Figure 2.1: Configuration of the experimental apparatus for the air-driven study. Paths for the air
(blue) and silicone oil (red) are shown.
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the top, initially dry glass tube. Air continued to drive the liquid up and against the inner wall of
the tube where it formed a thin (∼ 1 mm) layer. Over time, the leading edge of the layer advanced
higher until the tube was fully coated, at which point the oil overflowed into a collection cup.
As the column of oil grew, waves on the surface formed, then traveled up the tube until they
reached the liquid layer front. A striking observation was that the front advanced upon the arrival of
a wave. This suggested that the waves were actually depositing a bolus of oil at the front. Further
discussion of the observed waves and mass transport mechanism will be given in § 3.1.
Model simulations also show mass transport by waves under certain flow conditions. Namely,
simulations show the separation of liquid streamlines that occur when a fast-moving liquid bolus
detaches from the underlying, creeping layer. Select model results will be given in § 4.1
Two models were used for the turbulent air flow. First, a zero-equation turbulence closure
approximated the air flow as laminar with a much lower effective viscosity. As expected, this
approach only roughly captured the stress coupling between the air and liquid layer, leading to
an overestimation of the liquid layer thickness. Next, a multi-scale method was used to divide
the core-annular flow problem into two single phase flow problems. In the first, air flow through
a wavy-walled rigid tube was modeled to give an accurate prediction of the stresses imparted to
the liquid free surface. In the second, these stresses were applied as boundary conditions to an
annular flow model of the liquid. § 4.1.2-4.1.3 present the turbulence closure model for the air with
an effective viscosity. § 4.1.4 presents the multi-scale modeling approach.
2.2 Gravity-driven Newtonian flow
With the presence of air flow stress at the liquid free surface, modeling cannot accurately capture
the growth characteristics of wave instabilities. This suggested turning to a simpler theoretical-
experimental problem, downward gravity-driven Newtonian flow, in order to quantitatively describe
wave instabilities. However, long wave linear and non-linear instability characteristics had not been
studied.
For this study, the same experimental apparatus was used but in an alternative configuration.
Figure 2.2 shows this layout; this time, a 40 cm long glass tube was inserted into the bottom of the
liquid chamber. The same Harvard Apparatus Model 975 (HA Model 975) syringe pump injected a
constant flux of viscous silicone oil into the chamber. Over the course of the experiment, oil flowed
into the chamber’s axisymmetric slit and drained down the inner wall of the tube. In one variation of
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the experiment, a 1 m long tube was used instead. Additionally, a finer control of the liquid flux was
needed so the HA Model 975 was replaced by a Harvard Apparatus HPSI PhD Ultra syringe pump.
As the oil drained, small perturbations in the air-liquid interface were enhanced by the Rayleigh-
Plateau instability and grew into waves. Since a constant volume flux of air was not forced through
the tube, there were no changes to the air pressure as the waves grew. As such, there was no
external force on the liquid interface to limit the amplitude growth of the waves. Eventually, some
of these waves grew to the centerline of the tube, forming a liquid plug (or collar in some references,
e.g., [97]). These plugs continued to travel downstream until they drained out of the bottom of the
tube. Experimental results are given in § 3.2.
The inset in Figure 2.2 shows the first step of each experiment; air was forced down through the
chamber and tube while liquid was being pumped. This ensured that as the liquid drained through
the tube it completely coated the initially dry tube wall. Without an initial coating, liquid flowing
into the tube drained as rivulets, manifestly a non-axisymmetric flow.
Once the liquid coating was established, the airflow hose was removed and the oil continued to
drain. It was necessary to remove the air hose (as opposed simply to stopping the flow) so that the
upstream pressure remained constant. Otherwise, a closed volume of air formed between the closed
valve on the airflow controller and the uppermost liquid plug. As this plug fell, the volume in its
wake expanded, requiring the pressure in this volume to drop. The lower pressure encouraged more
plugs to form setting off an unwanted feedback. As a side note, this could be an interesting method
to create a vacuum in a tube.
The model is a small-amplitude linearization around a “parallel flow” solution. At first order, an
ordinary differential equation for the velocity correction emerges. Explicit in the ODE is the wave
number parameter, but not a frequency. This stems from the low-Reynolds (viscous) assumption,
which eliminates time dependency in the Stokes equations. The time dependency enters instead
through the kinematic boundary condition at the free surface. A general solution to the first order
model is found, and then it is suggested to the prescribed boundary conditions. What results is a
system of four equations in four unknowns. An exact solution is found.
A long wave model is presented in § 4.2 to match these experiments. Linear stability analysis
was able to accurately predict the wavelength of maximum growth, as well as the transition between
convective and absolute instabilities. Non-linear traveling wave solutions and numerical simulations
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Pre-wetting the tube
Figure 2.2: Schematic of the experimental apparatus configured for gravity-driven flow. Paths for
the air (blue) and liquid (red) are shown.
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also show a remarkable similarity to experiments until the point where a plug forms, which is outside
the reach of numerics. These final results will be presented for comparison to experiment but the
details are left out; they can be found in Camassa et al. [4].
2.3 Gravity-driven non-Newtonian flow
In order to capture more of the dynamics of flow in the human upper airway, the gravity-driven
experiments and modeling were repeated with non-Newtonian liquids. Kim et al. [3; 12] used both
human sputum and an aqueous mucous simulant in their experiments. However, mucous is elastic,
shear thinning and susceptible to drying at a free surface.
Since precursor work had produced a robust theoretical model to match experiments on a
Newtonian liquid, silicone oil, it made sense to construct a non-Newtonian perturbation model
whose base state was the Newtonian solution. A weakly elastic model was used as will be described
below. For the experiments then, a non-shear-thinning and weakly elastic non-Newtonian liquid was
selected with a viscosity comparable to our silicone oil. The only liquid that met these criteria in
the literature was an organic, i.e., non-aqueous, Boger fluid.
In the experiments that I conducted, Boger fluids were injected through the apparatus and
allowed to drain down the tube, following the same initialization procedure used in the gravity-driven
Newtonian experiments. As the Boger fluids drained through the tube, small surface instabilities
grew into annular waves, just as with the silicone oil. Likewise, since no airflow prevented the liquid
from plugging, eventually the waves bridged the tube. It was observed that the Boger fluids delayed
the growth of surface instabilities; a higher liquid flow rate was required to form plugs compared
with the Newtonian case. Results of these experiments are given in § 3.3
2.3.1 Viscoelastic modeling
The viscoelastic model that is presented here is the Upper Convected Maxwell (UCM) stress law
coupled to the viscosity-dominated fluid momentum equations. The modeling is carried out as a
two point boundary value problem with typical no slip and stress continuity boundary conditions
at the wall and free surface, respectively. Although the momentum equations are linear, the
UCM constitutive equations are not. Therefore I proceed to simplify the model by taking a linear
perturbation expansion around a steady-state flat film solution. The amplitude perturbation is
assumed to be periodic in time and axial distance. This is carried out in § 4.3.1 - § 4.3.4.
In § 4.3.6 I apply a linear perturbation in small Weissenberg number. In this case, the leading
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order model is the amplitude-perturbed Newtonian problem from § 4.2. At first order, viscoelastic
stresses appear as inhomogeneous forcing terms on an ODE for the We-order velocity correction.
The first order dispersion relation and linear stability analysis are presented in § 4.3.44 - § 4.3.8.
The dispersion relation is produced from a solvability condition so the We-order ODE doesn’t have




3.1 Air-driven Newtonian flow
Using the test apparatus in the first configuration described above (Figure 2.1), a number of
experiments were performed with viscous silicone oils to study the behavior of annular liquid waves.
These waves range from chaotic, shorter-wavelength, and less massive to laminar, longer-wavelength,
and more massive. These characteristics were found to depend on liquid viscosity and air flow rate.
3.1.1 Basic procedure
Kim et al. [12] used several silicone oils with viscosities ranging from 13− 600 Poise (P). For
the experiments presented here, only two silicone oils at the high end of the viscosity range, 129
and 600 P, were used. These large viscosity oils (purchased as viscosity standards) emulate thick
mucus. The oil densities were 0.95 − 0.98 g/cm3 and were calculated with an Anton Paar DMA
4500 density meter. The liquids were injected into the apparatus with a constant volume flux in the
range 0.5− 1.0 cm3/min. The air was forced through the apparatus at a constant volume flux in the
range 330− 1170 cm3/s (Re = 4000− 12000). These Reynolds numbers indicate turbulence. As each
experiment progresses, waves develop and travel from the bottom of the tube to the wetting front.
3.1.2 Mean thicknesses
Experiments were allowed to run for several minutes after the entire tube was coated with oil
to ensure a steady-state layer thickness. The tube was then quickly removed from the apparatus
and weighed using an Ohaus Adventurer high-precision scale. The steady-state film thickness was
calculated from this weight, the oil density, and an assumed liquid mean annular cross-section
extending from the inner wall of the tube.
Figure 3.1(a) shows the trend of mean thickness of the film as a function of air volume flux for
various viscosities and oil injection fluxes. The film thickness decreases with increasing airflow rate,
decreasing viscosity, and decreasing liquid flux. For each set of parameters several experiments were
performed; both the average mean thickness and range of thicknesses are displayed. These data
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129 P, 1.0 cm3/min
600 P, 0.6 cm3/min
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Figure 3.1: (a) Mean thickness of the liquid film for various viscosities µ(l), liquid fluxes Q̄(l), and
air fluxes Q̄(g). Bars indicate range of values over several trials of each experiment. Dotted lines
indicate trends in experimental data; dashed lines represent model predictions from Camassa et al.
[1]. (b) Mean liquid cross-sectional average velocities calculated using data in panel (a).
are consistent with Kim et al. [12] since our mean thicknesses are all above the critical value for
upward advancement of the liquid layer. Additionally, Kim et al. observe a similar downward trend
of critical mean thickness for increasing Reynolds number of air and decreasing liquid viscosity.
In Figure 3.1(b) the mean speed of the liquid film increases for increasing air flux. This is because
these velocities were computed by dividing the liquid volume flux by the liquid’s cross-sectional area
calculated from the mean thicknesses in Figure 3.1(a). As the air flow increases, more momentum is
exchanged with the waves, which causes them to travel faster.
Turbulence closure model comparison In Camassa et al. [1], simulations of traveling wave
solutions to the § 4.1.2 turbulence closure model are then used to predict the experimental mean
thicknesses. The numerical method is not discussed here, but the thickness predictions are shown
with the experiments in Figure 3.1(a). The data show how exchange of momentum between air and
liquid flow is qualitatively captured by the model, though the model consistently over predicts the
film thickness and under predicts the mean liquid velocity. Additionally, predicted wave speeds and
wavelengths are compared with the experiments in the next section, Figures 3.6(a) and 3.6(b).
As the effective viscosity in the turbulent closure model assumes a smooth wall, its value may
be too low for experiments with a wavy air-liquid interface. Thus, an increase in the viscosity may
improve the quantitative agreement between the model and experiments. Data from a previous
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Figure 3.2: (a) Comparison of mean thickness predicted by the turbulence closure model with
modified effective viscosity (dashed lines) with those of the experiments (dotted lines) with µ(l) = 129
P. (b) Mean liquid cross-sectional average velocities calculated using data in (a)












It is important to note that the additional scaling by the ratio of viscosities of the fluids lies outside
the turbulent closure model for the airflow and is suggested purely by phenomenological comparison
with a subset of the experimental data; all other points in the data set also closely follow this
law. Using this modified viscosity the simulations are repeated and the model is found to predict
thicknesses and liquid speeds much closer to those seen in the experiments. Results are shown
for µ(l) = 129 P in Figure 3.2 (cf. Figure 3.1; similar improvements are found for µ(l) = 600 P).
However, while this agreement shows the model can offer predictive insight, the improvement in
mean thickness may be offset by less accurate quantification of other properties, specifically mass
transport by the waves. For further discussion, see Camassa et al. [1].
3.1.3 Wave tracking
Waves were tracked by post-processing HD video recordings captured by a Sony Handycam
HDR-FX1. The video was uploaded to an iMac desktop computer and analyzed with DataTank
from Visual Data Tools. An example output from DataTank can be seen in Figure 3.3. Successive
snapshots of the vertical tube are stacked from left to right. False color and high contrast show
clearly the wave crests as blue points that travel from the inlet (bottom of the figure) to the wetting
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Figure 3.3: Time-lapse montage of ∼190 snapshots of the experimental tube, captured every second,
stacked from left to right. False color and high contrast show the wave crests as blue points that
travel from the inlet (bottom of the figure) to the wetting front (shallow blue line). Nearly continuous
“dotted” blue lines are individual wave trajectories whose slope is the wave speed.
front (shallow blue line). For the experiment shown in the montage, most of these waves advance
at a nearly constant velocity and periodicity. In just a few cases waves slow down so much that a
subsequent wave crashes into and assimilates it. This can be seen toward the end of the montage
where blue trajectories run into each other.
From this and other montages, wave travel distance versus time was measured using a custom
MATLAB script. The script analyzed these data sets for trajectories that looked like the wave lines
seen in Figure 3.3. Figures 3.4 and 3.5 show the DataTank montages paired with the results of the
tracking. At first glance one sees a striking front advancement phenomenon: the front advances
in spurts precisely when a new wave arrives. This discrete advancement of the liquid front was
confirmed by experiments that are discussed in the next section. Before proceeding, the properties
of the liquid film and the interfacial waves will be discussed since they were not examined by Kim
et al. [12].
Figure 3.6 shows the mean wave velocity, wavelength, and wave mass for experiments where
µ(l) = 129 P and Q̄(l) = 1.0 cm3/min; error bars represent one standard deviation. The wave mass
was calculated in the following way. From the steplike advancement of the wetting front upon the
arrival of each wave, the step height per wave crashing event is determined. The mean thickness
of the liquid film, the geometry of the tube, and the wetting front displacement then determine
the approximate mass of liquid in each wave. Figures 3.7 and 3.8 present the distributions of wave
velocities and wavelengths, respectively, used to construct Figures 3.6(a) and 3.6(b).
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Figure 3.4: Color montage: successive snap-
shots of the tube (liquid volume flux = 1.0
cm3/min, gas volume flux = 330 cm3/s, liq-
uid viscosity = 600 P, snapshots 1 s apart).
Plot: tracked wave crests in the tube. Each
line represents one crest as it travels up the
tube. Inset zooms in on the front advancement
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Figure 3.5: Same as Figure 3.4 but with spatio-
temporal chaotic behavior (liquid volume flux
= 1.0 cm3/min, gas volume flux = 670 cm3/s,
liquid viscosity = 129 P, snapshots 0.5 s apart).
longer wavelength, and less massive trapped cores. These observations suggest a threshold airflow
rate at which the dominant mechanism of mass transport shifts from ring waves to the more widely
held mode of creeping shear flow of the wetting layer, which is confirmed by the model below (and
simulations, which can be found in Camassa et al. [1]). This would more closely resemble the
exact Navier-Stokes solution for the core-annular pipe flow problem, which is formed by nested
Poiseuille flows with constant interfacial diameter. However, such an exact solution is far from
the experimentally observed regimes; in particular, the mean (airflow) core diameter for the exact
solution would be much smaller than that measured in the experiments, which implies that the
actual stress applied by the air to the annular liquid layer is much larger in the experiment than in
the exact Poiseuille regime.
3.1.4 Mass transport mechanism
As stated earlier, Figures 3.4 and 3.5 certainly suggest discrete advances of the wetting front
when waves arrive, but the data are insufficient to discriminate mass waves from shear waves. To do
so a variation of the previous experiment was conducted, this time with two identical setups of the
chamber and tubes. Air flow from the mass flow controller was split with a ‘Y’ barbed connector
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Figure 3.6: Mean values of wave (a) velocity, (b) wavelength, and (c) mass with bars indicating one
standard deviation. Dashed lines represent model predictions (see § 4.1.2). Liquid volume flux = 1.0
cm3/min, liquid viscosity = 129P.
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Figure 3.7: Distribution of wave velocities in
Figure 3.6(a) for airflow rates of (a) 333 cm3/s,
(b) 500 cm3/s, (c) 667 cm3/s, (d) 833 cm3/s.
(d)
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Figure 3.8: Distribution of wavelengths in Fig-
ure 3.6(b) for airflow rates of (a) 333 cm3/s,
(b) 500 cm3/s, (c) 667 cm3/s, (d) 833 cm3/s.
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air flow rate into each apparatus. However, the tubing downstream of the ‘Y’ connector were cut
to identical lengths and held in place to ensure a symmetric pathway for the air. Two silicone oils,
one dyed blue and the other left clear were loaded into separate syringes, feed lines, and chambers.
Other than color, both oils were identical in viscosity and density. As before, each chamber was filled
with liquid at a constant volume flux, and air is forced upward through each tube. (See Figure 3.11
for a snapshot of the apparatus configuration, albeit for a variation of this experiment.)
Dual experiments progressed until the wetting front reached a predetermined height in both
tubes. The tubes were then quickly swapped, so that the tube partially wetted with a clear oil layer
was thereafter supplied with dyed oil, and vice versa. In the shear wave scenario, dyed oil introduced
into the tube remains near the bottom of the tube, while clear oil continues to occupy the advancing
front. In the mass waves scenario, dyed oil is transported, with some mixing, over the clear wetting
layer to the advancing front. The result of the mass transport is to saturate both the bottom of the
tube and the wetting front with dye, while leaving clearer oil in between.
Experiments at relatively low airflow rate (Q̄(g) = 500 cm3/s) matched the latter, mass transport,
expectation. They revealed that some dyed oil introduced into the clear-coated tube remained in the
lower portion of the coating (see Figure 3.9(a-b)) while the rest of it is transported all the way to
the wetting front. Thus, a significant portion of dyed oil in the ring wave flowed relative to the clear
wetting layer. The rest of it mixed with the wetting layer as it traveled. At some later time, the top
and bottom tube sections consisted mostly of dyed oil, while the middle consisted mostly of clear
oil. In a companion experiment, this time with clear oil pumped over a blue layer, the dynamics
appeared to be the same.
Figure 3.9 shows snapshots of a tube that was partially coated with clear oil, then coated with
dyed oil at two different airflow rates. The color intensity of the snapshots is plotted below each
with low intensity indicating darker blue. To generate these plots, the intensity was averaged along
nine parallel slicing lines connecting one end of the tube to the other. The horizontal line represents
the color intensity of the tube coated only with clear oil.
In Figure 3.9(a-b) the bottom (left) of the tube has fallen well below this baseline value indicating
the clear oil has been ‘pushed’ further up the tube and replaced by the dyed oil. The top (right) of
the tube has also fallen well below this baseline value indicating the dyed oil has been transported
via waves past the clear oil. The waves are the dark bands in the snapshots, and they advance up
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Figure 3.9: Snapshots of a tube coated partway with clear oil, then coated with blue dyed oil. Compan-
ion plots register the color intensity along an average slice. Above (a,b): gas volume flux = 500 cm3/s.
(a) t = 161 s, (b) t = 326 s after dyed coating begins. Below (c,d): gas volume flux = 1000 cm3/s.
(c) t = 113 s, (d) t = 217 s after dyed coating begins. The horizontal line represents the color
intensity of a tube coated only with clear oil.
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the tube, here from left to right. A rise in the middle of the intensity plots indicates that there is a
greater concentration of clear oil in the annular layer at the center of the tube; blue mass waves
have glided over the layer and dumped blue oil at the front. This phenomenon matches what is seen
in traveling wave solutions of the Camassa et al. model [1], cf. Figure 12(b).
It must be underscored that the strength of this mass transport phenomenon depends on the
experimental parameters. Figure 3.9(c-d) shows the same experiment described above, this time
completed with higher airspeed. Note that unlike Figure 3.9(a-b) the top (right) of the tube does not
approach the intensity of the blue oil. The waves are not transporting blue oil to the top as efficiently
as they did at lower airspeed. This can be attributed to two effects. With less coherent wave motion,
and partial loss of axial symmetry occurring at higher airspeeds, leakage and mixing of the trapped
wave cores is increased. Moreover, as the model suggests, the smaller amplitude waves occurring
at higher airspeeds imply smaller trapped cores or even their absence, i.e., streamlines open in the
manner depicted in [1], Figure 11(b). Both effects would make mass transport by waves less efficient.
(The slight offset of the intensity for a dry portion of the tube noticeable from Figures 3.9(a) to (b)
and (c) to (d) can be accounted by the camera aperture adjusting for the darker portion of the tube.)
It is also interesting to note the presence of very thin bands of dyed oil near the wetting front
in Figure 3.9(c). Each band appears to correspond to a single wave that has dumped its mass
(containing dyed oil) at the wetting front, advancing the front up the tube. The bands then provide
a record of the location of successive breaking waves at the wetting front. (Over time, as the dye
concentration at the front increases, these bands become less distinguishable, e.g., no bands are
visible in Figure 3.9(b)).
Figure 3.10 presents the time history counterpart of the spatial snapshots from the experiment
in Figure 3.9. Two montages of a one pixel-wide location show how blue color intensity (i.e.,
dye concentration) changed over time for an air flow rate of (a) 500 cm3/s and (b) 1000 cm3/s.
The montages are aligned to the arrival of the wetting fronts with one snapshot every 0.03 s. In
Figure 3.10(a) the blue oil appears coincidentally with the liquid wetting front. Here mass waves
have brought blue oil quickly to the front, dumping the highly concentrated dye. By contrast,
Figure 3.10(b) shows that a shear-dominated flow pulls blue color up the tube more slowly. The
dark band in this montage is not blue; it is merely the dark refractive cast of the slow-moving front.
Thus, the fastest way for newly injected particles to move up a wetting tube is to catch a ride on the
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Figure 3.10: Evolution of a vertical slice of pixels from the same tube as in Fig-
ure 3.9. Companion plots once again register the color intensity along an average hor-
izontal slice. (a) Gas volume flux = 500 cm3/s, location = 8.9 cm from bottom of tube.
(b) Gas volume flux = 1000 cm3/s, location = 10.6 cm from bottom of tube. Blue color increases
abruptly with the liquid front in (a), in contrast with the gradual increase in (b).
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Figure 3.11: A snapshot of the experiment where more viscous blue oil was fed over a less viscous
clear oil layer (left) and the reverse (right).
next available mass transport wave.
In lung airways, the mucus layer interfaces with a less viscous lining called the periciliary layer
(PCL). The dyed/clear oil experiment was repeated with the pre-wetted clear oil having a lower
viscosity in order to see how this viscosity contrast affected the mass transport waves. As before the
tube was partially coated with the clear (less viscous) oil, then coated with the dyed (more viscous)
oil. The ring waves of dyed oil were less stable gliding on this less viscous layer; some breakup and
asymmetry of the waves were observed. Nevertheless, the same phenomenon of waves carrying dyed
oil to the wetting front persists. Figure 3.11 shows a snapshot of this experiment.
The mass transport features identified above persist over a large experimental and theoretical
range. As described above, the wave tracking experiments were conducted with various air flow rates
(330, 500, 670, 830, 1000, 1170 mL/s), liquid flow rates (0.5, 1.0 mL/min), and liquid viscosity (129,
600P). (An example of less regular wave activity is shown in Figure 3.5.)
3.1.5 Linear-wave experiment for long wave stability analysis comparison
In the experiments presented above, most of the waves observed enter the test section already
developed as large amplitude ring waves. Thus, the waves appear to be already well outside the
linear regime of the long wave models presented later (§ 4.1) when they are first visible in the tube.
Furthermore, these waves travel the length of the tube with such frequency and speed that they
overcome the long wave instability before it has time to grow into a visible wave.
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Figure 3.12: Measured wavelengths in linear-wave experiment; Q̄ = 330 cm3/s, µ(l) = 129 P,
ρ(l) = 0.97 g/cm3, ā = 0.5 cm, and h0 ≈ 0.094 cm. Time is measured in seconds after the oil feed
was shut off.
modified version of the experiment was needed. The basic setup of the experiment remained the
same, i.e., Figure 2.1. A viscous silicone oil was forced into the annulus of the chamber at a constant
volume flux by a Harvard Apparatus Model 975 Syringe Pump and was allowed to fill the chamber
up to a small annular gap of 1 mm. A constant volume flux of air was forced through the core of
the chamber by an Aalborg Digital Flow Controller where it met the liquid at the gap. The oil’s
viscosity was 129 P and its density was 0.97 g/cm3; the volume flux of air was 330 cm3/s. The
experiment was filmed in high definition with a Sony Handycam HDR-FX1.
Once the tube was completely coated, the flow of oil into the bottom of the tube was stopped.
In the several minutes immediately following this oil shut-off, the airflow continued to drive the oil
upwards out the top of the tube into a collection cup. With no replenishing supply of oil at the
bottom of the tube, the oil film’s thickness decreased slightly during this time. The film eventually
settled into a quasi-steady regime, where downward movement of fluid due to gravity was balanced
by upward movement due to the free-surface stress imparted by the airflow. After reaching this
quasi-steady state, large amplitude waves were no longer generated at the inlet. This allowed the
long wave instabilities sufficient time to develop at the free surface and quickly saturate into large
amplitude waves.
The wavelengths of these free-surface perturbations were measured from the recorded video of
the experiment, and Figure 3.12 shows the wavelengths observed in this experiment fit to a linear
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least-squares regression (LLSR) line. While there is some slope to the LLSR line and significant
variability in the wavelengths is observed, it appears that for most of the duration of the experiment, a
typical wavelength may be taken to be approximately 1 cm. (The few outliers are likely a consequence
of the difficulty in distinguishing some of these very low-amplitude waves.) The mean thickness of
the film was measured as before and found to be approximately 0.094 cm. Regarding the wavelength
measurements, it should be noted that the low-amplitude disturbances that are observed are likely
already beginning to saturate into nonlinear waves. However, with the aid of a checkered background
the otherwise invisible distortions can be seen and their wavelength measured for comparison with
the models.
The wavelength of maximum growth rate for the two models are given by (4.1.54) and (4.1.53).
(See also Figure 4.2(b) and (d).) For the parameters used in these experiments, the multi-scale model
predicts that the wavelength of maximum growth rate is approximately 1.8 cm. The turbulence
closure model’s estimate is twice as long, approximately 3.6 cm. Both models overestimate the
most unstable wavelength, but the multi-scale model represents a significant improvement over the
turbulence closure model. However, it must be reiterated that the measurement of wavelength in
the experiment is only possible for waves that have evolved to be visually detectable in the pipe and
is likely outside a purely linear regime.
Since I am not presenting numerical simulations in this paper, I will briefly summarize the
nonlinear results from the two air-driven cases in [1] and [5]. For both models at early times,
small-amplitude waves grow linearly and fall with gravity (against the air flow). As time goes on, the
simulated waves grow to a moderate amplitude and the air flow begins to slow their fall. From here
the turbulence closure model fully saturates into a traveling wave train with moderate amplitudes
that never reverses direction to travel upward. The multi-scale model wave simulations, however,
develop larger amplitudes before saturating. Like in the experiments, these waves reverse direction
and travel up the tube.
3.2 Gravity-driven Newtonian flow
Using the test apparatus in the second configuration described above (Figure 2.2), a number of
experiments were performed on a viscous silicone oil to study the growth of falling annular liquid
waves. 40 cm tubes of three different inner radii were used for the experiments: 0.5 cm, 0.295 cm,
and 0.17 cm. The liquid used was a silicone oil with dynamic viscosity µ = 129 P and density
31
ā: 0.5 cm ā: 0.295 cm ā: 0.17 cm
Q̄ (cm3/s) h0 (cm) Q̄ (cm3/s) h0 (cm) Q̄ (cm3/s) h0 (cm)
8.9× 10−3 0.12 8.6× 10−4 0.066
1.2× 10−2 0.13 1.2× 10−3 0.071
1.7× 10−2 0.15 1.6× 10−3 0.081
2.6× 10−2 0.17 2.3× 10−3 0.092 2.2× 10−4 0.048
3.4× 10−2 0.19 3.3× 10−3 0.11 3.1× 10−4 0.051
4.8× 10−2 0.22 4.6× 10−3 0.12 4.3× 10−4 0.055
6.7× 10−2 0.26 6.3× 10−3 0.13 5.9× 10−4 0.066
9.4× 10−2 0.30 8.9× 10−3 0.15 8.6× 10−4 0.073
1.3× 10−1 0.33 1.2× 10−2 0.19 1.2× 10−3 0.092
1.8× 10−1 0.40 1.7× 10−2 0.25 1.6× 10−3 0.123
1.81× 10−1 0.50 2.19× 10−2 0.30 2.42× 10−3 0.170
Table 3.1: Experimental volume flow rate Q̄ and measured average film thickness h0 for each
experiment with the 40 cm tube having the given inner radius. For reference, the last row reports the
theoretical flux values corresponding to Poiseuille gravity-driven full-pipe flow, h0P = ā (or R0 = 0),
and Q̄P = πρgā4/8µ.
ρ = 0.97 g/cm3 (verified in our lab through a TA Ares rheometer and an Anton-Paar DMA 4500
densitometer). The tube radii and liquid viscosity used here are similar to those used in biologically
motivated experiments, [19], [3], [12], and [13]. The surface tension of silicone oil with viscosity near
µ = 129 P is reported in the literature as γ = 21.5 dyn/cm, see, e.g., [76]. The syringe pump was set
to a variety of volume flow rates for each tube radius.
A summary of these experimental parameters is reported in Table 3.1. Fewer data were collected
for the smallest tube (0.17 cm) because the experiments for this sized tube took significantly longer
to carry out. Note that the smallest flow rate reported here is 3 orders of magnitude less than the
largest flow rate, and the flow rate (along with the viscosity) sets the timescale for the experiment.
Accordingly, the data set for this case is smaller than that of the larger radius tubes.
Experiments were allowed to progress until the falling film had reached a quasi-steady state
regime, i.e., when the free surface continued to evolve, but on average the evolution did not exhibit
any significant changes as more time elapsed. This quasi-steady state was typically achieved within
a few minutes.
Video images were recorded with a Sony Handycam HDR-FX1. Sample snapshots of experiments
with varying Q̄ are shown for ā = 0.5 cm in Figure 3.13. For some flow rates it can be seen that
interfacial instabilities grew into liquid plugs as the film drained. Higher flow rates led to thicker






Figure 3.13: Snapshots of four experiments with µ = 129 P and a = 0.5 cm. (a) Q̄ = 4.8 × 10−2
cm3/s, (b) Q̄ = 6.7 × 10−2 cm3/s, (c) Q̄ = 9.4 × 10−2 cm3/s, and (d) Q̄ = 1.3 × 10−1 cm3/s.
(This montage of tube snapshots is rotated by 90o with respect to the actual experiment, so that
acceleration due to gravity g acts from left to right.)
was plug formation closer to the liquid inlet as seen from Figures 3.13(b)-(d). When the flow rate
was high enough, the liquid plugged immediately upon entering the tube. Figure 3.13(d) shows such
a scenario. These plug formations will be discussed in the context of instability classification as well
as compared to model simulations below.
3.2.1 Film thicknesses and volume-averages
At the end of each experimental run, the tube was quickly removed from the apparatus and
weighed using an Ohaus Adventurer high-precision scale. A mean film thickness was calculated from
this weight, the oil density, and an assumed liquid mean annular cross-section extending from the
inner wall of the tube. To ensure the robustness of our measured thicknesses, various methods of
tube removal were tested, and it was found that all techniques gave weight measurements within
5% for the same inflow settings and tube radius. The high viscosity of the oil also ensured minimal
drainage during the manipulations needed to determine the tube’s weight.
The calculated mean film thicknesses h0 corresponding to experimental volume flow rates Q̄ are
displayed in Table 3.1. Most of the film thicknesses reported are the average of multiple experimental
runs. The number of runs was dependent on the flow rate. Higher flow rates caused faster growth
of free-surface instabilities, which meant that runs were shorter–hence, more could be conducted.
33
Typically, three runs were conducted for each combination of high flow rate and tube radius while
only one or two runs were conducted for each lower flow rate.













Thus, for a given flux Q̄, this expression can be inverted to yield an implicit function and an exact
solution of the Navier-Stokes equations R̄ = R0(Q̄) when the interface of the falling annular liquid
film in the vertical tube remains flat. Note that the velocity w̄ of the exact solution (4.2.1) for a
flat interface is also the leading-order velocity for the long wave model, and hence this flat solution
R0(Q̄) coincides with an exact flat-interface solution of the long wave model, so that equation (3.2.1)
is also the leading-order flux for the long wave model.










w̄F (r̄) dr̄ ,
with w̄F given in [1], Equation (2.46).
Note that in the limit R0 → 0 (or h0 → ā), the theoretical expression for flow rate in Poiseuille







which establishes the maximum flux sustainable by the pure hydrostatic pressure jump due to the
liquid’s weight in the tube. Higher flux rates after the tube is entirely filled from the inlet downward
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Figure 3.14: Comparison of volume flux and mean film thickness for µ = 129 P and (a) a = 0.5 cm,
(b) a = 0.295 cm, and (c) a = 0.17 cm. Bars indicate the range of measured thicknesses recorded
over multiple runs for each experiment. For the two thinnest films in (a) and the thinnest film in
(c), only one run was conducted. Theoretical predictions (3.2.1) (red dashed line) and (3.2.2) (black
dotted line) are also shown. Shaded regions correspond to thick films for which numerical solutions
to the long wave model do not settle into a quasi-steady state.
would require an additional pressure source above the inlet, or a depression at the outlet.
Figure 3.14 groups the flux-thickness pairs found in the experiments compared with those given
by (3.2.1) and (3.2.2); both theoretical predictions are displayed for 0 ≤ Q̄ ≤ Q̄P . For both thin
films and moderately thick films the match between experiments and (3.2.1) is rather accurate,
while agreement between experiments and (3.2.2) is generally found only for thin films; this is not
surprising since in our experiments the film mean thicknesses were not overly small and thus should
lie outside of the asymptotic assumptions for (3.2.2). The lack of precise agreement between (3.2.1)
and experiments for thick films is expected in light of the snapshots in Figure 3.13: thick films in
the experiment form liquid bridges or plugs and thus are dynamically far from the flat-interface
exact solution. Note that while increasing film thickness always corresponds to increasing volume
flux, both the experiments and exact solution exhibit an inflection point along the curve where
h0 ≈ 0.614ā, a condition readily found from (3.2.1). This is due to the cylindrical geometry of the
tube: for thick films, an incremental increase in film thickness adds less fluid than the same increase
for a thin film. No such inflection point exists in (3.2.2).
It should be noted that predictions from the models are guaranteed to hold only for parameter
values such that the numerical solutions reach a quasi-steady regime, whereby time evolution is no
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longer transient. Numerical work presented in [4] found that for thick films the solutions to the long
wave model do not reach such a regime; the shaded regions in Figure 3.14 indicate these ranges of
thickness. This point will be discussed further in § 3.2.3, where the long wave model correlates to
plug formation above a critical film thickness.
In spite of the limits to prediction indicated by numerics, the flat film/long wave model maintains
a fairly accurate match to the experiments long past the onset of plug formation regimes (which
is clearly far from flat). This could be viewed as a manifestation of the robustness of the mass
conservation law versus the local dynamics of the free surface. This marks a contrasting difference
with respect to the non-mass-conserving thin film model, which is a poor predictor.
3.2.2 Absolute and convective instabilities
The experiments performed here can be categorized by the location in the tube where wave
instabilities can be visually detected. For thin films, instability growth is first visible far away from
the inlet as in Figure 3.13(a)-(c), and the exact spatial location of where instabilities are first visible
varies significantly as the experiment progresses. For thicker films, instabilities are consistently
visible very close to the inlet, as in Figure 3.13(d). Films which only exhibit visible instability
growth far away from the inlet are said to be convectively unstable, while those which exhibit growth
very near to the inlet are classified as absolutely unstable. This classification is borrowed from the
literature concerning jets and has been well studied. It will be elaborated on in § 4.2.5.
Figure 3.15 shows the regions of absolute versus convective instability for interior coatings as
predicted by the thin film and long wave models compared with experimental results. (See (4.2.23)
and (4.2.25) for the functional definitions of the curves.) The long wave model shows good agreement
with experiments, i.e., observed convective and absolute instabilities mostly fall in the correct region
of parameter space. On the other hand, the thin film model predicts that for tubes with radius
greater than ā ≈ 0.11 cm all films are convectively unstable. It is worth noting that this property
of the thin film model to predict convective instabilities in a larger region of parameter space is
consistent with the overestimate of the linear wave speed and underestimate of the maximum growth
rate when compared to the long wave models and Stokes equations.
3.2.3 Waves vs. plugs
As can be seen in Figure 3.13, the appearance of plugs is dependent on the liquid volume flow




























Figure 3.15: Regions of absolute and convective instability for the long wave model (solid lines) and
the thin film model (dotted lines). Shaded regions (blue online) correspond to regions of absolute
instability for the corresponding model. Liquid properties are γ = 21.5 dyn/cm and ρ = 0.97
g/cm3 corresponding to experiments. (The closed diamond indicates a film thickness where the flow
exhibited both absolute and convective instability at some point during the experiment.)
Just above this threshold, waves grew into plugs at the bottom of the tube before they were swept
out by the falling film. When the flow rate was increased, plugs formed higher in the tube until, for a
high enough flow rate, the film became absolutely unstable and plug generation occurred immediately.
Experimental data for three tube diameters are plotted in parameter space in Figure 3.16 and labeled
to indicate whether plugs were observed or not.
Even though plug formation falls outside of the linear wave regime, the long wave model to
be discussed in §4.2.2 does a good job of predicting when liquid plugs form. This can be seen by
comparing the experimental data in Figure 3.16 to sample numerical results from [4], also plotted.
These ‘star’ points are fit by least squares on a cubic polynomial and represent the threshold film
thickness above which the long wave solutions “blow-up”, .i.e., fail to saturate as traveling waves.
Blow-up can be thought of as the numerical equivalent to plug formation. As such, the interpolated
curve splits the parameter space into a blue shaded region where plugs form and an unshaded
region where they do not. A remarkably good agreement can be seen between the long wave model
predictions and experimental observations.
However, in a few cases, the experiments did not form plugs when it was predicted that they
should. One explanation for this discrepancy lies in the fact that, in all of the gravity-driven
experiments presented thus far, plug formation could only be observed in the first 40 cm of distance
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Figure 3.16: Shaded region (blue online) shows parametric space for mean interfacial thickness R̄0
and tube radius ā (40 cm long) resulting in plug formation, as numerically determined by the blow-up
criterion at points (ā, R̄0) marked by ‘?’ (boundary curve is least-square fit on cubic polynomial).
Experimental results are shown with circles (plugs form) and triangles (no plugs). Points ‘a’ and
‘b’ correspond to the values used in the experimental snapshots seen in Figure 3.13(a) and (b)
respectively. (The closed triangle marking point ‘b’ indicates that some, but not all, instabilities
formed plugs before exiting the tube.) Inset shows data from the 1 m long tube experiment by
zooming in on the transition region between plug and no plug formation. Dash curve marks the
separation between absolute and convective instability depicted in Figure 3.15 and determined by
relation (4.2.25).
traveled (the length of the tube). In a longer tube it is possible that some instabilities that were
classified as “no plug” would eventually grow into plugs; experimental regimes just above the
theoretical thickness threshold may simply require more travel distance for the unstable modes to
blow up.
To check this, a limited set of experiments using a 1 m long by 0.5 cm radius tube, which are the
maximal dimensions possible for the experimental setup, were performed. Also, a high-precision
Harvard Apparatus PhD Ultra HPSI syringe pump was used to precisely deliver the required
small range of liquid volume fluxes, that is to say the fluxes that correspond to mean thicknesses
immediately on either side of the plug formation threshold.
The additional data points thus gathered are revealed in the inset of Figure 3.16. It can be seen
that these data further narrow the experimental transition region between plug and no plug regimes
for this largest diameter tube. However, it must be noted that these mean thickness values were
obtained in a different way than with the shorter tubes: by a least squares interpolation of the data
in Figure 3.14(a) rather than by weight measurement. Also, experiments were carried out only with
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0.5 cm radius tubes because smaller diameter 1 m long glass tubes were too fragile.
For an additional comparison, the boundary between convective and absolute instability, ana-
lytically determined by (4.2.25), is depicted in Figure 3.16 by a dashed curve. An immediate and
potentially interesting observation is that this curve has a remarkably similar shape to the plug
formation threshold. Between them lies the region of convective instabilities that form plugs, such
as the ones seen in Figure 3.13(b) and (c). No such instabilities were observed in the smaller radius
tubes. (Thus, it can be concluded that absolute instability is a sufficient but not necessary criterion
for plug formation.)
Returning to Figure 3.16, it is possible to see why no convective plugs were observed in the two
smaller diameter tubes; the region between the curves becomes asymptotically narrow as the tube
radius diminishes. Longer tubes are necessary to observe these instabilities. Once again, however,
the fragility of the glass tubes precludes these experiments. Were such setups possible, after a long
enough wait, convective instabilities would likely grow into visible plugs, providing more precise data
to fill the area between the curves.
Finally, it is interesting to note that in Camassa et al. [4] it was demonstrated that the mechanism
of numerical instability blow up shifts from a single mode growing in amplitude to a nonlinear
amplitude interaction between waves, cf. [4]’s Figures 10b and 12. This transition occurs precisely in
the region of parameter space just above the thickness threshold for blow up; as films get thicker the
single mode growth mechanism dominates.
3.3 Gravity-driven non-Newtonian flow
The next set of experiments used the same setup as in the previous section, except that the
test liquids were three mixtures of polyisobutylene-polybutene (PIB-PB): 0, 10, and 100 ppm. This
range of PIB-PB solutions was chosen from the literature so that elastic effects could be measured
over decades of concentrations. Also, the PIB-PB liquids were selected so that their viscosities were
comparable to our silicone oil (129− 600 P).
3.3.1 Preparing the test liquids
The PIB-PB solutions had to be prepared in the laboratory as they were not commercially
available. Fortunately, the recipe for PIB-PB solutions is available in the literature from Mackay
and Boger, e.g. The recipe calls for a few ingredients, which are then mixed together.








































Figure 3.17: (a) Sample steady-state stress sweeps for the test liquids. The viscosity of our silicone
oil is marked with a solid horizontal line for comparison. (b) Sample storage (G′) and loss (G′′)
moduli curves for the test liquids. G′′ > G′ for every fluid across the range of measured oscillation
frequencies, indicating more viscous-like property. Dashed orange lines show least squares fits of the
silicone oil data. A black ‘x’ shows the projected crossover of the silicone oil’s moduli; it occurs at
frequency 302 1/s.
and mixed for several minutes with a magnetic stir bar. Next, this stock solution was combined
in different amounts with .5− 1 L of PB (avg Mw 856, Soltex) to produce two concentrations, 10
and 100 ppm PIB-PB. Finally, the containers of PIB-PB were placed on a roller table apparatus
and allowed to spin for 10− 14 days continuously. Once finished mixing, their fluid properties were
measured on a TA Ares cone-and-plate rheometer.
3.3.2 Boger fluids and their rheology
In order to verify the non-shear-thinning property of the PIB-PB solutions, I carried out a series
of steady-state stress sweeps on the rheometer. These experiments measure viscosity as a function
of shear rate. Example results can be seen in Figure 3.17(a). Clearly the PIB additive has raised
the zero-shear rate viscosity of the PB20; however, there is still a nearly constant viscosity for each
liquid. The averages for the viscosities of each fluid across all runs are given in Table 3.2.
Next, dynamic experiments were carried out in order to measure each PIB-PB’s relaxation time.
This parameter plays a prominent role in the constitutive modeling performed later in this work. In
fact, Boger fluids are known to have multiple relaxation times. However, for the purpose of this study,
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Silicone oil PB20 0.1% kerosene-PB20 10 ppm PIB-PB20 100 ppm PIB-PB20
129 P* 91.8 ± 1.4 P 95 ± 3 P 97.5 ± 1.9 P 97 ± 3 P
*The silicone oil was branded as 12,500 cSt, which is 121.875 P. However, at 25◦C, the oil was
found to be slightly more viscous in our rheometer.
Table 3.2: Average viscosities for different test liquids. All averaging is done over multiple decades of
shear rates (0.1− 100 1/s). For some liquids multiple stress sweeps were performed on the rheometer,
and then averaging was done across those sweeps.
I am only considering the longest one. The longest time scale is determined by the crossing point of
the storage modulus, G′, and loss modulus, G′′, vs. frequency curves. These moduli were measured
through a small amplitude oscillatory shear experiment on the rheometer. These measurements are
plotted in Figure 3.17(b). The relaxation time is found by reciprocating the frequency at which the
G′ and G′′ cross. However, none of the data shows a crossover in this linear viscoelastic range.
In cases where the moduli are trending toward each other rapidly enough that they would cross
just outside of the measured range, it is possible to estimate the crossover by continuing the curves.
I show an example of such a continuation of the moduli curves for silicone oil (orange points and
lines in Figure 3.17). Here it appears that they would cross just above the highest frequency I used.
The crossover indicates a relaxation time of 0.0033 s for the silicone oil. This is very short, which
means that the oil is only weakly viscoelastic.
Surprisingly, my so-called Boger fluids do not appear to be very elastic—even less than the
silicone oil. Although it appears that the G′ and G′′ curves will cross for a sufficiently high frequency,
this domain is inaccessible by the rheometer. Nonetheless, extending the trend of the data beyond
this domain, all the curves appear to intersect around ω ≈ 107 s−1. This suggests that the longest
relaxation time is on the order of 10−7 s, a surprising result. It is possible, in spite of the long mixing
times, that the extremely high liquid viscosity necessitated even more mixing.
3.3.3 Waves vs. plugs
A Harvard Apparatus PhD Ultra HPSI syringe pump injected the PIB-PB test liquids at rates
of 288-552 mL/s into a 40 cm by 1 cm ID glass tube. As with the silicone oil, higher liquid flow
rates produced thicker films in the tube. Eventually, for a thick enough falling liquid layer, the free
surface instability mechanism caused growing waves to collapse into plugs. For each test liquid, the
liquid flow rate was varied until this threshold transition point was found.













Figure 3.18: Fraction of experimental runs that formed plugs (dark blue fill) or did not form plugs
(light blue fill) for various liquid flow rates for each test fluid. The bottom two fluids are Newtonian,
the top two are non-Newtonian.
plugs in the tube to forming waves (no plugs). The top two fluids, PB20 and 0.1% kerosene-PB20,
are Newtonian, and the last two, 10 and 100 ppm PIB-PB20, are increasingly “elastic”.
It can be seen that as the concentration of the elastic component, PIB, increases, the threshold
flow rate for plugs to form increases. Since higher liquid flow rates correspond to thicker films, this
result indicates that the liquid layer for these non-Newtonian fluids must be thicker than equally
viscous Newtonian fluids in order for wave instabilities to grow into plugs. This would suggest that
the elastic component hinders the growth of instabilities.
However, as will be discussed in § 4.3, elastic perturbations should linearly destabilize a falling
liquid interface even without a long wave requirement. Furthermore, the inconclusive rheology data
suggests that my test fluids are not very viscoelastic. Therefore, it seems likely that some other
mechanism is responsible for the stabilization of the free surface. For Newtonian fluids, a reduction
in surface tension can have this effect. In the next section I present measurements of the test fluids’




In order to measure the surface tension of the PIB-PB test liquids, a 0.1 cm ID capillary tube was
inserted into cups containing each liquid. Then using the Young-Laplace equation, surface tensions
were computed from the height that each liquid rose in the capillary and the meniscus curvature.
Due to the high curvature of the capillary tube, it was necessary to correct for optical distortion
before the meniscus curvature could be accurately measured. Figure 3.19 shows the distortion of
light passing through the tube wall, as well as a sideview image of the capillary tube pre- and
post-correction. The transformation rule is
x′ = x− h, (3.3.1)




















































and nt and nl are the indices of refraction for the glass tube and test liquid, respectively.
Once the image distortion has been corrected, the contact angle of the meniscus can be measured





where γ is the surface tension, ρ is the liquid density, g is the gravitational constant, h is the
height of the meniscus in the capillary tube, R is the tube radius, and θ is the contact angle.
Figure 3.20 shows the computed surface tensions for the two Boger fluids and their Newtonian
base. As the concentration of PIB increases, the surface tension decreases. This trend could explain
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(a) (b) (c)
Figure 3.19: Correcting for optical distortion in a capillary tube. (a) Ray diagram showing the
distortion caused by the tube wall. (b) Original snapshot of meniscus in the capillary tube. (c) The
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Figure 3.20: Calculated average values of surface tension for the three tests fluids. Error bars indicate
one standard deviation.
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the change in interface stability since the 100 ppm PIB-PB20 had the lowest surface tension and
produced the most stable liquid layer.
3.3.5 Absolute versus convective instabilities
In § 4.2, precise definitions of absolute and convective instabilities are given along with a predicted
critical layer thickness at which long wave instabilities on a falling Newtonian film switch from
absolute to convective. This result was found to be in good agreement with experiments.
Although the experiments discussed in the current section are purportedly non-Newtonian, the
evidence given here suggests they may be, in fact, Newtonian. Although not a conclusive test of this
hypothesis, the present experimental results were compared to the Newtonian convective-absolute
long wave instability condition, 4.2.25. Figure 3.21 presents the critical curves corresponding to
the surface tensions of each liquid centered over a tube radius of 0.5 cm. Colored points and lines
distinguish each fluid. The point data are interpolated experimental thicknesses based on prescribed
liquid flow rates, see 3.2.1 and Figure 3.14(a). Additionally, the filled points come from experiments
which produced absolute instabilities.
Since these experimental data were obtained while searching for the onset of plug formation in
the tube, few runs produced absolute instabilities, i.e., plug formation at the inlet. Even so, the few
absolute instability points do fall in the correct region for the 100 ppm PIB-PB. The convective
instability points of the 10 and 100 ppm PIB-PB either fall on the wrong side of the threshold curve
or they straddle it. Only the PB20 (0 ppm PIB-PB) convective instability data lies in the expected
region.
As will be seen with the Newtonian data in § 4.2, obtaining a high resolution of accuracy with
the experimental data is difficult. During an experiment, small errors in the liquid feed or alignment
of the tube can initiate premature onset of instabilities or a delay in plug formation. For the
experiments reported here, possible elasticity of the fluids further limits the ability of the Newtonian
model to predict the experimental instability behavior. In light of these limitations, the fact that
the transition between absolute and convective instability occurs in the data close to where it is
predicted to be is remarkable.
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Figure 3.21: Experimental points compared with theoretical curves dividing R0–ā space by instability
type: absolute or convective. Colors represent each fluid, green equals PB20, e.g., and point fill
indicates the type of observed instability, open equals convective instability, e.g. Inset shows a
zoomed out look at the data and curves. The curves tend towards zero as the tube radius diminishes.




4.1 Air-driven Newtonian flow
The basis for the models presented here was developed in Camassa and Lee [72], restated in [1],
and shall now be summarized. Further development was carried out in [5] and these updates will be
included as well.
The problem is a two-phase vertical pressure-driven core-annular flow with the (much) more
viscous fluid in the annulus, subject to axisymmetric disturbances. The primary motivations for this
problem are to model the coupled flow dynamics of a gas core blowing over a liquid annulus, such as
may be found in the upper airways and, consequently, the tube flow experiments presented above.
Thus, the core variables will be denoted with the superscript (g) for gas and the annular variables
with the superscript (l) for liquid. The governing equations for the flow of both the gas and the
liquid are the incompressible axisymmetric Navier-Stokes equations in cylindrical coordinates,


















∂r̄(r̄ū) + ∂z̄w̄ = 0, (4.1.1c)
where the coordinates are (r̄, θ̄, z̄) and t with associated velocity components (ū, v̄, w̄) (see Figure 4.1).
Here ρ is density, p̄ is pressure, µ is dynamic viscosity, and g is the gravitational constant. Overbars
indicate dimensional flow variables, and ∂x ≡ ∂∂x .
The annular boundary conditions are no slip at the wall,
ū(l) = w̄(l) = 0. (4.1.2)
At the interface r̄ = R̄(z̄, t̄), there is continuity of tangential and normal stresses, (D.3.4a)
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Figure 4.1: Sketch of the flow configuration and variable definitions.
and (D.3.4b), respectively.† Also, the core must have finite velocity at the centerline of the tube,
w̄(g) 6→ ∞. (4.1.3)
Finally, there is a kinematic boundary condition at the free surface,
ū = ∂t̄R̄+ w̄∂z̄R̄ . (4.1.4)
In the usual manner, this kinematic condition can be converted into a decoupled evolution
equation for the interface, R̄, by substituting in expressions for the velocity components, (ū, w̄),
as functions of the interface. In this case, the continuity equation (4.1.1c) is integrated across the








w̄(l)r̄dr̄ = 0. (4.1.5)
The decoupling is completed by plugging in an approximate expression for w̄(l). I will turn (4.1.5)
†For a complete derivation of these conditions, see § D.
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into two different models in the following sections by plugging in different long wave solutions. The
results are interfacial evolution models that can be analyzed for their stability characteristics.
Note that multiplying (4.1.5) by R̄ produces a mass conservation law for the quantity R̄2.
Thus, the models derived below conserve equivalently mass or volume, since the liquid is assumed
incompressible.
Also, it is worth remarking that the layer-mean equation is expressed here as a function of the
liquid profile because of the choice of integral region. An equally valid statement integrates over the
gas region, but it is not useful without a gas profile. Yet, an accurate profile is difficult to obtain
when the air flow is fully turbulent, as in the experiments above. Instead, information about the air
flow will enter the model through the interfacial stress conditions as will be seen below.
Exact solutions: steady-state parallel flows Before carrying out the long wave expansions,
I will briefly discuss the case of steady-state parallel flow. This is a canonical problem that has
already been dealt with elsewhere [72]. I will merely reiterate the setup and give the solutions for
completeness.
When the free surface is a constant, R̄(z̄, t̄) = R0, and the only nonzero velocity component is
the axial one, w̄(g,l), that depends only on r̄ (by continuity, i.e., ∂z̄w̄ = 0), the governing equations
reduce to
∂r̄p̄ = 0, (4.1.6a)
µ−1 (∂z̄ p̄+ ρg) =
1
r̄
∂r̄ (r̄∂r̄w̄) , (4.1.6b)
∂z̄w̄ = 0. (4.1.6c)
The z-momentum equation, (4.1.6b), is simply Poisson’s equation in cylindrical coordinates,
which has a well-known solution. To assist the reader, I solve Poisson’s equation for a constant
nonhomogeneous term in § E. It can be shown that, for the boundary conditions above, the
dimensional solutions are














































(The liquid solution is produced by inserting appropriate functions into (E.1.3).† With some minor
tweaks, the gas solution also comes out.)
4.1.1 Nondimensionalization in the long wave limit
I now turn to finding a long wave approximation to the liquid axial velocity, which will then be
plugged into the nondimensional layer-mean equation to produce a nonlinear evolution equation for
the interface. The governing equations 4.1.1 are nondimensionalized with a typical (wave)length
scale in the z̄ direction, λ, and a typical length scale in the r̄ direction, h0, the mean thickness of
the gas core. All of the nondimensionalized variables are
r = r̄/h0, z = z̄/λ, u = ū/U0, w = w̄/W0,
t = t̄W0/λ, p = p̄/(ρgλ). (4.1.9)
The characteristic axial velocity is W0 = ρgh20/µ. ‡
(4.1.9) are the scalings used in Camassa and Lee [72] and Craster and Matar [101], and they are
similar to the ones used in Lin and Liu [100] and Camassa et al. [4, 5]. Like Craster and Matar, I
have chosen to scale pressure with the axial length scale in order to keep a non-gravitational, vertical
pressure gradient at leading order. This corresponds to the dominant role that the supplied air flow
has in opposing gravity.
The long wave parameter will be defined as ε = h0/λ 1, which raises the order of the radial


























‡The gravitational constant is included in the nondimensional scaling in order to make the value of the body force
in (4.3.22) equal to α. However, other scalings that don’t contain g are also valid, cf. Goren [8].
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Using these prescribed scalings, the nondimensionalized governing equations are




















∂r(ru) + wz = 0. (4.1.10c)
where Re = ρW0h0/µ and α is an imposed dimensionless number whose value depends on the
problem under study. Except for the explicit inclusion of a gravity force, these equations are identical
to the nondimensionalized forms in [72]. Setting the characteristic wavelength, λ, as the sole pressure
length scale is a natural choice considering the dominant pressure gradient is the z component.
The current model has gravity opposing the direction of flow (α = 1), while the model in § 4.2
has gravity pointed in the direction of flow (α = −1). Also, later it will be helpful to refer to the
Goren model examined in § B, which does not contain a leading-order flow such as that caused by
gravity (α = 0). Thus, this parameter will allow me to modify easily the results from this section for
later work.
From the z-momentum equation (4.1.10b), it can be seen that α represents the body force.
Although this is a constant force that can be included in the imposed pressure gradient without loss
of generality, there is a reason for keeping this force explicit. In the case of purely gravity-driven film
flows, it has been demonstrated that gravity stabilizes surface tension instability growth. See Frenkel
et al. [81]. The relative strength of these forces is captured by the nondimensional Bond number seen
below. Secondly, the gravity-driven flow appears at first order in the interfacial boundary conditions
because gravity creates a shear stress on fluid particles at the perturbed free surface. By keeping α
in the model, it will be possible for the reader to identify the terms due to gravity in the work that
follows.
Note that the nondimensional variables (4.1.9), governing equations (4.1.10), and the Reynolds
number do not specify whether they are for the liquid or the gas. This is intentional as each fluid is
to be nondimensionalized by its own scales. The goal is to remove the size disparity between the gas
and liquid quantities. This is an important conceptual choice as it will allow all order-of-magnitude
information to be captured by the Reynolds numbers, ε, and density and viscosity ratios.
51
Next are the nondimensionalized BCs:
no slip at the wall,
u(l) = w(l) = 0, (4.1.11)
finite velocity at the center of the core,
w(g) 6→ ∞, (4.1.12)







































































































where ρ̄ = ρ(g)/ρ(l) and Bo = ρ(l)gh20/γ is the Bond number.† Although these expansions provide
explicit ordering based on small ε, it is not the only small (or large) parameter in the problem. For
most of the experiments considered in § 3.1, ε is less than 0.2, though for the thickest films examined
ε takes on values as high as 0.5. The Reynolds number of the viscous silicone oil is even smaller:
†The LHS of the interfacial boundary conditions presented in [4] are identical to the “liquid” parts of (4.1.13)
and (4.1.14).
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Re(l) = O(10−2) or lower. Therefore it will be assumed that as ε→ 0 so will Re(l) → 0. The Bond
number, however, is as large as O(1) in all experiments and so no restrictions will be made on its
size in the model equations. Also, for the long wave modeling, there will be no restriction on the
size of the parameter a. (This will change when the thin film model is discussed.)
One parameter in the modeling is much larger than ε: Re(g), the gas Reynolds number. Looking
at (4.1.10), it’s clear why this makes the air flow modeling challenging. Namely, the large Reynolds
will force the nonlinear inertial terms to remain in the problem even though they are at order ε and
ε3. Thus, the air flow problem cannot be solved exactly. Fortunately, only the air stresses at the
interface are needed to derive the liquid solution. In the following sections, these stresses will first
be estimated by a crude but simple zero-equation turbulence closure model then by a refined but
elaborate multi-scale model.
4.1.2 Turbulence closure model for gas: leading order long wave model
As stated previously, the air flow in this study is at a high enough Reynolds number (Re(g) > 3000)
to be considered fully turbulent. Hence, to estimate the gas quantities a zero equation turbulence
closure model is used, see White [114]. Under this model, the leading-order gas flow is given as a






r2 + c(z). (4.1.15)
The exact solution can be found in § E.3: (E.3.15).
Additionally, a crude way to account for turbulent effects is to use an effective viscosity based on






















c = 2Q̄(g)/πR20 is the gas centerline velocity.
Proceeding with the traditional long wave asymptotic approach, the flow variables can be written
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in expanded form:
u = u0 + εu1 + . . . ,
w = w0 + εw1 + . . . , (4.1.18)
p = p0 + εp1 + . . . ,
such that, for example, w(l)0 is the leading-order liquid axial velocity and w
(l)
1 is the correction to
this velocity at first order.















0 ) + ∂zw
(l)
0 = 0. (4.1.19)
At this order, a decoupled equation for the axial velocity w(l) appears (the liquid z-momentum
equation), and this is Poisson’s equation in cylindrical coordinates. (The gas equations are solved
by the closure model.) The boundary conditions are no-slip at the wall, finite-velocity at the core,
continuity of tangential stress,
∂rw
(l)
0 = ρ̄ ∂rw
(g)
0 , (4.1.20a)














and continuity of velocity, w(l)0 = w
(g)
0 , at the interface. (See § E.3 for details.) Obviously the
curvature terms in (4.1.20b) are of higher order, O(ε) and O(ε3) respectively, and should be dropped.
However, these terms traditionally are kept in modeling of liquid films in order to capture realistic
flow dynamics. Oron and Bankoff [115] and Craster and Matar [93] give a full discussion of their
roles, but I will offer a brief justification for their inclusion.
From experiments, it is observed that initially flat solutions develop instabilities that grow and
saturate into traveling waves. In the modeling of a highly viscous fluid, the lowest-order terms
which allow for this growth and saturation are the curvature terms. The R−1 term is responsible for
instability growth from an initial disturbance, and the second derivative term stabilizes this growth.
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What’s more, as a traveling wave evolves it tends to form a shock front that makes higher-order
derivatives like the ∂zz more prominent. Again this term is the lowest-order one in the long wave
asymptotics with the ability to prevent shock formation. Hence, both curvature terms must be kept
regardless of their order.
Next, using the boundary conditions, the leading-order governing equations may be solved for
the liquid velocity w(l)0 in terms of an as yet unspecified gas pressure gradient, ∂zp
(g)
0 . This gradient
will be determined by the definition of flux, and with this information the leading-order problem is
completely determined. For the benefit of the reader, I carry out the solution to this problem in
§ E.3. Summarizing the results, the liquid axial velocity component is given by (E.3.8) and (E.3.16),





































































Next, plugging (4.1.21b) into the nondimensionalized form of the layer-mean equation, (4.1.5), a
long wave nonlinear model equation for the evolution of the interface is produced.† This equation
is also derived in § E, (E.3.10). Adopting the convention of rescaling z and t by a common length
scale, the evolution equation becomes























































































)2 is the Galilei number for the gas, a measure of the strength of
gravity to viscous forces. Note that the long wave model does not depend on either the thickness of
the annulus being small or on the interfacial disturbances being weakly nonlinear, i.e. the model
is fully nonlinear and still contains the cylindrical geometry of the original problem. If the model
is rescaled in time, its dynamics can be completely determined by the value of three parameters:
F (a) = S2/S1, S(a) = S3/S1, and a. Also, for conciseness the Reynolds number dependence will









4.1.3 Turbulence closure model for gas: leading order thin film model
If the annular film is thin, then letting




η  1 represents the thickness of the thin annular film. Each of the functions fi, (4.1.24), can be





























The gravity term f2 vanishes at leading order, i.e. the effects of interfacial tangential stress dominate




is retained to keep the effects of













2∂zzzη)) = 0 (4.1.28)
whose solutions have been studied in Kerchman [77]. Kerchman’s radial coordinate is stretched
across the annular fluid, so that the thickness of the fluid is h =
a
β
η where β = a− 1 1. Applying
this stretch to (4.1.28) and rescaling in time by the speed of the undisturbed interface gives, to
leading order in β,
∂th+ h∂zh+ S
∗∂z(h











Note that (4.1.29) is a conservation law for h, so that mass in a planar sense is conserved. This is in
contrast to (4.1.22) which is a conservation law for R2.
4.1.4 Multi-scale approach: long wave model
As was discussed above, the turbulence closure model provides limited qualitative agreement with
the experiments. This is likely due to the turbulent air flow being modeled as a laminar profile. Even
with an increased, phenomenological, modified effective viscosity to make the Poiseuille-like model
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“stickier”, there are substantial stress effects from a changing free surface that are not captured.
A more refined approach to modeling the air flow is presented in [5] and summarized here. This
multi-scale model uses the orders-of-magnitude difference between the gas and liquid characteristic
speeds to separate the coupled, 2-phase problem into two, single-phase problems. In the first, the
slowly-varying interface is treated as a rigid tube wall over which air is forced. The tangential and
normal stresses exerted by the air on the tube wall are calculated. In the second problem, the long
wave expansion of the liquid is carried out as before except with the new estimates for the gas
stresses substituted into the interfacial boundary conditions. I leave the derivation and discussion of
the air flow modeling to [5]. Here, I focus on the liquid modeling, and I simply state what the air
stresses are.
For the following model, pressure has been rescaled by a factor of ε: p→ εp. This change is to
match the long wave scaling and expansion of the air flow modeling in [5]. The new nondimensionalized

















































(l) = 0. (4.1.31c)
The boundary conditions at the wall, (4.1.11), and centerline, (4.1.12), remain the same, but the
interfacial conditions are now
∂rw
(l) +O(ε2) = τ (g), (4.1.32a)








u(l) = ∂tR+ w
(l)∂zR, (4.1.32c)
where the second derivative term in (4.1.32b) has been retained in order to provide some dispersion
to counteract the R−1 instability.
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= −r∂zw(l)0 . (4.1.33)
The tangential stress condition will be estimated by the leading-order gas tangential stress from



































is the effective viscosity given by the Blasius formula as in § 4.1.2 and f(Re) is given by (4.1.25).
From (4.1.36), it can be seen that f(Re) is the square root of a friction-factor adjusted Reynolds
number. The Reynolds number for the gas is defined as before, (4.1.17). Combining these equations,
















































0 /R. However, since the leading-order problem does not contain a pressure
component, (4.1.38) is not needed at this order.
In summary, the solutions are straight-forward to obtain; see (E.3.1). They are
u
(l)


















































The interface evolution equation describes only convection since no growth or dispersion enters










































































1 = 0. (4.1.41c)
Since the liquid being modeled is highly viscous, the inertial terms will be relegated to a higher

















1 = 0, (4.1.43)
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where FP = 0.079(Re(g))−0.25, f(Re) is defined in (4.1.25), and BP = ∂r̄w̄
(g)
1 |r̄=R0 . (Re
(g) is still
given by (4.1.17).) Now substituting the leading order pressure (4.1.38) into the first order governing
equation (4.1.42) and integrating, a general expression for w(l)1 can be obtained. Then applying the
boundary condition (4.1.44) (with the first order tangential stress correction (4.1.45)) to this general























































The first-order velocity approximation w(l) = w(l)0 +w
(l)
1 is now applied to the nondimensionalized
form of the layer-mean equation (4.1.5) to produce the first-order multi-scale long wave model. Alter-
natively, referring to the derived general form of the nonlinear evolution equation from § E, (E.3.5),
and substituting τII → τ (g)0 + τ
(g)
1 and ρ̄ ∂zpII → 2τ
(g)
0 /R (from (4.1.38)), the first-order multi-scale
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model is produced. The τ (g)0 terms combine and allow the equation to be written in a form that
echoes one seen before, (4.1.22):
















































f(Re)(a− 1)2BP . (4.1.49d)
and the fi (4.1.24) have not changed. S1 and S2 are slightly different than their counterparts in the
turbulence closure model, cf. (4.1.23) and (4.1.49). These differences are due to a different scaling
(S1) and the absence of the air weight from the multi-scale modeling (S2). In this latter case, the
weight of the air is a negligible correction to the applied air pressure gradient so it can be omitted.
Adjusting for these differences, it can be readily seen that the turbulence closure model, (4.1.22), is
exactly recovered if the first-order correction to the stress is not included, i.e., S4 → 0. Thus, it is
this correction that makes the multi-scale model better at predicting experimental results, as seen in
§ 3.1.5. (The wavelength of maximum growth predicted by linear stability analysis is given in the
next section.) Finally, in the case of no imposed airflow, Re(g) = 0 and the gravity-driven model
discussed in the next section is obtained.
From (4.1.49) it can be seen that the coefficients of the model that depend on air flow, S1 and
S4, are functions of the thickness parameter a and the Reynolds number Re(g), which itself depends
on a. Thus, the model is seen to depend on three parameters: a film thickness parameter a, the gas
Reynolds number Re(g), and Bond number Bo. In experiments above the Bond number was fixed,
and so the analysis that follows will focus on the model’s behavior for various values of a and Re(g)
at Bo = 1.
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Note that the model retains the cylindrical geometry of the problem, a feature which has been
shown to be important for certain types of model behavior in related models from Camassa and
Ogrosky [74]. Also, the free-surface evolution according to the long wave model depends only on the
local tube radius and its gradients.
4.1.5 Linear stability analysis
The linear stability characteristics of the long wave models (4.1.22) and (4.1.48) can be studied
by replacing the interface position with a wavelike perturbation to the mean free surface location,
i.e.,
R = (a− 1) +A exp[i(kz − ωt)], (4.1.50)
where A a− 1 is the amplitude of the disturbance, k is its real wavenumber, <(ω)/k is its phase
speed, and =(ω) is its growth rate. Substituting (4.1.50) into the model equations and neglecting
higher order terms in A gives the dispersion relation for the turbulence closure model,






k2 − ε2(a− 1)2k4
)
, (4.1.51)
and for the multi-scale model,







k2 − ε2(a− 1)2k4
)





Note that no distinction is made between the Si of these two dispersion relations, even though they
are found to be different in the modeling above, cf. (4.1.23) and (4.1.49). This is because, for a
different choice of scaling, they can be made identical as discussed earlier. With this understanding,
it can be seen that the real components of (4.1.52) and (4.1.51) are the same, indicating that
infinitesimal free-surface disturbances are traveling at the same speed in both models.
In both dispersion equations (4.1.52) and (4.1.51), the imaginary component contributes to
instability growth and plays a role in determining the wavelength of maximum growth rate. In the
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turbulence closure model the airflow only contributes to the real part of the dispersion relation and
therefore plays no role in the growth or decay of instabilities. Thus, the wavelength of maximum







Note that this growth rate is identical to the growth rate for the gravity-driven model that will be
presented in § 4.2.4.
In the multi-scale long wave model, the free surface stress created by the airflow contributes to




















Since f(Re) is an increasing function, it can be seen that higher airflow rates (larger Re) result in
shorter free-surface waves (larger km,MS).
The wavenumbers km and wavelengths λm of maximum growth rate for each model is shown
in Figure 4.2 for various film thicknesses (as measured by β = 1/a) and gas Reynolds numbers
Re(g)P . As noted above, the turbulence closure model’s wavenumber/wavelength of maximum growth
rate, Figure 4.2(c,d), is independent of the airflow rate; it is solely determined by film thickness. In
contrast, the multi-scale model’s wavenumber/wavelength of maximum growth rate, Figure 4.2(a,b),
depends on both film thickness and gas Reynolds number. Note that for a given Reynolds number
or gas flux, there is a longest wavelength of maximum growth rate. In Figure 4.2(b), it can be seen
that any given wavelength of maximum growth rate can exist for Reynolds numbers up to a critical
value: the maximum of this wavelength’s curve. All other wavelengths whose curves cross this Re(g)P
will be shorter.
The growth rate for each model is shown in Figure 4.3. For the turbulence closure model, the
growth rate is again independent of Reynolds number, while the growth rate for the multi-scale
model increases with increasing film thickness and increasing Reynolds number.
In the experiments presented in § 3.1, the volume flux of gas was prescribed; the Reynolds
number Re(g)P depends on both the volume flux and film thickness. To assist the reader, curves of
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Figure 4.2: (a,c) Dimensionless wavenumber of maximum growth rate, km, for the (a) multi-scale
model and (c) turbulence closure model for film flow inside a vertical tube.
(b,d) Dimensional wavelength of maximum growth rate, λ̄m, for the (b) multi-scale model and (d)
turbulence closure model. Curves of constant volume flux of air are shown for Q̄P = 330, 670, and
1000 cm3/s with all other parameters matching those of the experiments in [1].


































































Figure 4.3: Dimensionless growth rates ω(km) for (a) multi-scale model and (b) turbulence closure
model for film flow inside a vertical tube. Curves denote constant volume flux of air (see caption for
figure 4.2).
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constant volume flux are overlaid onto Figures 4.2 and 4.3; on some of these lines, values from these
experiments can be expected to lie.
4.2 Gravity-driven Newtonian flow
The gravity-driven model presented in this section is a limiting case of the air-driven models in
§ 4.1—now there is no air flow. The dimensional equations (4.1.1)-(4.1.5), (D.3.4a), and (D.3.4b)
for the liquid still apply (and all gas flow quantities ū(g)/ūII and w̄(g)/w̄II are zero).
As before an exact parallel flow solution exists. For the sake of conciseness, the superscript (l)










In the limiting case when R0 = 0, i.e., for a tube entirely filled with liquid, the velocity profile
reduces to that of Poiseuille pipe flow.
4.2.1 Long wave asymptotic model
Denoting the length of a typical disturbance to the free surface by λ, the dynamics is selected by
the experimental parameters ρ, g, µ, γ, ā, λ and the mean thickness of the film h0 = ā−R0. See the
schematic Figure 4.1 for illustration of flow variables. The liquid problem will be made dimensionless
using these scales as
r = r̄/h0, z = z̄/λ, u = ū/U0, w = w̄/W0,
t = t̄W0/λ, p = p̄/(ρgh0). (4.2.2)
This is the same scaling used for the multi-scale air flow model in § 4.1.4. The characteristic axial




w = εw. The nondimensional governing equations (4.1.10) apply with α = −1:




















∂r(ru) + wz = 0, (4.2.3c)
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where Re = ρW0h0/µ is the Reynolds number.
Next are the nondimensionalized BCs:
no slip at the wall, r = a,
u = w = 0, (4.2.4)


































































where Bo = ρ(l)gh20/γ is the Bond number.
From these equations, it can be seen that four dimensionless numbers will describe the flow: Re,









, respectively, as discussed in § 4.1.1. Other dimensionless parameters appearing in studies
of gravity-driven film flows in lieu of the Bond number are the Weber number, We = Bo × Re, and
the Kapitza number, Ka = γρ1/3/µ4/3g1/3. The Kapitza number offers the advantage that it is
determined only by the properties of the fluid and does not depend on the flow rate or film thickness.
For reference, the Kapitza number of the oil is Ka ≈ 3.3× 10−3. However, as all of the models in
the literature which are discussed here were derived with reference to the Bond (or Weber) number,
this is the convention that I will adopt.
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4.2.2 Long wave asymptotic model: leading order and first order









With an approximate expression for w, this will constitute a single decoupled equation describing
the gravity-driven evolution of the interface.
As before, the flow variables can be expanded in the long wave scale about a known solution,
(u0, w0, p0):
u = u0 + εu1 + · · · ,
w = w0 + εw1 + · · · , (4.2.7)
p = p0 + εp1 + · · · .
Leading-order solution and model The known solution that will serve as the leading-order






















which is just (4.1.39) with no air flow (α = −1,Re(g) = 0). Substituting (4.2.8b) into (4.2.6) yields





a2 −R2 − 2R2 log a
R
)
∂zR = 0, (4.2.9)
which is (4.1.40) without the air flow, as expected.
First-order solution correction and model Plugging in the variable expansions (4.2.7), the











∂r(r∂w1) = Re (∂tw0 + u0∂rw0 + w0∂zw0) + ∂zp0, (4.2.10b)
1
r
∂r(ru1) + ∂zw1 = 0. (4.2.10c)
Boundary conditions at the wall are
u1 = w1 = 0, (4.2.11)
and at the interface
∂rw1 = 0, p1 = 2∂ru0. (4.2.12)
In order to solve (4.2.10b), the leading-order solution (4.2.8b) is used in conjunction with the
model (4.2.9) to approximate ∂tw0. The first-order solution correction is found analytically, but it is
too lengthy to present here. Instead, the reader will find the solutions to (4.2.10)-(4.2.12) in § A.1.








(w0 + εw1)rdr, (4.2.13)




















f2(R; a) = −
a4
R2



















































and S = 1/16Bo.
The model (4.2.14) is nearly identical to that derived by Lin and Liu [100], as well as that derived
by Camassa and Lee [72] for the liquid phase. Lin and Liu performed linear stability analysis of
their long wave model and did not retain the full form of the curvature terms; also f3(R; a) differs
from theirs in one coefficient, an apparent typo.
Since the Reynolds number of the flows studied here is Re = O(10−2) or lower, for large enough






Equation (4.2.16) coincides with the model studied in Craster and Matar [101] up to a choice of
scalings (and similar to that studied in Kliakhandler et al. [29]) with the exception of a sign change
in front of f2(R; a) due to the corresponding sign change in the pressure for the boundary conditions.
The model derived in [101] assumes a small Bond number, which may not be an appropriate
assumption for all experiments considered here. However, Craster and Matar suggest that their
model is valid for Bond numbers higher than those appropriate to their asymptotic assumption, e.g.,
Bo = 0.75. In fact, the same model equation can be derived under different assumptions which are
compatible with my experimental regimes. Importantly, all of these models make no assumption
about the film being thin relative to the tube or fiber radius.
4.2.3 Linear stability analysis: linear instability growth
The linear stability of the gravity-driven long wave model, (4.2.16), will now be examined
to determine wave numbers of maximum growth rate. As in the air-driven case, the mode that
corresponds to this wave number is expected to dominate all others and manifest as the visible wave
in the experiments. Also, this wave number will be a function of mean film thickness.
In addition to their temporal stability, wave perturbations can be examined for their spatial
(in)stability—as either absolute or convective.
The starting point for linear stability analysis is the same as in the air-driven models, namely
the interface position R(t, z) is replaced in the nonlinear model (4.2.16) by a wavelike perturbation
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to the flat interface:
R = (a− 1) +A exp[i(kz − ωt)], (4.2.17)
where A < 1 a−1 is the amplitude of the disturbance. Assuming that this amplitude is a function
of a real wavenumber k, then <(ω)/k is the phase speed of the perturbation and =(ω) is its growth
or decay rate. Substituting (4.2.17) into (4.2.16) and neglecting higher order terms in A gives the
dispersion relation for the first-order long wave model in the large viscosity limit. This result plus
dispersion relations for a second-order model and a thin film model are reported in [4]. Denoting the
first and second-order dispersion relations with subscripts 1 and 2, respectively, and the thin film
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Note that the growth (imaginary) terms in the first-order model (4.2.18a) and the second-order
model (4.2.18b) are the same, indicating that contributions to the dispersion relation by the second-
order model arise purely as changes to the perturbation phase speed.
Figure 4.4 shows the growth rates (4.2.18a)-(4.2.18c) as functions of the (scaled) wavenumber εk.
In Figure 4.4(a) the growth rates are shown for a = 11 corresponding to a relatively thin film; in




































Figure 4.4: The growth rates predicted by linear analysis of the long wave models (blue solid lines),
the thin film model (black dotted lines), and the Stokes equations (red dashed lines) are shown for
(a) a = 11 and (b) a = 5 and a = 3.
outside of the thin film asymptotic regime.
Full Stokes problem For comparison, the linear stability growth rates for the full Stokes equations
are included in Figure 4.4. In this well-known limit, no length asymptotics are performed; the only
assumption is that viscous effects dominate inertial ones, i.e., Re → 0. As expected, the growth
rates of the long wave and thin film models approach the Stokes model asymptotically for small
k, where the long wave and thin film limits are most valid. The Stokes assumption linearizes the
governing equations, and their solutions are a linear combination of modified Bessel functions. The
analysis for this problem has been carried out before for the exterior case as a limit to the linear
time-dependent Navier-Stokes in Goren [8] and much later (in brief) by Craster and Matar [101],
presumably to provide the reader with an easy comparison to their long wave work. Since Craster
and Matar provide this comparison, it is not necessary to restate the full Stokes model here. However,
an observant reader will have noted that I rederive Goren’s solution and dispersion relation in § B.
This is to aid with comparison to the non-Newtonian modeling in § 4.3.
It is important to note that the Stokes equations cannot be turned into an analytic evolution
equation for the air-liquid interface. This is because the Bessel function solution cannot be analytically
integrated. Therefore, the linear stability analysis in § B is carried out in closed form for the solution
rather than for a model equation like long wave or thin film. This is why these models are useful;
they give closed-form equations for the evolution of waves on the free surface.
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4.2.4 Linear stability analysis: wavelength of maximum instability growth, maximum
instability growth rate, and linear perturbation speed
Since the dispersion relations (4.2.18a) and (4.2.18a) have the same growth rates, their wavenum-







As expected this is exactly the result for the turbulence closure model (4.1.53) whose growth rate is
independent of airflow. Additionally, it can be seen that km,LW depends on the nondimensional film







is determined by the tube radius.
The corresponding maximum growth rates for the models can be found by plugging (4.2.19)























where =(ωLW ) is the maximum growth rate for both long wave models. Note that the maximum
growth rate of the thin film model is significantly less than that of both the long wave model and
Stokes equations even for thin films (large a’s). This is evident from Figure 4.4; the growth rate
peaks of the thin film model are always below those of the long wave models and Stokes equations.
Next, the wavelengths of maximum growth rate versus film thickness for the three models and the
Stokes equations are shown in Figure 4.5. As expected from (4.2.19) and (4.2.20), the wavelength for
the long wave models decreases linearly for increasing film thickness while the thin film wavelength
has no dependence on thickness. The wavelength predicted by the Stokes equations also decreases,
but not linearly, for increasing film thickness. As can be seen in the Figure, the Stokes wavelength is
consistently greater than that predicted by the long wave models. Even so, the long wave models’
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Figure 4.5: The wavelength λm of maximum growth rate predicted by linear analysis of the long
wave models (blue solid lines), the thin film model (black dotted lines), the Stokes equations (red
dashed lines), and experiments (black circles) are shown. Error bars indicate the standard deviation.
Data are only shown for those experiments in which instabilities were consistently visible in the
linear regime.
(long wave, thin film, Stokes) merge to the same wavelength as h0 → 0, which depends on the tube
radius. Clearly, the wavelength predicted for h0 = 0 is meaningless since there is no film to support
a wave.
Experimental results are also shown for those experiments in which instability growth was
consistently visible in the linear regime. Wavelengths were measured from the first visible wave
crest to the next crest occurring down the tube; the video recording of the experiment was then
advanced until this wavelength had progressed down the tube and another wavelength had become
visible. This process was repeated, and the average of all such wavelengths for one realization of
the experiment is shown with error bars depicting one standard deviation. The small number of
data points shown reflects the fact that for high values of volume flux instabilities grow outside the
linear regime almost immediately upon entering the tube, while low values of volume flux produce
instabilities of very small amplitude and are thus difficult to identify. The data shown for ā = 0.17
cm should be viewed with these difficulties in mind, as instabilities progressed quickly in space from
the linear to nonlinear regime making it difficult to consistently determine a wavelength without a
substantial improvement of optical resolution.
Finally, the linear disturbance speeds for the three models can be computed from the real parts
of (4.2.18). Figure 4.6 shows these speeds and the speed predicted by the Stokes equations as
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Figure 4.6: The speed of an infinitesimal disturbance predicted by linear analysis of the first-order
long wave model (blue solid lines), the second-order long wave model (green dot-dashed lines), the
thin film model (black dotted lines), and the Stokes equations (red dashed lines) for (a) a = 5 and
a = 3 and (b) a = 2 and a = 1.5.
disturbance speeds are shown for thinner films (a = 5 and a = 3); in Figure 4.6(b) speeds are shown
for relatively thick films (a = 2 and a = 1.5). As before, these thicker films are outside the scope of
prediction for the thin film asymptotics, which can be seen as the thin film speed diverges from the
Stokes value for decreasing a.
The extra refinement of the second-order model can now be seen. It includes viscous dispersive
effects not present in the first-order model, and this correction gives speed predictions very close to
the full Stokes equations for a larger band of small wavenumbers k. Both long wave models approach
exactly the speed of the Stokes equations in the limit k → 0, as expected. Note that the speed of a
linear disturbance in the thin film model is always higher than its counterparts in the long wave
models and in the Stokes equations.
4.2.5 Absolute and convective instabilities
In the experiments of § 3.2.2, perturbations can be assumed to originate at the inlet slit and be
continuously fed through the liquid lines. Mathematically, this corresponds to a time-dependent
perturbation applied as boundary forcing at the inlet location of the tube. Disturbances propagate
in time and space away from this boundary forcing. Spatial instability modes that arise will be
tuned to the initial perturbation frequency.
Convective instability refers to a transient time evolution that eventually dies off at every fixed
spatial location along the tube, as the unstable growing envelope moves away (and out of the tube)
with non-zero group velocity. Thus, if only convective instability is present, only spatially growing
(unstable) modes tuned to the forcing frequency Ω of the form exp[i(K(Ω)z − Ωt)] are left to be
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observed in the tube after sufficiently long times. Here the complex values k = K(Ω) are given by
the branches of the inverse of the dispersion relation such that =(K(Ω)) < 0, which implies spatial
growth and propagation down the tube (z > 0) when the phase speed Ω/<(K(Ω)) > 0 is positive.
Conversely, when absolute instability is present, these spatially growing modes play a secondary role
as they are eventually swamped by the time dependent growth at any fixed spatial location along
the tube, and in particular at the inlet location z = 0.
Duprat et al. [2] found that for the exterior problem in the thin film limit there is a critical value
SFc such that for SF (= 16S/3) > SFc the film is absolutely unstable, and for SF < SFc the film is






7)1/2 ≈ 0.617a3. (4.2.22)
Expressed in terms of the experimental parameters, the condition SF > SFc required for the film to







As noted in [2], the thin film dispersion relation (4.2.18c) can be transformed into the first-order
long wave dispersion relation (4.2.18a) by the transformation







(a− 1)2f1(a− 1; a)
S′. (4.2.24)
Therefore, applying (4.2.24) to the condition SF > SFc yields the following implicit condition for


















) > 8ρg(−17 + 7√7)1/2
γ
. (4.2.25)
The critical conditions for the long wave (4.2.25) and thin film (4.2.23) models were plotted
along with experimental values in § 3.2.2, Figure 3.15, and it was found that observations matched



































Figure 4.7: Same as Figure 3.15 but for a film coating the exterior of the fiber (i.e. R0 > ā), as
shown in Duprat et al. [2].
For comparison, the analog of Figure 3.15 for the exterior case can be found in Duprat et al. [2].
Figure 4.7 shows this fiber coating counterpart (minus their experimental data), rescaled to match
the choice of scalings used here. It shows that the thin film model predicts that absolute instabilities
are present independently of the size of the fiber, provided the film thickness is large enough. On the
other hand, the long wave model (such as in Craster and Matar [101]) predicts a critical fiber radius
(as a function of liquid properties) beyond which instabilities can only be convective. This is the
opposite of the situation for interior coatings, though in both cases the long wave model accurately
captures the stability of the film (see [2], Figure 4).
4.3 Gravity-driven non-Newtonian flow
In order to capture some of the complex fluid behavior tested in the non-Newtonian experiments
presented above, a model of the gravity-driven flow of a viscoelastic film down the interior of a
rigid cylinder will now be derived. As in the modeling of the previous sections, the coordinates are
(r̄, θ̄, z̄) with associated velocity components (ū, v̄, w̄). A schematic of these coordinates is shown in
Figure 4.8. Here the axial coordinate z̄ increases in the downward direction along the tube. The
flow is assumed to be axisymmetric, so there is no v̄-dependence in the governing equations.
77
Figure 4.8: Sketch of the flow configuration and variable definitions.
4.3.1 Governing momentum and Upper Convected Maxwell equations
The dimensional equations of motion for an incompressible non-Newtonian fluid in cylindrical
coordinates, assuming axisymmetry, are
ρ (∂t̄ū+ ū∂r̄ū+ w̄∂z̄ū) = −∂r̄p̄+
1
r̄




ρ (∂t̄w̄ + ū∂r̄w̄ + w̄∂z̄w̄) = −∂z̄ p̄+
1
r̄
∂r̄ (r̄σ̄r̄z̄) + ∂z̄σ̄z̄z̄ + ρg, (4.3.1b)
1
r̄
∂r̄ (r̄ū) + ∂z̄w̄ = 0, (4.3.1c)
where ρ is the density of the fluid; t̄ is time; p̄ is pressure; g is the acceleration due to gravity; and
σ̄r̄r̄, σ̄θ̄θ̄, σ̄z̄z̄, and σ̄r̄z̄ are the components of the deviatoric stress tensor. As before, overbars indicate
dimensional flow variables, and ∂x ≡ ∂∂x .
To complete the governing equations, I will model the viscoelastic forces with constitutive stress
equations, in this case the Upper Convected Maxwell (UCM) equations:
σ̄r̄r̄ + λt̄ [∂t̄σ̄r̄r̄ + ū∂r̄σ̄r̄r̄ + w̄∂z̄σ̄r̄r̄ − 2(∂r̄ū)σ̄r̄r̄ − 2(∂z̄ū)σ̄r̄z̄)] = τ̄r̄r̄, (4.3.2a)
†The θ̄θ̄ component of the fluid stress tensor is notably not zero because it has stand-alone radial terms, i.e.,
Equation (4.3.4d)
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σ̄r̄z̄ + λt̄ [∂t̄σ̄r̄z̄ + ū∂r̄σ̄r̄z̄ + w̄∂z̄σ̄r̄z̄ − (∂r̄w̄)σ̄r̄r̄ − (∂r̄ū+ ∂z̄w̄)σ̄r̄z̄ − (∂z̄ū)σ̄z̄z̄] = τ̄r̄z̄, (4.3.2b)
σ̄z̄z̄ + λt̄ [∂t̄σ̄z̄z̄ + ū∂r̄σ̄z̄z̄ + w̄∂z̄σ̄z̄z̄ − 2(∂r̄w̄)σ̄r̄z̄ − 2(∂z̄w̄)σ̄z̄z̄] = τ̄z̄z̄, (4.3.2c)
σ̄θ̄θ̄ + λt̄ [∂t̄σ̄θ̄θ̄ + ū∂r̄σ̄θ̄θ̄ + w̄∂z̄σ̄θ̄θ̄] = τ̄θ̄θ̄ (4.3.2d)









is the deformation-rate tensor with ν as the kinematic viscosity; τ̄ij ’s non-zero components are
τ̄r̄r̄ = 2ρν∂r̄ū, (4.3.4a)
τ̄r̄z̄ = ρν (∂z̄ū+ ∂r̄w̄) , (4.3.4b)





Finally, the model is closed by a set of two-point boundary conditions at the wall r̄ = ā,
ū = w̄ = 0, (4.3.5)
and at the free surface r̄ = R̄(t̄, z̄), the air-flow-less tangential (D.3.1) and normal (D.3.2) stress
conditions apply along with the kinematic boundary condition
ū = ∂t̄R̄+ w̄∂z̄R̄. (4.3.6)
4.3.2 Nondimensionalization in the small amplitude limit
The non-Newtonian problem presented above will be made dimensionless using a slight variation
of the scales (4.2.2). In this case, I will not be solving the problem in the long wave limit, as
did Coward and Renardy [110]. In their limit, it was shown that elasticity linearly destabilizes the
liquid interface, a prediction that is not borne out by the experimental results. For this reason, all
quantities, including both r and z, are now made dimensionless by a single length scale, the mean
liquid layer thickness h0. Instead I will be expanding in the more relaxed limit of small amplitude
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perturbations as will be shown below.
Thus, the nondimensionalized variables are
r = r̄/h0, z = z̄/h0, u = ū/W0, w = w̄/W0,
t = t̄W0/h0, p = p̄/(ρgh0), σij = σ̄ij/(ρgh0), (4.3.7)
where W0 = gh20/ν.
With these scales, the governing equations become,
Re (∂tu+ u∂ru+ w∂zu) = −∂rp+
1
r




Re (∂tw + u∂rw + w∂zw) = −∂zp+
1
r
∂r (rσrz) + ∂zσzz + α, (4.3.8b)
1
r
∂r (ru) + ∂zw = 0, (4.3.8c)
where Re = W0h0/ν is the Reynolds number and α is a placeholder representing forces that drive a
leading-order flow. In my model, that force is gravity and α = 1. (See the discussion in § 4.1.1.)
However, in the related Newtonian model presented by Goren [8], there is no background flow so
α = 0. Keeping this parameter explicit will allow me to compare our two approaches.
Next, the nondimensional constitutive equations are
σrr + We [∂tσrr + u∂rσrr + w∂zσrr − 2(∂ru)σrr − 2(∂zu)σrz)] = τrr, (4.3.9a)
σrz + We [∂tσrz + u∂rσrz + w∂zσrz − (∂rw)σrr − (∂ru+ ∂zw)σrz − (∂zu)σzz] = τrz, (4.3.9b)
σzz + We [∂tσzz + u∂rσzz + w∂zσzz − 2(∂rw)σrz − 2(∂zw)σzz] = τzz, (4.3.9c)
σθθ + We [∂tσθθ + u∂rσθθ + w∂zσθθ] = τθθ, (4.3.9d)
where We = λW0/h0 is the Weissenberg number, a nondimensional group that is larger when the
liquid is more elastic and zero when the liquid is Newtonian. Also,
τrr = 2∂ru, (4.3.10a)
τrz = ∂zu+ ∂rw, (4.3.10b)






Finally, the dimensionless boundary conditions at the wall r = a are
u = w = 0, (4.3.11)
while at the free surface r = R(t, z) the three boundary conditions are
u = ∂tR+ w∂zR, (4.3.12a)[
1− (∂zR)2
]























Once again, the nondimensional Bond number is defined as Bo = ρgh20/γ and scales the relative
effects of gravity to surface tension forces.
Now to obtain an analytical solution, this problem must be linearized. As indicated above, this
will be done by expanding the amplitudes of flow quantities about a known solution in terms of a
small perturbation parameter ε 1:
u = U + εũ+ · · · ,
w = W + εw̃ + · · · , (4.3.13)
p = P + εp̃+ · · · ,
σij = Σij + εσ̃ij + · · · .
4.3.3 Amplitude perturbation: leading order
The leading-order problem is produced by plugging the expanded variables (4.3.13) into (4.3.8)-
(4.3.12) and letting ε → 0. I seek a flat film solution to this non-Newtonian system in order to
match the approaches of § 4.1 and 4.2. As such the leading-order flow is assumed to be t- and
z-independent. Simply put, u = ∂t = ∂z = 0 and R = a − 1 is the nondimensionalized interface
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location. With these assumptions the z-momentum equation (4.3.8b) produces
1
r
∂r(rΣrz) = −α. (4.3.14)
Next, the constitutive equations (4.3.2) become
Σrr = 0, (4.3.15a)
Σrz = Trz = ∂rW, (4.3.15b)
Σzz = 2We(∂rW )2, (4.3.15c)
Σθθ = 0. (4.3.15d)
Combining (4.3.14) and (4.3.15), the general leading-order solution can be found:




and its boundary conditions are
W = 0, at r = a, (4.3.17a)
and
Σrz = 0, at r = a− 1. (4.3.17b)
−P + p(g) = 1
Bo(a− 1)
, (4.3.17c)
Solving (4.3.16) for W produces
W (r) = −α
4
r2 +B log(r) + C. (4.3.18)
And applying the wall boundary condition (4.3.17a) and the tangential stress condition (4.3.17b)
82
produces












Summarizing, the various other quantities at leading order are
U = 0, P = p(g) − 1
Bo(a− 1)
, (4.3.20a)




(a− 1)2 − r2
]
, (4.3.20b)




(a− 1)2 − r2
]2
, (4.3.20c)
where primes denote differentiation by r. Note that while no assumption on the size of the Weissenberg
number, We, has been made, the velocity profile (4.3.19) is identical to the gravity-driven, Newtonian
parallel flow solution of § 4.2.2. As such, leading-order case produces an advection model identical
to the Newtonian case, (4.2.9). However, as can be seen in (4.3.20c), this leading-order solution is
unlike the Newtonian case in that it contains normal stress from the UCM model, i.e., Σzz 6= 0. In
the limit We → 0 the stress returns to only the shear stress of parallel Newtonian flow.
4.3.4 Amplitude perturbation: first order
At first order in ε, after plugging in the expanded variables (4.3.13), the governing equations are
Re (∂tũ+W∂zũ) = −∂rp̃+
1
r




Re (∂tw̃ + ũ∂rW +W∂zw̃) = −∂z p̃+
1
r
∂r (rσ̃rz) + ∂zσ̃zz + α, (4.3.21b)
1
r
∂r (rũ) + ∂zw̃ = 0, (4.3.21c)
As before, the problem to be modeled involves a high-viscosity liquid traveling at slow speeds.
This regime, where viscous effects dominate inertial effects, is characterized by a very small Reynolds
number. Therefore, inertial effects will be consigned to higher order, i.e., Re = O(ε) 1.















∂r (rũ) + ∂zw̃ = 0. (4.3.22c)
For convenience, pressure can then be eliminated from the momentum equations (4.3.22a) and (4.3.22b),
leaving a single PDE for the stress σ,
1
r









− ∂rzσ̃zz = 0. (4.3.23)
Next, the first order constitutive equations are
σ̃rr + We (∂tσ̃rr +W∂zσ̃rr − 2 (∂zũ) ∂rW ) = τ̃rr, (4.3.24a)
σ̃rz + We
(
∂tσ̃rz + ũ∂rrW +W∂zσ̃rz − (∂rW ) σ̃rr







∂tσ̃zz + ũ (4We (∂rW ) ∂rrW ) +W∂zσ̃zz





σ̃θθ + We (∂tσ̃θθ +W∂zσ̃θθ) = τ̃θθ. (4.3.24d)
⇒
σ̃rr + WeDtσ̃rr = τ̃rr + αWe
(






























σ̃zz + WeDtσ̃zz = τ̃zz + αWe
(




(σ̃rz + ∂rw̃) + α
2We2
(



















σ̃θθ + WeDtσ̃θθ = τ̃θθ, (4.3.25d)
where the operator Dt is
















Finally, the first-order boundary conditions (4.3.11) are also no slip at the wall, r = a:
ũ = w̃ = 0. (4.3.27)
At the interface, the boundary conditions must be evaluated at r = a− 1 + εR̃, then expanded. For




a− 1 + εR̃
) ((a− 1)2 − (a− 1 + εR̃)2)+ εσ̃rz = 0. (4.3.28)
Expanding (4.3.28) to linear order in ε, then repeating this expansion for the kinematic and normal
stress conditions, the first-order boundary conditions become
ũ = DtR̃, (4.3.29a)
σ̃rz = αR̃, (4.3.29b)









Of course the first-order quantities ũ, w̃, p̃, and σ̃ij should be evaluated at the mean interface
r = a− 1 to avoid higher-order mixing. On the other hand, mixing between leading order and first
order is responsible for the term on the right hand side of equation (4.3.29b): the background flow
generates a jump in tangential stress at first order. This term is not present in models where there
is no background shear stress, such as in Goren [8].
A note regarding solving method The goal of the modeling in this chapter is to produce a
dispersion relation that will characterize the growth of the wavelike disturbances observed in my
non-Newtonian experiments. For this reason, I will not solve the coupled PDEs presented in this
section, but instead I will produce and solve ODEs with wavelike solutions. In addition, I will
compare my model with the linear elastic thin film theory of Coward and Renardy [110]. Therefore,
I will expand my wave amplitudes as small Weissenberg perturbations about a Newtonian base. In
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short, these solutions will take the following forms:
ũ = (ûN + We ûWe + · · · ) exp[i(kz − ωt)], (4.3.30a)
w̃ = (ŵN + We ŵWe + · · · ) exp[i(kz − ωt)], (4.3.30b)
p̃ = (p̂N + We p̂We + · · · ) exp[i(kz − ωt)], (4.3.30c)
R̃ =
(
R̂N + We R̂We + · · ·
)
exp[i(kz − ωt)], (4.3.30d)
σ̃ij = (σ̂ij,N + We σ̂ij,We + · · · ) exp[i(kz − ωt)], (4.3.30e)
τ̃ij = (τ̂ij,N + Weτ̂ij,We + · · · ) exp[i(kz − ωt)], (4.3.30f)
ω = ωN + We ωWe + · · · , (4.3.30g)





will be dropped. Also, I am adopting the subscript notation N to refer to the
Newtonian quantities and We for the linear Weissenberg quantities. For completeness, I write down
(but do not solve) the fully elastic problem with a wavelike ansatz in § A.2.
4.3.5 Weissenberg perturbation: leading order
The wavelike base solutions in (4.3.30) satisfy the one-dimensional Stokes flow problem. In this
limit, the stress components (4.3.25) reduce to those of the viscous stress tensor, (4.3.10). Inserting





















′ + ikŵN = 0 (4.3.31c)
Also in this limit the BCs (4.3.27) and (4.3.29) are, at r = a,
ûN = ŵN = 0 (4.3.32a)
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and, at r = a− 1,
ûN = −iω̃N R̂N , (4.3.32b)
ikûN + ŵ
′
N = αR̂N , (4.3.32c)














a2 − (a− 1)2
)
+ 12(a− 1)
2 log ((a− 1)/a)
)
is the shifted Newtonian eigen-
value.
To solve (4.3.31), it is helpful to combine them into a biharmonic equation of one variable, say
ûN :






















The general solution to (4.3.33) is a linear combination of Modified Bessel Functions,
ûN (r) = a1I1(kr) + a2rI
′
1(kr) + a3K1(kr) + a4rK
′
1(kr), (4.3.35)
and the coefficients a1, a2, a3, a4 are solutions to the linear system formed by plugging this general
solution into the boundary conditions (4.3.32). These I will express in terms of hatuN in keeping
with the choice of solution (4.3.35). To do this, I substitute the value of the pressure term, p̂N , given
by the z-momentum equation (4.3.31b) and R̂N , given by the kinematic condition (4.3.32b). Then
after some simplification,†
†A useful result is the first derivative of the continuity equation,
−∂rzw̃N = (Du − ∂zz) ũz.
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at r = a,
ûN = û
′
N = 0, (4.3.36a)




















ûN = 0. (4.3.36c)
This Stokes model and solution is identical to those found in Craster and Matar [101] up to a
sign in the normal stress boundary condition, which is consistent with the fact that they examined
the exterior version of this problem.
Similar exterior problems are presented in Goren [8] and Tomotika [103] (with the corresponding
sign). However, none of these analyses give a dispersion relation for small-amplitude perturbations
to a base flow, which is the case of interest here. This Newtonian dispersion relation is necessary for
the linear Weissenberg analysis that follows but this result cannot be found in the literature as far as
I know. Therefore, I carry out the linear stability analysis for the Newtonian case in § B. I will then
make references to pertinent results as I derive the linear Weissenberg result in the following section.
4.3.6 Weissenberg perturbation: first order
I now consider the small-Weissenberg-limit problem to first order. At We order, the small
amplitude constitutive equations (4.3.25) are
σ̂rr,We = τ̂rr,We + iω̃N τ̂rr,N + α
(























σ̂zz,We = τ̂zz,We + iω̃N τ̂zz,N + α
(














We , τ̂rr,N = 2û
′
N , (4.3.38a)
τ̂rz,We = ikûWe + ŵ
′
We , τ̂rz,N = ikûN + ŵ
′
N , (4.3.38b)























− ikσ̂′zz,We = 0. (4.3.39)
Once again, due to the biharmonic symmetry of Stokes problems, this equation can be written
concisely in one variable after replacing the stress components with (4.3.37)-(4.3.38) and using
continuity, (4.3.22c), to replace ŵ with û:









The familiar-looking biharmonic term at the head of this equation is simply the We-order viscous
stress components in the UCM equations (4.3.38) plugged into (4.3.39). This is not an unexpected
result because the We-order stress-momentum equation exactly matches the form of its leading-order
counterpart (4.3.33). Next, the middle term, iω̃ND̂uD̂uûN , results from the time-dependent term
in the UCM equations, and it can be eliminated now by the same leading-order ODE. Finally, the
right-most terms are what remain from simplification of the UCM α terms plugged into (4.3.39).
It is perhaps surprising that only a first derivative and linear term are left considering that this
substitution also produces second and third derivative terms (which end up canceling each other).
Therefore, the final We-order stress-momentum equation is a nonhomogeneous bilaplacian ODE
for ûWe with a leading-order driver:











Using a method like undetermined coefficients, (4.3.41) could be solved. However, as I will show
in the next section, a solution is not needed to find a dispersion relation at We-order, ωWe(k).
To close the ODE (4.3.41), We-order BCs must be derived from (4.3.27) and (4.3.29). Plugging
in the wavelike variable expansions, (4.3.30), these BCs are,
at r = a,
ûWe = ŵWe = 0, (4.3.42a)
and, at r = a− 1,
ûWe = −iω̃N R̂We − iωWeR̂N , (4.3.42b)
σ̂rz,We = αR̂We , (4.3.42c)





































Like the Newtonian conditions (4.3.36), these conditions can be expressed in terms of a single
dependent variable, say ûWe . I derive this form in § A.3. As I show, the mixed-order terms in
the UCM equations will allow me to eliminate, once again, some terms involving the leading order
deviatoric stress.
In the end, the simplified We-order boundary conditions are,
at r = a,
ûWe = û
′
We = 0, (4.3.44a)
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Finding the linear-We dispersion relation The linear dispersion relation is the expanded
eigenvalue ω(k), (4.3.30g). At We order, it is clear from the boundary conditions (4.3.44) that the
interfacial dynamics depend on both the leading-order eigenvalue, ωN , and its linear-order correction,
ωWe . I will find ωN by carrying out analysis as in Goren [8]; I will find ωWe using a solvability
condition.
In the discussion of the non-Newtonian experiments in § 3.3, I hypothesize that fluid elasticity
raises the threshold flow rate needed to produce waves and plugs. In other words, elasticity reduces
the growth rate of experimental waves. However, this stabilizing effect is not supported by thin film
theory; see [110]. Therefore, in the following sections I will examine the growth part of the dispersion
relation for weakly elastic small amplitude waves to see whether increases in We correspond to
decreases in maximum growth rate.
4.3.7 Leading order growth parameter, ωN (k)
The Newtonian eigenvalue ωN can be found in the usual manner by constructing the linear system
of boundary conditions (4.3.36) evaluated for the Newtonian general solution (4.3.35). Written in
matrix form, the system is

I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)



































k2(a− 1)2 − 1
((k(a− 1)I0(k(a− 1))− I1(k(a− 1)))) , (4.3.46a)
F2 =
Bo(a− 1)
k2(a− 1)2 − 1
((
k2(a− 1)2 + 1
)





k2(a− 1)2 − 1
(− (k(a− 1)K0(k(a− 1)) +K1(k(a− 1)))) , (4.3.46c)
F4 =
Bo(a− 1)
k2(a− 1)2 − 1
((
k2(a− 1)2 + 1
)









































(−k(a− 1)K0(k(a− 1))−K1(k(a− 1)))
)
. (4.3.47d)
As with other eigenvalue problems, in order to guarantee that there are (infinitely many) nontrivial
solutions to this system of BCs, the determinant of the leading matrix in (4.3.45) must be zero. This
places a condition on ω̃N , and solving for the eigenvalue gives the Newtonian dispersion relation. The




















where ∆1 and ∆2 are identical to those found in Goren [8], i.e., (A.4.8a) and (A.4.8b). ∆3 is defined
in (A.4.13), and it appears as part of the α-dependent term. Recall that in Goren’s analysis α = 0,
and in § B.3 I confirm that his dispersion relation is a limiting case of mine.
4.3.8 Solvability and the linear-Weissenberg eigenvalue correction, ωWe(k)
The first-order eigenvalue correction, ωWe , cannot be computed in the same way as ωN . In
the Newtonian case, a closed-form general solution, (4.3.35), makes it possible to construct a
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system of boundary conditions (4.3.45) that give a condition for ωN . The inhomogeneous We-order
ODE (4.3.41) cannot be solved in closed form, therefore I must derive a different “solvability"
condition for ωWe . I will do this by taking an inner product of the Newtonian adjoint solution, û
†
N ,
(derived in § A.5) with the ODE model. This inner product operation eliminates the homogeneous
integral term in the model leaving only surface terms (that contain ωWe) and integrals of leading
order solutions (ûN and û
†
N ). See § A.5.3-A.5.4 for details of this procedure.
















dr = 0, (4.3.49)





N = 0 (4.3.50)
and D̂†u is the adjoint to D̂u. Integrating (4.3.49) by parts until (4.3.50) appears, all ûWe terms are
eliminated. What remains is an expression for ωWe in terms of ûN , û
†


















































4.3.9 Weissenberg perturbation: linear growth rate
As stated before, the full dispersion relation governing free surface perturbations to linear order
is ω(k) = ωN + WeωWe . Recalling that the solutions have the ansatz wave form exp(ikz − iωt) it
is clear that the real and imaginary parts of ω(k) describe the wave speed and growth rate of the
perturbations, respectively.
Recall that in § 3.3, I hypothesize that the elasticity of the fluid inversely corresponds to the




































Figure 4.9: Linear instability growth rates of the total eigenvalue, ω. (a) Growth rates for different
values of We, Bo = 0.30 (colored curves), for the Weissenberg component of ω (black curve). (b)
Growth rates for different values of Bo, We = 0.
the liquid elasticity, the harder it is for plugs to form. Put differently, given a particular liquid flow
rate and height in the tube, there is a threshold elasticity above which plugs will not form at that
location in the tube. In the model, this should correspond to a decrease in the growth part of the
eigenvalue for increasing We.
However, Figure 4.9(a) shows the opposite: increasing the elasticity increases the growth rate of
the perturbation. This result matches what was found in the thin film, linear elastic limit, [110],
and it seems to reject the hypothesis that elasticity has a stabilizing effect in the linear regime.
4.3.10 Reconciling experimental and model results
In §3.3.4 I present measurements of the surface tensions of my PIB-PB test liquids. The liquids
with higher concentrations of PIB (the solute) had lower surface tensions, and I state that this
made their film interfaces more stable. It is a qualitative explanation for the observed shift in plug
formation data (see Figure 3.18). I will now substantiate this claim.
Another set of linear instability growth rates of the model (4.3.51) for different values of the
Bond number is shown in Figure 4.9(b). The selected Bo numbers were computed from the measured
surface tensions. Indeed, smaller surface tension (larger Bo) can be seen to diminish the growth





Three studies have been presented that capture distinct aspects of annular flow in a vertical
tube: air-driven flow, gravity-driven Newtonian flow, and gravity-driven non-Newtonian flow.
In the first, experiments were conducted following the work of Kim et al. [3] and demonstrated
that an upward flow of fast moving air generates ring-shaped waves on the air-liquid interface.
The character of these waves was shown to depend on the prescribed fluxes of air and liquid. The
waves varied from chaotic, small amplitude short wave length to evenly spaced large amplitude and
moderate wave length. What’s more a special set of experiments prove that the larger, more regular
waves carried a bolus of liquid rapidly from the inlet of the tube up to the wetting front.
The modeling of these air-driven experiments began with a simple turbulence closure with
modified effective viscosity description of the air flow profile. This profile was then coupled to both
a long wave and thin film model of the liquid flow. These models were used to estimate the mean
thickness of liquid which they consistently over predicted compared with experimental observations.
First order nonlinear interfacial evolution equations were then produced. Linear stability analysis
confirmed the growth of a dominant mode, which nonlinear simulations showed would saturate as a
traveling wave. The turbulence closure based modeling showed only limited qualitative agreement
with the experiment so a different, more refined, approach to modeling the air flow was used. This
long wave multi-scale method estimated the interfacial air stresses as those experienced by a wavy
rigid tube wall. Using this refined model, linear and nonlinear analysis was reproduced and yielded
results that were a closer match to the experiments.
In the second study, an annular column of liquid was allowed to drain without air flow in the core
of the tube. Experiments showed that the following liquid layer developed initially small amplitude
surface disturbances that grew into periodic large amplitude waves. Because there was no forced
air flux in the core these waves were able to grow unchecked until they reached the centerline of
the tube and formed a liquid bridge. The liquid plugs formed a train that continued to fall until
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they exited the tube. Different liquid fluxes and tube diameters were used to control the growth
rate of these plugs. In one limiting case, a narrow tube or a large flux caused the bridges to form
immediately at the inlet. In the other limit, a large diameter tube or a small flux delayed the growth
of waves so that they exit the tube before forming plugs.
Both long wave and thin film nonlinear interfacial evolution equations were produced to describe
the experiments. As in the air-driven case, the mean thickness of the liquid layer was estimated
and found to agree with the experiments. Next, linear stability analysis once again showed that a
single mode dominated the instability growth. Finally, nonlinear analysis and simulations accurately
captured the growth and saturation of the liquid waves up to the point just before plug formation.
Further analysis accurately predicted, for various tube diameters, the transition between absolute
and convective instability waves. In brief this long wave modeling proved to be a robust description
of experimental behavior, even though these experiments arguably fall outside of the long wave
regime.
In the final study presented here, two different non-Newtonian Boger fluids and a Newtonian
control were prepared and then run through the experimental apparatus. The Boger fluid with
the highest concentration of viscoelastic polymer experienced the slowest growth of free surface
instabilities while the lower concentration Boger fluid and its Newtonian base experienced increasingly
fast wave growth. As with the silicone oil experiments, all three fluids generated waves that eventually
formed liquid plugs.
The non-Newtonian properties of the two Boger fluids were measured on a cone and plate
rheometer. As expected, both fluids showed large viscosities that remain constant over decades of
shear rates. On the other hand, neither fluid had a large enough relaxation time to be measurable in
the linear regime. Since these measurements should capture the fluid’s longest relaxation time, these
results indicated that my prepared fluids were not very elastic. However it was found that different
concentrations of viscoelastic polymer change the surface tension.
The effects of elasticity were explored using a small amplitude model coupled with the Upper
Convected Maxwell (UCM) constitutive equations. The UCM model contained a single relaxation
time which was expressed by the nondimensional Weissenberg number. Before carrying out linear
stability analysis, the model was further expanded in the small Weissenberg limit and a solvability
condition was produced. This analysis showed that elasticity contributed to greater linear instability
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growth. This result corroborates the conclusion that the test fluids were not elastic. On the other
hand, different fluid surface tensions were plugged into the long wave Newtonian model and it was
able to classify experimental instabilities as either convective or absolute reasonably well.
Although various types of viscous annular liquid tube flow were explored experimentally and




A.1 Gravity-driven Newtonian model: first order solutions
The solutions to (4.2.10)-(4.2.12) are
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A.2 Full small amplitude model with wavelike ansatz
Assuming wavelike (exp(ikz−iωt)) solutions to the small amplitude problem (4.3.23) and (4.3.25)-



































































































As in the small-Weissenberg case, § 4.3.6, the continuity equation,
1
r
(rû)′ + ikŵ = 0, (A.2.2)
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A.3 Linear-Weissenberg boundary conditions in a single variable
In § 4.3.6, I derive a simplified expression for the linear-Weissenberg stress-momentum equa-
tion: (4.3.41). This equation is the result of plugging the wavelike expansions (4.3.30) into the
PDE (4.3.23), substituting in the stress components (4.3.37)-(4.3.38), and then applying continuity
to reduce it to a single independent variable, ûWe .
Likewise, the We-order BCs (4.3.42a) and (4.3.43) can be simplified after plugging in the stress







(rσ̂rz,We) + ikσ̂zz,We . (A.3.1)


























As with the stress momentum ODE, the symmetry built in to the We-order stress components
will allow me to express the boundary conditions in a simplified form in terms of a single, independent
variable, ûWe , by plugging in the stress components (4.3.37)-(4.3.38) and using continuity. This













































= · · · . (A.3.3b)
Not surprisingly, the homogeneous terms exactly match the form of the Newtonian BCs, (4.3.36), as
will be seen.
Eliminating the redundancies with Newtonian order, restating the RHS terms, and multiplying
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Finally, moving homogeneous and non-homogeneous terms to opposite sides of the equations, the
boundary conditions’ final forms are given in the main body above: (4.3.44).
A.4 Solving the determinant
The system of boundary conditions that constrains solutions of the Newtonian problem is given
in § 4.3.7. As stated, the characteristic equation for the leading order growth parameter, ωN , is
produced by setting the determinant of the boundary system’s coefficient matrix to zero, i.e.,
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)

























where the expressions Fi and Gi are given in § 4.3.7 as (4.3.46) and (4.3.47), respectively.
For the benefit of the reader, I will now step through the evaluation of this determinant to
produce a dispersion relation for ωN . I begin by using linearity to break the procedure up into
steps:
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Step 1. Separate the α terms:
1©
∣∣∣∣∣∣∣∣∣∣∣∣∣
I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
I1(k(a− 1)) k(a− 1)I0(k(a− 1)) K1(k(a− 1)) −k(a− 1)K0(k(a− 1))







I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
F1 F2 F3 F4
G1 G2 G3 G4
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0. (A.4.2)
Step 2. Solve the non-α determinant:
1© =k





I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
I1(k(a− 1)) k(a− 1)I0(k(a− 1)) K1(k(a− 1)) −k(a− 1)K0(k(a− 1))






I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
I1(k(a− 1)) k(a− 1)I0(k(a− 1)) K1(k(a− 1)) −k(a− 1)K0(k(a− 1))
I1(k(a− 1)) k(a− 1)I0(k(a− 1))− I1(k(a− 1))






I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)








+ k(a− 1)K0(k(a− 1))
∣∣∣∣∣∣∣∣∣∣∣∣∣
− i k






k2(a− 1)2 + 1
)
.
a. Perform LU factorization to solve a© :
a© = |L| · |U | = |U |







−K0 (ka) + kaK1 (ka) + k(a− 1)I0 (ka)K0 (k(a− 1))I1 (k(a− 1))
−
(





















= −ka {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}2
− {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}
·
(
−K0(ka) I1(k(a− 1))− I0(ka)K1(k(a− 1))
+ k(a− 1) (K0(k(a− 1)) I1(k(a− 1))




+ ka {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}2
+ {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}
·
(
K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))
− k(a− 1) (K0(k(a− 1)) I1(k(a− 1))





= −ka {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}2
+ ka {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}2
+ 2 {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}
· {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}
− 1
I1(k(a− 1))
(I0(ka) (K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1)))





−1− k2a2 {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}2
+ k2a2 {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}2
+ 2ka {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}
· {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}
)
. (A.4.4)
b. With the a© part of (A.4.3) evaluated, I now tackle the b© part. To simplify b©, I make
the observation that it can be written as a© multiplied by the factor (k2(a− 1)2 + 1) plus an
expression. Written out,
b© = b© 3 {row 4→ (k2(a− 1)2 + 1) (row 3)− row 4}
=−
(





I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
I1(k(a− 1)) k(a− 1)I0(k(a− 1)) K1(k(a− 1)) −k(a− 1)K0(k(a− 1))
−k(a− 1)I0(k(a− 1))
+ I1(k(a− 1))







Now perform LU factorization on the unsolved determinant:














































((kaI0(ka)− I1(ka))K0(k(a− 1)) + (−kaK0(ka)−K1(ka)) I0(k(a− 1)))








− ((I0(ka) + kaI1(ka))K0(k(a− 1)) + (−K0(ka) + kaK1(ka)) I0(k(a− 1)))
· (I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))) k2(a− 1)2
+
(









−1− k2a2 − k2a2k2(a− 1)2 {I0(ka)K0(k(a− 1))−K0(ka) I0(k(a− 1))}2
+ k2a2k2(a− 1)2 {I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}2
+ 2ka k2(a− 1)2 {I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}















k2(a− 1)2 + 1
)
∆1 − i






∆1 = −1 + 2ka {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}
· {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}
+ k2a2 {I0(ka)K1(k(a− 1)) +K0(ka) I1(k(a− 1))}2
− k2a2 {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}2 , (A.4.8a)
∆2 = −1− k2a2 + 2ka k2(a− 1)2 {I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}
· {I0(ka)K0(k(a− 1))−K0(ka) I0(k(a− 1))}
+ k2a2k2(a− 1)2 {I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}2
− k2a2k2(a− 1)2 {K0(ka) I0(k(a− 1))− I0(ka)K0(k(a− 1))}2 . (A.4.8b)
Step 3. Solve the α determinant:
2© =k




I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
F1 F2 F3 F4





I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
F1 F2 F3 F4
I1(k(a− 1)) k(a− 1)I0(k(a− 1))− I1(k(a− 1))








I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)








+ k(a− 1)K0(k(a− 1))
I1(k(a− 1)) k(a− 1)I0(k(a− 1))− I1(k(a− 1))













I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)








+ k(a− 1)K0(k(a− 1))
I1(k(a− 1)) k(a− 1)I0(k(a− 1))− I1(k(a− 1))














I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
I1(k(a− 1)) k(a− 1)I0(k(a− 1)) K1(k(a− 1)) −k(a− 1)K0(k(a− 1))





I1(ka) kaI0(ka)− I1(ka) K1(ka) −kaK0(ka)−K1(ka)
I0(ka) I0(ka) + kaI1(ka) −K0(ka) −K0(ka) + kaK1(ka)
0 −I1(k(a− 1)) 0 −K1(k(a− 1))






k2(a− 1)2 ·∆1 + ∆2 + ka · c©
)
. (A.4.10)
a. Perform LU factorization to solve c© :





















= −k(a− 1) ({I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}
· ((−K0(ka) + kaK1(ka)) I1(k(a− 1))− (I0(ka) + kaI1(ka))K1(k(a− 1)))
+ {I0(ka)K0(k(a− 1))−K0(ka) I0(k(a− 1))}
· ((kaK0(ka) +K1(ka)) I1(k(a− 1)) + (kaI0(ka)− I1(ka))K1(k(a− 1))))
= − 1
ka
(−ka k(a− 1) {I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}
· {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}
+ ka k(a− 1) {I0(ka)K0(k(a− 1))−K0(ka) I0(k(a− 1))}
· {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}
+ k2a2k(a− 1) {I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}
· {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}
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+ k2a2k(a− 1) {I0(ka)K0(k(a− 1))−K0(ka) I0(k(a− 1))}
· {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}) . (A.4.11)
b. Combine the results:
2© = − i
2kaω̃N
(
k2(a− 1)2 ·∆1 + ∆2 −∆3
)
(A.4.12)
where ∆1 and ∆2 were expressed above in (A.4.8a) and (A.4.8b), respectively, and
∆3 = −ka k(a− 1) {I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}
· {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))}
+ ka k(a− 1) {I0(ka)K0(k(a− 1))−K0(ka) I0(k(a− 1))}
· {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}
+ k2a2k(a− 1) {I1(ka)K0(k(a− 1)) +K1(ka) I0(k(a− 1))}
· {K1(ka) I1(k(a− 1))− I1(ka)K1(k(a− 1))}
+ k2a2k(a− 1) {I0(ka)K0(k(a− 1))−K0(ka) I0(k(a− 1))}
· {K0(ka) I1(k(a− 1)) + I0(ka)K1(k(a− 1))} .
(A.4.13)
At last I may assemble the full characteristic equation (A.4.2) using parts 1©, (A.4.7), and 2©, (A.4.12):
−∆2 −
(
k2(a− 1)2 + 1
)
∆1 − i










The final Newtonian dispersion relation is obtained by solving (A.4.14) for the eigenvalue,
ω̃N ; I present this result in § 4.3.7, (4.3.48). Comparing the dispersion relation to the Goren-like
result, (B.3.12b), in § B.3, it’s obvious that the latter is the limiting case of the former for α = 0.
Once again, α is a multiplier that indicates a leading order shear flow, which Goren does not have.
This leading order flow appears at first order because the tangential stress condition is evaluated
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at the perturbed interface. This can be seen in (4.3.28)-(4.3.29b) where the right hand side is the
product of the leading order shear stress and the first order interface perturbation.
A.5 Homogeneous adjoint problem and ωWe solvability condition
The solvability condition (4.3.49) was obtained by taking an inner product of the homogenous
adjoint solution and the first order model equation (4.3.41), eliminating any instance of the first
order solution. To find the homogeneous adjoint solution, I first must find the adjoint to D̂uD̂u ≡ L.
Using integration by parts, I will explicitly work out “half” of the adjoint then use symmetry to
complete the process. To begin, let f † and f be differentiable functions on the interval (a− 1, a),









Substituting in for the L operator and carrying out various integrations by parts,





























































































































To complete the integration, I make the observation that the last line in (A.5.2) has the same
integrand as the first with the substitutions
f † → D̂†uf † and D̂uf → f. (A.5.4)
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The boundary terms are a bilinear map from complex functions to complex functions. To make this

































































































This statement provides sufficient information to determine the adjoint BCs. First, the boundary





































































Next, I can gather terms in (A.5.9) as prefactors of four remaining (non-adjoint) Newtonian functions
d
dr D̂uûN , D̂uûN , û
′
N , ûN and set these prefactors individually to zero. These will be my boundary




′ = 0. (A.5.10)
















k2(a− 1)2 − 1
) 1
iω̃N





û†N = 0 (A.5.11b)
in forms similar to (4.3.36b) and (4.3.36c).
A.5.1 Question of orthogonality
Given
LuN (k) = M(k)uN (k) and L†u
†


























































(L(k1)− L(k2))uN (k2)dr = 0 (A.5.16)
A.5.2 General solution to the homogeneous adjoint problem.





N = 0, (A.5.17)
its fundamental solution set will consist of four (linearly independent) functions. Two of these basis
functions form the fundamental solution set of the second order homogeneous problem, D̂†uf = 0.
Let me call this second-order general solution û†1. As in § B.1.1, to find the other two solutions I will






First I must find û†1, and to do so I will use the method of Frobenius:
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Given the form of D̂†u from (A.5.7), it is clear that r = 0 is a regular singular point as required.



















(n+ s)(n+ s− 2)rn+s−2 − k2rn+s
)
= 0. (A.5.20b)
Expanding this series equation,




rs + · · · = 0, (A.5.21)
where I have rescaled the problem to remove its explicit dependence on a0. It is clear that each term
in the series of different order in r must independently equal zero. In other words,
s(s− 2) = 0, (A.5.22a)
a1(s+ 1)(s− 1) = 0, (A.5.22b)
a2(s+ 2)s− k2 = 0, (A.5.22c)
a3(s+ 3)(s+ 1)− a1k2 = 0, (A.5.22d)
a4(s+ 4)(s+ 2)− a2k2 = 0, (A.5.22e)
...
Starting with (A.5.22a), in order for equality to hold either s = 0 or s = 2. If s = 0, then (A.5.22c)
leads to an expression which is not generally true (−k2 = 0). Therefore it must be the case that
s = 2. Applying this condition to the above equations results in every odd-index coefficient equaling
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zero, e.g., (A.5.22b), (A.5.22d), etc. On the other hand, the even-index coefficients become
an =

k2/(2 · 4) for n = 2
k4/(2 · 4 · 4 · 6) for n = 4
k6/(2 · 4 · 4 · 6 · 6 · 8) for n = 6
...
(A.5.23)









for n = 2, 4, . . .


























for n = 1, 2, . . . (A.5.24)

























Of course there is a second solution to D̂†uû†1 = 0. Therefore, the general solution is just the linear
combination of the two:
û†1 = ArI1(kr) +BrK1(kr). (A.5.27)
As stated earlier, the remaining two basis functions are the solution to the nonhomogeneous
problem (A.5.18). In spite of this equation being a variable-coefficient ODE, the repeated use of the
differential operator in the fourth order problem will let me avoid a variation of parameters approach.
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Instead, I will consider a small variation of the wavenumber, k, in the homogeneous solution and
show that at first order the expansion produces the nonhomogeneous problem’s solution. For a small
parameter ε,
û†1 = ArI1((k + ε) r) +BrK1((k + ε) r) . (A.5.28)
Taylor expanding around the perturbation, ε, I get
û†1 = Ar
(
I1(kr) + ε rI
′




K1(kr) + ε rK
′
1(kr) + · · ·
)
. (A.5.29)
From (A.5.29) it is clear that the leading order terms in ε are simply the solutions that were found
earlier in (A.5.27). At first order in ε, there is another set of Bessel functions that is linearly
independent of the first set. It can be verified that these are solutions to the fourth order problem.
Assembling all the fundamental solutions into a single general solution with four undetermined
coefficients,
û†N = b1rI1(kr) + b2r
2I ′1(kr) + b3rK1(kr)− b4r2K ′1(kr). (A.5.30)
A.5.3 Linear Weissenberg solvability condition
A series of integrations by parts of the ûWe term in the solvability condition (4.3.49) produces




















































First of all, by (A.5.17) the last term is eliminated. Next, from the wall boundary conditions for
both the adjoint solution, (A.5.10), and the Weissenberg-order correction, (4.3.44a), it’s clear that
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k2(a− 1)2 − 1
) 1
iω̃N












Finally, the remaining terms, at r = a − 1, satisfy the interfacial conditions for û†N (A.5.11) and








































The next step is to plug this inner product back into (4.3.49), the solvability condition.
A.5.4 Assembling the linear Weissenberg solvability condition
With the inner product evaluation (A.5.33) substituted into (4.3.49), the unknown correction to

















































ûN (r)dr = 0.
(A.5.34)
After some manipulation, this condition becomes an explicit expression for ωWe :































k2(a− 1)2 − 1
)























This dispersion relation is presented in the main body of this text, (4.3.51), in a slightly cleaned up
form.
A.6 Long wave perturbations to the base flow
In the previous sections, I assumed a small amplitude perturbation to a non-Newtonian, high-
viscosity flow. As referenced in § 4.3, Coward and Renardy [110] carry out a related analysis of a
thin film core-annular non-Newtonian flow problem. To verify my problem setup, I will now redo my
analysis in the long wave limit and compare the resulting dispersion relation with the one in [110].
My expansion will be carried out in terms of ε ≡ h0/L, where h0 is the mean liquid layer thickness
and L is the typical wavelength, I consider the limit ε 1.
But first, I need to nondimensionalize the governing equations in terms where ε appears. To do
this, I will use the scalings
u = Uu∗, w = Ww∗, r = h0r



































∂r(rσrz) + ∂zσzz + α, (A.6.2b)
1
r
∂r(ru) + ∂zw = 0. (A.6.2c)















− ∂rzσzz = 0. (A.6.3)
The long wave UCM equations are
σrr + εWe [α∂tσrr + u∂rσrr + w∂zσrr − 2(∂ru)σrr − 2(∂zu)σrz)] = 2∂ru, (A.6.4a)
σrz + εWe [α∂tσrz + u∂rσrz + w∂zσrz − (∂rw)σrr − (∂ru+ ∂zw)σrz
−(∂zu)σzz] = ε2∂zu+ ∂rw, (A.6.4b)
σzz + εWe [α∂tσzz + u∂rσzz + w∂zσzz − 2(∂rw)σrz − 2(∂zw)σzz] = 2ε2∂zw, (A.6.4c)




Finally, the boundary conditions are, at the wall r = a,
u = w = 0 (A.6.5)
and, at the free surface r = R(t, z),

































Integrating the continuity equation (A.6.2c) and applying the kinematic boundary condi-









This PDE will form the model once it’s closed by an approximation to w. This approximation will
come from a perturbation expansion in the long wave parameter ε. The relevant quantities are




















where ε is the small parameter.
After plugging these expansions into the nondimensionalized governing equations, it is clear that
at leading order non-Newtonian effects drop away. The viscous flow problem that remains has been













































































It can be seen that the base solution found in § 4.3.3, i.e., the flat film case of R = R0, simultaneously
solves the small amplitude and long wave governing equations.











A.6.1 First order problem
With the leading order solutions (A.6.9) in hand, the ε-order problem can be stated and solved.




















∂r(rσrz,1) + ∂zσzz,1, (A.6.11b)
1
r
∂r(ru1) + ∂zw1 = 0. (A.6.11c)
Next, the first order constitutive equations are
σrr,1 + We [α∂tσrr,0 + u0∂rσrr,0 + w0∂zσrr,0 − 2(∂ru0)σrr,0
− 2(∂zu0)σrz,0)] = 2∂ru1, (A.6.12a)
σrz,1 + We [α∂tσrz,0 + u0∂rσrz,0 + w0∂zσrz,0 − (∂rw0)σrr,0 − (∂ru0
+ ∂zw0)σrz,0 − (∂zu0)σzz,0] = ∂rw1, (A.6.12b)
σzz,1 + We [α∂tσzz,0 + u0∂rσzz,0 + w0∂zσzz,0 − 2(∂rw0)σrz,0
− 2(∂zw0)σzz,0] = 0, (A.6.12c)




The equations above are closed by the first order boundary conditions:
u1 = w1 = 0 (A.6.13)
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at the wall, r = a, and
σrz,1 − ∂zRσzz,1 = 0, (A.6.14a)






at the free surface, r = R(t, z). Also, I will write the tangential stress in a simpler form using a
substitution:
























Plugging in (A.6.15) and the rest of the constitutive equations, (A.6.12), into the first order

























































































The correction term is the result of this integration:





















































































































r4 − a2r2 − r2R2 + a2R2 + 2r2
(



























r4 − a2r2 − r2R2 + a2R2 + 2r2
(


















(w0 + εw1) rdr




















































A.6.2 Long wave dispersion relation
The solutions to (A.6.24) will be treated as wavelike perturbations to a flat interface, i.e.,
R = a− 1 +A exp (ikz − iωt) (A.6.26)
such that A a− 1, and the dispersion relation that characterizes these solutions is


















GOREN’S PROBLEM AND THE STOKES LIMIT
An archetypal problem is the study of the capillary instability of a liquid film coating a wire, as
examined in Goren [8]. Since this problem leads to an important limiting result for the long wave
and non-Newtonian models discussed in § 4, here I copy the setup for Goren’s problem then focus
on the negligible inertia limit. The liquid film is perturbed from rest by a small amplitude wave. A
figure of the setup and relevant coordinates is shown in Figure B.1.
B.1 Linearized Navier-Stokes and general solution
Consider a film at rest that is subjugated to a small perturbation with amplitude ε 1. Then
the variables of interest may be expanded as perturbations away from their base value. These
variables are
u = εũ+ . . . ,
w = εw̃ + . . . , (B.1.1)
p = P + εp̃+ . . . ,
R = a+ εR̃+ . . . .
Figure B.1: Cross-section of model geometry, a wire of radius s coated by a fluid column of radius a,
initially at rest. The column has been oriented vertically without loss of generality since there is no
gravity assumed. A small perturbation given as a plane wave function r = R(t, z) is applied to the
mean free surface.
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It is clear to see that at leading order, the solution is just a stationary liquid film of thickness a.
The first-order problem is thus the lowest-order system with flow. At this order, all nonlinear effects




















































In nondimensionalized form, these are exactly the governing equations for the first-order quantities
ũ, w̃, and p̃.
Next, these model equations can be collapsed into a single partial differential equation governing
one component of the velocity, say u,














the scalar Laplace operator.












Now consider the equation
(ν−1∂t −D)Dψ = 0, (B.1.6)
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where












By taking a partial derivative of (B.1.6) with respect to z and regrouping derivatives, it can be seen
that (B.1.6) is identical to (B.1.3).
After establishing the governing equation (B.1.6), Goren simply states its general solution. Of
course his solution may be checked by plugging it into the differential equation. However as an
exercise, I will now show the process for obtaining this solution.
B.1.1 Finding the general solution
Tomotika [103] gives a starting point for this derivation: the fourth-order differential equa-
tion, (B.1.6), can be broken up into two second-order differential equations whose solutions may
be added together to form the solution to the fourth-order problem. I present this statement as a
lemma, which I will now prove.
Lemma 1. Let L and Q be commutative linear differential operators. Then the general solution to
LQψ = 0 can be written ψ = ψ1 + ψ2 where ψ1 and ψ2 satisfy Lψ1 = 0 and Qψ2 = 0, respectively.
Proof. Assume LQψ = 0 and either Lψ1 6= 0 or Qψ2 6= 0. If both Lψ1 6= 0 and Qψ2 6= 0, then
LQψ = Q(Lψ1) + L(Qψ2) 6= 0.⊥ (B.1.8)
Now suppose that only one of the equations is nonhomogeneous. WLOG, let Lψ1 = 0 and Qψ2 6= 0.
Then
LQψ = Q(Lψ1) + L(Qψ2) = L(Qψ2) 6= 0.⊥ (B.1.9)
The last step follows because, while Qψ2 could equal 0, in general Now, since LQψ = 0 and L and
Q are commutative,
Qψ2 = L
−1QLψ1 = 0. (B.1.10)
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Thus, by Lemma 1, (B.1.6) can be separated into two parts,
(ν−1∂t −D)ψ1 = 0 and Dψ2 = 0. (B.1.11)
Since I am searching for wavelike perturbations from a film initially at rest, I assume the solutions
are plane waves,
ψ1(r, z, t) = ψ̂1(r)e
i(kz+nt) and ψ2(r, z, t) = ψ̂2(r)ei(kz+nt) (B.1.12)
with amplitudes ψ̂1(r) and ψ̂2(r), complex wavenumber k, and growth rate parameter n.




















− k2ψ̂2 = 0. (B.1.13)
Their solutions are
ψ̂1 = a1rI1(k1r) + a2rK1(k1r) and ψ̂2 = b1rI1(kr) + b2rK1(kr), (B.1.14)
where k21 = k2 + inν−1.















− k2(rZ1(kr)) = 0















− ((rk)2 + 1)Z1(kr) = 0.
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But (B.1.16) is simply the Modified Bessel Equation of order 1, and so Z1(kr) = {I1(kr),K1(kr)}
are indeed solutions.
The zero inertia limit A nondimensionalized form of the governing equation (B.1.6) is
(Re ∂t −D)Dψ = 0 (B.1.17)
where Re is the Reynolds number. In the viscosity-dominated limit, Re → 0, the governing equation
for wavelike solutions reduces to
D̂D̂ψ̂ = 0, (B.1.18)
where

















Lemma 1 may be tried again to produce separate equations for linearly independent solutions.
However, this separation would merely produce the same equation twice. To resolve this multiplicity,
one must consider linear perturbations in a small neighborhood around the solution to one of these
equations. If the perturbation to the solution’s argument is small, then the solution may be expanded
to produce higher order corrections that will independently solve the separated differential equation.
In other words, first expand a generic amplitude ψ̂i to a periodic solution in a small neighborhood



















k̃ + · · ·
)
. (B.1.20)
The leading-order and first-order terms in k̃ are linearly independent.
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Thus, the separate solutions to (B.1.18) are
ψ̂1 = a1krI1(kr) + a2krK1(kr), (B.1.21a)
ψ̂2 = b1k
2r2I ′1(kr) + b2k
2r2K ′1(kr). (B.1.21b)
Finally, a single solution in four independent coefficients can be written, following Lemma 1, by
recombining solutions ψ̂1 and ψ̂2:
ψ̂ = a1krI1(kr) + a2k
2r2I ′1(kr) + a3krK1(kr) + a4k
2r2K ′1(kr). (B.1.22)
This is the general solution that Goren states for the negligible inertia limit.
B.2 Boundary conditions
Keeping with the wavelike solution, there is a no-slip condition at the wall of the wire:
û(s) = 0⇒ ψ̂(s) = 0 and ŵ(s) = 0⇒ ψ̂′(s) = 0, (B.2.1)
where ψ̂′ ≡ dψ̂
dr
.
At the air-liquid interface, the kinematic condition provides a connection between the layer
position and fluid velocity:
û = i(n+ kŵ)R̂. (B.2.2)
Next, a stress vector (force) balance exists between the fluids. See § D for a complete derivation
of the equations governing this force balance. Here I simply state the result, with the stress in the
(stationary) air set to zero. Also, the kinematic condition (B.2.2) confirms that the velocity and
interface perturbations are comparably sized. This means that products of the interface perturbation
R̂ and the velocity components û, ŵ are negligible and will be dropped.







and the jump in normal stress is






where γ is the surface tension.
Converting (B.2.3) to stream function notation, the tangential condition becomes
ψ̂′′ − 1
r
ψ̂′ + k2ψ̂ = 0. (B.2.5)























(iνD̂ + n)ψ̂. (B.2.7)

































The tangential stress condition (B.2.5) is a decoupled equation for ψ̂, and the normal stress
condition (B.2.9) is nearly so. All that remains is to express the perturbation displacement R̂ in
terms of stream function.








one may observe that it is equivalent to the total time derivative of a functional that defines the
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position of a particle on the free surface,
r = a+R(t, z). (B.2.11)
Conversely, integrating the kinematic condition produces the definition for the surface displace-



































Rearranging terms and expanding the curvature prefactor, I obtain the form of Goren’s normal stress










k2a2ψ̂ = 0. (B.2.15)










k2a2ψ̂ = 0. (B.2.16)
Plugging the general solution (B.1.22) into the four boundary conditions (B.2.1) (1 and 2), (B.2.5),
and (B.2.6) produces a system of equations that can be solved for the unknowns {a1, a2, a3, a4}.
†There is a mistake in Goren [8]. Since he studies the exterior case, the sign on the curvature term should be opposite
to mine.
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Goren writes down this system, which involves modified Bessel functions with arguments that depend
on the growth parameter n.
The characteristic equation for the growth parameter n is found by isolating the coefficient
matrix of the system of equations and setting its determinant to zero. However, as Goren remarks,
this characteristic equation cannot be solved explicitly for n except in two limiting cases: negligible
inertia and negligible viscosity. The models I present in the main body of this paper are all in the
negligible inertia limit, so this is the case whose linear stability I will now examine.
B.3 Linear stability analysis in the case of negligible inertia
To find the stability characteristics of the governing equation (B.1.6) in the zero inertia limit, I plug
the general solution (B.1.22) into the prescribed boundary conditions (B.2.1), (B.2.5), and (B.2.16).




































where Zrn = Zn(kr) and Z
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2a2 − 1)Ia1 , (B.3.2a)
G2 = 2((k






2a2 − 1)Ka1 , (B.3.2c)
G4 = 2((k
2a2 + 1)Ka1 + kaK
a
0 ) + (S/N)(k
2a2 − 1)Kpa1 , (B.3.2d)
with surface tension parameter S = ργa/µ2.
The determinant of the coefficient matrix in (B.3.1) will produce the problem’s characteristic
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equation when set equal to 0. To evaluate this determinant I use expansion by minors, i.e.,
det(A) = A12,12A34,34 −A12,13A34,24 +A12,14A34,23 +A12,23A34,14 −A12,24A34,13
+A12,34A34,12, (B.3.3)






















A12,23 =− Ips1 K
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2a2 + 1)Ka1 + kaK
a
0 ) + S/N(k












2a2 + 1)Ka1 + kaK
a
0 ) + S/N(k














2a2 − 1)Ka1 )






2a2 + 1)Ka1 + kaK
a
0 ) + S/N(k












2a2 − 1)Ka1 )−Ka1 (2I
pa
1 + S/N(k




2a2 + 1)Ia1 − kaIa0 ) + S/N(k2a2 − 1)I
pa
1 )





2a2 − 1)Ia1 ). (B.3.4l)
Next I will apply the recurrence relations
Ipr1 = krI
r






















2 − ks(Is0)2, (B.3.6a)
A12,13 = −Is1Ks0 − Is0Ks1 , (B.3.6b)
A12,14 = −Is1Ks0 + ksIs1Ks1 + ksIs0Ks0 + Is0Ks1 , (B.3.6c)
















A12,34 = −2Ks0Ks1 + ks(Ks1)2 − ks(Ks0)2, (B.3.6f)
A34,34 = 2((k
2a2 + 1)(Ka1 )
2 − k2a2(Ka0 )2)− S/N(k2a2 − 1)(Ka1 )2, (B.3.6g)
A34,24 = 2(k
2a2 + 1)− S/N(k2a2 − 1), (B.3.6h)
A34,23 = 2((k







0 )− S/N(k2a2 − 1)Ia1Ka1 , (B.3.6j)
A34,13 = 2(−kaIa1Ka0 − kaIa0Ka1 ), (B.3.6k)
A34,12 = 2((k
2a2 + 1)(Ia1 )




























1 − 2ksIs1Ks1Ia1Ka1 − 2ksIs0Ks0Ia1Ka1
− 2Is0Ks1Ia1Ka1 − 2Ks0Ks1(Ia1 )2 + ks(Ks1)2(Ia1 )2 − ks(Ks0)2(Ia1 )2
)







0 − 2ksk2a2Is1Ks1Ia0Ka0 − 2ksk2a2Is0Ks0Ia0Ka0




































































1 − 2ksIs1Ks1Ia1Ka1 − 2ksIs0Ks0Ia1Ka1




































2} − k2s2{(Is1)2(Ka1 )2
− 2Is1Ks1Ia1Ka1 + (Ks1)2(Ia1 )2}
)


















2} − k2s2k2a2{(Is0)2(Ka0 )2































2} − k2s2{(Is1)2(Ka1 )2
− 2Is1Ks1Ia1Ka1 + (Ks1)2(Ia1 )2}
)}
(B.3.8)
This can be rewritten in simpler form as
det(A) = −2(ksN)−1{N((k2a2 + 1)∆1 + ∆2)− S(1/2(k2a2 − 1)∆1)} (B.3.9)
where
∆1 = −1 + 2ks{Ks0Ia1 + Is0Ka1}{Ks1Ia1 − Is1Ka1}+ k2s2{Is0Ka1 +Ks0Ia1}2
− k2s2{Ks1Ia1 − Is1Ka1}2, (B.3.10a)
∆2 = −(1 + k2s2) + 2ksk2a2{Is1Ka0 +Ks1Ia0}{Is0Ka0 −Ks0Ia0}
+ k2s2k2a2{Is1Ka0 +Ks1Ia0}2 − k2s2k2a2{Ks0Ia0 − Is0Ka0}2. (B.3.10b)
Finally, solving for the growth rate parameter and the eigenvalue,
−2(ksN)−1{N((k2a2 + 1)∆1 + ∆2)− S(1/2(k2a2 − 1)∆1)} = 0, (B.3.11)
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Figure B.2: Determinant residual vs. ka. S/N = 1, ks =
√
2.









(k2a2 + 1)∆1 + ∆2
, (B.3.12a)





(k2a2 + 1)∆1 + ∆2
, (B.3.12b)
using nondimensionalized parameters n, k, a, s and group Bo = µW0/γ, the Bond number.
The dispersion relation (B.3.12b) is the result that Goren presents in his Equation (17), a
consequence of incorrect sign in the normal stress boundary condition, cf. (B.2.15) and Goren’s
Equation (11). Also, it can be seen that this result is a limiting case of the dispersion relation (4.3.48)
for α = 0. Recall that α is a nondimensional parameter that I used to scale the leading-order
gravity-driven solution in § 4.3 in order to facilitate the comparison of these two dispersion relations.
When a leading-order gravity-driven flow is present, α = 1.
(Finally, as a check in Mathematica, I compute the determinant of A then plot its residual based
on the analytic expression in (B.3.9) and (B.3.10) for S/N = 1, ks =
√




THIRD ORDER CARTOON PROBLEM
For guidance in solving the 4th order problem that is the subject of this work, I consider a 3rd
order ODE with a perturbation parameter ε that can be solved by hand. Additionally, like the 4th
order problem, this cartoon example has an eigenvalue only in the boundary conditions. Therefore,
the steps in the linear stability analysis of this problem should provide a check for the analysis of
the higher order case.
The 3rd order problem is
d3ψ
dx3
+ ψ + εxψ = 0 (C.0.1)
with boundary conditions
ψ(0) = 0, (C.0.2)
ψ′(1) + (λ+ ε)ψ(1) = 0, (C.0.3)
ψ′′(1) + (1 + ε)ψ(1) = 0. (C.0.4)
C.1 Perturbation expansion
Next, expand the problem in terms of a small parameter, ε,
ψ = ψ0 + εψ1, (C.1.1)
λ = λ0 + ελ1. (C.1.2)

















ψ0(0) + εψ1(0) = 0, (C.1.4)
ψ′0(1) + λ0ψ0(1) + ε
(
ψ′1(1) + λ0ψ1(1) + (λ1 + 1)ψ0(1)
)
= 0, (C.1.5)
ψ′′0(1) + ψ0(1) + ε
(
ψ′′1(1) + ψ1(1) + ψ0(1)
)
= 0. (C.1.6)
C.1.1 Leading order problem
The leading order problem is
d3ψ0
dx3
+ ψ0 = 0 (C.1.7)
with BCs
ψ0(0) = 0, (C.1.8)
ψ′0(1) + λ0ψ0(1) = 0, (C.1.9)
ψ′′0(1) + ψ0(1) = 0. (C.1.10)






































































































Setting the determinant of the coefficient matrix to zero gives the characteristic equation for eigenvalue





























The set of boundary conditions above is a homogeneous system, therefore the coefficients can be
found up to a constant multiplier:










































e c3 = 0. (C.1.15)
Let c1 = 1, then

























Therefore, the exact solution is
ψ0(x) = e
















where the value of c3 is known (and, in this case, given above) but has not been replaced for
conciseness.
C.1.2 First order problem
The first order problem is
d3ψ1
dx3
+ ψ1 + xψ0 = 0 (C.1.19)
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with BCs
ψ1(0) = 0 (C.1.20)
ψ′1(1) + λ0ψ1(1) + (λ1 + 1)ψ0(1) = 0 (C.1.21)
ψ′′1(1) + ψ1(1) + ψ0(1) = 0. (C.1.22)
C.2 The adjoint problem
To find the homogeneous adjoint problem, consider the function ψ†0 and then apply the definition



















































In order for L†0 = − d
3
























(0)ψ0(0) = 0. (C.2.3)

















(1)ψ0(1) = 0. (C.2.4)























ψ0(1) = 0. (C.2.5)





+ ψ†0 = 0 (C.2.6)
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with
ψ†0(0) = 0, (C.2.7)(
ψ†0
)′









(1) = 0. (C.2.9)














































































c†3 = 0. (C.2.13)
Let c†1 = 1, then





Therefore, the exact solution is
ψ†0(x) = e


















A solvability condition will be used to determine an expression for λ1. To do so, I take the inner












xψ†0ψ0dx = 0. (C.2.17)














































































































Proceeding, inserting the first order and adjoint conditions at x = 1 produces
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Eliminating terms, all that remains is


































L(ψ)(s) = 0, (C.3.1)
which has solution
L(ψ)(s) = Aes4/4ε+s/ε. (C.3.2)










D.1 Coordinate-free force balance without surface tension gradients
At the interface between two fluids, the difference between the fluid stresses balances the capillary
force due to surface tension. (See Figure D.1.) In the absence of surface tension gradients, the
balance equation is
n̂ · σ̄I − n̂ · σ̄II = γ n̂(∇̄ · n̂), (D.1.1)
where γ is the surface tension, n̂ · σ̄I and n̂ · σ̄II are the stress vectors acting across the interface
from fluids I and II, and ∇̄ · n̂ is the local curvature. Overbars denote dimensional flow variables
and operators. See MIT Openware Lecture Notes on Interfacial Phenomena for details.† Also, n̂ · σ̄
in general equals the force per area acting on a surface perpendicular to n̂. This is a vector equation
that can be decomposed into components pointing tangent and normal to the curve,
τ̄II − τ̄I = 0 (D.1.2a)
and
π̄II − π̄I = γ(∇̄ · n̂), (D.1.2b)
†https://ocw.mit.edu/courses/mathematics/18-357-interfacial-phenomena-fall-2010/lecture-notes/
MIT18_357F10_Lecture5.pdf
Figure D.1: The balance of forces at a fluid-fluid boundary.
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Figure D.2: Model geometry showing principal curvatures κ̄1, κ̄2. The fixed wall of the tube is at
r̄ = ā, the free surface at r̄ = R̄(t̄, z̄), and the mean free surface at r̄ = R̄0.
Figure D.3: The tangent and normal unit vectors at a point ~x = (R̄, z̄) on the fluid-fluid interface.
where τ̄ = n̂ · σ̄ · t̂, π̄ = n̂ · σ̄ · n̂, and ∇̄ · n̂ = κ̄1 + κ̄2 is (twice) the mean curvature. The constituent
principal curvatures are illustrated in Figure D.2.
D.2 Axisymmetric cylindrical coordinates: tangent and normal stress balance
Figure D.3 illustrates the geometric unit vectors t̂ and n̂ originating at a point on the 2D interface

































Next, the fluid stress tensor is written as
σ̄ =
 −p̄+ σ̄rr σ̄rz
σ̄rz −p̄+ σ̄zz
 . (D.2.3)
Combining these expressions, the stress (traction) vector on the free surface is
















and the mean curvature is given by





























































































)2) 32 . (D.2.5)
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D.3 Component stress balance equations
Plugging (D.2.6a) into the tangential balance equation, (D.1.2a), the condition becomes
(σ̄II)rz − (σ̄I)rz +
∂R̄
∂z̄





((σ̄II)rz − (σ̄I)rz) = 0
(D.3.1)
and plugging (D.2.6b) into (D.1.2b), the normal stress condition becomes







+ (σ̄II)rr − (σ̄I)rr
− 2∂R̄
∂z̄























In the case of a static core of air, (σ̄I)ij = 0 and p̄I = P̄
(g), standard atmospheric pressure. With
these substitutions, the interfacial stress conditions become those needed in the gravity-driven flows,
i.e., § 4.2 and § 4.3.
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D.3.1 Case 1: Newtonian core-annular flow
If the interfacial force balance involves Newtonian fluids, the stress tensor (D.2.3) becomes
σ̄ =
 −p̄+ 2µ∂r̄ū µ (∂r̄w̄ + ∂z̄ū)
µ (∂r̄w̄ + ∂z̄ū) −p̄+ 2µ∂z̄w̄
 (D.3.3)
where (ū, w̄) are the velocity components in the (r̄, z̄) direction.
In this case, the stress balance equations are, in the tangential component,
µI
(























and, in the normal component,
















































Once again, in the case of no flow in the core, i.e., § 4.2, then (σ̄I)ij = ūI = w̄I = 0 and p̄I = P̄
(g),
atmospheric pressure.
D.3.2 Case 2: Parallel Newtonian core-annular flow
If the axisymmetric flow is parallel in both the core and the annulus, it follows that the free
surface is flat, r̄ = R0, the only nonzero velocity component is the axial one, w̄, and it depends
only on r̄ (by continuity, i.e., ∂z̄w̄ = 0). With these conditions, (D.3.4a) and (D.3.4b) simplify
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dramatically. Namely, the tangential condition just becomes
µI∂r̄w̄I = µII∂r̄w̄II , (D.3.5a)
while the normal condition is




The axisymmetric Poisson’s equation in cylindrical coordinates is
1
r
∂r (r∂rw) + ∂zzw = f. (E.0.1)




r2 +A log r +B. (E.0.2)
E.1 Boundary value problem
Suppose that (E.0.1) is to be solved in a domain I. Now suppose that there is a Dirichlet
boundary condition at one end of the domain,
wI(a) = 0, (E.1.1)
and a Neumann boundary condition at the other,
∂rwI(R) = τ. (E.1.2)

















E.2 Nonlinear evolution model







wIrdr = 0, (E.2.1)
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Clearly, in order to analyze or otherwise solve this equation, both the scalar term fI and the stress
term τ must be known. I will now turn to the case of long wave, air-liquid, core-annular flow to
provide these quantities.
E.3 Case: long wave, air-liquid, core-annular flow with turbulence closure
model for the air and constant air flux
In the Newtonian modeling carried out in § 4.1 and § 4.2, the governing equations and boundary
conditions in cylindrical coordinates are reduced to a leading-order model in either the long wave
or thin film limit. With this reduction the liquid z-momentum equation becomes Poisson’s equa-
tion, (E.0.1). Following the notation established in § E.1, let the liquid annulus be region I. And in
the case of air-liquid, core-annular flow, let the gas core be region II.



















In other words, fI = ∂zpI +α where ∂zpI and α are the nondimensional applied pressure gradient in
the annular region and a nondimensional number representing the gravitational force† , respectively.
To further specify the solution, information about the pressure gradient(s) and stress, τ , must
be given. The first piece of information is the interfacial tangential stress condition, which was the
†See § 4.1.1 for more explanation.
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Neumann boundary condition, (E.1.2), that was applied above. In terms of the gas in nondimensional
form, it is
∂rwI = ρ̄τII . (E.3.2)
A second interfacial boundary condition relates the jump between liquid and gas normal stresses
to the free surface capillary stress, a condition like (D.3.4b). Although this is nominally only valid
at one point, i.e., r = R, one consequence of the long wave expansion is that the liquid pressure is
independent of r, see (4.1.19). Thus, the unknown liquid pressure gradient is









where ρ̄ = ρII/ρI is the ratio of gas density to liquid density.
Of course (E.3.3) is merely replacing one unknown, ∂zpI , with yet another, ∂zpII ! Nonetheless,
















































































The remaining unknowns, ∂zpII and τII , are both gas quantities, which will be defined once a profile
for the air velocity has been established.
In § 4.1.2, a zero-equation turbulence closure model with effective viscosity is presented for the
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gas. This model assumes that the air flow is Poiseuille-like, (4.1.15), with scalar function
fII = ∂zpII + α (E.3.6)
Additionally, in the long wave limit, the gas tangential stress at the interface is, as with the liquid,











(ρ̄ ∂zpII + ρ̄α) . (E.3.7)
This last result leads to a dramatic simplification of the results thus far, i.e., (E.3.4) and (E.3.5).













































































































This equation still contains an unknown function, which may depend on R (and thus z). Until ∂zpII
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is determined, the term in (E.3.10) that contains it won’t simplify to a more useful form. However,
the gravity and capillary terms can be restyled.








































In order to fully define the evolution equation in terms of known quantities, the pressure gradient








The gas axial velocity, wII , given by (4.1.15) and (E.3.6), could be written more exactly by
applying boundary conditions to find its unknown.† However, I will approximate this solution






coefficient of integration in (4.1.15) can be assumed to be higher order and thus will be dropped.



























































Now carrying out the integral in (E.3.13) using (E.3.15), ∂zpII can be written explicitly as a








At last a complete long wave nonlinear model can now be produced. It is given in context in
§ 4.1.2.
†This result aligns qualitatively with the true operation of the air flow controller in the experiment. To wit, the
controller maintains a set mass flux by regulating the (negative) pressure gradient from inlet to outlet through the
opening and closing of a valve.
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