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ABSTRACT
Software frameworks for neural networks play a key role in the de-
velopment and application of deep learning methods. In this paper,
we introduce the Chainer framework, which intends to provide a
flexible, intuitive, and high performance means of implementing the
full range of deep learning models needed by researchers and prac-
titioners. Chainer provides acceleration using Graphics Processing
Units with a familiar NumPy-like API through CuPy, supports gen-
eral and dynamic models in Python through Define-by-Run, and
also provides add-on packages for state-of-the-art computer vision
models as well as distributed training.
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1 INTRODUCTION
Deep learning is driving the third wave of artificial intelligence
research [29]. Recent investigations indicate that deep learning
is moving beyond its early successes in pattern recognition and
toward new applications in diverse domains and industries. To
implement these research ideas, a software framework for deep
learning is required.
Implementing neural networks (NNs) requires a set of specialized
building blocks, including multidimensional arrays, activation func-
tions, and automatic differentiation. To avoid duplicating these tools,
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many developers used open-source deep learning frameworks such
as Caffe [25] or Torch [11]. Because deep learning was first used
successfully in computer vision and speech recognition, early deep
learning frameworks were designed primarily for feed-forward net-
works such as convolutional neural networks (CNNs), which are
effective for analyzing fixed-length data such as images.
More recently, additional types of deep learning models have
become a major research topic. Following the impressive results
in game playing [36], deep reinforcement learning has become a
promising research area. In addition, after recurrent neural net-
works (RNNs) demonstrated promising results on variable-length
data such as text, the use of these models has increased. RNNs with
Long Short-Term Memory (LSTM) are currently being used with
success for machine translation [47] and conversation models [49].
However, as most of the existing deep learning frameworks
are designed for image processing using CNNs, they lack support
for abstracting data structures and training models to implement
more general deep learning models. In addition, many existing
frameworks use a domain-specific language for representing deep
learning models, along with an interpreter to translate them into
a data structure stored in memory. Therefore, developers using
these frameworks cannot use standard programming language
debuggers–a significant problem as debugging is a major aspect in
developing and tuning deep learning models.
We herein introduce Chainer, an open-source framework for
deep learning that provides a simple and efficient support for imple-
menting complex algorithms, training models, and tuning model
parameters. The remainder of the paper is organized as follows. Sec-
tion 2 describes the standard architecture of the existing deep learn-
ing frameworks. Section 3 introduces the architecture of Chainer.
Section 4 describes the performance techniques such as memory us-
age optimizations and double backpropagation techniques. Section
5 presents CuPy as a backend library for Graphics Processing Units
(GPUs). Section 6 describes distributed training capability. Section
7 introduces ChainerCV, an add-on package for computer vision.
Section 8 presents the related work. Finally, Section 9 provides a
summary and the directions for future work.
2 BACKGROUND AND MOTIVATION
In typical NN frameworks, models are built in two phases, in a
paradigm that we name as Define-and-Run (Figure 1a). In the Define
phase, the computational graph of the model is first defined and
constructed. This phase corresponds to the instantiation of a neural
network object based on a model definition that specifies the data
flow graph of inter-layer connections, initial weights, and activation
functions. Automatic differentiation is typically used to define the
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(a) Define-and-Run: existing approach
(b) Define-by-Run: new approach
Figure 1: Relationship between computational graph construction and training.
computations for both the forward and backward passes, with
optional graph optimizations being performed as well. In the Run
phase, the actual forward and backward calculation of the graph is
performed. Provided a set of training examples, the model is trained
in this phase by minimizing the loss function using optimization
algorithms such as stochastic gradient descent.
Under the Define-and-Run paradigm, static NN models such as
CNNs can be implemented easily. The model definition may be writ-
ten in a specific markup language such as Protobuf or YAML [18].
The deep learning framework serves as an interpreter that executes
the model definition, which can be regarded as an independent NN
program. The NN program receives the inputs (data examples), pro-
cesses them (forward/backward computation), changes the model’s
internal state (updating), and outputs the results (predictions).
The Define-and-Run paradigm operates well for static models
such as CNNs because having the full computational graph avail-
able enables potential graph optimizations to improve the memory
efficiency and/or runtime performance. However, for implementing
other types of NN models, two major problems arise.
The first is that it can be cumbersome to support general dynamic
graphs, i.e., neural networks with control flow. In frameworks such
as TensorFlow [6], the control flow decisions are defined in the data
flow graph using special operators such as Switch and Merge rather
than using the control flow syntaxes of the host language.
The second problem is that under the Define-and-Run paradigm,
the inner mechanism of the neural network is not accessible to
the user. This presents several difficulties in the creation of an
effective model. For example, to debug and tune a model effectively,
a user must be able to observe what is occurring inside the model.
However, as a large object of a single class, the computational graph
contains the entire model’s information, i.e., its structure, weights,
gradients, and internode operations, implying that it is essentially
a black box. Consequently, development tools such as profilers and
debuggers cannot determine the model’s faults or how it could be
improved. If graph optimizations are performed by the framework,
this problem is compounded further.
3 DESIGN AND PROGRAMMING MODEL
In this section, we present the basic design of automatic differenti-
ation APIs based on the Define-by-Run paradigm (Figure. 1b).
3.1 On Demand Graph Construction
Backpropagation is executed by bookkeeping the history of opera-
tions applied to the input arrays and backtracking the history. In
the Define-by-Run paradigm, the history of operations is recorded
simultaneously with the forward computation applied to concrete
input arrays. This can be achieved by creating a node in the compu-
tational graph for each variable and operation. The computational
graph only defines how to backtrack the operations applied to the
input, and does not define the forward computation. We define the
computational graph by two types of nodes: variable nodes that
represent the variables involved in the computation, and function
nodes that represent the operations applied to the variables. After
applying a function f to the input variable x and obtaining an
output variable y, the function node nf contains a reference to the
input node nx , and the output node ny contains a reference to the
function node nf . These references are used to backtrack the graph.
The program that defines the forward computation is similar
to any standard numerical computations that do not compute any
gradients. The only difference is that each differentiable function
stores its computational history into the graph in addition to com-
puting its output. Because the graph construction only relies on
the execution trace of the program, it can be combined with arbi-
trary syntactic constructs of the host language, e.g., conditional
branches and loops. Such a program generates a graph with a dif-
ferent topology and size at each invocation, while maintaining the
correct gradient computation. The power of the host language that
we can use is not limited to such primitive language constructs; we
can also leverage high-level tools such as debuggers and profilers.
3.2 Object-Oriented Model Definition
Compositionality is an important characteristic of deep learning.
Fragments of networks are connected in various combinations to
form a rich set of architecture. APIs to write deep models should
exhibit compositionality to reuse and combine components flexibly.
In the Define-by-Run paradigm, models consist of the code defin-
ing the forward computation and parameters deciding its behavior.
The code is written as a host language program, and must be bound
to parameters.
This parameter-binding problem is resolved by object-oriented
programming. Each neural network fragment that involves its own
parameters is defined by a class. Such fragments are combined into
class Linear(Link):
def __init__(self, n_in, n_out):
with self.init_scope():
self.W = Parameter(HeNormal(),
(n_out, n_in))
self.b = Parameter(0, (n_out,))
def forward(self, x):
return x @ self.W.T + self.b
class MultiLayerPerceptron(Chain):
def __init__(self, n_in, n_hid, n_out):
with self.init_scope():
self.l1 = Linear(n_in, n_hid)
self.l2 = Linear(n_hid, n_out)
def forward(self, x):
h = relu(self.l1(x))
return self.l2(h)
Figure 2: Examples of model definitions by object-oriented
programming.
another class to create larger model components. Hence, the modu-
larization of neural networks and parameter binding are resolved.
Figure 2 shows an example of defining a fully connected layer and
a multilayer perceptron. The parameters are initialized at object
construction, and the forward computation is written as a method.
Object-orientedmodel definition also provides a unified interface
to models in terms of parameter handling. Because the model is
composed of a tree of model fragments, the parameters of specific
subtrees can be collected easily by traversing it.
This style of object-oriented model definition was first intro-
duced by Chainer in 2015, and is now widely used in other Define-
by-Run frameworks, e.g., PyTorch and TensorFlow Eager.
4 TECHNICAL FEATURES
In this section, we describe several techniques in Chainer that
improve its simplicity and efficiency, applicable to frameworks
based on the Define-by-Run paradigm.
4.1 Memory-Efficient Backpropagation
Memory efficiency is of central interest in deep learning frameworks
as the sizes of models and data are limited by the amount of available
physical memory. Optimization can be performed further at the
framework level, especially in reducing peak memory usage.
4.1.1 Global Memory Usage Reduction. In deep learning frame-
works based on the Define-by-Run paradigm, memory management
is naturally delegated to that of the host language. Chainer relies
on reference-counting garbage collection (GC), which is the pri-
mary mechanism for memory management in the standard Python
implementation (a.k.a. CPython). Automatic differentiation APIs
based on the Define-by-Run paradigm operates well with reference-
counting GC; a subgraph of the computational history is released
immediately once it is rendered unreachable.
When a graph is released by reference-counting GC, each node
is released in the topological order of the computational graph.
Meanwhile, the backpropagation algorithm visits the nodes in the
topological order. By merging these two procedures, we can mini-
mize the peak memory consumption of backpropagation. This is
accomplished by manually eliminating the reference to a function
node immediately after processing it during graph backtracking.
4.1.2 Function-wise Local Memory Usage Reduction. In general,
the gradient (or more precisely, the Jacobian matrix) of a function
depends on the input. Therefore, it is natural to design the interface
of the backward computation such that it takes both the input arrays
and output error as arguments. This interface, however, prevents
us from applying memory usage optimization for operations that
do not require the input arrays to compute the gradient. Some
operations, e.g., tanh, can use the output arrays instead of the input
arrays to compute the gradient. When the next operation applied
to the output requires the inputs for gradient computation, we can
eliminate the input arrays and retain the output arrays such that the
data kept on memory for backpropagation are minimized. Further,
some operations require neither the input nor the output arrays. In
this case, we can eliminate the references to both of them.
Each differentiable operation is implemented as a subclass of
FunctionNode with overridden forward and backward methods.
In forward, the inputs and outputs required for backward are ex-
plicitly declared through the retain_inputs and retain_outputs
method calls. If an input or output is not listed by these declarations,
that input/output is not saved for backpropagation. In particular,
inputs are no longer passed to the backward method; instead, the
implementation of backward pulls them only when necessary.
Chainer utilizes a particular variable object representation that
is designed to release memory as soon as possible once it is no
longer required. In a naive implementation of automatic differ-
entiation with the Define-by-Run paradigm, each variable node
would directly contain a multidimensional array (for example, as
an attribute). An issue with such a design is that the memory used
by the array cannot be reclaimed until the last reference to the
variable has been deleted. In particular, even if the user code does
not hold any direct references to the variable, the computational
graph may still hold a reference to it, in which case its memory
cannot be reclaimed. This issue arises owing to the inability of
distinguishing user code references from internode references. It
is noteworthy that provided user code references to a variable are
alive, it is necessary to maintain the multidimensional array data
associated with the variable. Meanwhile, the references inside the
computational graph do not always require the data to be alive;
if no operation retain the variable as an input or output, the data
should be released. Based on this observation, we can resolve this
issue using separate objects to represent the variables in the user
code and the variables in the computational graph. In Chainer, each
Variable object holds the array data, and is distinct from the cor-
responding VariableNode object representing the variable node in
the graph. The variable node object holds a reference to the array
data only when the variable is retained by an operation. With this
formulation, we can immediately reclaim the memory for the vari-
able once the last reference from the user code has been removed,
unless an operation retains it as an input or output.
4.2 Double Backpropagation
Backpropagating through computation involving gradient compu-
tation is a major feature of modern deep learning frameworks. It
corresponds to automatic differentiation for Hessian-vector product.
Such a feature is sometimes called double backpropagation.
Double backpropagation is supported by implementing the back-
ward computation of each operation using functions supporting
differentiation. Although this idea may appear straightforward, a
naive implementation may result in reference cycles that cause un-
necessary memory consumption. Two factors must be considered
to avoid reference cycles: interface to access the resulting gradients,
and output retention at each differentiable function.
4.2.1 Interface to Access the Resulting Gradients. Two styles of
interface exist to trigger backpropagation. The first one is the
Variable.backward()method, which computes the gradient with
respect to each input. The resulting gradients are stored directly in
the variable objects. The other one is the grad() function that takes
both a set of inputs and a set of outputs as arguments. In this case,
the function returns the set of computed gradients corresponding
to the specified outputs. The latter interface does not introduce
additional references between objects, while the former may add
references from the input nodes to the computed gradients. Because
the computed gradients refer the input nodes indirectly through
the computational graph, a reference cycle appears.
This reference cycle is removed by discriminating between user
code references and inter-node references, as discussed in Section
4.1. Because the reference from a variable to the corresponding gra-
dient is not part of the computational graph, we place this reference
into the Variable object instead of into the VariableNode object.
4.2.2 Output Retention for Double Backpropagation. As detailed
in Section 4.1, the backward method of each FunctionNode imple-
mentation may use the output variables declared to be retained in
the forward computation. To render backpropagation differentiable,
a special step is required because the function node cannot main-
tain a reference to the output node; otherwise, a reference cycle is
introduced. It entails that the output node may be released before
the backward computation of the function node is executed. We
can still maintain the validity of the differentiable backpropagation
by replaying the graph construction for such an output node, i.e., a
fresh node object is created and connected during backpropagation
as if it were the output node. Further, we store the output array data
to the function node as a backup, and use them for the recreated
output node. This does not nullify the computational validity; the
output node being released indicates that no other nodes or user
codes contain any references to it; therefore, recreating the output
node does not conflict with any existing nodes.
5 GPU SUPPORT BY CUPY
The typical usage of a deep neural network requires significant
power for floating point numeric calculation; therefore, it is neces-
sary for deep learning frameworks to fully leverage the computing
power of external accelerator such as GPUs. This is not trivial for
people whowrite deep neural network codes to implement high per-
formance GPU programs while maintaining its flexibility, simplicity,
and ease in extending components. CuPy is an open-source library
import numpy as np
x = np.array([1, 2])
l2 = np.linalg.norm(x)
(a) NumPy
import cupy as cp
x = cp.array([1, 2])
l2 = cp.linalg.norm(x)
(b) CuPy
Figure 3: Examples using NumPy and CuPy.
for Python that provides the computational power of NVIDIA GPUs
with the NumPy-compatible syntax. It accelerates any computation
described in a NumPy-like syntax by fully utilizing the GPU archi-
tecture with the CUDA platform provided by NVIDIA, including
cuBLAS, cuDNN, cuRAND, cuSOLVER, cuSPARSE, and NCCL.
The interface of CuPy is highly compatible with that of NumPy;
in most cases, it can be used as a drop-in replacement. It supports
standard numerical data types, array indexing, slice, transpose,
reshape, and broadcasting.
Users can create custom CUDA kernels to execute codes faster,
using code snippets of C++. CuPy automatically wraps and compiles
the code to create a CUDA binary. Compiled binaries are cached
and reused in subsequent runs.
CuPy was first developed as the backend of Chainer. The ini-
tial version of Chainer was implemented using PyCUDA[28], a
widely used Python library for CUDA GPU calculation. However,
PyCUDA could not support enough functionalities of NumPy for
deep learning and the CUDA support was insufficient. CuPy became
independent from Chainer in June 2017, when Chainer v2.0 and
CuPy v1.0 were released. Henceforth, numerous non-deep-learning
projects have leveraged CuPy’s strong performance and simple
interface. For example, a Python-based probabilistic modeling soft-
ware, Pomegranate[43], and a natural language processing library,
spaCy[23], use CuPy as their GPU backend.
5.1 CuPy Example
Because CuPy is a Python package similar to NumPy, it can be
imported into a Python program similarly. As shown in Fig. 3 code,
cp is used as an abbreviation of CuPy, similar to np for NumPy. The
cupy.ndarray class is in the core of CuPy as a GPU alternative of
numpy.ndarray. In the code, x is an instance of cupy.ndarray. Its
creation is identical to the NumPy syntax, except that NumPy is
replaced with CuPy. The primary difference of cupy.ndarray from
numpy.ndarray is that the content is allocated on the GPUmemory.
Most of the CuPy arraymanipulations are similar to those of NumPy.
For example, NumPy uses numpy.linalg.norm to calculate the
Euclidean norm on a CPU, while CuPy uses cupy.linalg.norm to
calculate it on a GPU.
5.2 Supported Functionalities
As demonstrated in the previous subsection, CuPy implements
many functions on cupy.ndarray objects. See the reference 1 for
the supported subset of NumPy API.
5.2.1 Linear Algebra. CuPy supports most linear algebra functions
in NumPy such as eigen decomposition, Cholesky decomposition,
QR decomposition, singular value decomposition, linear equation
1https://docs-cupy.chainer.org
kernel = cupy.ElementwiseKernel(
'float32 x, float32 y, float32 z', # arguments
'float32 w', # outputs
'w = x * y + z', # computation
'my_mad') # kernel name
w = kernel(x, y, z)
Figure 4: Example of a user-defined kernel.
solver, inverse of matrix, and the Moore-Penrose pseudo inverse.
These functions are defined in cupy.linalg and are compatible
with numpy.linalg. All of them are backed by cuSOLVER, a LA-
PACK implementation that operates on GPUs.
5.2.2 Sparse Matrices. CuPy supports sparse matrices using cuS-
PARSE. These matrices contain the same interfaces of sparse matri-
ces in SciPy [26], scipy.sparse. Depending on their requirements,
users can choose between coordinate-format sparse matrix, com-
pressed sparse row matrix, compressed sparse column matrix, or
sparse matrix with diagonal storage.
5.2.3 Sorting. CuPy provides sort, argsort, and lexsort functions
that are compatible with NumPy, backed by Thrust, a library of
parallel algorithms written in C++ with CUDA. CuPy takes the
advantage of Thrust, which implements sophisticated parallel sort
algorithms for GPUs.
5.3 Custom CUDA Kernels
CuPy is easy to extend with user-defined kernels by combining
operators, two types of kernels, and generic types. It is easy to
compose and launch an arbitrary kernel in GPUs with the CUDA
code fragments.
The element-wise kernel applies the same operation to all ele-
ments. For example, the cupy.add function applies the + operator
for each element pair. The reduction kernel folds all elements by a
binary operator. For example, the sum function folds all elements
by the + operator. Element-wise kernels and reduction kernels are
analogous to Map and Reduce from MapReduce [14], respectively.
Figure 4 is an example of a user-defined element-wise kernel. The
first and second arguments comprise a list of input variables and a
list of output variables, respectively. The definition of each variable
consists of the type specifier and the name of an argument. The
third argument is a CUDA code snippet that the user wants to
define. In the code snippet, an arbitrary CUDA code can be used.
CuPy also supports generic types.With type parameters such as T
specified instead of concrete types such as float32, custom kernels
are generated as template functions. Arguments with generic types
accept arbitrary types of arrays. For example, when the input type
is specified as ’T x, T y’, this function takes a pair of arrays with
the same arbitrary data type such as integer and float.
6 DISTRIBUTED PARALLEL TRAINING
In this section, we introduce the distributed learning capability
component of Chainer, formerly called ChainerMN.
Although the GPU performance has improved continuously, the
training process is still time consuming even with latest GPUs. For
example, training ResNet-50 [21] for the ImageNet dataset [15]
typically takes as long as one week with a single GPU. Chainer’s
distributed capability allows integrating power of multiple GPUs
fully utilizing hardware performance while preserving Chainer’s
flexibility enabled by its Define-by-Run approach. This allows for
easy distributed learning even in complex use cases such as dy-
namic neural networks, generative adversarial networks, and deep
reinforcement learning.
6.1 Basics of Distributed Deep Learning
6.1.1 Data and Model Parallelism. Two primary approaches are
available to parallelize training by distributed processing: data par-
allelism and model parallelism. In data parallelism, each worker has
a model replica and calculates the gradients of different minibatches.
Workers update their model with these gradients collaboratively.
If we define the batch size processed by each worker as b and the
number of workers as n, the gradient obtained through communi-
cation is equivalent to that in the batch size bn. With more workers
gradients are calculated with more training data in one iteration,
thus the gradient quality is improved and accelerating the learning
process.
In model parallelism, each worker has a portion of the model and
cooperates with others to calculate one minibatch [13]. Model par-
allelism had been actively adopted particularly when GPU memory
was small. Currently, data parallelism is shown to be more efficient,
but in case where a model has a huge number of parameters such
as domain of natural language processing, model parallelism is
adopted in combination with data parallelism [45].
6.1.2 Synchronous vs. Asynchronous. Design choice on commu-
nication model from two options, synchronous or asynchronous
model is the key factor to construct the overall parallel computation.
Both models are described below, focusing on data parallelism.
Synchronous data parallelism in distributed training has one
additional step called all-reduce step compared to non-parallelized
training sequence that consists of forward computation, backward
computation, and optimization. All-reduce is a parallel computing
operation where the sum of parameters is calculated and distributed
over all processes. This is a standard functionality of MPI. In the
additional all-reduce communication step, workers communicate
with each other to obtain and distribute the sum of gradients cal-
culated by individual workers. Each worker calculates the average
of gradients by dividing the sum by the number of replicas, and
updates its own replica of the model with the gradient obtained
through the all-reduce communication before optimization.
The asynchronous model, meanwhile, has special workers called
parameter servers. The parameter server owns and controls the
model parameters during the training process. Normal workers send
gradients to the parameter server once the gradients are obtained by
forward and backward calculations. The parameter server receives
and uses the gradients to update the model. Workers receive new
model parameters and start the calculation of the new gradients.
6.2 Parallelism Design
Chainer adopts data parallelism and the synchronous communica-
tion model. In the following, we will explain the choice from the
options discussed in Section 6.1.
Data parallelism requires no changes but a few additions to exist-
ing implementation; splitting dataset and computing the gradient
average among workers. This is because data parallelization is tan-
tamount to increasing a minibatch size in many cases such as image
recognition. Thus, we first chose the data parallelism but later added
experimental support onmodel parallelism. Further,We adopted the
synchronous communication model for its deterministic behaviour
and convergence [19, 39].
Synchronous data-parallel gradient exchange can be realized by
all-reduce communication between workers and thus Chainer is
potentially capable of running on any communication library that
supports the all-reduce operation with Chainer’s communicator
abstraction. The first library supported by Chainer is OpenMPI,
which is especially efficient with a CUDA-aware build. However,
all-reduce communication especially requires efficiency because
it is called in every training iteration and needs to process a large
amount of data. We adopted NCCL [5] developed by NVIDIA as
a primary library to run all-reduce. NCCL is a highly-optimized
communication library which enables efficient all-reduce operation
between NVIDIA GPUs within and across nodes.
6.3 API Design
We describe the design goal of a distributed learning capabilty of
Chainer, followed by a description of the minimal steps to extend
an existing deep learning program written in Chainer to support
distributed training.
The flexibility of Define-by-Run design of Chainer should not
be sacrificed for distributed execution. The Define-by-Run allows
the model structure to differ between iterations, only assuming
that the model structures are identical between workers merely
in a single iteration for all-reduce. Communication for gradient
exchange occurs immediately before the optimization step, which
is transparent to other Chainer components. Within the bound
of this minimal assumption, any code can be put before or after
the optimization step and model structure can be changed at any
iteration dynamically.
Figure 5 shows a core part of a program to train the MNIST clas-
sification model, including three primary additions in distributed
mode: (1) a communicator component that controls all inter-process
communication, (2) transforming optimizer to mutli_node_optimizer
to exchange gradients among workers, and (3) scatter the dataset
to all workers.
mutli_node_optimizer is the most important component in
making Chainer distributed. It wraps the normal optimizer and
exchanges the gradient across processes using the all-reduce op-
eration before optimizing the model. It behaves identically as the
original optimizer except for the communication. At the final step,
scatter_dataset lets workers make consensus onwhich fragment
of training data to read for data parallelism. Training dataset are
split into equal fragments and distributed over worker processes.
Requiring as minimal changes in porting to distributed mode as
possible has allowed Chainer to preserve its flexibility afforded by
the Define-by-Run paradigm.
# (1) Create a communicator
comm = chainermn.create_communicator()
# (2) Create and use multi_node_optimizer
optimizer = chainermn.create_multi_node_optimizer(
chainer.optimizers.Adam(), comm).setup(model)
# (3) Distribute a dataset
train = chainermn.scatter_dataset(
train, comm, shuffle=True)
# Use Chainer's Trainer class to simplify
# a forward-backward-optimization loop
iterator = chainer.iterators.SerialIterator(
train, args.batchsize)
updater = training.StandardUpdater(
train_iter, optimizer, device=device)
trainer = training.Trainer(updater, (100, 'epoch'))
Figure 5: Example of training code using ChainerMN.
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Figure 6: Iteration and communication time of ResNet-50
training for different numbers of GPUs.
6.4 Evaluation
We used the 90-epoch ResNet-50 [21] training on the ImageNet
dataset as our benchmark. This task has been extensively used in
evaluating the performance of distributed deep learning [10, 19, 51].
We used a cluster of 128 nodes, each of which is equipped with
eight NVIDIA Tesla P100 GPUs. The per-worker minibatch size was
32 and the total minibatch size was 32k with 1024 workers. Further
details of the experimental setups are provided in the appendix.
Figure 6 illustrates the communication time (i.e., all-reduce op-
erations) and time to complete a whole iteration (i.e., forward and
backward computation, communication, and optimization) for dif-
ferent numbers of GPUs, averaged over 100 iterations. Our scaling
efficiency when using 1024 GPUs was 70% and 80% in comparison
to single-GPU and single-node (i.e., 8 GPUs) baselines, respectively.
Using 1024 GPUs, the mean training time over five independent
runs was 897.9 ± 3.3s for 90 epochs, including the validation after
each epoch.
# Instantiate object detection models
model_1 = FasterRCNNVGG16(pretrained_model='voc0712')
model_2 = SSD300(pretrained_model='voc0712')
# Make predictions
bboxes, labels, scores = model_1.predict([img])
bboxes, labels, scores = model_2.predict([img])
Figure 7: Example of executing inference with two object de-
tection models. The two models contain the same interface
to conduct an inference.
7 CHAINERCV
In this section, we introduce ChainerCV, an add-on package for
computer vision tasks.
Despite the powerful capability of Chainer, a gap still exists be-
tween what Chainer supports and what deep learning in computer
vision requires. Deep learning models have become increasingly
stronger and more complex. Therefore, it would be difficult for
researchers and engineers to implement these algorithms from
scratch. Additionally, many typical computer vision utilities ex-
ist, such as data loaders and pre/post-processing functions such
as non-maximum suppression [12] that are outside the scope of
Chainer.
ChainerCV aims at facilitating non-experts in the fast prototyp-
ing of ideas and the reduction in the barrier to enter the field. The
library provides state-of-the-art models, their pre-trained weights,
and training scripts for various computer vision tasks such as im-
age classification, object detection, semantic segmentation, and
instance segmentation. Additionally, the library provides utilities
such as data loaders and evaluation metrics with a unified API.
Our design is based on the following three principles: easy-to-use,
unified API, and reproducibility.
7.1 Easy to use
ChainerCV supports four tasks: image classification [37], object
detection [31], semantic segmentation [33], and instance segmen-
tation [50]. For each task, several neural networks may be imple-
mented. For instance, seven implementations are included for object
detection.
Performing an inference with a ChainerCV’s implementation is
easy owing to a simple interface shared among models prepared for
the same task. Even for models solving the same task, they differ
by the output type of the neural networks and how the outputs are
post-processed. The inference interface hides the difference in the
underlying implementations among different models. Additionally,
the inference process is simplified further by automatically down-
loading pre-trained weights when a model object is instantiated.
Using pre-trained weights, an inference can be implemented in only
two lines of the Python code, as shown in Figure 7.
In addition to supporting an easy-to-use inference, ChainerCV
supports training scripts that are easily customizable for a subset
of models. The training scripts are written using Chainer’s training
abstraction; therefore, training components can be swapped easily.
The scripts are designed to be extended by users, for instance, to
train with a custom user dataset.
dataset = VOCBboxDataset(year='2007', split='test')
it = SerialIterator(dataset, batch_size=2,
repeat=False, shuffle=False)
model = SSD300(pretrained_model='voc0712')
evaluator = DetectionVOCEvaluator(it, model,
label_names=voc_bbox_label_names)
# Run evaluation loop
result = evaluator()
Figure 8: Example of performing an evaluation loop for ob-
ject detection using DetectionVOCEvaluator.
7.2 Unified API
ChainerCV emphasizes modular design with a unified API such
that users can compose the implementations in various methods.
The implementations include neural network models, data loaders,
evaluation metrics, and visualization utilities. The API is made
consistent using the same data representation across the library.
For instance, we define the data representation for images, bounding
boxes, semantic pixel-wise labels, instance mask, and key points.
Additionally, the API is consistent across similar functions. For
example, as mentioned previously, inference methods always take
an iterable of images as inputs for all models.
In addition to rendering the interface intuitive, a unified API
allows us to build utilities in it. For example, we provide implemen-
tations that abstract the evaluation loop. Internally, this abstraction
iterates over the dataset, performs predictions from images, and
calculates the evaluation metrics using the ground truth and the
predictions. It is noteworthy that the interface must be assumed
for the data loader and the inference method such that the abstract
utility can pass data among a data loader, an inference method, and
an evaluation metric. An example is shown in Figure 8.
7.3 Reproducibility
Reproducibility in machine learning and computer vision is an im-
portant factor affecting research quality. ChainerCV aims at easing
the process of reproducing the published results by providing a
training code that is guaranteed to perform on par with them. These
algorithms would serve as baselines to obtain a new idea through
refinement and as a tool to compare a new approach against the
existing approaches. With a careless implementation, the perfor-
mance of trained models can easily change by deviating from the
original logic and hyperparameters. This type of mistakes disqual-
ify the implementation as a useful baseline because researchers
would not be able to attain competitive results and assess the im-
pact of their ideas properly. Table 1 shows the models supported
by ChainerCV and the experimental results. The reference scores
are also presented, which are reported by the original papers or
the authors’ implementations. As shown, the performance of our
re-implementations is close to that of the original. It is notewor-
thy that randomness included during training can be a reason for
different scores.
Table 1: Supported models in ChainerCV and their scores
for (1) image classification, (2) object detection, (3) semantic
segmentation, and (4) instance segmentation. For image clas-
sification, we report the top 1 error. For object detection, we
report themean average precision (mAP) for scores reported
with Pascal VOC, and the average of mAP over different in-
tersection over union threshold for scores with MS COCO.
For semantic segmentation, we report themean intersection
over union (mIoU). For instance segmentation, we report the
mAP of the mask.
task dataset model scorereference ours
(1) ImageNet [37]
VGG16 [46] 28.5 29.0*
ResNet50 [21] 24.7 24.8*
ResNet101 [21] 23.6 23.6*
ResNet152 [21] 23.0 23.2*
SE-ResNet50 [24] 22.4 22.7*
SE-ResNet101 [24] 21.8 21.8*
SE-ResNet152 [24] 21.3 21.4*
SE-ResNeXt50 [24] 21.0 20.9*
SE-ResNeXt101 [24] 19.8 19.7*
(2)
Pascal VOC [17]
Faster R-CNN [42] 73.2 74.7
SSD300 [32] 77.5 77.5
SSD512 [32] 79.5 79.7
YOLOv2 [40] 75.8 75.8*
YOLOv3 [41] 80.2 80.2*
MS COCO [31] FPN ResNet50 [30] 36.7 37.1FPN ResNet101 [30] 39.4 39.5
(3) CamVid [8] SegNet [8] 46.3 49.4
CityScapes [33] PSPNet [22] 79.7 79.0*
(4) SBD [20] FCIS [50] 65.7 64.1
* We converted the weights of the original model
8 RELATEDWORK
To the best of our knowledge, Autograd [16] had adopted the Define-
by-Run paradigm to construct the backward graph before it was
proposed by Chainer. Autograd is a library based on NumPy [38]
and designed to enable users to write a differentiable computational
graph in Python code using NumPy. However, it is not intended as
a deep learning framework; therefore, it does not support GPU ac-
celeration that is necessary for training deep models. Thus, Chainer
is the first framework that focuses on deep learning workloads
with the Define-by-Run paradigm. Currently, several other deep
learning frameworks exist that adopt Define-by-Run. PyTorch [7]
is a popular Define-by-Run framework inspired by Chainer 2, fol-
lowed by Tensorflow [6] that introduced a feature called the "eager
mode," which supports Define-by-Runmodel definitions. MXNet [9]
supports imperative tensor computations which can be combined
2https://github.com/pytorch/pytorch/blob/v0.4.1/README.md
with declarative symbolic expressions by a lazy evaluation. Pad-
dlePaddle [3] and CNTK [52] contains an imperative style as their
optional programming style, while supporting the declarative style
simultaneously. In contrast to most of these frameworks that sup-
port Define-by-Run optionally, Chainer is highly optimized for
Define-by-Run in its overall implementation and APIs. This results
in a simpler code base that reduces the cost for new developers to
contribute to it.
DistBelief [13] first integrated three important techniques in
the distributed training of deep neural networks, data and model
parallelism, asynchronous SGD, and master-worker heterogeneous
model. Subsequently, these techniques became available in Ten-
sorflow [6], MXNet [9], and PaddlePaddle [3]. However, asynchro-
nous SGD cannot avoid stale gradients (6.1.2) that affect accuracy
and parameter server being bottleneck. To mitigate those issues,
recent versions of them have added options to run synchronous
SGD [39, 44].
Meanwhile, Caffe2 and PyTorch [7] use synchronous SGD. To
compensate for the cost of synchronization, Caffe2 and PyTorch
minimized the critical path of all-reduce communications through
computation, by starting all-reduce as soon as the backward com-
putation of a layer is completed.
Although open-sourcing models in computer vision is a wide-
spread practice, we discovered a few studies that pursued a similar
philosophy as that of ChainerCV. Primary competitors include re-
search program codes accompanied by papers. Their primary pur-
pose is to share research results in a verifiable manner; therefore,
readability and modularity are often ignored.
Librariesmore closely related to ChainerCV are pytorch/vision [4]
and GluonCV [2]. pytorch/vision is a computer vision library that
uses PyTorch as its backend. At the time of writing, its support for
pretrained models is limited only to image classification. GluonCV
is a recently released computer vision library that uses Gluon [1],
which is another deep learning framework, as its backend. Sim-
ilar to ChainerCV, GluonCV supports object detection, semantic
segmentation, and instance segmentation. However, they do not
pursue reproducibility as their core goal.
9 CONCLUSION
This paper introduced Chainer, a deep learning framework that
enabled users to easily implement new algorithms and complex
neural networks. Chainer has already been used successfully in a
variety of leading-edge applications, including deep reinforcement
learning [36], word2vec distributed representations [35], recurrent
neural network language models [34], human pose estimation [48],
and variational auto-encoders [27]. Because dedicated develop-
ers and users worldwide are actively collaborating on GitHub to
improve Chainer, we anticipate that Chainer will become more
versatile and useful in the future. In particular, the performance
improvement attained by improving CuPy allows users to apply
various types of deep learning models with CPU/GPU-agnostic
codes. We invite all members of the deep learning community to
test out Chainer and to contribute to its development.
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A DETAILS OF EXPERIMENTAL SETUPS
We herein provides the detailed setups for experiments whose
results are provided in the main text.
A.1 Distributed Training
In the experimental evaluation at Section 6.3, we used development
branches based on Chainer 3.0.0rc1 and ChainerMN 1.0.0 3. As
the underlying communication libraries, we used NCCL 2.0.5 and
OpenMPI 1.10.2.
We used an in-house cluster that consists of 128 nodes. Each
node is equipped with two Intel Xeon E5-2667 processors (3.20 GHz,
eight cores), 256-GB memory, and eight NVIDIA Tesla P100 GPUs.
All nodes are interconnected by the Mellanox Infiniband FDR.
The per-worker minibatch size was 32 and the total minibatch
size was 32k with 1024 workers. Computations were generally
performed in single precision; to reduce the payload size, we used
half-precision floats for communication.
3At the time when we ran this evaluation ChainerMN was released as a plugin library
to Chainer, while recently it has been merged to the mainline of Chainer.
