Kempe, Kleinberg and Tardos (KKT) [9] proposed the following conjecture about the general threshold model in social networks: local monotonicity and submodularity imply global monotonicity and submodularity. That is, if the threshold function of every node is monotone and submodular, then the spread function σ(S) is monotone and submodular, where S is a seed set and the spread function σ(S) denotes the expected number of active nodes at termination of a diffusion process starting from S. The correctness of this conjecture has been proved by Mossel and Roch [14]. In this paper, we first provide the concept AD-k (Alternating Differencek) as a generalization of monotonicity and submodularity. Specifically, a set function f is called AD-k if all the -th order differences of f on all inputs have sign (−1) +1 for every ≤ k. Note that AD-1 corresponds to monotonicity and AD-2 corresponds to monotonicity and submodularity. We propose a refined version of KKT's conjecture: in the general threshold model, local AD-k implies global AD-k. The original KKT conjecture corresponds to the case for AD-2, and the case for AD-1 is the trivial one of local monotonicity implying global monotonicity. By utilizing continuous extensions of set functions as well as social graph constructions, we prove the correctness of our conjecture when the social graph is a directed acyclic graph (DAG). Furthermore, we affirm our conjecture on general social graphs when k = ∞.
introduction
With the wide popularity of social medias and social network sites such as Facebook, Twitter, WeChat, etc., social networks have become a powerful platform for spreading information, ideas and products among individuals. In particular, product marketing through social networks has attracted large number of customers. Motivated by this background, influence diffusion in social networks has been extensively studied (cf. [3, 6, 11] ).
A landmark work about influence in social networks is [9] , in which Kempe, Kleinberg, and Tardos formulate some of the most popular influence propagation models that become cornerstones of follow-up studies. These famous propagation models include Independent Cascade (IC) model, Linear Threshold (LT) model, Triggering model and General Threshold (GT) model, etc.. A propagation model captures the process by which information spread among users in social networks. Figure 1 shows the relationship among these models. In Figure 1 , if model A is a subset of model B, it means that any instance of model A can be translated to an instance of model B, that is, model A is a special case of model B. Thus, the general threshold model is a broad generalization of a variety of natural propagation models on social networks. For the most general model GT, Kempe, Kleinberg and Tardos (KKT) proposed an appealing conjecture. Before stating this conjecture, we first briefly introduce GT model, and the formal definition is presented in Section 2. A social network is a directed graph G = (V, E), where V is the node set representing users in social networks and E is the edge set representing relationships between users. In GT model, each individual v ∈ V has a threshold function f v : 2 V → [0, 1], which measures the influence of its neighbors on v, as well as a threshold value θ v randomly drawn from [0, 1] . Initially, a set S is selected as the seed set and nodes in S is active artificially and other nodes are inactive. At any time, v becomes active if the threshold function value f v (T ) ≥ θ v , where T is the set of current active nodes. This process is progressive, that is, an active node stays active forever. At the end of the process, whether a node is active is a random event and thus the number of active nodes is a random variable. Let σ(S) be the spread function of a seed set S, which is the expected number of active nodes at the end of a diffusion process starting from seed set S. Now we can present KKT's conjecture about general threshold model:
Conjecture (KKT's conjecture [9] ). In general threshold model, whenever all threshold functions f v at every node are monotone and submodular, the resulting influence function σ is monotone and submodular as well.
In the above conjecture, the threshold function of a node is monotone means that this node is more likely to become active if a larger set of its neighbors is infected. The threshold function of a node is submodular corresponding to the fact that the marginal effect of each neighbor of this node decreases as the set of active nodes increases. Formally, a set function f is monotone if f (S) ≤ f (T ) for all S ⊆ T , and is submodular if f (S ∪ {u}) − f (S) ≥ f (T ∪ {u}) − f (T ) for all S ⊆ T and u ∈ T .
KKT's conjecture can be roughly stated as follows: in GT model, local monotonicity and submodularity imply global monotonicity and submodularity, where local monotonicity and submodularity mean that the threshold function of each node is monotone and submodular, and global monotonicity and submodularity means that the influence spread function is monotone and submodular. KKT's conjecture attracted a lot of attention and finally was proved by Mossel and Roch in [14] .
Indeed, submodularity can be regarded as high order monotonicity since we can define them by the difference of a set function. In this way, a set function f : 2 V → R is monotone increasing means ∆ x f (S) = f (S ∪ {x}) − f (S) ≥ 0 for any S ⊆ V and x ∈ V \ S. If no otherwise specified, we say a function is monotone in this paper means that the function is monotone increasing. Similar to monotonicity, it is easy to show that f is submodular if and only if ∆ x 2 ∆ x 1 f (S) = (f (S ∪ {x 1 , x 2 }) − f (S ∪ {x 2 })) − (f (S ∪ {x 1 }) − f (S)) ≤ 0 for any S ⊆ V and {x 1 , x 2 } ⊆ V \ S. That is, −∆ x 2 ∆ x 1 f (S) ≥ 0, for any {x 1 , x 2 } ⊆ V \ S. These inequalities can be generalized naturally: (−1)
In this paper, we call this property of set function as AD-k (Alternating Difference-k). Roughly speaking, a function f is AD-k means that f 's -th order difference has sign (−1) +1 , for any ≤ k. The formal definition of AD-k is shown in Definition 4. Obviously, AD-k is a property of set functions and it encompasses monotonicity and submodularity as special cases.
In addition to the classical monotonicity and submodularity, AD-k can be applied into an important conclusion in social networks when k = ∞. Indeed, k = ∞ is a convenient statement which stands for any order difference of a set function (see Definition 4). This conclusion is about the relationship of GT model and another important propagation model, the triggering model (Definition 1). As shown in Figure 1 , triggering model is a special case of GT model. On the other hand, in [10] , Kempe et al. presented an example implying that GT and triggering model are not equivalent with each other, but they did not give a mathematical characterization when an instance of GT model can be transformed to an instance of triggering model. In [17] , Salek et al. made up for that and provided the necessary and sufficient condition: the threshold function of each node in the GT instance is AD-∞.
From what has been discussed above, AD-k is a very general and appealing property. In this paper, we present the following refined version of KKT's conjecture:
Conjecture (Refined KKT's conjecture). In the general threshold model, if the threshold function f v at every node v is AD-k, the resulting influence function σ is also AD-k.
The result in [14] shows that our conjecture is true when k = 1 and k = 2. We study the case k > 2 in this paper and our contributions are as follows:
(a) We put forward the definition of AD-k as well as a more generalized conjecture than the conjecture proposed by KKT.
(b) We prove the correctness of our conjecture when the underlying graph of the GT model is a DAG for any k > 2.
(c) When k = ∞, we prove that our conjecture is always correct for all general graphs.
Related work
The classical influence maximization problem is to find a seed set of at most k nodes to maximize the expected number of active nodes. It was first stud-ied as an algorithmic problem by Domingos and Richardson [6] and Richardson and Domingos [16] . Kempe et al. (KKT) [9] first formulated the problem as a discrete optimization problem. They summarized several propagation models including the famous Independent Cascade (IC) model and the Linear Threshold (LT) model, and obtained approximation algorithms for influence maximization by applying submodular function maximization. Since then, there has been a large amount of follow-up work (see a more detailed survey in the monograph of Chen, Lakshmanan and Castillo [3] ).
One aspect of follow-up work focuses on algorithms of influence maximization problem. We review several representative papers as follows: Leskovec et al. [12] presented a "lazy-forward" optimization method in selecting new seeds, which greatly reduce the number of influence spread evaluations. Chen et al. [4, 5] proposed scalable algorithms which are faster than the greedy algorithms proposed in [10] . Borgs et al. [1] , Tang et al. [18, 19] and Nguyen et al. [15] proposed a series of more effective algorithms for influence maximization in large social networks that both has theoretical guarantee and practical efficiency.
Another aspect is about the propagation models and our work falls into this category. The most widely used propagation models such as the independent cascade model, the linear threshold model, the triggering model and the general threshold model were proposed in [9, 11] . Subsequent to this work, KKT proposed decreasing cascade model in [10] . In [2] , Chen studied the fixed threshold model and its computational hardness for minimizing the number of seeds needed to influence the whole graph. In [9] , KKT proposed a conjecture that in the general threshold model, the spread function is monotone and submodular if the threshold function of each node is monotone and submodular. Mossel and Roch [13, 14] resolved this conjecture. In this paper, we generalize KKT's conjecture to higher order submodularity named as AD-k. Note that AD-k also relates to some research topics about pseudo-boolean functions (e.g. [7, 8] ).
Preliminaries
In this section, we introduce formal definitions of two propagation models and the concept of differences. Before given the formal definition of the triggering model and the general threshold model, we first introduce some common settings: (a) In both models, we use discrete time steps t = 0, 1, 2, · · · to characterize the propagation models. (b) Each node has two states, inactive and active. (c) Initially, nodes in seed set C 0 are active and all other nodes are inactive. (d) For any t ≥ 0, C t denotes the set of all active nodes at time t. (e) Once a node becomes active, it stays active forever, that is, C t ⊆ C t+1 for any t.
Definition 1 (Triggering model). In the triggering model, given a social directed graph G = (V, E), each node v ∈ V has a distribution D v over 2 IN (v) , where IN (v) denotes the set of v's incoming neighbors. Initially, each node v ∈ V draws a random sample T v ∈ 2 IN (v) (which we call a "triggering set") from D v , independently. Starting from seed set C 0 , at every time t ≥ 1, for any inactive node v ∈ V \ C t−1 , if T v ∩ C t−1 = ∅, node v becomes active. An instance of triggering model is denoted as T r = (V, E, {D} v∈V ).
Definition 2 (General threshold model).
In the general threshold model, given a social directed graph G = (V, E), every node v ∈ V has a threshold function
In the general threshold model, it makes no difference if we express the threshold function of a node v as
Note that any instance of the triggering model can be formulated as an equivalent instance of the general threshold model [9] . Here, two instances are equivalent means that the distribution over final active sets under any given seed set for the two instances are the same. A natural question is about the reverse direction: can any instance of the general threshold model be formulated as an equivalent instance of the triggering model? In general, this is not true and KKT presented a counter example for it [11] . The next question is which instances of the general threshold model can be translated to instances of the triggering model? Salek et al. solved this problem by the following theorem.
Theorem 1 ([17]
). Given an instance of general threshold model Gt = (V, E, {f v } v∈V ), then Gt has an equivalent triggering model formulation if and only if all k-th order differences of f v have sign (−1) k+1 , for any k ≥ 0.
The "k-th order difference" mentioned in Theorem 1 is defined as follows:
Definition 3 (Difference of set functions). Given a set function f : 2 V → R and a subset A ⊆ V , the difference of f over set A (denoted as ∆ A f (·)) is defined as:
It is easy to show that for A = {x 1 , x 2 , · · · , x k } and any permutation π over
e. the order of difference does not matter here. This is the reason that we call it the high order difference. Note that if A ∩ S = ∅, we have ∆ A f (S) = 0.
Definition and problem
Based on Theorem 1, an instance of the general threshold model has an equivalent instance of the triggering model if and only if the threshold function of each node has alternative sign of difference. Now we formally define the above condition.
Definition 4 (AD-k and AD-∞ of set function). Given a set function f :
|A|+1 ∆ A f (S) ≥ 0 for any set A and S ⊆ V , with |A| ≤ k. If a function f is AD-n where n = |V |, we also call f as AD-∞.
By definition, if a set function f is AD-k, then it is also AD-(k − 1). If a set function f is AD-∞, then for any k ≤ n, f is AD-k. AD-k captures monotonicity and submodularity as special cases: a set function f is AD-1 means f is monotone and f is AD-2 means f is monotone and submodular. Note that the AD-k property satisfies the closure property of addition, that is, given n AD-k functions {g i } i∈ [n] and n nonnegative real numbers {w i } i∈ [n] , the function i∈[n] w i g i is also AD-k.
In the general threshold model, there are two classes of set functions. One is "local functions": the threshold function f v of each node v ∈ V . The other is "global function" which is the spread function σ : 2 V → R. Here, σ(S) is the expected number of active nodes at the end of a diffusion process from seed set S, for any S ⊆ V . Next, we extend the definition of AD-k to the general threshold model.
Definition 5 (Locally AD-k and globally AD-k).
Given an instance of general threshold model Gt = (V, E, {f v } v∈V ). We say Gt is locally AD-k if f v is AD-k for each node v ∈ V and Gt is globally AD-k if the spread function σ of Gt is AD-k.
Combining Definition 4 and Definition 5, we can restate Theorem 1 as follows: an instance of the general threshold Gt has an equivalent triggering model formulation if Gt is locally AD-∞. Similar to the conjecture proposed by KKT, we study the relationship between local functions and the global function from the perspective of AD-k. We have the following conjecture:
Conjecture. Given an instance of general threshold model Gt = (V, E, {f v } v∈V ) and an integer k ≥ 1, if f v is AD-k for any node v ∈ V , then the spread function σ is AD-k.
In another word, our conjecture is, locally AD-k implies globally AD-k in the general threshold model for any k ≥ 1.
In the rest of this paper, we first prove the correctness of our conjecture when the underlying graph of the general threshold model is a DAG. In section 5, we show our conjecture is true for AD-∞ on any graphs.
From locally AD-k to globally AD-k
In this section, we prove the correctness of our conjecture when the underlying graph of the general threshold model is a DAG. For this purpose, we first analyze the case of layered graphs and then generalize our result from layered graphs to DAGs.
From locally AD-k to globally AD-k: layered graph
In this section, we prove the correctness of our conjecture on layered graphs. We first introduce the formal definition of layered graphs:
is a directed graph with m layers (m ≥ 2), node set in layer i is exactly V i for any i ∈ [m]. The edge set E of G only contains edges from nodes in layer i + 1 to nodes in layer i, for any i ∈ [m − 1].
Our main result on layered graphs is presented in Theorem 2.
Theorem 2. Given an instance of general threshold model
The proof of Theorem 2 is shown in Section 4.1.1 and 4.1.2. We first restrict that all seeds can only be selected from the bottom layer V m (Section 4.1.1). Then we extend to the situation that seeds can be selected from all layers (Section 4.1.2).
Seeds can only be selected from the bottom layer
In this section, we restrict Theorem 2 to the case that seeds can only be selected from the bottom layer. Here is the theorem.
Theorem 3. Given an instance of the general threshold model
is a layered graph and f v is AD-k for any v ∈ V . Then P v (S m ) is AD-k for any v ∈ V and any seed set S m ⊆ V m , where P v (S m ) is the probability that v is active at the end of a diffusion process from S m . In other words, Gt is globally AD-k if it is locally AD-k when seeds can only be selected form the bottom layer V m .
To prove Theorem 3, we first give the analytical expression of P v (S m ) by the following lemma.
Lemma 1. Given an instance of the general threshold model
(1)
Proof of Lemma 1. Indeed, a more rigorous expression of Equation (1) is
However, for any u / ∈ V m−1 , f u (S m ) = 0, this implies that (1) and (2) are equivalent. Without loss of generality, we assume v ∈ V 1 and show Equation (1) .
When m = 2, P v (S 2 ) = f v (S 2 ) satisfies Equation (1). When m > 2, let P S m−1 (S m ) denote the probability that the active node set in V m−1 is exactly S m−1 when the seed set is S m ⊆ V m . Then, for any S m−1 ⊆ V m−1 and a fix seed set S m ⊆ V m , we have
(1 − f u (S m )) since the threshold value of each node is generated independently.
Given S m ⊆ V m , S m−1 ⊆ V m−1 and v ∈ V 1 , let E 1 be the random event that the active node set in V m−1 is exactly S m−1 when the seed set is S m and E 2 be the random event that v can be activated when the active nodes set in V m−1 is S m−1 . It is obvious that E 1 and E 2 are two independent random events, thus,
Based on Equation (1), Theorem 3 holds if we can prove a general conclusion as follows: Theorem 4. Given any two sets U and V , then given a set function f :
If Theorem 4 is true, then Theorem 3 follows directly:
Proof of Theorem 3. Given any k ≥ 1 and a target node v ∈ V , we prove P v :
) is AD-k, then based on Lemma 1 and Theorem 4, P v (S m ) is AD-k since Equation (1) follows the same formula of h defined in Theorem 4.
Our goal is to prove Theorem 4 now. To avoid managing the intractable high-order differences of set functions, we prove Theorem 4 by analyzing partial derivatives of continuous functions since the latter has a more flexible computing approach. A natural method to connect a set function and a continuous function is constructing extensions of the set function, one famous extension is multilinear extension (see e.g. [8] ) which is defined as follows.
Definition 7 (Multilinear extension)
. Given a set function g : 2 V → R, the multilinear extension of g is a continuous function G :
Given a subset S ⊆ V , let x S be a |V | dimensional vector satisfying that x i = 1 if i ∈ S and x i = 0 if i ∈ V \ S. Then a set function g and its multilinear extension G satisfy that G(x S ) = g(S) for any S ⊆ V .
Throughout this paper, we ues lower cases (f , g, h) to denote set functions and use upper cases (F , G, H) to denote continuous functions. For the sake of convenience, we also define the AD-k property of continuous functions.
Definition 8 (AD-k of continuous function). Given a continuous function G : [0, 1]
n → R + and G is differentiable with an arbitrary order at every point, then G is AD-k if 
Now we prove the above three results one by one.
Proof of Lemma 2.
[Sketch] We prove this lemma by showing for any ≤ k,
Admittedly, Equation (3) is a very involved formula. Even though we already express it in a neat way, there are still many notations in (3) need to be clearly defined:
• Given a partition
s} is the collection of all subsets of V with size s.
• Given a partition P = (T 1 , T 2 , · · · , T s ) ∈ P[ ] and then given a subset
, where
Given a function f , let Sgn(f ) be the sign of f . Now we focus on Sgn(
+s , the last equation holds since ∪ i∈{1,2,··· ,s} T i = {1, 2, · · · , } and T i ∩ T j = ∅ for any i = j . Thus, Sgn(
The above analysis implies that Lemma 2 holds if Equation (3) holds. The proof of (3) is shown in the appendix.
Proof of Corollary 5. In Lemma 2, if we let
In this case, H is the multilinear extension of f , Corollary 5 can be deduced directly.
Proof of Lemma 3. Given any integer ≤ n, consider the -th integral of F 's -th partial derivative as follows:
Given any S ⊆ V with |V \ S| ≥ k ≥ , without loss of generality, we suppose {1, 2 · · · , } ⊆ V \ S. Let X (S, ) {x : x i = 1 for any i ∈ S and x i = 0 for any i ∈ V \ {S ∪ {1, 2, · · · , }}. Thus, for any x ∈ X (S, ),
Hence, the sign of f 's -th order difference is the same as F 's -th partial derivative for any ≤ k. The proof holds.
Proof of Theorem 4. Figure 2 is a sketch graph of this proof.
Given the equation 
Firstly, we can show that if g v is AD-k for any v ∈ V , then G v is AD-k for any v ∈ V (Corollay 5). Secondly, we prove that H is AD-k if f and {G v } v∈V are all AD-k (Lemma 2). The left is to show that h is AD-k if H is AD-k, this result can be deduced from Lemma 3 since h(S) = H(x S ) for any S ⊆ V .
Seeds can be selected from all layers
In Section 4.1.1, we restrict that all seeds must be selected from the bottom layer. In this section, we extend the result to the general case in which seeds can be selected from any layer, and this completes the proof of Theorem 2. The main result in this section is shown in Lemma 4.
is an instance of the general threshold model defined on a layered graph with
is a layered graph and the node set in the bottom layer of V is V m = V .
(ii) Gt is locally AD-k if Gt is locally AD-k, for any k ≥ 0.
(iii) For any S ⊆ V , let S m be the copy set of S in V m , then there exists a subset T ⊆ V such that σ(S) = u∈V P u (S) = u∈T P u (S m ). Where P u (S) and P u (S m ) denote probabilities that u becomes active in Gt and Gt from seed set S and S m , respectively.
Proof of Lemma 4.
[Sketch] Our proof of this lemma is constructive. For any i ∈ [m], we make m − i + 1 copies for V i (the i-th column in Figure  3 ). Let V = V 1 ∪ V 2 · · · ∪ V m and V i = V i,1 ∪ V i,2 · · · , ∪V i,i (the i-th row in Figure  3) , where V i,j is a copy of V j in G, for any 1 ≤ j ≤ i. Thus, V = V m . Now we construct E based on E. E contains two classes of edges, named as "inner edge" (IE) and "outer edge" (OE). Specifically, IE represents edges between copies and OE corresponds to edges between different layers in G.
That is, there is an edge (u, v) ∈ IE if u locates at the next layer of v in G, moreover, u and v are copies of the same node in V . The other edge class
That is, OE copies edges in E and thus graph G = (
is exactly the original graph G. Thus, under the above construction, in the new layered graph G , the node set of the bottom layer of G is exactly V .
(ii) In this part, we construct threshold functions of Gt such that Gt is locally AD-k if Gt is locally AD-k. Given any node v i ∈ V i (∀i ∈ [m−1]) and S i+1 ⊆ V i+1 , we need to determine the threshold functionf v i (S i+1 ). Let u be the node in V i+1 such that (u , v i ) ∈ IE, that is, node u is directly under node v i . Suppose v i ∈ V i,j which is a copy set of V j in the original graph G and let v j ∈ V j be the original node of v i in G. Let S i+1,i+1 = S i+1 ∩ V i+1,i+1 , and let S i+1 ⊆ V i+1 be the original set of S i+1,i+1 in graph G. Then, we definê
Note that, if i = j which means v i is not in the rightmost set, then f v j (S i+1 ) is always 0. This means v i is activated if and only if u is active when i = j. When i = j, whether or not v i is activated depends on (1) whether or not u is active; (2) the set S i+1 ∩ V i+1,i+1 .
For any node v m in the bottom layer, that is v m ∈ V m , we letf v m (S ) = 0 for any S ⊆ V . So far, we have finished the construction of Gt . The left is to prove that Gt is locally AD-k if Gt is locally AD-k. This part of proof is shown in the appendix.
(iii) Now we prove that for a node in Gt, the activation probability can be transformed to the activation probability of some node in Gt . In [10] , Kempe et al. proved a conclusion which is useful for our proof in this part: under the general threshold model, the distribution over active sets at the time of quiescence is the same regardless of the waiting time τ . "Waiting time" is denoted by a vector τ = (τ 1 , τ 2 , · · · , τ |V | ) and for each v ∈ V , τ v means when v's criterion for activation has been met at time t, v only becomes active at time t + τ v .
Given a seed set S ⊆ V , let S ⊆ V be the set of all copy nodes corresponding to nodes in S. Then for any v ∈ S we set τ v = 0 and for any v ∈ V \ S we set τ v = m. Under this setting, the diffusion process from time t = m in Gt is equivalent to the process from time t = 0 in GT . Let T = V 1,1 ∪ V 2,2 · · · ∪ V m,m , it is obvious that u∈V P u (S) = u∈T P u (S m ) for any S ⊆ V . Based on Theorem 3, P u (S m ) is AD-k for any u ∈ V if Gt is locally AD-k. The second property in Lemma 4 is Gt is locally AD-k if Gt is locally AD-k. Thus, we can conclude that Gt is globally AD-k if it is locally AD-k. That is, Theorem 2 holds.
From locally AD-k to globally AD-k: DAG
In this section, we extend our results on layered graphs to DAGs. A directed acyclic graph (DAG) is a directed graph that has no cycles. Our main theorem in this section is: Theorem 6. Given any instance of general threshold model Gt = (V, E, {f v } v∈V ) in which G = (V ; E) is a DAG and f v is AD-k for any v ∈ V , then the spread function σ is AD-k. In another word, Gt = (V, E, {f v } v∈V ) is globally AD-k if it is locally AD-k when G = (V ; E) is a DAG.
Similar to the proof in Section 4.1.2, we prove Theorem 6 by constructing an equivalent instance of general threshold model defined on a layered graph for any instance of general threshold model defined on a DAG.
Lemma 5. Given any instance of general threshold model
with G = (V, E) is a DAG, there exists another instance of general threshold model Gt = (V , E , {f v } v∈V ) satisfying that:
is a layered graph with V ⊆ V , that is, there exists a copy set of V in V .
(iii) For any S ⊆ V , let S be the copy set of S in V , there exists a subset T ⊆ V such that σ(S) = u∈V P u (S) = u∈T P u (S ). Where P u (S) and P u (S ) denote probabilities that u becomes active in Gt and Gt with seed set S and S , respectively.
Proof of Lemma 5.
[Sketch] The outline of this proof is similar to the proof of Lemma 4. We first construct Gt according to Gt and then analyze properties of Gt . We only prove the construction of social graph here, i.e. the proof of (i) in the lemma. The proof of (ii) and (iii) is shown in the appendix. Given a DAG G = (V, E), we construct a layered graph G = (V , E ) by the following process (Figure 4 is an illustration): Figure 4 : Transform a DAG to a layered graph (a) Dividing V into layers: V = V 1 ∪ V 2 · · · ∪ V m . First, let V n be the set of nodes in V with in-degree 0 (node 3 and node 4 in Figure 4 ). Note that V n = ∅ since G is a DAG. We put V n into the bottom layer and then delete V n as well as all out-edges of nodes in V n . The left graph G \ V n is also a DAG, then we continue to select nodes with in-degree 0 from G \ V n and generate V n−1 (node 2 in Figure 4) . By that analogy, we can operate the above operation until there is no node in G and suppose the last layer (the layer includes node 1 in Figure  4 ) is V i (1 ≤ i ≤ n) . Suppose m = n − i + 1, then we relabel V i+j as V 1+j for any 0 ≤ j ≤ n − i and we can obtain V = V 1 ∪ V 2 · · · ∪ V m . (b) Adding edges according to E. We add edges in E into layered nodes without any changing in this step. Thus, the graph is exactly the same as the original graph. What we do is put each node in certain layer, and the directions of edges must be from a lower layer node to an upper layer node. However, it is not a layered graph since there exist some skip-layer edges whose two endpoints not locate at adjacent layers (see the red edge in the second graph in Figure 4 ). (c) Adding dummy nodes and generating a layered graph. Now we eliminate skip-layer edges by creating some dummy nodes and dummy edges. For any two nodes v i ∈ V i (1 ≤ i ≤ n − 2) and v i+q ∈ V i+q (q ≥ 2), if there is a skip-layer edge (v i+q , v i ), we add q − 1 dummy
, respectively. We say the source node of these dummy nodes is v i+q . Then we delete edge (v i+q , v i ) and add edge (
. Let V D be the set of dummy nodes, E D be the set of dummy edges constructed above and E s be the set of skip-layer edges. Then
Combining Lemma 5 and Theorem 2, Theorem 6 holds.
From locally AD-∞ to globally AD-∞
In section 4, we prove the correctness of our conjecture when the social graph is a DAG. In this section, we prove it for any social graph when k ≥ |V |, as shown in Theorem 7.
Theorem 7. Given an instance of general threshold model Gt = (V, E, {f v } v∈V ), then Gt is globally AD-∞ if it is locally AD-∞.
We prove Theorem 7 via following lemmas.
Lemma 6. Given an instance of the general threshold model
where Gt is locally AD-∞, for each node u ∈ V , there exists a function R u : 2 If Lemma 6-9 all hold, Theorem 7 can be proved through the following argument. Given an instance Gt = (V, E, {f v } v∈V ) of general threshold model and Gt is locally AD-∞, let P u (S) = 1 − P u (V \ S) for any u ∈ V and S ⊆ V , then based on Lemma 6, function P u satisfies the condition of h in Lemma 7. Thus, all differences of P u (∅) are nonnegative and according to Lemma 8, all differences of P u (S) are nonnegative for any S ⊆ V . Now P u and P u satisfy conditions of f and h in Lemma 9, respectively. Thus, P u is AD-∞. Hence, Gt is globally AD-∞ since σ(S) = u∈V P u (S) for any S ⊆ V . Due to the limit of space, we omit the proof of Lemma 6 to Lemma 9 here and will report them in the appendix.
Conclusion and future work
In this paper, we propose the following conjecture about influence diffusion under the general threshold model in social networks: local AD-k implies global AD-k. This conjecture is a refined version of KKT's conjecture: local monotonicity and submodularity imply global monotonicity and submodularity [9] . We affirm the correctness of our conjecture when the social graph is a DAG. For general graphs our conjecture is true when k = 1, 2 ( [14] ) and k = ∞ (proved in this paper). The obvious open problem is to prove or disprove the conjecture for 3 ≤ k ≤ n−1 with general graphs. Other directions include investigating the mathematical nature of global AD-k as well as its algorithmic consequence.
A Proofs in Section 4.1.1
Proof of Lemma 2. We prove this lemma by showing for any ≤ k,
The above analysis implies that Lemma 2 holds if Equation (5) holds. Now we prove (5) by induction. When = 1, by the definition of partial derivative, we have,
Thus, H's first partial derivative satisfies equation (5) . Suppose H's − 1-th partial derivative satisfies equation (5), we can calculate H's -th partial derivative as following.
Based on the formula of computing partial derivative of a continuous function, given a partition
Thus,
w∈V \(T ∪V P ∪{v})
B Proofs in Section 4.1.2
Proof of Lemma 4. Our proof of this lemma is constructive. For any i ∈ [m], we make m − i + 1 copies for V i (the i-th column in Figure  5 ).
(the i-th row in Figure 5 ), where V i,j is a copy of V j in G, for any 1 ≤ j ≤ i. Thus, V = V m . Now we construct E based on E. E contains two classes of edges, named as "inner edge" (IE) and "outer edge" (OE). Specifically, IE represents edges between copies and OE corresponds to edges between different layers in G. More formally,
Thus, under the above construction, in the new layered graph G , the node set of the bottom layer of G is exactly V .
(ii) In this part, we construct threshold functions of Gt such that Gt is locally AD-k if Gt is locally AD-k. Given any node v i ∈ V i (∀i ∈ [m − 1]) and S i+1 ⊆ V i+1 , we need to determine the threshold functionf v i (S i+1 ). Let u be the node in V i+1 such that (u , v i ) ∈ IE, that is, node u is directly under node v i . Suppose v i ∈ V i,j which is a copy set of V j in the original graph G and let v j ∈ V j be the original node of v i in G. Let S i+1,i+1 = S i+1 ∩ V i+1,i+1 , and let S i+1 ⊆ V i+1 be the original set of S i+1,i+1 in graph G. Then, we definef
Note that, if i = j which means v i is not in the rightmost set, then f v j (S i+1 ) is always 0. This means v i is activated if and only if u is active. When i = j, whether or not v i is activated depends on (1) whether or not u is active; (2) the set S i+1 ∩ V i+1,i+1 .
For any node v m in the bottom layer, that is v m ∈ V m , we letf v m (S ) = 0 for any S ⊆ V .
So far, we have finished the construction of Gt . The left is to prove that Gt is locally AD-k if Gt is locally AD-k.
First, it is easy to check thatf v i must be AD-∞ if v i / ∈ V i,i . Thus, we only need to consider the case that v i ∈ V i,i .
with |A | = , we consider the sign of ∆ A f v i (S i+1 ) by discussing different cases.
• Case 1: A \ V i+1,i+1 = ∅. In this case, the following two scenarios need to be discussed separately.
• Case 2: A \ V i+1,i+1 = ∅. We still let A ⊆ V j+1 be the original set of A ∩ V i+1,i+1 . In this case, we have |A| = and
+1
Based on the above analysis, Sgn(∆ A f v i (S i+1 )) = (−1) |A +1| always holds if Gt is locally AD-k. Thus, Gt is locally AD-k since v i , S i+1 , A are selected optionally.
(iii) Now we prove that for a node in Gt, the activation probability can be transformed to the activation probability of some node in Gt . In [10] , KKT proved a conclusion which is useful for our proof in this part: under the general threshold model, the distribution over active sets at the time of quiescence is the same regardless of the waiting time τ . "Waiting time" is denoted by a vector τ = (τ 1 , τ 2 , · · · , τ |V | ) and for each v ∈ V , τ v means when v's criterion for activation has been met at time t, v only becomes active at time t + τ v .
Given a seed set S ⊆ V , let S ⊆ V be the set of all copy nodes corresponding to nodes in S. Then for any v ∈ S we set τ v = 0 and for any v ∈ V \ S we set τ v = m. Under this setting, the diffusion process from time t = m in Gt is equivalent to the process from time
C Proofs in Section 4.2
Proof of Lemma 5. The outline of this proof is similar to the proof of Lemma 4, we first construct Gt according to Gt and then analyze properties of Gt .
(i) Given a a DAG G = (V, E), we construct a layered graph G = (V , E ) by the following process ( Figure 6 is an illustration):
(a) Dividing V into layers:
First, let V m be the set of nodes in V with in-degree 0 (node 3 and node 4 in Figure 6 ). Note that V m = ∅ since G is a DAG. We put V m into the bottom layer and then delete V m as well as edges with at least one endpoint in V m (i.e. in-edges and out-edges of node in V m ) from G. The left graph G \ V m is also a DAG, then we can continue to select nodes with in-degree 0 from Figure 6 ). By that analogy, we can obtain
(b) Adding edges according to E. We add edges in E into layered nodes without any changing in this step. Thus, in the produced graph, edges must sent from a node locating at a lower layer to a node locating at an upper layer. However, it is not a layered graph since there exist some skip-layer edges whose two endpoints not locate at adjacent layers (see the red edge in the second graph in Figure 6 ).
(c) Adding dummy nodes and generate a layered graph. Now we eliminate skip-layer edges by creating some dummy nodes and dummy edges. For any two nodes v i ∈ V i (1 ≤ i ≤ n − 2) and v i+q ∈ V i+q (q ≥ 2), if there is a skip-layer edge (v i+q , v i ), we add q − 1 dummy nodes 
Let V D be the set of dummy nodes, E D be the set of dummy edges constructed above and E s be the set of skip-layer edges. Then G = (V = V ∪ V D , E = E \ E s ∪ E D ) is a layered graph with V ⊆ V .
(ii) Now we prove the equivalence of locally AD-k property between Gt and Gt . To complete the construction of Gt , we need to set the threshold function f v of each node v ∈ V . There are two classes nodes in V and we define the threshold functions of them separately.
• For any node v ∈ V D , for any S ⊆ IN (v ), the threshold function of v is defined as:f v (S ) = 1, S = ∅; 0, otherwise.
Indeed, for any v ∈ V D , IN v contains only one node. Thus, v must be active only if its in-neighbor is active.
• For any node v / ∈ V D , for any S ⊆ IN (v ), replace all dummy nodes in S with their source nodes, then we obtain the original set S ⊆ V of S . In this case, the threshold function of v is defined as:f v (S ) = f v (S).
Under the above construction, the AD-k property off v is easy to verify for any v ∈ V .
(iii) The left is to show the equivalence of the spread function between Gt and Gt . In Gt , for each node v D ∈ V D , we set the waiting time of v D is 0, for each node v ∈ V \ V D , we set the waiting time of v is |V D |. Then the diffusion process of Gt from time 0 is equivalent to the diffusion process of Gt from time |V D |. Thus, for any S ⊆ V , we have u∈V P u (S) = u∈T P u (S ), where T = V \ V D , and S is the copy set of S in V .
D Proofs in Section 5
given any two set functions f : 2 V → R and g : 2 V → R, if f (S) = T :T ⊆S g(T ), then g(S) = T :T ⊆S f (S), for any S ⊆ V . After a simple derivation, we obtain an equivalent version as following Thus, all differences of h(∅) must be nonnegative since function g is always nonnegative.
Proof of Lemma 8. Given any S ⊆ V , for any P ⊆ V \ S, our goal is to prove that ∆ P h(S) ≥ 0. We prove this property by induction. Initially, when S = ∅, ∆ P h(S) ≥ 0 sets up. Suppose ∆ P h(S ) ≥ 0 holds for any S with |S | < k, now we consider a subset S such that |S| = k. Thus, (−1) |S|+1 ∆ S f (P ) ≥ 0 since ∆ S h(V \ (P ∪ S)) ≥ 0.
