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ABSTRACT
Dierent from traditional action recognition based on video seg-
ments, online action recognition aims to recognize actions from
unsegmented streams of data in a continuous manner. One way for
online recognition is based on the evidence accumulation over time
to make predictions from stream videos. This paper presents a fast
yet eective method to recognize actions from stream of noisy skele-
ton data, and a novel weighted covariance descriptor is adopted
to accumulate evidence. In particular, a fast incremental updating
method for the weighted covariance descriptor is developed for
accumulation of temporal information and online prediction. The
weighted covariance descriptor takes the following principles into
consideration: past frames have less contribution for recognition
and recent and informative frames such as key frames contribute
more to the recognition. The online recognition is achieved using a
simple nearest neighbor search against a set of oine trained action
models. Experimental results on MSC-12 Kinect Gesture dataset
and our newly constructed online action recognition dataset have
demonstrated the ecacy of the proposed method.
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1 INTRODUCTION
Human action recognition is an active research topic in computer
vision due to its wide range of potential applications, viz. surveil-
lance, video games, video indexing and search, and human-robot
interaction. In the last decade many approaches have been proposed
to recognize actions from monocular or RGB video sequences [2].
However, these methods face the diculties posed by changes in
illumination, variations in viewpoint, occlusion and cluttered back-
ground. Perhaps more importantly, these methods are somewhat
impaired by the loss of 3D information in conventional video.
Since the release of low-cost RGB-D sensors such as Microsoft
Kinect ™sensors, many eorts and advances have been made on ac-
tion recognition from depth maps. Compared with RGB data, depth
maps have several advantages for action recognition, typically, be-
ing insensitive to illumination changes and reliable to estimate
body silhouette and skeleton [29].
Many methods have been proposed for recognizing actions from
depth or skeleton data [1, 20]. These methods are often based
on hand-crafted features, such as depth-map-based [42], skeleton
joints [32, 44] or body parts [29], cloud points [26, 34], local interest
points [40],and surface normals [23, 41]. With the development of
deep learning approach, several works have been proposed based
on Convolutional Neural Networks (CNNs) [35–37] and Recurrent
Neural Networks (RNNs) [6, 7, 28]. However, all of these methods
only focus on classifying actions from segmented sequences of
input data, with each segment corresponding to one single action.
They assumed that all the instances, training or testing, are tempo-
rally segmented before recognition. This assumption is usually not
valid when data are streamed in real-time and recognition has to
be conducted online, where boundaries between dierent kinds of
actions within the stream are unknown.
Generally speaking, there are two main approaches to online
recognition based on the types of video representation: frame-level
representation and sliding window based representation. In the
former, the stream video is represented by a series of frame-level
descriptors where each descriptor is extracted from one or several
frames in a short temporal interval [15, 17, 22, 43]. The advantage of
this representation is its simplicity, without detecting the start and
end frame of each action and online recognition is achieved by ag-
gregating frame-based classication. However, this representation
tends to neglect the temporal coherence, which is vital for recog-
nizing complex actions, and frame-based classication is prone to
error.
Sliding window based methods [18, 19, 46] are a simple exten-
sion of segmented-based action recognition methods. They often
consider the temporal coherence within the window for prediction
ar
X
iv
:1
51
1.
03
02
8v
4 
 [c
s.C
V]
  6
 Ju
l 2
01
7
Conference’17, July 2017, Washington, DC, USA Chang Tang, Pichao Wang, and Wanqing Li
and the window-based predictions are further fused to achieve on-
line recognition. However, the performance of these methods are
sensitive to the window size which depends on actions and is hard
to set. Either too large or too small window size could lead to a
signicant drop in recognition. In addition, in previous sliding win-
dow based methods, all the frames in the sliding window are often
considered equally important which are not justiable. When the
window is large and covers more than one actions, the past frames
should contribute less to the recognition of recent frames. More-
over, frames that are discriminative should also contribute more
to the recognition than non-discriminative frames. Motivated by
the mathematical properties of covariance descriptors [16, 19, 27]
and its being able to incrementally updated, this paper proposes
a fast online action recognition method from skeleton data based
on weighted covariance descriptors. The method assumes that seg-
mented and labeled action instances are available for oine training
and recognition is to be performed in an online manner. To facilitate
the online recognition, an incremental learning of the weighted
covariance descriptors is developed by taking into consideration
the importance of frames with respect to their temporal order and
discrimination. Such an incremental learning provides an eective
mechanism to accumulate information over time for recognition. Ex-
perimental results on MSRC-12 Kinect Gesture dataset [10] and on
our newly collected online action recognition dataset have demon-
strated the ecacy of the proposed method. The new dataset will
be released to the public upon the acceptance of this paper.
The contributions of this paper are summarized as follows: 1) An
eective evidence accumulation based fast online action recogni-
tion method is proposed based on weighted covariance descriptors,
which is the rst attempt to adopt weighted covariance descriptor
for stream based action recognition; 2) a fast incremental learning
of the covariance descriptors with two kinds of weights captur-
ing both temporal order, i.e. past frames are gradually “forgotten",
and the discrimination of frames; 3) a new RGB-D online action
recognition dataset was created and will be released to the public;
4) state-of-the-art results are achieved by the proposed method on
the two datasets.
The remainder of this paper is organized as follows. Section 2
presents the related work. Section 3 describes the proposed method.
Experimental results on the two datasets are presented in Section 4.
Section 5 concludes the paper with discussion on the future work.
2 RELATEDWORK
Recently, several online action recognition methods have been
proposed. These methods can be mainly categorized into to two
classes: frame-level based and sliding window based.
A typical frame-based method was introduced by Miranda et
al. [22] for real-time gesture recognition from noisy skeleton streams.
In their method, key poses were identied by the descriptors com-
posed of angular representation of the skeleton joints, and the
gesture was labeled on-the-y from the key pose sequence with
a decision forest; Zhao et al. [45] proposed a new feature, struc-
tured streaming skeleton, for online human gesture recognition,
which is constructed for each frame through dynamic matching; De
Rosa et al. [5] proposed a novel algorithm for online nonparametric
recognition built upon a recent nonparametric regression method.
Their online action recognition system can be combined with any
set of frame-by-frame feature descriptors; Yu et al. [43] proposed a
discriminative orderlet mining method for real-time recognition of
human-object interaction by using both depth maps and skeleton
joints; Hu et al. [15] represented an approach for online human
action recognition, where the videos were represented by frame-
level descriptors. They proposed a method to discover an action
states from frame-level descriptors. However, these frame based
methods tend to neglect the temporal coherence, which is vital for
recognizing complex actions.
Sliding window based methods, are a simple extension of seg-
mented based action recognition in which the temporal coherence
inside the window is well taken into consideration. For example,
in [14], action segmentation and recognition were jointly performed
based on a discriminative temporal extension of the spatial bag-
of-words model; Minhas et al. [21] approximated the shape of a
human by adaptively changing intensity histograms to extract pyra-
mid histograms of oriented gradient features. They then examined
incremental learning as an overlooked obstruction to the implemen-
tation of reliable real-time recognition; Vieira et al. [33] constructed
a new high dimensional feature vector, called Space-Time Occu-
pancy Pattern (STOP) by dividing space and time axes into multiple
segments. Online action recognition was performed by combining
depth maps with skeletons; Kulkarni et al. [18] built on the well
known dynamic time warping (DTW) framework and devised a
visual alignment technique, namely dynamic frame warping (DFW),
which performed isolated recognition based on per-frame represen-
tation of videos; Hasan et al. [13] proposed a continuous human
activity learning framework from streaming videos by intricately
tying together deep networks and active learning. In their work,
given the segmented activities from streaming videos, they learned
features in an unsupervised manner using deep networks and use
active learning to reduce the amount of manual labeling of classes;
In [46], the authors did not detect the start and end points of each
human action explicitly, but segmented feature sequences online,
and employed a variable-length MEMM method to recognize hu-
man actions based on the online model matching results of feature
segments; Bloom et al. [4] proposed a hierarchical transfer learn-
ing algorithm for online detection of compound actions for robust
action recognition. Transfer learning was employed to allow the
tasks of action segmentation and modelling, and model adaptation
was used to improve performance on complex datasets.
It is worth noting that in online action recognition past frames
from a stream may not necessarily contribute to the classication
of current frames. This is especially true when the past frames
are actually from an action dierent from the current action. In
addition, frames in the period of a same action would have dierent
discriminative power to the classication of the frames. Therefore, a
mechanism is needed to address these two factors for online action
recognition.
Covariance descriptor which was originally designed for ob-
ject detection, has been successfully used for 2D and 3D action
recognition [12, 16, 19, 27]. In the work of Harandi et al. [12], the
covariance descriptors were mapped into the Euclidean space by a
Riemannian locality preserving projection (RLPP) technique and
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action classication was performed by standard classication meth-
ods. Sanin et al. [27] used the RLPP with AdaBoost to learn a set of
covariance descriptors and obtained impressive results in the recog-
nition of a specic set of actions. Hussein et al. [16] used a temporal
hierarchy of covariance matrices on 3D joint locations over time
as a discriminative descriptor for a sequence. They obtained good
action recognition results by using linear SVM on the descriptors.
Kviatkovsky et al. [19] introduced an incremental updating rule
for covariance matrices and used a sliding window to construct a
covariance feature descriptor, the nal frame by frame online action
recognition was performed through nearest neighbor classication.
This paper also uses the incremental covariance update rule but
our work is dierent from what Kviatkovsky et al. [19] reported.
In their work, action class of a current frame was detected based
on the covariance matrix constructed from previousW − 1 frames
and current frame;W is the sliding window size. So if the current
frame is the beginning of a new action, it is usually wrongly classi-
ed to the previous action. This situation arises because most of
the information captured by the current covariance matrix is from
previous action frames.
Another issue with their work is that they considered each frame
in the sliding window equally important. Commonly, current frames
are representative for actions being performed, hence, they are
more important, than past frames. Then key-frame based action
recognition has demonstrated that frames within an instance of
an action are not equally discriminative, for instance, frames of
neutral poses often do not contribute to the classication.
This paper addresses the two drawbacks discussed above by
proposing a weighted covariance descriptor and its incremental
updating that take into consideration both the temporal order and
discrimination of frames.
3 THE PROPOSED METHOD
Suppose there are L possible action classes and M segmented train-
ing action instances, and each training action instance corresponds
to one of the L action class. The action-label set can be denoted
by L = {l}Ll=1. Let
{
Mln
}Nl
n=1
denote the set of Nl single-action
instances of class l , where N1 + · · · + NL = M . Given a test video
sequence V with an unknown order and number of actions I , its
unknown label sequence is represented as Z = (z1, · · · , zi , · · · , zI ),
zi ∈ L; the boundaries between two consecutive actions are also un-
known. In practice, we cannot access the whole test video sequence
at once; only one frame of the test streaming video is available
at time t . The task of online action recognition is to decide what
action class the human is performing at any time t using sucient
information of the previous frames before t , and nd a partition
between two consecutive dierent actions. If sucient information
is accumulated at time t to make a decision, we determine that the
subject is performing an action l , otherwise continue accumulating
information from time t + 1.
3.1 The Covariance Descriptor
Let S = [s1, s2, · · · , sn ] be the data matrix composed of n feature
vectors, each feature vector containing d feature variables. The data
matrix can be represented by the d × d sample covariance matrixC
as follows:
C =
1
n − 1
n∑
i=1
(si − s¯)(si − s¯)T , (1)
where s¯ is the mean of the feature vectors. The diagonal entries
of the covariance matrix represent the variance of each individual
feature variable, while the non-diagonal entries are their respec-
tive correlations. Our motivation of using covariance as a feature
descriptor can be summarized as follows. Firstly, the covariance
matrix can be calculated in an incremental manner so as to accu-
mulate evidence over time and it is simple and fast to compute,
thus meeting the essential requirement of online recognition. Sec-
ondly, the covariance matrix captures information about the shape
and distribution of the set of feature variables. The feature vari-
ables of dierent actions generally have dierent distributions, so
covariance matrices can discriminate dierent actions.
3.2 Overview of the method
In this section, the details of the proposed method are presented.
There are two main phases in the proposed method: oine training
and online recognition.
3.2.1 Oline Training. During the training phase, we use each
of the labeled training instances to construct a covariance matrix
for each action. In order to make the covariance matrices more
discriminative, the symmetric positive denite (SPD) matrix dimen-
sionality reduction method [11] is adopted to learn a projection
matrix. The original covariance matrices are then projected onto a
low dimensional but more discriminative space. As described in [11],
the projection matrix learning can be expressed as the following
minimization problem
P∗ = arg min
P ∈Rn×m
∑
i, j
Ai jδ
2
(
PTXiP , P
TX jP
)
s .t . PT P = Im
(2)
where Xi and X j are any two dierent covariance matrices in the
training set. Ai j is a real symmetric anity matrix which encodes
the structure of the original data. n is the original covariance matrix
dimension andm is the projected covariance matrix dimension. Im
is am×m identity matrix. δ is the Stein metric function [30] or AIRM
metric function [24]. In our experiment, we use the Stein metric for
training and testing. For any two SPD covariance matrices X and
Y , their Stein metric is dened as
δ2 (X ,Y ) = ln det
(
X + Y
2
)
− 12 ln det (XY ) . (3)
There are two advantages in using the projection method. First, it
tends to render the covariance matrices more discriminative. Sec-
ond, it projects the high dimensional matrix into a low dimensional
matrix, so the subsequent estimation of the distance between the
two matrices is computationally ecient.
3.2.2 Online Recognition. During the online recognition phase,
a continuous video stream consists of some actions with unknown
order, and its labels are predicted frame by frame. At time t , we
use the previous t − 1 frames and current frame to construct a
covariance matrix Ct . Then Ct is projected to a low dimensional
space using P and the distance between all the projected training
covariance matrices and Ct is compared. For each training class l ,
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Figure 1:Minimumdistances between online covariancema-
trices and training covariance matrices of each action class.
the Nl distances are represented as
{
dCt ,l1 , · · · ,dCt ,lNl
}
. The nal
distance between Ct and class l is given by
dCt ,l = min
{
dCt ,l1 , · · · ,dCt ,lNl
}
. (4)
Thus, L distances for each frame are generated as time progresses.
At time t , the L distances and their standard deviation are used to
decide what action is being performed or determine whether there
is a boundary between two consecutive actions. At the beginning,
a covariance matrix using the rst t0 frames is initialized, and an
action label lt0 is given by the criterion
lt0 = arg minl
{
dCt0,l
}L
l=1
. (5)
From time t0 + 1, if the standard deviation value of the L distances
is a local minima and a new action is detected by Eq. 5, action
change is considered to take place. Otherwise, no action change
happens. It is convenient to use the standard deviation of the L
distances to decide whether there exists a boundary between two
actions. For instance, when the estimated distance at a given time
is the minimum among others and the standard deviation is also
large, this indicates that some specic action is being performed
and there is no action change. In contrast, if a new action starts
and the previous action ends, there exists a transitional stage, so
all the estimated distances are similar and the standard deviation
is relatively low. In [9] and [5], a similar method is used on the
SVM scores. Fig. 1 shows a segment of minimum distances between
online covariance matrix and trained covariance matrices for each
action class. Fig. 2 shows the standard deviation of the distances
in Fig. 1. As can be seen, when it comes to an action change, the
standard deviation value goes to a local minimal.
3.3 Incremental leaning of weighted
covariance matrices
In previous methods, feature descriptors extracted from one video
frame or video segments have been weighted equally. However, the
contribution of each frame to action recognition varies as some
frames are more discriminative than others. In this regard, the
Figure 2: The standard deviation of the covariance distances.
important frame should be weighted proportionally higher (frame-
based weighting). Furthermore, during the online action recogni-
tion, recent frames nearer the current frame usually provide more
information than past frames (temporal weighting). The proposed
method incorporates these two weighting schemes in an ecient
algorithm to update the covariance descriptor. Specically, we as-
sign two kinds of weights to each video frame - frame weight and
temporal weight. There are a number of considerations in assigning
the weights for each frame: 1) the frame weight should depend on
the discriminative power of the frame with respect to the action
and is independent of time; 2) the temporal weight of each frame
should vary over time t and recent frames should have higher time
weights than past frames; 3) the weights should be computationally
ecient and support incremental updating of the covariance matrix.
We denote the frame weight of the ith frame as ξi . Similarly, at
current time t , the temporal weight of the ith frame is denoted as
ωit is dened as follows:
ωit = д(t − i), i ∈ [1, t],
s .t .
д(0) = 1,
д(t + 1 − i) = ηд(t − i), η ∈ [0, 1].
(6)
Then the nal weight of the ith frame can be obtained as ψi =
ξiω
i
t . With this weight setting, when a new frame at time t + 1
is available, the covariance can be incrementally updated. Wu et
al. [39] used a similar weighting scheme for tracking based on
covariance descriptor, but only temporal weight was considered
in their work. Next, we provide details of an ecient algorithm to
update the weighted covariance matrix.
Let the feature vector extracted from the ith frame be fi . The
weighted feature vectors up to current time t can be written as
Ft = { fi , ψi }i=1, · · · ,t (7)
LetCt and µt be the weighted covariance and the weighted mean
of the feature vectors up to time t . The formulation of Ct and µt
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are as follows [25]:
Ct =
1
1 − ω˜2t
∑
t
i=1
ψi
ωˆt
(fi − µt )(fi − µt )T , (8)
and
µt =
1
ωˆt
∑
t
i=1ψi fi , (9)
where
ωˆt =
∑
t
i=1ψi ω˜
2
t =
∑
t
i=1
(
ψi
ωˆt
)2
.
Our goal, therefore, is to eciently compute the new covariance
Ct+1 and mean µt+1 using Ct and µt when given ft+1, ωˆt , and ω˜2t ,
without explicitly recomputing them from the data Ft+1. We give
the incremental covariance update rule in the following Theorem
1.
Theorem 1. Given Ct , µt , ωˆt , ω˜2t , ft+1, ξi , ωit = д(t − i), and η,
the relation between Ct and Ct+1 can be written as
Ct+1= 12ηωˆt ξt+1+η2ωˆ2t (1−ω˜2t )
{[
ηωˆt
(
1 − ω˜2t
)
Ct
] (ξt+1 + ηωˆt )
+
ηωˆt (ξt+12+ηωˆt ξt+1)
ηωˆt+ξt+1
(ft+1 − µt )(ft+1 − µt )T
}
(10)
and the relation between µt and µt+1 is as follows
µt+1=
ηωˆt µt+ξt+1 ft+1
ηωˆt+ξt+1
, (11)
In order to make the proof of Theorem 1 concise we rst give
some lemmas. The proofs of all the lemmas appear in Appendix A.
Lemma 3.1. Ifωit is given by Eq. 6, then we have ωˆt+1 = ηωˆt +ξt+1
and ω˜2t+1 =
ωˆ2tη
2ω˜2t+ξt+1
2
(ξt+1+ηωˆt )2 .
Lemma 3.2.
∑ t
i=1ξiω
i
t+1(ft − µt ) = 0, and
∑ t
i=1ξiω
i
t+1(fi − µt )
T
=
0.
Lemma 3.3. (µt − µt+1) (µt − µt+1)T = ξt+1
2(µt−ft+1)
(ξt+1+ηωˆt )2
Lemma 3.4.
∑ t
i=1ξiω
i
t+1(fi − µt+1)(fi − µt+1)T
= η
(
1 − ω˜2t
)
ωˆtCt +
ηωˆt ξt+12(µt−ft+1)(µt−ft+1)T
(ξt+1+ηωˆt )2
Now, we give the proofs of Eq. 10 and Eq. 11. According to the
denition by Eq. 8 and Eq. 9, we have
Ct+1 =
1
1 − ω˜2t+1
∑
t+1
i=1
ξiω
i
t+1
ωˆt+1
(fi − µt+1)(fi − µt+1)T , (12)
and
µt+1 =
1
ωˆt=1
t+1∑
i=1
ξiω
i
t+1 fi (13)
Proof of Eq. 11:
µt+1 = 1ωˆt+1
∑ t+1
i=1ξiω
i
t+1 fi
= 1ωˆt+1
{∑ t
i=1ξiω
i
t+1 fi + ξt+1ω
t+1
t+1 ft+1
}
= 1ωˆt+1
{
η
∑ t
i=1ξiω
i
t fi + ξt+1 ft+1
}
= 1ωˆt+1 {ηµt ωˆt + ξt+1 ft+1} 1
=
ηµt ωˆt+ξt+1ft+1
ξt+1+ηωˆt
2
1Using denition by Eq.9.
2Using Lemma.3.1.
Proof of Eq. 10: From Eq. 12, we have
ωˆt+1 · (1 − ω˜2t+1)Ct+1 =
∑ t+1
i=1ξiω
i
t+1(fi − µt+1)(fi − µt+1)T
=
∑ t
i=1ξiω
i
t+1(fi − µt+1)(fi − µt+1)T
+ξt+1ωt+1t+1(ft+1 − µt+1)(ft+1 − µt+1)T
= η
(
1 − ω˜2t
)
ωˆtCt
+
ηωˆt ξt+12(µt−ft+1)(µt−ft+1)T
(ξt+1+ηωˆt )2
+
η2ωˆ2t ξt+1(µt−ft+1)(µt−ft+1)T
(ξt+1+ηωˆt )2
3
therefore,
Ct+1= 12ηωˆt ξt+1+η2ωˆ2t (1−ω˜2t )
{[
ηωˆt
(
1 − ω˜2t
)
Ct
] (ξt+1 + ηωˆt )
+
ηωˆt (ξt+12+ηωˆt ξt+1)
ηωˆt+ξt+1
(ft+1 − µt )(ft+1 − µt )T
}
4
In Eq. 10 and Eq. 11, if all the frame weights and temporal weights
are equal to 1, we obtain
Ct+1 =
t − 1
t
Ct +
(ft+1 − µt ) (ft+1 − µt )T
t + 1 (14)
and
µt+1 =
tµt + ft+1
t + 1 , (15)
which is the most common formulation.
4 EXPERIMENTAL RESULTS AND
DISCUSSIONS
In this section, we give the experimental results on MSRC-12 Kinect
Gesture dataset [10] and our newly collected online action recogni-
tion dataset. Skeleton was the only data used for our experiment
and we adopt latency, miss rate and error rate to evaluate the per-
formance. Similar to [8] and [19], latency was used as one of the
criteria to evaluate our algorithm. If the interval between the frame
a subject begins the action and the frame our algorithm classies
the action is h, and the whole length of an action is H , then the
latency of this action is dened as hH . The miss rate and error rate
were used to measure audio diarization error [31]. We argue that
our online action recognition is largely similar to the audio diariza-
tion process, so we also uses these two criteria. If an action appears
n times in a video sequence, our algorithm can detectm times, then
the miss rate is dened as n−mn . If an action can be detected and
the length of this action is W , but during these W frames, there
are w frames detected as other actions, then the error rate is de-
ned as wW . The latency was used to evaluate the sensitivity of our
method while the miss rate and error rate are adopted to evaluate
the accuracy of our method.
For the purpose of demonstrating the ecacy of the temporal
weight and frame weight, the results without the weights, repre-
sented as “No ωi ” and “No ξi ” are reported respectively in the
following tables.
The algorithms are compared with other two methods [16, 19],
and both of them are based on covariance descriptors and sliding
window. In [19], the online action recognition is accomplished by
nearest neighbor search based on a sliding window. Here, we set
the sliding window size to 40 frames (most of the actions in the
testing datasets are accomplished by 35–50 frames). In order to
3Using Lemma.3.4 and Eq.11.
4Using Lemma.3.1.
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compare with [16], their work is modied to make a prediction by
SVM based on a 40-frame sliding window.
4.1 Skeleton data normalization
Generally, human actions usually involve body movement such
as displacement and angle change, and dierent people have dif-
ferent body sizes. So it is important to normalize the skeleton
data and make it body size and view angle invariant. In our work,
the normalized relative 3D coordinates are used instead of the
original absolute coordinates. In the original skeleton video data,
each joint i has three coordinates which can be represented as
pi (t) = (xi (t) ,yi (t) , zi (t)) at frame t . Here, the hip center is set
as our new origin, and the new coordinates of other joints can
be obtained from the dierence between them and the hip cen-
ter. In order to remove the body size variant, each new coordi-
nates are normalized by the distance between the shoulder center
joint and spline joint calculated using the original coordinates.
Then the new coordinates of each joints i can be expressed as
p′i (t) =
( xi (t )−xhip (t )
d ,
yi (t )−yhip (t )
d ,
zi (t )−zhip (t )
d
)
.
4.2 Covariance descriptor
The update process could face numerical instability. Hence all the
covariance matrices are forced to be positive denite because con-
ventional covariance matrices distance metric methods such as
Ane-Invariant distance metric [24], Log-Euclidean metric [3] and
S-Divergence root [30] could be unstable. Here, the simplest skele-
ton 3D coordinates were adopted as our feature, which is a (K−1)×3
dimension vector. K is the joints number of each frame and the
coordinates of normalized origin is (0, 0, 0), which was removed
from our nal feature representation. In order to avoid singularity
of the covariance matrices, a small perturbation is added to the
covariance matrices [38].
4.3 Temporal weight and frame weight
As illustrated in section 3.3, the temporal weight of each frame
should vary over time t ; and the frames from the current time should
have higher temporal weights than previous frames. Intuitively and
based on these two points, the power function is applied to compute
our time weight. At time t , our temporal weight for the tth frame
is dened as
ωit = η
t−i , i ∈ [1, t], η ∈ [0, 1]. (16)
We plot the temporal weight as it varies over time t when η is set to
0.9 in Fig. 3(a). With the progression of time, the temporal weight
of past frames is eectively attenuated and the most current frame
is always assigned temporal weight of 1. Note that other functions
that satisfy the conditions in Eq. 6 can be also used.
If a frame is important to a specic action, it is usually quite
dierent to the neutral pose (the position of joints where the bones
that make up the joints are placed in the optimal position for max-
imal movement). Therefore, we use the average relative distance
of each joint between current frame and manually selected neutral
pose to represent the frame weight. As all the actions on the two
datasets have similar neutral pose, we only selected once for the
neutral pose. Fig. 3(b) shows an example and it can be seen that the
most initial frames and the ending frames have relatively smaller
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Figure 3: Temporal weight and frame weight.
frame weight because these frames are similar to natural pose. They
contribute little to recognize an action.
4.4 Experimental Results on MSRC-12 Kinect
Gesture Dataset
The MSRC-12 Gesture dataset [10] contains 594 sequences, and
there are more than 700000 frames collected from 30 people per-
forming 12 classes of gestures. The frames were manually labeled
into 6244 gesture instances. Twenty human body skeleton joints
(K = 20) were captured by the Microsoft Kinect system. The body
poses were captured at a sample rate of 30Hz with an accuracy
approximately two centimeters in joint positions. The 12 actions
are: lift outstretched arms, duck, push right, goggles, wind it up,
shoot, bow, throw, had enough, change weapon, beat both.
In this dataset, the participants were provided with three in-
struction modalities or their combination to perform gestures in
order to research various methods of teaching human on how to
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perform dierent gestures. The three instruction modalities are i)
text descriptions, ii) image sequences, and iii) video demos. The two
combination of the three modalities are images with text and video
with text. So the whole dataset can be divided into 5 parts. For each
part, the “leave-person-out” protocol is used. Each time the training
instances are used to calculate training covariance matrices, and
use these matrices to learn a projection matrix P as introduced in
Section 3.2. The training covariance matrices and online updated
covariance matrix are projected to a lower dimensional space by
the projection matrix P before measuring their distances. In the
testing phase, η is set to 0.95 to obtain the best result; the initial
frame number is 30. The action instances of the test subject are
randomly stitched together by each time. For each action in each
modality, its average latency is obtained. We nally average the 3
evaluation criteria on the 5 dierent modalities and the results are
shown in Table 1. The results without temporal weight (NO ωi ) or
frame weight (NO ξi ) are also presented. From Table 1, it can be
observed that most action latency and miss rate are very low with
our weighting function. This veries the eectiveness of our tem-
poral weight function. At a time, the current frame is assigned the
maximum weight, when a new action is available, it can be quickly
detected because the inuence of past frames are diminished. The
comparison results between our methods and other methods are
shown in Table 2, as can be seen, our method can perform better
than other sliding window based methods.
4.5 Experimental Results on the Newly
Collected Online Action Recognition
Dataset
As far as we know, there is nearly no essentially benchmark dataset
for online action recognition. Thus we collected a dataset (On-
line Action3D5) that human subjects perform actions continuously
and naturally using the Microsoft Kinect V2.0 ™(25 human body
skeleton joints are captured, K = 25). The original actions of MSR
Action3D dataset are used here. Firstly, 20 participants performed
all the actions 5 or 6 times, and these samples are for training. Then,
each participant performed the 20 actions continuously 1 or 2 times
in random order, and these continuous action sequences are for
online testing. The actions were captured at a sample rate of 20Hz.
The ground truth of action segments were marked manually. Ta-
ble 3 gives the results with/without our weight function. As can
be seen, experimental results on our new dataset also verify the
ecacy of our method. Table 4 presents the comparison with other
methods, it also shows the superiority of our method. Our method
can handle the transition between any two dierent actions well.
4.6 Eciency of the Weighted Covariance
Learning
Note that our method only uses skeleton data and operates in near
real-time. Fig. 4 shows the running time of each frame (initial frame
number is 30). As can be seen, if all the covariance matrices are
computed in batch mode, the running time will grow rapidly with
video frames. When it comes to a very long video, processing one
frame will take too much time. In contrast, our online incrementally
5The dataset will be released with this paper.
Figure 4: Running time of our online updating mode and
batch mode for each frame.
updating manner can maintain a constant time for each frame, no
matter how long the video.
5 CONCLUSION
In this paper, we presented a fast online action recognition method
based on incremental learning of weighted covariance descriptors.
The covariance descriptor is robust to noise and can be updated
eciently using frame based features. We used a temporal weight
function to eectively accumulate information with the evolution of
time. In our current work, we adopted the average relative distance
of each joint between current frame and neutral pose to represent
frame weight, which suppresses the eect of the neutral poses and
improve the recognition performance. In this paper, the neutral
pose is selected manually, how to develop a neutral pose model
which can recover the corresponding neutral pose from any frame
is one of the future works. Another issue is that when some high
dimensional feature vectors are used, the dimension of covariance
matrices is very high, leading to the distance between covariance
matrices not stable, and this fact may aect the nal recognition
accuracy. How to get an accurate metric (such as kernel methods)
between two covariance matrices is also our future task.
A PROOF OF THE LEMMAS
A.1 Proof of Lemma 3.1:
ωˆt+1 =
∑ t+1
i=1ξiω
i
t+1 =
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Table 1: Average latency, miss rate and error rate with/without weighting of all the actions on MSRC-12 gesture dataset.
Evaluation Latency (%) Miss rate (%) Error rate (%)No
ωi
No
ξi
With
ωi&ξi
No
ωi
No
ξi
With
ωi&ξi
No
ωi
No
ξi
With
ωi&ξi
Average score – 31.6 29.0 92 13.8 9.4 91.7 54.1 51.6
Table 2: Comparison of our online action recognition results with [19] and [16] on MSRC-12 gesture dataset.
Evaluation
Latency (%) Miss rate (%) Error rate (%)
[19] [16] Ours [19] [16] Ours [19] [16] Ours
Average 52 41.3 29.0 20.7 15.2 9.4 63.8 57.4 51.6
Table 3: Average latency, miss rate and error rate with/without weighting of all the actions on Online Action3D dataset.
Evaluation Latency (%) Miss rate (%) Error rate (%)No
ωi
No
ξi
With
ωi&ξi
No
ωi
No
ξi
With
ωi&ξi
No
ωi
No
ξi
With
ωi&ξi
Average score – 36.1 32.5 91.2 30.1 28.6 93.8 55.8 57.2
Table 4: Comparison of our online action recognition results with [19] and [16] on Online Action3D dataset.
Evaluation
Latency (%) Miss rate (%) Error rate (%)
[19] [16] Ours [19] [16] Ours [19] [16] Ours
Average 40.6 34.7 32.5 49.5 42.3 28.6 67.4 61.8 57.2
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