This paper presents new formulations of the boundary-domain integral equation (BDIE) and the boundarydomain integro-differential equation (BDIDE) methods for the numerical solution of the two-dimensional Helmholtz equation with variable coefficients. When the material parameters are variable (with constant or variable wave number), a parametrix is adopted to reduce the Helmholtz equation to a BDIE or BDIDE. However, when material parameters are constant (with variable wave number), the standard fundamental solution for the Laplace equation is used in the formulation. The radial integration method is then employed to convert the domain integrals arising in both BDIE and BDIDE methods into equivalent boundary integrals. The resulting formulations lead to pure boundary integral and integro-differential equations with no domain integrals. Numerical examples are presented for several simple problems, for which exact solutions are available, to demonstrate the efficiency of the proposed methods.
Introduction
The Helmholtz equation is widely used to model many problems in physics and mechanics. If the material is homogeneous and there are no source/sink terms, then the governing equation is the homogeneous Helmholtz equation [23, 26] . When source terms are present, however, a non-homogeneous Helmholtz equation must be considered. Numerical solutions of these problems have been obtained by means of the finite element method (FEM) and the finite difference method (FDM).
The boundary element method (BEM) is based on the reformulation of the partial differential equation (PDE) into an integral equation on the boundary only [5, 8, 21, 28] . The main features which render the BEM advantageous with respect to FEM and FDM are the reduction of the problem dimensions by one and the fact that no discretization of the computational domain is required.
of boundary-only integral equation technique is developed. Herein, the RIM is used to convert the domain integrals appearing in both BDIE and BDIDE to equivalent boundary integrals. For domain integrals consisting of known functions, the transformation is straightforward, while for domain integrals that include unknown variables the transformation is accomplished with the use of augmented RBFs, similar to the DRM. The most attractive feature of the method is that the transformations are very simple and have similar forms for both 2D and 3D problems. Modifications have been introduced into the RIM developed by Gao [15] in its application to the BDIE and BDIDE formulations, particularly the fact that the radial integral is calculated by using a transformation proposed by Fata [12] which produces a pure boundary-only formulation and relaxes the 'star-shaped' requirement of the RIM as the straight path from the source point to any field point will always exist. Some numerical examples are given to demonstrate the efficiency of the proposed methods.
Reduction of the Helmholtz equation with variable coefficients to a BDIE/BDIDE
Let us consider the following non-homogeneous Helmholtz equation with variable coefficients for a 2D body . In the direct problem formulation, the acoustic pressureū(x) is prescribed on part ∂ D of the boundary ∂ and the normal velocityt(x) on the remaining ∂ N part of ∂ , see [5, 17, 23] (Lu)(x) :
with the mixed boundary conditions
where is a bounded domain, a(x) is a known variable material coefficient, f (x) is a given function; x = (x 1 , x 2 ); k(x) is a known variable wave number, [Tu](x) := a(x)(∂u/∂n)(x), n(x) is the external normal vector to the boundary ∂ , andū(x) andt(x) are known functions. We assume that k(x) is not an eigenvalue for the homogeneous form of the mixed problem (1)- (3) .
The Green formula for the differential operator L has the form
where u and ϕ are arbitrary functions. Assume L to be a linear operator with constant coefficients and F(x, y) its fundamental solution, that is,
where y = (y 1 , y 2 ) is a source point, and δ is the Dirac delta function. Then one could take ϕ(x) = F(x, y), identify u(x) with a solution of Equation (1) with constant a(x) and k(x), and thus arrive at the third Green identity
where
where F is the fundamental solution to the Helmholtz equation and α(y) is the interior angle at a point y of the boundary ∂ , particularly, c(y) = 1 2 , if y is a smooth point of the boundary [5, 8, 21] . For partial differential operators with variable coefficients, like L in Equation (1), a fundamental solution is generally not available in explicit form. However, a parametrix is often available instead, which is a function P(x, y) satisfying the equation [1, 3, 4, 18, 19 ]
where V (x, y) is the remainder which has no more than a weak (integrable) singularity at x = y. The fundamental solution of the operator with 'frozen coefficients' corresponding to the operator L defined in Equation (1) can be used as a parametrix, in the 2D case [1, 3, 4, 18, 19] P(x, y) = 1 2πa(y) ln |x − y|.
Substituting Equation (8) in Equation (7), the remainder V (x, y) will then be [1, 3, 4, 18, 19 ]
Substituting P(x, y) for ϕ(x) in Equation (4) and taking u(x) as a solution to Equation (1), we obtain the integral equality,
Now, we can multiply both sides of Equation (10) by a(y) to obtain
whereP (x, y) = a(y)P(x, y) = 1 2π ln |x − y|,
Differently from [1, 3, 4, 18, 19] , the parametrix in identity (11) is the fundamental solution for the Laplace equation, which is much easier to implement in a unified code. Also, identity (11) can be used for formulating either a BDIE or BDIDE, with respect to u and its derivatives. Let us consider the two forms given below.
Boundary-domain integral/integro-differential equations

Boundary-domain integral equation
Substituting the boundary conditions (2) and (3) into Equation (11), introducing a new variable t(x) = Tu(x) for the unknown normal velocity on ∂ D and using Equation (11) at y ∈ ∪ ∂ reduces the BVP (1)-(3) to the following BDIE for u(x) at x ∈ ∪ ∂ N and t(x) at x ∈ ∂ D :
where c 0 (y) is
Boundary-domain integro-differential equation
Using another approach, we can substitute the boundary conditions (2) and (3) into Equation (11) but leave T as a differential operator acting on u on the Dirichlet boundary ∂ D and use the following boundary-domain integro-differential equation (BDIDE) at y ∈ ∪ ∂ N ,
where (y) is given by Equation (14). As we will see below, this approach can lead, after discretization, to a system with a reduced number of linear algebraic equations.
Discretization of the BDIE/BDIDE
Discretization of the BDIE
Let us discretize the domain into a mesh of triangular elements T k , k = 1, 2, . . . , N, T h ∩ T m = ∅, h = m. Let J be the total number of nodes x i , i = 1, . . . , J, at the vertices of triangles, from which there are J D nodes on ∂ D . To obtain a system of linear algebraic equations from the BDIE (12), by the collocation method, we collocate at the nodes x i , i = 1, . . . , J and substitute an interpolation of u(x) of the form
whereω j is the support of j (x), which consists of all triangular elements that have x j as a vertex; φ kj (x) are the shape functions localized on an element T k , and associated with the node x j . For the triangular elements, φ kj (x) can be chosen as piecewise linear functions. We can also use an interpolation of t(x) = (Tu)(x j ) along boundary nodes belonging toω(
Here, v j (x) are boundary shape functions, taken now as constant. Therefore, v j (x) will be equal 1 at
Substituting the interpolations (17) and (18) in BDIE (12) and applying the collocation method, we arrive at the following system of J linear algebraic equations for J unknowns u(x j ),
where 0 (x i ) is calculated from Equation (13), and
Discretization of the BDIDE
To obtain a system of linear algebraic equations from the BDIDE (16) by the collocation method, we collocate at the nodes x i , i = 1, . . . , J, arriving at a system of J − J D algebraic equations for J − J D unknowns u(x j ), x j ∈ ∪ ∂ N . Substituting interpolation formulae (17) into the BDIDE (16) leads to the following system:
where (x i ) and DK ij are given by Equations (20) and (23), respectively, and
Transformation of domain integrals to the boundary using RIM
In this section, the RIM [2, [13] [14] [15] is used to transform the domain integrals appearing in Equations (12) and (16) into boundary integrals.
RIM formulation for domain integrals with known integrand
can be transformed into an equivalent boundary integral by following the procedure given in detail in [2, [13] [14] [15] :
In Equations (26) and (27), α = 1 for the 2D case and α = 2 for the 3D case. The symbol r(x) means the variable r takes values on the boundary , see Figure 1 .
The following remarks are important for the RIM:
• The most attractive feature of the RIM is that the transformation (26) is very simple and has similar forms for both 2D and 3D. It can remove various singularities appearing in domain integrals since r α is included in the radial integral in Equation (27) .
In order to transform a domain integral to a boundary integral, the main task is to calculate the radial integral in Equation (27), which can be done analytically for simple kernels. We have written a simple Matlab code for analytic integration of Equation (27) which can integrate many given functions f (x); however, for complicated functions, numerical integration techniques are required [13, 14] . Numerical integration can also be easily done in Matlab [2] .
• In order to evaluate the radial integral in Equation (27), the coordinates x 1 and x 2 in f (x) need to be expressed in terms of the distance r using
where the quantities y i and r ,i are constant for the radial integral in Equation (27), with r ,i = (x i − y i )/r. Figure 1 . Integration along radial direction r.
• Following the idea presented in [12] , we can introduce the change of variable
and substitute the new transformation in the straight-line radial integral in Equation (27), leading to
The representation (30) makes it unnecessary to define a variable transformation as in [15] to treat the radial integral in Equation (27), see Figure 1 , adding an attractive feature to the RIM as Equation (27) is now a pure boundary integral. Moreover, the star-shaped requirement for the integral in Equation (27) can be relaxed as the straight path from the source point y to any field point x always exists [12] .
Transformation of the right-hand side domain integral into the boundary
Both Equations (12) and (16) have domain integrals coming from the known function f (x). The RIM can be directly used to convert these domain integrals into the boundary. This leads to
The integral in Equation (32) can be calculated analytically for many different functions, and numerically without the need to define a transformation as in [13, 14] . Also, due to the radial integral in Equation (32), the weak singularity coming from the fundamental solution is removed.
RIM formulation for domain integrals with unknown integrand
As the last domain integrals on the left-hand side of Equations (12) and (16) have the unknown function u(x), the RIM in Equations (26) and (30) cannot be directly used. However, u(x) can be approximated by RBFs [9, 15, 22] . We adopt an augmented radial basis function as discussed in [2, 9, [14] [15] [16] . Let us approximate the variation of u(x) in the following way:
where M = N b + N I and N b , N I are the number of boundary and interior nodes, respectively. Also, R = x − a is the distance from the application point a to the field point x. Normally, the application points a consist of all boundary nodes and some selected interior nodes.
The following equilibrium constraints have to be satisfied [16] M k=1
The unknown coefficients α k , c 1 , c 2 and c 3 can be calculated by applying Equations (33) and (34) at the application points a, as discussed in detail in [2] .
Substituting Equation (33) into the last domain integral on the left-hand side of both Equations (12) and (16), we obtain
Let r ,1 = (x 1 − y 1 )/r and r ,2 = (x 2 − y 2 )/r, then we can write
It is very important before applying the RIM using Equations (26) and (30), that the coordinates x 1 and x 2 appearing in Equations (35) and (36) are expressed in terms of the distance r using Equation (28) 
The four integrals in Equation (38) can be easily integrated numerically in Matlab. Since φ(R) in Equation (38a) is a function of the distance R, see Table 1 , φ(R) needs to be expressed in terms Table 1 . Commonly used RBFs φ(R).
of the distance r. Gao [13, 14] , referring to Figure 2 , defined three vectors ay with lengthR, ax with length R and yx with length r. From elementary calculus, we have the following identity:
Therefore,
Then,
where s = 2((x − y)(y − a)/r).
In this paper, we use a simpler procedure that leads to exactly the same results as in Equation (39), in which we express φ(R) = R (for simplicity, we choose φ(R) = R below but φ(R) = R 3 will be adopted in all test examples) in terms of r as follows:
where a 1 and a 2 are the coordinates of the application point. Then, using Equations (28) and (29), we get
It is important to notice that the integrands in Equation (38) are all regular as the term r 2 cancels the singularity of the termṼ (x, y) defined in Equation (36).
After numerical integration, the unknown coefficients α k , k = 1, . . . , M, c 1 , c 2 and c 3 , can be calculated following the procedures discussed in [2] .
The radial integration boundary integral and integro-differential equations
Equations (31)-(32) and (37)-(38) can now be substituted in both BDIE in Equation (12) and BDIDE in Equation (16), leading to the expressions in the next subsections.
Radial integration boundary integral equation
where c 0 (y), F(x) and ∂ h(x) d (x) are given in Equations (15), (32) and (37)-(38), respectively.
Radial integration boundary integro-differential equation
where ∂ h(x) d (x) and˜ (y) are given in Equations (37)-(38) and (42), respectively. It can be clearly seen from both radial integration boundary integral equation (RIBIE) in Equation (40) and radial integration boundary integro-differential equation (RIBIDE) in Equation (43) that all integrations are now carried out only on the boundary, with no domain integrals.
Discretization of the RIBIE and RIBIDE
Discretization of the RIBIE
The RIBIE formulation employs mixed boundary elements with linear u and constant t to avoid the discontinuities of t at corner points. In this case, collocation was taken at the end points of each boundary element, since our previous research has shown that end-node collocation generally provides higher accuracy than mid-node collocation [1, 2] .
Let J be the total number of nodes x i , i = 1, . . . , J, at the end points of elements, from which there are J D nodes on ∂ D . Thus, the values of u at any point on the element can be defined in terms of their nodal values and two linear interpolation functions 1 (t) and 2 (t), see, for example, [21] :
where t is the reference coordinate along the element with values −1, +1, at the end points. To obtain a system of linear algebraic equations from the RIBIE (40), we collocate at the nodes x i , i = 1, . . . , J. We can also use an interpolation of t(x) = (Tu)(x j ) along boundary nodes belonging to
Here, v j (x) are boundary shape functions, taken now as constant. Therefore, v j (x) will be equal to 1 at x j ∈ ∂ D and v j (x) = 0, if x j / ∈ ∂ D . Substituting the interpolations (44) and (45) in the RIBIE (40) and applying the collocation method, we arrive at the following system of J linear algebraic equations for J unknowns u(x j ), x j ∈ ∪ ∂ N and t(
where 0 (x i ) is calculated from Equation (14), and
where F(x) is given in Equation (32) and ∂ h(x) d (x) is given in Equations (37)-(38).
Discretization of the RIBIDE
To obtain a system of linear algebraic equations from the RIBIDE (43), we collocate at the nodes x i , i = 1, . . . , J, and substitute an interpolation of u(x) of the form
where S j in this case is the set of collocation points in ∂ D and some selected interior nodes near the boundary segments; φ kj (x) are the shape functions which can be constructed from the distance between the two end nodes of each segments and the selected interior nodes, and associated with the node x j . In this work, φ kj (x) are chosen as piecewise linear functions. We then arrive at a system of J − J D algebraic equations for J − J D unknowns u(x j ), x j ∈ ∪ ∂ N . Substituting interpolation formulae (50) into the RIBIDE (43) leads to the following system of equations:
and˜ (x i ) and K ij are given in Equations (47) and (48), respectively. The calculation of the integral in Equation (52) is presented in detail in [2] . The advantages of the RIBIDE technique are that the only boundary variables are those of u along Neumann boundaries, as there is no need for collocation along Dirichlet boundaries. Thus, the problem caused by the discontinuity of the normal derivative at corner points is avoided. Second, the system of linear equations is smaller than the one for RIBIE. This feature will save memory and computational time when we apply the RIBIDE for practical problems. Finally, the assembly of matrix A and vector b is much easier than in the RIBIE, as discussed in [1] .
Numerical results
In this section, we shall examine some test examples to assess the performance of the RIBIDE/RIBIE formulations for the non-homogeneous Helmholtz equation with variable coefficients for three cases. First, when the parameter a(x) is variable and the wave number k is constant. Secondly, when the parameter a(x) is constant and the wave number k(x) is variable. Third, when both the parameter a(x) and the wave number k(x) are variable. For comparison, the problems are also computed using both BDIDE and BDIE.
We applied the RIBIDE/RIBIE and BDIE/BDIDE methods to some test problems on a square domain, for which an exact analytical solution, u exact , is available. Computer programs were developed by using Matlab. The exact solutions of the problems range from linear to cubic, and will be used to verify the convergence of the numerical solutions. Moreover, φ(R) = R 3 is adopted in the test examples. The total number of nodes is 81 (32 on the boundary plus 49 in the interior). Also, the top and bottom sides of the plates for all tests examples have prescribed acoustic pressure u (Dirichlet boundary conditions), while the left and right are imposed with normal velocity t (Neumann boundary conditions). The relative error and root mean square (RMS) error are calculated to check the convergence of the proposed methods:
where u approx is the numerical solution and J is the number of nodes in the computational mesh. These errors have been calculated for J = 25, 81, 289 and 1089 in all test examples.
Numerical results for non-homogeneous Helmholtz equation with variable a(x) and constant k
) and the boundary conditions
where n 1 (x) and n 2 (x) are the components of the external normal vector n(x). The exact solution for this problem is u exact (x) = x 2 1 + x 2 2 , x ∈¯ . Table 2 lists the computed values of u(x) along the middle line of the plate using RIBIDE, RIBIE, BDIDE and BDIE, Figures 3 and 4 plot the relative and RMS errors for RIBIDE and RIBIE, respectively, while Figure 5 shows the variation of u(x) along the line x 2 = 1.875. 
Test 2
Square domain¯ = {(x 1 , x 2 ) : 2 ≤ x 1 , x 2 ≤ 3}, where k(x) = 1 for x ∈¯ , a(x) = exp(x 1 + x 2 ), f (x) = exp(x 1 + x 2 )(6x 1 + 3x 2 1 + 6x 2 + 3x 2 2 ) + x 3 1 + x 3 2
and the boundary conditions
The exact solution for this problem is u exact (x) = x 3 1 + x 3 2 , x ∈¯ . Table 3 lists the computed values of u(x) along the middle line of the plate, using RIBIDE, RIBIE, BDIDE and BDIE, Figures 6 and 7 plot the relative and RMS errors for RIBIDE and RIBIE, respectively, while Figure 8 shows the variation of u(x) along the line x 2 = 2.875.
It can be seen from Tables 2 and 3 and Figures 5 and 8 that both the RIBIE and RIBIDE methods are able to generate accurate solutions in good agreement with BDIE and BDIDE results. 
Numerical results for non-homogeneous Helmholtz equation with constant a(x) and variable k(x)
In this case, when the parameter a(x) is constant, the remainder V (x, y) in Equation (10) will be zero. Therefore, the parametrix in Equation (9) is exactly the same as the fundamental solution for the Laplace equation.
Test 3
Square domain¯ = {(x 1 , 3 1 + x 3 2 )(x 1 + x 2 ) and the boundary conditions 
The exact solution for this problem is u exact (x) = x 1 + x 2 , x ∈¯ . Table 4 lists the computed values of u(x) along the middle line of the plate using RIBIDE, RIBIE, BDIDE and BDIE, Figures 9 and 10 plot the relative and RMS errors for RIBIDE and RIBIE, respectively, while Figure 11 shows the variation of u(x) along the line x 2 = 0.875.
Test 4
Square domain¯ = {(x 1 , x 2 ) : 2 ≤ x 1 , x 2 ≤ 3}, where k(x) = cos(x 1 ) + cos(x 2 ) for x ∈¯ , a(x) = 1, f (x) = (cos(x 1 ) + cos(x 2 ))(x 1 + x 2 ) and the boundary conditions
The exact solution for this problem is u exact (x) = x 1 + x 2 , x ∈¯ . Figure 14 shows the variation of u(x) along the line x 2 = 2.875.
From Tables 4 and 5 and Figures 11 and 14 , it is clear that both the RIBIE and RIBIDE methods are able to generate accurate solutions in good agreement with BDIE and BDIDE results.
Numerical results for non-homogeneous Helmholtz equation with both a(x) and k(x) variable
In this final case, when both the material parameter a(x) and wave number k(x) are variable, the parametrix in Equation (9) Figure 11 . Acoustic pressure distribution along the line x 2 = 0.875. Figure 14 . Acoustic pressure distribution along the line x 2 = 2.875.
Test 5
Square domain¯ = {(x 1 ,
and the boundary conditions
t(x) = (exp(x 1 + x 2 ))(n 1 (x) + n 2 (x)) for x 1 = 1 or
The exact solution for this problem is u exact (x) = x 1 + x 2 , x ∈¯ . Figure 17 shows the variation of u(x) along the line x 2 = 1.875.
Test 6
) and the boundary conditions:
t(x) = 2(exp(x 1 + x 2 ))(x 1 n 1 (x) + x 2 n 2 (x)) for x 1 = 1 or x 1 = 2; 1 ≤ x 2 ≤ 2.
The exact solution for this problem is u exact (x) = x 2 1 + x 2 2 , x ∈¯ . Table 7 lists the computed values of u(x) along the middle line of the plate using RIBIDE, RIBIE, BDIDE and BDIE, Figures 18 and 19 plot the relative and RMS errors for RIBIDE and RIBIE, respectively, while Figure 20 shows the variation of u(x) along the line x 2 = 1.875. Figure 17 . Acoustic pressure distribution along the line x 2 = 1.875. Table 7 . Computed acoustic pressure along line of x 2 = 1.5. It can be seen from Tables 6 and 7 and Figures 17 and 20 that both the RIBIE and RIBIDE methods are able to generate accurate solutions in good agreement with the BDIE and BDIDE results. It is important to point out that the numerical integration of the RIM in Matlab is very fast and can save a substantial amount of computational time in comparison to both BDIDE and BDIE. It is noticed that the RIBIE produces better results than RIBIDE in all tests. Moreover, the relative and RMS errors in tests 1-7 show that both the RIBIE and RIBIDE methods are convergent with mesh refinement and, in general, the RMS error is lower than the relative error, as expected. 
Conclusion
In this paper, the BDIE/BDIDE and RIBIE/RIBIDE formulations are derived and implemented for solving the 2D Helmholtz equation with variable coefficients. Three different cases have been solved; when the parameter a(x) is variable (with constant or variable wave number k), a parametrix is adopted in the formulation. However, when the parameter is constant (with the variable wave number), the standard fundamental solution for the Laplace equation is used.
Numerical test examples show that accurate computational results can be achieved using both BDIE and BDIDE methods. The boundary and domain integrals in the formulations have a weak singularity. To calculate the boundary integrals, we used a standard Gaussian quadrature rule. For the domain integrals, we have implemented a Gaussian quadrature rule with Duffy transformation by mapping the triangles into squares and eliminating the weak singularity. One of the most important advantages of the BEM is that no internal discretization of the domain is required. This advantage, however, is generally lost for both BDIE and BDIDE methods.
Using the RIM, it is possible to transform the domain integrals that appear in both BDIE and BDIDE methods into equivalent boundary integrals, thus retaining the boundary-only character of the standard BEM. Moreover, the RIM removes the weak singularities appearing in both domain integrals, simplifying and speeding up the calculation of the integrals. Numerical results showed that both the RIBIE and RIBIDE methods are able to generate accurate solutions in good agreement with BDIE and BDIDE results.
