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Lebesgue measure and integration theory on
non-archimedean real closed fields with archimedean value
group
Tobias Kaiser
Abstract. Given a non-archimedean real closed field with archimedean value group which contains the reals, we
establish for the category of semialgebraic sets and functions a full Lebesgue measure and integration theory such
that the main results from the classical setting hold. The construction involves methods from model theory, o-
minimal geometry and valuation theory. We set up the construction in such a way that it is determined by a section
of the valuation. If the value group is isomorphic to the group of rational numbers the construction is uniquely
determined up to isomorphism. The range of the measure and integration is obtained in a controlled and tame way
from the real closed field we start with. The main example is given by the case of the field of Puiseux series where
the range is the polynomial ring in one variable over this field.
Introduction
In the last two decades an abstract integration theory in algebraic and non-archimedean geometry, named motivic
integration, has been set up to solve deep geometric problems. It has been introduced by Kontsevich in 1995 and
was further developed by Denef and Loeser [18], by Cluckers and Loeser [8, 9] and others to obtain, using geometry,
valuation theory and model theory, a measure and integration theory on Henselian discretely valued fields (for
example p-adic integrals). Next, Hrushovski and Kazhdan [29] have defined motivic integration for algebraically
closed valued fields and Yimu Yin [42] has developed an analogue for o-minimal valued fields. The ranges of motivic
integration are abstract spaces as Grothendieck rings of definable sets. We refer to Cluckers et al. [13, 14] for an
overview on motivic integration, especially to the introduction of their Volume I.
We develop a measure and integration theory in Lebesgue’s style for the setting of ordered fields. Since every ordered
field distinct from the field of reals is totally disconnected and not locally compact one has to restrict to a tame
setting to have a chance to develop reasonable analysis. There exists a nice differential calculus in semialgebraic
geometry over arbitrary real closed fields (see Bochnak et al. [3, 2.9]) or, more general, in o-minimal structures over
(necessarily real closed) fields (see Van den Dries [19, Chapter 7]). For semialgebraic or o-minimal geometry over
the reals the classical Lebesgue measure and Lebesgue integration is available and has been successfully used for
geometric questions (see for example Yomdin and Comte [43]). One can also establish easily a Lebesgue measure
and integration theory for an archimedean real closed field by embedding the latter into the field of reals (the
construction can be also performed via the classical limit process, see [31]). But for general, i.e. non-archimedean,
real closed fields such an integration theory does not exist so far. There have been defined real valued measures
(see Hrushovski et al. [30]) and integration of piecewise constant definable functions with respect to the Euler
characteristic in a motivic style (see Bro¨cker [6] and Cluckers and Edmundo [7]), but these measures lack several
analytic and geometric properties of the Lebesgue measure. Preceeded by work of Berarducci and Otero [2] and of
Fornasiero and Vasquez Rifo [26], Marˇ´ıkova´ and Shiota [38, 39] have introduced via a limit process, mimicking the
construction of the Lebesgue measure on the reals, a restricted measure for definable sets in o-minimal fields. It is
defined for bounded sets and the range is just a semiring. They obtain a partial transformation formula. Recently,
Costin, Ehrlich and Friedman [16] have developed an integration theory on the surreals in the univariate case. They
also show that a reasonable integration theory in the non-archimedean setting requires in general a tame setting.
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Given a non-archimedean real closed field with archimedean value group which contains the reals, we are able to
construct a full Lebesgue measure and Lebesgue integration theory for the category of semialgebraic sets and func-
tions with good control over the range such that the main properties of the real Lebesgue measure and integration
hold:
The Lebesgue measure for semialgebraic sets on such a field is finitely additive, monotone, translation invariant and
reflects elementary geometry. The latter means, for instance, that the measure of an interval is, as it should be, the
length of the interval.
The Lebesgue integral in this setting is linear, the transformation formula, Lebesgue’s theorem on dominated conver-
gence and the fundamental theorem of calculus hold with the necessary adjustments. (For example, for Lebesgue’s
theorem we have to work, as usual in semialgebraic geometry, with one-parameter families instead of sequences.)
Moreover, a version of Fubini’s theorem can be established.
Our construction relies on results and methods from model theory, o-minimal geometry and valuation theory.
First we want to mention that such a Lebesgue measure and integration theory cannot in general be performed
inside a given real closed field, the integrals take necessarily values outside the given field. This can be seen by
looking at the function x 7→ ∫ x
1
dt/t for x > 0. A very basic version of the transformation formula gives that this
function defines a logarithm. But on certain real closed fields there are no reasonable logarithms with values in the
field (see Kuhlmann et al. [35]). Moreover, assuming very basic facts for the measure as the above property that
the measure of an interval is its length, it cannot be σ-additive if the range is an ordered ring extension (consider
the cut of the given field obtained by the natural numbers and the infinitely large elements). So a construction via
a limit process is not possible.
We show that, given a non-archimedean real closed field R with archimedean value group which contains the reals,
it is enough to work in the immediate maximal extension (see for example Kaplansky [34]) with respect to the
standard real valuation and then to add a logarithm to obtain the range for a reasonable measure and integration
theory.
The basic idea of the construction of the measure (and similarly of the integral) is the following:
Let A be a semialgebraic subset of some Rn. Then A can be expressed by a formula in the language of ordered
rings augmented by symbols for the elements of R (by Tarski even by finitely many equalities and inequalities
of polynomials over R). Replacing the tuple a of elements from R involved in this formula by variables, we get
a parameterized semialgebraic family of subsets of Rn. For this family we can apply the results of Comte, Lion
and Rolin [15, 37] (see also the related work of Cluckers and D. Miller [10, 11, 12]) and obtain that the function
F given by computing the Lebesgue measure of the members of the family is given by a polynomial in globally
subanalytic functions depending on the parameter and their logarithms (see Van den Dries and Miller [24] for the
notion of globally subanalytic sets and functions). Now we want to plug in the above tuple a in this function and to
declare this as the Lebesgue measure of the given set A. For that purpose we need a suitable extension of R where
this can be done in a reasonable way. One could think of some ultrapower of R containing R. Here we would enter
non-standard measure and integration theory (see for example Robinson [41] and Cutland [17]). But by this abstract
choice we would loose control about the values obtained by measuring and integrating. Instead, we use the work of
Van den Dries, Macintyre and Marker [21, 22, 23] and choose the following embedding, carried out in two steps.
Let Γ be the value group of R with respect to the standard real valuation. Then we embed R into the power series
field R((tΓ)). This is a model of the theory Tan of the o-minimal structure Ran (see [24]; the sets definable in Ran
are exactly the globally subanalytic sets), so that we can evaluate the globally subanalytic functions at the tuple a.
Since Γ is archimedean there is an order preserving embedding of Γ in the additive group of the reals. Hence we can
view R((tΓ)) as a subfield of R((tR)). The latter is finally embedded in the field R((t))LE of logarithmic-exponential
series (in short LE-series). From the description of F and the definition of the logarithm on power series we see
that F (a) lies in the ring R((tΓ))
[
log(tΓ)]. With Γ viewed as a subgroup of R, the properties of the logarithm on
the field of LE-series give that the latter ring equals R((tΓ))
[
X
]
where X := log(t−1) is independent over R((tΓ)).
We call this polynomial algebra over R((tΓ)) the Lebesgue algebra of R.
Every such choice of an embedding of the given real closed field into the field R((tLE)) gives a Lebesgue measure and
integral (with all the desirable properties). To compare the construction obtained by different choices of embeddings,
we introduce a natural notion of equivalence. We call the Lebesgue measure, respectively integral, with respect to
different embeddings isomorphic if they are the same up to an isomorphism of the range, i.e. of the Lebesgue algebra.
We prove that we obtain isomorphy up to the choice of a section for R; i.e. a group homomorphism from the value
group of R into the multiplicative group of its positive elements that is compatible with the valuation. Hence we can
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describe the Lebesgue measure and integral in internal terms of the given real closed field. Moreover, if the value
group is given by the rationals then the construction is, up to isomorphisms, uniquely determined. In the case that
the given field is the field P of real Puiseux series or convergent real Puiseux series, we obtain a nice restriction of
the range of the measure and the integral; it is given by the polynomial ring P[X ] in one variable over P.
We have explained how we construct the measure (and similarly the integral). Now we explain why the above
mentioned results from classical Lebesgue measure theory and integration theory hold in our setting, independently
from the chosen section. The above function F is definable in the o-minimal structure Ran,exp (see [21, 24] for this
important structure). We have embedded R into the non-standard model R((tLE)) of the theory Tan,exp of Ran,exp to
plug in the tuple a. We formulate the properties of classical Lebesgue measure and integration theory as statements
in the natural language of Ran,exp and can then transfer these results to this non-standard model. But we want to
obtain the results for raw data from R. This reduction requires some work using the set-up of the construction and
o-minimality.
The condition that the given real closed field R contains the reals was introduced to keep the technical details at a
reasonable level. Note that the real numbers can be adjoined in a unique way to an arbitrary real closed field and
that the value group stays the same (see Prieß-Crampe [40, III §1]).
The paper is organized as follows. After introducing the notations and terminology used throughout the work, we
present and develop in Section 1 the setting and background for our constructions and results. We cover archimedean
ordered abelian groups, the standard real valuation on real closed fields, the theory of power series fields over the
reals including the construction of the partial logarithm, the o-minimal structures Ran and Ran,exp, and, finally, the
results on integration of parameterized definable functions. Section 2 is devoted to the construction of the measure
and the integral, and their elementary properties are shown. The construction is performed with respect to a certain
tuple of raw data called Lebesgue datum. We define in Section 3 a natural notion of equivalence between the results
obtained from different Lebesgue data. We show that our construction does only depend on the choice of a section
for the given real closed field. In the case that the value group is the group of rationals we obtain actually that the
constructions are isomorphic. We present the main example given by the geometrically significant field of Puiseux
series. Moreover, we consider extensions of real closed fields and the behaviour of the constructed measure with
respect to the standard part map.
For the rest of the paper we develop our theory for the field P of real Puiseux series to keep the notations at
a reasonable level. The functions obtained by integrating are given by so-called constructible functions (compare
with Cluckers and D. Miller [10, 11, 12]). We introduce in Section 4 these functions on P which takes values in
the polynomial ring P[X ] and develop the necessary analysis. This requires some work since we deal with a kind
of hybrid of the Tan-model P and the Tan,exp-model R((t
LE)). We use these results in Section 5 to present the
main theorems of integration, namely the transformation formula, Lebesgue’s theorem on dominated convergence,
the fundamental theorem of calculus and Fubini’s theorem. The final Section 6 is devoted to an application. We
exploit the smoothing properties of convolution to show an approximation result for unary functions definable in
the Tan-model P.
In upcoming papers we deal with the case of arbitrary non-archimedean real closed fields including the surreals,
develop integration on semialgebraic manifolds including Stokes’ theorem and apply the measure and integration
theory on the field of Puiseux series to geometric questions on semialgebraic sets over the reals.
Notations
Throughout the paper we assume basic knowledge of the theory of real closed fields and semialgebraic geometry
(see [3]), of o-minimal structures (see Van den Dries [19]), of model theory (see Hodges [28]) and of measure and
integration theory (see Bauer [1] and Bourbaki [4, 5]).
By N =
{
1, 2, 3, . . .
}
we denote the set of natural numbers and by N0 =
{
0, 1, 2, . . .
}
the set of natural numbers
with 0.
Let R be a real closed field. We set R∗ := {x ∈ R | x 6= 0}, R>0 := {x ∈ R | x > 0} and R≥0 := {x ∈ R | x ≥ 0}. For
a, b ∈ R with a < b let ]a, b[R=]a, b[:= {x ∈ R | a < x < b} be the open and [a, b]R = [a, b] := {x ∈ R | a ≤ x ≤ b}
be the closed interval with endpoints a and b. By |x| we denote the euclidean norm of x ∈ Rn.
Given a subset A of Rn we denote by 1A the characteristic function of A. For a function f : R
n → R we set
f+ := max(f, 0) and f− := max(−f, 0). By graph(f) we denote the graph of f . If f is non-negative we call
3
subgraph(f) :=
{
(x, s) ∈ Rn+1 | 0 ≤ s ≤ f(x)} the subgraph of f . For A ⊂ Rq+n and t ∈ Rq we set At := {x ∈
Rn | (t, x) ∈ A}. For f : Rq+n → R and t ∈ Rq we define ft : Rn → R, ft(x) = f(t, x). By Dϕ we denote the
Jacobian of a partially differentiable function ϕ : U → Rn where U ⊂ Rm is open (in the euclidean topology).
Let R[X ] be the polynomial ring over R in one variable. We equip the polynomial ring with the standard degree
deg and set R[X ]≤n := {f ∈ R[X ] | deg(f) ≤ n
}
for n ∈ N0.
Let Lor =
{
+,−, ·, <, 0, 1} be the language of ordered rings. By Tarski, the theory of real closed fields has quantifier
elimination in this language. Given a formula ϕ in the language, the notation ϕ(x1, . . . , xn) indicates that the free
variables of ϕ are among the variables x1, . . . , xn.
Given an extension R ⊂ S of real closed fields and a semialgebraic subset A of Rn or a semialgebraic function
f : Rn → R we denote by AS and fS the canonical lifting of A and f to S, respectively (see [3, Chapter 5]).
The above notations are used analogously in other situations if applicable.
Finally, by ∞ we denote an element that is bigger than every element of a given ordered set.
1 Preparations
In this section we present and develop the necessary background for the constructions and results of the paper.
1.1 Ordered abelian groups
An ordered abelian group is an additively written abelian group with total ordering ≤ which is compatible with
the addition. We refer to Prieß-Crampe [40, Kapitel I] and Fuchs [27, Kapitel IV] for more information and the
proofs of the results below.
Let Γ be an ordered abelian group. The group Γ is divisible if for every γ ∈ Γ and n ∈ N there is some δ ∈ Γ with
nδ = γ. Divisibility holds if and only if Γ is a Q-vector space.
The absolute value of γ ∈ Γ is defined by |γ| := max{γ,−γ}. The group Γ is called archimedean if for every
γ, δ ∈ Γ \ {0} there is some n ∈ N with |γ| ≤ n|δ|.
1.1 Fact (Ho¨lder)
Assume that Γ is archimedean. Then there is an embedding Γ →֒ (R,+) of ordered groups.
So the archimedean ordered abelian groups are, up to isomorphisms of ordered groups, precisely the subgroups of
the additive group of R.
Moreover, given γ ∈ Γ>0 there is a uniquely determined embedding ϕ : Γ →֒ (R,+) of ordered groups with ϕ(γ) = 1.
1.2 Standard real valuation
Let R be real closed field. It is called archimedean if the ordered group (R,+) is archimedean. We refer to [27,
Kapitel VII] for the following.
1.2 Fact (Ho¨lder)
Assume that R is archimedean. Then there is a unique field embedding R →֒ R.
Let R be an arbitrary real closed field. The set
OR :=
{
f ∈ R | −n ≤ f ≤ n for some n ∈ N}
of bounded elements of R is a valuation ring of R with maximal ideal
mR :=
{
f ∈ R | −1/n < f < 1/n for all n ∈ N}
consisting of the infinitesimal elements of R. Note that OR is a convex subring of R. Let vR : R∗ → R∗/O∗R be
the corresponding valuation with value group ΓR := R
∗/O∗R. It makes R an ordered valued field, meaning that
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0 < f ≤ g implies vR(f) ≥ vR(g). Note that the value group ΓR is divisible and that ΓR = {0} if and only if R is
archimedean. We denote the residue field OR/mR by κR. The residue field is an archimedean real closed field. If R
contains the reals then κR = R.
A section for R is a homomorphism from the the value group ΓR to the multiplicative group R>0 such that
vR(s(γ)) = γ for all γ ∈ ΓR. Since ΓR is divisible there is always a section for R.
1.3 Power series fields over the reals
We refer to [40, Kap. II §5] and Van den Dries et al. [21, Section 1.2] for the following.
Let Γ = (Γ,+) be an additively written ordered abelian group. We consider the power series field R := R((tΓ)).
The elements of R are the formal power series f = ∑γ∈Γ aγtγ with exponents γ ∈ Γ and coefficients aγ ∈ R such
that the support of f , supp(f) := {γ ∈ Γ | aγ 6= 0}, is a well-ordered subset of Γ.
Field structure: The addition given by
(∑
γ∈Γ
aγt
γ
)
+
(∑
γ∈Γ
bγt
γ
)
=
∑
γ∈Γ
(aγ + bγ)t
γ
and the multiplication given by
(∑
γ∈Γ
aγt
γ
) · (∑
γ∈Γ
bγt
γ
)
=
∑
γ∈Γ
(
∑
α+β=γ
aαbβ)t
γ
establish a field structure on R (note that for every γ ∈ Γ the sum ∑α+β=γ aαbβ is finite since the supports are
well-ordered). In particular, tγ · tδ = tγ+δ for all γ, δ ∈ Γ. We identify R with a subfield of R by the field embedding
R →֒ R, a 7→ at0.
Ordering: By setting
∑
γ∈Γ aγt
γ <
∑
γ∈Γ bγt
γ if aδ < bδ where δ = min
{
γ ∈ Γ | aγ 6= bγ
}
, the field R becomes an
ordered field.
The ordered field R is real closed if and only if Γ is divisible. From now on we assume this.
Valuation: The valuation vR is given by ord : R∗ → Γ, f 7→ min
(
supp(f)
)
. We have ΓR = Γ,
OR = R((tΓ≥0)) :=
{
f ∈ R | supp(f) ⊂ Γ≥0
}
and
mR = R((t
Γ>0)) :=
{
f ∈ R | supp(f) ⊂ Γ>0
}
.
Note that κR = R.
1.3 Fact
Let R be a real closed field that contains the reals and let R := R((tΓR)). Let s : ΓR → R>0 be a section for R.
Then there is a field embedding σ : R →֒ R such that σ(s(γ)) = tγ for all γ ∈ ΓR. Such an embedding is valuation
and order preserving.
We say that σ is an embedding with respect to the section s. Note that it is in general not uniquely determined.
Note also that such an embedding is the same as having a valuation preserving embedding with tΓ in its image.
The power series field R = R((tΓ)) carries a partial logarithm
logR = log :
(
R>0 +mR, ·
) ∼=−→ (OR,+)
extending the logarithm on the reals (compare with [21, Section 1.2] and S. Kuhlmann [36]) which is defined as
follows:
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Let f ∈ R>0+mR. Then there are unique a ∈ R>0 and h ∈ mR such that f = a(1+h). Then log(f) = log(a)+L(h)
where
L(x) =
∞∑
j=1
(−1)j+1
j
xj
is the logarithmic series.
The partial logarithm gives an order isomorphism between the multiplicative group of positive units of the ordered
valuation ring OR and the additive group of the latter. Its inverse is given by the partial exponential function.
1.4 The o-minimal structures Ran and Ran,exp
For n ∈ N0 let R{x1, . . . , xn} denote the ring of convergent real power series in n variables and
R〈x1, . . . , xn〉 :=
{
f ∈ R{x1, . . . , xn}
∣∣∣ f converges on a neighbourhood of [−1, 1]n}.
Note that we obtain in the case n = 0 the real field R. Given f ∈ R〈x1, . . . , xn〉, the function
f˜ : Rn → R, x 7→


f(x), x ∈ [−1, 1]n,
if
0, x /∈ [−1, 1]n,
is called a restricted analytic function. (Note that R0 = {0}.)
The language Lan is obtained by augmenting the language Lor =
{
+,−, ·, <, 0, 1} of ordered rings by a function
symbol for every restricted analytic function. Let Ran be the natural Lan-structure on the real field. Sets resp.
functions definable in Ran are the globally subanalytic sets resp. functions. These are the sets resp. functions that
are subanalytic in the ambient projective space (see Van den Dries and Miller [24, p. 505]). The Lan-theory Th(Ran)
is denoted by Tan.
Let R be a model of Tan. We call subsets and functions that are Lan-definable in R, again globally subanalytic.
Note that a model R of Tan is real closed and contains the reals. Semialgebraic sets and functions are globally
subanalytic.
Let L†an be the extension by definition of Lan by a unary function symbol −1 for multiplicative inverse and let L‡an
be the extension by definitions of L†an by unary functions symbols n√ for n-th root where n ∈ N with n ≥ 2. These
functions are interpreted in R in the obvious way. By [21], the theory Tan has quantifier elimination in the language
L†an and is universally axiomatizable in the language L‡an. From this one obtains the following.
1.4 Fact
Let R be a model of Tan and let A ⊂ R. Then the L‡an-substructure 〈A〉R of R generated by A is a model of Tan.
Examples for models of Tan are given by fields of power series.
1.5 Fact
Let Γ be an ordered abelian group that is divisible. The real closed field R := R((tΓ)) has a natural expansion to a
model of Tan. The restricted logarithm is given by logR |]1/2,3/2[R .
We write Ran = R((tΓ))an if we view the power series field over R as a model of Tan.
1.6 Proposition
(1) Let R be a real closed field containing the reals. Assume that R has archimedean value group. Then there is
at most one Lan-structure on R making it to a model of Tan.
(2) Let R,S be models of Tan with archimedean value groups. Then a field embedding ϕ : R →֒ S is an Lan-
embedding. Assuming that ΓR 6= {0} if ΓS 6= {0} we obtain that ϕ is continuous.
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(3) Let Γ be an archimedean ordered group that is divisible and let R be a real closed subfield of R := R((tΓ)).
Then R is dense in 〈R〉R.
Proof:
(1): Let n ∈ N, let f ∈ R〈x1, . . . , xn〉 and let a = (a1, . . . , an) ∈ Rn. We have to show that f˜(a) can be defined only
in one way once we want to establish an Lan-structure on R making it into a Tan-model. By the axiomatization of
Tan (see [21, Section 2]), in particular by Axiom AC4) there, it is enough to show this for a ∈ mnR.
Let f =
∑
α∈Nn
0
aαx
α. For N ∈ N let fN :=
∑
||α||≤N aαx
α ∈ R[x1, . . . , xn] and gN := f − fN . Then there is some
CN ∈ R>0 such that |gN (x)| ≤ CN |x|N for all x ∈ [−1, 1]n. We have, again by the axiomatization of Tan, that
f˜(a) − f˜N (a) = g˜N(a) for N ∈ N. Let γ := vR(|a|) ∈ Γ>0 ∪ {∞} where Γ := ΓR. Then vR(g˜N (a)) ≥ Nγ. Since
Γ is archimedian we see that limN→∞ g˜N (a) = 0 (in the order topology). So f˜(a) = limN→∞ f˜N(a). The values
f˜N(a) = fN(a) are uniquely determined in R since these functions are polynomials. So there is only one choice for
f˜(a).
(2): Since ϕ is clearly an embedding of real closed fields we have to show the following. Let n ∈ N and let
f ∈ R〈x1, . . . , xn〉. Then ϕ
(
f˜(a1, . . . , an)
)
= f˜
(
ϕ(a1), . . . , ϕ(an)
)
for a = (a1, . . . , an) ∈ Rn. Again, it is enough to
show this for a ∈ mnR. For N ∈ N let fN and gN be defined as above. We obtain that for N ∈ N
ϕ
(
f˜(a)
)− f˜(ϕ(a)) = ϕ(f˜N (a) + g˜N (a))− (f˜N(ϕ(a)) + g˜N(ϕ(a)))
=
(
ϕ
(
f˜N (a)
)
+ ϕ
(
g˜N (a)
))− (f˜N(ϕ(a))+ g˜N(ϕ(a)))
= ϕ
(
g˜N(a)
)− g˜N(ϕ(a)) =: bN .
Since |a| is infinitesimal we obtain that ϕ(|a|) = |ϕ(a)| is infinitesimal and hence
δ := vS(ϕ(|a|)) ∈ ΓS ∪ {∞}
is positive. From |g˜N(ϕ(a))| ≤ C|ϕ(a)|N we obtain that
vS
(
g˜N (ϕ(a))
) ≥ Nδ.
From |g˜N (a)| ≤ C|a|N we obtain ϕ(g˜N (a)) ≤ C
(
ϕ(|a|))N and therefore
vS
(
ϕ
(
g˜N(a)
)) ≥ Nδ.
Since ΓS is archimedean and δ > 0 we see that limN→∞ bN = 0. This shows that ϕ
(
f˜(a)
)
= f˜
(
ϕ(a)
)
.
For the second statement we assume that ΓR 6= {0}. It is enough to show that ϕ is continuous at 0. Choose an
infinitesimal element x0 of R>0. Then y0 := ϕ(x) ∈ S>0 is also infinitesimal. Let ε ∈ S>0. Since ΓS is archimedean
we find some n ∈ N such that yn0 < ε. Setting δ := xn0 we obtain |ϕ(x)| < ε for x ∈ R with |x| < δ.
(3): We define the sequence (Rk)k∈N0 recursively by R0 := R and letting Rk+1 be the field generated over Rk by the
elements h(a) where h is an n-ary function symbol in L‡an, a ∈ Rnk and n ∈ N. In the proof of (1) we have seen that
we find a sequence (cN )N∈N in Rk such that limN→∞ cN = h(a) if h corresponds to a restricted analytic function.
Dealing then with sums, products, inverses and arbitrary roots one sees that Rk is dense in Rk+1 and that the value
group does not enlarge. Since 〈R〉R =
⋃
k∈N0
Rk we obtain the claim. 
Let Lan,exp be the extension of Lan by a unary function symbol exp for the exponential function and let Ran,exp be
the natural Lan,exp-structure on the real field. Its theory Th(Ran,exp) is denoted by Tan,exp. Let Lan,exp,log be the
extension by definition of Lan,exp by a unary function symbol log with the natural interpretation on R. By [21], the
theory Tan,exp has quantifier elimination and is universally axiomatizable in the language Lan,exp,log.
The theory Tan,exp extends the theory Tan.
An important non-standard model of Tan,exp is the field of logarithmic-exponential series (or field of LE-series)
R((t))LE introduced by Van den Dries et al. [22]. It contains series of the form
t−1e1/t + 2e1/t + t−1/2 − log t+ 6 + t+ 2t2 + . . .+ e−1/t2 − te−1/t2 + . . .+ e−e1/t .
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We need the following:
1.7 Fact
The power series field R((tR))an is an Lan-substructure of R((t))LE. The logarithm on R((t))LE extends the partial
logarithm on R((tR)). For r ∈ R we have that log(tr) = r log(t) with log(t) ∈ R((t))LE transcendental over R((tR)).
1.5 Integration of parameterized definable functions
Comte, Lion and Rolin [15] (see also Lion and Rolin [37]) have shown the following seminal theorem:
1.8 Fact
Let n, k ∈ N with k ≤ n and let q ∈ N0. Let A ⊂ Rq+n be globally subanalytic such that dim(At) ≤ k for all t ∈ Rq.
The following holds:
(1) The set
Fink(A) :=
{
t ∈ Rq | volk(At) <∞}
is globally subanalytic.
(2) There are r ∈ N, a real polynomial P in 2r variables and globally subanalytic functions ϕ1, . . . , ϕr : Fink(A)→
R>0 such that
volk(At) = P
(
ϕ1(t), . . . , ϕr(t), log(ϕ1(t)), . . . , log(ϕr(t))
)
for all t ∈ Fink(A).
Here volk denotes the k-dimensional Hausdorff measure on R
n. It is also shown that the set Fink(A) is semialgebraic
if A is semialgebraic. A function is called constructible if it is a finite sum of finite products of globally subanalytic
functions and logarithms of positive globally subanalytic functions (see Cluckers and D. Miller [10, 11, 12]). We
need the following version of the above theorem (where λn denotes the Lebesgue measure on R
n):
1.9 Corollary
Let n ∈ N and let q ∈ N0.
(A) Let A ⊂ Rq+n be globally subanalytic. The following holds:
(1) The set
Fin(A) :=
{
t ∈ Rq | λn(At) <∞}
is globally subanalytic.
(2) There is a constructible function g : Rq → R such that λn(At) = g(t) for all t ∈ Fin(A).
(B) Let f : Rq+n → R be globally subanalytic. The following holds:
(1) The set
Fin(f) :=
{
t ∈ Rq ∣∣ ∫
Rn
|ft(x)| dλn(x) <∞
}
is globally subanalytic.
(2) There is a constructible function h : Rq → R such that∫
Rn
ft(x) dλn(x) = h(t)
for all t ∈ Fin(f).
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Proof:
(A) is Fact 1.8 in the case k = n.
(B) We use the following from Lebesgue integration theory. Let g : Rn → R≥0 be measurable. Then
∫
Rn
g(x) dλn(x) =
λn+1
(
subgraph(g)
)
. Applying this to f+ and f− we are done by (A). 
We have that Fin(f) is semialgebraic if f is semialgebraic (see also [32, Theorem 2.2]). Moreover in this case, one
has more detailed information on the constructible functions obtained by integrating (see [33]). But we will not
need this.
Cluckers and D. Miller [10, 11, 12] have extended the work of Comte et al.:
1.10 Fact
Let n ∈ N and let q ∈ N0. Let f : Rq+n → R be constructible. The following holds:
(1) There is a constructible function g : Rq → R such that
Fin(f) :=
{
t ∈ Rq∣∣ ∫
Rn
|ft(x)| dλn(x) <∞
}
equals the zero set of g.
(2) There is a constructible function h : Rq → R such that∫
Rn
ft(x) dλn(x) = h(t)
for all t ∈ Fin(f).
2 Construction of the measure and the integral
Let R be a real closed field with value group Γ := ΓR. We assume that R contains the reals and that Γ is
archimedean.
2.1 Lebesgue data
2.1 Definition
A Lebesgue datum for R is a tuple α =
(
s, σ, τ
)
where s : Γ→ R>0 is a section for R, σ : R →֒ R((tΓ)) is a field
embedding with respect to s and τ : Γ →֒ (R,+) is an embedding of ordered groups.
The field embedding
Θα : R →֒ R((tΓ)) →֒ R((tR)) →֒ R((t))LE
where
(a) R →֒ R((tΓ)) is given by σ,
(b) R((tΓ)) →֒ R((tR)) is given by ∑γ∈Γ aγtγ 7→∑δ∈τ(Γ) aτ−1(δ)tδ and
(d) R((tR)) →֒ R((t))LE is the inclusion
is called the associated Lebesgue embedding.
Note that by Fact 1.1 and Fact 1.3 the field R has a Lebesgue datum. In the case that R = R there is only one
Lebesgue datum which is trivial.
For the rest of the section we fix a Lebesgue datum α = (s, σ, τ) for R with the associated Lebesgue embedding
Θ := Θα : R→ R((t))LE. Via the embedding Θ we view R as a subfield of R((t))LE. The latter field is abbreviated
by S for the following.
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2.2 Construction of the measure and elementary properties
2.2 Construction
Let A ⊂ Rn be semialgebraic. We define its measure
λR,n(A) = λ
α
R,n(A) ∈ S≥0 ∪ {∞}
as follows. Take a formula φ(x, y) in the language of ordered rings, x = (x1, . . . , xn), y = (y1, . . . , yq), and a point
a ∈ Rq such that A = φ(Rn, a). Then the graph of the function F : Rq → R given by
F (c) := λn
(
φ(Rn, c)
)
if λn
(
φ(Rn, c)
)
<∞
and F (c) = −1 otherwise, is by the results mentioned in Section 1.5 defined in Ran,exp by an Lan,exp-formula ψ(y, z).
Then the formula ψ(y, z) defines in S the graph of a function FS : Sq → S. A routine model theoretic argument
shows that FS(a) does not depend on the choices of φ, a and ψ. This allows us to define λR,n(A) := FS(a) if
FS(a) ≥ 0, and λR,n(A) =∞ otherwise (that is, FS(a) = −1).
With a common model theoretic transfer argument we obtain the usual elementary properties of the Lebesgue
measure.
2.3 Elementary properties
(1) Additivity:
Let A,B ⊂ Rn be semialgebraic and disjoint. Then λR,n(A ∪B) = λR,n(A) + λR,n(B).
(2) Monotonicity:
Let A,B ⊂ Rn be semialgebraic such that A ⊂ B. Then λR,n(A) ≤ λR,n(B).
(3) Translation invariance:
Let A ⊂ Rn be semialgebraic and let c ∈ Rn. Then λR,n(A+ c) = λR,n(A).
(4) Product formula:
Let A1 ⊂ Rm and A2 ⊂ Rn be semialgebraic. Then
λR,m+n(A1 ×A2) = λR,m(A1)λR,n(A2).
(5) Volume of cubes:
Let cj , dj ∈ R with cj ≤ dj for j ∈ {1, . . . , n}. Then
λR,n
( n∏
j=1
[cj , dj ]
)
=
n∏
j=1
(dj − cj).
(6) Infinity:
We have λR,n(R
n) =∞ for all n ∈ N.
Proof:
For the readers’ convenience we present the proof of (2):
We find formulas φ(x, y), φ˜(x, y) in the language of ordered rings, where x = (x1, . . . , xn), y = (y1, . . . , yq), and a
point a ∈ Rq such that A = φ(Rn, a) and B = φ˜(Rn, a). Consider the functions F : Rq → R given by F (c) :=
λn
(
φ(Rn, c)
)
if λn
(
φ(Rn, c)
)
< ∞ and F (c) = −1 otherwise, and F˜ : Rq → R given by F˜ (c) := λn
(
φ˜(Rn, c)
)
if
λn
(
φ˜(Rn, c)
)
<∞ and F˜ (c) = −1 otherwise. Let ψ(y, z) be an Lan,exp-formula such that ψ(Rq+1) = graph(F ), and
let ψ˜(y, z) be an Lan,exp-formula such that ψ˜(Rq+1) = graph(F˜ ). Let Σ(y) be the Lan,exp-formula
∀t ∀t˜
[(
∀x (φ(x, y)→ φ˜(x, y)) ∧ ψ(y, t) ∧ ψ˜(y, t˜))→ ((t ≤ t˜) ∧ (t = −1→ t˜ = −1))].
Then Ran,exp |= ∀y Σ(y). So S |= ∀y Σ(y) and therefore Σ(a) holds in S. By construction of the measure, we get
that λR,n(A) ≤ λR,n(B). 
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Property (5) gives that the measure of a cube is the naive volume. The same holds for other basic geometric subjects.
2.4 Example
Let B be a ball in Rn with radius r ∈ R>0. Then λR,n(B) = ωnrn where ωn is the volume of the unit ball in Rn. In
particular, we obtain in the case n = 2 that λR,2(B) = πr
2.
From semialgebraic geometry on the reals (see [32, Remark 2.1]) we obtain the following:
2.5 Proposition
Let A ⊂ Rn be semialgebraic. The following holds:
(1) λR,n(A) > 0 if and only if dim(A) = n.
(2) λR,n(A) = λR,n(A).
A semialgebraic subset A of Rn is called integrable, or is said to have finite measure if λR,n(A) < ∞. By
χR,n = χ
α
R,n we denote the collection of all semialgebraic subsets of R
n that are integrable.
2.3 Construction of the integral and elementary properties
For defining integration we perform a similar construction.
2.6 Construction
Let f : Rn → R≥0 be semialgebraic. We define its integral∫
Rn
f(x) dx =
∫ α
Rn
f(x) dx ∈ S≥0 ∪ {∞}
as follows. Take a formula φ(x, s, y) in the language of ordered rings, x = (x1, . . . , xn), y = (y1, . . . , yq), and a point
a ∈ Rq such that graph(f) = φ(Rn+1, a). We choose thereby φ(x, s, y) in such a way that φ(Rn+1, c) is the graph
of a non-negative function gc : R
n → R for every c ∈ Rq. The graph of the function F : Rq → R given by
F (c) :=
∫
Rn
gc(x) dx if
∫
Rn
gc(x) dx <∞
and F (c) = −1 otherwise, is by the results mentioned in Section 1.5 defined in Ran,exp by an Lan,exp-formula ψ(y, z).
Then the formula ψ(y, z) defines in S the graph of a a function FS : Sn → S. The model theoretic argument used
in Construction 2.2 shows that FS(a) does not depend on the choices of φ, a and ψ. This allows us to define∫
Rn
f(x) dx := FS(a) if FS(a) ≥ 0, and
∫
Rn
f(x) dx =∞ otherwise (that is, FS(a) = −1).
Applying the common model theoretic transfer argument we obtain the well-known connections to the Lebesgue
measure.
2.7 Proposition
(1) Let f : Rn → R≥0 be semialgebraic. Then∫
Rn
f(x) dx = λR,n+1
(
subgraph(f)
)
.
(2) Let A ⊂ Rn be semialgebraic. Then
λR,n(A) =
∫
Rn
1A(x)dx.
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In view of the above we often write
∫
f dλR,n or
∫
f(x) dλR,n(x) for
∫
Rn f(x) dx.
We extend the integral to semialgebraic functions that are not necessarily non-negative in the usual way. Given
f : Rn → R semialgebraic we have with f+ := max(f, 0) and f− := max(−f, 0) that f+, f− : Rn → R≥0 are
semialgebraic and that f = f+ − f−. We call f integrable if
∫
f+ dλR,n <∞ and
∫
f− dλR,n <∞. We set then∫
f dλR,n :=
∫
f+ dλR,n −
∫
f− dλR,n ∈ S.
By L1R,n = L1,αR,n we denote the set of integrable functions. Finally, we set
IntR,n = Int
α
R,n : L1R,n → S, f 7→
∫
f dλR,n.
2.8 Elementary properties
L1R,n is an R-vector space and the functional
IntR,n : L1R,n → S, f 7→
∫
f dλR,n,
is an R-linear map that is monotone.
Let A ⊂ Rn be semialgebraic and let f : A→ R≥0 be semialgebraic. As usually one defines
∫
A
f dλR,n as
∫
fˆdλR,n
where fˆ is the extension of f by 0 to Rn. Similar to above, one obtains the R-vector space L1R,n(A) = L1,αR,n(A) of
semialgebraic functions integrable over A and the linear and monotone functional L1R,n(A)→ S, f 7→
∫
A
f dλn.
From the construction of the measure and integral it is obvious that we obtain in the case R = R the usual Lebesgue
measure and integral (restricted to the semialgebraic setting).
3 Canonicity and functoriality of the construction
3.1 Canonicity of the construction
Let R be a non-archimedean real closed field with archimedean value group Γ := ΓR that contains (properly) the
reals.
We start by discussing which values are obtained as integrals.
Let α = (s, σ, τ) be a Lebesgue datum for R with the associated Lebesgue embedding
Θ := Θα : R→ R((t))LE.
As above, let R := R((tΓ)) and S := R((t))LE. Let ρα be the embedding
R((tΓ)) →֒ R((tR)),
∑
γ∈Γ
aγt
γ 7→
∑
δ∈τ(Γ)
aτ−1(δ)t
δ.
We set Rα := ρα(R) ⊂ R((tR)). Note that Rα = Rα,an is a Tan-submodel of R((tR)) and that ρα : R → Rα is an
Lan-isomorphism. Moreover, the definition of Rα does only depend on the choice of the embedding τ : Γ →֒ R. We
have that Θα(R) ⊂ Rα. We finally set 〈R〉α := 〈Θα(R)〉Rα,an . The definition of 〈R〉α does depend on all components
of α.
Let X := log(t−1) ∈ S. From the construction of the field of LE-series it follows that X is transcendental over
R((tR)) (see Fact 1.7). We have that R < X < tR<0 .
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3.1 Definition
We call Rα[X ] the Lebesgue algebra of R and 〈R〉α[X ] the volume algebra of R with respect to α.
The Lebesgue algebra and the volume algebra are R-algebras by the homomorphism Θα. The ordering on S equips
the R-subalgebras Rα[X ] and 〈R〉α[X ] with an ordering. Note that these are induced by the above cut given by X .
Moreover, we can identify Rα[X ] and 〈R〉α[X ] with the polynomial ring over Rα and 〈R〉α, respectively. Note also
that 〈R〉α[X ] is an R-subalgebra of Rα[X ].
3.2 Lemma
(1) Let f ∈ R>0. Then log(ρα(f)) ∈ −τ
(
ord(f)
)
X +ORα .
(2) Let f ∈ R>0. Then log(Θα(f)) ∈ −τ(vR(f))X +O〈R〉α .
Proof:
(1): Let γ := ord(f) ∈ Γ and let g := t−γf ∈ R. Then ρα(g) ∈ R>0 + mRα . Let r := τ(γ) ∈ R. By Section 1.3 and
Fact 1.7 we obtain
log(ρα(f)) = log(t
r) + log(ρα(g)) = −r log(t−1) + log(ρα(g)) ∈ −τ
(
ord(f)
)
X +ORα .
(2): Let f ∈ R>0 and let γ := vR(f) ∈ Γ. Since tγ ∈ σ(R) we have that
h := t−rρα(σ(f)) ∈ ρα(σ(R)) ⊂ 〈R〉α
where r := τ(γ). Since h ∈ R>0 +O〈R〉α and 〈R〉α is a model of Tan we get that log(h) ∈ O〈R〉α . We are done since
log(Θα(f)) = −rX + log(h). 
3.3 Proposition
Let A be a semialgebraic subset of Rn that is integrable. Then
λαR,n(A) ∈ 〈R〉α[X ]
with deg
(
λαR,n(A)
)
< n.
Proof:
Let F : Rq → R be a function obtained according to Construction 2.2. By Corollary 1.9 there are r ∈ N, a polynomial
Q in r variables over the ring of globally subanalytic functions on Rq and globally subanalytic functions ϕ1, . . . , ϕr
on Rq that are positive such that F (y) = Q
(
log(ϕ1(y)), . . . , log(ϕr(y))
)
for all y ∈ Rq.
Claim: One can assume that the total degree of Q is bounded by n− 1.
Proof of the claim: The case n = 1 is an easy consequence of o-minimality (see [32, Theorem 2.3]). The higher
dimensional cases follow inductively from Fubini’s theorem by the inductive integration procedure in [10]. Claim 1
So we assume that the total degree of Q is bounded by n−1. Since 〈R〉α is a model of Tan every globally subanalytic
function ϕ : Rq → R has a canonical lifting ϕ〈R〉α : 〈R〉qα → 〈R〉α (in particular, ϕ〈R〉α(a) ∈ 〈R〉α for every a ∈ 〈R〉qα).
The assertion follows now from Construction 2.2 and Lemma 3.2. 
We discuss whether and how our construction of the semialgebraic Lebesgue measure and Lebesgue integral does
depend on the choice of the Lebesgue datum. The definition of integrable sets and functions does not as we show
below.
3.4 Proposition
Let α, β be Lebesgue data for R. The following holds:
(1) Let A be a semialgebraic subset of Rn. Then A is integrable with respect to α if and only if it is integrable
with respect to β.
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(2) Let f : Rn → R be semialgebraic. Then f is integrable with respect to α if and only if it is integrable with
respect to β.
Proof:
By Proposition 2.7 it suffices to show (1). Let F : Rq → R and a ∈ Rq be according to Construction 2.2. Let
B := F−1(−1). Then B is a semialgebraic subset of Rq by Section 1.5. Since Θα,Θβ : R →֒ S are field embeddings
over the reals we get that Θα(a) ∈ BS if and only if Θβ(a) ∈ BS . This gives (1). 
From now on we write χR,n and L1R,n for the set of integrable semialgebraic subsets of Rn and of integrable
semialgebraic functions Rn → R, respectively. For the following we restrict a semialgebraic measure λαR,n to χR,n.
We introduce a natural notion of equivalence between the constructions obtained from choosing different Lebesgue
data.
3.5 Definition
(a) Let α, β be two Lebesgue data for R. We say that the semialgebraic Lebesgue measure with respect to α
and the semialgebraic Lebesgue measure with respect to β are isomorphic if there is a ring isomorphism
Φ : Rα[X ]
∼=−→ Rβ [X ] of the Lebesgue algebras such that λβR,n = Φ ◦ λαR,n for every n ∈ N. We call such an
isomorphism a Lebesgue isomorphism between the Lebesgue data α and β.
(b) We say that the semialgebraic Lebesgue measure for R is unique up to isomorphism if the semialgebraic
Lebesgue measures with respect to any Lebesgue data for R are isomorphic.
3.6 Remark
A Lebesgue isomorphism Φ : Rα[X ]
∼=−→ Rβ [X ] is an R-algebra isomorphism which is order preserving.
Proof:
Let α = (sα, σα, τα) and β = (sβ , σβ , τβ).
a) Let a ∈ R>0. We obtain by 2.3(5) and Construction 2.2 that
Φ
(
Θα(a)
)
= Φ
(
λαR,1([0, a])
)
= λβR,1([0, a]) = Θβ(a).
This shows that Φ is an R-algebra isomorphism.
b) Looking at the invertible elements of the polynomial ring we get that Φ(Rα) = Rβ . Since these fields are real
closed we obtain that Φ|Rα is order preserving. Let γ ∈ Γ<0 and let c ∈ R>0 with vR(c) = γ. Let
A :=
{
(x, y) ∈ R2 | 1 ≤ x ≤ c, 0 ≤ y ≤ 1/x}.
By Proposition 2.7(1), Construction 2.6 and Lemma 3.2(2) we obtain that
λαR,2(A) =
∫ α
[1,c]
dx/x = log
(
Θα(c)
)
= −τα(γ)X + hα
and that
λβR,2(A) =
∫ β
[1,c]
dx/x = log
(
Θβ(c)
)
= −τβ(γ)X + hβ
where hα ∈ O〈R〉α and hβ ∈ O〈R〉β . This shows that there are r ∈ R>0 and g ∈ ORβ such that Φ(X) = rX + g. By
the ordering given on Rα[X ] respectively Rβ [X ] we conclude that Φ is order preserving. 
3.7 Proposition
Assume that two Lebesgue data α and β differ only by the embedding of the value group Γ into the group of reals.
Then the semialgebraic Lebesgue measure with respect to α is isomorphic to the semialgebraic Lebesgue measure
with respect to β.
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Proof:
Let α = (s, σ, τα) and β = (s, σ, τβ). We have to find an isomorphism
Φ : Rα[X ]→Rβ [X ]
such that Φ
(
FS(Θα(a))
)
= FS
(
Θβ(a)
)
for a function F : Rq → R and a tuple a ∈ Rq obtained by applying
Construction 2.2 to a semialgebraic subset of some Rn. By Corollary 1.9(A) we know that such an F is constructible.
Via σ we can identify R with a subfield of R. By [40, Satz 5 in I §3] we find some r ∈ R>0 such that that τβ = rτα.
Claim 1: The field automorphism
G : R((tR))→ R((tR)),
∑
α∈R
aαt
α 7→
∑
α∈R
aαt
rα
is an automorphism of the Lan-structure R((tR)).
Proof of Claim 1: This follows from the definition of the Lan-structure on power series fields (see [21, Section 2]) or
from Proposition 1.6(2). Claim 1
We have that ρβ = G ◦ ρα. So G restricts to an isomorphism H : Rα,an → Rβ,an with ρβ = H ◦ ρα. The map
Φ : Rα[X ] → Rβ [X ] extending H and sending X to rX (note that log(t−r) = r log(t−1)) is an isomorphism of
the Lebesgue algebras. By the definition of a constructible function we are done by Claim 1 and establishing the
following Claim 2:
Claim 2: Let x ∈ Rα be positive. Then log
(
Φ(x)
)
= Φ
(
log(x)
)
.
Proof of Claim 2: Let δ ∈ R, a ∈ R>0 and g ∈ mRα such that x = atδ(1 + g). Since H(g) ∈ mRβ we obtain
log
(
Φ(x)
)
= log
(
H(atδ(1 + g))
)
= log
(
atrδ(1 +H(g))
)
= log(a)− rδX + L(H(g)))
Claim1
= log(a)− rδX +H(L(g))
= Φ
(
log(a)− δX + L(g))
= Φ
(
log(x)
)
.
where L denotes the logarithmic series. This shows Claim 2. Claim 2

3.8 Proposition
Let s, s′ be sections for R and let σ, σ′ : R → R be embeddings with respect to s and s′, respectively. Then there is
a valuation preserving Lan-automorphism K : Ran →Ran such that σ′ = K ◦ σ.
Proof:
We have that R is the immediate maximal extension of R (see Kaplansky [34] and [40, III §3]). Since σ, σ′ are
valuation preserving by Fact 1.3 we get by [34, Theorem 5] that there is a valuation preserving field automorphism
K : R → R such that σ′ = K ◦ σ. By Proposition 1.6(2) we obtain that K is an Lan-automorphism of Ran. 
In general, the construction of the Lebesgue measure does only depend on the choice of a section for the given real
closed field.
3.9 Theorem
Let α, β be Lebesgue data having the same section. Then the semialgebraic Lebesgue measure with respect to α is
isomorphic to the semialgebraic Lebesgue measure with respect to β.
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Proof:
Let α = (s, σα, τα) and let β = (s, σβ , τβ). By Proposition 3.7 we can assume that τα = τβ =: τ . Via τ we can
identify Γ with a subgroup of (R,+) and obtain that R = Rα = Rβ . By Proposition 3.8 there is a valuation
preserving Lan-automorphism K : Ran →Ran such that σβ = K ◦ σα.
Claim 1: We have that K(tγ) = tγ for all γ ∈ Γ.
Proof of Claim 1: Since σα and σβ are embeddings with respect to s we have that
K(tγ) = K
(
σα(s(γ))
)
= σβ(s(γ)) = t
γ
for all γ ∈ Γ. Claim 1
Mapping X 7→ X we extend K to an isomorphism Φ : R[X ] → R[X ]. As in the proof of Proposition 3.7 we are
done once the following Claim 2 is established:
Claim 2: Let x ∈ R>0. Then log
(
Φ(x)
)
= Φ
(
log(x)
)
.
Proof of Claim 2: Let γ ∈ Γ, a ∈ R>0 and h ∈ mR such that x = atγ(1 + h). We obtain
log
(
Φ(x)
)
= log
(
K
(
(atγ(1 + h)
))
= log
(
K(tγ)
)
+ log(a) + L
(
K(h)
)
Claim 1
= log
(
tγ
)
+ log(a) + L
(
K(h)
)
= −γX + log(a) +K(L(h))
= Φ
(
log(a)− γX + L(h))
= Φ
(
log(x)
)
.
where L denotes the logarithmic series. Claim 2

Theorem 3.9 is the best we can hope for in the case that the value group is not isomorphic to the rationals.
3.10 Theorem
Assume that rank(Γ) > 1. Then the semialgebraic Lebesgue measure is not unique up to isomorphism.
Proof:
Let γ ∈ Γ<0 and let τ : Γ →֒ R be an embedding with τ(γ) = −1. Choose an element δ ∈ Γ<0 that is linearly
independent from γ and let ζ := −τ(δ). Then ζ is irrational. We choose distinct elements a, b, b′ ∈ R>0 such that
vR(a) = γ and vR(b) = vR(b
′) = δ. Let s be a section for R that maps γ to a and δ to b. Let s′ be a section for R
that maps γ to a and δ to b′. This is possible since γ and δ are linearly independent. Let σ, σ′ : R → R be field
embeddings with respect to s and s′, respectively. Then the semialgebraic measure with respect to the Lebesgue
datum α = (s, σ, τ) and the semialgebraic measure with respect to the Lebesgue datum β = (s′, σ′, τ) are not
isomorphic. To show this let
A :=
{
(x, y) ∈ R2 | 1 ≤ x ≤ a, 0 ≤ y ≤ 1/x}
and
B :=
{
(x, y) ∈ R2 | 1 ≤ x ≤ b, 0 ≤ y ≤ 1/x}.
We have that Θα(a) = Θβ(a) = t
−1. We also have that Θα(b) = Θβ(b
′) = t−ζ . Let h := b/b′. Then h is a unit in
the valuation ring of OR; i.e., vR(h) = 0. Since b 6= b′ we have that h 6= 1. We obtain
Θβ(b) = Θβ(b
′h) = t−ζΘβ(h)
where ord
(
Θβ(h)
)
= 0. Computing the Lebesgue measures of A and B with respect to α we obtain
λαR,2(A) =
∫ α
[1,a]
dx/x = log
(
Θα(a)
)
= log(t−1) = X
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and
λαR,2(B) =
∫ α
[1,b]
dx/x = log
(
Θα(b)
)
= log(t−ζ) = ζX.
Doing the computation with respect to β we get
λβR,2(A) =
∫ β
[1,a]
dx/x = log
(
Θβ(a)
)
= log(t−1) = X
and
λβR,2(B) =
∫ β
[1,b]
dx/x = log
(
Θβ(b)
)
= log
(
t−ζΘβ(h)
)
= ζX + g
where g := log(Θβ(h)) 6= 0. Hence there can be no homomorphism Φ : Rα[X ]→Rβ [X ] with λβR,2 = Φ ◦ λαR,2. 
In the case that the value group is isomorphic to the group of rationals we obtain the best possible result.
3.11 Theorem
Assume that Γ ∼= Q. Then the semialgebraic Lebesgue measure is unique up to isomorphism.
Proof:
Let α = (sα, σα, τα) and β = (sβ , σβ , τβ) be two Lebesgue data for R. By Proposition 3.7 we may assume that
τα = τβ =: τ . Via τ we can identify Γ with a subgroup of (R,+) and obtain that R = Rα = Rβ . By Proposition
3.8 there is a valuation preserving Lan-automorphism K : Ran → Ran such that σβ = K ◦ σα. Since K is an
automorphism of the real field R we have that K(xq) = (K(x))q for all x ∈ R>0 and all q ∈ Q.
Since Γ is isomorphic to Q there is an r ∈ R>0 such that Γ = rQ. Note that the choice of r depends only on its class
in R/Q. We have that −r ∈ Γ. Since t−r ∈ σα(R) we find a (uniquely determined) x∗ ∈ R such that σα(x∗) = t−r.
Then ord(σβ(x
∗)) = −r. Since t−r ∈ σβ(R) we find a∗ ∈ R>0 and h∗ ∈ mR such that σβ(x∗) = a∗t−r(1 + σβ(h∗)).
Then f∗ := log
(
a∗(1+σβ(h
∗))
) ∈ O〈R〉β by Lemma 3.2(2). Mapping X 7→ X+f∗/r we extendK to an isomorphism
Φ : R[X ]→R[X ]. As above we are done by establishing the following Claim.
Claim: Let x ∈ R>0. Then log
(
Φ(x)
)
= Φ
(
log(x)
)
.
Proof of the claim: Let γ ∈ Γ, a ∈ R>0 and h ∈ mR such that x = atγ(1 + h). Let qγ := γ/r ∈ Q. We obtain
log
(
Φ(x)
)
= log
(
K
(
(t−r)−qγa(1 + h)
))
= log
((
K(t−r)
)−qγ
K
(
a(1 + h)
))
= −qγ log
(
σβ(x
∗)
)
+ log
(
K
(
a(1 + h)
))
= −qγ(rX + f∗) + log
(
a
(
1 +K(h)
))
= −γ(X + f∗/r) + log(a) + L(K(h))
= −γ(X + f∗/r) + log(a) +K(L(h))
= Φ
(
log(a)− γX + L(h))
= Φ
(
log(x)
)
.
where L denotes the logarithmic series. Claim

One could also define a volume isomorphism 〈R〉α[X ]
∼=−→ 〈R〉β [X ] between two Lebesgue data α and β. But
this does not lead to a new notion of isomorphism:
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3.12 Proposition
Let α, β be Lebesgue data for R. The following holds:
(1) A Lebesgue isomorphism Rα[X ]
∼=−→ Rβ [X ] restricts to a volume isomorphism
〈R〉α[X ]
∼=−→ 〈R〉β [X ].
(2) A volume isomorphism 〈R〉α[X ]
∼=−→ 〈R〉β [X ] can be extended to a Lebesgue isomorphism Rα[X ]
∼=−→ Rβ [X ].
Proof:
Let α = (sα, σα, τα) and β = (sβ , σβ , τβ). By [40, Satz 5 in I §5] we find some r ∈ R>0 such that τβ = rτα. Let
η : τα(Γ)→ τβ(Γ), δ 7→ rδ.
(1): We denote the given Lebesgue isomorphism by Φ. We have that Φ(Rα) = Rβ . Let ϕ := Φ|Rα . By Remark 3.6
we have that ϕ
(
Θα(R)
) ⊂ Θβ(R). By Proposition 1.6(2) we know that ϕ is an Lan-isomorphism. Hence ϕ(〈R〉α) =〈
Φ
(
Θα(R)
)〉
Rβ
. So we obtain ϕ
(〈R〉α) ⊂ 〈R〉β . Using this and the observation b) in the proof of Remark 3.6
we get that there are r˜ ∈ R>0 and g ∈ O〈R〉β such that Φ(X) = r˜X + g. So Φ(X) ∈ 〈R〉β [X ]. We obtain that
Φ
(〈R〉α[X ]) ⊂ 〈R〉β [X ] and by symmetry we obtain equality.
(2): We denote the given volume isomorphism by Ψ. We have that Ψ(〈R〉α) = 〈R〉β and see similar to the proof of
Proposition 3.7 that Ψ(X) = rX . Let ψ := Ψ|〈R〉α .
Special case: σα = σβ .
Then also sα = sβ . Via σ := σα we can identify R with a subfield of R. Let
G : R((tR))→ R((tR)),
∑
α∈R
aαt
α 7→
∑
α∈R
aαt
rα.
By Remark 3.6 we have that ψ|R = G|R. By Proposition 1.6(3) we have that R is dense in 〈R〉α and by Proposition
1.6(2) that ψ and G are continuous. Hence we obtain that ψ = G|〈R〉α . The isomorphism Φ : Rα[X ]→Rβ [X ] with
Φ|Rα = G|Rα and sending X → rX = Ψ(X) is clearly a Lebesgue isomorphism between α and β and extends Ψ.
General case: By the special case we can assume that τα = τβ . Therefore we identify Γ with a subgroup of R and
obtain R = Rα = Rβ . The maps Θα and Θβ are valuation preserving. Since ψ ◦ Θα = Θβ by Remark 3.6 we get
that ψ|Θα(R) is valuation preserving. Since Θα(R) and 〈R〉α have the same value group we see that ψ is valuation
preserving. Since R is the immediate maximal extension of 〈R〉α respectively 〈R〉β we get by [34, Theorem 5] that
there is a valuation preserving field automorphism K : R→ R extending ψ. We finish as in the special case. 
To obtain a kind of weak uniqueness we introduce the following notations.
3.13 Definition
(a) Let α be a Lebesgue datum for R. Then the ordered group
Rα[X ]/ORα
is called the reduced Lebesgue group of R with respect to α. For n ∈ N, we set λαR,n := π ◦ λαR,n where
π : Rα[X ]→Rα[X ]/ORα is the canonical group epimorphism.
(b) Let α, β be two Lebesgue data for R. We say that the reduced semialgebraic Lebesgue measure with respect
to α and the reduced semialgebraic Lebesgue measure with respect to β are isomorphic if there is a group
isomorphism
Ψ : Rα[X ]/ORα
∼=−→ Rβ [X ]/ORβ
of the reduced Lebesgue groups such that λ
β
R,n = Ψ ◦ λ
α
R,n for every n ∈ N. We call such an isomorphism a
reduced Lebesgue isomorphism between the Lebesgue data α and β.
(c) We say that the reduced semialgebraic Lebesgue measure for R is unique up to isomorphism if the reduced
semialgebraic Lebesgue measures with respect to any Lebesgue data for R are isomorphic.
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3.14 Theorem
The reduced semialgebraic Lebesgue measure is unique up to isomorphism.
Proof:
Let α = (sα, σα, τα) and β = (sβ , σβ , τβ) be two Lebesgue data for R. As above, we may assume that τα = τβ =: τ
and identify Γ via τ with a subgroup of (R,+), obtaining thereby that R = Rα = Rβ . By Proposition 3.8 there
is a valuation preserving Lan-automorphism K : Ran → Ran such that σβ = K ◦ σα. Mapping X 7→ X we extend
K to an algebra isomorphism Φ : R[X ] → R[X ]. Since Φ(OR) = OR we get that Φ induces a group isomorphism
Ψ : R[X ]/OR → R[X ]/OR. Since K is an Lan-automorphism and since Φ is a ring isomorphism we are done, as
above, once the following claim is established where π : R[X ]→R[X ]/OR denotes the canonical epimorphism.
Claim: Let x ∈ R>0. Then π
(
log
(
K(x)
))
= Ψ
(
π
(
log(x)
))
.
Proof of the claim: Let γ ∈ Γ, a ∈ R>0 and h ∈ mR such that x = atγ(1 + h). Since K is valuation preserving we
find b ∈ R>0 and g ∈ mR such that K(tγ) = btγ(1 + g). We obtain
π
(
log
(
K(x)
))
= π
(
log
(
btγ(1 + g)
)
+ log(a) + L
(
K(h)
))
= π
(
γX + log(ab) + L(g) + L
(
K(h)
))
= γX = Ψ(γX)
= Ψ
(
π
(
γX + log(a) + L(h)
))
= Ψ
(
π
(
log(x)
))
.
where L denotes the logarithmic series. Claim

The above statements hold analogously for the semialgebraic integral.
3.2 The Lebesgue algebra and the volume algebra
As in Section 3.1 let R be a non-archimedean real closed field with archimedean value group Γ := ΓR that contains
(properly) the reals. As above we set R := R((tΓ)). We have seen in Theorem 3.9 that the construction of the
Lebesgue measure and the Lebesgue integral depends only on the choice of the section, not on the choice of the
embedding with respect to the section and not on the choice of embedding of the value group into the reals. Since
the definition of Rα depends only on the latter the following definitions are justified:
3.15 Definition
(1) We call the polynomial algebra R[X ] over R in one variable the Lebesgue algebra of R.
(2) Let s be a section for R. For n ∈ N we call
λR,n = λ
s
R,n :
{
semialgebraic subsets of Rn
}→R[X ] ∪ {∞}, A 7→ λR,n(A),
and
IntR,n = Int
s
R,n : L1R,n →R[X ], f 7→
∫
Rn
f dλR,n,
the semialgebraic measure and integral on Rn with respect to s.
3.16 Remark
(1) Let A be a semialgebraic subset of Rn with finite measure. Then
deg
(
λR,n(A)
)
< n.
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(2) Let f : Rn → R be a semialgebraic function that is integrable. Then
deg
( ∫
Rn
f dλR,n
)
≤ n.
Moreover, the degree does not depend on the choice of the section.
Proof:
(1) has been shown in Proposition 3.3. (2) follows then from Proposition 2.7(1). That the degree does not depend
on the choice of the section follows from Constructions 2.2 and 2.6. 
If the value group is isomorphic to the rationals we have seen in Theorem 3.10 that the semialgebraic Lebesgue
measure and integral is unique up to isomorphisms. Embedding R into R and setting 〈R〉 := 〈R〉R, the following
definitions are justified:
3.17 Definition
Assume that Γ ∼= Q.
(1) We call the polynomial algebra 〈R〉[X ] over 〈R〉 in one variable the volume algebra of R.
(2) For n ∈ N we call
λR,n :
{
semialgebraic subsets of Rn
}→ 〈R〉[X ] ∪ {∞}, A 7→ λR,n(A),
and
IntR,n : L1R,n → 〈R〉[X ], f 7→
∫
Rn
f dλR,n,
the semialgebraic measure and integral on Rn.
3.18 Theorem
Assume that Γ ∼= Q and that R can be made to a model of Tan. Then the volume algebra of R is the polynomial
algebra R[X ] over R.
Proof:
By Proposition 1.6(1) we see that 〈R〉 = R. 
3.19 Main example
Let
P =
{
t−k/pf(t1/p) | f ∈ R[[t]], k ∈ N0 and p ∈ N
}
be the field of Puiseux series over R.
(1) The volume algebra of P is the polynomial ring P[X ] over P.
(2) Let n ∈ N. The maps
λP,n : χ
1
P,n → P[X ]<n, A 7→ λP,n(A),
and
IntP,n : L1P,n → P[X ]≤n, f 7→
∫
Pn
f dλP,n,
are surjective.
Proof:
(1): The field P of Puiseux series can be made canonically into a model of Tan (compare with Fact 1.5). So Theorem
3.18 gives (1).
(2): By Proposition 2.7 it is enough to deal with the integral. Let n ∈ N. We have that IntP,n
(L1P,n) ⊂ P[X ]≤n by
Remark 3.16(2). That equality holds follows from Properties 2.3, Proposition 2.7 and the observation that∫ t−1
1
· · ·
∫ t−1
1
dλP,n(x)
x1 · . . . · xn =
(
log(t−1)
)n
= Xn
for all n ∈ N. 
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3.3 Functoriality of the construction
Let R ⊂ S be an extension of real closed fields with archimedean value groups. We assume that R contains the
reals. For a semialgebraic subset A of Rn or a semialgebraic function f : Rn → R let AS and fS : Sn → S be the
canonical lifting of A respectively f to S (via quantifier elimination, see for example [6, Chapter 5]).
3.20 Remark
Let (s, σ, τ) be a Lebesgue datum for R. Then there is a Lebesgue datum (s∗, σ∗, τ∗) for S extending (s, σ, τ).
3.21 Proposition
Let s be a section for R and let s∗ be a section for S extending s.
(1) Let A ⊂ Rn be semialgebraic. Then λs∗S,n(AS) = λsR,n(A).
(2) Let f : Rn → R be semialgebraic. Then f is integrable over Rn if and only if fS is integrable over Sn. If this
holds then
∫
fS dλ
s∗
S,n =
∫
f dλsR,n.
Proof:
This is evident from the construction of the measure and the integral. 
In particular we obtain that if the semialgebraic set or the semialgebraic function is defined over the reals then
the value of the measure and the integral is the usual one obtained by measuring and integrating on the reals. We
generalize this.
Let R be a real closed field with archimedean value group that contains the reals. The standard part map
st : R → R ∪ {∞} is defined as follows (see for example Van den Dries [20] or Marˇ´ıkova´ [38]): Let a ∈ R. If a is
bounded (see Section 1.2) then st(a) is the unique real number x such that x−a is infinitesimal. If a is not bounded
then st(a) =∞. The standard part map for tuples is defined componentwise.
We are interested in the behaviour of Lebesgue measure with respect to the standard map. Similarly to above, the
standard part map st : R[X ]→ R ∪ {∞} is defined.
We choose an arbitrary section for R.
3.22 Remark
Assume that R 6= R. For n ≥ 2 there is an integrable semialgebraic subset A of Rn such that st(λR,n(A)) 6=
λn
(
st(A) ∩Rn).
Proof:
We deal with the case n = 2, the higher dimensional examples are constructed in a completely analogous way. Let
ε ∈ R>0 be infinitesimal. Let A := [−ε, ε]×[−1/ε, 1/ε]. Then λR,2(A) = 4 by Property 2.3(5) and so st
(
λR,2(A)
)
= 4.
We have st(A) ∩ R2 = {0} × R, hence λ2
(
st(A) ∩ R2) = 0. 
3.23 Definition
A subset A of Rn is called R-bounded if there is some C ∈ R>0 such that |x| ≤ C for all x ∈ A.
Note that a subset A of Rn is R-bounded if and only if st(A) ⊂ Rn. Note also that, given a ∈ Rn, the set {a} is
R-bounded if and only if a is bounded.
3.24 Remark
Let A ⊂ Rn be semialgebraic and R-bounded. Then st(A) is a semialgebraic subset of Rn and dim (st(A)) ≤ dim(A).
Proof:
The first assertion follows from the Marker-Steinhorn theorem, see for example [20, Section 8]. The second one
follows from [20, Proposition 9.3]. 
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3.25 Proposition
Let A be a semialgebraic subset of Rn that is R-bounded. Then
st
(
λR,n(A)
)
= λn
(
st(A)
)
.
Proof:
It holds that st
(
A△st(A)R
) ⊂ st(∂A) where △ denotes the symmetric difference, see [20, Lemma 10.1].
Claim: st
(
λRan,n(A△st(A)R)
)
= 0.
Proof of the claim: We argue as in the proof of [20, Lemma 10.2]. Let B := st(∂A). We have that B is compact with
dim(B) < n by Remark 3.24. Hence λn(B) = 0. For k ∈ N let Bk := {x ∈ Rn | dist(x,B) ≤ 1/k}. We have that
Bk ց B. Since B1 is compact and hence λn(B1) <∞ we get by σ-continuity from above that limk→∞ λn(Bk) = 0.
Since st
(
A△st(A)R
) ⊂ B we get that A△st(A)R ⊂ (Bk)R for all k ∈ N. We obtain by Property 2.3(2) and
Proposition 3.21 that
λR,n
(
A△(st(A))R
) ≤ λR,n((Bk)R) = λn(Bk).
This shows that λR,n
(
A△st(A)R
)
is infinitesimal. Claim
Applying again Proposition 3.21, the claim gives that∣∣λR,n(A)− λn(st(A))∣∣ = ∣∣λR,n(A)− λR,n(st(A)R)∣∣
≤ λR,n
(
A△st(A)R
)
is infinitesimal. This shows the assertion. 
3.4 Extension to models of Tan
Let R be a real closed field with archimedean value group. We assume that R is a model of Tan (hence, it contains
the reals). We write Ran when we want to stress that R is considered as a model of Tan and not just as a real closed
field.
Note that the results of Comte et al. (see Section 1.5) are formulated for globally subanalytic sets. Using Proposition
1.6, one can literally translate the constructions of the previous sections to obtain in the general case, given a section
s for R, the analytic Lebesgue measure
λRan,n = λ
s
Ran,n :
{
globally subanalytic subsets of Rn
}→R[X ] ∪ {+∞}
and the analytic Lebesgue integral
IntRan,n : L1Ran,n →R[X ]
on Rn with respect to the section, and in the case that Γ ∼= Q, the analytic Lebesgue measure
λRan,n :
{
globally subanalytic subsets of Rn
}→ R[X ] ∪ {+∞}
and the analytic Lebesgue integral
IntRan,n : L1Ran,n → R[X ]
on Rn such that the above results hold, replacing semialgebraic by globally subanalytic.
3.26 Remark
The analytic Lebesgue measure and the analytic Lebesgue integral extend the semialgebraic Lebesgue measure and
the semialgebraic Lebesgue integral (with respect to a section).
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4 Constructible functions
The definition of constructible functions on Ran,exp from the end of Section 1.5 can be naturally generalized to an
arbitrary model of Tan,exp, in particular to the field S := R((t))LE of LE-series.
4.1 Definition
A function Sn → S is called S-constructible if it is a finite sum of finite products of globally subanalytic functions
and logarithms of positive globally subanalytic functions on Sn.
Similarly, we define an S-constructible function on A where A is a globally subanalytic subset of some Sn.
Note that an S-constructible function is definable in the Lan,exp-structure S.
By ΩS,n we denote the ring of globally subanalytic functions Sn → S. For r > 0 we denote by US(r) the set of all
infinitely often differentiable globally subanalytic functions f :]− r, r[→ S such that f(0) 6= 0 and |f(x)/f(0)− 1| <
1/2 for all x ∈]− r, r[. Let US be the union of all US(r). Likewise for the Tan-model P.
We have the following preparation result for unary constructible functions.
4.2 Proposition
Let a, b ∈ S with a < b and let f :]a, b[→ S be S-constructible. Then there are n ∈ N and a = a0 < c0 < d0 < a1 <
c1 < d1 < a2 < . . . < an−1 < cn−1 < dn−1 < an = b in S such that the following holds:
(1) For every j ∈ {0, . . . , n− 1} there is a finite subset E of Q×−N0, some p ∈ N and for every σ = (σ1, σ2) ∈ E
a function uσ ∈ US
(
(dj − aj)1/p
)
such that on ]aj , dj [
f(x) =
∑
σ∈E
uσ(|x− aj |1/p)|x− aj |σ1
(
log |x− aj |
)−σ2
.
(2) For every j ∈ {1, . . . , n} there is a finite subset E of Q×−N0, some p ∈ N and for every σ = (σ1, σ2) ∈ E a
function uσ ∈ US
(
(aj − cj−1)1/p
)
such that on ]cj−1, aj[
f(x) =
∑
σ∈E
uσ(|x− aj |1/p)|x− aj |σ1
(
log |x− aj |
)−σ2
.
Proof:
Let g :]a, b[→ S be globally subanalytic. Then it follows by the preparation theorem for polynomially bounded
o-minimal structures (see van den Dries and Speissegger [25, Lemma 2.2]) in connection with the characterization
of globally subanalytic functions (see for example [37, p. 760]) that piecewise there are θ ∈ [a, b], λ ∈ Q, p ∈ N and
h ∈ US(r) for some r > 0 such that g(x) = |x−θ|λh(|x−θ|1/p) for all x with either 0 < x−θ < rp or 0 < θ−x < rp.
Let c := h(0). Assume that c > 0. Applying the logarithm we get that log
(
g(x)
)
= log
(
h(|x− θ|1/p))+λ log |x− θ|.
By the definition of US(r), we have that log
(
h(|x − θ|1/p)) is defined and globally subanalytic on ]− r, r[. Taking
the definition of a constructible function into account and applying once more the globally subanalytic preparation
theorem to the functions of the latter type, we obtain the existence. 
Note that the minus sign in the exponents of the logarithm is for technical reasons.
4.3 Corollary
Let f : S>0 → S be S-constructible. Then there is a finite subset E of Q × −N0, some p ∈ N and for every
σ = (σ1, σ2) ∈ E a function uσ ∈ US such that
f(x) =
∑
σ∈E
uσ(x
1/p)xσ1
(
log x
)−σ2
for all sufficiently small positive x ∈ S.
We call the subset E of Q× −N0 from above a set of exponents, p a corresponding ramification index and
(uσ)σ∈E a corresponding coefficient tuple for f at 0+. We equip Q× Z with the lexicographical ordering.
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4.4 Remark
Let (q, n) ∈ Q× Z. Then
lim
x→0+
xq
(
log x
)−n
=


0, (q, n) > (0, 0),
1, iff (q, n) = (0, 0),
∞, (q, n) < (0, 0).
We say that a function f : S>0 → S is ultimately zero at 0+ if f(x) = 0 for all sufficiently small positive x.
4.5 Proposition
Let f : S>0 → S be an S-constructible function. Let E be a set of exponents, p a corresponding ramification index
and (uσ)σ∈E a corresponding coefficient tuple for f at 0+. The following holds:
(1) f is ultimately zero at 0+ if and only if E = ∅.
(2) Assume that f is not ultimately zero at 0+. Let µE = (qE , nE) := min E. Then
lim
x→0+
f(x)
xqE
(
log x
)−nE = uµE (0) ∈ S \ {0}.
In particular, µE does not depend on the choice of E, and we write µf = (qf , nf ).
Proof:
This follows from Remark 4.4. 
4.6 Corollary
Let f : S>0 → S be an S-constructible function that is not ultimately zero at 0+.
(1) The function f has a limit in S as x tends to 0+ if and only if either qf > 0 or qf = nf = 0.
(2) The function f has the limit 0 as x tends to 0+ if and only if qf > 0.
We obtain the following quasianalyticity result for S-constructible functions.
4.7 Proposition
Let f : Sn → S be S-constructible, and suppose that f is C∞ in a neighbourhood of a ∈ Sn such that the Taylor
series of f at a vanishes. Then f = 0 on a neighbourhood of a.
Proof:
Special case:We assume that n = 1. Applying a translation we may assume that a = 0. By symmetry it is enough
to show that f vanishes for all sufficiently small positive x. Let E be a set of exponents for f at 0+. If E = ∅ we
are done by Proposition 4.5(1). Assume that E 6= ∅. Let µf = (qf , nf ) = min E be as in Proposition 4.5(2). Since
limx→0 f(x) = 0 we see by Corollary 4.6(2) that qf > 0. Choose λ ∈ N with λ > qf . By Proposition 4.5(2) we get
that f(x) > xλ for all sufficiently small positive x. But since the Taylor series of f at a vanishes we obtain by Taylor
estimation that limx→0 f(x)/x
n = 0 for all n ∈ N, contradiction.
General case: To prove the general case we strengthen the result of the special case:
Claim: Let I be an open interval in S and let g : I → S be an S-constructible function that is C∞. Assume that
there exists a ∈ I such that the Taylor series of g at a vanishes. Then g = 0 on I.
Proof of the claim: Let B be the set of all b ∈ I with a < b such that g is identically zero on [a, b[. By the special
case B 6= ∅. By o-minimality, supB exists in S ∪ {∞}. By the special case we obtain that supB = sup I. Hence g
is identically zero on I ∩ [a,∞[. By symmetry we see that g is identically zero on I. Claim
Let r ∈ S>0 such that f is C∞ on U :=
{
x ∈ Sn | |x − a| < r}. For each b ∈ Sn with |b| = r define gb :] − 1, 1[→
S, s 7→ f(a+ bs). Then gb is an S-constructible function that is C∞. The Taylor series of gb vanishes in 0. By the
claim we get that gb = 0 for every b. Hence f = 0 on U . 
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We define constructible functions on the field P of Puiseux series. These functions take values in the volume algebra
P[X ]. Throughout the section we use that P carries a canonical Lan-structure which makes it a model of Tan
(compare with Fact 1.5).
4.8 Remark
We have that log x ∈ −ord(x)X +OP ⊂ P[X ] for all x ∈ P>0.
Proof:
See Lemma 3.2(2). 
4.9 Definition
A function Pn → P[X ] is called P-constructible if it is a finite sum of finite products of globally subanalytic
functions and logarithms of positive globally subanalytic functions on Pn.
Similarly, we define a P-constructible function on A where A is a globally subanalytic subset of some Pn.
The relevance of constructible functions for integrating is given by the following.
4.10 Proposition
Let f : Pq+n → P be globally subanalytic. Then the following holds:
(1) The set
Fin(f) :=
{
t ∈ Pq ∣∣ ft is integrable}
is globally subanalytic.
(2) There is a P-constructible function h : Pq → P[X ] such that∫
Pn
ft dλP,n = h(t)
for all t ∈ Fin(f).
Proof:
This follows by doing Construction 2.6 with parameters. 
4.11 Proposition
Let a, b ∈ P with a < b and let f : P→ P[X ] be P-constructible. Then there are n ∈ N and a = a0 < c0 < d0 < a1 <
c1 < d1 < a2 < . . . < an−1 < cn−1 < dn−1 < an = b in P such that the following holds:
(1) For every j ∈ {0, . . . , n − 1} there is a finite subset F of Q × −N0 × N0, some p ∈ N and for every
τ = (τ1, τ2, τ3) ∈ F a function vτ ∈ UP
(
(dj − aj)1/p
)
such that on ]aj, dj [
f(x) =
∑
τ∈F
vτ (|x− aj |1/p)|x − aj|τ1
(
log |x− aj |
)−τ2
Xτ3.
(2) For every j ∈ {1, . . . , n} there is a finite subset F of Q×−N0×N0, some p ∈ N and for every τ = (τ1, τ2, τ3) ∈
F a function vσ ∈ UP
(
(aj − cj−1)1/p
)
such that on ]cj−1, aj[
f(x) =
∑
τ∈F
vτ (|x− aj |1/p)|x − aj|τ1
(
log |x− aj |
)−τ2
Xτ3.
Proof:
Let g :]a, b[→ P be globally subanalytic. Then it follows by the preparation theorem for polynomially bounded
o-minimal structures (see van den Dries and Speissegger [25, Lemma 2.2]) in connection with the characterization
of globally subanalytic functions (see for example [37, p. 760]) that piecewise there are θ ∈ [a, b], λ ∈ Q, p ∈ N
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and h ∈ UP(r) for some r > 0 such that g(x) = |x − θ|λh(|x − θ|1/p) for all x with either 0 < x − θ < rp
or 0 < θ − x < rp. Let c := h(0) and h˜ := h/c. Assume that c > 0. Applying the logarithm we get that
log
(
g(x)
)
= log(c) + log
(
h˜(|x− θ|1/p))+ λ log |x− θ|. We have that log(c) ∈ RX +OP by Remark 4.8 and, by the
definition of UP(r), that log
(
h˜(|x − θ|1/p)) is defined and globally subanalytic on ]− r, r[. Taking the definition of
a constructible function into account and applying once more the globally subanalytic preparation theorem to the
functions of the latter type, we obtain the existence. 
4.12 Corollary
Let f : P>0 → P[X ] be P-constructible. Then there is a finite subset F of Q×−N0 ×N0, some p ∈ N and for every
τ = (τ1, τ2, τ3) ∈ F a function vτ ∈ UP such that
f(x) =
∑
τ∈F
vτ (x
1/p)xτ1
(
log x
)−τ2
Xτ3
for all sufficiently small positive x ∈ P.
We call the subset F of Q×−N0×N0 from above a set of exponents, p a corresponding ramification index
and (vτ )τ∈F a corresponding coefficient tuple for f at 0+.
From Remark 4.8 one sees that log x and all of its positive powers do not have a limit as x tends to 0+ in P.
An easy calculation gives the following:
4.13 Remark
Let (q, n) ∈ Q× Z. Then, in P(X), we have that
lim
x→0+
xq
(
log x
)−n
=


0, q > 0,
1, iff q = n = 0,
∞, q < 0.
Let π : Q×−N0×N0 → Q×−N0 be the projection onto the first two components. As above, we equip Q×Z with
the lexicographical ordering.
4.14 Proposition
Let f : P>0 → P[X ] be a P-constructible function. Let F be a set of exponents, p a corresponding ramification index
and (vτ )τ∈F a corresponding coefficient tuple for f at 0+. The following holds:
(1) f is ultimately zero at 0+ if and only if F = ∅.
(2) Assume that f is not ultimately zero at 0+. Let νF = (qF , nF ) := minπ(F). Then
lim
x→0+
f(x)
xqF
(
log x
)−nF = ∑
pi(τ)=νF
vτ (0)X
τ3 ∈ P[X ] \ {0}.
In particular, νF does not depend on the choice of F and we write νf = (qf , nf ).
Proof:
This follows from Remark 4.13 and the transcendence of X over P. 
4.15 Corollary
Let f : P>0 → P[X ] be a P-constructible function that is not ultimately zero at 0+.
(1) The function f has a limit in P[X ] as x tends to 0+ if and only if either qf > 0 or qf = nf = 0.
(2) The function f has the limit 0 as x tends to 0+ if and only if qf > 0.
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We want to lift P-constructible functions to S-constructible functions. Certainly, this cannot be done in a unique
way. But we want to define a canonical lifting. The idea is to use the definition of constructible functions.
Let g : Pn → P be globally subanalytic. By gS : Sn → S we denote the canonical lifting of g from P to S (as models
of the theory Tan = Th(Ran)).
4.16 Definition
Let f : Pn → P[X ] be P-constructible.
(a) There are r ∈ N, a polynomial Q ∈ ΩP,n[T1, . . . , Tr] and positive ϕ1, . . . , ϕr ∈ ΩP,n such that f(x) =
Q
(
log(ϕ1(x)), . . . , log(ϕr(x))
)
for all x ∈ P. We call ∆ := (r,Q, ϕ) where ϕ = (ϕ1, . . . , ϕr) a representation
tuple for f .
(b) Let ∆ = (r,Q, ϕ) be a representation tuple for f . We write fS,∆ for the S-constructible function
QS
(
log((ϕ1)S), . . . , log((ϕr)S)
)
on Sn.
Clearly fS,∆ lifts f to S.
4.17 Proposition
Let f : Pn → P[X ] be a P-constructible function and let ∆ be a representation tuple for f . If f is identically zero
on Pn then fS,∆ is identically zero on Sn.
Proof:
Let ∆ = (r,Q, ϕ). We can find a partition C of Pn into globally subanalytic C∞-cells such that for each C ∈ C, the
restrictions to C of ϕ and of the globally subanalytic coefficient functions of the polynomial Q ∈ ΩP,n[T1, . . . , Tr]
are all C∞. Fix C ∈ C and let CS be the canonical lifting of C to the Tan-model S. Note that C = CS ∩ Pn. Set
Z :=
{
x ∈ CS | fS,∆(x) = 0
}
. It suffices to prove that Z = CS . The liftings of ϕ and of all the globally subanalytic
coefficient functions of the polynomial Q to S are C∞ on CS . So fS,∆ is C∞ on CS . In particular, fS,∆ is continuous
on CS , so Z is closed in CS .
Case 1: dimC = n.
Proof of Case 1: Then C is open in Pn and CS is open in Sn. Working in the model S of Tan,exp, we find a C∞-cell
decomposition D of CS (in the sense of Lan,exp) which is compatible with Z and stratifies CS . Let
D1 :=
{
D ∈ D | D ⊂ Z},D2 := {D ∈ D | D ∩ Pn 6= ∅},
D3 :=
{
D ∈ D | D open}.
Since fS,∆(x) = 0 for all x ∈ C = CS ∩ Pn it follows by the compability of D with Z that D2 ⊂ D1.
Claim: There exists an open cell D ∈ D such that D ∩ Pn 6= ∅; i.e. D2 ∩ D3 6= ∅.
Proof of the claim: We prove the claim by induction on n. First assume that n = 1. Then D is a finite set of
points and intervals. Since C = CS ∩ P is an infinite subset of CS , there must exist some open interval D ∈ D such
that D ∩ P 6= ∅.
Next we assume that n > 1 and that the claim holds with n − 1 in place of n. By applying the base case of the
induction to the open interval π1(CS) =
(
π1(C)
)
S
(where π1(x1, . . . , xn) = x1), we may choose an open interval
B ∈ {π1(D) | D ∈ D} such that B ∩P 6= ∅. Let b ∈ B∩P. Since the fiber (CS)b = (Cb)S is an open cell in Sn−1 and
the set of fibers
{
Db | D ∈ D s.t. π1(D) = B
}
is a cell decomposition of (CS)b, the induction hypothesis supplies
a D ∈ D such that π1(D) = B, Db is open in Sn−1, and Db ∩ Pn−1 6= ∅. It follows that D is an open cell and
D ∩ Pn 6= ∅. Claim
Set Σ := D1 ∩ D3. We have that Σ ⊃ D2 ∩ D3 where the latter is nonempty by the claim. Let Y be the closure of
the union of the cells that are elements of Σ. Since Z is closed we get that Y ⊂ Z. So to prove that Z = CS , it
suffices to prove that Y = CS . Note that Y is a union of cells in D since D stratifies CS . Let a ∈ Y . Fix D ∈ Σ
such that a is in the closure of D. Since fS,∆ = 0 on the open set D and fS,∆ is C
∞ on CS , the Taylor series of
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fS,∆ at a vanishes. By Proposition 4.7 we obtain that fS,∆ = 0 on a neighbourhood U of a in CS . It follows that a
is in the interior of Y , and this shows that Y is open. So in summary, Y is a nonempty Lan,exp-definable set that
is both open and closed in CS . Since CS is definably connected, in the sense of Lan,exp, it follows that Y = CS .
Case 2: dimC < n.
Proof of Case 2: The cell C is the graph of a C∞ globally subanalytic section of the projection of C onto an open
cell in a lower dimensional space, so by pulling back f and its representation tuple ∆ by that section we arrive at
Case 1. 
4.18 Theorem
Let f : Pn → P[X ] be P-constructible. Let ∆, ∆̂ be representation tuples for f . Then fS,∆ = fS,∆̂.
Proof:
Let ∆ = (Q, r, ϕ), ∆̂ = (Q̂, r̂, ϕ̂) be representation tuples for f . Since f−f = 0 we see that ∆∗ := (Q−Q̂, (ϕ, ϕ̂), r+r̂)
is a representation tuple for the zero function on Pn whose lifting to S with respect to ∆∗ is given by fS,∆ − fS,∆̂.
By Proposition 4.17 we obtain that fS,∆ − fS,∆̂ is identically zero on Sn, so fS,∆ = fS,∆̂. 
Consequently, we write fS for fS,∆ where ∆ is a presentation tuple for f and call it the canonical lifting of f .
This, of course, generalizes the case that f is globally subanalytic.
Note that in the case n = 1, by o-minimality, limx→0+,x∈S fS(x) exists in S ∪ {±∞}.
4.19 Proposition
Let f : P>0 → P[X ] be P-constructible.
(1) f is ultimately zero at 0+ if and only if fS is ultimately zero at 0+.
(2) Assume that f is not ultimately zero at 0+. Let F be a set of exponents, p a corresponding ramification index
and (vτ )τ∈F be a corresponding coefficient tuple for f at 0+. For σ ∈ π(F) set uσ :=
∑
pi(τ)=σ(vτ )SX
τ3 . Then
π(F) is a set of exponents, p a corresponding ramification index and (uσ)σ∈pi(F) a corresponding coefficient
tuple for fS at 0+. In particular, νf = µfS .
Proof:
(1): This follows immediately from Proposition 4.17.
(2): From
f(x) =
∑
τ∈F
vτ (x
1/p)xτ1
(
log x
)τ2
Xτ3
for all sufficiently small positive x ∈ P we obtain
fS(x) =
∑
σ∈pi(F)
uσ(x
1/p)xσ1
(
log x
)σ2
for all sufficiently small positive x ∈ S. By the transcendence of X over P we see that uσ ∈ US for every σ ∈ π(F).
This gives the proposition. 
4.20 Theorem
Let f : P→ P[X ] be P-constructible. The following are equivalent:
(i) limx→0+,x∈P f(x) exists in P[X ],
(ii) limx→0+,x∈S fS(x) exists in S.
If this holds then limx→0+,x∈S fS(x) = limx→0+,x∈P f(x).
Proof:
By Proposition 4.19(1) we can assume that f is not ultimately zero at 0+. By Proposition 4.19(2) we have that
νf = µfS . By Corollary 4.6(1) and Corollary 4.15(1) we obtain that (i) and (ii) are equivalent; applying Proposition
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4.19(2) in connection with Proposition 4.5(2) and Proposition 4.14(2) we get equality of the limits in the case of
existence. 
A function f : P→ P[X ] is, as usual, called differentiable at x ∈ P if the limit
f ′(x) := lim
y→x
f(y)− f(x)
y − x
exists in P[X ]. Partial derivatives of functions Pn → P[X ] are defined arccordingly.
4.21 Theorem
Let f : P→ P[X ] be P-constructible and let x ∈ P. The following are equivalent:
(i) f is differentiable at x.
(ii) fS is differentiable at x.
If this holds then f ′(x) = (fS)
′(x).
Proof:
Apply Theorem 4.20 to the functions
P>0 → P[X ], t 7→ 1
t
(
f(x+ t)− f(x))
and
P>0 → P[X ], t 7→ 1−t
(
f(x− t)− f(x)).

4.22 Example
The logarithm log : P>0 → P[X ] is continuously differentiable with (log x)′ = 1/x for all x ∈ P>0.
Let I be an open interval of P.
4.23 Corollary
Let f : I → P[X ] be P-constructible. The following are equivalent:
(i) f : I → P[X ] is differentiable.
(ii) fS : IS → S is differentiable.
Proof:
Let (r,Q, ϕ) be a representation tuple for f . By o-minimality, ϕ and the globally subanalytic coefficient functions of
Q are differentiable outside a finite subset A of I. Their liftings to S are differentiable on IS \A. Since the function
log : S>0 → S is differentiable we get, by the usual chain rule and the product rule, that fS is differentiable on
IS \A. We obtain the assertion of the corollary by Theorem 4.21. 
4.24 Theorem
Let f : I → P[X ] be P-constructible and continuously differentiable. Then f ′ is P-constructible and (f ′)S = (fS)′.
Proof:
By Corollary 4.23 we know that fS is differentiable. Let (r,Q, ϕ) be a representation tuple for f . By o-minimality,
ϕ and the globally subanalytic coefficient functions of Q are differentiable with globally subanalytic derivatives
outside a finite subset A of I. Their liftings to S are differentiable on IS \ A. Let g := f |I\A. Applying Example
4.22 resp. the fact that log : S>0 → S is continuously differentiable we get, by the usual chain rule and the product
rule, that g′ is P-constructible on I \A, that (gS)′ is S-constructible on IS \A and that (g′)S(x) = (gS)′(x) for all
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x ∈ IS \A. Since A is finite we get that f ′ is P-constructible. For a ∈ A ⊂ P we obtain from the condition that f ′
is continuous and by Theorem 4.20 that
(f ′)S(a) = f
′(a) = lim
x→a,x∈P
f ′(x) = lim
x→a,x∈P
g′(x)
= lim
x→a,x∈S
(g′)S(x) = lim
x→a,x∈S
(gS)
′(x)
= lim
x→a,x∈S
(fS)
′(x).
The function fS is definable in the model S of the o-minimal theory Tan,exp, and differentiable. Hence it is conti-
nuously differentiable. Therefore limx→a,x∈S(fS)
′(x) = (fS)
′(a) and we are done. 
4.25 Definition
Let f : I → P be globally subanalytic. A P-constructible function F : I → P[X ] is called an antiderivative of f if
F is differentiable with F ′ = f .
4.26 Proposition
Let f : I → P be a globally subanalytic function that is continuous. Let F, F̂ : I → P[X ] be antiderivatives of f .
Then there is some c ∈ P[X ] such that F̂ = F + c.
Proof:
Let G := FS and let Ĝ := F̂S . By Corollary 4.23, G and Ĝ are differentiable. By Theorem 4.24 we have that
G′ = (F ′)S = fS = (F̂
′)S = Ĝ
′.
Since G and Ĝ are definable in the model S of the o-minimal theory Tan,exp we can apply the mean value property
and get that there is a constant c ∈ S such that G = Ĝ+ c. Hence F̂ = F + c and we see that c ∈ P[X ]. 
We end the section with an application of the preparation result in Proposition 4.11 which we need in Section 6.
4.27 Theorem
Let f : I → P[X ] be a P-constructible function that is infinitely often differentiable. Let K be a closed and bounded
subinterval of I. Then there are N ∈ N0 and uniquely determined globally subanalytic functions h0, . . . , hN that are
infinitely often differentiable on an open neighbourhood of K such that f |K =
∑N
j=0 hjX
j.
Proof:
Let a, b ∈ I with a < b and K ⊂]a, b[. By Proposition 4.11 there are n ∈ N and a = a0 < c0 < d0 < a1 < c1 < d1 <
a2 < . . . < an−1 < cn−1 < dn−1 < an = b in P such that the following holds:
(1) For every j ∈ {0, . . . , n − 1} there is a finite subset F of Q × −N0 × N0, some p ∈ N and for every
τ = (τ1, τ2, τ3) ∈ F a function vτ ∈ UP
(
(dj − aj)1/p
)
such that on ]aj , dj [
f(x) =
∑
τ∈F
vτ (|x− aj |1/p)|x − aj|τ1
(
log |x− aj |
)−τ2
Xτ3.
(2) For every j ∈ {1, . . . , n} there is a finite subset F ofQ×−N0×N0, some p ∈ N and for every τ = (τ1, τ2, τ3) ∈ F
a function vσ ∈ UP
(
(aj − cj−1)1/p
)
such that on ]cj−1, aj[
f(x) =
∑
τ∈F
vτ (|x− aj |1/p)|x − aj|τ1
(
log |x− aj |
)−τ2
Xτ3.
Let j ∈ {0, . . . , n − 1}. We consider the interval ]aj , dj [. Without restriction we may assume that aj = 0. Let
g := f(xp). Then g is C∞ on a neighbourhood of 0 and
g(x) =
∑
τ∈F
p−τ2vτ (x)x
pτ1
(
log x
)−τ2
Xτ3
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for all sufficiently small positive x. By Proposition 4.14(2) and the fact that g is C∞ at 0 we obtain that νf =
minπ(F) ∈ 1pN0 × {0} if F 6= ∅. Subtracting
∑
pi(τ)=νf
p−τ2vτ (x)x
pτ1Xτ3 from g and repeating this argument for
the new function which has again a C∞-extension to 0 we get that π(F) ⊂ 1pN0 × {0}, i.e. no logarithmic terms
occur. Repeating this for the intervals of the form ]cj−1, aj [ we find N ∈ N0 and globally subanalytic functions
h0, . . . , hN :]a, b[→ P such that f =
∑N
j=0 hjX
j on ]a, b[. Since X is transcendental over P we get that h0, . . . , hN
are C∞ on ]a, b[ and that these functions are uniquely determined. 
5 Main theorems of integration
In this section we establish the transformation formula, Lebesgue’s theorem on dominated convergence and the
fundamental theorem of calculus for semialgebraic and analytic integration.
As explained in the introduction, we deal with the field of Puiseux series. The results can be immediately translated
to a model of Tan with archimedean value group, independently of the choice of the section. For the general situation,
i.e. for a real closed with archimedean value group that contains the reals, the results, again independently of the
chosen section, can be also obtained by a more technical set up. We have refrained from this to concentrate on the
key ideas.
One can naturally realize the analytic, respectively, the semialgebraic, Lebesgue measure and integral on the field of
Puiseux series by the Lebesgue datum (s, σ, τ), where s maps q ∈ Q to tq and σ : P →֒ P = R((tQ)) and τ : Q →֒ R
are the inclusions, respectively.
We formulate the results below for the globally subanalytic setting. The corresponding statements for the semial-
gebraic one are then automatically included.
5.1 The transformation formula
5.1 Theorem (Transformation formula)
Let U, V ⊂ Pn be globally subanalytic sets that are open and let ϕ : U → V be a globally subanalytic C1-
diffeomorphism. Let f : V → R be globally subanalytic. Then f is integrable over V if and only if (f ◦ ϕ)∣∣ det(Dϕ)∣∣
is integrable over U , and in this case ∫
V
f dλP,n =
∫
U
(f ◦ ϕ)∣∣ det(Dϕ)∣∣ dλP,n.
Proof:
The usual transfer argument of Section 2 does the job. 
5.2 Lebesgue’s theorem on dominated convergence and the fundamen-
tal theorem of calculus
Lebesgue’s theorem on dominated convergence and the fundamental theorem of calculus involve limits with respect
to the raw data. By simple transfer, we would obtain limits with respect to the lifting of the raw data to the big
structure S = R((t))LE of LE-series. But we want to have a formulation where the limits are taken with respect to
the globally subanalytic functions we start with. For this purpose we use the results of the previous Section 4.
5.2 Theorem (Lebesgue’s theorem on dominated convergence)
Let f : Pn+1 → P, (s, x) 7→ f(s, x) = fs(x), be globally subanalytic. Assume that there is some integrable globally
subanalytic function h : Pn → P such that |fs| ≤ |h| for all sufficiently large s ∈ P. Then the globally subanalytic
function lims→∞,s∈P fs is integrable and∫
lim
s→∞,s∈P
fs dλP,n = lim
s→∞,s∈P
∫
fs dλP,n.
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Proof:
Note that, by o-minimality and by the assumption that |fs| ≤ |h| for all sufficiently large s, lims→∞,s∈P fs exists
and is an integrable globally subanalytic function on Pn. Note that(
lim
s→∞,s∈P
fs
)
S
= lim
s→∞,s∈S
(fs)S .
Let
F : P→ P[X ], s 7→
∫
fs dλP,n.
Then F is a P-constructible function by Proposition 4.10. By the parametric version of Construction 2.6 and by
applying the familiar transfer argument, we get that∫
lim
s→∞,s∈P
fs dλP,n = lim
s→∞,s∈S
FS(s).
Applying the globally subanalytic map x→ 1/x which maps ∞ to 0, we obtain the claim by Theorem 4.20. 
5.3 Corollary
Let A be a globally subanalytic subset of P≥0 × Pn.
(1) (Continuity from below) Assume that As1 ⊂ As2 for all 0 ≤ s1 ≤ s2 and that there is some globally subanalytic
subset B of Pn with λP,n(B) <∞ such that As ⊂ B for all s ≥ 0. Then
lim
s→∞,s∈P
λP,n
(
As
)
= λP,n
( ⋃
s≥0
As
)
.
(2) (Continuity from above) Assume that As1 ⊃ As2 for all 0 ≤ s1 ≤ s2 and that λP,n(A0) < ∞. Then
lim
s→∞,s∈P
λP,n
(
As
)
= λP,n
( ⋂
s≥0
As
)
.
Proof:
Apply Theorem 5.2 and Proposition 2.7(2). 
The continuity from above can be viewed as a substitute for σ-continuity from above in the usual Lebesgue theory.
The continuity from below can be viewed as a partial substitute for σ-continuity from below which is equivalent to
σ-additivity. We need here the additional assumption that the union is contained in a set of finite measure. This
assumption is necessary as the following example shows.
5.4 Example
For s ≥ 1 let
As :=
{
(x, y) ∈ P2 | 1 ≤ x ≤ s, 0 ≤ y ≤ 1
x
}
.
Then λP,2
(⋃
s≥1At
)
=∞ but λP,2(As) = log s does not have a limit in P[X ] as s tends to ∞.
The following example shows that, even in the finite case, the measure is not σ-additive (cf. the introduction).
5.5 Example
For j ∈ N let Aj := [j, t−1/j ]. Then Aj ց ∅ but λP,1(Aj) does not tend to 0 as j tends to∞ since λP,1(Aj) = t−1/j−j
for all j by 2.3(5).
5.6 Theorem (Differentiation)
Let k ∈ N, let U be an open globally subanalytic subset of Pk and let f : U × Pn → P, (s, x) 7→ f(s, x), be globally
subanalytic. Assume that
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(a) for all s ∈ U , fs : Pn → P, x 7→ f(s, x), is integrable,
(b) for all x ∈ Pn, the partial derivatives of the function fx : U → P, s 7→ f(s, x), exist,
(c) there is an integrable globally subanalytic function g : Pn → P such that
|(∂f/∂sj)(s, x)| ≤ |g(x)|
for all j ∈ {1, . . . , k} and all (s, x) ∈ U × Pn.
Then the partial derivatives of the constructible function
ϕ : U → P[X ], s 7→
∫
Pn
f(s, x) dλP,n(x),
exist and
∂ϕ
∂sj
(t) =
∫
Pn
∂f
∂sj
(s, x) dλP,n(x)
for all j ∈ {1, . . . , k} and all s ∈ U .
Proof:
Using Theorem 5.2 on dominated convergence, the usual proof (see for example [1, §16 I]) can be adjusted to obtain
that the partial derivatives of the P-constructible function ϕ : U → P[X ] exist and that the given equalities are valid.
Note that, by o-minimality, the mean value theorem holds for globally subanalytic functions that are differentiable.

5.7 Theorem (Fundamental theorem of calculus)
Let I be an open subinterval of P and let f : I → P be a globally subanalytic function that is continuous.
(1) Let a ∈ I. The function
F : I → P[X ], x 7→
∫ x
a
f(s) dλP,1(s),
is an antiderivative of f .
(2) Let G be an antiderivative of f on I. For a, b ∈ I we have
∫ b
a
f(x) dλP,1 = G(b)−G(a).
Proof:
(1): By Proposition 4.10, F is P-constructible. The usual proof of the fundamental calculus gives that F is differen-
tiable with F ′ = f .
(2): This follows from (1) and Proposition 4.26. 
5.8 Corollary
Let f : I → P be a globally subanalytic function that is continuous. Then f has an antiderivative.
5.9 Example
Let n ∈ Z. The antiderivative of xn on P>0 is given up to additive constants by xn+1/(n+ 1) if n 6= −1 and log x
if n = −1.
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5.3 Fubini’s theorem
So far we cannot establish Fubini’s theorem in the above setting. The reason is that one obtains, when integrating
with parameters, constructible functions which are not necessarily globally subanalytic. We generalize the con-
struction of Section 2.3, using the results of Cluckers and D. Miller [10, 11, 12], to obtain a version of Fubini’s
theorem.
5.10 Construction
Let f : Pn → P be P-constructible. We say that f is integrable and define its integral ∫
Pn
f(x) dx ∈ S as follows.
Take a formula φ(x, s, y) in the language Lan,log, x = (x1, . . . , xn), y = (y1, . . . , yq), and a point a ∈ Pq such that
graph(fS) = φ(Sn+1, a). We choose thereby φ(x, s, y) in such a way that φ(Rn+1+q) is the graph of a constructible
function g : Rn+q → R. By Fact 1.10 there are constructible functions h : Rq → R and F : Rq → R such that, for
every c ∈ Rq, the following holds:
(1) gc : R
n → R is integrable over Rn if and only if h(c) = 0,
(2) if gc is integrable then
∫
Rn
gc(x) dx = F (c).
The graph of the functions F and h are defined in Ran,exp by Lan,exp-formulas ψ(y, z) and χ(y, z), respectively .
These formulas define in S the graph of a function FS : Sp → S and of a function hS : Sp → S. The values FS(a)
and hS(a) do not depend on the choices of φ, a and ψ, χ. We say that f is integrable if hS(a) = 0 and in this case
we set
∫
Pn
f(x) dx := FS(a).
Note that Theorem 3.11 can be generalized to this setting. We write again
∫
Pn
f dλP,n. Doing the same construction
with parameters we obtain the following (compare with Proposition 4.10):
5.11 Proposition
Let f : Pq+n → P[X ] be P-constructible. The following holds:
(1) There is a P-constructible function g : Pq → P[X ] such that
Fin(f) :=
{
s ∈ Pq | fs is integrable
}
equals the zero set of g.
(2) There is a P-constructible function F : Pq → P[X ] such that∫
Pn
fs(x) dλP,n(x) = F (s)
for all s ∈ Fin(f).
Using the usual transfer argument, we obtain Fubini’s theorem.
5.12 Theorem (Fubini’s theorem)
Let f : Pm+n → P[X ] be a P-constructible function that is integrable. Let g : Pm → P[X ] be a P-constructible
function with
g(x) =
∫
Pn
f(x, y) dλP,n(y)
for all x ∈ Pm such that fx : Pn → P[X ] is integrable. Then g is integrable and∫
Pm+n
f(x, y) dλP,m+n(x, y) =
∫
Pm
g(x) dλP,m(x).
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6 An application
The Stone-Weierstraß theorem on uniform approximation of continuous functions on bounded and closed intervals
by polynomials does not hold for semialgebraic functions on non-archimedean real closed fields (see [3, Example
8.8.6] for the field of Puiseux series). By the approximation theorem of Efroymson ([3, Theorem 8.8.4]) it follows
that continuous semialgebraic functions can be uniformly approximated by Nash functions. These are functions
that are semialgebraic and C∞.
By integration techniques (smoothing by convolution), we can extend the latter to the case of Tan-models with
archimedean value group. As in the previous sections, we stick to the case of the field of Puiseux series.
We consider the semialgebraic function Φ : P→ P, s 7→ 1/(π(1 + s2)).
6.1 Remark
(1) The function Φ is integrable and
∫
P
Φ(s) dλP,1(s) = 1.
(2) Let r ∈ P>0. Then
lim
h→0,h∈P
1
h
∫
|s|>r
Φ
(
s/h
)
dλP,1(s) = 0.
Proof:
(1): This holds in the real case. We get the claim by Proposition 3.21.
(2): The constructible antiderivative of Φ is given by the globally subanalytic function arctanP which is the lifting
of the real arctangent to P. Applying the transformation formula Theorem 5.1 and the fundamental theorem of
calculus Theorem 5.7 we have that
1
h
∫
|s|>r
Φ
(
s/h
)
dλP,1(s) =
∫
|s|>r/h
Φ(s) dλP,1(s) = π − 2 arctanP
(
r/h
)
.
Since limx→∞,x∈P arctanP(x) = limx→∞,x∈R arctan(x) = π/2 we obtain the claim. 
By Remark 6.1 one can call
(
Φh(s)
)
h∈P>0
:=
(
1
hΦ
(
s/h
))
h∈P>0
a Dirac family on P.
6.2 Remark
Let g : P→ P be a globally subanalytic function that is bounded. Then g(s)Φh(s− x) is integrable for all x ∈ R and
all h ∈ P>0.
Proof:
This follows from Remark 6.1(1). 
6.3 Definition
Let g : P→ P be a globally subanalytic function that is bounded. For h ∈ P>0 let
Shg : P→ P[X ], x 7→
∫
P
g(s)Φh(s− x) dλP,1(s).
The function Sh(g) is the convolution of g with Φh.
We obtain the usual smoothing property:
6.4 Proposition
Let g : P → P be a globally subanalytic function that is continuous. Assume that the support of g is bounded. Then
the following holds:
(1) Shg is C
∞ for all h ∈ P>0.
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(2) For every ε ∈ P>0 there is h ∈ P>0 such that |g(x)− Shg(x)| < ε for all x ∈ P.
Proof:
(1): Φ is C∞ and all derivatives of Φ are bounded on P. We get the claim by applying Theorem 5.6 repeatedly.
(2): The classical proof (see Bourbaki [5, VIII §4]) works in this setting. 
6.5 Theorem
Let a, b ∈ P with a < b and let f : [a, b] → P be globally subanalytic and continuous. Let ε ∈ P>0. Then there is
some open interval I in P containing [a, b] and some globally subanalytic function u : I → P that is C∞ such that
|f(x)− u(x)| < ε for all x ∈ [a, b].
Proof:
We may assume that ε ∈ mP. We choose a continuous globally subanalytic function g : P → P that extends f and
has a bounded support. By Proposition 6.4(2) there is some h ∈ P>0 such that |g(x)−Shg(x)| < ε for all x ∈ P. Let
v := Shg. Then v is P-constructible by Proposition 4.10. By Proposition 6.4(1) we have that v is C
∞. By Theorem
4.27 there are N ∈ N and globally subanalytic functions h0, . . . , hN that are infinitely often differentiable on an
open interval I containing [a, b] such that v|[a,b] =
∑N
j=0 hjX
j . Since ε ∈ mP we obtain from the transcendence of
X that |h0(x)− f(x)| < ε for all x ∈ [a, b]. 
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