Abstract. We geralize a recent result of Haagerup; namely we show that a convolution with a standard Gaussian random matrix regularizes behaviour of Kadison-Fuglede determinant and Brown spectral distribution measure. In this way it is possible to establish a connection between limit eigenvalues distributions of a wide class of random matrices and the Brown measure of the corresponding limits.
1. Introduction 1.1. Distribution of a non-commutative random variable. In the classical probability theory by the distribution of a number-valued random variable x we mean a probability measure µ x on R or on C. Under appropriate assumptions we have the following relation of the measure µ x with moments of the random variable x:
It is important to point out that (under reasonable assumptions) the collection of moments E[x kxl ] and the measure µ x carry the same information.
In the non-commutative probability theory random variables are elements of a von Neumann algebra A and the role of an expectation value is played by a faithful normal tracial state φ on A. In this case the whole information about the distribution of a non-commutative random variable x ∈ A is carried by the collection of all its ⋆-moments φ(x s 1 · · · x sn ), where s 1 , . . . , s n ∈ {1, ⋆}. This collection of moments contains a lot of information and therefore is a very complicated object to deal with. Brown measure of x (all definitions will be recalled in Sect. 2), is a probability measure on the complex plane C and is a generalization of a classical distribution of a random variable. Of course it cannot contain all the information about the distribution of x, but still it tells us a lot about its spectral properties. For example, if x is a random matrix, its Brown measure is the distribution of its eigenvalues.
Discontinuity of Kadison-Fuglede determinant and
Brown measure. One of the greatest difficulties connected with the Kadison-Fuglede determinant (definition of which will be recalled in Sect. 2) and Brown spectral distribution measure is that these two objects do not behave in a continuous way.
For converges, as n tends to infinity, to a Haar unitary u. All of the above matrices have the determinant equal to 0, while the Haar unitary has the Fuglede-Kadison determinant equal to 1; all of the above matrices have the Brown measure equal to δ 0 , while the Brown measure of the Haar unitary is the uniform measure on the unit circle {z ∈ C : |z| = 1}.
1.3. Brown measure of random matrices. We would like to discuss the following problem: suppose that a Kolmogorov probability space (Ω, B, P ) and a sequence of random matrices A (N ) ∈ L ∞− (Ω) ⊗ M N (C) are given. We can regard the set of N × N random matrices with all moments finite as a noncommutative probability space with a state φ N (m) = E tr m = 1 N E Tr m. Suppose that the distribution of A (N ) converges to a distribution of a certain element x ∈ (A, φ), where A is a von Neumann algebra and φ is a tracial state Our goal is to determine the distribution of eigenvalues of A (N ) or-in other wordsthe Brown measure of A (N ) . In the light of the previous discussion we should not expect that the sequence of Brown measures of A (N ) will always converge to the Brown measure of x ∈ (A, φ).
Surprisingly, in many known cases when we consider a "reasonable" sequence of random matrices the sequence of Brown measures converges to the Brown measure of the limit (cf [BL] ). In these cases, however, the convergence was proved in this way, that the distribution of eigenvalues of A (N ) was calculated by ad hoc methods and nearly by an accident it turned out to converge to the Brown measure of x. Therefore one of the most interesting problems in the theory of random matrices is to relate the asymptotic distribution of eigenvalues of a sequence of random matrices with the Brown measure of the limit and to clarify what does it mean that a sequence of random matrices is "reasonable".
1.4. Random regularization. In this article we show that it is possible to add a small random correction to a sequence of random matrices which converges in distribution to some x ∈ (A, φ) in such a way that the new corrected sequence still converges to x and that furthmore the Brown measures of the new sequence converge to the Brown measure of x.
A similar result was proven recently by Haagerup (Lemma 4.2 in [Haa] ) and plays a key role in his proof of existence of invariant subspaces for a large class of operators. The random correction used by Haagerup does not have finite expectation value, what makes it unpleasent for applications.
The random correction considered in this article has a much nicer form of a Gaussian random matrix. This allows us to find the limit empirical eigenvalues distribution of a wide class of random matrices, which include both the well-known examples of the matrix G (N ) with suitably normalized independent Gaussian entries (the limit eigenvalues distribution was computed by Girko and Bai [Gir1, Gir2, Bai] and the Brown measure of the limit was computed by Haagerup and Larsen [Lar, HL] ), the so-called elliptic ensemble (the limit eigenvalues distribution was computed by Hiai and Petz [HP] and the Brown measure of the limit was computed by Haagerup and Larsen [Lar, HL] ) and new examples for which the eigenvalues distribution was not known before and which are of the form G (N ) + A (N ) , where entries of G (N ) and A (N ) are independent (the Brown measure of the limit of such matrices was computed by Biane and Lehner [BL] ).
2. Definitions 2.1. Noncommutative probability spaces. A W ⋆ -probability space is a pair (A, φ), where A is a von Neumann algebra and φ is a normal, faithful, tracial state on A. Elements of A will be referred to as random varaiables and state φ as expectation value. The distribution of x ∈ A is the collection of all its ⋆-moments φ(x s 1 · · · x sn ) , where s 1 , . . . , s n ∈ {1, ⋆}.
2.2. Random matrices. We have that (M N (C), tr N ) is a W ⋆ -probability space, where tr N (which for simplicity will be also denoted by tr) is the normalized trace on M N (C) given by
where Tr denotes the standard trace.
For a Kolmogorov probability space (Ω, B, P ) we denote L ∞− (Ω) = 1≤p<∞ L p (Ω) and we denote by M(Ω) the space of measurable functions on Ω.
We can also equip the algebra of random matrices L ∞− (Ω)⊗M N (C) with a tracial normal faithful state E tr N . Unfortunately elements of this algebra are not norm-bounded, therefore it is not a von Neumann algebra, but the most of the following considerations for von Neumann algebras can be applied also here and therefore-with a small abuse of notation-we will regard (
In the following we will use the following convention: we say that random matrices A, B ∈ M N (C) ⊗ M(Ω) are independent if the family of entries of A and the family of entries of B are independent.
The distribution of an element of a von Neumann algebra was defined to be the collection of all its moments, therefore to avoid ambiguity by a classical distribution of a random matrix A ∈ M N (C) ⊗ L ∞− (Ω) we shall mean as usually the appropriate probability measure on M N (C).
Kadison-Fuglede determinant. Let a von Neumann algebra
A with a normal tracial state φ be given. For x ∈ A we define its Fuglede-Kadison determinant ∆(x) by (cf [FK] )
The below example shows that for finite matrices the KadisonFuglede determinant ∆ and the usual determinant det are closely related.
Example. The Fuglede-Kadison determinant of a matrix A ∈ M N (C) with respect to a normalized trace tr is given by
2.4. Brown measure. Let a finite von Neumann algebra A with a normal tracial state φ be given. For x ∈ A we define its Brown measure [Bro] to be the Schwartz distribution on C given by
One can show that in fact µ x is a positive probability measure on C.
The below examples provide heuristical arguments that for every Borel set B ⊂ C the Brown measure µ x (X) provides information on the joint "dimension" of "eigenspaces" corresponding to λ ∈ X.
Example. The Brown measure of a matrix A ∈ M N (C) with respect to the state tr is a probability counting measure
where λ 1 , . . . , λ N are the eigenvalues of A counted with multiples.
(Ω) be a random matrix. For ω ∈ Ω we denote by λ 1 (ω), . . . , λ N (ω) the eigenvalues of A(ω) ∈ M N (C) taken in any order. Let the probability measure ν k denote the distribution of the random variable λ k . We have that
Example. The Brown measure of a normal operator has a particularly easy form; let x ∈ A be a normal operator and let E denote its spectral measure:
Then the Brown measure of x is given by
for every Borel set X ⊆ C and the following analogue of (1) holds:
2.5. Convergence of distributions of random matrices. Let a sequence
of random matrices, a finite von Neumann algebra A with a tracial state φ and x ∈ A be given.
We say that the distribution of A (N ) converges to the distribution of x ∈ (A, φ) if for every n ∈ N and s 1 , . . . , s n ∈ {1, ⋆} we have that
for every continuous function f : R + → R such that there exist constants C > 0 and n ∈ N such that |f (r)| < C(1 + r) n for each r ≥ 0, where
Proof. It is obvious that the lemma holds if f (r) is an even polynomial (i.e. a polynomial which contains only even powers of r). We consider now the general case.
For every ǫ > 0 we can find an even polynomial
We can assume that the coefficient a m standing at the highest power of r is positive and that m > n; if this is not the case we can replace P by the polynomial P + a o r o for small enough positive number a o and o > max(m, n). We have that lim r→∞ P (r)−f (r) = +∞, therefore we can find R > 0 such that P (r) > f (r) for every r > R. We can find an even polynomial
The even polynomial S = P +Q 2 has the following properties: S(r) > f (r) for every r ≥ 0 and S(r) − f (r) < 3ǫ for 0 ≤ r ≤ x , therefore lim sup
and we take the limit ǫ → 0.
For the opposite inequality we consider the function −f .
2.6. Gaussian random matrices. We say that a random matrix
is a standard Gaussian random matrix if . We say that
are independent Brownian motions which are normalized in such a way that the variance is given by
2.7. Circular element. There are many concrete characterizations of the Voiculescu's circular element [VDN] but we will use the following implicit definition. An element c ∈ A is a circular element if the distributions of the sequence of standard Gaussian random matrices G (N ) converge to the distribution of c.
2.8. Freeness. Let (A, φ) be a W ⋆ -probability space and let (A i ) i∈I be a family of unital ⋆-subalgebras of A. We say that the algebras (A i ) i∈I are free if
Let (X i ) i∈I be a family of subsets of A. We say that sets
We consider a state φ on the free ⋆-algebra A generated by elements x i (i ∈ I) which is given by
for every i 1 , . . . , i n ∈ I and s 1 , . . . , s n ∈ {1, ⋆}. We say that a family (A (N ) i ) i∈I of sequences of random matrices is asymptotically free if the limit in (2) always exists and if the family (x i ) i∈I is free.
The following result was proven by Voiculescu [Voi] .
Proposition 2. Let A (N ) ∈ M N (C) be a sequence of non-random matrices such that the distribution of A (N ) converges to a distribution of some x ∈ A and let G (N ) be a sequence of standard Gaussian random matrices.
Then A (N ) and G (N ) are asymptotically free.
In the following we shall also use the following stronger version of this result, which-informally speaking-states that the mentioned above asymptotical freeness holds uniformly.
Proposition 3. For every polynomial Q of four non-commuting variables there exists a sequence (c N ) N ∈N of positive numbers which converges to zero such that for every N ∈ N and a matrix
we have
where φ is a state on some algebra B which contains M N (C) and a circular operator c such that {c, c ⋆ } and M N (C) are free. Furthermore
is the L n norm, where n is the degree of the polynomial Q.
Convolution semigroups
3.1. Convolution with standard Gaussian random matrix. Let A ∈ M N (C)⊗M(Ω) be a given random matrix and let M (N ) be a standard matrix Brownian motion such that A and M (N ) are independent. For t ≥ 0 we define a random matrix A t by
If we are interested in A t for only one value of t ≥ 0 we can express A t as follows:
where G (N ) is a standard Gaussian random matrix such that A and G (N ) are independent. Furthermore we denote
and
Remark. It is easy to see that for each t ≥ 0 the classical distribution of A t depends only on the clasical distribution of A. Therefore the map Γ t : A → A t induces a map Γ t on probability measures on M N (C) and it is easy to see that Γ is a semigroup.
Remark. We can (non necessarily uniquely) write A(ω) = P (ω)U(ω), where for each ω ∈ Ω we have that U(ω) is a unitary matrix. Therefore
It is not difficult to see that since matrices G and U are independent, it follows that GU is a standard Gaussian random matrix such that GU and P are independent. Therefore the classical distribution of the matrix P t is uniquely determined by the classical distribution of the matrix P .
3.2. Free convolution with circular element. For x ∈ (A, φ) we can always extend the algebra A and find c ∈ A such that {x, x ⋆ } and {c, c ⋆ } are free and c is a circular element [VDN] . We will denote
Remark. By using, for example, combintorial methods of free cumulants [NS] one can show that the distribution of p t is uniquely determined by the distribution of p.
3.3. Stochastic differential equations for eigenvalues. Let us fix N ∈ N. Since this does not lead to confusions we will skip in this section the index (N) standing and random matrices A, P , etc. For any t ≥ 0 and ω ∈ Ω let λ 1 (t, ω) ≥ · · · ≥ λ N (t, ω) denote singular values of the matrix A t (ω) Of course λ 1 , . . . , λ N : R + → M(Ω) are stochastic processes. We will use now the standard method of Dyson in order to obtain a stochastic differential equations for λ i .
For any fixed t ≥ 0 and ω ∈ Ω we can find a unitary matrix U t (ω) such that A t (ω) = P t (ω)U t (ω) is the polar decomposition.
Let δt be an infinitesimal number. Let us compute the increment of the stochastic process P 2 .
Let us define now δB = (δM)U ⋆ . We have that the joint distribution of entries of δB is the same as the joint distribution of entries of δM; therefore we can find a standard matrix Brownian motion
such that δB is an infinitesimal increment of the stochastic process B.
We have therefore
The discussion of Dyson shows that if D is a diagonal matrix with eigenvalues ν 1 , . . . , ν N then the eigenvalues ν ′ 1 , . . . , ν ′ N of a matrix D + ∆D are given by the following approximation in which terms of order 3 and higher in ∆D were discarded:
If we apply it to the matrix P 2 t+δt we have that
Equivalently,
The above formulas are correct up to terms of order two; furthermore we we applied Itô formula, which on the formal level means that (δB ij )(δB ji ) = 1 N δt and that higher powers of δM vanish.
3.4. Monotonicity.
Theorem 4. Let A (1) and A (2) be nonrandom matrices of the same size,
N be the singular values of the matrix A (n) . Suppose that for each 1 ≤ k ≤ N we have ν
Then for every nondecreasing function f : R + → R and t ≥ 0 we have that E Tr f (P (1)
t ), where P (n) t are defined just like in (3), where A (n) plays the role of A.
Proof. Let us consider two probability spaces (Ω (n) , B (n) , P (n) ) (where n = 1, 2) and let
be a standard matrix Brownian motion. Let furthermore λ (n) such that appropriate analogues of Eq. (5) hold. We can treat the above equation together with initial conditions
as a definition of stochastic processes λ
We have two families of stochastic processes λ
corresponding to n = 1, 2; each family is driven by a different standard matrix Brownian motion. We will change our setup so that λ (n) i 1≤i≤N are for both values of n driven by the same standard matrix Brownian motion. Let us consider a probability space (Ω, B, P ), a standard random Brownian motion
and find the solution of the system of stochastic differential equations
.
together with initial conditions (6). One can always find a version of a matrix Brownian motion M (n)
such that almost all trajectories M (n) (·, ω) are continuous; it follows that almost all trajectories λ (n) k (·) are continuous. From Eq. (7) it follows that for almost every ω ∈ Ω we have that λ
(1) − λ (2) is differentiable and
For a fixed ω ∈ Ω let t 0 be the smallest t ≥ 0 such that the following condition
does not hold. Trivially we have t 0 > 0. There exists an index j such that λ 
It is a simple calculation that if there exists at least one index 1 ≤ l ≤ N such that λ 
so it follows that for small d > 0 we have λ 
j (t) > 0 for t 0 − d < t < t 0 so we have a contradiction.
We define δ(t) = λ with a tracial state φ (n) and an element x (n) ∈ A (n) . As in Sect. 3.2 we define x
for every s ≥ 0.
Proof. It was already poined out that the distributuion of p (i) t is uniquely determined by the distribution of p (i) , therefore we can assume that operators x
(1) and x (2) are nonnegative. For each i and N let A (i,N ) ∈ M N (C) be a non-random hermitian matrix with eigenvalues λ 1 , . . . , λ N which are given by
It is easy to see that for each i the sequence of measures µ A (i,N) converges weakly to the measure µ p (i) and therefore for each t ≥ 0 the sequence of distributions of P Remark. Before we present a proof we will show an example of a situation when the assumptions of the theorem are fulfilled.
Let
(Ω) be a sequence of random matrices such that the distribution of A (N ) converges to the distribution of x ∈ A. Then for every t ≥ 0 the distribution of A (N ) t converges to the distribution of x t .
The Brown measure of the operator x t was evalued by Biane and Lehner [BL] , therefore the above theorem provides a new wide class of random matrices for which the limit empirical eigenvalues distribution is known.
Proof of Theorem 6. Convergence of determinants-upper bound. For 0 < ǫ < 1 we define continuous functions on R + f ǫ (r) = ln ǫ for 0 ≤ r ≤ ǫ ln r for ǫ ≤ r ,
We have that
The distribution of P (N ) t converges to the distribution of q = √ yy ⋆ and for the first summand on the right-hand side we have
For the second summand we have
It follows that lim sup
and by taking the limit ǫ → 0 we obtain lim sup
Convergence of determinants-bottom bound. We apply Theorem 4 and obtain lim inf
We apply Theorem 13 to evaluate the first summand and Lemma 1 to evaluate the second summand on the right-hand side of the above inequality. Hence lim inf
and the latter expression converges to 0 in the limit ǫ → 0. Therefore we have lim inf
Convergence of Brown measures. In the following x will denote either y ∈ A or the random matrix A (N ) t . Let f ∈ C 2 (K) be a smooth enough function with a compact support K ⊂ C. From the definition of the Brown measure we have
Since twice differentiable functions C 2 (K) are dense in the set of all continuous functions C(K) therefore the weak convergence of measures µ A (N) to the measure µ y would follow if the sequence of functions ln ∆(A (N ) − z) converges to the function ln ∆(y − z) uniformly for z ∈ K. But this can be justified by a carefull inspection of the above proofs.
Lemma 7. Let (ν N ) be a sequence of nonatomic probability measures on R which converges weakly to the measure ν.
Then for each N ∈ N there exists a nondecreasing (possibly noncontinuous) function f N : R → R such that f N (ν N ) = ν, i.e. if X N is a random variable which distribution is given by ν N then the distribution of the random variable f N (X N ) is given by ν.
Secondly, if all measures ν N and ν have all moments finite then for
Proof. The condition that the distribution of f N (X N ) is ν is equivalent to the condition that for each x ∈ R
where F and F N are the distribution functions of ν and ν N . Since ν N is nonatomic, function F N is continuous and for each x there exists f −1 (x) such that (10) is fulfilled. For the proof of the second part we assume for simplicity that Ω = [0, 1] and the probability P is the Lebesgue measure. The random variables X N (p) = F −1 N (p) and X(p) = F −1 (p) have distributions given by ν N and ν respectively. Furthermore X = f N (X N ).
We claim that sequence of random variables X N converges almost surely to X. Indeed, if for some p ∈ Ω we have lim inf X N (p) < X(p)−ǫ then there exists a sequence
, x] is constant and takes the value p. It follows that the set of such p is countable and hence has a measure zero. The statement of the lemma follows now form majorised convergence theorem.
be a sequence of random matrices such that the distribution of A (N ) converges to the distribution of x ∈ (A, φ).
There exists a sequence (t N ) of positive numbers such that
for every λ ∈ C and such that Brown measures Proof. It will be useful to assume that for every N ∈ N the measure µ P (N) has no atoms. If it is not the case we can replace the matrix (A (N ) ) byÃ (N ) = P (N ) +ǫζI, where ζ is an independent random variable uniformly distributed on the interval [0, 1], I is the identity matrix and ǫ > 0. At the end one should take the limit ǫ → 0.
For every N ∈ N Lemma 7 proves existence of a nondecreasing function f N : R + → R + such that if X is a classical random variable which distribution is given by µ P (N) then the distribution of f N (X) is given by µ p .
For a nonnegative matrix a with eigenvalues λ 1 , . . . , λ N ≥ 0 one can by functional calculus define a matrix f N (a) with eigenvalues f N (λ 1 ), . . . , f N (λ N ). Therefore we can define a random matrixP
We have that (Lemma 7 again) for every
, E tr) has the same distribution as the element p ∈ (A, φ); in particular their FugledeKadison determinants are equal:
. (12) Let (B, ψ) be a W ⋆ -probability space which contains the W ⋆ -probability space (M N (C), tr) and a circular element c such that {c, c ⋆ } and M N (C) are free. We introduce a W ⋆ -probability space L ∞ (Ω) ⊗B equipped with a stateψ(x) = Eψ x(ω) and an element of this probability spaceÃ
where t ≥ 0. We define furthermorẽ
From Proposition 3 and (11) it follows that for each
A careful inspection of the proof of Theorem 6 (where the role of q is played now byP
(N ) t ) shows that for every t > 0 lim inf
From (12) and Corollary 11 it follows that ∆(Ã (N ) t ) ≥ ∆(x), therefore we can choose a sequence t N of positive numbers, which converges to 0 and such that lim inf
In fact one can do this in such a way that lim inf
holds for every λ ∈ C.
On the other side similarly as in the proof of Theorem 6 one can sho that lim sup
Convergence of Brown measures follows similarly as in Theorem 6.
Convolution with a Gaussian random matrix
5.1. Laplacian. We can regard M N (C) as a 2N 2 -dimensional real Euclidian space equipped with a scalar product m, n = 2Nℜ Tr mn ⋆ . We define the Laplcacian to be
, where e 1 , . . . , e 2N 2 is the othonormal basis of this space and D v is a derivative operator in direction v. The reasons for such a normalization will be presented later on. Proof. Notice that ln | det A = ℜ ln det A. We can regard ln det A as a holomorphic function of N 2 complex variables (=entries of the matrix). On the other hand it is a known-fact that if f (z 1 , . . . , z k ) is a holomorphic function then its Laplacian is (up to a normalization) the uniform measure on the submanifold of zeros of the function f .
From this Lemma and Itô formula follows the following important result.
is strictly increasing and continuous.
Corollary 11. For x ∈ A we have that the function g : [0, ∞) → R defined by g(t) = ∆(x t ) is nondecreasing and continuous.
Harmonic analysis on operator algebras
Let us consider the following question: what happens to the harmonic analysis on R n if the dimension of the space n tends to infinity? This is indeed a fascinating question, however, since there seems to be no canonical candidate for the limiting object R ∞ , it is not clear what does this question really means.
The situation becomes quite different if we consider harmonic analysis on R 2N 2 = M N (C), since in this case we have a nice algebraic structure on the underlying space. If we restrict ourselves to the study of functions of z ∈ M N (C) which can be expressed using only products of z, z ⋆ and the normalised trace tr then the limit N → ∞ makes sense and it is possible to describe the behaviour of Laplacian in this limit.
Let A be a free ⋆-algebra generated by elements z, z ⋆ (this is the case if we consider analysis of one variable; for analysis of n variables A should be generated by elements z 1 , . . . , z n , z ⋆ 1 , . . . , z ⋆ n ) and let the algebra of allowed functions F be a commutative algebra generated by formal expressions of type φ(x), where x ∈ A. This algebra is slightly too small for some purposes; for example the Kadison-Fuglede determinant does not belong there. Probably the solution would be to introduce an appropriate topology in F and close this algebra, but in this article we would like to avoid such technical problems.
We can think about f ∈ F as of a function f (z) of a formal parameter z. In particular for g ∈ A it makes sense to speak about f • g which is formally defined by (f • g)(z) = f (g(z)).
For each N ∈ N there is an homomorhism E N : F → C(M N (C)), called the evaluation map, given on generators by φ(z s 1 · · · z sn ) → h, where s 1 , . . . , s n ∈ {1, ⋆} and h(m) = tr(m
Let f ∈ F . Is it true that there exists g ∈ F such that for every N ∈ N we have E N (g) = ∇ 2 E N (f ) ? If g such would exist, we would call it the Laplacian of f and write g = ∇ 2 f . Unfortunately in general it is not true. Our demand was too strong; still we can try to find g ∈ F such that E N (g) ≈ ∇ 2 E N (f ) holds asymptotically for N → ∞. We have
for every m ∈ M N (C), where M (N ) is a standard matrix Brownian motion.
Let us consider the ⋆-algebra A c which is a free algebra generated by z, z ⋆ , c, c ⋆ and F c which is a commutative algebra generated by expressions of type φ(x), where x ∈ A c . We will define a map E : F c → Fcalled conditional expectation-in the following way: we treat algebras {z, z ⋆ } and {c, c ⋆ } as if they were free with respect to a state φ; in this way every expression φ(x) with x ∈ A c can be expressed as a product of an element of F with expressions of type φ(c s 1 · · · c sn ) with s 1 , . . . , s n ∈ {1, ⋆}; the latter expressions can be evaluated if we take c to be a circular element. Formula (13) suggest that we should define for f ∈ F
From Proposition 2 follows
Proposition 12. For every f ∈ F and C > 0 we have that the sequence
converges to 0 as N tends to infinity.
The Laplacian on F has some surprising properties; for example it obeys Leibnitz rule
what charactarises usually the first-order differencial operators. Similar phenomena were also observed by Biane and Speicher [BS] in their study of free diffusions. We shall now explicitly calculate the Laplacian of elements of F . Firstly, for x 1 , . . . , x n ∈ A we define a free cumulant k(x 1 , . . . , x n ) ∈ F by the same rescursive formula as usually in the free probability (cf [VDN] ). It is easy to see from basix properties of cumulants that Proof. Let v 1 , . . . , v N be random vectors in C N which are defined to be columns of the matrix G (N ) . We define
where ·, · is the standard hermitian form on C N . The above matrix [ v k , v l ] 1≤k,l≤i is the complex analogue of the Gramm matrix; therefore-informally speaking-we can regard V i to be the "complex volume" of the "complex parallelepiped" defined by vectors v 1 , . . . , v i .
Of course V i+1 is equal to the product of V i and l i+1 , where l i+1 is the length of the projection of the vector v i+1 onto the orthogonal complementation of the vectors v 1 , . . . , v i . Since 
The numerator of the fraction on the right-hand side is equal to what is positive by Cauchy-Schwarz inequality. Hence (ln Γ) ′ is a nondecreasing function on (0, ∞) and therefore we can approximate the sum by appropriate integral:
We apply Stirling approximation ln(N!) = n ln n − n + O(ln N) and obtain
The Brown measure of the circular element c is a uniform probabilistic measure on the disc {z ∈ C : |z| ≤ 1}, therefore ln ∆(c) = 1 π x 2 +y 2 ≤1 ln x 2 + y 2 dx dy = − 1 2 .
