We are considering the problem of identifying Wiener systems that includes memoryless nonlinearities. The focus is made on the determination of the system nonlinearity which is not necessarily invertible, smooth or parametric. To this end, a frequency approach is developed, that investigates the system output extrema. In the case where the nonlinearity is strictly monotonic, a simple experiment is performed involving the application of a sine signal. In the general case, such an experiment is repeated a few times with different amplitudes.
INTRODUCTION
An important research activity is devoted to the problem of nonlinear system identification based on Wiener models. Most of the proposed solutions have been developed supposing that the nonlinearity is a polynomial of known degree and the linear part is a transfer function of known order, see e.g. (Chou et al., 1999) , (Hasiewicz, 1987) , (Hunter et al., 1986) , (Nordsjö, 2001) , (Pajunen, 1992) , (Voros, 1997) and (Wigren, 1993) . The proposed identification algorithms has used iterative optimisation methods. But, these are shown to be efficient provided that the iterative process converges, e.g. see (Voros, 1997) , (Wigren, 1993) . Unfortunately, the convergence is not guaranteed except under restrictive conditions ( (Wigren, 1993) ). Frequency-type solutions have also been proposed, see e.g. (Gardiner, 1993) . The idea is to apply repeatedly a sinusoidal input with different amplitudes and frequencies. Then, exploiting the polynomial nature of the nonlinearity, the input-output equation can be uniquely solved with respect to the unknown parameters. Nonparametric nonlinearities have in turn been dealt with using different approaches. In (Greblicki, 1992) - (Greblicki, 1997) , the identification problem is coped with using stochastic tools. But, the input signal is assumed to be a white noise and the nonlinearity is supposed to be invertible. In (Bai, 2003) a frequency solution is proposed for noninvertible nonlinearities. However, that phase estimator is not generally consistent and, consequently, the consistency of the overall identification method is, in turn, not generally guaranteed, see (Giri et al., 2007) .
In this paper, we are considering Wiener system identification in presence of not necessarily parametric, invertible and smooth nonlinearities. The focus is precisely made on the estimation of the nonlinearity, knowing that if this were available then the linear subsystem could be recovered using exiting methods (e.g. (Hu et al., 2005) ). To this end, we will investigate the correlation between the extrema of the (unmeasured) internal signal ) t ( x and those of the system output ) t ( y .
IDENTIFICATION PROBLEM STATEMENT

Class Identified Systems
We are considering nonlinear systems that can be described by the Wiener model ( Fig.1) , with a memoryless nonlinear element characterized by a piecewise continuous function (.) f . The above model is analytically described by the following equations:
g(t) denotes the inverse Laplace Transform of G(s); x(t) is a (non-measurable) internal signal; the noise ) t ( ν is a supposed to be a zero-mean stationary ergodic stochastic process. 
Identification objective
Our purpose is to design an identification scheme that determines the function 
is also a solution (where K is any nonzero real). Such a lack of uniqueness, will be exploited (in Section 3) to cope with the uncertainty on the amplitude of the internal signal ) t ( x .
BASIC MATHEMATICAL FACTS
Wiener Model Rescaling and Identification Problem Reformulation
All along this Section, the identified system is submitted to a given sine input:
where the amplitude U>0 and the frequency 0 > ω are kept constant. Let T be the corresponding period (
). Then, it follows from (1) that the internal signal turns out to be (in steady state)
The resulting output signal is
is preferably rewritten in the following form:
is not available since neither the amplitude X U nor the phase ϕ are known. The first uncertainty can be coped with rescaling the system model (1) (making use of the fact that the model is not unique). Specifically, the focus will be made on the following rescaled models:
with:
The new models (5) also represent the system and generate respectively the following internal signals: Nevertheless, all models generate the same output, i.e.
In the light of the above observations, it is clear that the parameter ϕ t turns out to be the only uncertain parameter. In the sequel, we seek identification of either
Notice that these are not distinguishable from the system input and output signals (u(t), y(t)). So, it is not important which one of them will actually be determined.
Analysis of Internal and Output Signals Extrema
The identified system is submitted to the sine input (3) , on the other hand.
Correspondence between extrema of the internal signals and those of the undisturbed output:
It is clear that the global extrema of
On the other hand, one gets from (10):
Then, one has, for all integers i:
That is, each extremum of
and all these extrema occur at the same instants defined by (11), independently of the input magnitude. However, it is clear from (12) that ) t ( y U may well have other extrema occurring at different instants. These are simply the solutions of the equations:
In the sequel, the focus will only be made on the extrema (of
) that occur at the instants i t defined by (11). Indeed, if one of these were identified it would be possible to determine the quantities (
) and, equivalently, the unknown phase ϕ . The crucial issue is how to recognize the i t 's when only a recording of the 17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008 (disturbed) output signal y(t) is available? The following subsection is a first step to answer such a question.
Characterization of internal signal extrema using the measured output:
First, notice that when the system is excited by the sine input defined by (3), the undisturbed output
is, in steadystate, periodic with period
Then, the effect of output noise can be removed resorting to the following specific filtering: 
are defined by (11).
Proof. As
is (in steady-state) periodic with period m / T , it follows from (9) that, for any real t and all integers k :
On the other hand, the ergodicity of ) t ( v implies that, for any fixed t:
Combining this with (16), one gets, for all t: t . Now, the question is: how to recognize these instants when a recording of the undisturbed system output is available? To answer such a question, a procedure is described in Section 4 for the case of strictly monotonic functions (.) f . The general case is considered in section 5.
IDENTIFICATION OF MONOTONIC FUNCTIONS (.) f
The system is again submitted to a sine input Seoul, Korea, July 6-11, 2008 Proof. The proof is omitted due to the limitation of the paper's length. (14) is satisfied may be uncountable. As in Section 3, attention will be paid to the extrema of ) t ( y U that are associated to the internal signal. These extrema will be based used to solve the problem at hand, i.e. the determination of the system nonlinearity. For this reason, they will be referred to 'useful extrema'. Accordingly, the other extrema, if any, are called useless. Now, the question is: how to recognize the useful extrema when a (graphical) recording of the output y(t) is available?
To answer such a question let us analyze the effect that a change of the input amplitude will produce on signals and models (especially (5)- (6)). To this end, consider two sine inputs that only differ by their amplitudes:
where
denote the resulting undisturbed and disturbed outputs.
Referring to the (initial) model ( )
, defined by equation (1), the internal signals turn out to be:
is independent of the input amplitude. Then, it readily follows that, the extrema of
take place at the same instants:
i.e. they are not affected by a change of the input amplitude. Furthermore, one has:
This yields the following statement: are achieved at the same instants i.e. these only depend on the frequency ω and not on the amplitude of the applied input.
Consequently, a change on the input amplitude only produces (at the output) a change on the useful extrema amplitude. This is simply expressed saying that the useful extrema moves vertically when the input amplitude changes.
2) The useless extrema of ) t ( y 1 U may not be (and generally are not) achieved at the same instants as those of ) t ( y 2 U i.e. these instants depend on both the amplitude and frequency of the applied input. This observation is simply expressed saying that the useless extremum move horizontally (and they are the only to do so) when the amplitude of the applied input is changed.
The above proposition is graphically illustrated by fig. 2 that shows the moving of both type of extrema when the non linearity is )
The result of Proposition 5.1 is not immediately utilizable (to determine the instants of occurrence of the useful extrema), since it involves the non-measurable outputs (
). However, it can be made immediately utilizable (just as we 17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008 did in Section 3) by simply substituting to (
. This is formally stated in the following procedure:
Nonmonotonic Nonlinearities Identification (NNI): first part NNI-1. Apply successively 2 or more sine inputs
, …) with different amplitudes but the same frequency. Get a recording of the resulting outputs ( ) 
NNI-2.
Compare the extrema of the filtered output signals and select all those that take place (in the different output recording) at the same instants (provided they are equally spaced). The extrema thus selected are the useful extrema; during the selection process make use of the fact that a useful extrema comes on each ω π / seconds, that is in each period one gets 2 (and only 2) useful extrema.
NNI-3.
If necessary, take a large N or make one more experiment with a different amplitude and go back to step NNI-1. Now to determine the nonlinearity, we will exploit again the data corresponding to the experiment made in NNI-1 corresponding to the largest input signal amplitude. For the selected experiment, the notations of Section 3 are τ determined graphically may be improved using analytical tools. First, remark that one has, for any integer i and any real δ :
. Then, one has for all i and δ :
that is periodic with period 
where τ is any real such that ω π τ m / 0 ≤ ≤ . Consider the following integral quantities:
The symmetry of ) t ( y U with respect to the vertical axis passing by
On the other hand, it follows using Proposition 3.1 that, for any fixed
(w.p. 1). From the above observations one gets:
Therefore, the instant 1 τ can be determined searching the minimum of ( ) fig. 3 . These show that (.) f N is an estimate of 
