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Abstract
Knowledge Distillation (KD) aims at improving the perfor-
mance of a low-capacity student model by inheriting knowl-
edge from a high-capacity teacher model. Previous KD meth-
ods typically train a student by minimizing a task-related
loss and the KD loss simultaneously, using a pre-defined loss
weight to balance these two terms. In this work, we propose
to first transfer the backbone knowledge from a teacher to
the student, and then only learn the task-head of the student
network. Such a decomposition of the training process cir-
cumvents the need of choosing an appropriate loss weight,
which is often difficult in practice, and thus makes it easier
to apply to different datasets and tasks. Importantly, the de-
composition permits the core of our method, Stage-by-Stage
Knowledge Distillation (SSKD), which facilitates progres-
sive feature mimicking from teacher to student. Extensive ex-
periments on CIFAR-100 and ImageNet suggest that SSKD
significantly narrows down the performance gap between stu-
dent and teacher, outperforming state-of-the-art approaches.
We also demonstrate the generalization ability of SSKD on
other challenging benchmarks, including face recognition on
IJB-A dataset as well as object detection on COCO dataset.
Introduction
Knowledge Distillation (KD) (Hinton, Vinyals, and Dean
2014), which allows a small model to achieve competi-
tive performance, is gaining ground in recent years, espe-
cially in industrial applications. The goal of KD is to use
a large model, known as teacher, to guide the training pro-
cess of a small one, termed as student, such that they can
finally produce similar prediction. Many attempts have been
made to improve the above process (Romero et al. 2015;
Zagoruyko and Komodakis 2017; Yim et al. 2017; Lee,
Kim, and Song 2018), typically treating KD as a regular-
izer (Hinton, Vinyals, and Dean 2014; Romero et al. 2015;
Huang and Wang 2017). In particular, the student is trained
to achieve accuracy on the main task and at the same time
emulate the behavior of the teacher by minimizing both the
main task loss and KD loss, as shown in Fig.2 (a). A loss
weight is usually introduced to balance these two goals.
∗ denotes equal contribution by the authors.
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Figure 1: Compared to KD (Hinton, Vinyals, and Dean 2014),
whose performance is easily affected by loss weight (blue line),
the proposed SSKD bypasses such hyper-parameter and achieves
more competitive and stable results (red line).
However, choosing an appropriate loss weight is critical
but difficult. On one hand, the performance is sensitive to
this hyper-parameter. We conducted experiments by taking
the original KD method (Hinton, Vinyals, and Dean 2014)
as an instance. As shown in Fig.1, when training ResNet-
20 (He et al. 2016) to learn from ResNet-56 on CIFAR-100
dataset (Krizhevsky and Hinton 2009), the Top-1 accuracy
exhibits around 1.2% fluctuation with loss weight changing
from 1 to 25. On the other hand, the best option of this value
varies over different datasets, tasks, or teacher-student set-
tings. As shown in Fig.1, the best loss weight on CIFAR-
100 is 10, while the best choice for ResNet-18 mimicking
ResNet-34 on ImageNet dataset (Deng et al. 2009) is 15. To
find the optimal option, it often requires to launch multiple
training processes on different choices, which is too costly.
In this work, we propose a unified, simple yet practical so-
lution to reformulate the KD process. Our approach is mo-
tivated by the observation that a model can be inherently
divided into two parts, namely (i) a backbone for extracting
features from the input data, and (ii) a task-head for connect-
ing the features to the given task, e.g., classification in a spe-
cific domain. Accordingly, the training of student falls into
two phases, as shown in Fig.2 (b). First, we perform layer-
wise feature mimicking to transfer the knowledge from the
backbone of teacher to that of student without using the
ground-truth. Second, we train the task-head of student with
task-dependent loss with fixed well-trained backbone.
By decomposing knowledge transfer from task fulfill-
ment, our method circumvents the choice of the loss weight,
thus making it easier to apply to various datasets and tasks.
We will show in our experiments that the decomposition of
distilling knowledge from teacher and learning from ground-
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Figure 2: (a) illustrates the conventional KD method, where student
learns from teacher and the ground-truth (GT) simultaneously. A
loss weight is employed to balance these two objects. On the con-
trary, SSKD in (b) proposes to decompose the training of student
into two phases, i.e., (i) learning backbone by distilling knowledge
from teacher and (ii) learning task-head with ground-truth by fixing
backbone. Rectangles in blue indicate the trainable parts.
truth generalizes well across a number of different settings.
To achieve effective distillation on the knowledge con-
tained in the backbone, we further present Stage-by-Stage
Knowledge Distillation (SSKD) to transfer knowledge from
teacher to student progressively at feature level. Instead of
mimicking features at all levels altogether, we divide the dis-
tillation process into multiple stages and only train one sub-
network at a time. We show in the experiments that stage-
wise distillation scheme results in more effective transfer
of knowledge than single-step distillation. Although trained
with many stages, SSKD can be performed in an efficient
way (i.e., not increasing the training time) but still attain
good performance. This benefits from the fact that each
stage only trains one part of the network while keeps the
remaining parts fixed.
To summarize, our contributions are three-fold:
• We propose to decompose the knowledge distillation pro-
cess into two phases, which alleviates the need of choos-
ing a loss weight yet maintains competitive performance.
Taking this advantage, the approach can be stably ex-
tended to different datasets and tasks.
• We present Stage-by-Stage Knowledge Distillation
(SSKD), which is very easy to implement. Even sim-
ple, it surpasses state-of-the-art methods on CIFAR-100
and ImageNet benchmarks. For example, on the setting
of using ResNet-18 to emulate ResNet-34, SSKD raises
the accuracy of student by 1.8% (compared to 1.2% ob-
tained by the second competitor) on ImageNet classifica-
tion task. We further conduct evaluations on other chal-
lenging tasks, e.g., large-scale face recognition, and ob-
tain encouraging improvements, demonstrating the gen-
eralization ability of SSKD.
• We provide new benchmarks by applying knowledge
distillation on COCO object detection task (Lin et al.
2014). We carry out experiments on two state-of-the-art
detection methods, i.e., two-stage FPN method (Lin et
al. 2017a) and one-stage RetinaNet method (Lin et al.
2017b), and achieve significant improvements with both
approaches. Specially, with ResNet-152 and ResNet-50 as
teacher-student pair, SSKD advances the Average Preci-
sion (AP) of original student models from 37.7% to 40.5%
with FPN, and from 35.9% to 38.7% with RetinaNet.
Related Work
The preliminary view of teacher supervising student was
adopted by Ba and Caruana (2014), which trains a shallow
network with data labeled by a deep one. Hinton, Vinyals,
and Dean (2014) introduced the concept of Knowledge Dis-
tillation (KD), which describes the dark knowledge as the
soft label produced by teacher model, and also proposed
to raise the temperature in softmax function to further dis-
till the knowledge from classification networks. Romero et
al. (2015) employed the output feature of an intermediate
layer in teacher model as hint for student. Zagoruyko and
Komodakis (2017) attempted to transfer spatial attention
map, which is defined as the average of feature maps across
the channel dimension. Huang and Wang (2017) trained stu-
dent to learn the feature map from teacher through Maxi-
mum Mean Discrepancy (MMD), which can be regarded as
a sample-based metric to measure the distance between two
probability distributions. Yim et al. (2017) proposed Flow of
Solution Procedure (FSP) to make student mimic the infor-
mation flow of teacher, which is defined as the Gram matrix
of two hidden feature maps. Lee, Kim, and Song (2018) im-
proved this idea with Singular Value Decomposition (SVD).
There are two main differences that distinguish SSKD
from the above teacher-student training manner. (i) Exist-
ing methods typically trained KD task and the original task
at the same time with the help of a loss weight to balance
the trade-off. Even though FitNets (Romero et al. 2015) and
FSP (Yim et al. 2017) proposed to offer student with a bet-
ter initialization by borrowing knowledge from teacher, such
information gradually disappears during the following main
task learning progress, which is pointed out by Lee, Kim,
and Song (2018). Unlike them, SSKD circumvents the re-
quirement of the loss weight hyper-parameter, resulting in
stronger robustness and higher generalization ability. (2)
SSKD trains student to emulate teacher by mimicking the
hidden features stage by stage. In this way, student is capa-
ble of learning the knowledge in teacher model more thor-
oughly, significantly narrowing down the performance gap.
A very recent work, TAKD (Mirzadeh et al. 2019), also pro-
posed to transfer knowledge from teacher to student gradu-
ally by introducing teaching assistant. Different from their
using auxiliary model to facilitate the transferring process,
we use different stages to improve the performance.
Besides, KD is also combined with other techniques, such
as reinforcement learning (Ashok et al. 2018) and adver-
sarial network (Belagiannis, Farshad, and Galasso 2018;
Xu, Hsu, and Huang 2018), to improve the performance.
Some other work blended KD with other model compres-
sion methods, e.g., network pruning (Wang et al. 2018)
and weight quantization (Han, Mao, and Dally 2016), to
make student smaller. Chen et al. (2017) and Li, Jin, and
Yan (2017) are specially designed to distill knowledge
from models in objective detection task. There are also
approaches that preform KD without using the teacher-
student pair, such as self-learning mechanism (Furlanello
et al. 2018; Lan, Zhu, and Gong 2018) and the idea of
on-the-fly distillation (Zhang et al. 2018; Anil et al. 2018;
Zhu, Gong, and others 2018). They focus on different appli-
cations of knowledge distillation from ours.
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Figure 3: Overview of the proposed SSKD. Both teacher and student can be separated into a backbone with K stages and a task-head. Before
knowledge transfer, teacher model is trained with labeled data (first column). After teacher is ready, student first mimics the output feature
of teacher progressively, and then learns the task-head with supervision from ground-truth label without taking teacher as reference any more
(last column). Stages in blue indicate the current training stage, while all previous stages in green are fixed. Dashed arrows in red show the
loss function for each stage.
Stage-by-Stage Knowledge Distillation
Fig.3 illustrates the training process of our proposed SSKD.
To summarize, a model can be divided into two parts, which
are feature extractor (backbone) and data adaptor (task-
head). Based on this separation, the learning of student also
follows two steps. First, the backbone is trained to mimic the
output feature of teacher, which is when knowledge distilla-
tion actually happens. Second, the task-head is optimized to
fit the ground-truth data, while the parameters in backbone
are fixed. There are no sensitive hyper-parameters such as
loss weight in SSKD, making it robust to different datasets
and tasks. Besides training KD task and main task inde-
pendently, SSKD also improves conventional KD methods
through progressive distillation. More details will be dis-
cussed in the following sections.
Basics of Knowledge Distillation
In general, a CNN model M(·) can be treated as two parts,
which are the backbone part MB(·) to extract feature as
well as the task-head part, MH(·) to map the feature to fi-
nal prediction. More specifically, given an image-label pair
(x, y), M(·) aims at producing yˆ = MH(MB(x)), with
f = MB(x) as the intermediate feature, to minimize the
distance between y and yˆ
min
ΘM
LM = φ(y, yˆ), (1)
where ΘM , consisting of ΘMB and ΘMH , denotes the train-
able parameters of the entire model. φ(·, ·) is the task-related
energy function, such as the softmax cross-entropy loss in
classification task and the bounding box regression loss in
detection task.
When it comes to KD problem, we have two different
models, called teacher T (·) and student S(·) respectively.
Similar as above, T can be formulated as TH ◦ TB and S
as SH ◦ SB , where ◦ indicates the function composition.
Correspondingly, the hidden feature and final prediction are
denoted as {fT , yˆT } and {fS , yˆS}. The key challenge is
to find out the knowledge contained in teacher model with
σ(fT , yˆT ) and then transfer it to the student. Prior work typ-
ically trains KD task together with the main task in Eq.(1)
with
min
ΘS
LS = φ(y, yˆS) + λψ(σ(fT , yˆT ), σ(fS , yˆS)), (2)
where ψ(·, ·) represents the loss function for knowledge
transfer and λ is the loss weight to balance these two terms.
Here, the parameters of backbone ΘSB and task-head ΘSH
are updated simultaneously.
Training Decomposition
To make the method more flexible to tasks and datasets, we
decompose the training of ΘSB and ΘSH . Specially, we fo-
cus the KD task on transferring knowledge contained in the
backbone structure, and then only optimize the task-head
part with ground-truth label y. This separation can be for-
mulated as
min
ΘSB
LSB = ψ(σ(fT ), σ(fS)), (3)
min
ΘSH
LSH = φ(y, yˆS), (4)
where σ(·) indicates the backbone knowledge only, which
differs from σ(·, ·) in Eq.(2). Note that when training either
part of {ΘSB ,ΘSH}, the other part is fixed. In this work, we
choose σ(·) as identity function, i.e., σ(a) = a, and ψ(·, ·)
as l2 distance, i.e., ψ(a, b) = ||a− b||22.
There are two advantages in doing so. First, despite the
discrepancy between the learning capacities of teacher and
student in backbone part, they share same structure in task-
head, as shown in Fig.3. Taking image classification task
as an example, the final fully-connected layer is viewed as
task-head. Number of parameters in this layer should be fea-
ture dimension times number of categories. Thus, as long as
student share same shape of feature map with teacher, their
task-heads should have similar modeling ability. From this
point of view, there is no need to transfer knowledge in this
part. Second, by decomposing the training of backbone and
task-head, we do not depend on the loss weight (λ in Eq.(2)),
making our method more extendable and stable.
Stage-by-Stage Training Scheme
From the discussion above, it is crucial for student to capture
similar features encapsulated by the teacher. To this end, we
break down both teacher and student into multiple stages
and let the student to mimic features of the teacher progres-
sively in a stage-wise manner, as shown in Fig.3. Taking the
teacher model as an example, we have
fT0 = x,
fTi = Ti(f
T
i−1), i = 1, 2, · · · ,K,
TB = TK ◦ TK−1 ◦ · · · ◦ T1,
(5)
whereK is the total number of stages contained in the back-
bone structure. fTi is the output feature of the i-th stage,
while fT0 is the initial feature (i.e., the input image). Simi-
larly, SB(·) is also divided into K stages. Under such sepa-
ration, the feature transfer process as shown in Eq.(3) can be
further split apart as follows
min
ΘSi
LSi = ψ(σ(fTi ), σ(fSi )), i = 1, 2, · · · ,K. (6)
Specifically, when training a new stage of student, we fix
all parameters in previous stages to prevent the transferred
knowledge from vanishing (Lee, Kim, and Song 2018). An-
other advantage in doing so is to speed up the training pro-
cess, since the gradient back-propagation is only applied to
a subset of parameters in each stage. Furthermore, although
the stages are trained separately, they are not completely in-
dependent. That is because each stage will take the feature
produced by the previous stage as input. In this way, each
stage gets substantial learning from teacher, but also com-
plements with each other to achieve better performance.
Implementation
We first introduce the way to perform the stage partition. In
general, we treat each resolution down-sampling layer as a
breakpoint. Taking ResNet family (He et al. 2016) as an ex-
ample, the input image is with size 224×224. Excluding the
first convolution layer and pooling layer, there are mainly
four sets of residual blocks, each of which produces an in-
termediate feature map. The spatial resolutions are 56× 56,
28×28, 14×14, 7×7, respectively. In our implementation,
we use these four feature maps to compute the stage-wise
mimicking loss in Eq.(6).
Since we are using l2 distance, stage features from stu-
dent and teacher are required to have the same dimension.
This assumption has been widely practiced in previous stud-
ies (Romero et al. 2015; Zagoruyko and Komodakis 2017;
Yim et al. 2017). We also use some tricks to deal with the
shape mismatch cases. Specifically, if the feature maps from
teacher and student have different number of channels, we
just add an additional convolution layer with 1 × 1 kernel
size to student such that the l2 distance can be applied. Here,
the added 1 × 1 kernel is only used in the training phase
for loss computation. If they have different spatial resolu-
tions, we just resize the student’s feature map, as described
in Zagoruyko and Komodakis (2017).
When training a particular stage, we use SGD optimizer
with momentum equal to 0.9. The learning rate is set to 0.01
initially and decreased 10% every time the feature distance
||ψ(fTi , fSi )||2 does not decrease any more. When the learn-
ing rate achieves 1e−5, we suppose the current stage is well
trained and start training the next stage. Taking experiments
on ImageNet as an example, we train 60 epochs for each
stage and decrease the learning rate with multiplier of 0.1 at
18-th, 36-th, 54-th epoch. Recall that when training a partic-
ular stage in SSKD, other stages are fixed. After the back-
bone is sufficiently optimized, the task-head is trained with
Eq.(4), which is task-dependent. For example, the cross-
entropy loss (i.e., φ(y, yˆ) = −∑Ni=1 yi log yˆi where N is
the number of categories) activated by softmax function is
used for classification task.
Experiments
In this section, we first analyze SSKD with ablation studies.
Then, to further evaluate the performance of SSKD, we carry
out extensive experiments on various challenging tasks. In
particular, we demonstrate the superiority of SSKD over
the state-of-the-art methods on CIFAR-100 (Krizhevsky and
Hinton 2009) and ImageNet (Deng et al. 2009) datasets. We
also demonstrate the strong generalization ability of SSKD
by applying it on IJB-A (Klare et al. 2015) and CASIA-
WebFace (Yi et al. 2014) face recognition benchmarks as
well as COCO (Lin et al. 2014) detection benchmark.
Ablation Studies
Separate Training of Backbone and Task-head. SSKD
proposes to train backbone and task-head separately to cir-
cumvent the choice of loss weight. In this part, we set up a
series of experiments on ImageNet dataset to validate that
training the task-head after (instead of concurrent with) the
backbone will not affect the performance. On ImageNet
dataset, we first train the backbone and task-head of ResNet-
34 simultaneously with task loss, then randomly re-initialize
the weights of the final fully-connected layer, and finally fix
the backbone and only train the fully-connected layer with
cross-entropy loss. The performances of end-to-end training
and separate training are shown in Tab.1, where they achieve
Table 1: Ablation study on separate training of backbone and task-
head on ImageNet dataset.
Method Model Top-1 Top-5
Teacher (end-to-end) ResNet-34 73.55 91.46
Teacher (fixed backbone) ResNet-34 73.53 91.44
KD (end-to-end) ResNet-18 70.76 89.81
KD (fixed backbone) ResNet-18 70.75 89.84
Table 2: Ablation experiments of stage-by-stage learning strategy
on CIFAR-100 dataset.
# Stages Multi-loss Training SSKD Improv.
Student 67.96 - -
Teacher 71.21 - -
1 stage 69.24 69.24 0.00
2 stages 69.29 70.03 0.74
3 stages 69.37 70.46 1.09
4 stages 69.46 70.77 1.31
Student
(a)
(b)
Multi-loss training Stage-by-stage training Teacher
Figure 4: Visualization of features produced by different training
schemes, including (a) feature of the 3rd stage and (b) feature of
the 4th stage (final stage). Best viewed in color.
almost same results. We can conclude that, as long as the
model is capable of extracting discriminative feature from
the input image, it doesn’t matter whether the task-head is
trained separately from or together with the backbone.
To further show that this conclusion is also applicable
to knowledge distillation task, we conduct experiments on
KD method (Hinton, Vinyals, and Dean 2014). Here we
use ResNet-18 as the student model and the well-trained
ResNet-34 as teacher. Same as above, we first train student
to learn from teacher with both KD loss and task loss, then
randomize the fully-connected layer, and finally train the
fully-connected layer with task loss only. As shown in Tab.1,
KD can also work well when training backbone and task-
head separately. This demonstrates the feasibility of SSKD.
Comparison with multi-loss training. An alternative way
for our stage-by-stage training is to sum up the distillation
losses from each stage and minimize them together, result-
ing in multi-loss training. Tab.2 shows the comparison re-
sults on CIFAR-100 dataset with ResNet-56 and ResNet-
20 as the teacher-student pair. In the experiments, ‘1 stage’
means that only one mimic loss is added at the final feature,
where SSKD is identical to multi-loss training. ‘2 stages’
means separating the backbone network into two parts and
and an additional mimic loss from the intermediate layer is
introduced, and so on and so forth. It is evident from Tab.2
that introducing losses from intermediate features can actu-
ally help student get better performance. Meanwhile, SSKD
always outperforms multi-loss training, and the more stages
involved, the higher the improvement is.
We also use t-SNE (Maaten and Hinton 2008) as a vi-
sualization tool to show that SSKD helps student learn a
better representation. Fig.4 visualizes the hidden features of
the 3rd stage and 4th stage. Here, we randomly choose 10
classes out of the 100 classes in CIFAR-100. We can see
that the features from SSKD are more discriminative than
those from the multi-loss training manner.
Table 3: Ablation study on number of stages with CIFAR-100
dataset. Last column shows the Top-1 accuracy improvement com-
pared to training student from scratch (first row).
# Stages Top-1 Top-5 Top-1 Improv.
Student 67.96 90.36 -
Teacher 71.21 91.09 -
1 stage 69.24 90.50 1.28
2 stages 70.03 91.38 2.07
3 stages 70.46 91.47 2.50
4 stages 70.77 91.49 2.81
5 stages 70.79 91.49 2.83
6 stages 70.82 91.61 2.86
7 stages 70.85 91.95 2.89
8 stages 70.93 91.96 2.97
Table 4: Experiments by using student (ResNet-20) to learn from
different teachers on CIFAR-100 dataset.
Teacher Teacher Top-1 Student Top-1 Improv.
- - 67.96 -
VGG-16 71.03 69.98 2.02
ResNet-56 71.21 70.77 2.81
ResNet-110 71.86 70.84 2.88
DenseNet-121 75.45 73.27 5.21
Number of Stages. From Tab.2, we observe that more stages
can lead to a better performance in the student. In this part,
we further add more stages to see the limitation of SSKD.
Here, based on the original 4-stages partition, ‘5 stages’
means that the first stage is evenly divided into two halves,
‘6 stages’ means that the first two stages are evenly divided,
and so on and so forth. The results are summarized in Tab.3.
While adding more stages still attain strong performance
against the upper-bound teacher model, we note that adding
more stages only bring marginal improvements. For simplic-
ity, we recommend using the resolution down-sampling lay-
ers as the stage breakpoints (i.e., 4 stages), which will be
used in the following experiments.
Teachers with Different Architectures. In practice, student
and teacher may not always share the same type of struc-
ture. This requires a KD method to be robust to heteroge-
neous CNN types. As mentioned above, SSKD only needs
the hidden feature maps from teacher and student to have the
same shape, which can be easily extended to different set-
tings. To verify the generalization ability of SSKD, we em-
ploy ResNet-20 to learn from teachers with various widths,
depths, and structures, including VGG-16 (Simonyan and
Zisserman 2015), ResNet-56, ResNet-110, and DenseNet-
121 (Huang et al. 2017). Tab.4 shows the results, and the
improvements over baseline model (ResNet-20 trained from
scratch) are reported in the last column. We obtain two ob-
servations: (i) by using SSKD, the performance of student
significantly gets improved in comparison to the baseline no
matter whether it shares the similar network structure with
the teacher or not; (ii) the performance of the student con-
sistently improves along with more powerful teacher. The
results suggest the strong robustness of SSKD in handling
different architectures.
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Figure 5: Choices of loss weights. For each method on a particu-
lar dataset, we conduct a series of experiments by varying the loss
weight and then choose the best option. Compared to previous ap-
proaches (blue line), SSKD (red line) does not require tuning the
hyper-parameter yet achieves higher performance.
Experiments on Image Classification
In this section, we evaluate our method on CIFAR-100
and ImageNet datasets. ResNet-20 and ResNet-56 are em-
ployed as student and teacher respectively for CIFAR-100
dataset, while ResNet-18 and ResNet-34 are used for Im-
ageNet dataset. To further validate the effectiveness of our
method, we compare against existing knowledge distilla-
tion approaches, including KD (Hinton, Vinyals, and Dean
2014), FitNets (Romero et al. 2015), AT (Zagoruyko and
Komodakis 2017), and NST (Huang and Wang 2017).
Settings for Competitors. We set the temperature for soft-
max function as T = 4 in KD method. For FitNets, we use
the features with resolution 28× 28 as the intermediate hint
layer. For AT and NST, we compute the transfer loss with
four output features from down-sampling layers, which is
the same as SSKD. Recall that all these methods require loss
weight to balance the original task and KD task, namely α
in KD1, λ in FitNets and NST, and the divisor of β in AT.
As there is no standard rule on how to choose these hyper-
parameters for every experimental setting (i.e., task, dataset,
and teacher-student pair), we exhaustively find out the best
option for each setting by conducting multiple experiments
with different loss weights. Fig.5 shows some selection pro-
cesses. We can see that existing methods are very sensitive
to the value of loss weight.
Training Efficiency. Recall that, even SSKD employs four
stages, only partial parameters are updated in each stage
such that the training of SSKD is efficient. Taking ResNet-
18 mimicking ResNet-34 on ImageNet as an example, we
train KD, FitNets, AT, and NST with 100 epochs, and train
SSKD with 60 epochs for each stage2. In this way, using 8
GPUs, we can finish the training of all methods with around
60 hours, resulting in same training time. In other words,
SSKD consumes same computational resources as other ap-
proaches at both training and inference phases, leading to
fair comparison.
1α = 0.2 (0.2 v.s. 0.8) in KD is equivalent to λ = 4 (1 v.s. 4)
2Even other stages are fixed when training a particular stage,
the forward propagation still takes some time. Thus, to make fair
comparison, we train SSKD with less epochs than other methods
such that they share same training time.
Table 5: Comparison results of image classification task on CIFAR-
100 dataset.
Method Structure Top-1 Top-5 Loss Weight
Student ResNet-18 67.96 90.36 -
Teacher ResNet-34 71.21 91.09 -
KD ResNet-18 69.32 90.13 10
FitNets ResNet-18 69.96 90.57 100
AT ResNet-18 70.03 90.84 50
NST ResNet-18 69.48 90.27 1000
Ours ResNet-18 70.77 91.49 -
Table 6: Comparative results of image classification task on Ima-
geNet dataset.
Method Structure Top-1 Top-5 Loss Weight
Student ResNet-18 69.57 89.24 -
Teacher ResNet-34 73.55 91.46 -
KD ResNet-18 70.76 89.81 15
FitNets ResNet-18 70.66 89.23 10
AT ResNet-18 70.73 90.04 10
NST ResNet-18 70.76 89.59 100
Ours ResNet-18 71.36 90.50 -
Evaluation on CIFAR-100. CIFAR-100 dataset is widely
used in KD task (Romero et al. 2015; Huang and Wang
2017; Yim et al. 2017; Lee, Kim, and Song 2018). Tab.5
shows the comparative results. Our method surpasses other
work in both Top-1 accuracy and Top-5 accuracy. SSKD
even achieves higher Top-5 performance than the teacher
model.
Evaluation on ImageNet. We also conduct larger-scale ex-
periments on ImageNet dataset (Deng et al. 2009), which in-
cludes over 1M training images and 50K testing images col-
lected from 1,000 categories. As shown in Tab.6, our method
improves the baseline model with 1.8% Top-1 accuracy and
beats the second competitor by 0.6% Top-1 accuracy.
Discussion. By cross-comparison of Tab.5 and Tab.6, our
method show strong robustness across different datasets
with drastically different number of categories. The stabil-
ity is advantageous to other competitors. For example, Fit-
Nets performs well on CIFAR-100, but is not as good as KD
on ImageNet. Also, NST succeeds on ImageNet, but shows
poor performance on CIFAR-100. As we can see from Tab.5
and Tab.6, KD, FitNets, AT, and NST require different loss
weights for different datasets to balance the task loss and
distillation loss. On the contrary, this issue is alleviated in
SSKD, making our method more easily to apply to various
datasets. This can also be concluded in Fig.5, where our ap-
proach is more stable and achieves better accuracy on both
CIFAR-100 and ImageNet datasets.
Experiments on Face Recognition
We further conduct experiments on face recognition task,
which is challenging due to the tremendous number of cate-
gories. We use CASIA-WebFace (Yi et al. 2014) as training
set, which has 494,414 images of 10,575 subjects. Then, the
well-trained model is evaluated on IJB-A dataset (Klare et
Table 7: Experimental results on face recognition task. ResNet-18
and ResNet-50 are employed as student and teacher respectively.
All models are trained on CASIA-WebFace dataset, and then eval-
uated on IJB-A dataset.
Verification Identification
Methods @FAR=0.01 @FAR=0.001 @Rank-1 @Rank-5
Student 76.9± 4.3 55.2± 5.7 84.6± 2.1 92.4± 1.5
Teacher 83.7± 2.8 59.3± 3.6 90.1± 1.2 95.8± 0.7
KD 77.2± 4.3 55.4± 5.9 85.3± 1.9 93.0± 1.3
SSKD 80.5± 3.0 56.9± 4.3 86.8± 1.3 93.5± 1.1
al. 2015), which consists of 25,808 images of 500 subjects.
The open-set setting in face recognition differs drastically
from CIFAR-100 and ImageNet, since the training set and
testing set have different categories. We use this setting to
validate how SSKD can be generalized from one dataset to
another. According to IJB-A protocol, only the output fea-
ture will be used for testing. Therefore, we do not tune the
task-head in this experiment. We also applied KD (Hinton,
Vinyals, and Dean 2014) on this task for comparison.
Tab.7 shows the results. It is observed that SSKD is ca-
pable of improving the performance of student under both
verification protocol and identification protocol, suggesting
that SSKD indeed helps the student in learning a better rep-
resentation. By comparing with KD, which barely increases
the performance of student, the proposed SSKD shows much
stronger generalization ability to different datasets and tasks.
Experiments on Object Detection
To further validate the generalization ability of SSKD on
different tasks, we conducted more experiments on the chal-
lenging COCO object detection benchmark (Lin et al. 2014),
which has 80 object categories. We use the union of 80K
train images and a 35K subset of val images as train-
ing set and evaluate on 5K subset of val images (mini-
val) following (Lin et al. 2017a; 2017b). Standard COCO
AP@0.5-0.95 metric as well as the Average Precision (AP)
on different object sizes are used for evaluation. We exper-
iment by adopting two state-of-the-art methods, FPN (Lin
et al. 2017a) and RetinaNet (Lin et al. 2017b), as two-stage
and one-stage detection method respectively. Implementa-
tions exactly follow the original paper (Lin et al. 2017a;
2017b), and 2× training schedule setting is used, follow-
ing Detectron (Girshick et al. 2018), to avoid the potential
influence of training steps on the final performance. Feature
pyramid network is treated as the backbone for both FPN
and RetinaNet. For FPN, we take the region proposal net-
work and the fast r-cnn layers (i.e., ROI pooling and fully-
connected layers) as task-head. For RetinaNet, we take the
classification and regression subnets as task-head. We use
ResNet-18 and ResNet-50 as students to learn from ResNet-
101 and ResNet-152, respectively. Results are shown in
Tab.8 and Tab.9. Here, since KD (Hinton, Vinyals, and Dean
2014) is specially designed for classification task, it can not
be applied to object detection. Hence, we do not compare
with KD in this experiment.
Table 8: Experimental results on COCO object detection task with
FPN method. ResNet-18 and ResNet-50 are employed as students,
while ResNet-101 and ResNet-152 are used as teachers.
Methods AP AP50 AP75 APS APM APL
ResNet-18 (R18) 33.6 55.1 35.6 18.9 36.0 44.1
ResNet-50 (R50) 37.7 57.6 40.5 19.8 41.1 49.7
ResNet-101 (R101) 39.5 61.1 42.9 23.2 43.7 50.6
ResNet-152 (R152) 41.6 63.1 45.3 25.5 46.0 53.9
R18 mimic R101 36.4 57.6 39.2 19.3 40.1 49.2
R18 mimic R152 36.7 57.8 39.7 19.5 40.2 50.1
R50 mimic R101 39.8 61.0 43.2 23.3 44.2 50.7
R50 mimic R152 40.5 61.8 44.0 23.3 44.9 52.8
Table 9: Experimental results on COCO object detection task with
RetinaNet method. ResNet-18 and ResNet-50 are employed as stu-
dents, while ResNet-101 and ResNet-152 are used as teachers.
Methods AP AP50 AP75 APS APM APL
ResNet-18 (R18) 32.4 50.8 34.1 16.6 34.8 44.6
ResNet-50 (R50) 35.9 55.3 38.2 18.4 39.5 47.8
ResNet-101 (R101) 37.6 57.1 40.2 19.8 41.3 50.5
ResNet-152 (R152) 39.9 59.7 42.8 22.2 43.9 52.9
R18 mimic R101 35.5 53.7 37.4 17.3 38.2 49.4
R18 mimic R152 35.6 54.2 37.5 17.9 38.8 50.1
R50 mimic R101 37.2 56.9 40.0 19.5 41.2 50.2
R50 mimic R152 38.7 58.0 41.6 20.3 41.8 51.6
Evaluation on FPN. As shown in Tab.8, SSKD achieved
significant improvements compared to original FPN models
(Lin et al. 2017a). When using ResNet-101 as the teacher
model, SSKD improves ResNet-18 by 2.8% and ResNet-
50 by 2.1%. We surprisingly found that, after learning from
teacher (ResNet-101) with SSKD, the student (ResNet-50)
even achieves higher performance (39.8% v.s. 39.5%). Ex-
periments with a larger teacher model, ResNet-152, also
shows consistent improvements. For example, SSKD im-
proves ResNet-50 with 2.8% higher AP.
Evaluation on RetinaNet. Tab.9 presents the results with
RetinaNet method, where SSKD also obtains large improve-
ments. By distilling the knowledge in ResNet-101 with
SSKD, ResNet-18 and ResNet-50 achieve 3.1% and 1.3%
increase on AP respectively. Besides the averaged AP (sec-
ond column), students learned with SSKD show consis-
tent improvements on average precision for all object sizes.
Meanwhile, when using ResNet-152 as teacher, the perfor-
mances of ResNet-18 and ResNet-50 are also boosted by
3.2% and 2.8% respectively. Significant improvements of
SSKD under different students and teachers settings demon-
strate the effectiveness and great generalization ability on
object detection task.
Conclusion
In this work, we argue that first distilling the backbone
knowledge from teacher and then fitting the task-head with
labeled data can improve the robustness and generalization
ability of KD method. Based on this, we present SSKD
by training student to mimic the intermediate features of
teacher gradually. Extensive experiments suggest the signif-
icant improvements achieved by SSKD on various tasks.
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