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Abstract
This paper obtains conditions for minimaxity of hierarchical Bayes estimators in the estimation of a mean
vector of a multivariate normal distribution. Hierarchical prior distributions with three types of second stage
priors are treated. Conditions for admissibility and inadmissibility of the hierarchical Bayes estimators are
also derived using the arguments in Berger and Strawderman [Choice of hierarchical priors: admissibility in
estimation of normal means, Ann. Statist. 24 (1996) 931–951]. Combining these results yields admissible
and minimax hierarchical Bayes estimators.
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1. Introduction
Hierarchical Bayesian models have been used extensively in statistical practice, and their use-
fulness has been well recognized. However, only a few papers have paid attention to theoreti-
cal investigation concerning the choice of hierarchical prior distribution. Of these, Berger and
Strawderman [2] categorized hierarchical priors for normal means in terms of admissibility and
inadmissibility of the resulting estimators. Berger and Robert [1] characterized hierarchical priors
in a general setup in terms of minimaxity of the resulting hierarchical Bayes estimators. A gen-
eral condition for minimaxity is given by Stein [5] based on the superharmonicity of the square
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root of the marginal density, although it is often hard to check in complicated hierarchical Bayes
models. Berger and Robert [1] handled a tractable condition based on the superharmonicity of
the marginal density instead, although the resulting class of minimax estimators is made more
narrow: for instance, it is known that such a class does not include any proper Bayes minimax
estimator in the simple Bayesian shrinkage problem treated by Strawderman [6].
The aim of the paper is to obtain stronger conditions for the minimaxity of hierarchical Bayes
estimators, and to derive classes of minimax and/or admissible estimators in the normal model:
suppose we observe
X = (X1, X2, . . . , Xp)t ∼Np(,),  known, (1.1)
and desire to estimate the unknown mean vector  = (1, . . . , p)t . An estimator  = (X) of 
is evaluated in terms of the risk function R(, ) = E[L(, )], where L(, ) is a quadratic loss
function given by
L(, ̂,Q) = (̂− )tQ(̂− ) (1.2)
for a p × p known matrix Q.
The hierarchical structures of prior distributions are described in two or three stages. As the
ﬁrst stage prior for , we treat the following type of distribution as in Berger and Robert [1]:
First stage prior: Given  and ,  has the conditional distribution
 | ,  ∼Np(Z, V− ), 0, (1.3)
where Z is a p × q known matrix with full rank for p > q,V is a p × p positive deﬁnite known
matrix, and 0 is a known scalar such that 0Chmax(V−1), the maximum characteristic root
ofV−1.
Second stage prior: The following three possibilities will be analyzed as second stage priors
2(, ):
Case 1: 2(, ) = −a/2I ( > 0), where a is a constant. In particular  is uniformly
distributed.
Case 2:  in 2(, ) is distributed asNq(0,A), independently of . In particular
∼Nq(0,A),
∼ −a/2|(ZtV−1Z)−1 +A|−b/2 dI ( > 0),
where b is a known constant, 0 is a known vector and A is a known positive deﬁnite matrix.
When a + qb > 2, the prior is proper.
Case 3: 2(, ) is given in two stages:
 | ∼Nq(0, A), (1.4)
 = (, )∼ −a/2|(ZtV−1Z)−1 + A|−b/2 d dI ( > 0)I ( > 0). (1.5)
When a+ qb > 4 and qb > 2, the prior is proper. Hereafter, we often use the notation  = (, )
for simplicity’s sake.
Cases 1, 2 and 3 assume the uniform, normal and scale-mixture normal distributions, respec-
tively, as prior distributions for . Case 3 ismore complicated than the others, and it is much harder
to investigate minimaxity and admissibility of the resulting Bayes estimators. The hierarchical
Bayes estimator of  in case 3 can be expressed as
HB3 = X− 
∫
B()f (|x) d∫
f (|x) d (X− Z0), (1.6)
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where the matrix B() and f (|x) are given by
B() = B = 1

V−1 − 1
2
V−1Z
(
1

ZtV−1Z+ 1

A−1
)−1
ZtV−1 (1.7)
and
f (|x) = 1
a/2
1
|(ZtV−1Z)−1 + A|b/2 |B|
1/2 exp
{
−1
2
(x− Z0)tB(x− Z0)
}
. (1.8)
As can be seen from forms (2.10) and (2.12), the hierarchical Bayes estimator HB3 in case 3
makes X doubly shrunken through the hyper variables  = (, ).
In Section 2, we provide conditions on a and b for the hierarchical Bayes estimators to be
minimax in all the three cases.We also derive conditions for their admissibility and inadmissibility
by verifying the proofs given by Berger and Strawderman [2]. Combining these results gives
conditions on a and b under which the hierarchical Bayes estimators are admissible and minimax.
Intuitively, admissibility corresponds to more informative second stage priors, while minimaxity
corresponds to less informative ones. Second stage priors which can produce admissible and
minimax hierarchical Bayes estimators may well be good choices from a frequentist’s view point.
The proofs of minimaxity are given in Section 3. Admissibility and inadmissibility results are
proved in Section 4.
2. Minimaxity of hierarchical Bayes estimators
2.1. Hierarchical Bayes estimator in case 3
In this section, we derive hierarchical Bayes estimators relative to the priors given in Section
1, obtain conditions for their minimaxity and clarify when they are admissible and minimax. We
begin by considering case 3, for which it is hardest to establish minimaxity among the three cases.
It is ﬁrst noted that the posterior and conditional distributions are given by
 |X, , ∼N
(
X− −1V−1(X− Z), {−1 + (V− )−1}−1
)
, (2.1)
 |X, , ∼N
(̂
(), (−1ZtV−1Z+ −1A−1)−1
)
, (2.2)
X | , ∼N
(
Z0,B−1()
)
for  = (, ), (2.3)
where B() is deﬁned by (1.7). The conditional mean ̂() in (2.2) is given by
̂() =
(
1

ZtV−1Z+ 1

A−1
)−1 (1

ZtV−1X+ 1

A−10
)
, (2.4)
which may be rewritten as
̂() =
(
1

ZtV−1Z+ 1

A−1
)−1 1

ZtV−1(X− Z0)+ 0. (2.5)
From (2.1), the hierarchical Bayes estimator of  is given by
HB3 = E
[
X− −1V−1(X− Z) |X
]
,
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which may be expressed using (2.2), (2.5) and (1.7) as
HB3 =E
[
X− −1V−1 {X− Ẑ()}∣∣X]
=X− E [B() |X] (X− Z0). (2.6)
Noting that
|B()|1/2 = −(p−q)/2|(ZtV−1Z)−1 + A|−1/2
(
|V||ZtV−1Z|
)−1/2
,
we see from (2.3) that
E [B() |X] =
∫
B()f (|X) d∫
f (|X) d , (2.7)
where f (|x) is given by
f (|x)= 1
a/2
|B()|1/2
|(ZtV−1Z)−1 + A|b/2 exp
{
−1
2
(x−Z0)tB()(x−Z0)
}
= 1
(p−q+a)/2
1
|(ZtV−1Z)−1+A|(1+b)/2 exp
{
−1
2
(x−Z0)tB()(x−Z0)
}
.
(2.8)
Hence, the hierarchical Bayes estimator HB3 is expressed as
HB3 = X− 
∫
B()f (|X) d∫
f (|X) d (X− Z0), (2.9)
which can be further rewritten by noting the following decomposition of B():
B()=
[
1

V−1 − 1

V−1Z(ZtV−1Z)−1ZtV−1
]
+
[
1

V−1Z(ZtV−1Z)−1ZtV−1 − 1
2
V−1Z
{
1

ZtV−1Z+ 1

A−1
}−1
ZtV−1
]
= −1B1 + B2(), (2.10)
where
B1 = V−1 −V−1Z(ZtV−1Z)−1ZtV−1, (2.11)
B2()= 1

V−1Z(ZtV−1Z)−1ZtV−1 − 1
2
V−1Z
{
1

ZtV−1Z+ 1

A−1
}−1
ZtV−1
=V−1Z(ZtV−1Z)−1
[
(ZtV−1Z)−1 + A
]−1
(ZtV−1Z)−1ZtV−1,
and where it is noted that B1 does not depend on (, ). From (2.10), HB3 may be expressed by
the following decomposition:
HB3 =X− B1
∫
−1f (|X) d∫
f (|X) d (X− Z0)
−
∫
B2()f (|X) d∫
f (|X) d (X− Z0). (2.12)
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We now present a condition for minimaxity of HB3 in the following theorem, which is the
main result of this paper. As assumed by (4.4) of Berger and Robert [1], throughout this paper we
assume that
V = Q, (2.13)
whichmakes the derivation easier. Conditions for minimaxity of HB3 aremuchmore complicated
without assumption (2.13). Note that under (2.13)
B1VB2() = 0, (2.14)
which implies that B1x and B2()x are orthogonal with respect to the inner product deﬁned
by (x, y) = xtQy for any x and y. From this fact, it is seen that the hierarchical Bayes estimator
HB3 shrinks X towards Z0 along the two mutually orthogonal axes: as indicated by (2.12), the
shrinkage in one axis depends on  and in the other one, on  and .
For simplicity, we use the notation
G =
(
A1/2ZtV−1ZA1/2
)−1
, (2.15)
where A1/2 is a matrix such that A = (A1/2)2. Let min and max be the minimum and maximum
characteristic roots of G, respectively.
Theorem 2.1 (minimaxity). Assume thatV = Q.The hierarchical Bayes estimator HB3 exists
for a + qb > 4− p and qb > 2− q. HB3 is minimax if the constants a and b satisfy one of the
following conditions:
(i)
 b
tr (G−1)min − 2
2 tr (G)/min − tr (G−1)min
,
ap − q − 2− (1+ b) [tr (G−1)max − q] ,
(ii)

b >
tr (G−1)min − 2
2 tr (G)/min − tr (G−1)min
,
ap − 4− b
(
2
trG
min
− q
)
− (1+ b) tr (G−1) {max − min} .
Some properties related to admissibility of HB3 are given in the following:
Theorem 2.2 (admissibility and inadmissibility). Assume that a+ qb > 4−p and qb > 2− q.
(1) The hierarchical Bayes estimator HB3 is inadmissible if a + qb < 2.
(2) The hierarchical Bayes estimator HB3 is admissible if a + qb2 and b0.
Proposition 2.1. The prior is proper in Case 3 and the hierarchical Bayes estimator HB3 is
proper Bayes, hence admissible, if a + qb > 4 and qb > 2.
Conditions for HB3 to be admissible and minimax can be obtained by combining Theorems
2.1 and 2.2. When it is assumed that G = I, the condition for the minimaxity given in Theorem
2.1 is simpliﬁed, and we get simple conditions under which HB3 is admissible and minimax.
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Theorem 2.3 (admissibility and minimaxity). Assume that G−1 = A1/2ZtV−1ZA1/2 = I and
thatV = Q.
(1) HB3 is minimax if one of the following holds for p > 4:{
(i) 4− p − qb < ap − q − 2, 2− q < qbq − 2 for q > 2,
(ii) 4− p < a + qbp − 4, qb > |q − 2|. (2.16)
(2) HB3 is admissible and minimax if one of the following holds for p6:{
(i) 2− qbap − q − 2, 2− q < qbq − 2, b0 for q > 2,
(ii) 2a + qbp − 4, qb > |q − 2|. (2.17)
(3) HB3 is proper Bayes and minimax if one of the following holds for p > 8:{
(i) 4− qb < ap − q − 2, 2 < qbq − 2 for q > 4,
(ii) 4 < a + qbp − 4, qb > max(|q − 2|, 2). (2.18)
2.2. Hierarchical Bayes estimators in cases 1 and 2
We ﬁrst treat case 2 which corresponds to the case  = 1 in case 3, but is not a special case of
case 3 as  in case 3 is a random variable. For case 2, B in (1.7) or (2.10) is expressed as
B = −1B1 + B3() (2.19)
for B1 deﬁned by (2.11), where
B3() = V−1Z(ZtV−1Z)−1
[
(ZtV−1Z)−1 +A
]−1
(ZtV−1Z)−1ZtV−1. (2.20)
The hierarchical Bayes estimator HB2 is given by
HB2 =X− B1
∫∞
0
−1f2(|X) d∫∞
0
f2(|X) d
(X− Z0)
−
∫∞
0
B3()f2(|X) d∫∞
0
f2(|X) d
(X− Z0), (2.21)
where the estimator exists for a + qb > 2− p, and where
f2(|x)= 1
(p−q+a)/2
1
|(ZtV−1Z)−1 +A|(b+1)/2
×exp
{
−1
2
(x− Z0)t {−1B1 + B3()}(x− Z0)
}
. (2.22)
Theorem 2.4 (minimaxity for case 2). Assume thatV = Q and p > 2. Then the hierarchical
Bayes estimator HB2 in case 2 is minimax if the constants a and b satisfy the condition
2− p < a + qb
{
p − q − 2+ 0 tr (0I+ G−1)−1
} min0
2+ 0(2max − min)
, (2.23)
where G, min and max are deﬁned around (2.15).
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It is noted that condition (2.23) is satisﬁed for qp−2 and p−2 > 0.WhenG = I, condition
(2.23) simpliﬁes to
2− p < a + qb
(
p − q − 2+ q0
0 + 1
)
0
0 + 2 ,
which implies that there exists a + qb satisfying the condition if p and 0 satisfy the inequality
2(p− 2) > q0/(0+ 1)2. It is seen that this inequality is satisﬁed for any q, (0 < q < p) when
p − 2 > 0.
Theorem 2.5. Assume that a + qb > 2− p.
(1) HB2 is inadmissible if a + qb < 0.
(2) HB2 is admissible if a + qb0.
(3) HB2 is admissible and minimax ifV = Q and
0a + qb
{
p − q − 2+ 0 tr (0I+ G−1)−1
} min0
2+ 0(2max − min)
. (2.24)
It is noted that there exist a and b satisfying condition (2.24) when p > 2 and qp− 2.When
the covariance matrixA of the prior distribution of  tends to the zero matrix, the prior distribution
of  approaches a point mass at  = 0, and B() = B goes to −1V−1. Then, in the case of
b = 0, the hierarchical Bayes estimator HB3 converges to the single Bayes estimator
SS = X− V−1
∫∞
0
−1f ∗2 (|X) d∫∞
0
f ∗2 (|X) d
(X− Z0),
wheref ∗2 (|x) = −(p+a)/2 exp{−(x−Z0)tV−1(x−Z0)/(2)}. It is noted that this estimator can
be obtained by putting ZtV−1Z = I andA = cI and letting c tend to zero in the estimator HB2 and
f2(|x) in (2.21) and (2.22). In this case, limc→0 0 tr (0I+G−1)−1 = q and limc→0 min0/{2+
0(2max−min)} = 1.Hence fromcondition (2.23) ofTheorem2.4, it is seen that the singleBayes
estimator SS is minimax if 2− p < ap − 2, and is admissible and minimax if 0ap − 2,
both of which coincide with the conditions given by Strawderman [6].
Case 1 corresponds to the case b = 0 and →∞ in case 3, but is not a special case of case 3.
In this case, from (2.2) and (2.3), the posterior distribution of  and the marginal distribution of
X are given by
 |X, ∼N
(˜
, (ZtV−1Z)−1
)
,
X | ∼N
(
0, B−11
)
,
where ˜ = (ZtV−1Z)−1ZtV−1X and B1 is deﬁned by (2.11). Hence, the hierarchical Bayes
estimator is given by
HB1 = X− B1
∫∞
0
−1f1(|X) d∫∞
0
f1(|X) d
X,
where the estimator exists for a > 2− (p − q), and where
f1(|x) = 1
(p−q+a)/2
exp
{
− 1
2
xtB1x
}
. (2.25)
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Theorem 2.6 (minimaxity for case 1). Assume that V = Q and p − q > 2. Then the hi-
erarchical Bayes estimator HB1 in case 1 is minimax if the constant a satisﬁes the condition
2− (p − q) < ap − q − 2.
Theorem 2.7. Assume that a > 2− (p − q).
(1) HB1 is inadmissible if a < q.
(2) HB1 is admissible if a > 1 for (p, q) = (2, 1), and if aq for p3 and q = 1, 2.
(3) HB1 is admissible and minimax if V = Q and qap − q − 2 for p2(q + 1) and
q = 1, 2.
3. Proofs of minimaxity
Making the transformations X∗ = X− Z0, ∗ = − Z0 and Z∗ = ZA1/2, we can put
0 = 0 and A = Iq (3.1)
without any loss of generality, and hereafter we use the same notations X,  and Z for X∗, ∗ and
Z∗. Then, G, f (|x) and B() are expressed as G = (ZtV−1Z)−1,
f (|x)= −a/2|G+ I|−b/2|B|1/2 exp{−xtBx/2}
= −(p−q+a)/2|G+ I|−(1+b)/2 exp{−xtBx/2}, (3.2)
for  = (, ), and
B()= 1

V−1 − 1
2
V−1Z
{
1

G−1 + 1

I
}−1
ZtV−1
= 1

B1 + B2, (3.3)
where B1 = V−1 −V−1ZGZtV−1 and
B2 = V−1ZG[G+ I]−1GZtV−1 (3.4)
from (2.10). The following lemma is useful for evaluation of the risk of HB3.
Lemma 3.1.∫ ∞
0
xtBVBxf (, |x) d
= [2f (, |x)]∞=0 +
∫ ∞
0
{
p − q + a

+ (1+ b) trG[G+ I]−1
}
f (, |x) d
= −2f (, 0|x)+
∫ ∞
0
trVBf (, |x) d+
∫ ∞
0
{
a−1 + b trG[G+ I]−1
}
×f (, |x) d. (3.5)
Proof. It is interesting to note that
BVB= 1
2
V−1 − 2
3
V−1Z
(
1

G−1 + 1

I
)−1
ZtV−1
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+ 1
4
V−1Z
(
1

G−1 + 1

I
)−1
ZtV−1Z
(
1

G−1 + 1

I
)−1
ZtV−1
=− d
d
B. (3.6)
Then, using the integration by parts yields that∫ ∞
0
xtBVBxf (, |x) d=−
∫ ∞
0
{
d
d
xtBx
}
f (, |x) d
= 2
∫ ∞
0
−(p−q+a)/2
|G+ I|(1+b)/2
(
d
d
e−xtBx/2
)
d
= 2 [f (, |x)]∞0 − 2
∫ ∞
0
(
d
d
−(p−q+a)/2
|G+ I|(1+b)/2
)
e−xtBx/2 d
=−2f (, 0|x)+2
∫ ∞
0
{
d
d
log
(
(p−q+a)/2|G+I|(1+b)/2
)}
×f (, |x) d. (3.7)
Using matrix calculus, we can see that
d
d
log
(
(p−q+a)/2|G+ I|(1+b)/2
)
= p − q + a
2
+ 1+ b
2
d
d
log |G+ I|
= p − q + a
2
+ 1+ b
2
trG(G+ I)−1. (3.8)
Combining (3.7) and (3.8) gives the ﬁrst expression in (3.5). The second expression in (3.5) can
be derived by noting that
trVB= tr
{
1

I− 1
2
Z
(
1

G−1 + 1

I
)−1
ZtV−1
}
= p

− 1

tr
(
1

G−1
)(
1

G−1 + 1

I
)−1
= p − q

+ trG [G+ I]−1 ,
which shows Lemma 3.1. 
Using the same arguments, we can show the following two equations which will be employed
to prove Theorem 2.1:∫ ∞
0
xtBVBxf (|x) d
= −20f (, 0|x)+
∫ {
p − q + a − 2+ (1+ b) trG[G+ I]−1
}
×f (|x) d (3.9)
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and ∫ ∞
0
xtV−1ZG[G+ I]−2GZtV−1xf (|x) d
= −2f (0, |x)+
∫
(1+ b) tr [G+ I]−1f (|x) d, (3.10)
where integration by parts with respect to  and the identity
V−1ZG(G+ I)−2GZtV−1 = −( d/ d)B
are used for the proof of (3.10).
3.1. Proof of Theorem 2.1
The risk difference of the two estimators X and HB3 is written as
=R(, HB3)− R(,X)
=−2E [(X− )tQEX{B}X]+ E [XtEX{B}QEX{B}X] , (3.11)
where the notation EX{B} denotes the posterior expectation of B given X, that is,
EX{B} = E[B() |X] =
∫
B()f (|X) d∫
f (|X) d .
Using the Stein identity, given by Stein [4,5], we observe that for ∇ = (/X1, . . . , /Xp)t ,
E
[
(X− )tQEX{B}X
]= trE [(X− )XtEX{B}Q]
= trE [∇XtEX{B}Q]
=E [trQEX{B}−XtEX{BQB}X
+XtEX{B}QEX{B}X
]
, (3.12)
which is substituted into (3.11) to give
=E [−2 trQEX{B} + 2XtEX{BQB}X− XtEX{B}QEX{B}X]
=E [−2 trVEX{B} + 2XtEX{BVB}X− XtEX{B}VEX{B}X] , (3.13)
sinceV = Q from the assumption of the theorem. Hence from (3.5) in Lemma 3.1, we obtain
the expression that  = E[˜(X)], where
˜(x)=−4
∫∞
0 f (, 0|x) d∫
f (, |x) d + 2E

X
{
a−1 + b trG[G+ I]−1
}
−xtEX{B}VEX{B}x. (3.14)
It is harder to evaluate the third term xtEx {B}VEx {B}x. For this purpose, it is noted that
B1VB2 = 0
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for B1 and B2 given below expression (2.10). Then,
xt
(∫
Bf (|x) dV
∫
Bf (|x) d
)
x
= xt
(∫ (
−1B1 + B2
)
f (|x) dV
∫ (
−1B1 + B2
)
f (|x)
)
x
= xtB1VB1x
(∫
−1f (|x) d
)2
+ xt
(∫
B2f (|x) dV
∫
B2f (|x) d
)
x
= I1 + I2. (say) (3.15)
(1) Evaluation of I1 in (3.15). First, we evaluate the quantity I1. Note that I1/
∫
−1f (|x) d
may be expressed as
xtB1VB1x
∫
−1f (|x) d
=
∫
xt (−1B1)V(−1B1)x f (|x) d
=
∫
xtBVBx f (|x) d−
∫
xtB2VB2x f (|x) d. (3.16)
From (3.4), the quantity xtB2VB2x is evaluated as
xtB2VB2x = xtV−1ZG[G+ I]−1G[G+ I]−1GZtV−1x
 max × xtV−1ZG[G+ I]−2GZtV−1x, (3.17)
which, from (3.10), implies that∫ ∞
0
xtB2VB2x f (|x) d
max
∫
xtV−1ZG[G+ I]−2GZtV−1x f (|x) d
= −2maxf (0, |x)+ max(1+ b)
∫
tr [G+ I]−1f (|x) d. (3.18)
Combining (3.16) and (3.18) and applying (3.9) to the ﬁrst term in the r.h.s. of (3.16), we get that
xtB1VB1x
∫
−1f (|x) d
=
∫
xtBVBx f (|x) d−
∫
xtB2VB2x f (|x) d
−20
∫
f (, 0|x) d+
∫ {
p−q+a+(1+b) trG[G+I]−1−2
}
f (|x) d
+2max
∫
f (0, |x) d− max(1+ b)
∫
tr [G+ I]−1f (|x) d,
which is equal to the quantity
−20
∫
f (, 0|x) d+ 2max
∫
f (0, |x) d+ (p − q + a − 2)
∫
f (|x) d
−(1+ b)
∫
 tr
{
maxI− G
} [G+ I]−1f (|x) d.
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Noting that  tr [maxI−G][G+I]−1 tr [maxI−G](G)−1 = (trG−1)max−q, we observe
that
I1 
∫
−1f (|x) d×
[
−20
∫
f (, 0|x) d+ 2max
∫
f (0, |x) d
+
∫ {
p − q + a − 2− (1+ b)
[
(trG−1)max − q
]}
f (|x) d
]
. (3.19)
(2) Evaluation of I2 in (3.15). Next, we evaluate the second quantity I2, given by
I2 = xt
∫
B2f (|x) dV
∫
B2f (|x) dx
= xtV−1ZG
∫
[G+ I]−1f (|x) d G
∫
[G+ I]−1f (|x) dGZtV−1x.
Taking the diagonalization of G into account, we can evaluate I2 as
I2 
∫
min
min + 
f (|x) d×
∫
xtV−1ZG[G+ I]−1GZtV−1xf (|x) d

∫
min
min + 
f (|x) d×
∫
xtV−1ZG[G+ I]−2GZtV−1x
×{min + } f (|x) d. (3.20)
Using integration by parts with respect to , similar to (3.10), gives that∫
xtV−1ZG[G+ I]−2GZtV−1x {min + } f (|x) d
=
[
2
∫
(min + )f (|x) d
]∞
=0
+
∫ {
(1+ b) tr [G+ I]−1(min + )− 2
}
f (|x) d, (3.21)
which, when substituted into (3.20), gives
I2 
∫
min
min + 
f (|x) d
[
−2
∫
minf (0, |x) d
+
∫ {
(1+ b) tr [G+ I]−1(min + )− 2
}
f (|x) d
]
. (3.22)
(3) Evaluation of . In the sequel, combining (3.14), (3.15), (3.19) and (3.22), we get a bound
on ˜ in (3.14) which is provided by ˜× (∫ f (|x) d)2˜∗, where
˜
∗ =−4
∫
f (, 0|x) d×
∫
f (|x) d
+ 2
∫ {
a

+ b trG[G+ I]−1
}
f (|x) d×
∫
f (|x) d
−
∫
−1f (|x) d×
[
−20
∫
f (, 0|x) d+ 2max
∫
f (0, |x) d
+
∫ {
p − q + a − 2− (1+ b)[(trG−1)max − q]
}
f (|x) d
]
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−
∫
min
min + 
f (|x) d×
[
−2min
∫
f (0, |x) d
+
∫ {
(1+ b) tr [G+ I]−1(min + )− 2
}
f (|x) d
]
. (3.23)
The r.h.s. of the inequality in (3.23) can be expressed by
˜
∗ = J1 + J2 + J3 + J4, (3.24)
where
J1 = 2
[∫
f (, 0|x) d
∫
0

f (|x) d− 2
∫
f (, 0|x) d
∫
f (|x) d
]
,
J2 = 2
[∫
(min)
2
min + 
f (|x) d−
∫
max

f (|x) d
]
×
∫
f (0, |x) d,
J3 = 2b
∫
trG[G+ I]−1f (|x) d
∫
f (|x) d
−
∫ {
(1+ b) tr [G+ I]−1(min + )− 2
}
×f (|x) d
∫
min
min + 
f (|x) d, (3.25)
J4 =
[
2a −
{
p − q + a − 2− (1+ b)[(trG−1)max − q]
}]
×
∫ 1

f (|x) d
∫
f (|x) d. (3.26)
To complete the proof, we need to check that J10, J20 and J3+J40 under the conditions
of Theorem 2.1. From the inequality
∫∞
0
(0/)f (|x) d
∫∞
0
f (|x) d, it follows that J10.
Since (min)2/(min + )min/max/, it is easy to see that J20. For J3, note that
tr [G+ I]−1(min + ) =
q∑
j=1
min + 
j + 

q∑
j=1
min
j
= (trG−1)min,
where j ’s are the characteristic roots of G. Since (G+ I)−1(min + )I, J3 is evaluated as
J3  2b
∫
trG
min + 
f (|x) d
∫
f (|x) d
−
∫ {
(1+ b)(trG−1)min − 2
}
f (|x) d
∫
min
min + 
f (|x) d

{
2b
trG
min
− (1+ b) trG−1min + 2
}∫
min
min + 
f (|x) d
∫
f (|x) d, (3.27)
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which is not positive if
2b
trG
min
− (1+ b) trG−1min + 20. (3.28)
Also, J40 if
2a −
{
p − q + a − 2− (1+ b)[(trG−1)max − q]
}
0. (3.29)
Both inequalities (3.28) and (3.29) are guaranteed by condition (i) of Theorem 2.1.
When inequality (3.28) does not hold, that is,
2b
trG
min
− (1+ b) trG−1min + 2 > 0, (3.30)
it is noted that min/(min + )1/. Then from (3.26) and (3.27), combining J3 and J4 yields
that
J3 + J4 
{
2a −
{
p − q + a − 2− (1+ b)[(trG−1)max − q]
}
+2b trG
min
− (1+ b)(trG−1)min + 2
}∫
−1f (|x) d
∫
f (|x) d,
which is not positive from condition (ii) of Theorem 2.1. Inequality (3.30) is also satisﬁed by
condition (ii), and the proof of Theorem 2.1 is complete. 
3.2. Proof of Theorem 2.4
From (3.13), we need to show that ˜0 for B and f2(|x) deﬁned by (2.19) and (2.22),
respectively, where
˜=−2
∫
(trVB)f2(|x) d∫
f2(|x) d + 2
∫
xtBVBxf2(|x) d∫
f2(|x) d
−xt
(∫
Bf2(|x) d∫
f2(|x) d V
∫
Bf2(|x) d∫
f2(|x) d
)
x, (3.31)
where all the integrals are taken over the range {| > 0}. The same arguments as in (3.5) and
(3.9) give that∫ ∞
0
xtBVBxf2(|x) d=−2f2(0|x)+
∫ ∞
0
trVBf2(|x) d
+
∫ ∞
0
{
a−1 + b trG[G+ I]−1
}
f2(|x) d, (3.32)
and ∫ ∞
0
xtBVBxf2(|x) d
= −20f2(0|x)+
∫ ∞
0
{
p − q + a − 2+ (1+ b) trG[G+ I]−1
}
×f2(|x) d. (3.33)
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By substituting (3.32) into (3.31), ˜ is rewritten as
˜×
(∫
f2(|x) d
)2
=
[
−4f2(0|x)+ 2
∫ {
a−1 + b trG[G+ I]−1
}
f2(|x) d
]
×
∫
f2(|x) d
−xt
(∫
Bf2(|x) dV
∫
Bf2(|x) d
)
x. (3.34)
Since B = −1B1 + B3() and B1VB3() = 0, similar to (3.15), we have
xt
(∫ ∞
0
Bf2(|x) dV
∫ ∞
0
Bf2(|x) d
)
x
= xtB1VB1x
(∫ ∞
0
−1f2(|x) d
)2
+xt
(∫ ∞
0
B3Vf2(|x) d
∫ ∞
0
B3f2(|x) d
)
x. (3.35)
Note that the second term is evaluated as
xt
(∫ ∞
0
B3f2(|x) dV
∫ ∞
0
B3f2(|x) d
)
x
= xtV−1ZGH diag
(
j
{∫ ∞
0
(j + 1)−1f2(|x) d
}2)
HtGZtV−1x, (3.36)
where diag (aj ) denotes diag (a1, . . . , aq), and H is an orthogonal matrix such that G = H
diag (1, . . . , q)Ht for characteristic roots j ’s. Since
j
{∫ ∞
0
(j + 1)−1f2(|x) d
}2

∫ ∞
0
(max + 1)−1f2(|x) d×
∫ ∞
0
j
(j + 1)2
(min + 1)f2(|x) d,
the r.h.s. of Eq. (3.36) is greater than or equal to the quantity∫ ∞
0
f2(|x)
max + 1
d
∫ ∞
0
xtB3VB3x(min + 1)f2(|x) d.
Noting that 1/min/(max + 1) and using (3.33), we approximate (3.35) as
xt
(∫ ∞
0
Bf2(|x) dV
∫ ∞
0
Bf2(|x) d
)
x

∫ ∞
0
min
max + 1
f2(|x) d×
[∫ ∞
0
xt (−1B1)V(−1B1)x f2(|x) d 
+
∫ ∞
0
xtB3VB3x
(
+ −1min
)
f2(|x) d
]
,
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which is larger than or equal to∫ ∞
0
min
max + 1
f2(|x) d×
∫ ∞
0
xtBVBx f2(|x) d
=
∫ ∞
0
min
max + 1
f2(|x) d×
[
−20f (0|x)+
∫ ∞
0
{
p − q + a − 2
+(1+ b) trG[G+ I]−1
}
f2(|x) d
]
. (3.37)
Combining (3.34) and (3.37) yields that
˜×
(∫
f2(|x) d
)2
2
[
f2(0|x)
∫
0min
max + 1
f2(|x) d− 2f2(0|x)
∫
f2(|x) d
]
+
[
2
∫ {
a−1 + b trG[G+ I]−1
}
f2(|x) d
∫
f2(|x) d
−
∫
min
max+1
f2(|x) d
∫ {
p−q+a−2+(1+b) trG[G+I]−1
}
f2(|x) d
]
= J1 + J2. (say) (3.38)
Since 0min/(max + 1)1 for 0, it is seen that J10. To evaluate J2, we show the
inequality∫ ∞
0
trG[G+ I]−1f2(|x) d
∫ ∞
0
f2(|x) d

∫ ∞
0
 trG[G+ I]−1f2(|x) d
∫ ∞
0
−1f2(|x) d, (3.39)
which is rewritten as
E∗
[
trG[G+ I]−1
]
E∗
[
 trG[G+ I]−1
]
× E∗
[
−1
]
, (3.40)
where the expectationE∗[·] is takenwith respect to the probability density functionf2(|x) d/
∫∞
0
f2(|x) d. Since  trG[G+ I]−1 and −1 are monotone in opposite directions, inequality (3.40)
is proved, and we get inequality (3.39). Using this inequality, we observe that
2b
∫ ∞
0
trG[G+ I]−1f2(|x) d
∫ ∞
0
f2(|x) d
−b
∫ ∞
0
min
max + 1
f2(|x) d
∫ ∞
0
 trG[G+ I]−1f2(|x) d
b
∫ ∞
0
[
2−1 − min
max + 1
]
f2(|x) d×
∫ ∞
0
 trG[G+ I]−1f2(|x) d
b
∫ ∞
0
[
2−1 − min
max + 1
]
f2(|x) d× q
∫ ∞
0
f2(|x) d, (3.41)
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since  trG[G+ I]−1q. Hence, we can use inequality (3.41) to bound J2 as
J2 
∫ ∞
0
[
2(a+qb)−1−(p−q+a+qb−2) min
max+1
]
f2(|x) d
×
∫ ∞
0
f2(|x) d−
∫ ∞
0
min
max + 1
f2(|x) d
∫ ∞
0
 trG[G+ I]−1f2(|x) d,
which is not positive if
2a + 2qb min
max + 1
{
p − q + a + qb − 2+ 0 tr [0I+ G−1]−1
}
,
for 0. This inequality is guaranteed by the condition of Theorem 2.4.
3.3. Proof of Theorem 2.6
In case 1, for f1(|x) deﬁned by (2.25), ˜ given by (3.34) is written as
˜×
(∫ ∞
0
f1(|x) d
)2
=
(
−4f1(0|x)+ 2
∫ ∞
0
a

f1(|x) d
)
×
∫ ∞
0
f1(|x) d
−xtB1x
(∫ ∞
0
−1f1(|x) d
)2
, (3.42)
since B = −1B1 and B1VB1 = B1. Noting that case 1 corresponds to b = 0 and →∞ in case
3, from (3.9), we observe that∫ ∞
0
xtB1x−1f1(|x) d
= −20f1(0|x)+
∫ ∞
0
(p − q + a − 2)f1(|x) d,
which is substituted in (3.42) to get that
˜×
(∫ ∞
0
f1(|x) d
)2
= 2f1(0|x)
∫ ∞
0
(0/− 2)f1(|x) d
+{2a − (p − q + a − 2)}
∫ ∞
0
−1f1(|x) d
∫ ∞
0
f1(|x) d. (3.43)
It can be seen that the r.h.s. of the equality in (3.43) is not positive under the condition of
Theorem 2.6.
4. Proofs of admissibility
The admissibility and inadmissibility results for the hierarchical Bayes estimators can be veri-
ﬁed based on the arguments of Berger and Strawderman [2]. The following two results of Brown
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[3] are very useful for the purpose. Let () be a (proper or improper) prior distribution and denote
the corresponding marginal density and the generalized Bayes estimator by m(x) and . For
r = ‖x‖, deﬁne
m(r) =
∫
m(x) d(x) and m(r) =
∫
(1/m(x)) d(x),
where (·) is the uniform probability measure on the surface of the sphere of radius r .
Lemma 4.1 (admissibility). If  − x is uniformly bounded and∫ ∞
c
[rp−1m(r)]−1 dr = ∞ (4.1)
for some c > 0, then  is admissible.
Lemma 4.2 (inadmissibility). If∫ ∞
c
r1−pm(r) dr <∞ (4.2)
for some c > 0, then  is inadmissible.
In the prior distribution of (, ) in case 3 given in Section 1, the random variable  is not
independent of  in the case of b = 0. Since  is independent of  in case 3 of Berger and
Strawderman [2], abbreviated here by BS, the conditions for the admissibility and inadmissibility
of HB3 cannot be derived automatically from the results of BS. But the same arguments as in BS
can be used to check the conditions in Lemmas 4.1 and 4.2.
4.1. Boundedness of m(x) and x
It is assumed that A = I and 0 = 0 without any loss of generality. In this section, we use
the notations C, C′, c and c′ as generic positive constants, namely, for example we use the same
notation C for different constants without confusion. Before stating the results on the uniform
boundedness ofm(x) and  − x, we provide simple approximations for the marginal densities,
which are useful in our development.
For the case 3 scenario of Section 1, from (2.8), the marginal density m3(x) is given by
m3(x)=C
∫ ∞
0
∫ ∞
0
f (|x) d d
=C
∫ ∞
0
∫ ∞
0
1
(p−q+a)/2
1
|G+ I|(1+b)/2 exp
{
−1
2
xtB()x
}
d d, (4.3)
where G = (ZtV−1Z)−1. From (2.10) and (2.11), we observe that
xtB()x= −1xtB1x+ xtB2x
= −1‖x− Z˜‖2∗ + ‖˜‖2∗∗,
where for the weighted least-squares estimator ˜ = (ZtV−1Z)−1ZtV−1x,
‖x− Z˜‖2∗ = (x− Z˜)tV−1(x− Z˜),
‖˜‖2∗∗ = ˜t
[
(ZtV−1Z)−1 + Iq
]−1
˜.
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For cases 2 and 1 of Section 1, from (2.22) and (2.25), the marginal densitiesm2(x) andm1(x)
are expressed as
m2(x)=C
∫ ∞
0
exp{−(2)−1‖x− Z˜‖2∗ − 2−1‖˜‖2∗∗∗}
(p−q+a)/2|G+ I|(b+1)/2 d, (4.4)
m1(x)=C
∫ ∞
0
exp{−(2)−1‖x− Z˜‖2∗}
(p−q+a)/2
d, (4.5)
where ‖˜‖2∗∗∗ = ˜t [G+ I]−1˜.
Lemma 4.3. For i = 1, 2 and 3, mi(x) and x − HBi are uniformly bounded with respect to x
under the following conditions:
(i) a > 2− (p − q) for case 1.
(ii) a + qb > 2− p for case 2.
(iii) a + qb > 4− p and qb > 2− q for case 3.
Proof. We ﬁrst treat case 3. Since for some constants c and c′,
c(+ )q(1+b)/2 |G+ I|(1+b)/2c′(+ )q(1+b)/2, (4.6)
the marginal density m3(x) is evaluated as
m3(x)  C
∫ ∞
0
∫ ∞
0
−(p−q+a)/2(+ )−q(1+b)/2 d d
= C
∫ ∞
0
∫ ∞
0
−(p+a+qb)/2(1+ /)−q(1+b)/2 d d.
Making the transformation v = / with dv = d/ gives
m3(x)C
∫ ∞
0
(1+ v)−q(1+b)/2 dv
∫ ∞
0
−(p+a+qb)/2+1 d,
which is bounded if q(1 + b)/2 > 1 and (p + a + qb)/2 − 1 > 1. These are given by Lemma
4.3(iii).
We next show that ‖(x)‖ = {(x)t(x)}1/2 is uniformly bounded for (x) = x− HB3. From
(2.9), ‖(x)‖ is evaluated as
‖(x)‖
∫
‖B()x‖f (|x) d
/∫
f (|x) d. (4.7)
Note that for some constant c, using condition (2.13), we see that
‖B()x‖2 = xtBBxcxtBVBx
= c
(
−2xtB1x+ xtB2VB2x
)
= c
(
−2‖x− Z˜‖2∗ + ˜t [G+ I]−1G[G+ I]−1˜
)
. (4.8)
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Then, making the transformation v = / gives
c−1‖B()x‖2 = −2
{
‖x− Z˜‖2∗ + ˜t [G+ vI]−1G[G+ vI]−1˜
}
 −2
{
‖x− Z˜‖2∗ + ˜t [G+ vI]−1˜
}
= −2K∗(x, v), (say)
and
xtB()x= −1
{
‖x− Z˜‖2∗ + ˜t [G+ vI]−1˜
}
= −1K∗(x, v),
and hence, we observe that
‖(x)‖  c1/2
∫∞
0
∫∞
0
{K∗}1/2−(p+a+qb)/2|G+ vI|−(1+b)/2 exp{−(2)−1K∗} d dv∫∞
0
∫∞
0
−(p+a+qb)/2+1|G+ vI|−(1+b)/2 exp{−(2)−1K∗} d dv
 c1/2 sup
0<v<∞
q(x, v),
where
q(x, v) = {K∗}1/2
∫∞
0
−(p+a+qb)/2 exp{−(2)−1K∗} d∫∞
0
−(p+a+qb)/2+1 exp{−(2)−1K∗} d .
It is easily seen that q(x, v){K∗}1/2/0. On the other hand, making the transformation u =
K∗/ with du = −(K∗/2) d, we can rewrite q(x, v) as
q(x, v) = {K∗}−1/2
∫ K∗/0
0 u
(p+a+qb)/2−2 exp{−u/2} du∫ K∗/0
0 u
(p+a+qb)/2−3 exp{−u/2} du
 {K∗}−1/2(p + a + qb − 4),
since
∫ y
0 u
b exp{−u/2} du/ ∫ y0 ub−1 exp{−u/2} du is increasing in y for a positive constant b.
Hence,
q(x, v) min
{√
K∗
0
,
p + a + qb − 4√
K∗
}

√
(p + a + qb − 4)/0,
which shows that ‖(x)‖ is uniformly bounded for p + a + qb − 4 > 0.
For case 2, from (4.4), the marginal density m2(x) is evaluated as
m2(x)C
∫ ∞
0
−(p+a+qb)/2 d,
which is bounded if p + a + qb > 2. For the boundedness of ‖(x)‖ for (x) = x − HB2, it is
noted that
‖(x)‖C
∫∞
0
√
K()−(p−q+a)/2−1|G+ I|−(b+1)/2 exp{−(2)−1K()} d∫∞
0
−(p−q+a)/2|G+ I|−(b+1)/2 exp{−(2)−1K()} d , (4.9)
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where K() = xtB1x+ ˜t [G+ I]−1˜. It can be seen that for ‖x‖2∗ = xtV−1x, min(min+
1)−1‖x‖2∗K()‖x‖2∗, which is used to get ‖(x)‖C‖x‖∗/0. Since (min)q |G + I|
(max+ 1)q , on the other hand, the r.h.s. of (4.9) is evaluated as, for a constant C′,
‖(x)‖  C′
∫∞
0
‖x‖∗−(p−q+a)/2−1−q(b+1)/2 exp{−‖x‖2∗/[2(+ 1/min)]} d∫∞
0
−(p−q+a)/2(max + 1)−q(b+1)/2 exp{−‖x‖2∗/(2)} d
= C
′
‖x‖∗
∫ ‖x‖2∗/0
0 u
(p+a+qb)/2−1 exp{−(u/2)/[1+ u/(‖x‖2∗min)]} du∫ ‖x‖2∗/0
0 u
(p+a+qb)/2−2(max + u/‖x‖2∗)−q(b+1)/2 exp{−u/2} du
, (4.10)
where the transformationu = ‖x‖2∗/ is used.Note that 1+u/(‖x‖2∗min)1+1/(0min) ≡ 1/c1
and max + u/‖x‖2∗max + 1/0 for u‖x‖2∗/0. Then from (4.10),
‖(x)‖ C
′′
‖x‖∗
∫ ‖x‖2∗/0
0 u
(p+a+qb)/2−1 exp{−c1u/2} du∫ ‖x‖2∗/0
0 u
(p+a+qb)/2−2 exp{−u/2} du
for a constant C′′. By using the fact that c1 < 1, it can be shown that the ratio of the integrals∫ w
0 u
(p+a+qb)/2−1 exp{−c1u/2} du/
∫ w
0 u
(p+a+qb)/2−2 exp{−u/2} du is increasing in w, so that
‖(x)‖ C
′′
‖x‖∗
∫∞
0 u
(p+a+qb)/2−1 exp{−c1u/2} du∫∞
0 u
(p+a+qb)/2−2 exp{−u/2} du ≡
C′′′
‖x‖∗ ,
which is ﬁnite for p + a + qb > 2. Hence, it is concluded that
‖(x)‖ min {C‖x‖∗/0, C′′′/‖x‖∗} {CC′′′/0}1/2,
which is bounded. Finally, the result for case 1 can be easily veriﬁed. 
4.2. Proofs of Theorems 2.2, 2.5 and 2.7
To establish Theorem 2.2, we investigate conditions (4.1) and (4.2). For this purpose, we
simplify the marginal density
m3(x) = C
∫ ∞
0
∫
−p/2 exp{−(2)−1(x− Z)tV−1(x− Z)}2(, ) d d.
Note that for some constants c1 and c2,
c1‖x− Z‖2(x− Z)tV−1(x− Z)c2‖x− Z‖2.
From these inequalities and (4.6), it is seen that m3(x) is bounded above and below by
m∗3(x)
=C
∫ ∞
0
∫ ∞
0
∫
−(p+a)/2−q/2(+)−qb/2 exp
{
−c′
{‖x−Z‖2

+‖‖
2

}}
d d d
= C
∫ ∞
0
∫ ∞
0
exp{−c′{−1‖x− Ẑ‖2 + ̂t [I+ (ZtZ)−1]−1̂}}
(p+a)/2(+ )qb/2|I+ (/)ZtZ|1/2 d d, (4.11)
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where ̂ = (ZtZ)−1Ztx. Noting that
̂
t [I+ (ZtZ)−1]−1̂ = (Ẑ)tZ[(ZtZ)2 + ZtZ]−1Zt (Ẑ),
we can see that for some constants c1 and c2,
c1
‖Ẑ‖2
+   ̂
t [I+ (ZtZ)−1]−1̂c2 ‖Ẑ‖
2
+  .
Deﬁne r2 = ‖x‖2 and w = ‖x− Ẑ‖2/‖x‖2 = 1−‖Ẑ‖2/‖x‖2. Then, w has a beta distribution
Beta((p−q)/2, q/2), whose density is denoted by g(w), and one obtains upper and lower bounds
for m∗3(x) of the form
m∗∗3 (r, w) = C
∫ ∞
0
∫ ∞
0
exp{−c′−1r2{w + (1− w)/(1+ /)}}
(p+a+qb)/2(1+ /)q(1+b)/2 d d. (4.12)
Since expression (4.12) corresponds to (4.1) of BS, their arguments can be employed to evaluate
m∗∗3 (r, w) as for p + a + qb > 4 and q(1+ b) > 2,
m∗∗3 (r, w)
C
rp+a+qb−4
∫ ∞
0
∫ c2/0
0
u(p+a+qb)/2−3
(1+ v)q(1+b)/2 exp{−c
′u} du dv, (4.13)
and for a + qb2 and b0,
m∗∗3 (r, w)
C
rp−2
{
1+ 1
ra+qb−2
+ 1+ log r
rqb
}
 C
′
rp−2
(1+ log r). (4.14)
Using (4.13), we can observe that for a + qb < 2,∫ 1
0
∫ ∞
c
r1−p{m∗∗3 (r, w)}−1 drg(w) dwC′′
∫ ∞
c
ra+qb−3 dr <∞.
Hence, the inadmissibility result of Theorem 2.2 follows from Lemma 4.2. For the proof of the
admissibility, from (4.14), it is noted that∫ 1
0
∫ ∞
c
{rp−1m∗∗3 (r, w)}−1 drg(w) dwC′
∫ ∞
c
1
r(1+ log r) dr = ∞.
From Lemma 4.1, the admissibility result of Theorem 2.2 is established.
For the proof of Theorem 2.5, it is noted that case 2 corresponds to the case  = 1 in case 3.
From (4.12), the marginal density m2(x) can be simpliﬁed by
m∗2(r, w) = C
∫ ∞
0
exp{−c′−1r2{w + (1− w)/(1+ 1/)}}
(p+a+qb)/2(1+ 1/)q(1+b)/2 d,
which corresponds to (4.12) of BS. This function can be shown to be bounded above and below
by
m∗∗2 (r, w) = C
∫ ∞
0
exp{−c′−1r2}
(p+a+qb)/2(1+ 1/)q(1+b)/2 d.
It is noted that m∗∗2 (r, w) does not depend on w, and that the parameters (a, k) in (4.12) of BS
correspond to ((a + qb)/2, q(1+ b)) in this paper. Hence from Theorem 2 of BS, it follows that
HB2 is inadmissible if a + qb < 0 and admissible if a + qb0.
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For case 1, the same arguments as used around (4.11) can be applied and the marginal density
m1(x) can be evaluated by
m∗1(r, w) = C
∫ ∞
0
exp{−(2)−1r2w}
(p−q+a)/2
d,
which corresponds to (3.3) of BS, where the parameter a of BS corresponds to a/2 in this paper.
Hence, Theorem 2.7 follows from Theorem 1 of BS.
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