Here we search quantitatively under convexity the approximation of multivariate function by general multivariate positive sublinear operators with applications to multivariate Max-product operators. These are of Bernstein type, of Favard-Szász-Mirakjan type, of Baskakov type, of sampling type, of Lagrange interpolation type and of Hermite-Fejér interpolation type. Our results are both: under the presence of smoothness and without any smoothness assumption on the function to be approximated which fulfills a convexity assumption.
Background
In this article we study under convexity quantitatively the approximation properties of multivariate Maxproduct operators to the unit. These are special cases of multivariate positive sublinear operators. We also give general results regarding the convergence to the unit of multivariate positive sublinear operators under convexity. Special emphasis is given to our study about approximation also under the presence of smoothness. Our work is inspired from [1] .
Let Q be a compact and convex subset of R k , k ∈ N − {1}, and let x 0 := (x01, ..., x 0k ) ∈ Q o be fixed. Let 
We assume that the ball B (x0, h) ⊂ Q. We also assume that f (x0) = 0, for all : | | = 1, ..., n, and |f (x)| is convex in x, for all : | | = n. The jth derivative of gz (t) = f (x0 + t (z − x 0)) , (z = (z1, ..., z k ) ∈ Q) is given by
)︃j f ⎤ ⎦ (x01 + t (z1 − x 01) , ..., x 0k + t (z k − x 0k )) .
Consequently, it holds that 
We apply Lemma 8.1.1, [2, p. 243] , to (f (x0 + t (z − x 0)) − f (x0)) as a function of z, when 1 (f , h) ≤ w.
for all t ≥ 0. Let Q be a compact and convex subset of R k , k ∈ N − {1}, x 0 ∈ Q fixed, f ∈ C n (Q). Then for j = 1, ..., n,
we have
If f (x0) = 0, for all : | | = 1, ..., n, then g (j)
z (0) = 0, j = 1, ..., n, and by (3) we get f (z) − f (x0) = Rn (z, 0) .
It follows from (2) 
Note that gz (0) = f (z0) . That is
We have proved the following fundamental result: 
In conclusion we have Theorem 2. Let Q with the l 1 -norm ‖·‖ , be a compact and convex subset of 
for all t ∈ Q, where t = (t1, ..., t k ) .
Proof. By Theorem 1 and a convexity argument.
We need Definition 3. Let Q be a compact and convex subset of R k , k ∈ N − {1}. Here we denote 
(
and
We call L N positive sublinear operators.
Remark 4. (to Definition
3) Let f , g ∈ C+ (Q). We see that f = f − g + g ≤ |f − g| + g. Then L N (f ) ≤ L N (|f − g|) + L N (g), and L N (f ) − L N (g) ≤ L N (|f − g|). Similarly, g = g − f + f ≤ |g − f | + f , hence L N (g) ≤ L N (|f − g|) + L N (f ), and L N (g) − L N (f ) ≤ L N (|f − g|).
Consequently, it holds that
In this article we treat L N : L N (1) = 1. We observe that
We give Theorem 5. All as in Theorem 2, f ∈ C n (Q, R+). Let {L N } N∈N be positive sublinear operators mapping C+ (Q)
into itself, such that L N (1) = 1. Then
for all N ∈ N.
Proof. By Theorem 2, see Definition 3, and by (18).
We need
The Maximum Multiplicative Principle 6. Here ∨ stands for maximum. Let i > 0, i = 1, ..., n; j > 0, j = 1, ..., m. Then
Proof. Obvious.
We make
Remark 7. In [1, p. 10] , the authors introduced the basic Max-product Bernstein operators
In [1, p. 31] , they proved that
And in [3] was proved that
Under our convexity conditions the derived convergence inequalities are very elegant and compact.
Main Results
From now on Q = [0, 1] k , k ∈ N − {1}, except otherwise specified.
We mention
We define the multivariate Max-product Bernstein operators as follows: B
for all x = (x1, ...,
The operators B (1) = 1. See also [1, p. 123] for the bivariate case. We also have
for all x ∈ [0, 1] k , by the maximum multiplicative principle, see (20) .
We make 
by the maximum multiplicative principle (20) and simplification of (25) .
Clearly it holds that
We present 
for all
Proof. By (19) we get:
(︂ 6k
proving the claim.
We need Theorem 11. Let Q with the l 1 -norm‖·‖, be a compact and convex subset of R k , k ∈ N − {1}, and f ∈ C+ (Q) :
first modulus of continuity of f . We assume that the ball in R
Proof. By Lemma 8.1.1 [2, p. 243], we get that:
By (18) we have
We give
Proof. By (33) we have that
We continue with 
for all (x, y) ∈ ∆ := {(x, y) : x ≥ 0, y ≥ 0, x + y ≤ 1} , N ∈ N, and f ∈ C+ (∆) .
Remark 14. By [1, p. 137], Theorem 2.7.5 there, T (M)

N is a positive sublinear operator mapping C+ (∆) into itself and T (M)
By [1, p. 125] we get that T
and T
Working in exactly the same way as (40), (41) are proved we also derive (m
We present Theorem 15. Let ∆ ⊂ R 2 be endowed with the l 1 -norm. Let x := (x1, x 2) ∈ ∆ o be fixed, and f ∈ C n (∆, R+), n ∈ N. We assume that f (x) = 0, for all : | | = 1, ..., n, and |f | is a convex function for all : | | = n. For a sufficiently large N * ∈ N we have that the disc in
It holds that lim
Proof. By (19) we get (here x := (x1, x 2) ∈ ∆):
It follows:
Proof. By (33) we have
We make [1, pp. 178-179] , we get that
Remark 17. The Max-product truncated Favard-Szász-Mirakjan operators
And from [3] we have
We define the multivariate Max-product truncated Favard-Szász-Mirakjan operators as follows:
The operators T
Remark 19. The coordinate Max-product truncated Favard-Szász-Mirakjan operators are defined as follows
for all N ∈ N, x ∈ [0, 1], and g ∈ C+ ([0, 1]) . Here we have
by the maximum multiplicative principle (20) and simplification of (54).
It follows 
We make Remark 22. We mention the truncated Max-product Baskakov operator (see [1, p. 11 
where
From [1, pp. 217-218] , we get (
And as in [3] , we obtain (m ∈ N)
We define the multivariate Max-product truncated Baskakov operators as follows:
The operators U
by the maximum multiplicative principle, see (20).
We make Remark 24. The coordinate Max-product truncated Baskakov operators are defined as follows ( = 1, ..., k):
for all N ∈ N, x ∈ [0, 1], and g ∈ C+ ([0, 1]) .
Here we have
by the maximum multiplicative principle (20) and simplification of (68).
It follows
Theorem 26. 
It holds that lim
Remark 27. Here we mention the Max-product truncated sampling operators (see [1, p. 13] ) defined by
f : [0, ] → R+, continuous, and 
We define the Max-product truncated combined sampling operators
By [1, p. 346 
and p. 352] we get
and by [4] (m ∈ N) we have
We define the multivariate Max-product truncated combined sampling operators as follows:
The operators M
for all x ∈ [0, ] k , by the maximum multiplicative principle, see (20) .
for all N ∈ N, x ∈ [0, ], and g ∈ C+ ([0, ]) .
Here we have ( = 1, ..., k; x ∈ [0, ])
by the maximum multiplicative principle (20) and simplification of (84).
It holds that lim
We make The Max-product Lagrange interpolation operators on Chebyshev knots of second kind, plus the endpoints ±1, are defined by [1, p. 12 
Remark 32. Let f ∈ C+ ([−1, 1]). Let the Chebyshev knots of second kind x
By [1, pp. 297-298] and [4] , we get that
for all x ∈ (−1, 1) and m ∈ N; for all N ∈ N, N ≥ 4. We see that L 
, for all j ∈ {1, ..., N} , and L We give 
The operators L
for all x = (x1, ..., x , ...,
k , by the maximum multiplicative principle, see (20) . Notice that
Remark 34. The coordinate Max-product Lagrange interpolation operators on Chebyshev knots of second kind, plus the endpoints ±1, are defined as follows (
by the maximum multiplicative principle (20) and simplification of (96).
It holds that lim
We make Define (
the fundamental interpolation polynomials. The Max-product interpolation Hermite-Fejér operators on Chebyshev knots of the first kind (see [1, p. 12] ) are defined by
And by [4] , we get that
Notice H
2N+1 (1) 
, for all j ∈ {0, 1, ..., N}, see [1, p. 282] .
We need 
for all x = (x1, ..., (1) = 1. We also have H
for all x = (x1, ..., x , ..., x k ) ∈ [−1, 1] k , by the maximum multiplicative principle, see (20) . Notice that
Proof. By (12), see Definition 3, and by (18).
We finally present Proof. By (118).
