A three-dimensional kinetic Monte Carlo model is developed to simulate the growth of self-assembled quantum dot islands. Our multiscale model includes the long-range strain energy contribution from a fast continuum Green's function calculation and an up-down ratio describing the relative probability for atoms to jump out of the plane of the surface during the growth process. For the model material InAs/ GaAs͑001͒, we studied the effect of the flux rate and the deposition and interruption times on the island shape and ordering, which shows that a lower flux rate and a longer growth time correspond to a better island distribution. We also successfully simulated the relation between the island height and the up-down ratio. It is observed that for an up-down ratio between 1 and 20, the island height increases dramatically with increasing up-down ratio, reaching an inflection point around 13. When the up-down ratio continues to increase from 20, the island height approaches a constant value at about 20 grids. The critical up-down ratio 13 signifies the transition from a flat cluster growth mode to a sharp three-dimensional island growth mode.
I. INTRODUCTION
Self-assembled quantum dots ͑QDs͒ are intensively studied due to their unique optical and electronic properties, with potential applications in optoelectronics and semiconductor devices. 1, 2 The InAs/ GaAs heterostructure is a typical example; it is characterized by a large lattice mismatch and undergoes a growth transition from a two-dimensional ͑2D͒ layer to three-dimensional ͑3D͒ islands. 3, 4 The optical properties in the 2D layer and 3D islands have also been studied. 5 Experimental data indicate that synthesis of an InAs/ GaAs island array is sensitive to ambient growth parameters, exhibiting both thermodynamic and kinetic features. 6, 7 The mechanisms behind the transition from flat pyramids to sharp domes have been studied intensively. [8] [9] [10] [11] [12] [13] Using atomic force microscopy, Arciprete et al. 13 showed clearly that different coverage usually corresponds to different QD size. The transition from thermodynamically to kinetically controlled QD self-assembly was also studied by Musikhin et al., 14 both experimentally and theoretically. It is argued that surface diffusivity and mobility could be affected by the strain field on the surface and even by the quantum size effect. [15] [16] [17] [18] [19] Recent first-principles calculations of Si and Ge adatoms on Si͑001͒ and Ge͑001͒ surfaces showed clearly the correlation between the surface diffusion and mobility and the applied strain field. 15 Diffusion anisotropy of adatoms due to the applied strain field was also observed, 15 and enhanced evaporation caused by the local strain was further reported. 20 The epitaxial system can maintain a lower free energy by transferring atoms from the island edge to the upper layer, because the transition leads to a decrease in the contact area between the substrate and a new layer. 13 Thus, atomic transitions to the upper layers lead to a relaxation in the local strain field. The tradeoff between the cost of the additional surface energy and the gain of energy due to elastic relaxation is the very driving force for the transition from flat pyramids to sharp domes. 11, 12, 18, 19, 21, 22 These arguments provide reason enough to consider situations where the atom hopping probability to an upper layer can be higher than that to a lower layer. The kinetics of such a process could be described by adjusting the probability for atoms to hop up or hop down, which could subsequently lead to flat cluster or sharp 3D island self-assembly, and ultimate control over synthesis mechanisms.
While some simple computational approaches for QD self-assembly have been discussed before ͑e.g., Ref. 23͒, no complete 3D QD self-assembly model has been developed so far in which the growth from flat cluster to 3D islands and the corresponding island size equalization can be clearly illustrated during the growth process. Such a model would be vital to understanding the parametric variations of surface patterns to conventional growth parameters such as flux rate, interruption time, and temperature, among others. We therefore propose a fast multiscale 3D kinetic Monte Carlo ͑KMC͒ QD growth model. It is developed from our original ͑x , y͒-plane growth model 24, 25 by a fast algorithm for the long-range strain energy calculation and by introducing the up-down ratio for lateral self-organization. We remark that, while the material parameters in our simulation are for InAs/ GaAs͑001͒, the two species ͑In and As͒ in the InAs QD islands are assumed to be equal. In other words, they are indistinguishable in the KMC simulation. 25 With the proposed program, we have successfully simulated the transition of QD flat clusters to 3D islands in the model InAs/ GaAs͑001͒ system, with results consistent with the experimental observations and numerical simulations based on different approaches. 8, 12, 18 Furthermore, depositions with different flux rates are studied to show how the flux rate affects the island equalization during the deposition process. Our model has also shown clearly the importance of the interruption time during the growth of QD islands. We believe that this model will provide an attractive means for simulating strain-controlled ordering of QDs on surfaces.
II. MODEL DESCRIPTION
The 3D layer-by-layer KMC growth model is developed from our 2D ͑x , y͒-plane growth model 24, 25 where diffusion of the InAs compound ͑on the surface of GaAs substrate͒ was simulated by assuming them as a single species with cubic crystal structures ͓see, e.g., Ref. 26͔. As in our previous model, the important contribution from the long-range elastic strain energy is included using a fast algorithm based on the Green's function method. 27, 28 Furthermore, to account for the adsorption and desorption motion of the atoms, 29, 30 an up-down ratio is introduced. 23 First, the 2D hopping probability of an atom from one lattice site to a nearest or next nearest neighbor site in the ͑x , y͒ plane is still governed by the Arrhenius law, enhanced by the long-range strain energy field and an additional Schwöbel step-edge barrier for monatomic step crossing. [24] [25] [26] [31] [32] [33] [34] The hopping probability is given by
where 0 is the attempt frequency ͑=10 13 s −1 ͒, T the temperature, and k B the Boltzmann constant. Also, in Eq. ͑1͒, E s and E n are the binding energies to the surface and to the neighboring atoms, respectively. Finally, E str ͑x , y͒, a function of the plane coordinates ͑x , y͒, is the energy correction from the long-range strain field due to the lattice misfit between the substrate and the deposited material. We remark that, while the importance of strain for diffusion was addressed via firstprinciples calculation 15 assuming a uniform axial or biaxial strain field, with some interesting results for the straininduced diffusion and mobility features, the strain field and the corresponding strain energy are calculated in this paper using the Eshelby inclusion theory combined with the Green's function solution. 27, 28 The required input parameters are the bulk elastic stiffness tensor and lattice misfit of InAs/ GaAs͑001͒. The specific chemical species selected for these simulations are implied in the definition of the strain energy. Furthermore, as this long-range strain energy needs to be calculated repeatedly during the simulation, we have developed a fast algorithm by precalculating the strain energy along a unit circle and then interpolating its value at any location afterwards. 27, 28 We calculate the binding energy to the neighboring atoms in the ͑x , y͒ plane, E n , using the following approach. We take the strength of all single nearest neighbor bonds E b to be 0.3 eV, and reduce it by a factor of ␣ ͑=1 / ͱ 2͒ for the next nearest neighbors. 34 To evaluate the diffusion barrier, the binding energy at the site P 0 , where the diffusing atom is located ͓one of the eight locations surrounding the center atom shown by the solid box in Fig. 1͑b͔͒ , is calculated to be
with n ഛ 4 and m ഛ 4 being, respectively, the number of nearest and next nearest atoms. Similarly, for the site P 1 to which the atom is going to hop ͓one of the 16 locations surrounding the solid box shown by the dashed box in Fig. 1͑b͔͒ , we have
where nЈ ഛ 4 and mЈ ഛ 4 are, respectively, the number of nearest and next nearest atoms at the new site P 1 , and g describes the coupling between the adjacent lattice sites. 34 We point out that, while a small g corresponds to a weak coupling, a large g corresponds to a strong coupling. Following previous studies, we assume a weak coupling between the adjacent lattice sites with g = 0.2 in this paper. 34 Therefore, the overall binding energy E n caused by neighbor interactions for an atom to jump from site P 0 to site P 1 is given by the difference of the binding energies at the corresponding lattice sites,
Second, the binding energy to the surface of the ͑x , y͒ plane, i.e., E s , was assumed to be constant ͑actually, E s = 1.3 eV͒ in our previous 2D ͑x , y͒-plane self-assembly model. 24, 25 In other words, in our 2D model, the atom diffusion on the surface was mainly controlled by the neighboring binding energy among the atoms on the surface as described by Eq. ͑4͒. It is apparent, however, that the relative position of the adatom with respect to the surface structure should influence the diffusion activity on the surface. Therefore, the surface binding energy should depend on the surface geometry of both the initial and final positions of the atoms. Based on recent molecular dynamics calculations 35 and KMC simulations [24] [25] [26] 34 in 2D, we therefore propose the following simple equation for the 3D surface binding energy ͑Fig. 1͒:
where E s0 is the binding energy for the atom exactly under the selected adatom ͑Fig. 1͒, p , q are the numbers of nearest and next nearest atoms in the original position ͑p ഛ 4,q ഛ 4͒, pЈ , qЈ are the number of nearest and next nearest atoms in the new position ͑pЈ ഛ 4,qЈ ഛ 4͒. The other two parameters g and ␣, as in 2D, are used to scale the energy contribution from the atoms in the first and second squares ͓Fig. 1͑a͒ and 1͑b͔͒. Assuming that the maximum surface binding energy is 1.3 eV as before for the 2D growth simulation, 24, 25 which means that all the positions under this adatom are occupied by atoms, we can find E s0 = 0.28 eV from Eq. ͑5͒ by back calculation.
Finally, as discussed in the Introduction, the growth system always tries to decrease its free energy by moving atoms at the edge to upper layers to form 3D islands. The probability for an atom to hop to an upper or lower layer depends on the material properties and growth conditions, 5, 13 and is assumed here to be the dominant mechanism that enables formation of out-of-plane structures during growth. To account for the up and down motion of the atoms, an additional parameter is introduced, 23 which is defined as the ratio of the probability for edge atoms to hop up to that for hopping down. In other words, if we let P up and P down be the up and down probabilities, respectively, then the up-down ratio = P up / P down . It is further remarked that the up-down ratio actually reflects the balance between surface energy increase and strain energy decrease. 12, 18 This physical activity is illustrated in Fig. 2 where layer 1 is the substrate and the atom A is on the edge of layer 2 of the deposited atoms ͑i.e., within the QD island͒. It is also understandable that the up or down jump probability of atom A is controlled only by the updown ratio instead of by the individual up and down jump probabilities. Moreover, strictly speaking, since the strain energy changes along the island height direction, 36 the up-down ratio will, in general, not be constant in different island layers ͑e.g., Ref. 37͒. However, in order to extract the important contribution of the up-down ratio, we assume that the updown ratio is constant and is affected only by the geometry around it but not by the layer position relative to the surface. Furthermore, in order to form 3D islands, the number of atoms jumping up should be larger than those jumping down, which means that the up-down ratio should be larger than 1. Otherwise, all the atoms will tend to move to lower layers to form the atomically thin layer-by-layer Frank-van der Merwe structure.
The new 3D KMC simulation routine is similar to the 2D model we developed before, 24, 25 but is extended to 3D with the jump ratio and enhanced by the fast strain energy calculation. In the program, atom diffusion processes are simulated one by one. Within the surface plane, each atom at most has four possible nearest and four possible next nearest diffusion positions ͓Fig. 1͑b͔͒, or four nearest ͑along the x and y directions͒ and four next nearest neighbors ͑along the two diagonal directions͒. Every possible diffusion step of a given atom is obtained by evaluating the probability p from Eq. ͑1͒, along with a given multiple-factor ͑P up and P down ͒ ratio for the probability of jumping up or down. These probabilities are stored and added to get the total diffusion probability for the atom. The total probability is then obtained by adding all the probabilities for the atoms together. During the simulation, an atom is randomly chosen to move to a new lattice site in accordance with its likelihood and the move is executed with those near the island edge subject to the Schwö-bel barrier. The corresponding time interval ⌬t ͑i.e., proportional inversely to the overall probability͒ is calculated and added to the elapsed simulation time. 26, 34, 38, 39 Since the movement of an atom also alters the diffusion barriers for the neighboring atoms in the previous neighborhood as well as in the new one, the moving atom and all the atoms in its surrounding area have to be recalculated to obtain the new diffusion probabilities. The strain energy is calculated based on the Green's function method 27, 28, 40 combined with a unique fast algorithm. First, it can be shown that, on the surface of an anisotropic semiconductor substrate, the strain energy due to a concentrated lattice misfit ͑source͒ is proportional to E͑͒ / r 6 , 27,28,40 where r and are the in-plane polar coordinates with origin at the source point. Since the strain energy scales as 1 / r 6 , one needs only to calculate the energy value along the circumference of the unit circle, i.e., one only needs E͑͒ using the Green's function solution; for the strain energy at any surface location r and , the result is simply E͑͒ / r 6 . Second, even though one can significantly reduce the execution time for the strain energy calculation using this precalculation approach, simulation of the strain energy at each jump step is still computationally very expensive. Fortunately, the strain energy changes only slightly with the motion of a single atom, and it is optimal to calculate the strain field at every 2000-3000 jump steps ͑in our examples, strain energy is calculated at every 2500 steps͒. Third, to speed up the computation further, the strain energy calculation does not extend over the whole system but only over a circular surface area of a given radius R around the point where the strain is to be evaluated, due to the rapid decay of this field as 1 / r 6 ͑the radius R is taken to be 30 lattice grids͒.
III. SIMULATION RESULTS

A. Dependence of island height on up-down ratio
Using the 3D QD self-assembly approach described above, we can now simulate the epitaxial growth process. The growth model is over 100ϫ 100 grids with periodic boundary condition, and the model material is InAs/ GaAs͑001͒. Again, while there are two different species ͑In and As͒ in a compound InAs QD, we do not distinguish them in our KMC diffusion simulation, 34 and chemical species information is implied in the mismatch strain and elastic stiffnesses used in the strain energy calculation. We first study the effect of the up-down ratio on the island height. Shown in Fig. 3 are the island distributions for different up-down ratios. It is observed clearly from Fig. 3 that ͑1͒ the average island height increases with increasing updown ratio ͑for small up-down ratio, say, ഛ 5, basically only 2D growth mode can be observed͒; ͑2͒ the island size and shape are very sensitive to the up-down ratio when it is less than 20; ͑3͒ the ratio P up / P down determines the 2D to 3D transition, instead of the absolute values of P up and P down . This ratio is directly proportional to the ratio of the ascending ͑desorption͒ and descending ͑adsorption͒ atoms on the surface, 29, 41 and could be further related to the surface and bulk energy ratio in the system. 12, 18 To further understand the effect of the up-down ratio on the average island height, the data in Fig. 3 along with more simulated results for large up-down ratios are analyzed quantitatively. The relation between the average island height and the up-down ratio is presented in Fig. 4 , and, interestingly, it is similar to that in Ref. 23 based on a different simulation approach. Figure 4 also clearly demonstrates the following. ͑1͒ The average island height experiences sharp changes when the up-down ratio varies from 3 to around 20. In other words, the average island height in this range of up-down ratios is very sensitive to the up-down ratio, and that the islands become higher with increasing up-down ratio. ͑2͒ When is larger than 20, the curve flattens to a horizontal line. This means that the average island height will mostly keep at a constant maximum value when the up-down ratio is large ͑say, Ͼ 30͒. ͑3͒ The inflection point approximately at = 13 physically corresponds to the critical transition point from 2D cluster ͑flat pyramids͒ growth to 3D island ͑sharp domes͒ growth, 9, 11, 12, 18 and this up-down ratio could be connected to the surface and bulk energy ratio. 42 Our critical value of = 13 also agrees with previous calculations 23 showing flattened pyramids at = 6 and sharp domes at = 15.
B. Island size distributions
Island size equalization relies on the movement of atoms on the surface during epitaxial growth. It could start at the very beginning of the deposition process if a low flux rate is given. 24, 25 Figure 5 demonstrates the island size dependence on growth times for three different up-down ratios ͑ = 10, 20, and 30 in the first, second, and third rows͒ under a relatively low flux rate F = 0.01 ML/ s. Island distributions immediately after the deposition ͑i.e., the interruption time t i =0͒ are shown in the first column, 100 s after the deposition ͑t i = 100 s͒ in the second column, and 200 s after deposition ͑t i = 200 s͒ in the third column ͑Fig. 5͒. It is observed from Fig. 5 that ͑1͒ island size equalization starts at the very beginning and continues with increasing interruption time; ͑2͒ for a fixed up-down ratio ͑ = 10, 20, and 30͒, with increasing interruption time, small isolated islands tend to join onto the large ones in their proximity, and the island distribution becomes more and more ordered; ͑3͒ for fixed interruption time ͑t i = 0, 100 s, and 200 s͒, an increasing up-down ratio, in general, increases the height of the islands ͑changes the shape of the islands͒, just as we have observed from Fig. 3 . Since the up-down ratio is closely related to the surface and bulk energy ratio, this could provide experimentalists the opportunity to control and optimize the island shape and distribution.
While Fig. 5 illustrates the influence of the interruption time on the island size, Figs. 6 and 7 demonstrate further the effect of the deposition time on the island shape and size for fixed up-down ratio = 10. It is clearly observed from Fig. 6 that, again, island size equalization starts from the very beginning of the deposition process and it becomes large with increasing deposition ͑t d = 50, 100, and 160 s͒ and interruption ͑t i = 200 s͒ time. Figure 6 furthermore demonstrates that, with increasing island size, the number of islands decreases ͑small islands join onto the neighboring large ones͒. The size change of the islands during growth can also be observed clearly from the same zoom-in island in Fig. 6 where both its height and lateral dimension are seen to increase dramati- cally during growth. Shown in Fig. 7 is the histogram for the relationship between the island diameter ͑of the equivalent circle at the bottom of the island͒ and the corresponding number of islands, which again displays clearly the island size and number variation during growth.
Finally, Fig. 8 shows the effect of the flux rate ͑F = 1, 0.1, and 0.01 ML/ s͒ on the island distribution. For a low flux rate ͑e.g., at F = 0.01 Ml/ s͒, the deposited atoms have more time to move to the equilibrium position during the deposition process and to assemble together. Furthermore, a low flux rate ͑say, F = 0.01 ML/ s͒ usually corresponds to large and ordered islands. Therefore, besides the up-down ratio, the flux rate is also important in order to obtain an ordered and uniform-size QD island distribution. This is particularly true as a low flux rate is required for size equalization starting from the beginning of the deposition.
IV. CONCLUSION
In this paper, we propose a 3D QDs epitaxial growth model by enhancing our former ͑x , y͒-plane growth model with a fast algorithm for long-range strain energy calculation and an up-down jump ratio for the diffusing atoms. Specifically, the balance between surface energy increase and bulk energy decrease in growth is demonstrated by introducing the up-down ratio. Further studied is the dependence of the island height and shape on the up-down ratio. Combining the up-down ratio and one of the growth parameters ͑i.e., flux rate͒, island equalization during and after deposition is demonstrated. The main conclusions from our 3D KMC model are as follows.
͑1͒ The phenomena of self-assembly and shape transition of the islands ͑i.e., from flat pyramids to sharp domes͒ can be simulated by changing the up-down ratio.
͑2͒ For other fixed growth parameters, island height and size greatly depend on the up-down ratio. For the examples used in this paper, the average island height increases with increasing up-down ratio and island size and shape are also very sensitive to the up-down ratio when it is less than 20.
Furthermore, we found that a critical value of the up-down ratio is around 13 where the QD morphology can change significantly from flat to sharp 3D islands.
͑3͒ It is the up-down ratio, the ratio that characterizes the atom probability of jumping to the upper layer over that to the lower layer, that determines the QD sharp transition, instead of the absolute jump probability value.
͑4͒ Island size equalization could start at the very beginning of deposition process if the flux rate is low. With increasing interruption time, an ordered island distribution with uniform size can be obtained.
