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In multiple-object tracking, participants can track several moving objects among identical distractors. It
has recently been shown that the human visual system uses motion information in order to keep track of
targets (St. Clair et al., Journal of Vision, 10(4), 1–13). Texture on the surface of an object that moved in the
opposite direction to the object itself impaired tracking performance. In this study, we examined the tem-
poral interval at which texture motion and object motion is integrated in dynamic scenes. In two multi-
ple-object tracking experiments, we manipulated the texture motion on the objects: The texture either
moved in the same direction as the objects, in the opposite direction, or alternated between the same
and opposite direction at varying intervals. In Experiment 1, we show that the integration of object
motion and texture motion can take place at intervals as short as 100 ms. In Experiment 2, we show that
there is a linear relationship between the proportion of opposite texture motion and tracking perfor-
mance. We suggest that texture motion might cause shifts in perceived object locations, thus inﬂuencing
tracking performance.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
In everyday life, humans often have to keep track of several
moving objects simultaneously. For example, when playing team
sports such as basketball, players have to keep track of the ball,
team members, and opposing players at the same time. The visual
system may use information like object identity, object position,
and motion information to keep track of the objects of interest.
In this study, we examine the interval at which (motion) informa-
tion of multiple objects is accessed. We show that the integration
of motion information can take place within intervals as short as
100 ms.
In order to perceive motion information, the human visual sys-
tem samples information over more than one point in time (e.g.,
Lee & Lu, 2010; Lorenceau, 1996; Watamaniuk & Sekuler, 1992;
for excellent overviews on this topic see Burr & Thompson, 2011;
Nishida, 2011). Neurophysiological experiments showed that the
upper limit of temporal integration of motion in V1 is about
100 ms (e.g., Bair & Movshon, 2004). The psychophysical approach
to research on temporal integration of motion information typi-
cally uses displays depicting motion information (e.g., dots moving
in random directions) for a speciﬁc duration. After having viewed all rights reserved.
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. Huff).display, the participants make judgments on direction. The tempo-
ral integration interval is then estimated based on psychophysical
functions such as sensitivity (i.e., the minimum stimulus duration
necessary to evoke a reliable direction judgment). Depending on
the kind of display (and task), the temporal integration interval
ranges from 140 ms to 2–3 s. Lee and Lu (2010) have shown that
quite a short interval of approximately 140 ms was sufﬁcient to
produce reliable motion judgments for multiple-aperture stimuli
with multiple Gabor elements. For random-dot cinematograms
with considerable directional noise, the temporal integration inter-
val can be more than three times as long at approximately 500 ms
(Watamaniuk & Sekuler, 1992). When perceiving biological motion
(e.g., a walking person), motion signals are sampled over intervals
as long as 3 s (Neri, Morrone, & Burr, 1998). Taken together, there is
evidence that the visual system samples and integrates informa-
tion over a speciﬁc temporal interval in order to estimate motion
of objects.
Recently, St. Clair, Huff, and Seiffert (2010) proposed that such
estimates of local motion are carried out during the visual tracking
of multiple objects within the multiple-object tracking (MOT) par-
adigm (Pylyshyn & Storm, 1988). In a series of three experiments,
the authors manipulated the motion of the objects’ textures. In
conditions in which texture motion and object motion con-
tradicted each other – i.e. the texture moved in the opposite direc-
tion to the actual object – MOT performance was lower than in
conditions in which the texture was either static or moved in the
same direction as the object. The authors proposed that MOT relies
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Norman, 1992; Morrone, Burr, & Vaina, 1995; Qian, Andersen, &
Adelson, 1994; van Doorn & Koenderink, 1984; Watamaniuk &
Sekuler, 1992; Weiss, Simoncelli, & Adelson, 2002; Yang & Blake,
1994), which are more accurate if object motion and texture mo-
tion do not contradict each other. However, if there is contradicting
motion information (i.e., due to the texture moving in the opposite
direction) this estimate of local motion becomes noisy and less
accurate. Thus, they conclude that the mechanisms underlying
MOT use motion information. Because texture motion was manip-
ulated across but not within trials, no conclusions could be drawn
regarding the interval length needed for effects of conﬂicting mo-
tion to appear.
In the present study we were interested in the interval length
within which integration of object motion information and texture
motion information can take place in MOT, and therefore tracking
impairment caused by opposite texture motion can occur. In
Experiment 1, we tested integration interval of 100 ms, 500 ms,
and 2000 ms. In Experiment 2, we tested for the relationship be-
tween the proportion of opposite texture motion and tracking per-
formance. Anticipating our results, we show that intervals as short
as 100 ms are sufﬁcient for the integration of object motion and
texture motion to take place during the moment-to-moment track-
ing of multiple objects and that tracking performance decreases
linearly with increasing proportions of opposite texture motion.Fig. 1. Example of the 3D scenes during the target designation period. Red spheres
indicate targets. During the subsequent tracking period, all spheres were white with
a wavy black line texture. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article.)2. Experiment 1
In Experiment 1, we examined the integration of object motion
and texture motion during MOT across different time intervals. In
the ‘‘same’’ and ‘‘opposite’’ conditions, the texture of the spheres
moved in the same or opposite direction of the sphere’s movement,
respectively, for the whole trial of 8 s. This corresponds to the con-
ditions used in previous work that showed that conﬂicting motion
information impairs multiple object tracking (St. Clair, Huff, &
Seiffert, 2010). The critical new conditions in the present experi-
ment were the ‘‘alternate’’ conditions, in which the texture motion
alternated between ‘‘same’’ and ‘‘opposite’’ in intervals of 100 ms,
500 ms, and 2000 ms. That is, the conﬂicting motion information
was visible for half a trial in the alternating conditions, thus caus-
ing half the number of occasions for losing a target due to conﬂict-
ing motion information as compared with the ‘‘opposite’’
condition. Therefore, we expect the tracking performance in the
alternating conditions to be between the ‘‘same’’ and ‘‘opposite’’
conditions for all interval lengths that are long enough for the inte-
gration of object motion and texture motion to occur. That is, if all
our interval lengths are long enough to cause integration tracking
performance should be linearly related to the proportion of oppo-
site texture motion within a trial. If, however, any of our interval
lengths are not long enough for the integration of object motion
and texture motion to take place, the ‘‘opposite’’ motion within
these intervals should not interfere with tracking, such that track-
ing performance should be similar in the respective alternating
conditions and the ‘‘same’’ condition.
2.1. Method
2.1.1. Participants
Fifty-one students of the University of Tübingen participated in
this Experiment. All participants had normal or corrected-to-nor-
mal vision. They received course credit.
2.1.2. Apparatus
The stimuli were presented on a notebook with a 15.400 display
with an unrestricted viewing distance of approximately 60 cm.Stimuli were presented at a resolution of 1280  1024 pixels in
the center of the display and the display had a refresh rate of
60 Hz. Stimuli were generated using custom software written in
Python using the 3D graphics software package Blender
(www.blender.org).2.1.3. Stimuli
We used the same stimulus material as in Experiment 3 of the
study of St. Clair, Huff, and Seiffert (2010). Stimuli consisted of 3D-
scenes including 12 white spheres with a wavy black line texture
(Fig. 1) that moved on a gray rectangular ﬂoor depicted at a view-
point angle of 20 in the x–y plane against a dark-blue background.
The ﬂoor subtended 12.1–21.2 of visual angle horizontally and
5.7 of visual angle vertically. The spheres’ diameter ranged from
0.6 to 1.0 of visual angle, depending on their location on the ﬂoor
plane. The initial positions of the spheres were randomized on the
ﬂoor-plane. The objects moved on linear paths and were permitted
to overlap throughout the trial. The speed of the spheres was 5/s
when moving horizontally in the middle of the ﬂoor plane. Spheres
bounced off the ﬂoor’s edges in a physically correct way in that the
sphere’s direction of motion was reﬂected.
We realized texture motion by simulating rolling spheres. Thus,
the spheres’ texture motion triggered the visual impression of roll-
ing spheres on a three-dimensional ﬂoor plane. The spheres’ tex-
ture motion varied across trials and moved relative to the
spheres’ direction of motion at 1.74 rotations per second. The tex-
tures moved either in the same direction (‘‘same’’ condition) or the
opposite direction (‘‘opposite’’ condition) to the ball’s trajectory, or
alternated from ‘‘same’’ to ‘‘opposite’’ directions in intervals of
100 ms, 500 ms, or 2000 ms, beginning with ‘‘same’’ direction
(‘‘alternate 100’’, ‘‘alternate 500’’, and ‘‘alternate 2000’’ conditions).
In the alternating conditions, the spheres’ texture moved in the
‘‘same’’ direction for 50% (4 s) of the trial and in the ‘‘opposite’’
direction for the remaining 50% (4 s) of the trial. Demo videos of
all conditions can be viewed on the website http://www.
iwm-kmrc.de/cybermedia/motion-integration/.2.1.4. Procedure
Each trial began with the appearance of the empty ﬂoor-plane.
After 2 s, 12 spheres appeared. Three spheres were designated as
targets by ﬂashing red four times over the course of 1.6 s and then
remaining red for a further 2 s. After the targets turned white again,
all of the spheres moved on linear paths but in randomly selected
directions for 8 s. At the end of the trial, the spheres remained sta-
tionary while participants used the mouse to select the supposed
targets. After each selection, the selected sphere turned red. After
each trial, participants received feedback about their tracking per-
formance (e.g., ‘‘2 out of 3 correct’’). Participants pressed the space
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during the practice session for a total of 30 trials. Each condition
was presented 20 times for a total of 100 experimental trials.2.2. Results and discussion
As shown in Fig. 2, performance in the ‘‘same’’ condition was
higher than in the ‘‘opposite’’ condition, consequently replicating
ﬁndings of St. Clair, Huff, and Seiffert (2010). Performance in the
alternating conditions was lower than in the ‘‘same’’ condition
but higher than in the ‘‘opposite’’ condition. We analyzed the data
with linear mixed-effects models (lme; Baayen, 2008; Pinheiro
et al., 2011). This analysis allowed us to ﬁt different models – for
example, one model treating the independent variable ‘‘texture
motion’’ as a continuous ﬁxed effects variable and one model treat-
ing ‘‘texture motion’’ as a discrete ﬁxed effects variable – and to
test the models for signiﬁcant differences.
We analyzed the data in two steps. First, we analyzed whether
tracking performance between the three alternating conditions dif-
fered signiﬁcantly. To do so, we ﬁtted two lmemodels with random
intercept for the participant-effect and proportion correct as depen-
dent variable; one model that included an intercept as ﬁxed effect
only, and a secondmodel that additionally included texture motion
as adiscreteﬁxedeffects variable. A comparisonof themodelswitha
likelihood-ratio test revealed that the ﬁt of thesemodels did not dif-
fer signiﬁcantly, v2(2) = 2.440, p = .295, and so we retained the sim-
pler model including an intercept only. The intercept (0.584)
represents mean performance across the three alternating condi-
tions. Thus, the interval length of the alternating conditions had no
effect on tracking performance. That is, irrespective of the interval
length,which ranged from100 ms to2000 ms, trackingperformance
was comparable. This indicates that interval lengths of 100 mswere
long enough for the integration of objectmotion and texturemotion
to take place with our stimuli. Based on this result, in a second step,
we combined the three alternating conditions (alternate 100, alter-
nate 500, alternate2000). If the integrationof objectmotionand tex-
ture motion successfully takes place within our alternating
conditions, the opposite texture motion intervals should interfere
with tracking. Because this interference occurs only during half of
a trial, it should only interfere by half the amount of complete oppo-
site texturemotion. That is, tracking performance should be linearly
related to the proportion of opposite texture motion within a trial.
Otherwise, an alternative model treating texture motion as a dis-
crete variable should be signiﬁcantly better in predicting the ob-

























Fig. 2. Results of Experiment 1. Error bars indicate the standard error of the mean.signiﬁcant effect of texturemotion canwe be conﬁdent in our inter-
pretation of the missing effect of texture motion found in our ﬁrst
analysis. We ﬁtted two lme models – with random intercept for
the participant-effect and proportion correct as dependent variable
– treating texture motion either as a continuous or discrete ﬁxed
effects variable. Again, comparing the two models with a likeli-
hood-ratio test revealed that the ﬁt of these models did not differ
signiﬁcantly, v2(1) = 1.861, p = .173, and so the simpler model with
texture motion as a continuous ﬁxed variable was retained. Hence,
therewas a linear relationship between texturemotion and tracking
performance.Most importantly, the slope of thismodel (effect of the
proportion of opposite texture motion) was signiﬁcant, t(203) =
6.839, p < .001. Our experiment was therefore powerful enough
to measure texture motion effects and we can be conﬁdent in our
interpretation of themissing texturemotion effects of our ﬁrst anal-
ysis. The intercept (0.628) of the lme model of this second analysis
represents the average proportion correct in the ‘‘same’’ condition.
The estimated slope of proportion correct as a function of texture
motion is 0.079. Thus, increasing the proportion of time in which
the texturemoves in the opposite direction from0% to 100% impairs
tracking performance in terms of proportion correct by 0.079.
Because of our varying interval lengths the number of changes
between ‘‘same’’ and ‘‘opposite’’ texture motion differed between
the alternating conditions: There were three changes in the ‘‘alter-
nate 2000’’ condition, 15 changes in the ‘‘alternate 500’’, and 79
changes in the ‘‘alternate 100’’ condition. These changes could have
produced transients that might also have inﬂuenced MOT perfor-
mance. However, this was not the case with our stimuli as we ob-
served no differences in tracking performance between the three
alternating conditions.
In sum, the results of Experiment 1 showed that intervals of
conﬂicting motion information as short as 100 ms impair MOT per-
formance, thus, suggesting that object motion and texture motion
is integrated within these intervals. Another important ﬁnding was
that the number of transients between ‘‘same’’ and ‘‘opposite’’ tex-
ture motion does not inﬂuence MOT performance with our stimuli.3. Experiment 2
Experiment 1 showed that the integration of object motion and
texture motion in MOT takes place within intervals of alternating
texture motion ranging from 100 ms to 2000 ms. Furthermore,
tracking performance in Experiment 1 was linearly related to the
proportion of ‘‘opposite’’ texture motion being 0% in the ‘‘same’’
condition, 50% in all ‘‘alternate’’ conditions, and 100% in the ‘‘oppo-
site’’ condition. The objective of Experiment 2was to further specify
this relationship by varying the proportion of ‘‘opposite’’ texture
motion at constant integration intervals in the alternating condi-
tions. If tracking performance in the alternating conditions is deter-
mined by the proportion of ‘‘opposite’’ texture motion then
increasing the proportion of ‘‘opposite’’ texture motion should de-
crease tracking performance. The rationale for this prediction is
that increasing the proportion of ‘‘opposite’’ texture motion in-
creases the number of occasions of conﬂicting texture motion and
objectmotion and therefore increases the probability of losing track
of a target object. Once the human visual system has lost the spatio-
temporal information about a target object it cannot be recovered
because target and distractor objects are visually indistinguishable.3.1. Method
3.1.1. Participants
Twenty new participants of the same population as in Experi-
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Fig. 4. Results of Experiment 2. Error bars indicate the standard error of the mean.
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All the apparatus, stimuli, and procedures were similar to those
in Experiment 1 with the following exception. In the three alter-
nating conditions, we systematically varied the relative length of
the ‘‘same’’ and ‘‘opposite’’ intervals (see Fig. 3). In the ‘‘25% Oppo-
site’’ condition the ‘‘opposite’’ intervals lasted 250 ms and the
‘‘same’’ intervals lasted 750 ms. The ‘‘50% Opposite’’ condition
was identical to the ‘‘alternate 500’’ condition of Experiment 1. In
the ‘‘75% Opposite’’ condition the ‘‘opposite’’ intervals lasted
750 ms and the ‘‘same’’ intervals lasted 250 ms. Thus, there were
15 changes from ‘‘same’’ to ‘‘opposite’’ or vice versa in all alternat-
ing conditions. More importantly, the only difference between the
three alternating conditions is the relative length of ‘‘same’’ and
‘‘opposite’’ intervals. Again, each trial in the alternating conditions
began with an interval in which the texture moved in the same
direction as the sphere. Each condition was presented six times
during the practice session for a total of 30 trials. Each condition
was presented 20 times for a total of 100 experimental trials.3.2. Results and discussion
As shown in Fig. 4, MOT performance decreased with increasing
proportion of ‘‘opposite’’ texture motion.
In order to test for a linear relationship between texture motion
and proportion correct, we ﬁtted two lme models – with random
intercept for the participant-effect and proportion correct as depen-
dent variable – treating texture motion either as a continuous or
discrete ﬁxed effects variable. A comparison of the two models
with a likelihood-ratio test revealed that the ﬁt of these models
did not differ signiﬁcantly, v2(4) = 0.936, p = .817. Thus, we re-
tained the simpler lme model with texture motion as continuous
ﬁxed variable. That is, the relationship between texture motion
and tracking performance was linear. This is supported by the sig-
niﬁcant slope of texture motion, t(79) = 5.118, p < .001. The inter-
cept (0.634) represents the average proportion correct in the
‘‘same’’ condition. The estimated slope of proportion correct as a
function of texture motion is 0.078. Thus, increasing the propor-
tion of time in which the texture moves in the opposite direction
from 0% to 100% impairs tracking performance in terms of propor-
tion correct by 0.078. Interestingly, this slope estimate is similar to
our result of Experiment 1 (0.079), indicating that the effect of
opposite texture motion on tracking performance is reliable. Taken
together, the results of Experiment 2 provide further evidence that











Fig. 3. Schematic illustration of a 1000 ms segment in the three alternating
conditions in Experiment 2. Note: Each trial in Experiment 2 comprised eight
1000 ms segments.site’’ texture motion. Higher proportions of ‘‘opposite’’ caused low-
er tracking performance. Although the current data suggest a linear
relationship between the proportion of ‘‘opposite’’ texture motion
and visual tracking performance, further research is necessary to
specify the exact characteristics of the underlying function describ-
ing the integration of object motion and texture motion in dynamic
scenes. This might be achieved by having more ﬁne grained grada-
tions of the factor texture motion (e.g., from 0% to 100% opposite
texture motion in steps of 10%) in combination with varying inter-
val lengths (e.g., from 100 ms to 1000 ms in 100 ms steps).4. General discussion
In order to keep track of multiple moving objects, object motion
as well as objects’ texture motion is utilized (St. Clair, Huff, &
Seiffert, 2010). With the present set of experiments we investi-
gated the motion interval length necessary for objects’ texture
motion to be sampled and integrated with object motion during
object tracking. We found that motion intervals as short as
100 ms are sufﬁcient for the integration of object motion and tex-
ture motion to take place during tracking (Experiment 1). In addi-
tion, we found that the proportion of opposite texture motion
within a trial inﬂuenced tracking performance (Experiment 2).
The longer opposite texture motion was present during a trial
the more occasions of conﬂicting texture motion and object motion
occurred and the higher the probability of losing track of a target
object was. Once the human visual system has lost the spatiotem-
poral information about a target object it cannot be recovered be-
cause target and distractor objects are visually indistinguishable.
The present results of integration intervals as short as 100 ms
are consistent with the literature on motion integration. Previous
studies investigating motion integration with different kinds of
stimuli showed that motion integration intervals can vary between
140 ms and several seconds depending on the task and motion dis-
plays used (e.g., Lee & Lu, 2010; Neri, Morrone, & Burr, 1998). Tex-
ture information on tracked objects does therefore not seem to be
processed by high-level integration processes relevant for complex
integration such as biological motion (Neri, Morrone, & Burr,
1998). Instead, fast and low-level integration processes seem to
cause tracking errors due to conﬂicting texture motion. The short
integration interval indicates that conﬂicting texture motion is
integrated with the local object motion information for each object
separately because local-motion analysis takes less long than glo-
bal-motion integration sampling across larger spatial areas (Burr
& Santoro, 2001).
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length for integrating object motion and texture motion might be
ﬂexibly adjusted during MOT, depending on task demands. That
is, intervals might become shorter the more frequently objects
change their direction or speed, or the closer objects get to the
edge of the bounding box. Although we did not vary task demands,
our present results challenge this suggestion of a ﬂexible integra-
tion interval. The objects used in our experiments moved on linear
trajectories and only altered their directions when bouncing off the
edge of the ﬂoor plane. One would therefore assume a rather long
integration interval with these kind of stimuli. However, we found
integration intervals as short as 100 ms. That is, although task de-
mands would have allowed for longer integration intervals, infor-
mation was sampled and integrated over short intervals.
Although the exact nature of the underlying process remains un-
clear, the present results suggest that integration intervals are
short during tracking in general and are not ﬂexibly adjusted. Fur-
ther research should examine the limits of the process of integrat-
ing object motion and texture motion in dynamic scenes. Although
not signiﬁcant, the small descriptive trend with performance being
somewhat higher with 100 ms than 500 ms integration intervals
could indicate that our 100 ms intervals were right at the edge of
optimal integration intervals used during tracking.
4.1. Implications for MOT theories
Research on multiple-object tracking (MOT) showed that hu-
man observers can keep track of about four objects moving among
identical distractors (e.g., Pylyshyn & Storm, 1988). Several
theories aim to explain MOT. The most prominent theories in
explaining processes underlying MOT are the visual index theory
(Pylyshyn, 1989, 2007) and the multifocal attention theory
(Cavanagh & Alvarez, 2005). According to the visual index
theory objects of interest attract pre-attentive indexes (e.g., by
ﬂashing), which remain attached to them during subsequent mo-
tion. These indexes (or FINSTs for Fingers of INSTantiation) act as
pointers to the objects’ positions and do not process any feature
information about the objects. The visual indexes are updated
automatically, operate in parallel, and serve as a spatial reference
for attentional processes. The multifocal attention theory proposes
that there are multiple attentional foci processing all object infor-
mation, such as spatial location and object features. A control pro-
cess uses this information to keep the foci attached to the target
objects while they move. As was pointed out by St. Clair, Huff,
and Seiffert (2010), the multifocal attention theory can account
well for the texture motion effects by assuming that texture mo-
tion is utilized by the control process whereas the visual index the-
ory cannot be easily reconciled with these ﬁndings. The control
process, as proposed by the theory of visual attention by Cavanagh
and Alvarez (2005), is responsible for maintaining visual selection
of the target objects among visually indistinguishable distractor
objects in dynamic scenes. In particular, to keep track of multiple
target objects it needs to continuously update spatiotemporal
information. The present results allow further speciﬁcation as to
how the control process might use motion information. On the
one hand, the control process might sample and integrate object
motion and texture motion information very frequently in order
to compute estimates of local motion of the tracked objects and ad-
just the location of the spotlights accordingly. On the other hand,
the control process might not rely on the raw motion information
but operate on the motion information resulting from the integra-
tion of object motion and texture motion carried out by earlier vi-
sual processes. If the control process samples and integrates the
raw motion information at high frequencies needed for 100 ms
integration intervals, it seems plausible to assume that adding
any kind of texture motion to the objects should impair trackingbecause the sampling and integration process would draw on the
limited resources available to the control process. However, previ-
ous research showed that adding opposite texture motion only, but
not same texture motion did impair tracking performance as
compared with a condition without texture motion (St. Clair, Huff,
& Seiffert, 2010). It seems, therefore, more likely that the control
process operates on pre-processed and integrated estimates of
local motion of the tracked objects.
The ﬁnding that motion information is used during attentional
tracking has implications for theories of MOT but also raises the
question about what is the process that underlies the texture mo-
tion effect on MOT performance. St. Clair, Huff, and Seiffert (2010)
suggest that a kind of prediction takes place in MOT. Based on cur-
rently available information about the objects, the visual system
generates an estimate of the future object positions. To do so, tex-
ture motion is integrated with object motion, thus producing esti-
mates of local motion that are then used to predict future object
positions. Whenever texture motion conﬂicts with object motion,
these estimates are wrong and tracking errors occur.
In addition to the theoretical framework of estimates of local
motion for predictions in MOT (St. Clair, Huff, & Seiffert, 2010),
we want to introduce an alternative theoretical framework
explaining the effects of texture motion on tracking performance.
This framework is based on the effect of motion-induced position
shifts (MIPS; e.g., Chung et al., 2007; Shim & Cavanagh, 2004;
Watanabe, 2005). According to MIPS, motion signals can shift the
perceived position of an object in the direction of the motion sig-
nal. Similar to the prediction account of St. Clair, Huff, and Seiffert
(2010) this account states a positive relationship between the ex-
tent of conﬂicting motion information and tracking performance
(e.g., lower tracking performance with faster opposite moving tex-
ture). Further, these position shifts also occur after motion integra-
tion (Mather & Pavan, 2009). However, in contrast to the prediction
account, the motion signal shifts the perceived location of the
tracked objects instead of using the motion signal to predict future
positions of the tracked objects. Because opposite texture motion
causes perceived locations that lag behind the actual object loca-
tions, tracking errors occur. Because texture motion inﬂuences
tracking by shifting the perceived object locations, the visual index
theory (Pylyshyn, 1989) could also explain the effects of texture
motion within this framework by assuming that visual indexes
stick to perceived object locations. This account of position shift
converges with informal interviews of our participants after the
experiments. When asked about texture motion, they rarely
claimed to have noticed that the texture moved in varying direc-
tions across the experiment and reported seeing objects jumping
abruptly rather than perceiving a change in texture motion within
a trial. In order to further distinguish between the prediction ac-
count and MIPS account, the role of peripheral vision should be ex-
plored in future research because eccentricity is known to affect
MIPS (Chung et al., 2007; De Valois & De Valois, 1991; Fu et al.,
2004) and should consequently affect the role of texture motion
for tracking.
4.2. Conclusion
Tracking multiple objects is impaired by texture motion that
conﬂicts with object motion. We show that the integration of tex-
ture motion and object motion occurs within integration intervals
as short as 100 ms. An existing account for the effect of texture mo-
tion suggests that estimates of local motion resulting from the
integration of object motion and texture motion are used to predict
future object locations during tracking (St. Clair, Huff, & Seiffert,
2010). We suggest an additional account for texture motion effects
stating that texture motion might cause shifts in perceived object
locations, thus inﬂuencing tracking performance.
30 M. Huff, F. Papenmeier / Vision Research 76 (2013) 25–30Acknowledgments
The authors thank Hauke Meyerhoff for helpful comments and
Florian Wickelmeier for help with data analysis.
References
Baayen, R. H. (2008). Analyzing linguistic data. A practical introduction to statistics
using R. Cambridge University Press.
Bair, W., & Movshon, J. A. (2004). Adaptive temporal integration of motion in
direction-selective neurons in macaque visual cortex. The Journal of
Neuroscience, 24(33), 7305–7323. http://dx.doi.org/10.1523/JNEUROSCI.0554-
04.2004.
Burr, D., & Santoro, L. (2001). Temporal integration of optic ﬂow, measured by
contrast and coherence thresholds. Vision Research, 41, 1891–1899.
Burr, D., & Thompson, P. (2011). Motion psychophysics: 1985–2010. Vision Research,
51(13), 1431–1456. http://dx.doi.org/10.1016/j.visres.2011.02.008.
Cavanagh, P., & Alvarez, G. (2005). Tracking multiple targets with multifocal
attention. Trends in Cognitive Sciences, 9, 349–354.
Chung, S. T. L., Patel, S. S., Bedell, H. E., & Yilmaz, O. (2007). Spatial and temporal
properties of the illusory motion-induced position shift for drifting stimuli.
Vision Research, 47(2), 231–243. http://dx.doi.org/10.1016/j.visres.2006.10.008.
De Valois, R. L., & De Valois, K. K. (1991). Vernier acuity with stationary moving
Gabors. Vision Research, 31(9), 1619–1626.
Fu, Y.-X., Shen, Y., Gao, H., & Dan, Y. (2004). Asymmetry in visual cortical circuits
underlying motion-induced perceptual mislocalization. The Journal of
Neuroscience, 24(9), 2165–2171. http://dx.doi.org/10.1523/JNEUROSCI.5145-
03.2004.
Lee, A. L. F., & Lu, H. (2010). A comparison of global motion perception using a
multiple-aperture stimulus. Journal of Vision, 10(4), 1–16. http://dx.doi.org/
10.1167/10.4.9 (article no. 9).
Lorenceau, J. (1996). Motion integration with dot patterns: Effects of motion noise
and structural information. Vision Research, 36(21), 3415–3427.
Mather, G., & Pavan, A. (2009). Motion-induced position shifts occur after motion
integration. Vision Research, 49(23), 2741–2746. http://dx.doi.org/10.1016/
j.visres.2009.07.016.Mingolla, E., Todd, J. T., & Norman, J. F. (1992). The perception of globally coherent
motion. Vision Research, 32(6), 1015–1031.
Morrone, M. C., Burr, D. C., & Vaina, L. (1995). Two stages of visual processing for
radial and circular motion. Nature, 376, 507–509.
Neri, P., Morrone, M. C., & Burr, D. C. (1998). Seeing biological motion. Nature,
395(6705), 894–896. http://dx.doi.org/10.1038/27661.
Nishida, S. (2011). Advancement of motion psychophysics: Review 2001–2010.
Journal of Vision, 11, 1–53. http://dx.doi.org/10.1167/11.5.11.
Pinheiro, J., Bates, D., DebRoy, S., Sarkar, D., & R Development Core Team (2011).
nlme: Linear and nonlinear mixed effects models. R package version 3.1-102.
Pylyshyn, Z. (1989). The role of location indexes in spatial perception: A sketch of
the FINST spatial-index model. Cognition, 32(1), 65–97.
Pylyshyn, Z. (2007). Things and places: How the mind connects with the world.
Cambridge, MA: MIT Press.
Pylyshyn, Z. W., & Storm, R. W. (1988). Tracking multiple independent targets:
Evidence for a parallel tracking mechanism. Spatial Vision, 3(3), 179–197.
Qian, N., Andersen, R. A., & Adelson, E. A. (1994). Transparent motion perception as
detection of unbalanced motion signals. I. Psychophysics. The Journal of
Neuroscience, 14(2), 7257–7366.
Shim, W. M., & Cavanagh, P. (2004). The motion-induced position shift depends on
the perceived direction of bistable quartet motion. Vision Research, 44,
2393–2401.
St. Clair, R., Huff, M., & Seiffert, A. E. (2010). Conﬂicting motion information impairs
multiple object tracking. Journal of Vision, 10(4), 1–13. http://dx.doi.org/
10.1167/10.4.18.
van Doorn, A., & Koenderink, J. (1984). Spatiotemporal integration in the detection
of coherent motion. Vision Research, 24, 47–53.
Watamaniuk, S. N. J., & Sekuler, R. (1992). Temporal and spatial integration in
dynamic random-dot stimuli. Vision Research, 32(12), 2341–2347.
Watanabe, K. (2005). The motion-induced position shift depends on the visual
awareness of motion. Vision Research, 45(19), 2580–2586. http://dx.doi.org/
10.1016/j.visres.2005.03.001.
Weiss, Y., Simoncelli, E., & Adelson, E. (2002). Motion illusions as optimal percepts.
Nature Neuroscience, 5, 598–604.
Yang, Y., & Blake, R. (1994). Broad tuning for spatial frequency of neural
mechanisms underlying visual perception of coherent motion. Nature, 371,
793–796.
