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we introduce an extension of this special class of functions. More precisely, we consider the case of 
multicomposite functions, and we show connections with the ordinary Bell polynomials. (~) 2004 
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1. INTRODUCTION 
The Bell polynomials first appear as a mathematical tool for representing the n th derivative of a 
composite function. 
Being related to partitions, the Bell polynomials are often used in combinatorial nalysis [1]. 
They also have been applied in many different frameworks, uch as: the Blissard problem (see [1, 
p. 46]); the representation f Lucas polynomials of the first and second kind [2,3]; the construc- 
tion of representation formulas for the Newton sum rules for the zeros of polynomials [4,5]; the 
construction of recurrence relations for a class of Freud-type polynomials [6]; the representation 
formulas for the symmetric functions of a countable set of numbers, generalizing the classical 
algebraic Newton-Girard formulas. Consequently, as it was recently recognized [7], it is possible 
to find reduction formulas for the orthogonal invariants of a strictly positive compact operator 
(shortly, PCO), deriving in a simple way the so-called Robert formulas [8]. 
Some generalized forms of Bell polynomials already appeared in the literature (see, e.g., [9,10]). 
A generalization of the Bell polynomials uitable for the differentiation of multivariable com- 
posite functions can also be found in [11]. 
0898-1221/04/$ - see front matter (~) 2004 Elsevier Ltd. All rights reserved. Typeset by .4A/~S-TEX 
doi: 10.1016/S0898-1221(04)00060-4 
720 P. NATALINI AND P. E. R]CCI 
In this article, after recalling the classical Bell polynomials, we introduce an extension of an 
important set of special functions, defining for every integer M a set of polynomials denoted 
by Y[n M-q representing the n th derivative of the composite function f(0 (f(2)("" (f(M)(t)))), and 
called Bell polynomials of order M, so that the classical Bell are recovered assuming M = 2. 
We will show that the corresponding polynomials are expressible by means of composite func- 
tions of nested classical Bell, so that analog forms of the Fa& di Bruno formula and of the ordinary 
recurrence relation can always be established. 
2. RECALL ING THE BELL POLYNOMIALS  
Consider ~(t) := f(g(t)), i.e., the composition of functions x = g(t) and y = f(x), defined 
in suitable intervals of the real axis, and suppose that g(t) and f(x) are n times differentiable 
with respect o the relevant independent variables o that (I)(t) can be differentiated n times with 
respect o t, by using the differentiation rule of composite functions. 
We Use the following notations: 
~j := DJ~(t), fh :=  D#f(x)l~=g(t ) , gk := Dkg(t). 
Then the n th derivative can be represented by 
~=Yn( f l ,g l ; f2 ,g2 ; . . . ; fn ,g~) ,  
where the Yn are, by definition, the Bell polynomials. 
For example, one has 
Yl(f l ,gl)  - - f ig1,  
Y2(f l ,g l ; f2 ,g2)=f lg2+f2g~, 
Y3( f l ,g l ;A ,g2;A ,g3)=f lg3+f2(3g2gt )+Ag~ • 
(2.1) 
Further examples can be found in [1, p. 49]. 
Inductively, we can write 
Y~(fl,gt; f2,g2;... ; fn, g,~) = L A~,k(gl,g2,... ,g~)fk, 
k=l 
(2.2) 
where the coefficient An,k, for all k = 1,. . .  ,n, is a polynomial in gl,g2 . . . .  ,g,, homogeneous 
n~:l ~k2 k of degree k and isobaric of weight n (i.e., it is a linear combination of monomials ~t ~2 "'" gn ~ 
whose weight is constantly given by kl + 2k2 + ...  + nk~ = n). 
Since the coefficients A~,k are independent of f ,  their construction can be performed by choos- 
ing 
f ~ e ax, 
where a is an arbitrary constant. 
Then, for example, we find 
• for n -- 1: e -ag Dte  ag = agl¢- so that A1,1 = gl, 
• for n = 2: e -ag D2e a9 = ag2 + a2g 2, so that: A2,1 = g2, A2,2 = gl 2, 
and so on. 
It is easy to prove the following result. 
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PROPOSITION 2.1. The Bell polynomiMs atisfy the recurrence relation 
Y0 := A, 
Yn+l(fl,gl;...;fn,gn;fn+l,gn+l) = f i  (nk)Yn--k(f2,gl;f3,g2;...;fn-k+l,gn-k)gk+l. (2.3) 
k=0 
An explicit expression for the Bell polynomials i given by the Fa• di Bruno formula 
~2~ = Y~(fl ,gl;f2,g2;.. .  ; fn,gn) 
rg, l . . .  rg l (2.4) 
~-~ rl!r2!...rn! fr LI!J ~ Ln!J ' 
~(n) 
where the sum runs over all partitions 7r(n) of the integer n, ri denotes the number of parts of 
size i, and r = rl + r2 + ... + rn denotes the number of parts of the considered partition. 
A proof of the Fah di Bruno formula can be found in [1]. In [12], the proof is based on the 
umbraI calculus (see [13] and references therein). 
Before ending this section, we want to explicitly remark that Gauss' theorem on symmetric 
functions can be stated also in the more general framework of symmetric functions of infinite 
many variables. 
In fact, the following statement can be easily proved. 
PROPOSITION 2.2. Every symmetric polynomiM function (or absolutely convergent series ex- 
pansion) of the variables [21, ~t2, ~t3,... , can be written as a polynomiM (or absolutely convergent 
series expansion) of the variables al, or2, or3,.... 
PROOF. The proof is obtained in the same way as the classical proof of Gauss' theorem (see, 
e.g., [14, pp. 210-217]), by decomposing the given symmetric function into symmetric multiple 
sums (also called E sums, [15, p. 44]), and then proceeding by induction with respect o the 
height (i.e., the difference between the degree and the number of variables appearing) of such 
multiple sums. Convergence, in the case of infinite expansions, is guaranteed by the hypothesis 
of absolute convergence of the starting series. 
3. A F IRST  EXTENSION OF  THE BELL  POLYNOMIALS  
To introduce our subject in a more friendly way, we consider first the second-order Bell polyno- 
mials, y[2] (fl, gl, hi; f], gl, h i ; . . .  ; fn, gn, hn), generated by the r~ th derivative of the composite 
function ~(t) :-- f(g(h(t))), whose definition is as follows. 
Consider the functions x = h(t), z = g(x), and y = f(z),  defined in suitable intervals of the real 
axis, and suppose that h(t), g(x), and f (z)  are n times differentiable with respect o the relevant 
independent variables, so that the composite function ~(t) := f(g(h(t))) can be differentiated n 
times with respect o t, by using the differentiation rule of composite functions. 
We use, as before, the following notations: 
h <bj := DYe(t), fh := Dyf(Y)ly=g(x), gk := Dkxg(x)lz=h(t), hr := D~h(t). 
Then the rt th derivative can be represented by 
4~ = Y[2](fl,gl, hi; f2, g2, h2;... ;f~, gn, ha), 
where the y[2] are, by definition, the second-order Bell polynomials. 
For example, one has 
Yl[2](f1, gl, hi) = f lglhl ,  
2h2 Yj2](fl,gl, h i ;  f2,g2, h2) = flglh2 + flY2 h2 -~ J-2gl 1, 
(3.1) 
y[2] (fl, gl, hi; f2, g2, h2; f3, g3, h3) = flglh3 + flg3h 3 + 3flg2hlh2 
+ 3f2g~hlh2 + 3f2glg2h~ + ~ 3h3 ]3gl 1- 
The connections with the ordinary Bell polynomials are expressed below. 
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THEOREM 3.1. For every integer n, the polynomials ]i[2] are expressed in terms of the ordinary 
Bell ones, by means of the following equation: 
Y[2](f l, gl, hi;.. .  ; fn, gn, h,~) 
= Y~(fl,  Yl(gt, hi); f2, Y2(gl, hi; g2, h2);...  ; fn, Yn(gl, hi; g2, h2;.. .  ;gn, h,)) .  
(3.2) 
PROOF. Proceeding by induction, we have that equation (3.2) is true for n = 1, indeed 
Y}2](fl, gl, hi) = f lglhl = flYl(gl, hi) = Yl(f l ,  Yl(gl, hi)). 
We assume now equation (3.2) is true. Then 
y[2] (r  i = n+lkJ  ,gl,hli...;fn+l,gn-kl,hn+l) Dty[~2](fl,gi,hl;...;fn,g,~,h~) 
= DtY~ (fi, Yl(gl, h i ) ; . . .  ; In, Y~(gi, hi; g2, h2;. . .  ;g, ,  h,))  
= Yn+I (f i ,  Yi (gl, h i ) ; . . .  ; f~+i, Y,+I (gi, hi; g2, h2;. . .  ; g,+l,  h,+l)) .  
Consequently, we deduce the theorems. 
THEOREM 3.2. The following recurrence relation for the second-order Bell polynomials holds 
true 
Y0 [2] = f l ;  
]/'[n2]-~l(fl,gl,hl;'";fn+l,gn+l,hn+l) = ~ (~)}z[2]-k(f2'gl'hl;f3'g2'h2;'"; 
k=O 
f~-k+l, g~-k, h~-k )Yk+t (gl, hi; . . .  ; gk+l, hk+l). 
(3.3) 
[2] PROOF. By means of equation (3.2), we express Yn~+l(fl, gl, h i ; . . .  ;fn+l, gn+l, hn+l) in terms 
of Yn+l(fl, YI(gl, hi); • • • ; f~+l, Y~+I(gl, hi;.. .  ; g~+l, hn+l)). Then, by using the recurrence re- 
lation (2.3) and again equation (3.2), we obtain relation (3.3). 
THEOREM 3.3. The generalized Fag di Bruno formula holds true 
Yn [21(fl, gl, h i ; . . .  ; fn, gn, hn) 
PROOF. By means of equation (3.2), we express y[2l (fb gl, h i ; . . .  ; f~, gn, hn) in terms of Yn(fl, 
Y1 (gl, h i ) ; . . .  ;f~, Y~(gl, hi;. . .  ;g~, h~)). Then, by using formula (2.4), we obtain formula (3.4). 
4. THE GENERAL CASE 
By using the same methods, the above results can be generalized to the case of the Bell 
polynomials of higher order. 
Consider ~(t) := f(1)(f(2)("" (f(M)(t)))), i.e., the composition of functions XM-1 = f(M)(t), 
• ..,  Xl = f(2)(x2), y = f(1)(Xl), defined in suitable intervals of the real axis, and suppose that the 
functions f(M),.. . ,  f(2), f(1) are n times differentiable with respect o the relevant independent 
variables o that ~(t) can be differentiated n times with respect o t, by using the differentiation 
rule of composite functions. By definition we put XM := t, so that y = ~(t). 
Bell Polynomials 723 
We use the following notations: 
• h :=  
f(1),h := D)lf(1)Ixl=A2)(...(AMy(t))), 
k 
f(2),k := DxJ(2)]~==:(3)('"(:(M)(t))) ' (4.1) 
:=  
Then the n th derivative can be represented by 
~n = y~M-*l (f(1),l , . . . ,  f(M),l; f(1),2,-.., f(M),2;... ; fo), '~,' '",  f(M),~), 
where the y~M-1] are, by definition, the Bell polynomials of order M - 1. 
The above theorems can be generalized as follows. 
THEOREM 4.1. For every integer n, the polynomials y[M-1] are expressed in terms of the Bell 
polynomiMs of lower order, by means of the following equation: 
Y[n "-1] (f(1),l , . . . ,  :(M),I;-"' ; / ( l>,n, ' ' ' ,  S(M),n) = Yn (/(1>,1, y[M-2] (f(2>,i,...,/(M),I) ;
f0),> 1112 M-2] (f(2>,,,..-, f(M),,; f(2>,2,.--, f(M),2) ; (4.2) 
• .. ;f(I>,n,Y[M-2] (f(2>,1,'", f(M>,l;''" ;f<2),n,--', f(M>,n))' 
THEOREM 4.2. The following recurrence relation for the Bell polynomials y[M-1] holds true: 
Yo [v- l = f ( l> ;  
Yn M-l] (f(1),l, , f(M),l; • ; f(1),n+l, f(M),n+l) q--t . . . . . . . .  
~- ~"~ (7) gluM_ill (f(1>,2,f(2>,l,...,f(M>,1;f(l>,3, f(2),2,...,f(M>,2; (4 .3 )  
k=O 
• .. ; f(1),,-k+l, f(2),,~-k,..-, kM),n-k) 
.,[M-2] 
×Y/~+l (f(2),l, . . . ,  f(M),l;--. ; f(2),k+i,...,f(M),k+l) • 
THEOREM 4.3. The generalized FaA di Bruno formula holds true 
y[M-1] ( f (1) , l , ' ' ' , f (M>,l ; ' ' - ; f (1) ,n, ' - ' , f (M),n) 
n! "Y[1 v-2] (f(2>,1,..., f(M),*) ] "~ 
= Z r l!r2!. . .rn! f0),,  1! 
J ,~(-) 
• yjM-2] (f(2),l, . . . ,  f(M),l ; f(2),2,..., f(M),2) l ~= (4.4) 
X 2! J 
-y[M-2] (f(2),1,..., S(M),I;-.. ; f (2) ,n, '" ,  f(M>,~) ""  
X . . .  
n! 
Proceeding in a similar way, and noting that for every integer s s.t. 1 < s < M-  1 the composite 
function ~(t) := fO) (k2) ( ' "  (f(M)(t)))), putting 
f(,+l) (f(,+2> "'' (f(M)(t))) =: g(t), f(1) (f(2> "'" (f(,)(t))) =: f(x) 
can be written as 
{~(t) = f(g(t)), 
the following result can be easily proved. 
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THEOREM 4.4. 
polynomials of lower order, by means of the following equation: 
y[M-I] ( f ( :>, l , . . - ,  f (M) , I ; . - .  ;f(1) . . . . . .  , f(M),n) 
= Yn (y[s-1] ( f (1 ) , l , . . . ,  f (s>,l) ,] / - :M-s-1] ( f (s+l) , l , ' . . , f (M>,l ) ;  
yjs-i] ( f (1) , l , . . . , f (s) , l ; f (1) ,2, . . . , f (s) ,2) ,  
y[M-s-1] ( f ( s+: ) , l , . . . ,  f(M),I; f ( s+ l ) ,2 , . . . ,  f(M),2) ; 
. . . ;Yn  [,-1] ( f (1 ) ,x , . " , f ( s ) , l ; . . . ; f (1 ) ,n , . . . , f ( s ) ,n ) ,  
y[M-s-1] ( f (s+l) , l , . . . ,  f (M), I ; . . .  ; f(~+l),~,--. ,  f(M),~)) • 
For every integer n, the polynomials y[M-1] ~e expressed in terms of the Bell 
(4.5) 
Even in this case the recurrence relation and the Fak di Bruno formula could be written, in a 
very easy way, following the trace of Theorems 4.2 and 4.3. The relevant expressions are left to 
the reader. 
REMARK 4.5. Note that a more general situation, with respect o the result of Theorem 4.4, can 
be obtained: 
(1) decomposing the integer M (instead as the sum of two integers: kl := s and k2 := M-  s), 
by means of a general partition: M = kl + k2 + ..- + kp; 
(2) grouping the functions f(1), f (2) , . . . ,  f(M) in p subgroups containing respectively kp, kp-1, 
• .. ,  kl, of the above functions; 
(3) looking at y[M-1] as the rt th derivative of a function composite by means of the grouped 
composite functions. 
The relevant formulas are quite cumbersome to be written down explicitly, but the properties of 
the generalized Bell polynomials can be fairly described by means of the following rule: in every 
of the above relations (i.e., representation, recursion, or Fa~t di Bruno foT~nula), involving Bell 
polynomials of higher order, the composing functions can be substituted by other Bell polynomials 
of lower orders and same indices (obtained by using the procedure described in Points (1)-(3)). 
This seems to be another nice property  of the Bell polynomials,  according to their  usual name 
of "part i t ion po lynomia ls" .  
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