The Vehicle Routing Problem with Time Windows (VRPTW) is an important problem occurring in many logistics systems. The objective of VRPTW is to serve a set of customers within their predefined time windows at minimum cost. Ant Colony System algorithm (ACS) that is capable of searching multiple search areas simultaneously in the solution space is good in diversification. On the other hand, Simulated Annealing algorithm (SA) is a local search technique that has been successfully applied to many NP-hard problems. A hybrid algorithm (IACS-SA) that combines an improved ACS with SA is proposed in this paper. The algorithm has been tested on 56 Solomon benchmark problems. The results show that our IACS-SA is competitive with other meta-heuristic approaches in the literature. The results also indicate that such a hybrid algorithm outperforms the individual heuristic alone.
INTRODUCTION
The routing and scheduling of vehicles represent an important component of distribution and transportation system. Vehicle Routing Problem (VRP) is a well-know combinatorial problem with considerable economic significance in logistics system. Many different types of VRP can be generated in terms of the demands and restrictions of practical applications. The Vehicle Routing Problem with Time Windows (VRPTW) is a generalization of the VRP where the service of a customer must be started at a predefined time windows. The VRPTW has been applied extensively in practice, such as bank deliveries, postal deliveries, school bus routing, security patrol service and industrial refuse collection. Moreover, the VRPTW has been proved to be NP-hard and exact algorithms cannot find the optimal solution for large VRPTW within reasonable computational times. Thus many heuristic approaches have been proposed in the literature. Many meta-heuristic approaches like Simulated Annealing (Czech and Czarnas, 2002; Li and Lim, 2003) , Genetic Algorithms (Potvin and Bengio, 1996; Berger et al., 2001; Chen et al., 2001; Tan et al., 2001; Ting and Huang, 2004) , Tabu Search Chiang and Russell, 1997; Taillard et al., 1997) , and Ant Colony System have been presented to find the near-optimal solutions within reasonable time. These meta-heuristic approaches are developed by imitating artificial intelligence, biological evolution and/or physics phenomenon.
Among these meta-heuristic approaches, Ant System (AS) is a newer distributed meta-heuristic first introduced by Colorni et al. (1991) . The AS approach is based on the behavior of real ants searching for food. Real ants communicate with each other using an aromatic essence called pheromone that they laid down on the path they traverse. The selection of the pheromone trail reflects the length of the paths as well as the quality of the food source found. Ant algorithms have been applied to many combinatorial problems successfully, including traveling salesman problem (Dorigo et al., 1996; Gambardella, 1997a, 1997b) , quadratic assignment problem (Maniezzo ea al., 1994; Dorigo et al., 1996; Stützle and Dorigo, 1999; Talbi et al., 2001) , job-shop scheduling Dorigo et al., 1996) , vehicle routing problem (Bullnheimer et al., 1998; Bullnheimer et al., 1999 , sequential ordering problem and graph coloring problem (Costa and Hertz, 1997) . Bullnheimer et al. (1998) were the first researchers that used AS to solve the VRP. They presented a hybrid Ant System algorithm (HAS) that added the 2-opt heuristic and then based on Saving Algorithm to construct routes of ants. However, the results of HAS were not as good as other meta-heuristic approaches. Bullnheimer et al. (1999) developed an improved AS (IAS) for the VRP. They applied the idea of candidate lists Gambardella, 1997a, 1997b) to construct vehicle routes. Candidate lists can concentrate the search on promising candidates that can be better used for further iterations. Comparisons on a set of standard problems showed that the performance of IAS is significantly better than AS for VRP, and it outperformed SA and Neural Network. defined a hybrid Ant System algorithm for VRP (HAS-VRP), which was inspired by ACS. Results obtained by HAS-VRP were competitive with those of the best-known algorithms and new upper bounds have been found for well-known problem instances. Furthermore, proposed a multiple Ant Colony System to vehicle routing problem with time windows (MACS-VRPTW) and improved some of the best-known solutions in the literature. In MACS-VRPTW, one colony minimizes the number of vehicles while the other colony minimizes the traveled distances. This paper focuses on the study of a hybrid of two search heuristics, ACS and SA, on VRPTW. ACS that is capable of searching multiple search areas simultaneously in the search space is good in diversification. On the other hand, SA is a local search technique that has been successfully applied to many NP-hard problems. We propose an improved ACS algorithm (IACS) for VRPTW possessed a new route construction rule, a new pheromone update rule and diverse local search approaches (2-opt and Insertion Move). Then, we create a hybrid algorithm (IACS-SA) that combines the strengths of both search heuristics. Finally our IACS-SA is tested by Solomon's 56 VRPTW benchmark problems and compared the performance with other meta-heuristics.
The rest of the paper is organized as follows. Section 2 introduces the vehicle routing problem with time windows formulation. Section 3 describes the improved ant colony system that incorporates with a new state transition rule, a new pheromone updating rule and diverse local search approaches: 2-opt (Lin, 1965) and insertion move. Section 4 introduces the procedure of SA. Section 5 proposes the hybrid algorithm of IACS-SA. Computational results on Solomon's 56 VRPTW benchmark problems with IACS-SA and comparison against other meta-heuristics are reported in section 6. Finally, concluding remarks are made.
MATHEMATICAL FORMULATION
In the vehicle routing problem with time windows (VRPTW), a fleet of m identical vehicles delivers goods to n customers whose demands are known. All vehicle routes must start and end at the central depot with the same capacity and the maximum service time limitations. Every customer must be visited exactly once by one vehicle. At each customer, the start of the service must be within a given time interval. Moreover, a vehicle is permitted to arrive before the beginning of the time window, and wait until service is possible. However, it is not permitted to arrive after the end of the time window. The objective is to minimize the total traveled distance. The typical mathematical model of the VRPTW can be formulated as follows:
Inputs: 
: if vehicle k visits node j immediately after node i, i ≠ j : otherwise Model:
The objective function (1) is to minimize the total traveled distance. Constraints (2) and (3) insure that each node is served exactly once by only one vehicle. Constraint (4) states that the total demand of any vehicle route cannot exceed the vehicle capacity. Constraint (5) represents that a vehicle must leave the node that it has just entered. Constraints (6) and (7) denote that each vehicle must leave and return to the depot. Constraint (8) expresses that the vehicle k cannot arrive at j before
if it travels from i to j. Constraint (9) ensures that the start of the service must be within the time windows at each node. Constraint (10) is the integrality constraint.
IMPROVED ANT COLONY SYSTEM
The Improved Ant Colony System (IACS) was first proposed by Ting and Chen (2004) . The IACS, which is based on the ACS proposed by , includes four steps as follows:
Step 1: Set parameters and initialize the pheromone trails.
Step 2: Each ant builds the solution by the state transition rule and carries out local pheromone update.
Step 3: Apply the local search to improve the ants' solution.
Step 4: Update the global pheromone information.
Pheromone trails Initialization
In our research, the initial pheromone level of each edge is evaluated by eq. (11).
where n is the number of nodes and L nn is the tour length produced by the Nearest Neighbor (NN) heuristic. The Nearest Neighbor heuristic procedures that we use for generating the initial solution are as follows:
Step 1: Randomly start with one node that has not been visited as the beginning of a new route.
Step 2: If there are not any nodes that its time window is conformed, go to Step 1.
Otherwise, find the node that is closest to the last node and has not been visited, then add this node to the route.
Step 3: If all nodes are visited, stop. Otherwise, repeat Step 2 until the vehicle capacity or maximum service time constraint is violated; then, drop the last node from the current route, and go to Step 1.
Solution Construction
In the original ACS, each ant moves from present node i to the next node v according to the rule given by (12).
where U is the set of nodes which are not visited yet, τ ij is the pheromone of edge (i, j), η ij denotes the savings of combining nodes i and j on one tour as opposed to serving them on two different tours. Thus, the η ij is calculated as follows:
where d ij denotes the distance between nodes i and j, and node 0 is the depot; and α, β are the parameters that determine the relative influence of pheromone versus distance (β, α>0). Moreover, q is a random number following uniform distribution in [0, 1] , and q 0 is a pre-defined parameter (0 ≤ q 0 ≤ 1). If q ≤ q 0 then the best next node is chosen according to arg.
On the contrary, the next node is chosen according to V. Thus, the parameter q 0 determines the relative importance of exploitation (arg) versus exploration (V).
In our IACS, the best solution so far will be preserved and becomes the 1 st solution in the next generation. Thus, we only reconstruct b-1 solutions (b is the number of ants) in each generation. The tour construction in IACS algorithm is as follows:
Step 1: Generate the ant's starting node randomly.
Step 2: Chose next node according to the tour construction rule by eq. (12).
Step 3: Repeat step 2 until the ant visits all nodes.
Step 4: Divide the tour according to the vehicle capacity and time windows restrictions.
Local Search
In original ACS, after constructing all ants' tours, local search is applied to improve each solution. However, local search is a time-consuming procedure of ACS. In our IACS, we apply local search to the best solution in the current iteration with two different types of local search: 2-opt and insertion move. Figure 1 illustrates a 2-opt exchange. Edges (3, 6) and (0, 4) are dropped from the current route. Then, we must introduce edges (0, 6) and (3, 4), since introducing edge (6, 4) leads to a subtour and introducing edge (3, 6) leads to the original route. Note that link symmetry is required here since the direction on edges (4, 5) and (5, 6) is reversed. The Insertion move is illustrated as figure 2. One node that is selected will be inserted in the same route (figure 2a) or in the other route (figure 2b) to reduce the route length.
In our research, we apply 2-opt to improve the solution followed by the Insertion move to the 2 nd solution. The procedures of local search in IACS are as follows:
Step 1: Sort the solutions 2~b in ascending orders according to the objective function value.
Step 2: Carry out local search on the 2 nd solution. Vol. 6, pp. 2822 Vol. 6, pp. -2836 Vol. 6, pp. , 2005 
Pheromone Update
The pheromone updating of ACS includes global and local updating rules. Following , local updating rule in eq. (14) (14) where 0 ≤ ρ ≤ 1 is a user-defined parameter called evaporation coefficient, and τ 0 is initial pheromone as defined in eq. (11). After improving the 2 nd solution by local search, our global updating rule is applied to the first two solutions. The rule is described as follow: 
where L k is the length of tour obtained by ant k, u is the number of solutions whose global pheromone will be updated and equals to 2 in this study. Figure 3 shows the flowchart of IACS for VRPTW, and the procedures of IACS are described as follows:
Overall Procedure of IACS
Step1: Set parameters.
Step2: Generate an initial solution using Nearest Neighbor heuristic.
Step3: Apply the local search (2-opt and Insertion Move) to the initial solution and let it to be the solution 1 of population. g = 1, h = 2. Step4: Construct solutions based on the route construction rule and progress local pheromone update. h = h + 1. Step5: If h > b, h = 2 and go to Step 6. Otherwise, go to Step 4. Step6: Sort the solutions 2~b in ascending order and apply local search (2-opt and Insertion Move) to 2 nd solution. Step7: Apply the global pheromone update for solutions 1~u. Step8: Record the best solution so far and let it to be the solution 1 in the next generation. g = g + 1. Step9: If the stopping criterion (maximum number of generations, G, in this paper) is met, stop, then output the best solution. Otherwise, go to Step 4.
SIMULATED ANNEALING ALGORITHM
Simulated Annealing (SA) was first used to search the feasible solutions of an optimization problem by Kirkpatrick et al. (1983) . SA is inspired by an analogy between the physical annealing of solid and combinatorial problems. In the physical process a solid is first melted at high temperature and then cooled very slowly to obtain a perfect lattice structure corresponding to a minimum energy state. SA transfers this process to a local search algorithm for combinatorial optimization problems. It does so by associating the set of solutions of the problem attacked with the states of the physical system, the objective function with the physical energy of the solid and the optimal solutions with the minimum energy states.
Set parameters
Generate an initial solution using Nearest Neighbor heuristic
Apply local search to the initial solution and let it to be the 1st solution of population g=1,h=2
Construct solutions and proceed to local pheromone update SA is a local search strategy which tries to avoid local minima by accepting worse solutions with some probability. In our research, the procedure of SA is illustrated as figure 4 and described below:
Step 1: Set parameters: T (initial temperature), γ (cooling parameter), m (maximum number of move operator), M (maximum number of iterations).
Step 2: Generate an initial solution x 0 using Nearest Neighbor heuristic. Set x = x 0 .
Step 3: Apply the local search (2-opt and Insertion) to the initial solution. i = 1, j = 1.
Step 4: Compute the objective function value of current solution f(x).
Step 5: a. If i ≤ m, apply the move operator (2-opt exchange and Insertion move) to current solution to generate new solution x', and i = i+1, then go to step 5b. Otherwise, go to step 6. b. Evaluate △E = f(x') -f(x). If △E ≤ 0, go to step 5d; otherwise, go to step 5c. c. Select a random variable u ~ U(0,1).
(17) then go to step 5d; otherwise, go to step 5a. d. Accept the exchange, set x = x' and f(x) = f(x'), then go to step 5a.
Step 6: If j ≤ M, evaluate T = γT and j = j+1, then go to step 3. Otherwise, stop.
HYBRID ALGORITHM IACS-SA
To improve the solutions constructed by ants, the IACS applies the local search to solutions. Nevertheless, if the solution have been trapped into local optima, it is ineffective to use local search to improve it. SA is a local search based algorithm, but it can help the solution out local optima. However, SA is a single search approach, so the initial solution of SA will influence its solution quality. Therefore, the concept of IACS-SA is to combine advantages of IACS and SA to search high quality solution for VRPTW. In IACS-SA, IACS can provide a good initial solution for SA, and SA can assist IACS to escape from the local optima. The framework of IACS-SA is shown in figure 5 . We first use Nearest Neighbor heuristic to generate the initial solution for both IACS and SA, and then the initial solution is improved by local search. In each iteration, both IACS and SA solve the VRPTW respectively. IACS generates new solutions according to tour construction rule and the solutions improved by local search, and on the other hand SA applies the move operator (2-opt exchange and Insertion move) to improve the solution m times and then the temperature cools down. Afterward IACS and SA will communicate their best solution so far to each other. If the solutions obtained by them are unequal, the inferior one will be substituted by the other one. This procedure will be performed for a pre-specified number of iterations. IACS-SA outputs the best solution till now. According to our experiment the IACS-SA can find a good solution within small iterations. Finally, the best solution will be further improved by SA.
NUMERICAL ANALYSIS

Benchmark Problems
We conduct computational experiments on Solomon's 56 benchmark problems. These problems were generated in six classes: R1, R2, C1, C2, RC1 and RC2. All problems have 100 customers, a central depot, capacity constraints and time window constraints. The customers are randomly distributed in R1 and R2 problems, while in C1 and C2 problems they are clustered. In RC1 and RC2 problems, customers are mixed with both clustered and randomly distributed. The C1, R1 and RC1 problems have short scheduling horizon, while C2, R2 and RC2 have longer scheduling horizon. We summarize information of the Solomon benchmark problems in table 1. Columns 2-7 show the number of problems in each type, the vehicle capacity, schedule horizon, service times of each node, the node distribution and the elasticity of time window. 
Computational Results
In our research, we treat the hard window case, where a vehicle must wait till the earliest start time if it arrives early. Furthermore, arrival time of the vehicle cannot exceed the latest service time of the customer. The overall aim in our research is to reduce the total distance traveled by the vehicles. The IACS-SA is coded in Borland C++ Builder 5.0 and executed on a Pentium Ⅲ 1000 MHz PC equipped with 128 MB of RAM. The IACS-SA parameters used for VRP instances are b=n/10, α=1, β=1, ρ=0.1, q 0 =0.1, u=2, G=n/2, T=10, γ=0.99, m=n*n and M=3n. We summarize the computational results that include the best known solutions, literatures, solutions obtained by IACS-SA and the deviations of traveled distance from the best know solutions (RPD-relative percentage deviation) in tables 2 and 3. In addition, table 4 shows the RPD of average total distances of IACS-SA against the best-known results, as well as the number of better solutions we have obtained. As shown in tables 2, 3 and 4, the IACS-SA has yielded better or close routes as compared to the best-known solutions in 33 out of 56 problem instances (59%). There are 14 (25%) new best solutions produced. Moreover, the average traveled distance obtained by IACS-SA for R2 and RC2 problems are better than best known results.
Another observation from the results is the vehicle fleet size. Our objective function of VRPTW only considers the total distance traveled by vehicles so that it is possible for IACS-SA to reduce the total traveled distance by increasing the number of vehicles. Nevertheless, the average number of vehicles obtained by IACS-SA for all six problem types against the best-known results is increased by less than one vehicle. Table 5 compares the average vehicle numbers, traveled distance and computational time in seconds obtained by IACS-SA with other seven meta-heuristic algorithms. The algorithms considered are: the Tabu Search (TS-P) of , the Tabu Search (TS-T) of Taillard et al. (1997) , the Multiple Ant Colony System (MACS) of , the Genetic Algorithm (GA) of Berger et al. (2001) , the Hybrid Genetic Algorithm (HGA) of Chen et al. (2001) , the hybrid SA and TS (SATS) of Tan et al. (2001) and the tabu-embedded SA (TESA) of Li and Lim (2003) . From table 5, our IACS-SA yields best results for R1, R2, C2, RC1 and RC2 and produces the lowest cumulated total traveled distance among eight algorithms. Taillard's TS and Gambardella's MACS obtained the best results for C1 and C2. It is obviously that the IACS-SA outperforms these competing heuristics in terms of total traveled distance. Effects of computer performance are influenced by many factors such as CPU speed, memory capacity, operation system and programming language. Therefore, a fair transformation of computational time is difficult to establish. However, our hybrid algorithm takes about 378 seconds to run for each instances, so its computational time is reasonable. 
