In [1] , connected analytic 1-dimensional submanifolds with boundary have been classified w.r.t. their symmetry under a given regular Lie group action on an analytic manifold. It was shown that each such submanifold is either free or analytically diffeomorphic to the unit circle or some interval via the exponential map. In this paper, we show that each free connected analytic 1-submanifold naturally splits into symmetry free segments, mutually and uniquely related by the group action. This is proven under the assumption that the action is non-contractive, which is even less restrictive than regularity.
Introduction
In [1] it was shown that, given a regular Lie group action ϕ : G × M → M on an analytic manifold M , an analytic curve in M or a connected analytic 1-submanifold with boundary of M , is either exponential or free. Here,
• An analytic curve γ : D → M is said to be exponential iff γ : t → exp(ρ(t) · g) · x ∀ t ∈ D holds for some x ∈ M , some g ∈ g, and some analytic map ρ :
Here, in the non-constant analytic case, g ∈ g\g x is uniquely determined up to scaling by some λ = 0, and addition of an element in g γ ; the Lie algebra of the stabilizer G γ = t∈D G γ(t) of γ.
• A connected analytic 1-submanifold 1 (S, ι) is said to be exponential iff it is either analytically diffeomorphic to U (1) or to some interval via
respectively, for some g ∈ g\g x .
Here, (for fixed interval in the second case) g ∈ g\g x is uniquely determined up to addition of an element in g S ; the Lie algebra of the stabilizer G S = z∈S G ι(z) of S.
In addition to that, it was shown that each free immersive analytic curve naturally decomposes into symmetry free subcurves, mutually and uniquely related by the symmetry action. In this completive paper, we prove an analogous result for connected analytic 1-submanifolds with boundary, i.e., we show that each such submanifold decomposes naturally into symmetry free segments, mutually and uniquely related by the group action. More precisely, let us say that ϕ is non-contractive iff
i) The map ϕ g : M → M, x → ϕ(g, x) is analytic for each g ∈ G.
ii) No subset C ⊆ M with |C| ≥ 2 can be contracted to some x ∈ M − C, i.e., we find a neighbourhood U of x with g · C U for each g ∈ G.
The second point is equivalent to satedness from Definition 2.14 in [1] , so that Remark 2.15 in [1] shows that ϕ is non-contractive if each ϕ g is analytic, and if, e.g.,
• There exists some G-invariant continuous metric on M .
• The maps ϕ x : g → ϕ(g, x) are proper for each x ∈ M .
• M is a topological group with
for some continuous group homomorphism φ : G → M . Now, a connected analytic 1-submanifold with boundary (S, ι) of M is said to be free iff it admits a free segment, i.e., a connected subset Σ ⊆ S with non-empty interior, such that
for G S := z∈S G ι(z) the stabilizer of ι(S).
Here, we write g · ι| Σ ∼ • ι| Σ ′ for segments Σ, Σ ′ ⊆ S iff g · ι(O) = ι(O ′ ) holds for open connected subsets O ⊆ Σ and O ′ ⊆ Σ ′ which are contained in the interior int[S] of S, and on which ι is an embedding. We say that a free segment Σ is maximal iff Σ ⊆ Σ ′ for a free segment Σ ′ ⊆ S implies that Σ = Σ ′ holds; and obtain, cf. Theorem 3.17 Theorem Let ϕ be non-contractive, and (S, ι) free but not a free segment by itself. Then, S either admits a unique z-decomposition or a compact maximal segment properly contained in int [S] . Here, the first case cannot occur if S is compact without boundary; and in the second case, S is either positive or negative, and admits a unique Σ-decomposition for each (necessarily compact) maximal segment Σ ⊂ int [S] . Now, in order to understand the above theorem and its uniqueness statements in more detail, let us first observe that S is either homeomorphic to U (1) or to some interval, hence compact without boundary iff S ∼ = U (1) holds. Then, If S is homeomorphic to an interval, by a z-decomposition of S, we understand a class [g] ∈ G/G S − {[e]} with g ∈ G ι(z) , such that g · ι(K − ) = ι(K + ) holds for compact segments K ± ⊆ S with K − ∩ K + = {z}. Then, the unique boundary segments Σ ± of S, for which 2 S = Σ − ∪ Σ + Σ − ∩ Σ + = {z} and K ± ⊆ Σ ± holds, are the only maximal ones, cf. Lemma 3.14, and exactly one of the following two situations holds:
is an analytic diffeomorphism, whereby C ± ⊆ Σ ± are segments with K ± ⊆ C ± . In addition to that, we have
so that a proper translate of ι(Σ − ) can overlap ι(S) in exactly one way. The respective uniqueness statement in the above theorem (Theorem 3.17) then has to be understood in that way that the class [g] , and the point z ∈ S are uniquely determined. 
such that
• If n = 1, then Σ 0 ∩ Σ 1 = {z − , z + } consists of the two boundary points of Σ 0 .
• If n ≥ 2, then Σ p ∩ Σ q is singleton for |p − q| ∈ {1, n}, and empty elsewise. 1 ] for n = 1. In addition to that, in analogy to (1), we have 3 (cf. Lemma 3.6)
for each segment Σ ′ ⊆ S, and each g ∈ G. In particular, for n = 1, there exists no other Σ-decomposition of S; and for n ≥ 2, the only other Σ-decomposition is given by
Finally, the number of segments occurring in such a decomposition is the same for each maximal segment contained in S, cf. Lemma 3.7.
II) If S is homeomorphic to an interval, by a Σ-decomposition (cf. Definition 3.8), we understand a pair
consisting of classes [g n ] ∈ G/G S , and segments Σ n on which ι is an embedding. Moreover, Σ 0 = Σ holds, and
• Σ p ∩ Σ q is singleton for |p − q| = 1, and empty elsewise, • g n · ι(Σ 0 ) = ι(Σ n ) holds for all n − < n < n + , as well as
Here, Σ n± are boundary segments of S, and the Σ ± either equal, or are boundary segments of, Σ 0 .
Then, each Σ n is free, as well as compact maximal if g n · ι(Σ 0 ) = ι(Σ n ) holds. In addition to that, we have S = n∈n Σ n , (cf. Lemma and Remark 3.9.3),
Finally, for each g ∈ G, we have, cf. Lemma 3.10
open and connected, such that ι| O and ι| O ′ are embeddings. In particular, a Σ-decomposition is unique up to a reordering of the form, cf. Lemma 3.10
for each n ∈ n, whereby n := {n ∈ | n − ≤ n ≤ n + } holds for n ± := −n ∓ .
Finally, it remains to explain what positivity and negativity means. For this, let Σ ⊂ int[S] be compact maximal, with what we are in the situation of I) or II), depending on whether S is homeomorphic to U (1) or to some interval, respectively. We denote the two boundary points of Σ by z ± , whereby we can assume that z + ∈ Σ 0 ∩ Σ 1 holds. 4 Then, Σ is said to be positive or negative iff g ±1 / ∈ G z± or g ±1 ∈ G z± holds, respectively, whereby we define g −1 := g n iff we are in the situation of I). Figuratively speaking, ◮ positivity means that g ± shifts ι(Σ) in such a way that ι(z ∓ ) is mapped to ι(z ± ), ◮ negativity means that g ± flips ι(Σ) at ι(z ± ).
It follows that Σ is either positive or negative, cf. Lemma 3.2, and we even have that each compact maximal segment Σ ′ ⊂ int[S] is positive/negative iff one such segment is positive/negative, cf. Lemma 3.16. Then, ◮ If Σ is positive, we have, cf. Lemma 3.19
Here, up to inversion, 5 the class [g 1 ] is the same for each decomposition which corresponds to a compact maximal segment contained in int [S] . In addition to that, S admits a lot more compact maximal segments than just those occurring in the Σ-decomposition of S. For instance, each z ∈ int[S] is contained in the interior of some positive segment Σ z ⊂ int[S], cf. Corollary 3.21.
For instance, I) Let M = S := U (1), and define G to be the discrete subgroup of U (1) generated by g := e i2π/n , and acting via multiplication from the left. Then, Σ := e iK is positive for each K = [t, t + 2π/n], and admits the obvious Σ-decomposition of S, for which [
II) Let G := Ê act via ϕ(t, (x, y)) := (t+x, y) on M := Ê 2 , and define S := Ê as well as ι : t → (t, sin(t)). Then, S admits the positive segments [t, t + 2π] with t ∈ Ê, each giving rise to a decomposition of S for which [ 
◮ If Σ is negative, the segments occurring in the Σ-decomposition of S are the only maximal ones, cf.
Lemma 3.16. In addition to that, we have, cf. (27) and (26)
, and so on. In particular, in the situation of I), the integer n must be odd, cf. Corollary 3.18.
For instance,
2 , and G be the discrete group generated by the reflection at the x 2 -axis. Then, Σ 0 = e iK0 and Σ 1 = e iK1 are negative for
Similarly, if G is the discrete group generated by the reflection at the x 1 -and the x 2 -axis, then This paper is organized as follows:
In Section 2, we fix the conventions and collect the basic facts and definitions that we will need in Section 3. There, we first prove some basic statements concerning compact maximal segments, and then show that each such segment Σ with Σ ⊂ int[S] admits a Σ-decomposition of S. In the third part of Section 3, we will show that S admits a unique z-decomposition iff no compact maximal Σ ⊆ int[S] exists; and in the last part, we will work out the positive and the negative case.
Preliminaries
In this section, we fix the conventions, and provide some basic facts and definitions concerning connected analytic 1-manifolds with boundary, as well as free segments.
Conventions
A curve is a continuous map γ : D → X between an interval D, and a topological space X. Here, an interval D ⊆ Ê will always be assumed to have non-empty interior int [D] ; and if we write I, J or K instead of D, we will always mean that I, J are open, and that K is compact.
Manifolds, and those with boundary, will always be assumed to be Hausdorff second-countable and analytic; whereby domains of charts will always be assumed to be non-empty, open, and connected.
If M is a manifold, an analytic 1-submanifold of M is a pair (S, ι) consisting of a connected analytic 1-manifold S with boundary, together with an injective analytic immersion ι : S → M . If (U, ψ) is a chart of S, we will use the convention that ψ(U ) ⊆ [0, ∞) holds if U contains some boundary point of S. In addition to that, we will require that ι(U ) ⊆ V holds for some chart (V, φ) of M , so that
is an analytic immersive curve; i.e., γ ψ = γ ψ | ψ(U) holds for an analytic immersive curve (analytic immersive extension) γ ψ : I → M , defined on an open interval I. By a segment, we will understand a connected subset Σ ⊆ S which has non-empty interior in the topological sense; and by cls[Σ] we will denote the closure of Σ in S. Since S is either homeomorphic to U (1) or to some interval via some homeomorphism κ with im[κ] = S, segments do not admit any isolated points. Then, for a subset A ⊆ U (1), we let int[A] denote its interior in the topological sense, and for a segment Σ ⊆ S, we define
Obviously 
holds. Such charts will be called submanifold charts of Σ in the following.
Then, if N is an analytic manifold with boundary, and f : Σ → N an analytic (immersive) map,
is an analytic (immersive) curve if (U, ψ) is a submanifold chart of Σ, as well as (V, φ) a chart of N with f (U ) ⊆ V . A homeomorphism ρ : Σ → Σ ′ is said to be analytic diffeomorphism iff ρ and its inverse are analytic immersive maps.
Finally, ϕ : G × M → M will always denote a non-contractive Lie group action, i.e., a left action of a Lie group G on an analytic manifold M , such that
ii) If x / ∈ C ⊆ M holds for |C| ≥ 2, there exists a neighbourhood U of x with g · C U for each g ∈ G.
To simplify the notations, we usually will write g · x instead of ϕ(g, x); and by
we will denote the stabilizer of x ∈ M . Moreover, we define
Basic facts on analytic 1-manifolds
In the following, let (S, ι) denote some fixed analytic 1-submanifold of the analytic manifold M , and let ϕ : G × M → M denote some fixed non-contractive Lie group action. Then, for segments Σ, Σ ′ ⊆ S, we will write
which is an analytic diffeomorphism, because O is an analytic manifold without boundary.
6 Conversely, if g · ι| Σ = ι • ρ holds for some analytic diffeomorphism ρ : Σ → Σ ′ , we obviously have g · ι| Σ ∼ • ι| Σ ′ . Finally, we observe that
holds. This is clear if S is homeomorphic to an interval; and in the other case, one only has to think about the situation where Σ = S − {z} holds for some z ∈ S.
Next, let us observe that Lemma 2.1 Let γ : I → M and γ ′ : I ′ → M be embedded analytic immersive curves with γ(t n ) = γ ′ (t ′ n ) for all n ∈ AE,
holds for some open intervals J ⊆ I and J ′ ⊆ I ′ containing t and t ′ , respectively.
From this, we conclude that Corollary 2.2 Let (U, ψ) and (U ′ , ψ ′ ) be charts of S around x and x ′ , respectively, and assume that g · ι(
for all n ∈ AE, for some g ∈ G, as well as sequences U − {x} ⊇ {x n } n∈AE → x and U
Moreover, let γ ψ and γ ψ ′ be analytic immersive extensions of γ ψ and γ ψ ′ , respectively.
holds for open intervals J and J ′ with t ∈ J and t ′ ∈ J ′ , on which γ ψ and γ ψ ′ are embeddings, respectively. In particular,
•
Proof: Define t := ψ(x) and
, and choose open intervals I and I ′ with t ∈ I and t
holds for open intervals J and J ′ with t ∈ J and t ′ ∈ J ′ by Lemma 2.1, which shows the first claim. The two points then are just clear from the homeomorphism property of [
Thus, we have
) is a homeomorphism. Then, for z ∈ Σ, we define z ′ := ρ(z), and choose submanifold charts (U, ψ) of Σ and (U ′ , ψ ′ ) of Σ ′ around z and z ′ , respectively. Then, by Corollary 2.2, we find open intervals J,
Moreover, the proof of Lemma 2.3 shows that
| C∪C ′ is an analytic diffeomorphism to its image if S is homeomorphic to an interval or if we find compact segments
Proof: By the proof of Lemma 2.3, it suffices to show that ρ is a homeomorphism. For this, define Σ := C ∪ C ′ and Σ ′ := im[ρ], and observe that ρ : Σ → Σ ′ is well defined and bijective. Then, ρ is continuous, because ρ| C and ρ| C ′ are continuous, and because if {z n } n∈AE ⊆ Σ converges to some z ∈ Σ, we have
Here, we have used that S is homeomorphic to an interval or that C ∪ C ′ ⊆ K ⊂ int[S] holds for some compact segment K. Then, the same arguments show that ρ −1 is continuous as well.
In addition to that, we conclude that
Proof: The second statement is clear from the first one and Lemma 2.3, because ι is an embedding by compactness of S. Now, for the first statement, let Z denote the set of all z ∈ S, for which we find an open neighbourhood
by definition, and non-empty by assumption. Thus, if we can show that Z is closed, the claim follows from connectedness of S. For this, let x / ∈ Z be contained in the closure of Z, and choose a chart (U, ψ) around
) ∈ S holds for each n ∈ AE, by compactness of S, we can assume that lim n x ′ n = x ′ ∈ S exists. Then, by injectivity of ι and g · ι, we must have
′ , and pass to a subsequence, in order to assure that {x
Then, x ∈ Z is clear from Corollary 2.2, so that the claim follows.
Next, let us clarify that Lemma 2.6 Let N be an analytic manifold with boundary, Σ ⊆ S a segment, and α, α ′ : Σ → N analytic maps. Then, if C ⊆ S is a segment contained in Σ, we have
′ is connected, as well as closed in Σ by continuity of α and α ′ . Now, for each z ∈ Σ ′ , we find a submanifold chart (U, ψ) of Σ around z, as well as a chart
is an accumulation point of zeroes of In particular, we have
Proof: Let q ∈ G S , and
Finally, let us say that an analytic diffeomorphism ρ : Σ → Σ ′ between segment Σ, Σ ′ ⊆ S is maximal iff there exists no proper extension of ρ, i.e., no analytic diffeomorphism ρ : C → C ′ ⊆ S with ρ = ρ| Σ , for C ⊆ S a segment properly containing Σ. Then, Lemma and Definition 2.9 (Maximal extension) If S is homeomorphic to an interval, each analytic diffeomorphism ρ : Σ → Σ ′ admits a unique maximal extension, denoted by ρ in the following.
Proof: Let E denote the set of all analytic diffeomorphisms extending ρ, and define
Obviously, Σ ⊆ S is a segment; and ρ is well defined by Corollary 2.7, because if τ ′ ∈ E is another extension with
C ∋ x holds, whereby C is connected as S is homeomorphic to an interval. Finally, ρ is maximal, because for each ξ ∈ E, we have dom[ξ] ⊆ Σ by definition. In particular, if ξ ∈ E is maximal, we must have dom[ξ] = Σ, hence ξ = ρ by Corollary 2.7.
Proposition 2.10
Suppose that S is homeomorphic to an interval, and let ρ :
is a segment, and g · ι| C = ι • ρ| C holds by Corollary 2.7. Here, C ⊂ Σ implies connectedness of S − ρ(C), whereby S = ρ(C) holds if Σ − C is not connected.
Proof: First observe that C is a segment, because dom[ρ] and Σ are connected and contain O, and because S is homeomorphic to an interval D. Let κ : D → S denote the corresponding homeomorphism, and define B := κ −1 (C), as well as B ′ := κ −1 (ρ(C)). Then, C ⊂ Σ means that B is properly contained in κ −1 (Σ); and then we find a boundary point x ∈ Σ of C, and a chart (U, ψ) around x, such that U ∩C = ∅ and U ∩(Σ−C) = ∅ holds for each neighbourhood U ⊆ U of x. Moreover, we find {x n } n∈AE ⊆ C − {x} with lim n x n = x, such that {κ −1 (x n )} n∈AE is monotonously decreasing or increasing. Then,
′ holds for some x ′ ∈ S, and by construction, we have {x
, and pass to a subsequence, in order to achieve that {x
| K∪C is an analytic diffeomorphism to its image by Lemma 2.4, so that ρ must be defined on K ∪ C by maximality. This, however, contradicts the definition of C, because K ∩ (Σ − C) = ∅ holds.
• In the other case, we have x ∈ int[S] and
′ would be connected. Thus, x / ∈ C must hold by continuity of ρ, so that we obtain a contradiction to maximality of ρ, just by the same arguments as above.
Finally, if Σ−C is not connected, we even find two boundary points x ± of C as above, whereby we can assume that κ −1 (x − ) < κ −1 (x + ) holds. Obviously, then we find sequences {x
} n∈AE monotonously decreasing, and {κ −1 (x + n )} n∈AE is monotonously increasing. Thus, if ρ(C) is properly contained in S, the image under κ −1 • ρ of one of these sequences must converge to some t ∈ D. But, then we can choose charts around x := ρ −1 (κ(t)) ∈ {x − , x + } and x ′ := κ(t), in order to derive a contradiction to maximality of ρ, just by the same arguments we have already used above.
Free segments
Let us say that (S, ι) is free iff it admits a free segment, i.e., a segment Σ ⊆ S with
and observe that then each segment Σ ′ ⊆ S with Σ ′ ⊆ Σ, is a free segment as well. We will say that a free segment Σ ⊆ S is maximal iff Σ ⊆ Σ ′ implies Σ = Σ ′ for each free segment Σ ′ ⊆ S. Then, Σ is closed in S by (4), and we have Lemma 2.11 If Σ ⊆ S is a free segment, then we find
Proof: Let D denote the set of all free segments C ⊆ S which contain Σ. We order D by inclusion, and observe that then each chain C in D has the upper bound B := C∈C C. In fact, B is obviously a segment; and it is free, because
with what the set of maximal elements in D is non-empty by Zorn's lemma. For the first implication in (6),
, on which ι is an embedding.
⊲ Since C ∩O = ∅ holds for some C ∈ C, we find open segments U ⊆ C ∩O and
For this observe that C ∩ O has non-empty interior (S is either homeomorphic to U (1) or to an interval), and that ι
so that the same arguments as in the previous point show that g · ι| C ∼ • ι| C holds.
Moreover, Lemma 2.12 Let Σ, Σ ′ ⊆ S be segments with g · ι| Σ = ι • ρ for some g ∈ G, and some analytic diffeomorphism ρ :
Proof: The first statement is clear, because for each q ∈ G, we have
The second statement is clear if Σ = int[S] holds, because then S = Σ is compact without boundary, so that Σ ′ = S holds by Lemma 2.5. Now, Σ ⊂ int[S] holds, and if Σ ′′ ⊆ S is a free segment with Σ ′ ⊂ Σ ′′ , then we find a boundary point
is a boundary point of Σ ′ . Then, we find charts (U, ψ) and (U ′ , ψ ′ ) around x and x ′ , respectively, such that, for the case that S is compact without boundary,
. Then, by Corollary 2.2, we find connected neighbourhoods C ⊆ U ⊆ int[S] of x, and
′ is a homeomorphism. Thus, Lemma 2.4 shows that ρ := ι −1 • (g · ι)| C∪Σ is an analytic diffeomorphism, so that the first part of this lemma, applied to ρ −1 and the free segment 
is a free segment for some a < k ≤ t,
In particular, if Σ is a free segment with boundary point z ∈ int[S], then we find a free segment Σ ′ ⊆ S with Σ ∩ Σ ′ = {z}. This is just clear from the above lemma, applied to γ ψ for a suitable chart (U, ψ) around z.
Decompositions
In the following, let M denote some fixed analytic manifold with non-contractive Lie group action ϕ : G×M → M . Moreover, let (S, ι) be some fixed free analytic 1-submanifold of M such that S is not a free segment by itself. In this section, we are going to show that S naturally decomposes into maximal free segments, mutually and uniquely related by the group action. Here, several special cases have to be worked out, basically subdividing into the situations where S admits a compact maximal segment Σ ⊂ int[S] or not. More precisely, if S is compact without boundary, the first situation must hold, because each maximal segment Σ is necessarily compact as it is closed; and then S is build up finitely many translates of Σ. If S is homeomorphic to an interval with Σ ⊂ int[S] maximal and compact, in general countably many translates are necessary; and if no such Σ exists, S decomposes exactly into two maximal free segment, pinned together at their common boundary point.
Basic facts
Assume that Σ ⊆ S is a free segment, and that we are given g ∈ G− G S such that g ·ι| C = ι• ρ holds for some analytic diffeomorphism ρ : C → C ′ , for some segment C ⊆ Σ. Then, Σ ∩ C ′ can only contain the boundary points of Σ, because elsewise we find an open segment O ′ ⊆ Σ ∩ C ′ , and conclude for
In particular, S cannot be contained in C ′ = ρ(C), and Σ must be properly contained in S. Now, let us assume that ρ is defined on an open segment O ⊆ Σ. Then, a) If κ : D → S is a homeomorphism, by Proposition 2.10, we have g
whereby Σ − C must be connected, since elsewise S = ρ(C) holds.
Thus, we either have C = Σ or C is a boundary segment of Σ. In the second case, S − ρ(C) is connected by Proposition 2.10, so that both ρ(C) and S − ρ(C) are boundary segments of S. In any case,
is an embedding, and ρ(C) is compact if C is so.
Finally, Σ ∩ C ′ can only contain the boundary points of Σ, and since S is homeomorphic to an interval, it even must be empty or singleton. b) If S is compact without boundary, then g · ι| Σ = ι • ρ| Σ holds by Lemma 2.5. Moreover, Σ ′ := ρ(Σ) is compact as Σ is compact, and Σ ∩ Σ ′ can only contain the boundary points of Σ. Then, Lemma 2.12 shows that Σ ′ := ρ(Σ) is free; and even maximal if Σ is maximal.
is a compact segment, and Σ b is a boundary segment of Σ, in the following, we will mean that b is the boundary point of Σ that is contained in Σ b . We define G := G/G S , and obtain the following analogue to Proposition 4.11 in [1] . Proof: Replacing S by a suitable segment containing Σ if necessary, we can assume that S is homeomorphic to an interval via κ :
Then, for uniqueness of [g], let us assume that the statement also holds for [
Now, for existence, let us choose (Lemma 2.13) free segments {Σ
is not a free segment for each n ∈ AE, by maximality of Σ. Thus, for each n ∈ AE, we find g n ∈ G − G S with g n · ι| Σn ∼ • ι| Σn ; and ⊲ Since Σ and Σ ′ n are free segments, we must have
⊲ Thus, replacing g n by g −1 n if necessary, we can assume that for each n ∈ AE, we have
for some analytic diffeomorphism 
Now, by the choice of Σ ′ n , we necessarily have lim n x ′ n = z; and by compactness of Σ, we can pass to a subsequence in order to assure that lim n x n = x ∈ Σ exist as well. Then, we have {x n } n∈AE ⊆ Σ − {x} by injectivity of g · ι and ι, and because g · ι(x) = ι(z) holds by continuity. Thus, Corollary 2.2 shows that g · ι(K) = ι(K ′ ) holds for compact segments K and K ′ containing x and z, respectively, whereby K is a neighbourhood of x, since z ∈ int[S] holds. Then, b := x must be a boundary point of Σ, since elsewise g · ι| Σ ∼ • ι| Σ holds. Thus, the claim holds for Σ b := K ∩ Σ and Σ z := ρ(Σ b ), for ρ := ι −1 • (g · ι)| Σ b , just by the discussions in the beginning of this subsection.
} is not finite, passing to a subsequence, we can assume that [g n ] = [g m ] holds for each n = m. We define holds for each n ∈ AE. Then, we have K = [k
for all n ∈ AE, and lim n ∆ n = 0. Here, for each n ∈ AE, we have D n ⊆ D ∩ [k, ∞) by (7), and even
In fact, elsewise, we find m > n, such that D m ∩ D n has non-empty interior, which contradicts that C Then, for each n ∈ AE, we find m > n with ∆ m ≤ ǫ n , hence K ≤ D m ≤ D n , whereby B ≤ B ′ for two intervals B, B ′ just means that sup(B) ≤ inf(B ′ ) holds. Thus, passing to a subsequence, we can assume that K ≤ D n+1 ≤ D n holds for all n ∈ AE. Then, we must have C n = Σ for each n ≥ 1, since elsewise S − C ′ n is connected by Proposition 2.10, implying that Σ or
Thus, for each ǫ > 0, we find n ≥ 1 with D n ⊆ (k, k + ǫ), so that for each neighbourhood U ⊆ M of z = κ(k), we find n ≥ 1 with
which contradicts Property ii) of ϕ.
Compact maximal segments
Let Σ ⊂ S be a compact maximal segment with boundary points z ± . Moreover, assume that z ∈ {z − , z + } is contained in int[S], and let [g], Σ b , and Σ z have the same meaning as in Proposition 3.1. In this situation, we will say that Σ is positive or negative iff g / ∈ G z or g ∈ G z holds, respectively. Figuratively speaking,
• positivity means that g shifts ι(Σ b ) in such a way that ι(b) = ι(z) is mapped to ι(z),
• negativity means that g flips ι(Σ b ) at ι(b) = ι(z).
Now, let us first show that
In fact, we have
by Corollary 2.2, we find connected compact neighbourhoods
so that the uniqueness statement in Proposition 3.1 shows the claim. Next, let us show that For this, let z ± ∈ int[S], and denote by [g ± ], Σ z± , and Σ b± the respective classes, free segments, and compact boundary segments from Proposition 3.1, for which
for b ± ∈ {z − , z + }. Then, in order to prove Lemma 3.2, it suffices to show that
because
Now, for (10), assume that g + / ∈ G z+ holds (the right hand side of (10) follows analogously). Then, we have g −1 + · ι(Σ z+ ) = ι(Σ b+ ) for b + = z − , and choose charts (U ± , ψ ± ) around z ± with
⊲ We conclude from Corollary 2.2 that g −1
holds for connected compact neighbourhoods K + ⊆ U + and K − ⊆ U − of z + and z − , respectively. ⊲ Since z ± ∈ int[S] holds, we have Finally, let us observe that
provided that g k · . . . · g 1 ∈ O(S) holds for k = 1, . . . , n − 1, which just follows inductively from Corollary 2.8.
Compact without boundary
If S is compact without boundary, each maximal segment Σ ⊆ S is necessarily compact as it is closed by (4); and we define • If n ≥ 2, then Σ p ∩ Σ q is singleton for |p − q| ∈ {1, n}, and empty elsewise.
The positive integer n will be called the length of the decomposition in the following. 
In particular, for n = p = 1, the previous point shows that [g
‡ From this, we easily conclude that Lemma 3.6
In the situation of Definition 3.4, we have
for each segment Σ ′ ⊆ S, and each g ∈ G. In particular, for n = 1, there exists no other Σ-decomposition of S, and for n ≥ 2, the only other Σ-decomposition is given by
for ζ ∈ S n defined by ζ(k) = n − (k − 1) for k = 1, . . . , n.
Proof: The uniqueness statement in (14) is clear, because the classes [g k ] are mutually different. Moreover,
Moreover, (14) implies that n ′ = n holds, and that there exists some unique ζ ∈ S n with
Thus, the statement is clear for n = 1, and for n ≥ 2, we conclude from the second point in Definition 3.4 that either Σ Let z 2 = z 1 denote the other boundary point of Σ 1 , and let κ : U (1) → S be some homeomorphism with κ(e iαi ) = z i for i = 0, 1, for angles 0 = α 0 < α 1 ≤ 2π. Moreover, let α 2 ∈ (0, 2π] denote the unique angle, for which κ(e iα2 ) = z 2 holds. Then, we must have α 1 < α 2 , since elsewise
• If α 2 < 2π holds, then for each n ≥ 2, we can apply the above arguments inductively, in order to obtain maximal segments Σ k with boundary points z k , z k+1 , as well as classes [h k ] = [e], with
We define g k := h k · . . . · h 1 for 1 ≤ k ≤ n, and let 0 = α 0 < . . . , α n+1 ≤ 2π have the same meaning as above.
Then, if α 0 < . . . < α n+1 < 2π holds for each such n ≥ 2, then 2π ≥ α = lim n α n exists. Thus, for each neighbourhood V of s := e iα in U (1), we find some n ∈ AE with κ −1 (Σ n ) = e (i[αn,αn+1]) ⊆ V . But, then for each neighbourhood U of (ι • κ)(s), we find some n ∈ AE with g n · ι(Σ 0 ) ⊆ U , which contradicts Property ii) of ϕ.
Thus, we find n ≥ 2 with α 0 < . . . < α n < 2π, such that either α n+1 = 2π or 0 < α n+1 ≤ α n holds. But, in the second case, we have
which contradicts the choice of n. Thus, 0 = α 0 < . . . < α n+1 = 2π, hence z n+1 = z 0 holds, with what Σ p ∩ Σ q is singleton for |p − q| ∈ {1, n}, and empty elsewise. Then, by construction,
Thus, we have shown the first part of Lemma 3.7 Suppose that S is compact without boundary, and not a free segment. Then, each maximal segment Σ ⊆ S is compact, and admits a Σ-decomposition of S that is unique in the sense of Lemma 3.6. The length of each such decomposition is the same for each maximal segment in S.
Proof: The first statement is clear. For the second one, let Σ be maximal with Σ-decomposition Σ 0 , . . . , Σ n and [g 0 ], . . . , [g n ], and let Σ ′ be maximal with
q holds for some 0 ≤ p ≤ n and 0 ≤ q ≤ n ′ , it is immediate from (14) that each Σ p equals some Σ ′ q and vice versa, from which n = n ′ is clear. In the other case, the segments Σ 0 , . . . , Σ n , Σ ′ 0 , . . . , Σ ′ n ′ are mutually different, and cannot be contained into each other by maximality. Thus, for each 0 ≤ p ≤ n, int[Σ p ] contains some boundary point of some Σ ′ q , which then cannot be contained in Σ k for each k = p. This shows n ≤ n ′ , and in the same way, we conclude that n ′ ≤ n holds.
In the situation of Lemma 3.7, we define the length of S to be the length of one (and then each) decomposition of S.
Homeomorphic to an interval
If S is homeomorphic to an interval, we can argue as in the previous case, provided that Σ is compact maximal and contained in int [S] . For this, let N denote the set of all subsets of , which are of the form
Definition 3.8 (Σ-decomposition) Let S be homeomorphic to an interval, and Σ ⊆ int[S] a compact maximal segment. Then, by a Σ-decomposition of S, we understand a pair ({Σ n } n∈n , {[g n ]} n∈n ) consisting of classes [g n ] ∈ G, as well as segments Σ n on which ι is an embedding, such that Σ 0 = Σ holds, and
• Σ p ∩ Σ q is singleton for |p − q| = 1, and empty elsewise.
• g n · ι(Σ 0 ) = ι(Σ n ) holds for all n − < n < n + , as well as
Here, Σ n± denote boundary segments of S, and the Σ ± either equal, or are boundary segments of, Σ 0 .
holds, because Σ 0 is free; and [g m ] = [g n ] for m = n implies m, n ∈ {n − , n + } with −∞ < n − < n + < ∞. Moreover, each Σ n is free by Lemma 2.3 and Lemma 2.12, because ι| Σn was required to be an embedding; and Σ n is compact maximal if g n · ι(Σ 0 ) = ι(Σ n ) holds.
Then,
Lemma and Remark 3.9
In the situation of Definition 3.8,
for each n ∈ n, is obviously a Σ-decomposition of S.
2) Define Σ ′ := Σ p for some n − < p < n + , and
for each n ∈ n ′ , is obviously a Σ ′ -decomposition of S.
3) We have S = n∈n Σ n :
In fact, for n ∈ n − {0}, let z n denote the boundary point shared by Σ n with Σ n+1 for n ≤ −1 Σ n−1 for 1 ≤ n.
Moreover, let κ : D → S be some homeomorphism with κ −1 (z −1 ) < κ −1 (z 1 ), and define {a n } n∈n−{0} by
Then, we have a m < a n if m < n holds for m, n ∈ n, as well as κ(A n ) = Σ n for A n := [a n−1 , a n ] for n − < n ≤ −1
as well as
Then, in order to show the claim, it suffices to prove that D = D ′ := n∈n A n holds. For this, assume that t > a 1 is not contained in D ′ . 9 Then, we must have n + = ∞, hence lim n→∞ a n = a ≤ t for some a ∈ D. Thus, for each ǫ > 0, we find n ǫ ≥ 1 with A nǫ ⊆ [a − ǫ, a], so that for each neighbourhood U of (ι • κ)(a), we find n ≥ 1 with g n · ι(Σ 0 ) ⊆ U . This, however, contradicts the Property ii) of ϕ.
‡ From this, we easily conclude that 
In particular, a Σ-decomposition is unique up to a change of orientation as in Remark 3.9.1.
Proof: Since S = n∈n Σ n holds by Lemma and Remark 3.9.3, we have
Here, n is unique if n = n ± holds by the last statement in Definition 3.8; and then O ′ ⊆ Σ n is clear from g n · ι(Σ 0 ) = ι(Σ n ), because both g n · ι and ι are injective. Thus, if n ∈ {n − , n + } holds, we must have
, as it is connected. This shows (17), from which the last statement follows by the same elementary arguments, we have used in the second part of Lemma 3.6. Now, to construct such a decomposition for Σ = Σ 0 ⊆ int[S] compact and maximal, let z −1 and z 1 denote the boundary points of Σ. We apply Proposition 3.1 to Σ and z := z 1 , in order to fix [h 1 ] = [e], a compact boundary segment Σ b of Σ, and a compact free segment Σ z ⊆ S, such that
with O open and connected, for which ρ must necessarily be defined on Σ b by Lemma 2.3. Thus, by a), exactly one of the following situations holds.
• We have h 1 · ι(Σ 0 ) = ι(Σ 1 ) with {z 1 } = Σ 0 ∩ Σ 1 for a compact segment Σ 1 ⊆ S, and define Σ + := Σ 0 if Σ 1 is a boundary segment of S.
• We have h 1 · ι(Σ + ) = ι(Σ 1 ) with {z 1 } = Σ 0 ∩ Σ 1 for a boundary segment Σ + of Σ 0 , and a boundary segment Σ 1 of S on which ι is an embedding.
If Σ 1 is a boundary segment of S, we define n + := 1, and have done. In the other case, Σ 1 is contained in int [S] , so that we can apply the above arguments to Σ 1 and its boundary point z 2 = z 1 . Similarly, we can apply these arguments to Σ 0 and z −1 , so that we inductively obtain a Σ-decomposition of S. Thus,
Lemma 3.11
If S is homeomorphic to an interval, each compact maximal segment Σ ⊆ int[S] admits a Σ-decomposition of S that is unique in the sense of Lemma 3.10.
z-Decompositions
So far, we have discussed the situation where S admits a compact maximal segment which is properly contained in int [S] . This is always the case if S is compact without boundary and not a free segment by itself; and we now are going to show that exactly one other case can occur if S is homeomorphic to an interval. More precisely, we will show that Proposition 3.12 If S is homeomorphic to an interval and not a free segment, it either admits a unique z-decomposition or a compact maximal segment contained in int [S] .
Here, by a z-decomposition, we understand the following.
Definition 3.13 (z-decomposition) Let S be homeomorphic to an interval, and
In addition to that, we require that the unique boundary segments Σ ± of S, for which Σ + ∩ Σ − = {z} and K ± ⊆ Σ ± holds, are free.
Then, a) applied to the analytic diffeomorphism ρ := ι −1 • (g · ι| K− ) : K − → K + and Σ = Σ − , shows that exactly one of the following two situations holds:
for C ± ⊆ Σ ± segments with K ± ⊆ C ± . Now, in the situation of the above definition, we can interchange the roles of K − and K + , in order to obtain the z-decomposition [g −1 ] = [e] of S. However, then the same arguments we have used for (9) show that
by the next lemma. Moreover, the first part of this lemma shows that iff a z-decomposition exists, it is even unique in the sense that there exists no z ′ -decomposition for any
Lemma 3.14 In the situation of Definition 3.13, the segments Σ ± are the only maximal ones, and we have
Proof: If C ⊆ S is a free segment, z cannot be contained in the interior of C, because then g · ι| C ∼ • ι| C , hence [g] = [e] would hold. Thus, we either have C ⊆ Σ − or C ⊆ Σ + , so that the first statement is clear as Σ ± are free segments by definition. Now, the left hand side of (20) implies that g 
:
because the left hand side of the second line implies g
Corollary 3.15
Suppose that S is homeomorphic to an interval. Then, if S admits a z-decomposition for some z ∈ int[S], it admits no other decomposition. Conversely, if S admits a Σ-decomposition, it cannot admit a z-decomposition for some z ∈ int[S].
Proof: If S admits a z-decomposition, it cannot admit a compact maximal segment contained in int [S] and vice versa, just by the first part of Lemma 3.14. The rest already has been clarified above.
We now are ready for the Proof (of Proposition 3.12): By Corollary 3.15, it suffices to show that S admits a z-decomposition for some z ∈ int[S] if it admits no compact maximal segment contained in int [S] . For this, assume that the latter statement holds, and let Σ − ⊂ S be a maximal segment. Then, Σ − must be a boundary segment of S as it is closed, and we denote the unique boundary point of Σ − that is contained in int[S] by z. Let Σ + denote the unique boundary segment of S, for which Σ − ∩ Σ + = {z} holds. We now first show that Σ + is a free segment. For this, let us apply the statement following Lemma 2.13, in order to conclude that there exists a free segment Σ z ⊆ Σ + containing z. Then, by Lemma 2.11, we find a maximal free segment Σ ′ ⊆ S with Σ z ⊆ Σ ′ , which must be a boundary segment of S as well. Since Σ − is maximal with 
Thus, assume that such a compact segment Σ ′ does not exist, and let κ : D → S be a homeomorphism with κ(D ∩ (−∞, x]) = Σ − for x := κ −1 (z). We fix x < t < sup [D] , and define Σ ′ n := κ([a n , t]) for each n ∈ AE, for some sequence {a n } n∈AE ⊆ D with inf[D] < a n < x < t < sup[D] and a n+1 < a n ∀ n ∈ AE, as well as lim n a n = inf [D] . By assumption, Σ − ∩ Σ ′ n = κ([a n , x]) is not maximal w.r.t. Σ ′ n ; but it is a free segment, because Σ − is a free segment. Thus, we find x < t n ≤ t, such that κ([a n , t n ]) is maximal w.r.t. Σ ′ n . If t n = t holds for all n ∈ AE, then κ(D ∩ (−∞, t]) is free and properly contains Σ − , which contradicts maximality of Σ − . Thus, κ([a n , t n ]) is maximal w.r.t. Σ ′ n for some inf[D] < a n < x < t n < t, hence negative by Lemma 3.3. Thus, we find [g] = [e] with g · ι| κ([x,tn]) ∼ • ι| κ([tn,t]) , which contradicts that Σ + is a free segment.
Σ-Decompositions
In this final subsection, we will investigate the case where S admits a compact maximal segment Σ ⊂ int [S] in more detail. In the first part, we will show that all such segments are either positive or negative, provided that S is fixed. Then, we will consider these two cases in more detail, in particular, providing explicit formulas for the classes [g n ] occurring in a Σ-decomposition of S.
In the following, if we write S ∼ = U(1) or S ∼ = D, we will mean that S is homeomorphic to U(1) or to some interval, respectively.
Decomposition types
Let us start with the observation that if Σ ⊂ int[S] is positive/negative, each compact maximal segment occurring in a Σ-decomposition is positive/negative as well.
In fact, if Σ − , Σ + ⊆ S are compact maximal segments with common boundary point z, then
whereby we have g ∈ G z iff g −1 ∈ G z holds. Thus, Σ − is positive/negative iff Σ + is positive/negative, from which the statement follows inductively. ‡ Then, if S is not a free segment, and admits no z-decomposition, we will say that S is positive/negative iff it admits a positive/negative segment. This definition makes sense, because
is negative, the segments occurring in a Σ-decomposition of S are maximal, and the only maximal ones. Moreover, each compact maximal segment occurring in this decomposition is negative. In particular, if S is not a free segment and admits no z-decomposition, all compact maximal segments are either positive or negative.
Proof: If Σ is negative, each compact maximal segment occurring in a Σ-decomposition of S is negative, just by what we have already shown above. Thus, if C ⊆ S is a free segment, then int[C] cannot contain any boundary point of any segment occurring in this Σ-decomposition, just by the same arguments as in Lemma 3.14. Consequently, C must be contained in one of these segment, from which the first statement is clear. The second statement is now obvious.
Then, Lemma 3.7, Lemma 3.11, Proposition 3.12 and Lemma 3.16 prove Theorem 3.17 Let ϕ be non-contractive, and (S, ι) free but not a free segment by itself. Then, S either admits a unique z-decomposition or a compact maximal segment properly contained in int [S] ; whereby the first case cannot occur if S is compact without boundary. In the second case, S is either positive or negative, and admits a Σ-decomposition for each maximal segment Σ ⊂ int[S] that is unique in the sense of Lemma 3.6, and Lemma 3.10 in the respective cases.
Moreover, from the first part of Lemma 3.16, we easily obtain Corollary 3.18 If S is compact without boundary and negative, then the length of S is odd.
Proof: Let Σ ⊂ S be negative with Σ-decomposition Σ 0 , . . . , Σ n and [g 0 ], . . . , [g n ] for n ≥ 2. We write
and define h k = g k · g
whereby g n ∈ G z0 and h k ∈ G z k holds for k = 1, . . . , n, by negativity of each Σ k . Now, assume that n is even. Then, since
holds for k = 0, . . . , n − 2, we have
which contradicts the definitions.
Positive decompositions
We will now investigate the case where S is positive in more detail. For this, we first observe that
, then we have
If S ∼ = U(1) is positive with Σ-decomposition Σ 0 , . . . , Σ n and [g 0 ], . . . , [g n ], then we have 
For this observe that for S ∼ = U(1) and p = 0, the left hand side of (24) shows (g −1 · ι| Σ0 ∼ • ι| Σn as well.
Thus, we have shown that Lemma 3.20
In the situation of Lemma 3.19, the class occurring on the right hand sides of (21) and (22), is the same for each S-oriented Σ ′ -decomposition of S.
Finally, let us clarify that, in the positive case, S indeed admits much more positive segments than only those occurring in S. For this, let Σ ′ be a compact segment with boundary points z ± , such that g · ι(z − ) = ι(z + ) and Σ ′ ⊆ Σ p ∪ Σ p+1 holds for some
whereby int[Σ ′ ] contains exactly one common boundary point z of Σ p and Σ p+1 . Then, Σ ′ is the union of the free compact segments Σ − := Σ ′ ∩ Σ p and Σ + := Σ ′ ∩ Σ p+1 , only sharing the point z.
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We now show that Σ ′ is maximal, for which we first recall that
Now, it is immediate from positivity that we have
• g · ι(Σ − ) ∩ ι(Σ + ) = {z + }, as g · ι(z − ) = ι(z + ) holds.
• g · ι| Σ−− ∼ • ι| Σ+ for each segment Σ −− ⊆ Σ p with z ∈ Σ − ⊂ Σ −− .
• g −1 · ι| Σ++ ∼ • ι| Σ− for each segment Σ ++ ⊆ Σ p+1 with z ∈ Σ + ⊂ Σ ++ .
Thus, Σ ′ is a free segment, because for [q] = [e], we have
which contradicts the first point. Here, for the first implication, we have used that Σ − and Σ + are free segments, and the third one is clear from (25), and the first line. Then, Σ ′ is even maximal by the last two points, because 
holds for some compact boundary segments Σ ′ ± of Σ ±± containing z ± . ⊲ Then, combining (31) with (30), we conclude that
whereby we have used that h · ι(Σ + ) = ι(Σ − ) holds by (28).
⊲ Thus, we find q ∈ G S with
for q ′ ∈ G S with h −1 = h · q ′ by (9). For the last equality, we have used that (h + · h) · ι| Σ− ∼ • ι| Σ++ , hence (h + · h) ∈ O(S) holds.
Step II Next, let us derive from (29) that
holds. For this, we first observe that g −1 ±1 ∈ O(S) implies that for each q ∈ G S , we have
which follows just inductively from the left hand side. In addition to that, we have n − ≤ −2 =⇒ g 1 · g −1 ∈ O(S) as well as n + ≥ 2 =⇒ g −1 · g 1 ∈ O(S).
In fact, if n + ≥ 2 holds, we have (the case n − ≤ −2 follows analogously)
In the last step, we have used that g −1 · ι(Σ ′ ) = ι(Σ −1 ), hence ι(Σ ′ ) = g −1 · ι(Σ −1 ) holds for some boundary segment Σ ′ of Σ = Σ 0 . Now, (32) is clear for n = ±1, as well as, by the right hand side of (29), for n = −2 and n = 2 if n − ≤ −2 and n + ≥ 2 holds, respectively. Thus, if n + ≥ 3 holds (the case n − ≤ −3 follows analogously), we can assume that (32) holds for all 1 ≤ n ≤ m for some 2 ≤ m < n + , and argue by induction. (5)
as g (12),(32)
which proves the claim.
Step III Finally, (26) holds for n = ±1, and follows inductively from (32) for each n ∈ n. In fact, we can assume that it holds for all 1 ≤ n ≤ m for some 1 ≤ m < n + (the other direction follows in the same way); and for m = 2 · k even, then we have
(12),(32),(26)
= [g σ(1) · . . . · g σ(m+1) ].
Similarly, if m = 2k + 1 is odd, we obtain
