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ABSTRACT 
The thesis presents a number of results regarding blind deconvolution of a single con-
taminated blurred image. 
A scheme of routinely selecting the best support is proposed. This scheme employs 
an objective error metric to evaluate the performance of Davey's blind deconvolution 
algorithm [Davey et al, Optics Comms., 69:356, 1989]. The effectiveness of this scheme 
for choosing the best support sizes as determined by testing is demonstrated. 
Two new iterative algorithms are presented for solving blind deconvolution prob-
lems. Both algorithms incorporate a number of refinements into the Davey Algorithm. 
The performance of the first algorithm, referred to as the Automatic Iterative Algo-
rithm (AIA), has been extensively examined in deconvolving images contaminated with 
different levels of Gaussian noise. The superiority of the AIA over the Davey Algorithm 
is demonstrated in terms of ease of parameter selection, computational efficiency and 
accuracy of reconstructions. The second algorithm referred to as the Coloured Noise Al-
gorithm (CNA) is designed for deconvolving images contaminated with coloured noise. 
The superior performance of the algorithm over the Davey Algorithm in the presence 
of such noise is also demonstrated. 
Various existing blind deconvolution techniques are reviewed. A comparison of the 
success of two techniques in solving the same problem is presented. The first new 
algorithm referred to above is chosen to represent iterative methods and is demonstrated 
to converge faster and produce better quality restorations for contaminated images than 
a representative optimization method ( conjugate gradient). 
Finally, computational simulations related to the contention that redundancy exists 
in multidimensional blind deconvolution are presented. The study suggests that blind 
deconvolution in three or more dimensions is overdetermined by sampling the convolu-
tion at the Nyquist rate. 
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PREFACE 
This preface describes the background of the study covered in this thesis. 
In 1988, I had the privilege to start my postgraduate study under the late Professor 
Richard H. T. Bates, who was well known for his contribution and active involvement in 
multidisciplinary research areas, including image processing, speech processing, inverse 
problem, radio antenna engineering. 
From my start as a Master's student and later as a PhD student, I have been 
involved in the field of image processing. I joined another postgraduate Bruce Davey 
(Davey, 1989) in study of the blind deconvolution problem. At that time the blind 
deconvolution problem had just been analytically proven to be potentially solvable (Lane 
and Bates, 1987a) and the earliest practical blind deconvolution algorithms were coming 
out (Lane and Bates, 19876; Ayers and Dainty, 1988; Davey et al., 1989), so a lot of 
attention was drawn in this newly developing area in Professor Bates' image processing 
group. Initially I worked on both of recovering astronomical images using the shift-
and-add algorithms (Bates, 1976; Bates and Cady, 1980; Bates and Davey, 1987) and 
solving the pure blind deconvolution problem employing two algorithms devised by 
Lane and Bates (1987b) and Davey et al. (1989). As a result of this study, I assisted 
Professor Bates to prepare a chapter of a book on the subject of blind deconvolution 
(Bates and Jiang, 1991). During the period I also coauthored (with Professor Bates) to 
prepare a paper on iterative blind deconvolution; an idea (in concept only) of routine 
implementation of blind deconvolution, in terms of controlling the filter constant and 
the support estimate, was suggested in this paper, and this directed my further study 
as reported in Chapters 4 and 5. It was fortunate that at that time Bruce Davey and 
Bruce McCallum (McCallum, 19906) were in the Department in preparing their PhD 
theses and both had substantial experience in the area. Sadly, Professor Bates passed 
away in November 1990. It was fortunate that Dr Phil Bones became my supervisor 
afterwards. 
By the time I met Bruce TvicCallum (when he visited the Department in February 
1993), we both had devised different schemes for routinely controlling the filter constant 
in iterative blind deconvolution. Noticing that the results using a larger initial filter 
constant with my strategy was more stable than using a smaller one, we saw the potential 
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advantage of using the strategy which led to the study and the methods described m 
§5.2.2.1 to §5.2.2.3. 
Also in February 1993 Professor Rick Millane (from Purdue University, Indiana) 
was visiting the Department. Professor Millane had proposed a theory on redundancy 
in multidimensional blind deconvolution and was keen on testing its implications for 
solving blind deconvolution problems using simulated data. I was also interested in the 
subject. Together with Dr Bones, we started the work. Results were reported in Millane 
et al. (1994) and chapter 7. 
This thesis contains 8 chapters. The outline of each chapter is now described. 
Chapter 1 contains a brief overview of imaging science and degradations which occur 
in measuring images. Various types of deconvolution problems are introduced and the 
one this thesis focuses on is pointed out. This chapter concludes with a brief introduction 
of the original work presented in this thesis. 
Chapter 2 introduces the notation, terminology and mathematical tools used in the 
thesis. 
Chapter 3 reviews various techniques available for solving pure blind deconvolution 
problems, beginning with the two most relevant standard deconvolution techniques. 
Chapter 4 presents original investigation and analysis of important aspects of the 
Davey Algorithm (the computational simulation contained in §4.1.2 was initially inves-
tigated by Davey (1989)), including: the effect of the key parameters on its convergence; 
derivation of the least squares filter for blind deconvolution; the roles of the \,Viener-like 
filter, its filter constant and exponent in the algorithm's performance; discussion on a 
suggestion made by Seldin and Fienup (1990); and the effect of the objective error mea-
sures on monitoring the performance of the algorithm. Finally, a method of routinely 
selecting the best support is proposed. The above study supplies a sound experimental 
and a.na.lytical basis for the formation of the new algorithms presented in chapter 5. 
Chapter 5 presents two new blind deconvolution a.lgorithms which a.re both based 
on the Davey Algorithm. The first algorithm, described in §5.2, includes various re-
finements to the Davey Algorithm, such as routinely controlling the filter constant and 
interpolation of the spectral estimates of the image and the psf. The performance of 
the algorithm, in terms of reducing computational cost, accelerating its convergence and 
improving the accuracy of the restorations, is demonstrated. 
The second algorithm described in §5.3 is developed to handle images contaminated 
by coloured noise. 
Chapter 6 presents a comparison of the effectiveness of two blind deconvolution 
algorithms on solving the same problem. These two algorithms belong to two different 
classes, namely the iterative methods and optimization methods. 
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Chapter 7 presents original computational simulations related to the contention of 
redundancy in multidimensional blind deconvolution. Both 2 and 3 dimensional prob-
lems are studied. 
In the final chapter, conclusions on the original work covered in chapters 4 to 7 are 
drawn and suggestions for further research are discussed. 
The software employed to produce original results contained m this thesis is the 
image processing package improc, mainly developed by R. G. Lane and B. L. K. Davey. 
The routines used to perform my algorithms were written by myself. The package and 
the conjugate gradient blind deconvolution algorithm used to generate results of the 
optimization method in chapter 5 was written by R. G. Lane and B. F. Law. 
Publications and presentations made during the cause of this study are listed in the 
following: 
BATES, R.H.T., JIANG, H. and DAVEY, B.L.K. (1990), 'Multidimensional system 
identification through blind deconvolution', Multidimens-ional System.sand Signal Pro-
cessing, Vol. 1, pp. 127-142. 
JIANG, H. and BONES, P.J. (1991), 'Estimation of best support size in iterative blind 
deconvolution', In Proceedings 6th New Zealand Image Processing Hlorkshop, Lower 
Hutt, August, pp. 127-132. 
BATES, R.H.T. and JIANG, H. (1991), 'Blind Deconvolution - Recovering the Seem-
ingly Irrecoverable!', In GOODMAN, J.W. (Ed.) International Trends In Optics, Aca-
demic Press, San Diego. 
BONES, P.J., WATSON, R.W., JIANG, H. and SATHERLEY, B.L. (1992), 'Restor-
ing images - after the Bates tradition', In Proceedings !PENZ Annual Conference, 
Christchurch, February, Vol. 2, pp. 165-173. 
MILLANE, R.P., BONES, P.J. and JIANG, H. (1994), 'Blind deconvolution for mul-
tidimensional images', In IEEE Internationa.l Conference ASSP, Adelaide, Australia, 
April, Vol. 5, pp. 445-448. 

GLOSSARY 
The symbols and abbreviations used in this thesis are defined in the following: 
Symbols 
Chapter 1 
0 
Chapter 2 
Jq(x )I 
P[q(x )] 
Re[q(x )] 
Im[q(x )] 
q*(x) 
SNR 
Eng[q(x )] 
S'q(x) 
Bq(x) 
Lq(x) 
6 
S(x) 
* 
Chapter 3 
I(u) 
W(u) 
E 
the convolution operator 
the magnitude of q(x) 
the phase of q(x) 
the real part of q(x) 
the imaginary part of q(x) 
the complex conjugate of q(x) 
the signal to noise ratio of an image 
the energy of q(x) 
the support of q(x) 
the image box of q(x) 
the extent of q(x) in the x direction 
the sampling interval 
the delta function or impulse 
the correlation operator 
the inverse filter 
the standard Wiener filter 
is an element of 
is not an element of 
XVl 
qi(X) 
qi(X) 
1'VQ;(u) 
n~ 
'I 
E1[qi(X )] 
Er[qi(x )] 
Z[Qi(u )] 
Chapter 4 
Qma.x 
Abbreviations 
FFT 
IFFT 
DFT 
AIA 
CNA 
CGA 
psf 
RHS 
GLOSSARY 
the estimate of q(x) at ith iteration before image space constraints 
the estimate of q(x) at ./h iteration after image space constraints 
the Wiener-like filter formed by Qi(u) 
the set of pixels at which qi(x) violate image space constraints 
the image space error of qi(x) 
the true error of qi(x) 
zero-sheet of Qi ( u) 
the estimate of the support of q(x) 
the cut-off spectral magnitude of Qi(u) 
fast Fourier transform 
inverse fast Fourier transform 
discrete Fourier transform 
automatic iterative algorithm 
coloured noise algorithm 
conjugate gradient algorithm 
point spread function 
right hand side 
Chapter 1 
INTRODUCTION 
This thesis is concerned with the problem of image restoration which occurs in diverse 
areas in science and engineering. The nature of images and the ways in which they may 
be degraded are introduced in §1.1. A common mathematical model of the degradation, 
a convo!utional model which is the basis of work presented in this thesis, is described 
in §1.2. One particular image restoration problem, blind deconvolution, is introduced 
in §1.3, wherein the main contribution of this thesis is introduced. 
1.1 IMAGES AND DEGRADATION 
In our fast growing world, knowledge of many diverse physical entities (objects) are 
demanded to satisfy human beings' ongoing quest for understanding and exploring this 
world. Information about numerous of these entities are collected as images by the use 
of imaging instruments. Celestial objects are captured by optical or radio astronomi-
cal telescopes. Maps of pollution density and distribution can be obtained by satellite 
imaging. Information about organs within the human body can be recorded by medical 
imaging, for example by X-rays computed tomography and magnetic resonance imag-
ing. A map of underground structure can be derived from seismic data. Many more 
measurements can be found in oceanic research, space exploration, microscopy, weather 
prediction, crop assessment, biology, nuclear medicine, law enforcement, defense and 
industrial applications. 
The quality of the measurement is critical if an image is to accurately represent the 
object. The resolution of any measurement is limited and measurements are inevitably 
corrupted by noise, such as film-grain noise or therma.! noise when a electronic imaging 
sensor is used. Measurements can be degraded by imprecision of the imaging instrument, 
for example by diffraction and various aberrations of the lenses in an optical imaging 
instrument. Spherical aberration seriously degrades the image of the Hubble Space 
Telescope due to the large size of its primary lens (Katsaggelos, 1991). Measurements 
can a.!so be degraded by imperfections in the imaging environment, such as vibration of 
the imaging system or atmospheric turbulence in remote sensing and aerial imaging. 
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1.2 DEGRADATION MODEL 
To effectively restore an image from degraded measurements, an accurate mathematical 
model describing the effects of the image degradation from the imaging process is critical. 
The model assumes the existence of an ideal or true image, that contains undistorted 
information of the object on which the degraded image is based. 
A general degradation model describing the relationship of the true image, denoted 
f (x) , and the contaminated blurred image, defined g(x) , is 
g(x) = S [.l, f(x 1)h(x,x 1) dx1] +c(x), (1.1) 
where S[·] represents a function which may be nonlinear, h(x, x 1) is the system response 
function to a point in f (x) at location x '; c(x) represents contamination of the blurred 
image g(x); x and x' are the position vectors of arbitrary points in the K-dimensional 
space, which is ea.lied the irnage space. In majority of cases considered in this thesis, 
I(= 2; while K = 3 in situations discussed in chapter 7. 
Consider now the effect of each type of degradation on the true image f(x). Degrada-
tion caused by nonlinear response of the imaging system usually occurs in the recording 
phase. When a photographic image is involved, the density of the silver halide grains 
deposited on the developed paper is proportional to the logarithm of the light intensity 
that exposed the film (Pratt, 1991). When a photoelectrical sensor is used, for example 
the charged coupled device (CCD), the output current of the sensor is in proportion to 
the logarithm of the incident light. However, the nonlinear response of the recording 
devices can be compensated for and prevented if the nonlinear characteristic of the film 
or sensor is known. Under this assumption, the process of the image formation can be 
considered as a linear process. Equation (1.1) can thus be approximated as 
g(x) = .l, f(x 1 )h(x,x') dx' +c(x). (1.2) 
The system response function h(x, x 1) in (1.2), which is also named the blurring 
function or point spread function (psf), represents the second type of degradation which 
degrades the true image. This degradation is introduced by an imaging system oper-
ated under a nonideal condition. Two common examples of blurring in optical imaging 
are motion blur and out-of-focus blur. The former occurs when relative motion exists 
between the object and the imaging instrument. The blurring introduced by the imper-
fectness of the imaging lenses is also under this category. Equation (1.2) implies that 
the response of the imaging system to a point source is dependent on the location of the 
point in the image space. That is the blurring function is space ·variant. There are situ-
ations where the blurring function can be considered space invariant or isoplanatic. The 
generalized blurring pattern of h(x, x 1) can thus be reduced to the form h(x - x 1 ) from 
which it can be seen to be independent of location on the true image. Consequently, 
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in the absence of contamination, the relationship of the output blurred image and the 
input true image in (1.2) becomes a convolution 
b(x) = 1, .f(x 1)h(x - x 1 ) dx', (1.3) 
which may be written as 
b(x)=f(x)0h(x), (1.4) 
where 0 represents the convolution operator in K-dimensions. In the presence of con-
tamination, the model for the blurred image is 
g(x) = f(x) 0 h(x) + c(x ). (1.5) 
The degradation caused by the contamination term c(x) in (1.5) mainly originates 
from the recording system of the imaging instrument. Examples are film-grain noise 
due to film-grain irregularities and thermal noise resulting from random electron fluctu-
ations in resistive elements of photodetectors or resistors within sensor amplifiers. These 
two types of noise can be approximated by an additive Gaussian process and zero-mean 
additive Gaussian process respectively (Andrews and Hunt, 1977), where the term ad-
ditive implies that the noise is uncorrelated with the true image. A small deviation 
of the blurred image from the convolutional model, such as may be caused by slight 
nonlinearity of the recording system and/or nonisoplanatism of the blurring function, 
can be incorporated into c(x) . 
The degradation model in (1.5) is an approximation of the general model in (1.1). 
It has been widely used in image restoration research and is the basis of the methods 
presented herein. 
1.3 BLIND DECONVOLUTION PROBLEMS 
Image restoration problems can be classified into different categories according to the 
type of measurements and prior knowledge about the blurring available. Since the 
blurred image may be represented by a contaminated convolution, the restoration to 
obtain an image estimate is commonly termed deconvolution. 
The most common deconvolution problem is standard deconvolution problem which 
is posed as: 
"Given a blurred and contaminated image g(x) modelled by equation (1.5) and an 
estimate of psf h(x), recover an estimate of the image .f(x) ." 
Inversion of (1.5) to estimate .f(x) from given measurement g(x) and blurring function 
h(x) is often not as simple as it appears. The deconvolution operation is very sensitive 
to contamination. Small errors involved in the measurement can be exaggerated in the 
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restoration of the image (Riad, 1986). During last 30 years, many techniques have been 
developed for solving standard deconvolution problems. Some of these techniques along 
with the limitations they suffer are reviewed and discussed in §3.1. 
In many situations the blurring function of the imaging system is unknown. The 
deconvolution then becomes blind, and a much more difficult task to solve (Bates and 
Jiang, 1991). Blind deconvolution was introduced originally to denote image recovery 
from a large collection of differently blurred versions of an image (Labeyrie, 1970; Stock-
ham et al., 1975). This type of deconvolution is referred as ensemble blind deconvolution, 
posed as: 
"Recover an estimate of J (x) from a given ensemble fom (x); ni = 1, 2, ... , Af} of inde-
pendently blurred and contaminated versions off (x) ". 
The ensemble blurred images is described as 
9m(x) = J(x) 0 hm(x) + cm(x), (1.6) 
where hm (x) and Cm (x) are statistically independent members of the ensembles of psfs 
and contaminations respectively, while the true image, which is the basis of each member 
of the ensemble, is identical. Ensemble blind deconvolution problems occur, for example, 
in astronomical imaging (Bates, 1982; Roddier, 1988), ultrasonic imaging (Bates and 
Minard, 1984), restoring audio recordings (Stockham et al., 1975) and speech processing 
(Thorpe, 1990, §4.2). Several methods have been developed to attack these problems 
over the last 20 years. 
\i\Then only a single blurred image is known, the deconvolution is termed the pure 
blind deconvolution problem, which is posed as: 
"Given a single blurred image g(x) only, recover an estimate of the image f (x) ." 
The pure blind deconvolution presents a more general and most difficult problem since 
the least information is available. In the absence of contamination, however, a solution to 
the blind deconvolution problem exists and is unique if both J(x) and h(x) are compact 
( cf. §2.2) and irreducible ( cf. §2.4.2.1) and both have more than one dimension. This 
conclusion derives from the concept of zero-sheets by Lane and Bates (1987a) ( cf. Lane 
et al., 1987). Within the last decade, pure blind deconvolution has become practical 
to solve (Lane and Bates, 19876; Ayers and Dainty, 1988; Davey et al., 1989) and has 
attracted a lot more attention recently (McCallum, 19906; Lane, 1992; Holmes, 1992) 
. This thesis focuses on aspects of iterative solution to this problem. Various pure 
blind deconvolution techniques are reviewed in chapter 3. For simplicity, the term blind 
deconvolution is used to mean pure blind deconvolution in the rest of the thesis unless 
otherwise stated. 
A special case of the blind deconvolution problem is the phase retrieval problem, 
which can be stated: 
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"Given the Fourier magnitude of f(x), jF(u)j, recover an estimate of f(x) ." 
The inverse Fourier transform of the power spectrum (magnitude squared) off (x) , is 
the autocorrelation off (x) ( cf. §2.4.2.2). Replacing the psf h(x) in (1.5) by f* (-x), the 
blurred image g(x) can be seen to become a contaminated version of the autocorrelation 
of f(x) . Blind deconvolution thus reduces to retrieving the Fourier phase off (x) from 
the given IF(u)I. Phase retrieval problems have been the subject of research for longer 
than blind deconvolution and several well-known algorithms are in use (Fienup, 1982). 
Applications of phase retrieval methods involve the fields such as electron microscopy 
(Gerchberg and Saxton, 1972; Misell, 1978), X-ra.y crystallography (Ramachandran and 
Srinivasan, 1970; Millane, 1990a), and astronomical imaging (Bates, 1982). 
The original work presented in this thesis is in two parts. The first and the main part 
of the research is focused on developing new blind deconvolution algorithms. This work 
started with an extensive study and further investigation of one of the most effective 
blind deconvolution algorithms as presented in chapter 4, where the rationale of the 
central part of the algorithm is ana.lyzed with examples, questions posed by other authors 
are discussed and a method for estimating a key parameter for blind deconvolution, the 
support, is presented. Based on this study, a much more efficient and effective algorithm, 
the Automatic Iterative Algorithm (AIA), which is iterative in nature, is proposed in 
§5.2. The new a.lgorithm AIA converges faster and more accurately than its antecedents. 
The AIA seems to be capable of retrieving some information which is beyond a practical 
band-limit imposed by contamination (within this bandwidth the magnitude of the 
spectrum of an image is considered to be no less than the level of contamination) of 
spectrum of g(x). Unlike most of other iterative algorithms, the progress of the AIA 
towards convergence can be monitored by means of a reliable (objective) error metric. 
The objective error metric correlates well with the true error metric in genera.I, which 
makes it possible to record satisfactory restorations without the reference of the true 
image (which is not available in practice). A second new algorithm, the Coloured Noise 
Algorithm (CNA), is developed for deconvolving images which are contaminated by 
coloured noise (cf. §5.3). 
\i\Thile several blind deconvolution algorithms have been reported here and elsewhere, 
information about the comparative effectiveness of these algorithms in recovering im-
ages is, however, little reported. In chapter 6 two representative algorithms that belong 
to different classes are chosen for such a comparison. One is the first new algorithm, 
the AIA, presented in this thesis ( cf. §5.2). The other algorithm standing for the opti-
mization methods is conjugate gradient algorithm ( cf. §3.4.2). All comparative results 
show that the convergence of the former algorithm is significantly faster than the latter 
in terms of the number of iterations and the absolute time required, and the results 
also demonstrate that the former a.lgorithm produces better quality restorations in the 
presence of contamination than the latter. 
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The second part of the original work involved in the thesis is a demonstration Mil-
lane's contention that the three (or more) dimensional image is overdetermined by its 
Nyquist samples (Millane, 1990b). A computational simulation of blind deconvolution 
to demonstrate this theory is presented in chapter 7. An implication of Millane's work 
and that presented here is that solving blind deconvolution problems in three or higher 
dimensions may be easier than in two-dimensions. 
Chapter 2 
PRELIMINARIES 
The purpose of this chapter is to introduce the notation, terminology and mathematical 
theory which are used in the subsequent chapters. Mathematical notation used to 
describe quantities such as vectors, functions, complex numbers is included in §2.1. Two 
important deconvolution concepts of compact image and image form are introduced in 
§2.2 and §2.3. The image formation process, modelled as an approximation of the linear 
and position invariant process §1.2, makes Fourier theory to be an extremely useful and 
powerful mathematical tool for image restoration. Useful Fourier theory and properties 
are described in §2.4. 
2.1 NOTATION 
Throughout this thesis a K-dimensional vector is indicated by a bold symbol, e.g. x, 
and the k1h component of the vector x is represented by x with a subscript of k, i.e. 
x k· Images are frequently Fourier transformed into Fourier space. The domain where 
an image or an estimate of the object exists is called the image space ( or the spacial 
domain). A lower case symbol represents a quantity in the image space ( an image) and 
the corresponding upper case letter denotes the Fourier transform of the image. The 
variables x and u indicate arbitrary position vectors of the Cartesian coordinate system 
in K-dimensional image space and Fourier space respectively. Thus, a two-dimensional 
image is represented by f(x, y) or f(x) and its Fourier transform is denoted F(u, v) or 
F( u) . When the variable itself is a function, it is described by a set of square brackets. 
For example, S[.f (x )] represets a function S of the varia.ble f (x) . In this thesis, the 
majority of the images concerned are two-dimensional. 
The real and imaginary parts of a complex quantity c are described by Re( c) and 
hn(c) respectively. Thus 
c = Re(c) + ilm(c), (2.1) 
where i = /=I. Alternatively c may be expressed in polar coordinates as 
(2.2) 
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The signal-to-noise ratio of an image with additive contamination, for example 
g(x) in (1.5), is defined as 
(j IJ(x) 0 h(x) 12 dx) SNR = lOlog J , 
lc(x)l2dx 
(2.3) 
where the integrals a.re over the region of image space for which the quantities in the 
integrals a.re defined, unless otherwise stated. Note that this notation is often employed 
(in the interests of brevity) where the quantities are samples so that a summation is 
implied. 
In a similar manner, the energy of the image f(x) is defined as 
Eng[J(x )] = j IJ(x )1 2 dx. (2.4) 
2.2 COMPACT IMAGES 
All real-world images are finite in size because the field of view of any real-world imaging 
instrument is finite. In addition, a real-world image p(x), has finite amplitude, that is 
lv(x) I < oo. An image having both finite size and finite amplitude is said to be compact 
(Bates and McDonnell, 1989). 
The support of an image p(x), denoted by Sp(x), is the finite region of space it 
occupies; outside Sp(x), the magnitude of p(x) is small enough to be negligible, i.e. 
lv(x) I ::::; E, where E is a constant with small value. When p(x) is a true image, E = O; 
when p(x) is recorded through an imaging instrument and thus contaminated, E is a 
small positive constant related to the magnitude of the contamination. 
A rectangular region with sides parallel to arbitrarily defined Cartesian coordinates 
and just enclosing the envelope of the support Sp(x) is the image box of p(x), denoted 
Bp(x ). The length of Bp(x) in the kth direction is defined as the extent of p(x) in that 
direction, denoted by Lp(xk)- Figure 2.1 shows the support, image box and extents of 
a two-dimensional image. 
2.3 IMAGE FORM 
The appearance or the form of an image is not fundamentally changed if the image 
is scaled, translated and even reflected (Bates and McDonnell, 1989, §20). The image 
form is a useful concept in blind deconvolution, because in this situation both f (x) and 
h(x) are unknown a priori and are estimated one from the other in conjunction with the 
given measurement g(x) and any prior knowledge about the image. Clearly, for example, 
J(x) 0h(x) = J(-x )0h(-x) = af(x -xo)0¼h(x +xo), where a is a nonzero constant 
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Figure 2.1 The support, image box and extent of a two-dimensional image 
and x O is an arbitrary location. Thus an estimate in blind deconvolution can only be 
of the form of f(x). 
2.4 FOURIER THEORY 
This section introduces useful basic ma.thema.tica.l theory employed extensively in this 
thesis. The Fourier transform is described in §2.4.1. Some of its useful properties a.re 
described in §2.4.2. The theory of uniquely representing a. continuous image by its 
discrete samples is discussed in §2.4.3. The discrete Fourier transform, necessary for 
performing an image restoration process on a. digital computer, is introduced in §2.4.4. 
2.4.1 The Fourier transform 
The Fourier transform of an image f (x) is defined (Bates and McDonnell 1989, §6) as 
F(u)= 1-:f(x)ei21rn•xclx, (2 . .S) 
where dx is the K-dimensional volume element, u is the position vector representing 
spatial frequency and u · x is the scalar product of u and x, that is 
I{ 
U·X = LUkXk, 
k=l 
(2.6) 
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In the majority of cases considered in this thesis, J( = 2. The inverse Fourier transform 
of F( u) is defined by 
.f(x) = I: F(u)e-i21ru•xdu. (2.7) 
F(u) is also known as the spectrum of .f(x). 
The connection between the image space and the Fourier space is established by the 
expression 
.f(x) +----+ F(u) (2.8) 
where +----+ identifies that .f (x) and F( u) form a Fourier transform pair. Equation (2.8) 
emphasizes the invertible relationship existing between an image and its spectrum. The 
terminology of the Fourier transform and its inverse can be concisely expressed by the 
symbols FT[·] and J FT[·] respectively, thus (2.5) and (2. 7) can be symbolically described 
as F( u) = FT[f (x )] and .f (x) = I FT[F( u )). 
The Fourier transform has its definite physical meaning in many practical situations. 
Typical examples are that a converging optical lens possesses the property of performing 
two-dimensional Fourier transformations (Goodman, 1968, eh. 5) and the light ampli-
tude distribution at the front and ha.ck focal planes of the lens forms a Fourier transform 
pair. 
2.4.2 Properties 
2.4.2.1 Convolution 
When a two-dimensional true image .f (x) is passed through a.n ideal linear system, the 
output image or the measurement is characterized by the convolution of .f (x) and the 
system response function h(x). That is 
b(x) [: .f ( x ') h ( x - x ') dx ' 
.f(x)0h(x). (2.9) 
where the term h(x - x ') indicates that h(x) is invariant for ea.eh point of .f (x) (i.e. 
isoplanatic) as discussed in §1.2. The functions .f (x) and h(x) are said to be components 
of the convolution. If a function cannot be expressed as the convolution of two or more 
components, it is said to be irreducible (Lane and Bates, 1987b). 
Equation (2.9) reveals that the extent of the convolution in each coordinate direction 
is greater than the extent of each of its components, but no greater than the summation 
of the extents of these components. That is 
(2.10) 
where equality holds when the convolution components are positive functions. This is 
known as the extent of convolution theorem (Bates and :tvFDonnell, 1989, §7). 
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A useful and important property of the convolution is the relationship between (2.9) 
and its Fourier transform, which is known as the convolution theorem, namely 
f(x) 0 h(x) f----+ F(u)H(u). (2.11) 
The convolution theorem allows one to compute the result of convolution in image space 
by simple multiplication in Fourier space. 
From (L5) and (2.11), it is seen that the Fourier transform of a contaminated blurred 
image is described by 
G(u) = F(u)H(u) + C'(u ), (2.12) 
where C'(u) is the Fourier transform of c(x). 
2.4.2.2 Correlation 
The correlation function is formed by integrating the lagged products of two images, 
f(x) and d(x ), by 
f(x)*d(x)= 1:f(x')d(x+x')dx', (2.13) 
where * is the two-dimensional operator. As a special case when f(x) = d(x ), their 
correlation is ref erred to as autocorrelation defined by 
f f(x) f*(x) * f(x) 1-: f*(x ') f(x + x ') dx ', (2.14) 
where f*(x) is the complex conjugate of f(x). The Fourier transforms of Equations 
(2.13) and (2.14) give rise to the correlation theorem and cmtocorrelat-ion theorem (Bates 
and McDonnell, 1989, §7), which are 
f ( X ) * d ( X ) f----+ F* ( u ) D ( u ) (2.15) 
and 
f*(x) * f(x) f----+ IF(u)l 2 • (2.16) 
2.4.2.3 Parseval's theorem 
Parseval's theorem (Bracewell, 1978) or the energy conservation theorem (Bates and 
McDonnell 1989, §6) states that the energy of an image is equal to the energy of its 
spectrum. That is energy is preserved between the image space and the Fourier space 
and is expressed by 
(2.17) 
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2.4.3 Sampling 
To process a continuous image in a digital computer, it is first necessary to convert the 
image into a discrete form. The continuous image is therefore sampled at a sequence 
of equispaced points, the value of the image at each sampled point taking the same as 
the value of the continuous image at that point. A two-dimensional sampled image, 
denoted .fs(x, y), can be obtained by taking samples of a continuous image f(x, y) at 
spatial intervals Lx and Ly, that is 
co co 
.fs(x, y) = L L f(nLx, rnLy)8(x - nL,r)8(y - rnLy), (2.18) 
n==-co m==-oo 
where Lx and Ly are called the sampling intervals in x and y directions of Cartesian 
coordinate. The reciprocal quantities 1/ L;i_, and 1/ Ly a.re the sampling frequencies in x 
and y directions respectively. When the sampling frequency in each direction is twice 
or greater than the maximum frequency of the image in the corresponding direction, 
the Nyquist sampling frequency, the continuous image can be uniquely determined by 
its sampled image (Bracewell, 1978). Since sampling an image causes its spectrum to 
be periodic, if the sampling frequency is less than Nyquist sampling frequency, each 
adjacent period of the periodic spectrum is overlapped, and information is irretrievably 
lost (Bracewell, 1978). This is known as aliasing. The smaller is the sampling frequency, 
the more is the overlapping and thus the more severe is the distortion. 
2.4.4 Discrete Fourier transform 
Many image processing algorithms described in this thesis require the computation of 
Fourier transform pairs. Such computation can be realised by utilizing the discrete 
Fourier transform (DFT). The DFT may be used to relate the samples of a. compact 
image to the samples of its spectrum. For a compact image f(x, y) with L1(x) and 
L1(Y) as extent in x and y directions, the DFT of its sampled version can be obtained 
by substituting equation (2.18) into (2.5) with the upper and the lower bounds being 
replaced by finite numbers, thus 
N-1 M-1 
F(ttn, Vm) = L L f(xn, Yrn) expi21r(u,,x,,JN+vmYm/M), (2.19) 
,r 11 =0ym=O 
and 
l N-1 M-1 _ 
f( x. y ) = -- ~ ~ F(it v. ) exp-,21r(11,,x,,/N+vmYm/M) 
• n, rn NJ\ll L..t L..t n, rn , 
'lln=O Vm=O 
(2.20) 
where Xn, Yrn and Un, Vrn are integers, e.g. Xn represents nth image space sample in the 
x direction, N and kl are the number of samples in x, u and y, v directions respectively 
of the two spaces with N = L1(x)/ L,1; and Jl,![ = L1(Y)/ Ly. Equations (2.19) and (2.20) 
reveal that the DFT is actually a trigonometric Fourier series representation (Bates and 
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McDonnell, 1989, §12). Since sampling in one domain corresponds to periodicity in the 
other, the DFT pair described by (2.19) and (2.20) are the expressions of one-period 
segments of periodic functions. The details of deriving the DFT from a continuous 
function can be found in Bates and McDonnell (1989) and Bracewell (1978). 
The implementation of the DFT has been effectively sped up by invoking the fast 
Fourier transform (FFT) (Brigham, 1974). All computation of the Fourier transforma-
tion involved in this thesis is clone by FFT. The properties of the continuous Fourier 
transform described in §2.4.2 a.re valid for both the DFT and the FFT (Oppenheim et 
al., 1983, p336). 
Throughout this thesis, a function f (x) is used to represent both continuous and 
discrete quantities. 

Chapter 3 
REVIEW OF BLIND DECONVOLUTION METHODS 
This chapter reviews various techniques available for solving blind deconvolution prob-
lems. These methods are classified as iterative methods, zero-based methods and opti-
mization methods. Emphasis in the review is put on the iterative methods from which 
the new algorithms proposed in chapter 5 are developed. This review provides a survey 
of the existing methods and supplies groundwork for comparison of different methods 
presented in chapter 6. Two standard deconvolution methods are firstly introduced in 
§3.1, since they are the foundation of the iterative blind deconvolution methods ad~ 
dressed next. Iterative methods are described in §3.2. Zero-based blind deconvolution 
methods are discussed in §3.3 and optimization methods are described in §3.4. 
3.1 STANDARD DECONVOLUTION METHODS 
Enormous effort has been devoted to solving the standard deconvolution problems and 
numerous techniques have been developed (see for example Andrews and Hunt, 1977; 
Bates and McDonnell, 1989). However, only two of these techniques are discussed here. 
The principle and significance of these two methods on deconvolution are adopted and 
considered by the iterative blind deconvolution methods in §3.2 and the new algorithms 
presented in chapter 5. The two standard deconvolution methods are the inverse filter 
described in §3.1.1 and the Wiener filter discussed in §3.1.2. 
3 .1.1 Inverse filtering 
The straightforward solution to the standard deconvolution problem is to invert the 
equation describing the spectrum of the blurred image in (2.11). The spectrum of the 
image f (x) can be obtained by 
where 
F(u) = B(u)J(u), 
1 
J(u) = H(u) 
(3.1) 
(3.2) 
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is known as the inverse filter or the ideal m'llltipl-icative .filter. If H ( u) is known and 
the magnitude of H(u) is not equal to zero for any frequency u, F(u) can be fully and 
precisely recovered. However, the performance of the inverse filter is limited by the 
following two severe problems: 
Firstly, in the frequency region where the magnitude of H(u), IH(u)I, is equal to or 
very close to zero, information about jF( u) I at the related frequencies is missing from 
the convolution B(u) and J(u) is undefined. According to the convolution theorem 
described in (2.11), IB(u )I is zero whenever IF(u)I or IH(u)I is zero. As it is most likely 
that IH(u)I is zero at some frequencies, such as out-of-focus and linear motion types of 
psfs, there is no information about F(u) being recorded in B(u). On the other hand, 
when IH(u )I is zero, the inverse filter J(u) becomes infinitely large and undefined. J(u) 
is, therefore, not able to be used to retrieve F(u) even in the absence of convolution 
contamination. 
Secondly, the restoration may be dominated by the inverse filtered contamination. 
Real-world images are inevitably contaminated. \Vhen the inverse filter is applied to the 
spectrum of a contaminated blurred image g(x) (2.12), the spectrum of the restoration 
becomes 
C'(u) 
F(u) = G(u)J(u) = F(u) + H(u)" (3.3) 
If IH( u) I is very small at some frequencies, the contamination related term in (3.3) can 
be significantly greater than the spectrum of the true image, that is 
IC(u )1/!H(u )I» IF(u )I. (3.4) 
Contamination C'(u) is, thus, overexaggerated by the inverse filter and dominates in 
the restored spectrum F(u) (Bates and McDonnell, 1989, §16). Such circumstance usu-
ally occurs in high frequency region. This is because the magnitude of the spectrum 
of a blurred image is typically highest at low frequencies and decreases very rapidly 
with increasing frequency, whilst the magnitude of the spectrum of a contamination 
function tends to have even variation for all frequencies. The outcome of F(u) being 
dominated by contamination at high frequencies is that in the image space the restored 
image f (x) is severely contaminated and supplies worthless information (Biemond et 
al., 1990). Even if the contamination of the blurred image is small (for example SNR 
= 40dB), the resulting inverse filter solution is still significantly dominated by the am-
plified contamination. The high sensitivity of the restoration to the measurement error 
using the inverse filter is an example that deconvolution problem is an ill-conditioned 
problem (Tikhonov and Arsenin, 1977; Nashed, 1981). 
Consider on the other hand, when (3.4) is satisfied, 
JF(u)H(u)I ~ !C(u)j. (3.5) 
The spectrum of the contaminated blurred image, G(u), is dominated by the contami-
nation C'(u). Information about the spectrum of ideal convolution F(u) H(u) in G(u) is 
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swamped by the contamination C(u). It is therefore generally impossible to retrieve 
F(u) from G(u) at the frequencies where (3.5) is met. 
The above two limitations on the usefulness of the inverse filter are to some extent 
shared by all methods of deconvolution. Other filters, such as the Wiener filter which 
is discussed next, substantially reduce the effect of the limitations. 
3.1.2 Wiener filtering 
The effect of the limitations of the inverse filter can be reduced to a much less noticeable 
degree by its modification, the Wiener filter ( the least squares filter), defined by 
1 _ H*(u) 
H (u)- IH(u)l2+a(u)' 
where a(u) is a measure of the noise-to-signal ratio, defined by 
afu \ - IC'(u )12 
~ 1 - IF(u)l2 
The spectrum of the restoration can be obtained by 
.F(u) = vV(u )G(u ). 
(3.6) 
(3.7) 
(3.8) 
It is shown that the Wiener filter (3.6) is formed in such a manner that the least squared 
error between the true image f (x) and its restoration ](x) is minimized, provided c(x) is 
uncorrelated with J(x) and either of them has zero mean (Ba.tes and McDonnell, 1989, 
§16, Rosenfeld and Kak, 1982). 
The Wiener filter performs as the inverse filter (3.2) at frequencies where IF(u )H(u )I 
1s substantially greater than IC'(u)I, or equiva.lently where IH(u)l2 ~ a(u). The 
Wiener filter also compensates for the problems suffered by the inverse filter in an 
appropriate and simple manner. For frequencies at which IH(u)I = 0, IW(u)/ = 0. 
·while this does not allow the restoration of F( u) at these frequencies to be recovered, 
at least .F(u) is well behaved. At frequencies where G(u) is dominated by C'(u), that is 
(3.4) is satisfied, or equivalently IH(u)l2 ~ a(u), the magnitude of the Wiener filter 
is suppressed to a small va.lue of IW(u)I ~ IH(u)l/a(u), while the phase of W(u) is 
maintained the same as that of the inverse filter (3.2). The influence of the dominated 
convolution contamination on the restoration of F(u) is reduced. The contamination 
amplification suffered by the inverse filter is therefore prevented. 
In practice, however, an accurate estimate of the noise-to-signal ratio needed for a( u) 
is rarely available. Va.rious attempts have been made to estimate this ratio (Hall, 1979). 
One of the common approaches is to approximate a( u) to a constant a, which is known 
as the Wiener filter constant (Rosenfeld and Kak, 1982; Bates and McDonnell, 1989). 
As a consequence, equation (3.6) becomes 
1 _ H*(u) 
H (u)- IH(u)l2+a· (3.9) 
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From the above analysis, it is obvious that a suitable choice of a is around the mean 
value of a(u) = IC(u)l 2/IF(u)l2. In practice, however, the choice of a is usually 
determined experimentally. A large range of values of a are tested, the one resulting 
the "best" restoration is considered to be suitable. 
A limitation of the Wiener filter is that it attenuates the effect of contamination at 
the expense of its ability of de blurring (Biemond et al., 1990). The involvement of its 
filter constant in the filter introduces bias to the ideal deconvolution operator. Useful 
high frequency information of the image is removed or weakened due to the presence of 
the filter constant. This limitation is further addressed in §3.2.3 and §5.1 in terms of 
the effect of the modified Wiener filter in blind deconvolution. 
It is noticed that in many applications the conditions for which the Wiener filter 
is optimal in a least squares sense are not always satisfied; also a(u) is generally not 
known. Despite this, faithful restorations can still be obtained by employing the ·wiener 
filter. It is therefore suggested by Bates et al. (1984) to recognize the Wiener filter merely 
as a modified inverse filter, which ensures the numerical stability of deconvolution. This 
point is further discussed in §5.3.4. 
3.2 ITERATIVE TECHNIQUES 
Iterative blind deconvolution algorithms are typically based on an iterative loop which 
alternates between image and Fourier spaces. Various constraints and prior knowledge 
regarding the image and the psf are allowed to be incorporated into the loop, in an 
attempt to urge the algorithm to converge towards its solution. 
This section describes three iterative blind deconvolution algorithms. In §3.2.1 an 
iterative technique for positive images is introduced. This method consists of two sepa-
rate steps of retrieving the phases and magnitudes of F( u) and H ( u) . Sections 3.2.2 and 
3.2.3 describe two iterative algorithms proposed by Ayers and Dainty (1988) and Davey 
et al. (1989) respectively. The basic loop of these two algorithms are extended from that 
of the iterative phase retrieval algorithms (Gerchberg and Saxton, 1972; Fienup, 1982). 
3.2.1 Phase based method 
Lane and Bates (1987b) ( cf. Bates and Lane, 1987; Lane, 1988) propose an iterative 
algorithm which firstly employs the spectral magnitude of a given convolution g(x) Lo 
retrieve Fourier phases of the image f(x) and the psf h(x), and then uses the Fourier 
phases off (x) and h(x) to restore their Fourier magnitudes. The restorations off (x) and 
h(x) are generated by inverse Fourier transforming their spectral estimates, respectively. 
Consider that when g(x) is uncontaminated, g(x) shares the same spectral magni-
tude IG ( u) I with the following three quantities, 
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G2(u) = F*(u)H*(u), 
G3 (u) = F*(u)H(u), 
G4 (u) = F(u)H*(u). 
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(3.10a) 
(3.106) 
(3.10c) 
It is obvious that the phases of G3(u) and G4(u) are significantly different from the 
phase of G(u). 
The first step of the phase-based algorithm is to compute the spectral magnitude of 
the given convolution, IG(u)I, A phase retrieval algorithm (e.g. that of Fienup, 1982) is 
then applied to IG( u) I to restore an estimate G( u) which corresponds to either G3 ( u) or 
G 4 ( u). This can be done by repeating the phase retrieval with different starting images 
until the resulting phase of G(u) is significantly different from the phase of G(u). 
The next step is to compute the spectral phases of f (x) and h(x) . Adding and 
subtracting the phases of G ( u) and G ( u ) produce twice the phases of F( u) and H ( u) . 
Thus, assuming G(u) = G3(u ), 
P[G(u )] + P[G(u )] 
P[G(u )] - P[G(u )] 
2P[H(u )] modulo 21r 
2P[H(u)±1r] modulo 21r, 
2P[F( u )] modulo 21r 
2P[F(u) ± 1r] modulo 21r. 
(3.11) 
(3.12) 
In practice, it is impossible to know which phase is for F(u) and which is for H(u) since 
there is no way to identify whether G ( u) is equal to G3 ( u) or G 4 ( u). Furthermore, 
equations (3.11) and (3.12) only give phases of F(u) and H(u) modulo 1r rather than 
the true phases of F(u) and H(u). 
The final step of the phase based blind deconvolution algorithm is to retrieve the 
estimates of f(x) and h(x) independently from P[F(u )] modulo 7r and P[H(u )] modulo 
1r. Correctness of the support of J(x) and h(x) is crucial in this final process since the 
phases of F(u) and H(u) contain information of the location of f(x) and h(x). This pro-
cess is typica.lly repeatedly applied with different support estimates of J(x) or h(x) until 
the correct support estimate is found and the a.lgorithm has converged. 
La.ne and Bates (19876) and Lane (1988, §6.3) have demonstrated examples of ap-
plying their algorithm on contaminated blurred images. 
3.2.2 Ayers and Dainty algorithm 
Ayers and Dainty (1988) propose a blind deconvolution algorithm for iteratively retriev-
ing both estimates of the image f (x) and psf h(x) simultaneously. The main feature of 
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their algorithm is to generate a new estimate using deconvolution principle in the Fourier 
space and force its inverse Fourier transform to comply with known constraints in the 
image space. Both estimates of f(x) and h(x) are alternately produced in this manner 
at each iteration and the algorithm is expected to converge to its solution thereby. 
The basic structure of the iterative processing loop is described in Figure 3.1. For a 
given contaminated blurred image g(x), the operation of the algorithm starts with an 
estimate of f(x), denoted by .fi(x), where the subscript i stands for the loop counter 
and the hat is employed to indicate that the estimate complies with the image space 
constraints. The Fourier transform of .fi (x) is combined with G( u) to generate Hi ( u) , 
which is the new spectral estimate of h(x) at ith iteration. The inverse Fourier transform 
of Hi(u) is then forced to comply with the image space constraints, which produces an 
improved estimate of h(x) at the iteration, denoted by hi(x). h;(x) and g(x) are used 
in the second half of the loop to produce fi(x) in a similar manner as ,f;(x) and g(x) are 
employee! to yield hi(x). The image space constraints are enforced on fi(x) to yield 
f;+1 (x) which is an improved estimate off (x) and used as an input estimate for the 
next iteration. The initial estimate off (x) , }o(x) , is usually chosen to have random 
values for all pixels within the image support. 
form new estimate Hi 
of H from F; and G 
Fi 
" 
FFT IFFT 
li •• h; 
nnage space image space 
constraints constraints 
.fi 
' 
hi 
IFFT FFT 
form nevv estimate iI; 
F; of F from Hi and G 
Figure 3.1 The basic loop of the iterative blind deconvolution algorithm proposed by Ayers and 
Dainty. 
The basic steps of the algorithm can be mathematically described as 
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F'i(u) FFI[]i(X )], (3.13a) 
Hi(u) Fourier _space_constraint[G(u ), Fi(u )], (3.13b) 
hi(x) IFFI[Hi(u )], (3.13c) 
hi(X) [ h;(x)+x(' for X ~ Qh i ' (3.13d) 
x1y, for x E 07, / ! 
iii(u) FFI[hi(X )], (3.13e) 
Fi(u) Fourier_space_constraint[G( u), Hi( u )], (3.13f) 
fi(X) IFFI[Fi(u )], (3.13g) 
.fi+1(x) [J;(x)+x{ for x~ n{, (3.13h) 
XJ for x E Qf / i 
' ' 
where 07 and O{ are the sets of pixels at which hi(x) and fi(x) violate the image space 
constraints for h(x) or f(x) respectively, and where xf and x{ are real constants related 
to energy preservation of the two estimates separately, more detail about the energy 
preservation is addressed in the following. 
The image space constraints employed by Ayers and Dainty are positivity and energy 
preservation. A negative value of the estimate hi(x) of (3.13c) or fi(x) of (3.13g) at 
any pixel is considered to violate the positivity constraint and is replaced by zero. 
Summation of the negative values of the estimate, xf Nor x{ N (N is the total number 
of pixels of hi(x) or Ji (x)), is evenly redistributed over the estimate so as to maintain the 
summation of the pixel's values of the estimate before and after applying the positivity 
constraint. The process is repeated until no pixel of the constrained estimate contains 
negative value. 
The Fourier space constraint is realised by forcing the product of the two estimates, 
Fi(u) and Hi(u), or Fi(u) and Hi(u), to be equal to G(u). Applying this constraint pro-
duces the new spectral estimate Hi(u) (3.136) or Fi(u) (3.13f) at each iteration, which 
corresponds to the deconvolution process in the image space. The simplest way to apply 
the Fourier space constraint and therefore to generate the new estimate is by invoking 
an inverse filter (§3.1.1). Taking account the two practical difficulties when performing 
an inverse filter: one is its error sensitive nature encountered when the magnitude of 
the denominator of the filter is very low; the other is the lack of information about 
the ideal convolution spectrum JF(u)J JH(u)J contained in G(u) when either IF(u)J or 
/H(u)I is equal to zero (cf. §3.1.1), Ayers and Dainty (1988) present a composite form 
of the Fourier space constraint to deal with the limitations of the inverse filter, which 
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is described in the following when F; ( u) is to be generated, 
.F;(u) 
, G(u) (1- 77)F;(u) + 77-,-
Hi(u) 
1 - 77 
.F;(u) 
1 
77It(u) 
+ IG(u)I 
if IG ( ll) I ~ cl, 
if IG(u)I > cl and 
if IG(u )I> cl and 
IHi(u)l 2': IG(u)I, 
IH;(u)I < IG(u)I, 
(3.14) 
where 77 is a constant with O < 77 ~ 1, and cl is an estimate of the contamination level in 
G(u). Equation (3.14) shows when IG(u)I ~ cl, G(u) supplies no useful information of 
F(u) and H(u), the new estimate Fi(u) retains its previous estimate .F;(u) whose inverse 
Fourier transform satisfies the image space constraints; when IG( u) I > cl, Fi(u) is formed 
by averaging both F;(u)and G(u)/.Hi(u)in some manner that the effect of the small 
values of IHi(u)I is considered. 
Ayers and Dainty (1988) also introduce an apodization function, denoted by A(u ), 
to cope with the problem of extended regions of low or zero value in the convolution 
spectrum at high frequencies. Due to the nature of a typical convolution spectrum G(u), 
often there is a falling off of IG( u) I in high frequency region, or G( u) is band limited when 
it is formed by a band-limited imaging system. A( u) is therefore designed to be greater 
than zero for all frequencies up to some band limit and zero beyond. Its inverse Fourier 
transform satisfies the positivity constraint in the image space. A( u) is implemented in 
the following manner: to band limit the newly generated spectral estimate H; ( u) (3.13b) 
or F;(u) (3.13f), the estimate is multiplied by A(u). To compensate the involvement 
of A(u), the spectral estimate .F;(u) (3.13a) or .H;(u) (3.13e), whose inverse Fourier 
transform is just enforced by the image space constraint, is divided by A( u). 
The iterative blind deconvolution algorithm proposed by Ayers and Dainty (1988) 
uses more information of the spectrum of the given measurement g(x) compared with 
the phase-based method in §3.2.1. Both magnitude and phase of G(u) a.re used by 
the former while only the magnitude of G(u) is employed in the latter. Ayers and 
Dainty demonstrated their algorithm to blindly deconvolve two uncontaminated positive 
images. 
3.2.3 Davey algorithm 
Davey et al (1989) extend the Ayers and Dainty algorithm (1988) in the manner which 
the image and Fourier space constraints a.re applied. In the image space, Davey et al 
(1989) not only use the positivity constraint (if it is applicable) as Ayers and Dainty 
(1988) do, they also employ a support constraint. In the Fourier space, they apply a 
vViener-like filter as main part of its constraint to generate each new spectral estimate 
H;(u) or F;(u). Otherwise the basic structure of their algorithm remains the same 
as Ayers and Da.inty's in Figure 3.1. This algorithm is called the Davey Algorithm 
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henceforth. 
Since energy preservation applied by Ayers and Dainty (1988) is not used by Davey 
et al (1989), (3.13d) and (3.13h) a.re replaced by 
A. { hi(x) for x~ !tf, hi(X) = 
0 for X E Qh 
·z' 
(3.15) 
and 
A { Ji (x) for x ~ n{, 
fi+1(x) = 0 for x E 0/ 
i ' 
(3.16) 
respectively in the Davey Algorithm. 
As an additional image space constraint, the support constraint supplies more infor-
mation a.bout f (x) and h(x) to their estimates and forces the estimates more vigorously 
towards their solutions than the positivity constraint alone does. 
The Wiener-like filter, used in the Fourier space constraint of (3.13b), is defined by 
(3.17) 
where /3 is a real positive constant and n is the exponent which is chosen as n = 2 by 
Davey et al (1989). The new spectral estimate of h(x) at i th iteration is generated by 
the Fourier space constraint of 
(3.18) 
Exchanging the role of .F'i(u) in (3.17) for Hi(u), the Wiener-like filter associated with 
(3.13f) is given by 
vv • ( u) = A iI;( u) A 
H; IHi(u)l 2 +/3/IHi(u)ln' (3.19) 
and the new spectral estimate of f(x) in (3.13f) is obtained by 
(3.20) 
The form of the Wiener-like filter in (3.19) is similar to that of the conventional 
Wiener filter (3.9). Davey (1989, §7.4) points out that the modification of sea.ling the 
filter constant /3 by IHi(u) In in (3.19) is motivated by the desire to reduce the bias 
existing in the conventional Wieuer filter (3.6). When !Hi ( u) I is small the filter has more 
effect by such sea.ling; when IH;(u)I is large, ,8/IH;(u)I is small, so the bias introduced 
by the Wiener filter is reduced. The role of the Wiener-like filter (3.19) as the key part 
of the Fourier space constraint is further discussed in §4.2. 
To evaluate the performance of the algorithm, it is ideal to measure the difference 
between the estimate and its true version during the iterative process, which is named 
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the true error. A normalized true error of an image estimate at -i th iteration is defined 
by 
11/(x)- /i(x)l2 dx 
Er(fi] = ~x~----,c-------11 f (x )12 dx (3.21) 
For brivity, this will be referred to as the true error henceforth. In practice, to evaluate 
Er[fi] a summation is performed rather than integration implied by (3.21). When the 
algorithm is a.pplied to deconvolve real world images, the true images a.re not available, 
the performance of the algorithm is often assessed by some form of objective error 
measures. One of them measures the amount that the estimate violates the image space 
constraints, which is called the -image space error. A normalized image space error of 
.fi(x) is described by 1 l/i(x)l2 dx 
Er[.fi] = _x_E_n-'-; ___ _ 1 lfi(x)l2 dx (3.22) 
For simplicity, equation (3.22) will be referred to as the image space error thereafter. 
Davey et al (1989) present examples of blindly deconvolving both contaminated 
positive and complex images and have demonstrated the superiority of their algorithm 
over the Ayers and Dainty algorithm (1988). 
An obvious advantage of Davey et al algorithm is the imposition of the support 
constraint which gives additional information of the image form to its estimate and 
therefore forces the convergence of the algorithm more firmly. However, it should be 
noted that for the Ayers and Dainty algorithm there is no bias involved in its Fourier 
space constraint in (3.14). Further investigation regarding the factors which influence 
the performance of the Davey Algorithm, the role of the \Viener-like filter and the 
objective error measures to monitor the process are presented in chapter 4. 
3.3 ZERO-BASED METHODS 
\Vhen one member of a Fourier transform pair is compact, the other member may 
be represented by an entire function of exponential type (Requicha., 1980; Paley and 
\Viener, 1934). A property of entire functions of exponential type is that they are com-
pletely characterized, apart from a complex scaling constant, by their zeros (Levin, 1964). 
Thus a compact image is completely specified by the positions at which its spec-
trum is zero, which is the concept that the zero-based deconvolution methods are 
grounded upon. According to the convolution theorem described in (2.11), the spec-
trum G(u) equals zero whenever the spectrum F(u) or H(u) is zero. Therefore, the 
zeros of G(u) comprise the union of zeros of F(u) and H(u), provided that g(x) is com-
pact and uncontaminated. \Vhen g(x) is a two (or more) dimensional compact image 
and the components of u are allowed to take complex values, all zeros of G(u) form a 
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continuous and analytic surface, named the zero-sheet and defined Z[G( u )] (Lane and 
Bates, 1987a). If f(x) and h(x) are irreducible (cf. §2.4.2.1), zero-sheets of F(u) and 
H(u) contained in Z[G(u )] are continuous, distinct and separable. Restorations of 
f(x) and h(x) can then be retrieved using Z[F(u )] and Z[H(u )] respectively. Blind de-
convolution is therefore feasible in principle for two or higher dimensional images. Blind 
deconvolution involving partitioning Z[F(u)] and Z[H(u)) have been realized by Lane 
and Bates (1987a) and Ghiglia et al. (1993). Both methods employ the analytic na-
ture of zero-sheets Z[F(u )] and Z[H(u )]. When the convolution g(x) is contaminated, 
however, g(x) is essentially always irreducible (Sanz and Huang, 1985). The addition of 
contamination on the zero-sheet of G(u) links two zero-sheets of F(u) and H(u) at some 
discrete points. The zeros of G(u) form a single and continuous sheet which no longer 
comprises two distinct smooth surfaces of Z[F(u )] and Z[H(u )). Techniques which 
Lane and Bates (1987a) and Ghiglia et al. (1993) used for separating zero-sheets of 
F(u) and H(u) when g(x) is ideally blurred are no longer effective. Bates et al. (19906) 
suggested that the addition of contamination to images may not prevent zero-based de-
convolution methods from achieving useful results. This prediction has been realised in 
solving ensemble blind deconvolution problem and conventional deconvolution problem 
using contaminated measurements (Bones et al., 1995). Satherley and Bones (1994) 
( cf. Satherley, 1994) propose a method for solving two-dimensional ensemble blind 
deconvolution problems. Their method considers zero-tracks (i.e. two-dimensional pro-
jections of zero-sheets) representing an ensemble of two-dimensional images. From the 
ensemble of zero-tracks calculated from the given contaminated ensemble blurred im-
ages, the algorithm extracts and processes the common tracks corresponding to the true 
image f (x) and then reconstructs the estimate of the image f(x). In a conventional 
deconvolution problem, an estimate of h(x) , h(x) , is known. Wa.tson et al. (1992) and 
Parker and Bones (1992a), respectively, utilize the knowledge of zero-sheet of H(u) and 
employ different techniques to separate the zero-sheet of H(u) from zero-sheet of G(u). 
The remaining parts of the zero-sheet of G( u) is then assumed to belong to the zero-sheet 
of F(u) which is then used to reconstruct the estimate of the image J(x). 
Recovering an image from its zero-sheet is an important task in zero based decon-
volution. In one dimension, this image recovery is straightforward since the zeros of 
F(u) are isolated points and finite in number (Lane and Bates, 1987a). However, in 
two dimensions, there are an infinite number of points involved in a zero-sheet and used 
to describe the image. This complicates the process of image recovery since only a 
finite number of these points is required to form the image. There are two major ap-
proaches to recover an image from its zero-sheet. One of the techniques uses all the zero 
points required for an inverse discrete Fourier transform to recover the image (Lane and 
Bates, 1987a; Lane et al., 1987; Satherley and Bones, 1994). This method is simple but 
very sensitive to error in the locations of the selected zeros. Satherley and Parker (1993) 
and Bones et al. (1995) extend the method to allow a wide choice of zero-sheet sam-
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pies to be used in the restoration of the image. The second method employs a linear 
equations approach. This approach uses a set of zero points to formulate a set of linear 
equations with the image pixels as the unknowns (Curtis et al., 1985; Izraelevitz and 
Lim, 1987; Watson et al., 1992). 
One of the major advantages of zero-sheet based deconvolution is that the meth-
ods do not restrict the image to be positive or real. However the methods are highly 
computationally expensive and sensitive to contamination. 
3.4 OPTIMIZATION METHODS 
Posing a blind deconvolution problem as a minimization problem, the blind deconvolu-
tion problem can be approached using various well established optimization methods. 
The blind deconvolution problem can be presented as a minimization problem by: 
"Finding estimates of f (x) and h(x) , denoted f (x) and h,(x), to minimize a selected 
error metric E." 
E is an objective quantity which incorporates the given measurement g(x) and 
the estimates f (x) and h(x) in a manner to give a measure of how well f(x) and 
h ( x) are recovered. 
If the minimization problem is subjected to any constraint upon the estimates of 
f (x) and h(x) , it is known as a constrained minimization problem. Otherwise it is 
called the unconstrained minimization problem. 
This section introduces diverse blind deconvolution techniques using optimization 
methods. Blind deconvolution using simulated annealing is described in §3.4.1. The 
application of the conjugate gradient method to blind deconvolution is reviewed in 
§3.4.2. The maximum likelihood methods are described in §3.4.3 and the maximum 
entropy methods are mentioned in §3.4.4. 
3.4.1 Simulated annealing method 
The simulated annealing method is based on the Metropolis Algorithm (Metropolis et 
al., 1953) devised for calculating averages of state functions in statistical mechanics. 
Pincus (1970) extend the Metropolis Algorithm to a global optimization method in the 
manner that the Metropolis Algorithm is operated repeatedly with a succession of de-
creasing values of the parameter T. Kirkpatrick et al (1983) popularize the method 
and term it as simulated annealing. Following Nieto Vesperinas and Bendez (1986), Ni-
eto Vesperinas et al. (1988) and Navarro et al. (1989), who apply the simulated anneal-
ing technique to the phase retrieval problem, McCallum (19906) (cf. :rvicCallum, 1990a) 
extends this minimization technique to solve the blind deconvolution problem. 
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McCallum selected the error metric as 
1 lg(x)- l(x) 0 h(x)l2 dx 
E[g] = ~x~~-----1 lg(x)l2 dx 
27 
(3.23) 
When applying the simulated annea.ling technique to the blind deconvolution prob-
lem, a pixel x 1 of the estimate ] (x) or h(x) is displaced or perturbed by a quantity v, 
which is pseudo-randomly distributed in the range [-K, K]. K is termed as the scale of 
perturbation. The change in the error E[g] resulted from this perturbation or displace-
ment of the pixel's value at x 1 is then calculated as 8E. The perturbation is accepted 
unconditionally (i.e. the new value vat x 1 replaces the old one) if 8E ~ O; if 8E > 0, the 
perturbation is accepted with probability e-SE/T where T is a control parameter known 
as temperature; if the perturbation is not accepted, the previous value at x 1 is retained. 
One image scan constitutes sequentially perturbing each pixel of the estimate off (x) or 
h(x) in this manner. Image scans are repeated until equilibrium is reached. That occurs 
when the average number of perturbations resulting in 8E > 0 is sufficiently close to 
the average number of perturbations resulting in 8E ~ 0. Once equilibrium is reached, 
the values of both T and K are decreased according to various prescriptions. The above 
procedure, which constitutes one cycle, is then repeated a number of times for different 
values of T and K. 
The simulated annealing algorithm is initialized with pseudo-random image esti-
mates off (x) and h(x), lo and ho, Both positivity and support constraints are applied. 
The convolution g(x) is scaled such that the energy of g(x) is equal to the energy of 
lo 0 ho. 
Care must be taken when selecting the value of the temperature T, the rate of 
decreasing T for different cycle and the scale of perturbations K, in order to ensure that 
the algorithm produces a global minimum E[g] rather than being trapped in a local 
mmnnum. 
McCall um (1990b) ( cf. McCall um, 1990a) has demonstrated the capability of the 
algorithm to deconvolve real and positive images contaminated up to a high level of 
SNR = 20dB. The algorithm produced steadily decreasing error metric E[g] as iterations 
proceeded and was well behaved. McCallum (1990b) mentions the disadvantage of the 
algorithm is its large computational cost. 
3.4.2 Conjugate gradient method 
The conjugate gradient methods (Press et al., 1992, §10.5 and §10.6) have been devised 
to search for the minimum of a function E along a better or effective set of directions 
compared with methods such as the steepest descent method (Polak, 1971, §2.1). 
The basic idea of the conjugate gradient methods is now described. Suppose the 
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given function E can be roughly approximated as a quadratic form, its approximate 
expression by Taylor series is 
8E 1 82E 
E(x) = E(p) + L ~Xm + -2 L {), {), XmXn + ... UXm Xm Xn 
m p m,n p 
1 ~ c - b · x + 2x ·A· x, (3.24) 
where p is a particular point within a multidimensional coordinate system with coordi-
nates x {xm} and 
C = E(p) bm = - {)EI 
OXm p 
Taking the gradient of E using the approximation (3.24) gives 
VE=A•x -b. 
(3.25) 
(3.26) 
At a given point Pi-1, the function E(pi) is minimized along the lined;. The next 
direction d;+l is searched in a manner that the change in the gradient stays perpendic-
ular to the previous direction d;, so as not to spoil the minimization along di, That 
lS 
0 = d; · o (VE) = di · A · d;+i · (3.27) 
Once the two vectors d; and d;+l satisfy (3.27), they are said to be conjugate. If the 
relation holds pairwise for all members of the set of direction vectors d1 , d2 , ... , di, they 
are said to be a conjugate set. The conjugate gradient minimization method performs 
successive minimization of E along a conjugate set of directions. The procedure is 
continued until E stops decreasing. This method can avoid interminable cycling through 
the set of directions. 
The application of conjugate gradient minimization methods to the phase retrieval 
problem has been considered by Nieto-Vesperinas (1986), Sasaki and Yamagami (1987) 
and Lane (1991). Its application to the blind deconvolution problem was proposed by 
Lane (1992). 
The Conjugate Gradient Algorithm (Lane, 1992) is constituted by using a conjugate 
gradient routine to minimize a composite error metric Ee. Ee is formed by calculating 
how much the estimates at each iteration violating both the Fourier space constraints 
and the image space constraints. 
where 
and 
Esp= f IG(u)-F(u)H(u)l 2clu, }esp 
E;m = r ll(x )12 clx + f lh(x )12 clx, Jnt Jnh 
' ' 
(3.28) 
(3.29) 
(3.30) 
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where esp represents the whole spectral domain, and n{ and Of have been defined 
in §3.2.2. Esp measures by how much the spectral estimate of the convolution devi-
ates from the given G( u) , and Eim represents the energy associated with the pixels of 
J(x) and h(x) which violate the image space constraints, such as the support and/or 
positivity. The constraints are thus incorporated into the error metric and the prob-
lem is reformulated as an unconstrained minimization problem (Fletcher, 1987) in the 
algorithm. 
To implement conjugate gradient minimization, the gradients of the error metric Ee 
with respect to the estimates of f(x) and h(x) , a Ee/{) J(x) and {)Ee/ ah(x), respectively, 
must be calculated (Lane, 1992) and then used in a conjugate gradient routine E04DGF 
in the NAG library (1990). 
La.ne (1992) reported that the Conjugate Gradient Algorithm is a robust minimiza-
tion routine with well-defined minimization problem (Fletcher, 1987; Gill and W. Mur-
ray, 1974). It incorporates the composite error metric Ee so that the estimates are 
generated with both of the image space error Eim and the Fourier space error Esp being 
reduced and minimized. Restorations are obtained when the algorithm has found a 
local minimum Ee, i.e. when any perturbation of the estimate of f(x) or h(x) ea.uses an 
increase in Ee. 
Lane (1992) emphasised that there are local minima in the error metric for phase 
retrieval. As long as the local minima are close to the true solution, valuable restorations 
can result. For simple images that is often the case in practice. 
Lane (1992) demonstrated using computer simulated data that the algorithm worked 
for simple images both uncontaminated and contaminated. The algorithm performed 
stably and produced a monotonic decrease in Ee, Lane (1992) pointed out that the tech-
nique is significantly less computationally intensive compared with comparative tech-
niques based on simulated annealing (McCallum, 1990b). Lane (1992) stated that the 
algorithm is more robust than the Ayers and Dainty algorithm ( cf. §3.2.2) and the Davey 
Algorithm ( cf. §3.2.3). He pointed out two major problems of the Ayers and Dainty 
algorithm. One is that in the vicinity of the zeros of H ( u) , small errors in G ( u) can 
result in large errors in F( u) . The other is that the iterative loop of the Ayers and 
Dainty algorithm cannot be equated with a steepest-descent search on an error metric 
and it thus lacks stable convergence properties. 
The Conjugate Gradient Algorithm is implemented for comparison with an iterative 
algorithm in chapter 6. 
3.4.3 Maximum likelihood method 
The maximum likelihood method can be traced as early as the 1920's when it was em-
ployed by statistician Fisher (1922). The technique has been used to solve deconvolution 
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problems encountered in areas, such as in seismic data (Mendel, 1985) and communica-
tion systems. In the context of image processing, it is assumed that each pixel or sample 
of the image is an independent random variable. The method is based on the idea that 
different probability models generate different samples of the image. For given samples 
of a measurement g(x), g(x) is more likely to have come from some probability models 
than from others. 
In order to apply the maximum likelihood method to solve the deconvolution prob-
lem, the following steps are involved (Mendel, 1990): 
(i) Specify a probability model for the measurement g (x) , which includes the models 
for the true image f (x) , psf h(x) and contamination c(x) , e.g. Gaussian model, 
autoregressive model, etc; 
(ii) Establish some form of the likelihood function including the para.meters concerned, 
e.g. the mea1,11rement, the estimates of J(x) and h(x), f (x) and h(x); 
(iii) Maximize the likelihood function with respect to all of the unknown parameters 
and find the solution. 
Likelihood is proportional to probability. The likelihood function is characterized 
by the probability density function. In probability, all of parameters in the probability 
model, such as mean and variance, are fixed and the measurements are then generated. 
In likelihood, the mean and variance are inferred from the given measurements, and the 
former chosen which are most likely generate the latter. 
In practice it is often difficult to find the maximum likelihood solution from the given 
measurement directly, so numerical optimization techniques need to be employed. Gra-
dient based methods (Lagendijk et al., 1988), recursive methods (Tekalp et al., 1986), 
penalized techniques (Synder and Miller, 1985; Roysam et al., 1988) and expecta-
tion maximization algorithm (Shepp and Vardi, 1982; Lange et al., 1987; Lewitt and 
Muehllehner, 1986; Holmes and Liu, 1989) have all been applied to obtain the maximum 
likelihood estimate. 
l\!Iuch work has been carried out on the application of the maximum likelihood 
method in blind deconvolution (Tekalp and Kaufman, 1988; Lagendijk et al., 1990; 
Nakajima, 1993). Holmes (1992) applies the maximum likelihood method to solve the 
blind deconvolution problem of quantum-limited incoherent imagery, including fluores-
cence microscope imagery. Holmes (1992) specifies f (x) to have the fluorescent probe 
distribution or the intensity function of an inhomogeneous Poisson random-point pro-
cess, representing the positions of photon detection under the ideal condition. The 
psf of the optical system h(x) owing to diffraction is also an inhomogeneous Poisson 
random-point process according to the constructive derivation of the Poisson process 
given in (Synder, 1975, p. 117). For the same reason the convolution of J(x) and h(x) is 
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an intensity function of a Poisson random-point process. Holmes (1992) employs the 
expectation maximization algorithm, formalized by Dempster et al. (1977), for a given 
number of iterations to find the solution of maximum likelihood estimates of f(x) and 
h(x) from the given measurement g(x). 
Holmes (1992) points out that positivity of the estimates of f(x) and h(x) is pre-
served in his algorithm if the initial estimates are positive. The algorithm has the 
advantages of using a fundamentally sound optimization method and being a tractable 
and implementable algorithm. However, the limitations of the apparent divergence and 
the noise artifact are addressed. 
Holmes (1992) demonstrates examples of implementing the algorithm and showed 
that his approach is workable to the blind deconvolution problem. 
Fish et al (1995) recently propose a blind deconvolution algorithm similar to the 
Holmes algorithm. It is based on the well-known Richardson-Lucy Algorithm (Richard-
son, 1972; Lucy, 1974) which, given a recorded image g(x) and an estimate of the psf h, 
produces the restoration 
ji+1(x) = (-· g(x)_ 0 h(-x)) fi(x) 
JJ(x)0h(x) (3.31) 
at the j1h iteration. Equation (3.31) is in a similar form to that used in the Holmes 
algorithm and, of course, is a solution of the maximum likelihood approach. A starting 
estimate of the image J0 (x) is required to perform the Richardson-Lucy Algorithm 
which has become popular for standard deconvolution problems. Fish et al (1995) extend 
the Richardson-Lucy algorithm to restore the image and psf blindly and simultaneously. 
At ith blind iteration, the estimate hi(x) is generated by performing the Richardson-
Lucy algorithm in (3.31) with the roles of J(x) and h(x) interchanged for a specified 
number J iterations. The estimate of h(x) at j1h Richardson-Lucy iteration of ith blind 
iteration is produced by 
-+1 ( g(x) - )~· h; (x) = - . - 0 fi-1(-x) h;(x), 
h}(x)0fi-1(x) (3.32) 
hi(x) (= hf (x)) is then used to yield the new estimate Ji(x) by running a further J 
iterations of the Richardson-Lucy Algorithm with 
~+1 ( g(x) - ) -· ff (x) = -· - 0hi(-x) J;(x). 
f;(x)0hi(x) (3.33) 
The difference between the algorithms of Holmes and Fish et al is that the latter 
runs several Richardson-Lucy iterations to generate each of the estimate of f (x) and 
h(x) at one blind iteration, while in the Holmes algorithm, only one maximum likelihood 
estimation is performed each iteration. Fish et al. (1995) claim that their results are 
superior. 
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The Fish et al algorithm preserves the properties of positivity and conservation 
of energy if the starting estimates are positive. Fish et al (1995) demonstrate the 
performance of their a.lgorithm to deconvolve contaminated blurred image g(x) using a 
simple binary image f (x) featuring "cross" and a Gaussian psf h(x). They also report 
that their algorithm was more tolerant of contamination and performed more stably 
compared with the Davey Algorithm ( cf. §3.2.3). However it is clear that the latter was 
applied without a support constraint which is clearly detrimental to its performance 
(cf. §4.1.2). 
3.4.4 Maximum entropy method 
Unlike the minimization methods introduced 111 the previous sections, the maximum 
entropy method belongs to the category of regularization. The regularization method 
approaches the image restoration problem in the manner that any image estimate which 
is consistent with the given me;umremfrnt. is accepted as a feasible image. The restoration 
is then selected from the set of feasible image estimates according to some criterion 
specified by the regularization function. 
Burch et al (1983) proposed a measure to determine the feasible images by setting 
the discrepancy between the given measured data g(x) and the image estimate !J(x) as 
the chi-squared statistic x2 [.ii(x )], 
, 2 [_( )]-1 (!J(x)-g(x)) 2 dxd 
X g X - ( )2 x, 
X a X 
(3.34) 
where a(x) is the standard deviation of the contamination. Burch et al. (1983) defined 
the set of feasible images !J(x) also satisfying 
(3.35) 
where N 2 is the tota.1 number of pixels of the image g(x) . 
The manner to determine the restoration is to optimize the regularization function 
associated with the set of feasible images. A common regularization function is entropy 
and the associate algorithm, the maximum entropy method. The entropy of g(x ), 
denoted by S[g(x )], may be computed as 
S[g(x )] = 1 g(x) logg(x) dx, 
e.g. by Hildebrandt (1987), or as 
S[g(x)] = -1 logg(x) dx, 
as used by Ables (1974). 
(3.36) 
(3.37) 
The application of the maximum entropy method to the blind deconvolution prob-
lem has been outlined by Gull and Skilling (1984). They recover the estimates of the 
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image f (x) and psf h(x) by maximizing a joint entropy of J(x) and h(x) subject to the 
constraint that the convolution estimate agrees with the given measurement determined 
by the chi-squared statistic in (3.34). The joint entropy is defined by 
s[](x), h(x )] = 0S[f (x )] + (1 - 0)S[h(x )], o ::; 0 ::; 1, (3.38) 
where S[l(x )] and S'[/i(x )] represent the entropy of f (x) and h(x ), separately, and 
are as defined in (3.36). 0, a constant located between O and 1, determines the relative 
contribution of psf and the image entropies. If 0 is close to one, the image entropy will 
dominate and little smoothing of psf will occur, and vice versa when 0 is close to zero. 
Gull and Skilling (1984) demonstrated the effectiveness of their algorithm to blindly 
deconvolve a binary image blurred by a L-shaped psf. 
Hildebrandt (1987) and Newman and Hildebrandt (1987) discussed the problems 
associated with the Gull and Skilling algorithm, and modified the algorithm to achieve 
the better performance of the algorithm. 

Chapter 4 
FURTHER INVESTIGATION OF THE DAVEY ALGORITHM 
The emphasis of this chapter is on further investigation of several aspects of the Davey 
Algorithm (§3.2.3). The review of blind deconvolution methods in chapter 3 has shown 
that the Davey Algorithm is superior to many of the other methods. It has advantages 
in being both computationally inexpensive to perform and capable of deconvolving sub-
stantially contaminated images. However, successful performance of this algorithm relies 
on suitable choices of values of certain initial parameters. These values are typically de-
termined by trial-and-error, which is a tedious process and limits the routine application 
of the algorithm. Investigation and analysis regarding the effect of these parameters on 
the convergence of the algorithm are therefore the subject of §4.1. 
The Wiener-like filter in (3.19) is a key part of the Fourier space constraint ( cl (3.20)) 
of the Davey Algorithm. The correctness of the form of this filter, however, has been 
cha.llenged by Seldin and Fienup (1990). Since the filter has similar form to the stan-
dard Wiener filter ( cf. (3.9)) it has been assumed to have identical properties to the 
latter. Such expectation is in conflict with some observations of the behaviour of the 
algorithm (Davey, 1989, §7.4.3) and therefore restricts further improvement. Extensive 
study of the Fourier space filter is presented in §4.2. The work presented in §4.1 and§4.2 
provides both experimental and analytical results which lead to the extension to the 
Davey Algorithm described in chapter 5. 
Thorough evaluation of the performance of the algorithm is by no means a trivial 
task. To this point evaluation of the Davey Algorithm's performance has been based on 
the true error Er[fi] described in (3.21), which correlates reasonably well with human 
visual perception in most cases (as shown in the examples presented in §4.1). Er[!;] is 
certainly useful as a preliminary assessment of the performance of the algorithm. How-
ever, it is not applicable when the algorithm is used to deconvolve real-world images, 
where f (x) is not available. To apply the algorithm routinely in any practical situation, 
and/or to incorporate any error-based automatic strategy into the algorithm, it is im-
portant to seek some objective error measurement to monitor the performance of the 
algorithm. Section 4.3 is devoted to investigating that how well some objective error 
measures correlate with the true error or the visual quality of the restorations when 
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the algorithm is applied on different situations. As a consequence, a new scheme using 
minimum of an objective error measure to indicate the best estimates of the supports 
of J(x) and h(x), which is one of the two key parameters of the algorithm, is proposed. 
For brevity the term "algorithm" will refer to the Davey Algorithm throughout the 
rest of this chapter, except where otherwise specifically stated. 
To avoid readers needing to constantly refer back to chapter 3, the iterative loop and 
the principal equations relating to the algorithm are repeated here. The iterative process 
loop of the Davey Algorithm, which is similar to Figure 3.1, is shown in Figure 4.1. 
form new estimate H· i 
of Hby l--Vpi G 
A 
Fi 
• 
FFT IFFT 
fi 
• 
h· i 
.fo image space image space 
constraints constraints 
j~ 
.fi hi 
IFFT FFT 
form new estimate Hi 
F- of Fby HlH; G -i 
Figure 4.1 The iterative loop depicting the Davey Algorithm. 
Equations (3.17) to (3.20) describe the Wiener-like filters and the Fourier space 
constraints for generating new estimates of F(u) and H(u) are repeated here, 
W·( )- Ft(u) 
F; u - IFi(u)l2 +,8/ IFi(u)ln' (4.1) 
Hi(u) = Wfr/u)G(u), (4.2) 
w ( ) iI;(u) 
H; u = 1Jt(u)l2 + ,8/ IHi(u)ln' (4.3) 
and 
(4.4) 
where ,8 is the filter constant and n is the exponent which is chosen as two by Davey et 
al (1989). 
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4.1 FACTORS WHICH INFLUENCE THE CONVERGENCE OF 
THE ALGORITHM 
There are many factors which influence the convergence of the algorithm, such as the 
filter constant (3, the initial support estimates of the true image f (x) and psf h(x) , the 
starting estimate of f (x) , the contamination level of the measurement and the sizes 
of f (x) and h(x). However, for a given measurement, successful performance of the 
algorithm is mainly affected by the choices of first two parameters: the value of f3 and 
the sizes of the support estimates. These effects are investigated and discussed in §4.1.1 
and §4.1.2. 
4.1.1 Effect of the filter constant f3 on convergence 
The filter constant (3, together with its denominator in the Wiener-like filter in (4.3), 
adds an extra item /3/I.Hi(u)Jn+l to the ideal deconvolution operator, the inverse filter 
(3.2). This extra item is designed to enable the filter to cope with the contamination 
c(x) presented in the blurred image g(x) and the bias which is necessarily introduced 
by the Wiener filter (Davey, 1989, §7.4.1.2). In real-world applications c(x) is unknown 
a priori, consequently f3 is selected through trial-and-error. Experiments show that 
the choice of the value of (3 significantly affects the convergence of the algorithm. An 
unsuitable value of /3 may lead to a spurious estimate off (x). 
To investigate the effect of /3 on the convergence of the algorithm, the algorithm 
was applied to a blurred image g(x) (shown in Figure 4.2(c)) which was formed by 
the convolution of a. bilevel 32 x 32-pixel image f(x) (Figure 4.2(a)) and a. disc psf 
h(x) (Figure 4.2(b)). g(x) was contaminated with Gaussian noise to SNR of 30dB. 
f(x) was real and positive and h(x) had uniform value within a. circular region 7 pixels 
in diameter. This disc psf is an idea.I model of photographic out-of-focus blur. Both 
J(x) and h(x) were zero packed to extent 64 x 64 pixels, i.e. J(x) and h(x) were centered 
in a. larger arrays of 64 X 64 pixels which had zero values for a.II other pixels. The pur-
pose of zero pa.eking J(x) and h(x) is to4ensure that all the information within g(x) is 
preserved. The initial estimate of f(x) (shown in Figure 4.2(d)), denoted Jo(x), was 
formed by pseudo-random numbers uniformly distributed between O and 1 within the 
support estimate of f (x) , which is called the pseudo-random image henceforth. The 
supports of f (x) and h(x) are assumed to be known precisely. The algorithm was re-
peatedly operated, ea.eh time using one value of /3 ranging from 5 x 10-6 to 5 x 10-10 and 
running for a maximum of 100 iterations. The iteration was stopped when the minimum 
true error of the image occurred. Restorations of f(x) and h(x), i.e. fi(x) and hi(x), 
were recorded before the image space constraints were applied at this iteration. These 
are presented in Figure 4.3. 
True error curves, Er[fi] , correspond to the restored image in Figure 4.3 are shown 
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(a) (b) 
(c) (d) 
Figure 4.2 (a) Real positive true image f(x ); (b) the psf h(x ); (c) blUITed image g(x) = 
f(x)0h(x)+c(x) with SNR = 30dB; and (d) starting image estimate fo(x). The central 48x 48 
pixels out of total size of 64 X 64 pixels are displayed. 
in Figure 4.4. The effect of (3 on the convergence of the algorithm is clearly demon-
strated. Note that a good choice of (3 (i.e. 5 x 10-8 in this example) produces very fast 
convergence. 
The results presented in Figure 4.3 show that the performance of the algorithm is 
significantly affected by the value of (3. When (3 was too small (i.e. (3 = 5 x 10-10), the 
restorations fi(x) and hi(x), as displayed in Figures 4.3(e) and 4.3(j), were swamped by 
the contamination; these restorations, especially fi(x), have little resemblance to their 
corresponding true images. In Figure 4.3(j), the estimate of h(x) shows no evidence 
of a useful recovery of h(x). This failure of the algorithm was due to inappropriate 
choices of the value of (3 and different rates of recovery of the two estimates. When 
the true error of fi(x) reached its minimum first, after several iterations, hi(x) was not 
even slightly recovered. Note when hi(x) was used to generate fi(x), only the part of 
hi(x) within the psf support was used. Therefore, the influence of the poor estimate of 
hi(x) on fi(x) in this case was not marked. 
When (3 was large (i.e. (3 = 5 X 10-6), the restorations fi(x) and hi(x) were much 
less degraded by high frequency contamination. However, they were still quite blurred 
4.1 FACTORS WHICH INFLUENCE THE CONVERGENCE OF THE ALGORITHM 
(a) (b) (c) 
( d) (e) 
(f) (g) (h) 
(i) (j) 
Figure 4.3 Demonstration of the effect of /3 on the performance of the algorithm, corresponding 
to the images shown in Figure 4.2. (a)-(e) restorations of f(x) obtained using /3 = 5 x 10-6 , 5 x 
10-7 , 5 X 10-8 , 5 x 10-9 and 5 x 10-10 , respectively; (f)-(j) restorations of h(x) corresponding to 
(a)-(e). 
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Figure 4.4 True error of f;(x) versus iterations, obtained when applying the Davey Algorithm 
to g(x)in Figure 4.2(c) using different values of (3: curves A- E corresponding to restorations in 
Figure 4.3 with (3 = 5 x 10-6 , 5 x 10-7 , 5 x 10-8 , 5 X 10-9 and 5 x 10-10 respectively. 
as illustrated in Figures 4.3(a) and 4.3(f). This blurredness suggests that significant 
information in the high spatial frequency range was lost. Consequently, there is no 
obvious evidence of successful de blurring having occurred for .fi(x) and hi (x) . For an 
appropriate choice of /3, a good balance is achieved between deblurring and contami-
nation amplification in .fi(x). The restorations presented in Figures 4.3(c) and 4.3(h) 
display the details off (x) and h(x) and demonstrate successful blind deconvolution. 
The true errors Er[.f;] in Figure 4.4 show that Er[.f;] is lowest when /3 is most suitably 
chosen. When /3 is either too small or too large, the related Er[.f;] increases. 
An explanation for the appreciable effect of the filter constant /3 on the convergence 
of the algorithm, or equivalently the quality of the restoration, is advanced in §4.2.2. 
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4.1.2 Effect of support on convergence 
The essential difference between the algorithm investigated here and that of Ayers and 
Dainty (§3.2.2) is that the former applies a support constraint in image space and the 
latter does not. The support constraint is applied by windowing an image, say q(x) , 
by a mask Mq (x). Mq (x) is set to unity for the pixels within the support of q(x) , 
denoted S[q(x )], and is set to zero otherwise. Since the supports for both the true 
image f (x) and psf h(x) are in most practical cases unknown ( or at least imperfectly 
known) a priori and must be estimated from the given blurred image, Mq (x) is set 
according to the estimate of the support S[q(x )] and simply called support estimate 
in the rest of this thesis. Due to the fact that restorations using the image box(§2.2) 
as the support estimate (see Figures 4.5(b) and 4.5(e) in the following example) are 
comparable in quality with that using the exact support (see Figures 4.3(c) and 4.3(h)), 
the best support estimate Mq(x) is therefore assumed to be the image box Bq(x) and 
consequently l\ilq (x) is chosen to be rectangular shape hereafter. 
To investigate the effect of support on the convergence, the algorithm was, respec-
tively, applied to two blurred images, both of which were real and positive. The first 
blurred image was the same as that shown in Figure 4.2(c), where g(x) was contaminated 
to a level of SNR = 30dB. The second blurred image was generated by convolving a 
bilevel image f(x) featuring a 'J' shape (shown in Figure 4.6(a)) with the psf h(x) (shown 
in Figure 4.6(b)). g(x) was contaminated to a level of SNR = 20dB as shown in Fig-
ure 4.6(c). The image f(x) was of extent 16 pixels in each coordinate direction. The 
psf had a circular support of diameter 7 pixels. f (x) and h(x) were each embedded in a 
32 x 32-pixel array. 
The support estimate of g(x), l\llg(x), is determined by equating it to the image box 
of g(x), B9 (x) , which can be obtained by thresholding g(x) appropriately (Davey, 1989, 
§7.4.1.1). Once either the support estimate of the image M1(x) or the support estimate 
of psf l\lh(x) is estimated, the other can be determined by knowledge of Jvl9 (x) and 
invocation of the convolution theorem. In the examples presented here, three cases of 
different combinations of the sizes of l\11(x) and l\1h(x) were considered. 
case a) The extent of M1(x) in each coordinate direction is larger than the correspond-
ing extent of B1(x) and the extent of l\lh(x) is smaller than that of Bh(x). In 
other words, Jvl1(x) is overestimated and l\lh(x) is underestimated; 
case b) l\ll1(x) = B1(x) and Mh(x) = Bh(x); 
case c) M1(x) is underestimated and ivl1i(x) is overestimated, i.e. M1(x) < B1(x) and 
l\lh(x) > Bh(x). 
In both examples, the algorithm started with pseudo-random image }0 (x) (shown in 
Figures 4.2(d) and 4.6(d)) and was applied repeatedly with different sizes of the support 
42 CHAPTER 4 FURTHER INVESTIGATION OF THE DAVEY ALGORITHM 
(a) (b) (c) 
(d) (e) (f) 
Figure 4.5 Demonstration of the effect of support on the convergence of the algorithm, /3 = 
5 x 10-3 , restorations off (x) and h(x) , corresponding to Figures 4.2(a) and 4.2(b ), obtained using 
different sizes of support estimates: (a) and (d) case a), M1(x) = 36 x 36 pixels, i\ih(x) = 3 x 3 
pixels; (b) and (e) case b), M1(x) = 32 X 32 pixels, lVh(x) = 7 X 7 pixels; (c) and (f) case c), 
M1(x) = 28 x 28 pixels, Mh(x) = 11 x 11 pixels. 
estimates described in cases a) to c). An appropriate value of /3 = 5 x 10-3 was used 
for a.ll cases. The resultant restorations off (x) and h(x) a.re shown in Figure 4.5 for the 
first example and in Figure 4.6 for the second. 
The true error curves Er[fi] for the "blocks" example, corresponding to Figures 4.5( a), 
4.5(b) and 4.5(c), are plotted in Figure 4.7. Figure 4.7 demonstrates tha.t the perfor-
mance of the algorithm is influenced by the initial support estimates, J..![1(x) and iWh(x), 
throughout the entire iterative process. Clearly, the best looking result (Figure 4.5(b)) 
coincides with the lowest error. 
Experiments show when iWJ (x) > BJ (x) a.nd j_l,![h (x) < Bh (x) (see case a)), the 
restorations fi(x) (see Figures 4.5(a), 4.6(e) and 4.6(f)) still appea.r blurred, while 
hi(x) (Figures 4.5(d) and 4.6(i)) appear severely truncated. The degree of the blur-
ring on f;(x) varies with the severity of the overestimation of M1(x). When iW1(x) = 
B1(x) and Mh(x) = Bh(x) (case b)), the restorations fi(x) and h;(x), illustrated in Fig-
ures 4.5(6) and 4.5 ( e), and Figures 4.6 (g) and 4.6 (k), show a good measure of agreement 
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(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) (k) (I) 
Figure 4.6 Second example of the effect of support on the convergence of the algorithm, f3 = 
10-6 : (a) f(x); (b) h(x); (c) g(x) = f(x) 0 h(x) + c(x) with SNR = 20dB; (d) fo(x). Restorations 
of f(x) and h(x) obtained using following sizes of support estimates: (e) and (i) case a) M1(x) = 
20 X 20 pixels, Mh(x) = 3 x 3 pixels; (f) and (j) case a) M1(x) = 18 X 18 pixels, Mh(x) = 5 x 5 
pixels; (g) and (k) case b) M1(x) = 16 x 16 pixels, Mh(x) = 7 x 7 pixels; (h) and (1) case c) 
M1(x) = 14 x 14 pixels, l\th(x) = 9 x 9 pixels. 
with their true images and psfs. By comparison, when lvl1(x) < B1(x) and J\lh(x) > 
Bh(x) (see case c)), the restorations are less sensitive to the inaccuracies of the sup-
port estimates M1 (x) and lvh (x) . This is demonstrated by the results presented in 
Figure 4.5. The restorations fi(x) (Figure 4.5(c)) and hi(x) (Figure 4.5(f)) reveal con-
siderable detail. However when the relative extent of BJ (x) at each direction compared 
with Bh(x) is small, the effect of the underestimated M1(x) and overestimated Mh(x) on 
the restorations is more severe. Considerable contamination occurs in the restorations 
as shown in Figures 4.6(h) and 4.6(1) although there is sign of deblurring in fi(x) and 
hi(x). The effect of the relative extent of B1(x) and Bh(x) in case c) on the perfor-
mance of the algorithm is further discussed in the latter part of the section. Clearly, 
a poor choice for the support estimates has a significant effect on the quality of the 
restoration. 
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Figure 4.7 The true errors ET[f;]obtained when the algorithm was applied on Figure 4.2(c) 
using different support estimates, dashed curve: case a), 1W1(x) = 36 x 36 pixels, !vh(x) = 3 x 3 
pixels; dotted curve: case b), M1(x) = 32 x 32 pixels, !vh(x) = 7 x 7 pixels and continuous curve: 
case c), corresponds to 1\11(x) = 28 x 28 pixels, J\lh (x) = 11 X 11 pixels. These error curves 
correspond to restorations shown in Figure 4.5. 
The reason for the effect of the support size on the convergence of the algorithm is 
now discussed. Applying a. support constraint to an estimate is equivalent to multiplying 
the estimate by a. window function. In Fourier space, this is equivalent to convolving 
the Fourier transforms of the image estimate and the window function. For case a), 
where JVI1(x) > B1(x) and Nh(x) < Bh(x), after applying support constraint with un-
derestimated Mh(x), the estimate hi(x) is truncated. Since h(x) has either uniform or 
pseudo-random values distributed over a circular region in the examples of Figures 4.5 
and 4.6, the truncation of h;(x) here is equivalent to spatial compression of h;(x) in each 
direction, which corresponds to expansion of Hi(u) in the spatial frequency space. Local 
minima. of I Hi ( u) I are more widely spaced and, for a considerable range of higher fre-
quencies, IH;(u)I is affected and has larger values than the estimate of IH(u)I obtained 
from the correct estimate kh(x). When H.;(u) is used to generate a. new estimate F.;(u), 
the larger values of IJt(u)I attenuate IF;(u)I at the related frequencies and result in the 
loss of certain details of the image. The restoration Ji (x) is therefore still a blurred 
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version of its true version as shown in Figures 4.5(a), 4.6(e) and 4.6(f). 
There is a second consideration. In the majority of image blurring situations, the 
size of the image is considerably larger than that of the psf. That is BJ (x) > Bh (x) . 
Assuming B9 (x) can be correctly estimated from g(x) , the number of pixels overesti-
mated for the extent of M1 (x) in one direction equals that underestimated for Nh(x) at 
the same direction, and vice versa. When Bf (x) > Bh (x) , the relative errors of the 
support estimates A11(x), denoted E[j\1j], is smaller than E[Mh] whenever the support 
estimates are in error. E[ N[ J] and E[ Mh] are defined by 
E(M] = area[M1] - area[B1] I 
1 area[B1] (4.5) 
and 
(4.6) 
where area(M1) and area(B1) represent the non-zero areas of M1(x)and B1(x) 
respectively. For the example of Figures 4.5 and 4.5( d), Bf (x) (32 X 32 pixels) is greater 
than Bh (x) (7 x 7 pixels) and E[M1] (27%) is smaller than E[j\l{h] (82%). However, in 
this case, the support estimate with smaller error, NI1(x), does not give much more 
influence to the recovering process than Nh(x) does. Large a.mount of information of 
h(x) could possibly be retrieved from fi(x) and g(x). However, when the estimate of 
h(x), hi(x), is alternatively used to produce fi(x) at each iteration, hi(x) has been trun-
cated by the underestimated Nh (x) due to the application of the support constraint. A 
substantial a.mount of the useful information in h(x) is thus discarded. The consequent 
new estimate of f(x) is considerably affected by the larger error of j\;h(x). Such influ-
ence carries on and impacts the performance of the algorithm. Note the failure of the 
algorithm on recovering h(x) shown in Figure 4.5(d) is due to wrong estimation of the 
supports and much later occurrence of the minimum true error for h(x) compared with 
that for f (x) . The restored psf could be much better if it is recorded at the iteration 
where Er[hi] is minimum. 
Case b) When M1(x)= B1(x)and lvh(x)= Bh(x), the support constraint con-
sistently supplies correct information about the size and the location that f (x) and 
h(x) occupy in their respective estimates at each iteration. Consequently, the support 
constraint assists the deconvolution process to converge towards the solution. 
Case c) When NI1(x) < B1(x) and Mh(x) > Bh(x), the underestimated 1'11(x) 
truncates i(x). However, overestimating j\l{h(x) does not necessarily cause the ac-
tual extents of the estimate hi(x) to be as large as that of 1Vh(x) and larger error of 
Nh(x) does not necessarily have more influence to the performance of the algorithm 
than the smaller error of NI1(x) does. Consider the example presented in Figures 4.5(c) 
and 4.5(f), at the early iterations of the process, the basic structure of hi(x) has not 
formed yet, hi (x) still appears as a random-like estimate. At this stage enforcing a 
support constraint using overestimated Mh(x) enlarges the extents of hi(x) the same 
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as that of lvh(x) (here E[lvh] = 147%). In spatial frequency space, that corresponds 
to a contraction of ft(u). Local minima of I.Hi(u)I are more narrowly spaced and for 
a substantial range of higher frequencies, j.Hi(u)I has much smaller values than those 
which would result from the correct estimate 11'',h (x) . The values of the consequent 
new estimate IFi(u)I at the related frequencies, which often appears as contamination 
in IFi(u)I, are therefore overemphasized and more severe contamination in Fi(u) is pro-
duced. This is only the influence of the overestimated lvh(x) on the estimates in the 
early iterations. Consider on the other hand the effect of the underestimated J..11 (x) on 
the performance of the algorithm. Since the error of l111(x) is only 23%, the remaining 
77% information of the support of f (x) as well as other useful constraints can still be 
used to retrieve considerable a.mount of information of h(x) . As iterations proceed, the 
restoration h;(x) is gradually recovered as shown in Figure 4.5(f). hi(x) is of similar ex-
tent in each coordinate direction to that of S1i (x) rather than 1111i (x) . At this stage, the 
effect of overestimated lVh(x) in support constraint is to maintain values of two parts 
of hi(x) positioned within M1i(x) and prod11ce h,i(x): one is the key part of h;(x) within 
S1i(x) and the other is the noisy background of hi(x) located between S1i(x) and lVh (x). 
In Fourier space, the spectral estimate .H;(u) is formed by addition of two partiaJ spectra 
of hi (x) : one corresponds to the former part of h; (x) and contains most of the useful in-
formation of ft(u); the other relates to the latter part of h;(x) and involves most of the 
noisy part of .Hi(u) due to the noisy background of li;(x) windowed by the overestimated 
1vl}i(x). Since the values of the noisy background are significantly smaller than that of 
the main features, the magnitudes of its spectrum are significantly smaller too. This 
pa.rt of spectrum serves as contamination and is insignificant. vVhen the restored hi (x) is 
alternatively involved to deconvolve fi(x), f;(x) is consequently improved. There is no 
obvious sign of truncation in Ji (x) , some information off (x) beyond the underestimated 
M1(x) is also retrieved as shown in Figure 4.5(c). The performance of the algorithm is 
therefore significantly affected by the smaller error of 1111 (x) in case c). 
It is noted that when M1(x)< B1(x)a.nd l111i(x)> B1i(x), the relative size of 
B 1 (x) compared with B1i (x) has significant effect on the restorations. This is due to 
the fact that for a. fixed size of B1i(x), if its estimate kh(x) is underestimated by 
the same number of pixels as 1111 (x) is overestimated, the smaller the relative size 
of B1(x) compared to B1i(x), the larger the error of M1(x), and consequently the 
worse the restorations. In the example presented in Figure 4.,5, the relative size of 
B 1(x) compared with B1i (x) is 32x32/7x7. The image and psf are of more comparable 
size in the example shown in Figure 4.6 where the ratio of extents is 16x16/7x7. The 
latter ratio of extents is 4 times smaller than the former. Consequently, compared with 
each pair of restorations obtained from applying correct support estimates, 1111 (x) and 
JVh(x), the restorations corresponding to the latter example (see Figures 4.6(h) and 
4.6(1), and 4.6(g) and 4.6(k)) a.re more severely degraded by underestimating l111(x) and 
overestimating 111l}i(x) than those of the former example (see Figures 4.5(c) and 4.5(f), 
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and 4.5(b) and 4.5(e)). 
The investigation presented in this section confirms the importance of correct sup-
port estimation in achieving good results with the Davey Algorithm. In §4.3 different 
error measures are investigated in order to assist in the determination of the "best" 
support estimate. 
4.2 THE FOURIER SPACE FILTER/CONSTRAINT 
Having a similar form to the Wiener filter in (3.9), the Wiener-like filter in ( 4.3) is often 
expected to possess analogous features to the former. However, some observations of 
the behaviour of the algorithm suggest otherwise. Davey (1989, §7.4.3) reports that 
for a given value of the filter constant (3, the tendency of the algorithm is to start 
with fast convergence. The subsequent iterations exhibit much slower convergence, and 
often the algorithm may eventually diverge. Such behaviour of the algorithm is also 
shown in Figure 4.4. This observation suggests that the value of f3 needs to be varied 
with iterations in order to achieve better performance of the algorithm, especially in 
situations where the value of f3 is selected too large. However, if the filter constant f3 is 
only related to the noise-to-signal ratio JC(u)/F(u)l2 (the basis of the Wiener filter), 
which does not change as iterations proceed, what is the justification to vary f3 during 
the iterations? To verify whether the Wiener-like filter belongs to the same family as 
the Wiener, derivation of the least squares filter for blind deconvolution is presented in 
§4.2.1. The roles of the "\Viener-like filter and its constant f3 are consequently discussed 
in §4.2.2. 
Another point of discussion in the Wiener-like filter is the choice for n in ( 4.3). The 
effect of n is discussed in §4.2.3. 
Seldin and Fienup (1990) comment that a different form of the filter should be used 
as the Davey's Wiener-like filter (see the comments immediately following Reference 
6 of Seldin and Fienup (1990)). Results of performing the Davey algorithm presented 
in §4.1 indicate that the form of this filter published (Davey et al., 1989) was correct, 
however. Seldin and Fienup's argument is discussed in §4.2.4, wherein the differences 
of the Davey's "\Viener-like filter and the suggested filter are analyzed and comparative 
examples of using the two filters are presented. 
It should be noted that further discussion and extensive studies of the Davey Al-
gorithm in the rest of the section are only focused on the second half of the iterative 
loop in Figure 4.1, which generates new estimate fi(x) from hi(x) and g(x). A similar 
process is carried out at the first half of the loop where the roles of fi(x) and hi(x) are 
replaced by that of h;(x) and ]i(x). 
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4.2.1 The least squares filter for blind deconvolution 
The relationship of the least squares filters for standard deconvolution (1.e the standard 
Wiener filter in (3.6)) and for blind deconvolution is investigated in this section. To find 
out the form of this filter for blind deconvolution, the following derivation is deduced. 
This derivation is based on the treatment for standard deconvolution given by Rosenfeld 
and Kak (1982, §7.3) and is for real and two-dimensional images. 
Considering blind deconvolution based on an iterative technique, since both image 
f (x) and psf h(x) are unknown a priori, the process usually starts with a very poor esti-
mate of J(x) or h(x) , for example, a pseudo-random image. The estimates off (x) a.nd 
h(x) are recovered from iteration-to-iteration until the "best" estimates are obtained. 
To derive a least squares filter in such a circumstance, the ima,ge estimate at ea.eh itera-
tion, f;(x), is generated to minimize (in a statistical sense) the mean-square error with 
respect to the true image J(x) . 
Since the minimization process involved is established in a. statistical sense, the 
following derivation is approached in a statistical manner. Each pixel of a N x N image 
is considered to be a.n independent random variable. The N 2 independent random 
variables form a random field a.nd are used to represent an image (Rosenfeld a.nd Kak 
1982, §2.4). 
Let the blurred image, the true image and the contamination belong to the random 
fields g(x), f(x) and c(x) respectively. The above mentioned mean-squared error can 
be expressed by 
e}; = l'[(J(x) - f;(x)) 2], (4.7) 
where£ represents expected (average) value. Equation (4.7) is subject to the constraint 
that the estimate f;(x) be a linear function of the gray levels in the given blurred image 
g(x)' 
f;(x) = j l.;(x, x')g(x')dx', (4.8) 
where l;(x, x') is a linear function of g(x) at the pixel x' and is to be determined under 
the condition that equation (4.7) is minimized. g(x) can be described by 
g(x) = j h(x - x')J(x')dx1 + c(x) (4.9) 
according to the degradation model in (1.5) and the property of random fields (see 
Rosenfeld a.nd Kak, 1982, §2.4.5). Alternatively, g(x) can be depicted by the estimates 
off (x) and h(x) at i th iteration according to the iterative loop of the Davey Algorithm 
in Figure 4.1. 
g(x) = j h; (x - x') f; (x')dx' + l\(x), (4.10) 
or 
g(x) = j h;(x - x')];(x')dx' + c;(x) (4.11) 
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where ]i(x) is the input estimate of J(x) at -i th iteration, fi(x) and hi(x) are the new 
estimates of J(x) and h(x) separately at the iteration, 1\(x) and Ci(x) are the respective 
residuals. 
If the random fields are homogeneous, /i(x, x') should only depend on (x - x') 
(Rosenfeld and Kak, 1982, §7.3), therefore equation (4.8) can be written as 
fi(x) = j li(x - x')g(x')dx'. 
It can be shown that if a function li(x - x ') satisfies 
E[(J(x) - j li(x - x')g(x')dx')g(x)] = 0 
(4.12) 
( 4.13) 
for all pixels x' and x in a two-dimensional space, e}; will be minimized (see Rosenfeld 
and Kak, 1982, §7.3). 
It is convenient to define the autocorrelation and cross-correlation of the random 
field here. The autocorrelation of a random field p(x) is defined by 
rpp(x, x ') = £[.p(x)p(x')]. 
The cross-correlation of two random fields p(x) and q(x) is defined by 
rpq(x, x') = £[.p(x)q(x')]. 
(4.14) 
(4.15) 
If the random fields involved are homogeneous, that is the expected value of the random 
field is independent of position x, equations (4.14) and (4.15) become 
r'pp(x, x ') = rpp(x - x ') 
and 
rpq(x, x 1) = rpq(x - x '). 
(see Rosenfeld and Kak, 1982, §2.4.3). 
Equation (4.13) can be rewritten as 
j li(x - x')l'[g(x')g(x)]dx' = l'[J(x)g(x), 
and substituting from equations (4.16) and (4.17), 
J li(X- x')rgg(x' - x.)dx' = r'Jg(x- x). 
Letting x 1 - x = t and x - x = r gives 
j li(r - t )1·99 (t )dt = r19 (r ). 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
( 4.20) 
Taking the Fourier transform of both sides of ( 4.20) and invoking the convolution the-
orem, it follows that 
(4.21) 
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where Li(u) is the least squares filter at ith iteration. Rgg(u) is the autospectrum of 
the blurred image g(x), and Rjg(u) is the cross-spectrum of the true image and the 
blurred images. 
To derive Rjg(u ), the cross-correlation of f(x) and g(x) is firstly formed from equa-
tions (4.11) and (4.15), 
r1g(x,x) £[f(x)g(x)] 
j hi(x - x ')£[f(x )]i(x ')]clx' + £[f(x )ci(x )]. (4.22) 
Making use of the homogeneity of the random fields in (4.17), equation ( 4.22) can be 
described as 
r1g(x - x) = j hi(X - x')r11/x - x')dx' + l'Jc;(x - x). ( 4.23) 
By using substitutions similar to those employed in deriving (4.20) from (4.19), (4.23) 
can be written as 
(4.24) 
or 
(4.25) 
The cross-spectrum of f (x) and g(x) are obtained by equating Fourier transforms of 
both sides of (4.25), i.e. 
( 4.26) 
To derive Rgg(u), the other quantity appearing in (4.21), equation (4.11) can be 
rewritten 
g(x) = j ]i(x - x')hi(x')clx' + ci(x). (4.27) 
Replacing x by x +a, ( 4.27) becomes 
g(x+a) = j ]i(x+a -x')hi(x')clx'+ci(x+a). (4.28) 
The autocorrelation of g(x) can be obtained by multiplying both sides of (4.28) by g(a ), 
taking the expectation and interchanging the order of integration and expectation, that 
lS 
rgg(x) = fr};g(x -x')hi(x')clx'+rc;g(x). (4.29) 
Symbolically, equation (4.29) can be expressed as 
(4.30) 
where rc;g (x) can be formed by replacing x in ( 4.27) by a, multiplying both sides of 
(4.27) by ci(x +a) and taking the expectation. That is 
(4.31) 
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which can be written as 
l'c;g(x) = rc;J/x) 0 hi(-x) + l'c;c;(x). ( 4.32) 
Replacing x in (4.27) by a, multiplying both sides of this equation by fi(x +a) 
and taking the expectation, r };g(x) is obtained as 
r · (x ) = j r · · (x + x ') h- (x ') dx 1 + r · (x ) f;g f;f; i f;c; ' ( 4.33) 
that is 
r · (x ) = r · · (x) 0 h · (-x ) + r · (x). f;g f;f; 1 f;c; ( 4.34) 
The autospectrum of g(x) can be calculated by substituting ( 4.32) and ( 4.34) in ( 4.30) 
and using the Fourier transform, i.e. 
Finally, substituting ( 4.26) and ( 4.35) in ( 4.21), the least squares filter at -i th iteration 
is obtained as 
fr/(u)RJ];(u) + RJc;(u) 
Li(u)= . . .* , (4.36) 
R }; }; ( U ) I Hi ( U ) 12 + R }; c; ( U) Hi ( U ) + R c; }; ( U ) Hi ( U ) + Re; c; ( U ) 
where Rc;c; (u) and Rj;]; (u) are the autospectra of the residual q(x) and the image 
estimate Ji (x) at -i th iteration respectively. R };c; ( u) and Re;}; ( u) are the cross-spectra 
of ]i(x) and c;(x) and vice versa. 
The least squares filter for blind deconvolution in ( 4.36) appears to be much more 
complicated than its form in standard deconvolution in (3.6). The main reason is that 
the ·wiener filter in standard deconvolution is simplified by the assumption that the true 
image f(x) and the contamination c(x) are uncorrelated and either f (x) or c(x) has zero 
mean (Rosenfeld and Kak, 1982, p284), that is 
r1c(x) = E[f (x )c(x )] = E[f(x )]E[c(x )] = 0, (4.37) 
and so 
RJc(u) = 0. (4.38) 
However in blind deconvolution process, the cross-spectra RJc; ( u), R };c; ( u) and Re;}; ( u) 
in ( 4.36), which are the Fourier transforms of r Jc; (x), r 1· c (x) and rc·f· (x), respectively, l l I I 
cannot be ignored even when l'Jc(x) is equal to zero. This may be proven by the fol-
lowing description. 
l'Jc;(x) E[.f (x + a )c;(a )] 
E[f (x + a )[g(a) - ]; (a) 0 h; (a)]} 
E[f(x + a)[j f(a - x')h(x')dx' + c(a)- j ];(a - x')h;(x')dx1] 
j rJJ(x + x ')h(x ')dx 1 + ·r1c(x) - j r 1 J/x + x ')h;(x ')dx' 
l'JJ(x) 0 h(-x) + 'l'Jc(x) - r 11/x) 0 h;(-x). (4.39) 
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Taking the Fourier transform of both sides of equation (4.39), then 
Rjc; (u) = Rjj(U )H*(u) + R1c(u) - R1 ];(u )H/ (u ). (4.40) 
Similarly, 
r· (x) = r· (x) 0 h(-x) + r· (x) - r· · (x) 0 h·(-x) f;c; f;f f;c J;J; 1 ' (4.41) 
and 
(4.42) 
Since the cross-spectrum of two random fields p(x) and q(x) satisfies (Bendat and 
Piersol, 1980, §3.2.1) 
( 4.43) 
and 
Rpq ( u ) = P ( - u ) Q ( u ) , ( 4.44) 
R c; ]; ( u ) can be expressed by 
R · (u) c;f; R · (-u) f;c; 
R 1 ]; ( u ) H ( u ) + R c]; ( u ) - R ]; ]; ( u ) Hi ( u ) . (4.45) 
Equations (4.40), (4.42) and (4.45) show that the sizes of each of Rjc;(u), R];c;(u) 
and Rc;]/u) are dependent on quantities which relate to the difference between the 
spectra.I estimates Fi(u) and Hi(u) and their true versions F(u) and H(u). For example 
in (4.42) the difference between the first and third terms becomes less as F'i(u) and 
Hi(u) converge towards their solutions. These terms cannot be neglected, however, 
especially near the beginning of the iterative process, because the initial estimates of 
the image and psf are poor and similarly their spectra are very different from the actual 
spectra of the true image and psf respectively. 
The sizes of Rjc;(u), R];c;(u) and Rc;];(u) are also related to the contamination 
involved in the blurred image due the presence of RJc(u ), RJ;ju) and Rc],(u) in (4.40), 
(4.42) and (4.45) respectively. If J(x) and c(x) are uncorrelated and either of them has 
zero mean, R1c(u) can be neglected as shown in (4.37) and (4.38). However, this does 
not guarantee R];ju) and Rc];(u) to be negligible in size. In fact /i(x) is dependent 
on c(x) which can be shown by equating the RHS of (4.9) and (4.11). Their dependence 
may be easier to see by their spectra. Taking the Fourier transform of the right sides of 
(4.9) and (4.11) and equating them, F'i(u) can be expressed by 
F'i(u) = F(t~ )H(u) + ~'(u) _ ~';(u), 
Hi(u) Hi(u) Hi(u) (4.46) 
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where it is assumed that only regions of Fourier space for which /.Hi(u)I f. 0 are being 
considered. According to (4.44) and (4.46), the cross-spectrum of ]i(x) and c(x) can be 
formed by 
Fi(-u)C(u) 
F(-u)H(-u)C(u) C(-u)C(u) Clj(-u)C(u) 
A + A. - A ) 
Hi ( - u ) Hi ( - u ) Hi ( - u ) 
( 4.47) 
where F(-u )C(u) in the first term is the cross-spectrum of f(x) and c(x) and is equal 
to zero according to ( 4.38). Replacing the numerators of the second and third terms of 
(4.47) by Rcc(u) and Rc;c(u) separately, (4.47) becomes 
( 4.48) 
Equation ( 4.48) reveals that R J) u) cannot be neglected since C\( u) is different from 
C(u) in general. Therefore ]i(x) and c(x) are correlated. 
The above discussion from ( 4.37) to ( 4.48) shows that the terms of cross-spectra 
RJc;(u), R];c;(u) and Rd/u) in the least squares filter (4.36) result from the con-
tamination in g(x) and the differences between the spectra, F(u) and F'i(u), H(u) and 
.Hi(u). They are not equal to zero, so their related terms in (4.36) cannot be ignored in 
general. Therefore the least squares filter in blind deconvolution given in ( 4.36) cannot 
be further simplified. It differs significantly from both the standard Wiener filter in 
(3.9) and the Wiener-like filter in (4.3). 
Note that the least squares filter in (4.36) is related to the Davey's Wiener-like filter 
in ( 4.3) for n = 0 in the following case. As the iterative process proceeds, the algorithm 
may converge to the solution step by step. The difference between a spectrum and its es-
timate, say F(u) and Fi(u) or H(u) and .Hi(u), is getting smaller. The sizes of RJc;(u ), 
R];c/u) and Rc;];(u) in (4.40), (4.42) and (4.45) are decreasing thereby. Rjc;(u), 
RJ;c/u) and Rc;J/u) will vanish when both spectral estimates F'i(u)and .Hi(u)have 
converged close to their solutions F(u) and H(u ). In other words, when both ]i(x) and 
hi(x) are faithful restorations of their true versions, and f(x) and c(x) satisfy (4.37), 
then R1cJu), R];c/u) and Rd/u) in (4.36) become small and negligible. Equation 
( 4.36) will reduce to a form of 
W·(u)= , H/(u) 
H; lHi(u )12 + <I>(u)' ( 4.49) 
where <I>(u) = Rc;c;(u)/R];];(u) = /Ci(u)l 2 /IFi(u)l 2 or <I>(u) = IC(u)l2/IF(u)l 2 ac-
cording to the condition which equation (4.49) is based on. If <I>(u) is approximated 
by a constant /3, equation ( 4.49) becomes the same as the Wiener-like filter in ( 4.3) for 
n = 0. Unfortunately, the process of the iterative blind deconvolution generally does 
not satisfy the condition to obtain ( 4.49) from ( 4.36). The concept of blind deconvolu-
tion is defined under the condition that neither h(x) nor f (x) is known a priori, and the 
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process of the iterative blind deconvolution usually starts with a random image, which 
is very much different from its true version. 
(a) (b) 
Figure 4.8 Demonstration of blind deconvolution using the least squares filter in ( 4.36), (a) and 
(b) restorations of f(x) and h(x). 
The effect of the least squares filter in ( 4.36) on blind deconvolution is now demon-
strated. An iterative algorithm is formed by replacing Davey's Wiener-like filter in (4.3) 
by the least squares filter in ( 4.36) wherein R 1]; is approximated by R ];];' A simi-
lar substitution of the filters is applied when the estimate of H(u) is to be generated. 
The rest of this iterative algorithm is the same as the Davey Algorithm described in 
Figure 4.1. This iterative algorithm was applied to the blurred image g(x) shown in 
Figure 4.2(c), where g(x) was contaminated with SNR of 30dB. The pseudo-random 
image shown in Figure 4.2(d) was used and the initial support estimates of Jvl1(x) = 
B1(x)and k!J,(x)= Bh(x)were selected. Restorations of .f(x)and h(x)are shown in 
Figures 4.8(a) and 4.8(b) which were obtained at the iteration where Er[.fi] was mini-
mum within maximum 100 iterations. 
Inspection of Figure 4.8 shows that successful blind deconvolution was achieved using 
the least squares filter derived in (4.36) . .f(x) can be seen in Figure 4.8(a) to have been 
well restored. An equivalent quality of recovery for h(x) did not occur, however, until 
some iterations latter. 
To summarize the section, the derivation of the least squares filter in the blind 
deconvolution reveals that since the condition for blind deconvolution is different from 
that for standard deconvolution, the forms of the least squares filter for the two cases 
appear to be quite different. The least squares filter for blind deconvolution involves the 
cross-spectrum of .f(x) and ci(x), as well as that of .fi(x) and ci(x), which have been 
shown to be correlated even when .f (x) and c(x) are uncorrelated; the related terms 
cannot therefore be neglected. When both estimates fi(x) and h,i(x) are recovered to 
be faithful restorations of their true versions, RJc;(u), R};c/u) and Rc;f;(u) vanish to 
zero. Only then does the least squares filter in (4.36) reduce to the standard Wiener 
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filter ( cf. (3.6)) and the Wiener-like filter in ( 4.3) for n = 0. The Wiener-like filter in 
( 4.3) is not a least squares filter in general. 
It should be noted that the derivation leading to ( 4.36) is carried out with respect 
to the image estimate Ji (x) . A similar derivation arrives at the least squares filter with 
respect to the psf estimate hi (x) . In that case the least squares filter is derived under 
the condition that it is the psf estimate at each iteration to be generated to minimize 
the mean-squared error of the true psf and the estimated psf. 
4.2.2 The role of Wiener-like filter 
Comparing the forms of the least squares filters for blind deconvolution in ( 4.36) and 
for standard deconvolution in (3.6) reveals two points: Firstly, the former filter, which 
contains the same optimal property as the standard Wiener filter, appears to have a. 
very different form to the latter. Secondly, the Wiener-like filter in ( 4.3) for n = 0, 
which maintains the simiiar form to the standard \Viener filter, is not optima.I from 
the least squares sense. In other words, the Wiener-like filter for blind deconvolution 
does not function the same as the Wiener filter for standard deconvolution. However, 
experiments show that satisfactory restorations can still be obtained by incorporating 
the Wiener-like filter in (4.3) into the iterative blind deconvolution algorithm. How then 
does this Wiener-like filter function in blind deconvolution, and what is the role of its 
filter constant (3? These points are discussed in the rest of the section. 
It is convenient to rewrite (4.3) in the form 
1 
WH;(u) = [jH;(u)l+/3/jH;(u)jn+l]eiP[H;]' ( 4.50) 
where P[Hi] is the phase of Hi(u). Equation (4.50) appears as a modified form of an 
inverse filter. 
The relationship of the Wiener-like filter in ( 4.50) to f3 and Hi ( u) is depicted by 
plots of jl¥ H; ( u) I against I Hi( u) I for a range of values of f3 in Figure 4.9 ( n is here set to 
zero). Inspection of Figure 4.9 reveals: For a fixed value of (3, IWir/u)I asymptotically 
approaches the inverse filter when IHi(u)j is greater than but not close to a value Hmax, 
which results in a maximum for IWf:r;(u)j marked by "x"; when jH.;(u)I is less than Hma.x, 
the magnitude of Wf:r,(u)is increasingly suppressed as IHi(u)jdecreases, however, the 
phase of HI fr/ u) retains the same as that of the inverse filter (see ( 4.50)). For the same 
range values of jHi(u)I, Hmax varies directly as (3. 
The above observation shows that Hmax is a critical value for jH;( u) I in vV H; (u). The 
relationship of ll1V H; ( u) I and jH;( u) I changes at Hmax from obeying the inverse filter to 
attenuating the magnitude of the inverse filter. In other words, Hmax acts as a cut-off 
spectral magnitude which separates jH;(u) I into two portions. One (for which IHi(u) I > 
Hma.x) is actively involved in a process of restoring the new estimate by an inverse filter. 
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Figure 4.9 Plots of the Wiener-like filter l"Wfr,(u)lversus IH;(u)lfor a range of (3, both 
IWfr,(u)land IH;(u)iare logarithmic scaled, curve 1: /3 = 10-1 ; curve 2: /3 = 10-3 ; curve 3: 
(3 = 10-5 ; curve 4: /3 = 10-7 ; curve 5: /3 = 10-9 ; curve 6: (3 = 0 (i.e. an inverse filter). The 
horizontal coordinates of the symbols "x" stand for Hmax for each curve. 
The other (for which IHi(u )I < Hma.x) is essentially discarded from the point of view 
of restoration. These two portions of .Hi(u) are denoted "effective" and "ineffective" 
respectively. 
The value of Hmax can be obtained by taking partial derivative of IW H; ( u) I with 
respect to IH.;(u)I, 
81Wk(u)I 
I -
a1ki(u)I 
1- (l+n),6/IH;(u)ln+2 
( I H; ( u ) I + ,a/ I Hi ( u ) In+ 1 ) 2 
and equating the RHS of (4.51) to zero, that is 
1 
Hmax = [(n + l);3]n+2 , 
Equation ( 4.52) shows that the choice of ,6 controls the value of Hmax in force. 
(4.51) 
(4.52) 
The size of Hma.x has significant influence on the quality of the restorations. Con-
sidering the effective part of Hi ( u) , the Wiener-like filter ( cf. ( 4.50)) corresponding to 
this part of H;(u) performs as an inverse filter, 11V.HJu) ~ 1/H;(u). Consequently, the 
corresponding components of the estimate of F(u) in (4.4) are generated by 
( 4.53) 
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Substituting for G(u) from (2.12) 
G(u) = F(u)H(u) + C(u), ( 4.54) 
equation ( 4.53) becomes 
( 4.55) 
If Hmax is selected too small, low magnitudes of ft ( u) can still become the effective 
components of it(u) and get involved in (4.55) to produce Fi(u). Then, if the contam-
ination related term in ( 4.55) is appreciably greater than its signal related term, that is 
IC(u )1/ll{j(u)l ~ IF(u) H(u) 1/IH.i(u)I, or equivalently 
IH(u) I~ IC(u )/ F(u )I, ( 4.56) 
the contamination in (4.55) will be amplified by these low magnitudes of Hi(u), and 
the corresponding components of Fi(u) will be contamination dominated. 
To overcome contamination amplification in the estimate Fi ( u) , it is sensible to 
exclude those components of i[j(u) which are likely to overexaggerate contamination 
in G(u), from the attempted restoration process in (4.55). Since it(u) approximates 
H(u) and contamination amplification occurs when H(u) satisfies equation (4.56), this 
suggests that this exclusion might be achieved by selecting a functional cut-off spectral 
magnitude, denoted Hmax(u), which is chosen to be proportional to the quantity at the 
right hand side of ( 4.56), 
Hmax(u) = alC(u)/F(u)I, (4.57) 
where a is a real constant ranging over O < a ~ l. All Hi(u) satisfying IHi(u)I < 
Hmax(u) = alC(u)/F(u)I are thereby rendered ineffective and removed from the oper-
ation in (4.55). Obviously, Hmax(u) is the best or "ideal" choice for Hmax. 
Since Hmax(u) is selected through (3, the "ideal" quantity for (3 is consequently de-
rived from ( 4.52) and ( 4.57) as a function of u, that is 
an+2 IC( u) ln+2 
(J(u)= n+l F(u) 
When n = 0 and a= l this reduces to (J(u) = IC(u)l2/IF(u)l 2• 
( 4.58) 
It should be noted that the ineffective part of Hi(u) separated by the "ideal" qua.ntity 
Hmax(u) in ( 4.57) corresponds to the contamination dominated components of G(u) (for 
which IC(u )I ~ IH(u )F(u )I). Consequently, the effective part of Hi(u) matches the 
useful components of G(u). 
Equations (4.57) and (4.58) show that the size of Hmax(u) and (J(u) are directly 
proportional to IC(u)I and IC(u)ln+2 separately. The more severely an image is con-
taminated, the larger the quantities for Hmax(u) and (J(u) required, consequently the 
larger the values for Hmax and (3 needed. 
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vVhen the vViener-like filter is involved in the whole iterative blind deconvolution 
process, it is used as the Fourier space constraint to generate new spectral estimates. In 
this case, even when Hmaxis set "ideally", as described in (4.57), so that components 
of G(u) involved in (4.53) are useful, it is still not sufficient to retrieve an good estimate 
of F( u) in the early iterations. The estimate ft ( u) , or at least most of its effective 
components (IHi(u)I > Hmax) are also required to be effective or good estimates of 
H(u). Unfortunately this is not the case to start with in blind deconvolution, where 
the initial estimate is usually chosen as a pseudo-random image. In the early iterations, 
many effective components of H;(u) are very noisy. The new estimate F;(u) generated 
from Hi(u) in (4.55) is therefore seriously contaminated. However, the deconvolution 
process still converges. This is because the image space constraints urge the inverse 
Fourier transform of the estimate Fi ( u) to converge towards its solution. The quality of 
the estimate is improved thereby. The similar process occurs to h.;(x) at the same itera-
tion. As iteration proceeds, more and more effective components of H;(u) and F;(u) are 
retrieved gradually until all, to the limit imposed by Hmax and Fma.tc (corresponding to 
lV p ( u) ) , are estimated. The algorithm stops converging then and good estimates of 
I 
J(x) and h(x) are restored, provided parameters are chosen wisely. 
Figure 4.10 demonstrates estimates of J(x) and h(x) recorded in different stages of 
blind deconvolution process. The Davey Algorithm, wherein /3 in Wfr;(u) (see (4.50)) 
was replaced by the "ideal" quantity in ( 4.58) with n = 0 and a = 0.5, was ap-
plied to the blurred image shown in Figure 4.2(c). The support estimates of J(x) and 
h(x), Jvl1(x)and iVh(x), were selected to be equal to the image boxes B1(x)and 
Bh(x)respectively. A pseudo-random image, shown in Figure 4.2(d), was used as an 
initial estimate of J(x). Estimates of J(x) and h(x) obtained at iterations 1, 5, 10 and 
20 are shown in Figure 4.10, and true errors of the estimates over 100 iterations are 
depicted in Figure 4.11. Observation of Figures 4.10 and 4.11 shows that the qualities 
of the estimates of f(x) and h(x) are improved as iteration proceeds, and fast conver-
gence of the algorithm occurs within first 20 iterations; this convergence stops once it 
reaches certain stage, which is governed by many factors described in §4.1. Note that 
when genera.ting the estimate of H(u) in the other half of the iterative loop, ;3(u) for 
Wpi (u) was formed by substituting F(u) in (4.58) with H(u). 
In §4.1.1 the effect of /3 on the performance of the algorithm is demonstrated (see 
Figure 4.3). It is appropriate to discuss this effect here. Since /3( u) is usua.lly unknown 
a priori in practice, the value of /3 is determined experimentally. 
When /3 is selected to be too large, the related Hmax is set too high. The Wiener-
like filter in (4.50) allocates some useful components of H.;(u) in the range of ineffective 
part and, consequently, weakens the corresponding useful components of G(u) in the 
estimate of F( u) . Since low magnitude of the spectrum is typically associated with 
high spatial frequency and the high frequency information contains a. lot detail of the 
image (Biemond et al., 1990), the cost of discarding useful low values of IH;(u)I from a 
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(a) (b) (c) 
(d) (e) (f} 
(g) (h) 
Figure 4.10 Demonstration of the blind deconvolution process using the Davey Algorithm with 
/3 replaced by f3(u ), a = 0.5, n = 0, SNR = 30dB, restorations of f(x) and h(x) obtained at 
iteration i, corresponding to Figures 4.2(a) and 4.2(b): (a) and (d) i = 1, (b) and (e) i = 5, (c) 
and (f) i = 10, (g) and (h) i = 20. 
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Figure 4.11 True errors of the estimates of f(x) and h(x) corresponding to Figure 4.10, dotted 
and continuous curves represent ET [f;] and ET[h;] respectively. 
deconvolution related process is to attenuate high frequency information of Fi(u) and 
lose detail in the image estimate fi(x) . The restoration is therefore a blurred version 
of the true image which is shown in Figure 4.3(g). 
vVhen f3 is chosen to be too small, Hma.x is set much lower than what required by 
its "idea.I" quantity Hmax(u). Many components of it(u) with low magnitudes a.re 
assigned in the effective pa.rt of Hi(u), which ea.uses the Wiener-like filter to involve 
many contamination dominated components ofG(u) with the low magnitudes of Hi(u) in 
a deconvolution process approximating to an inverse filtering. These contamination 
dominated components of G(u) a.re thus overemphasized in the estimate of F(u) which 
results in a spurious restoration of f(x) as shown in Figure 4.3(e). 
When f3 is suitably chosen, Hmax is set to be compatible with Hmax(u) and divides 
the effective and ineffective components of fri ( u) in an appropriate proportion that mat-
ches well with usefulness of the components of G ( u) . Such a separation of Hi ( u) enables 
the vViener-like filter to involve effective components of G(u) with the inverse filter to 
produce useful information of F(u), and reduces the effect of contamination dominated 
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components of G(u) (for which IF(u)H(u)I ~ IC(u)I) on the estimate of F(u). In 
other words, a suitable choice of f3 allows the Wiener-like filter to make good use of 
the information contained in G(u) and, in the meantime, attenuates the influence of the 
contamination of G(u) on the new estimate ( cf. Figure 4.3(c)). 
4.2.3 The role of the exponent n 
The role of the exponent n in the performance of the Wiener-like filter ( 4.3) is discussed 
in this section. Since the Wiener-like filter ( cf. ( 4.50)) is purely a modified inverse 
filter, it is sensible to investigate the performance of the filter for different values of n 
according to the following criteria: how closely the filter approximates to an inverse filter 
for the effective part of ft(u) (jH.;(u)I ~ Hmax) and how efficiently the filter suppresses 
its magnitude for the ineffective part of H;(u) (IH;(u)I < Hmax), The discussion is 
therefore carried out in terms of two portions of H.; ( u) . 
In the effective part of It(u) (jH;(u)I ~ Hmax ), the Wiener-like filter is reduced to 
an inverse filter when IHi(u)I ~ /3/IHi(u)I n+l, while its magnitude is deviated from that 
of the inverse filter Ik(u) as jH.;(u)lapproachesHmax• The deviation oflWH· (u)jfrom 
I I 
II H; (u )I is termed as bias (Davey, 1989, §7.4.1.2), which is due to the effect of the second 
term of the denominator in ( 4.50), expressed by 
(4.59) 
Since IH;(u)I ~ Hmax in the range of concern, then Hmax /IHi(u)I::::; 1. The closer 
IH;(u)I approaches Hmax, the larger is the value of /3/IHi(u)I n+i, and the more severe 
is the bias, i.e. the more IW ff. ( u) I is away from IIH· ( u) I as shown in Figure 4.12. Also 
' ' 
evident in Figure 4.12 is that bias occurs over a range of IHi(u)I values. 
Both the range and the magnitude of the bias are affected by n. Equations (4.3) 
and (4 .. 59) show that for a fixed Hmax, .8/IHi(u)I n+l decreases as n increases, which 
results in a narrower range of Hi ( u) associated with the bias. In other words, the range 
of IHi(u)I affected by the bias becomes narrower as n increases. More components 
of IHi(u)jcontribute to the "ideal" range which resulting IWizJu)jto approximate to 
the inverse filter. The magnitude of the bias, i.e. the difference between jVVi1J u) I and 
IIk(u)I, gets smaller as n increases. The behaviour of IWH· (u)I compared with IIH· (u)I 
' ' t 
is demonstrated in Figure 4.12. 
In the ineffective part of H;(u) (jH;(u)I < Hmax), the inverse filter is very suscep-
tible to the contamination C(u) due to the small values of IH;(u)I in this range. The 
existence of f3 /I Hi ( u) ln+l enables the magnitude of the Wiener-like filter to be reduced 
suitably and therefore overcomes the shortcomings of the inverse filter. As n increases, 
/3/IH;(u)I n+l increases (see (4.59)), and the suppression of IWflJu)I is more effective as 
shown in Figure 4.12. Thus increasing n results in less influence of the contamination 
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Figure 4.12 Demonstration of the effect of n on the relationship between the magnitude of 
the Wiener-like filter vVil,(u)and IH;(u)I, both axes are logarithmic scaled; the cut-off spectral 
magnitude Hmax is fixed in all cases of n = 0, 2, 4 and 6, and /3 is determined by Hmax and n from 
(4.52). 
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of G(u) in the new estimate IF;(u)I. 
The above analysis of the effect n on performance of the Wiener-like filter shows 
the advantage of selecting large n. However when n becomes large, although the bias 
is reduced to minimum for IH;(u)I ~ Hmaxand the suppression to IWilJu)lis most 
effective for IH;(u)I < Hmax, a sharp transition of IW8/u)I occurs between the two 
regions and results in artificial ringing in the restoration. It is therefore important to 
balance both the advantages and disadvantages when selecting the value of n in ( 4.3). 
Experience in applying the Davey Algorithm with both n = 0 and n = 2 to de-
convolve a number of contaminated blurred images indicated that the quality of the 
restorations from both values of n was very similar. However, in the majority of cases, 
the true error values of the images were slightly smaller for n = 2 than for n = 0. 
4.2.4 Suggestion by Seldin and Fienup (1990) 
Seldin and Fienup (1990) comment on Davey's Wiener-like filter (4.3), rewritten here 
for convenience with n = 2: 
W · u - H;*(u) 
H, ( ) - IH;(u)l2 + /3/ IH;(u)l 2 ( 4.60) 
Seldin and Fienup (1990) suggest that the term /3/j.H;(u)l 2 in (4.60) should be ex-
changed for f3 /IF'i( u) 12 (refer to the comments following Reference 6 of their paper). 
They base their argument on the Wiener-Helstrom filter (Helstrom, 1967), described by 
WH(u) = H*(u) 
IH(u)l2+ < IC(u)]2 > / < IF(u)l2 >' (4.61) 
where< IC(u)l 2 >and< IF(u)l 2 > are the ensemble-averaged power spectra of the 
contamination c(x) and the true image J(x) respectively. To obtain (4.61), it is assumed 
that f (x) and c(x) are uncorrelated, gaussian processes with zero means. The Wiener-
Helstrom filter is said to be formed to minimize the mean squared error between the 
true image and its estimate. 
Seldin and Fienup (1990) pointed out that although the images generally do not 
satisfy the statistical assumptions stated above, the filter is still effective. Therefore 
they deduced the Wiener-like filter for the iterative blind deconvolution from the Wiener-
Helstrom filter ( 4.61) as, 
H"'(u) WH· (u)- ____ -i ___ _ 
H; - IH;(u)l2 + a 2 / IF;(u)l 2 ' ( 4.62) 
where .H;(u) approximates H(u), IF;(u)l 2 is the estimate of< IF(u )1 2 > and the con-
stant a2 approximates< IC(u )12 > in (4.61), provided that c(x) is a Gaussian random 
process. This filter is henceforth refered to as the "SF filter". Seldin and Fienup (1990) 
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have demonstrated the performance of the algorithm by invoking (4.62) for the phase 
retrieval problem, which is a special case of blind deconvolution. 
As has been analyzed and demonstrated in §4.2.2, the Davey filter (4.60) performs as 
a modified inverse filter and is effective. Its filter constant f3 is an estimate of a; I ~t~ i 14 
for n = 2 as described in (4.58), and J.H;(u)l 2 in /3/I.Hi(u)l 2 is used to reduce the effect 
of the bias existing in the Davey filter in ( 4.60). This suggests that the Davey filter and 
the SF filter may represent two different filters. 
To further investigate the difference between the two filters, it is instructive to 
compare their performance. Since all the participants .Hi(u), JF'i(u )12 and /j2 in (4.62) 
could be very poor estimates, respectively, of H(u), IF(u )1 2 and IC(u )1 2 in the Wiener-
Helstrom filter (4.61), they usually do not satisfy the statistical assumptions required 
by the optima.I property associated with the filter. It is therefore sensible to view the 
SF filter more generally as a modified inverse filter. The cut-off spectral magnitude for 
the SF filter, denoted HsFimax(u), can be calculated by taking partial derivative of 
JWHk(u)I with respect to J.H;(u)I and equating it to zero. That is 
' 
(j 
HsVimax(u) = I.Fi( (4.63) 
Comparing ( 4.63) with ( 4.52) shows that the cut-off spectral magnitudes for the SF filter 
is very different from the Davey filter. Due to the participation of F; ( u) , HsFimax ( u) for 
the SF filter is a function of frequency u and also varies from iteration-to-iteration as 
the estimate Fi(u). The proportions of IH;(u)I treated as effective and ineffective vary 
accordingly. If /j is an appropriate estimate of IC ( u) J, the algorithm may however still 
converge to its solution. In contrast, Hmax for the Davey filter in ( 4.52) is a constant 
for all frequencies and iterations. The algorithm converges gradually through the itera-
tions, provided Hmax is a suitable choice, until most of the components of j.Hi(u)I above 
Hmax are estimated. 
To compare the effect of the Davey filter and the SF filter on blind deconvolution, 
the Davey Algorithm, employing these two filters separately, was applyed to a blurred 
image contaminated with SNR of 30dB (shown in Figure 4.3(c)). Correct supports of 
f(x) and h(x) were selected as their support estimates. Restorations of f(x) and h(x), 
shown in Figure 4.13, were obtained at iterations where the minimum of the true error 
of f (x), Er[fi], occurred over 100 iterations. The true error Er[fi] corresponding to 
both cases are shown in Figure 4.14. 
Inspection of Figures 4.13 and 4.14 shows that the restorations retrieved using the 
Davey filter and the SF filter are similar in visual quality, however the true error 
Er[!;] from the Davey filter is slightly lower than that from the SF filter. A significant 
difference between the performance of the algorithms associated with the two filters is 
that the Davey filter shows relatively stable convergence ( cf. Figure 4.14). Deciding 
when to terminate iterations using the SF filter could be very difficult. Such erratic 
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(a) (b) 
(c) ( cl) 
Figure 4.13 Comparison of using the Davey filter and the SF filter in blind deconvolution, SNR 
=30dB, restorations of f(x)and h(x), corresponding to Figures 4.3(a) and 4.3(6), from: (a) and 
(b) the Davey filter; (c) and (d) the SF filter. 
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behaviour of the algorithm when using the SF filter is expected since some components 
of .F'i(u) could be quite poor estimates of that of F(u), especially at high frequency 
region where the contaminated G(u) does not contain useful information of F(u) H(u). 
Consequently, the corresponding components of HsFimax(u) are poor estimates of their 
ideal quantity IC( u) / F( u) I, which causes the separation of the effective and ineffective 
parts of it(u) to be incompatible with usefulness of G(u) in a manner which varies with 
F'i( u) as iterations proceed. 
Note that such erratic behaviour of ET[fi] was not shown when the algorithm was 
applied for the phase retrieval problem (Seldin and Fienup, 1990). This is because in 
that case, FHu) = H['(u), and equation (4.62) becomes 
The cut-off spectral magnitude in this case, denoted FsFmax, is 
2 l FsFma.x = (30" ) 4 • 
(4.64) 
(4.65) 
FsFmax is a constant rather than a function of FHu). If FsFmax is suitably chosen, it 
66 CHAPTER 4 FURTHER INVESTIGATION OF THE DAVEY ALGORITHM 
,.._ 
0 ,.._ 
,.._ 
Q) 
10-1 ~----~----~----~-----~---~ 
0 20 40 60 80 100 
iterations 
Figure 4.14 True errors of f(x) corresponding to Figure 4.13. Dot.ted and continuous curves 
represent the Davey filter and the SF filter respectively. 
can be compatible with the effectiveness of G(u) throughout the iterations. 
4.3 MONITORING THE CONVERGENCE 
This section focuses on monitoring the performance of the Davey Algorithm. Sec-
tion 4.3.1 investigates how well the performance of the algorithm is evaluated by some 
objective error measures. Based on this investigation, a method of determining the 
best support estimates of f(x) and h(x) is presented in §4.3.2. This result has already 
reported (Jiang and Bones, 1991). 
4.3.1 The behaviour of objective error measures 
The behaviour of two types of objective error measures, referred to as the image space 
error and the convolutional error, are investigated in terms of applying the algorithm 
using different sizes of support estimates and various values of the filter constant /3, which 
are described in §4.3.1.1 and §4.3.1.2 respectively. This error behaviour is compared with 
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the true error, Er[fi] (cf. (3.21)). The image space error, denoted E1[fi]for f;(x), has 
been introduced in (3.22). E1[hi] for h;(x) can be calculated in a similar manner. The 
convolutional error is defined as the normalized squared difference between the given 
blurred image g(x) and the estimate of the convolution. Two kinds of convolutional 
error can be used: one, denoted Eb[g;], is calculated from the estimates of f(x) and 
h(x) obtained before the image space constraints are applied. That is 
1 lg(x)- {!if;(x) 0 h;(x)l 2 dx 
Eb[g;] = X ' 1 jg(x)l2 dx ( 4.66) 
where d = Eng[g(x) ]/Eng[fi(x) 0hi(x) ). The other, defined Ea[g;], is calculated after 
the constraints are enforced, 
( 4.67) 
where {!~ = Eng[g(x) ]/Eng[Ji+1(x )0hi(x) ]. By means of Qt and {!~, the energies of 
the estimates of g(x) in (4.66) and (4.67) respectively are normalized to the energy 
of g(x) . Both Eb[g;] and Ea[g.;] indicate to what extent the convolution estimate differs 
from the given measurement. For simplicity, only one of the convolutional errors, Eb[g;], 
is investigated here. 
4.3.1.1 Effect of support estimate 
The behaviour of Eb[gi] is firstly examined when the algorithm is performed using dif-
ferent sizes of support estimates. The same examples shown in Figures 4.5 and 4.6 are 
used here. Figure 4.15 plots Eb[g;] corresponding to the restorations shown in Figure 4.5, 
where f(x) is a bilevel image with 32 X 32 pixels in extent in each direction and h(x) is a 
disc with diameter of 7 pixels, g(x) is contaminated by SNR of 3OdB. Figure 4.16 shows 
Eb[g;] corresponding to Figure 4.6, where f (x) is a bilevel image with 16 X 16 pixels in 
extent, h(x) is formed by pseudo-random values uniformly distributed within a circular 
region with diameter of 7 pixels, and g(x) is contaminated by SNR of 2OdB. In each of 
the two figures, three curves are shown, corresponding to three different combination of 
the sizes of support estimates of f(x) and h(x), 1.W1(x) and Ji.ifh(x), namely: 
case a) M1(x) > B1(x) and iWh(x) < Bh(x); 
case b) JW1(x) = B1(x) and Aifh(x) = Bh(x); 
case c) Jvl1 (x) < BJ (x) and J1ifh (x) > Bh (x) . 
In all cases, the image-box of g(x) is assumed to be known precisely and both dimensions 
of the support estimates are altered equally. 
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Figure 4.15 Illustrating the effect of using different sizes of support estimates on the behaviour 
of Eb[g;], dashed curve: case a) M1(x) = 36 X 36 pixels, Mh(x) = 3 x 3 pixels; dotted curve: case 
b) M1(x) = 32 x 32 pixels, lvh (x) = 7 X 7 pixels; continuous curve: case c) M1(x) = 28 x 28 pixels, 
1Wh(x) = 11 x 11 pixels; these curves correspond to restorations shown in Figure 4.5. 
Inspection of the error curves shown in Figures 4.15 and 4.16 reveals that the lowest 
value of Eb[gi] among the tested support estimates often results from overestimating 
iVlJ (x) and underestimating Nh (x) rather than from the best estimates of both supports 
( cf. dotted curve in Figure 4.15 and curve "C" in Figure 4.16). However, the restorations 
from the former case are still quite blurred for fi(x) ( cf. Figures 4.5( a), 4.6( e) and 4.6(f)) 
and truncated or unrecovered for hi(x) ( cf. Figures 4.5(d), 4.6(i) and 4.6(j)), while the 
restorations from the latter show a more convincing deconvolution ( cf. Figures 4.5(b), 
4.5(e) 4.6(g) and 4.6(k)). This observation suggests that the convolutional error appears 
unable to reliably detect the best initial support estimates. 
The effect of different support estimates on the image space errors is now investi-
gated. To observe both the individual and joint effects of the two estimates fi(x) and 
hi(x) on the image space errors, three error curves (representing E1[f;], E1[h;] and the 
summation of E1[.f;] and E1[h;]) corresponding to the examples shown in Figure 4.5 are 
plotted in Figure 4.17 and those corresponding to the examples of Figure 4.6 are plotted 
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Figure 4.16 Second example of the effect of support estimates on Eb[gi], curve A: case a) 
Mt(x) = 20 x 20 pixels, Mh(x) = 3 x 3 pixels; curve B: case a) M1(x) = 18 x 18 pixels, 1\th(x) = 
5 x 5 pixels; curve C: case b) Mt(x) = 16 x 16 pixels, Mh(x) = 7 x 7 pixels; curve D: case c) 
Mt(x) = 14 x 14 pixels, 1\tlh(x) = 9 x 9 pixels, these curves correspond to restorations depicted in 
Figure 4.6. 
in Figure 4.18. 
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Figures 4.17(a) and 4.18(a) show that E1[fi] appears to depend substantially on the 
support estimate chosen for f(x); larger support estimate Nl1(x) often leads to a lower 
value of the image space error, despite the best restoration being obtained with correct 
support at each dimensions ( cf. dotted curves in Figure 4.17 and curve "C" Figure 4.18). 
Clearly using E1[li] to choose the best support is inappropriate. 
However, the behaviour of E1[hi] is significantly different from that of E1[fi] . Fig-
ures 4.17(b) and 4.18(b) show that, for the best support estimate (cf. case b)), E1[hi]is 
usually lower than for other cases after a small number (say 20) of iterations. This 
indicates that E1[hi] is much less affected by the size of the related support estimate 
than E1[Ji] is. Therefore, E1[hi] appears to be capable of detecting the best support 
estimate. 
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Figure 4.17 Demonstrating the effect of different support sizes on the image space error, cor-
responding to Figure 4.5: (a) E1[fi]; (b) E1[hi]; (c) E1[f;] + E1[h;]; dashed curve: case a) 
M1(x) = 36 x 36 pixels, folh(x) = 3 x 3 pixels; dotted curve: case b) M1(x) = 32 x 32 pixels, 
Mh (x) = 7 x 7 pixels; continuous curve: case c) M1(x) = 28 x 28 pixels, Mh (x) = 11 x 11 pixels. 
The sum of the image space errors E1[fi] + E1[hi] achieves its lowest value with the 
best estimates of id1(x) and i\llfi(x) in Figure 4.17(c). In contrast, in Figure 4.18(c) the 
pair of overestimated il11(x) and underestimated Mh(x) results in the lowest value of 
the sum of E1[fi] and E1[hi]. 
The above are typical results from around a dozen tests performed. The investigation 
shows that: Eb[g;] and E1[f;] are basically not useful for determining the best support 
estimates; E1[fi]+E1[hi] is sometimes useful amongst the tested data; and E1[hi] appears 
to be useful in detecting the best support estimates. 
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Figure 4.18 Second example of the effect of support sizes on the image space error, corresponding 
to restorations in Figure 4.6: (a) E1[f;]; (b) E1[h;]; (c) E1[f;] + E1[h;], curve A: case a) M1(x) = 
20 x 20 pixels, Mh(x) = 3 X 3 pixels; curve B: case a) M1(x) = 18 X 18 pixels, Mh(x) = 5 x 5 pixels; 
curve C: case b) M1(x) = 16 X 16 pixels, J\ih(x) = 7 X 7 pixels; curve D: case c) M1(x) = 14 X 14 
pixels, J\ih ( x) = 9 x 9 pixels. 
4.3.1.2 Effect of filter constant (3 
The behaviour of the convolutional error Eb[gi] and the image space errors of E1[fi], 
E1[hi] and E1[fi] + E1[hi] are now investigated when the algorithm is applied with dif-
ferent values of the filter constant (3. For convenience of comparison, the true er-
ror Er[fi] is shown as well. The blind deconvolution example shown in Figure 4.3 
is used here. The contamination level of the blurred image is SNR of 30dB. Fig-
ure 4.19 displays the two types of objective error measures, the image space errors 
E1[Ji] , E1[hi] and E1[fi] + E1[hi] , and the convolutional error Eb[gi] , and the true er-
ror Er[fi] corresponding to Figure 4.3. Inspection of the error curves in Figure 4.19 
reveals that E1[fi] neither corresponds well with Er[fi] nor be compatible with visual 
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observation of the restorations shown in Figure 4.3. Increasing value of (3 tends to result 
in smaller values of Er[fi], while the quality of the restorations are not necessarily im-
proved. Although the minima. of both Er[Ji]+Er[hi] and Eb[gi] in Figure 4.19 result from 
a. different value of (3 ((3 = 5 X 10-7) compared with the minima of Er[fi] ((3 = 5 x 10-8 ), 
inspection of the corresponding restorations in Figures 4.3 (b) and 4.3 ( c) shows that the 
restoration due to (3 = 5 x 10-7 is comparable to that due to (3 = 5 x 10-8 . There-
fore, the lowest trajectories for Er[Ji] + Er[hi] and Eb[gi] in Figure 4.19 correspond to a. 
suitable choice of /3. 
In summary, the behaviour of the objective error measures resulting from different 
values of (3 shows that the minimum of the convolutional error Eb[g;] tends to coincide 
with the best restorations and indicates a. sensible choice of (3. The minimum Eb[g;] also 
coincides reasonably well with the minimum of Er[fi], a feature which is valuable for 
monitoring the performance of the algorithm, for example, determining when to stop 
the iterative process or deciding when and how to dynamically change (3 (see §5.2.2.4). 
Further investigation of the effect of (3 on Eb[g;] has been carried out when g(x) was 
contaminated to various levels. Results indicated that the correlation between E&[gi] and 
Er[Ji] existed until the contamination level of g(x) became as high as SNR = 20dB. 
4.3.2 Estimating the best supports 
Investigation of the objective error measures presented 111 §4.3.1 shows that the be-
haviour of the image space errors Er[hi] and Er[f;] is very different for various sup-
port estimates. Er[fi] tends to be overly affected by the estimated support sizes, while 
Er[hi] does not. One of the reasons for this behaviour of Er[fi] may be explained on the 
basis of the size of the set of pixels violating the support constraint. Overestimating 
M1(x) lowers the number of pixels of f;(x) which violate the support constraint, i.e. the 
size of the set n{ is reduced compared to the size of n{ for correct 1W1(x). The numer-
ator of the expression for Er[f;] reflects the size of n{. Since it is most improbable that 
a restored pixel has exactly zero value, it is likely that all members of n{ contribute to 
Er[f;]. The smaller set of n{ resulting from the overestimated M1 (x) therefore results 
in a lower value of Er[J;] compared to that from the correct 1W1(x). 
The effect of support size on Er[hi] is quite different. The minimum of Er[h;] for 
a range of support estimates corresponds well with the best support estimates. This 
may due to the fact that Sh (x) is usually much smaller than the corresponding 81 (x) in 
situations of practical interest. If both Sh(x) and S1(x) are overestimated by an equal 
number of pixels in each extent, relative changes in n7 due to changes in lvf/i (x) are much 
smaller than changes inn{ clue to equal changes in the extents of J"\11(x). Therefore, the 
effect of the overestimated li11i(x) on Er[h;] is much less than that of the overestimated 
l111(x) on Er[Ji]. It seems likely that Er[h;] is more sensitive to the actual error in 
restoration, rather than to the size of the set of pixels over which it is calculated. 
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Figure 4.19 Illustrating the effect of using different values of the filter constant f3 on the various 
error measures, curve A: f3 = 5 x 10-5 , curve B: f3 = 5 x 10-7 , curve C: f3 = 5 x 10-s, curve D: 
f3 = 5 x 10-9 , curve E: f3 = 5 x 10-10 , these error plots correspond to the restorations shown in 
Figure 4.3. (a) E1[f;]; (b) E1[h;); (c) E1[fi] + E1[h;]; (d) Eb[g;); and (e) ET[/;). 
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For example, the additional pixels on ea.eh side of kh(x) or lvl1(x) number four in the 
example of Figure 4.17, so that the number of pixels of hi (x) which a.re missed out by 
the support constraint is 72, only 1.8% of the total number of pixels (64 X 64). However, 
the number of pixels missed out in Ji (x) is 272, 6.6% of the total. It follows that the 
contribution of the pixels left out is much less in hi(x) than in fi(x). 
The sum E1[fi]+E1[hi] is usua.lly significantly influenced by Er[hi]. If Sh(x) is much 
smaller than S1(x) (as in the example corresponding to Figure 4.17 where f (x) is 32 X 32 
pixels in extent in ea.eh direction and S1i (x) has diameter of 7 pixels), many more pixels 
of hi(x) violate the support constraint compared to number of viola.ting pixels of .fi (x) . 
Therefore, the corresponding E1[hi] is much larger than E1[.fi]. The sum E1[.fi]+E1[hi] is 
then dominated by E1[hi] and appears to indicate the best support estimates. If the 
relative sizes of Sh (x) compared with 81 (x) in ea.eh extent is comparable (such as those 
relating to Figure 4.18 where J(x) is surrounded within a region of 16 x 16 pixels in extent 
and Sh (x) is a disc with diameter of 7 pixels), the value of E1[h;] lies in a similar range 
to that of E1[fi] . The low value of E1[.fi] resulted from the overestimated ivlJ (x) lowers 
the value of E1[fi] + E1[h;] . In this case E1[.fi] + E1[hi] fails to detect the best support 
estimate. 
The results of this initial investigation suggest that E1[hi] ma.y be a. useful indicator 
of the best choice of the estimate of Sh (x) . However, the experiment is based on a 
good choice of the filter constant /3. There is practical importance in further investigat-
ing the behaviour of E1[h;] in terms of a wider range of values of (3, a. wider range of 
contamination levels, a.nd larger sizes of Sh (x) . 
The example presented in Figure 4 .. 5, for which the convolutional a.nd image space 
errors a.re shown in Figures 4.15 and 4.17, is used here to further investigate the effect 
of support estimates on E1[hi]. E1[hi] is produced when the algorithm is applied using 
different support estimates, g(x) is contaminated to within the range of levels with 
SNR = 40, 30, 20 and lOdB and the values of (3 is selected ranging from 5 X 10-7 to 
5 x 10-9 _ The resulting minima of E1[hi] within 100 iterations a.re tabulated in 4.1. 
Table 4.1 shows that for the tested ranges of SNR and (3, a.II the lower values of 
E1[hi] correspond to the best support estimate Jvl1i(x) (i.e. 7 X 7 pixels). 
The effect of the larger support estimate Jvlh(x) on E1[h;] is further investigated. The 
true image f(x) (see Figure 4.20(a.)) is a positive bilevel image with 32 X 32 pixels in 
extent in ea.eh coordinate direction, the psf h( x) ( see Figure 4.20(6)) features a "J" shape 
with 16 x 16 pixels in extent, and is exactly the same as the f(x) shown in Figure 4.6(a). 
The blurred image g(x) (as shown in Figure 4.20(c)) is formed by the convolution of 
J(x) and h(x) which is contaminated with SNR of 30dB. Blind deconvolution using five 
pairs of support estimates, respectively, ranging from 40 x 40 to 24 x 24 pixels for 
M1(x) a.nd from 8 x 8 to 24 X 24 pixels for J"\lf/i(x), has been attempted. Restorations 
of J(x) and h(x) are presented in Figure 4.21 and the corresponding image space errors 
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Filter Support estimates NI1(x), l11h(x) 
SNR constant (pixels) 
(dB) (3 24 X 24 28 X 28 32 X 32 36 X 36 
15 X 15 11 X 11 7x7 3 X 3 
5 X 10-7 0.654 0.554 0.067 0.184 
40dB 5 X 10-8 0.642 0.660 0.076 0.383 
5 X 10-9 0.719 0.642 0.035 0.216 
5 X 10-7 0.663 0.552 0.078 0.207 
30dB 5 X 10-8 0.687 0.631 0.088 0.496 
5 X 10-9 0.707 0.621 0.094 0.309 
5 X 10-7 0.768 0.604 0.180 0.368 
20dB 5 X 10-8 0.836 0.687 0.258 0.671 
5 X 10-9 0.836 0.738 0.344 0.602 
5 X 10-7 0.856 0.786 0.541 0.626 
lOdB 5 X 10-8 0.895 0.836 0.616 0.806 
5 X 10-9 0.910 0.873 0.745 0.858 
Table 4.1 The image space error E1[hi] resulted from different values of /3, a range of SNR levels 
and different sizes of support estimates M1(x) and Mh(x). The related f(x), h(x), g(x) and 
} 0 (x) correspond to those shown in Figure 4.5, where f(x) is 32 X 32 pixels and h(x) is circular 
with a diameter of 7 pixels. 
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E1[hi] are shown in Figure 4.22. Inspection of Figures 4.21 and 4.22 reveals when the 
extent in each direction of Sh(x) reaches as much as half of that of S1 (x), the minimum 
of E1[hi] in Figure 4.22 still corresponds to the correct choice of Sh (x) . Therefore 
E1[hi] remains capable of indicating the best support estimate. 
Note when the same h(x) in Figure 4.20(6) is used as f(x) in Figure 4.6(a), the 
lowest image space error E1[fi] (Figure 4.18(a)) does not match with the correct M1(x). 
This suggests that the effectiveness of using E1[h.;] to estimate Sh (x) relates to both 
the relative size of Sf (x) compared with Sh(x) in each extent, and the relative size of 
Sh(x) compared with the total size of hi(x) (32 X 32 pixels in Figure 4.18 and 64 X 64 
pixels in Figure 4.22) in which Sh(x) is embedded. 
The investigation of the effect of different support sizes on the two objective error 
measures shows that the image space error of hi (x) , E1[hi] , has been found consistently 
to indicate the best support dimensions when the algorithm is applied to a contami-
nated blurred image g(x) with a wide range of contamination levels and a range of filter 
constant values. It is therefore demonstrated that E1[hi] can be used to estimate the 
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(a) (b) 
(c) (d) 
Figure 4.20 (a) A real and positive image f(x); (b) psf h(x); (c) blurred image g(x) = f(x) 0 
h(x) + c(x) with SNR of 30dB; and (d) initial estimate of f(x), fo(x). 
supports of f(x) and h(x) in practice. The support estimate is one of the key parameters 
to the successful convergence of the algorithm. 
The determination of the best support estimate are described in the following: 
(i) Determine M9 (x) from the image-box of g(x) through thresholding g(x) 
appropriately. 
(ii) Make an initial estimate, iVh(x), of the size of the rectangular support of Sh(x). 
(iii) Calculate 1VI1(x) from 1VI9 (x) and ft.1l}i (x) by invocation of the convolution theorem. 
(iv) Select the filter constant /3 (say 10-8 ) and starting image ]0 (x), and run the 
algorithm. 
(v) Calculate E1[hi] at each iteration of the a.!gorithm. 
(vi) Increase or decrease the extent of each side of i\ll}i(x) (by 2 pixels, say) and form 
a new estimate ivh(x). 
4.3 MONITORING THE CONVERGENCE 
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Figure 4.21 An example of demonstrating the effect of large Sh(x) on the image space er-
ror E1[h;], restorations of f(x) and h(x) obtained when the Davey Algorithm was applied to 
g(x) shown in Figure 4.20(c) using different support estimates: (a) and (f) case a) M1(x) = 40 x 40 
pixels, Mh(x) = 8 x 8 pixels; (b) and (g) case a) M1(x) = 36 x 36 pixels, Mh(x) = 12 x 12 pixels; 
(c) and (h) case b) M1(x) = 32 x 32 pixels, Mh(x) = 16 x 16 pixels (M1(x) = B1(x) and Mh(x) = 
Bh(x) ); (d) and (i) case c) M1(x) = 28 x 28 pixels, Mh(x) = 20 x 20 pixels; (e) and (j) case c) 
M1(x) = 24 x 24 pixels, Mh(x) = 24 x 24 pixels. 
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Figure 4.22 The image space error E1[h;] corresponcling to Figure 4.21. Curve A: case a) 
!vft(x) = 40 x 40 pixels, Mh(x) = 8 x 8 pixels; curve B: case a) M1(x) = 36 X 36 pixels, 
lVh(x) = 12 x 12 pixels; curve C: case b) M1(x) = 32 x 32 pixels, Mh (x) = 16 x 16 pixels (M,(x) = 
B1(x)and Nh(x)= Bh(x)); curve D: case c) M1(x)= 28 X 28 pixels, Mh(x)= 20 X 20 pixels; 
curve E: case c) M1(x) = 24 x 24 pixels, Nh(x) = 24 X 24 pixels. 
(vii) Repeat from (iii) to (vi) until a reasonable range of J"\lh(x) is covered. 
(viii) Compare the resulting E1[hi]. The pair of lH1i(x) and 1H1(x) producing the mini-
mal E1[hi]is chosen as the best estimates of S'1i(x) and 81(x) respectively. 
The proposed method of estimating the supports of the image and the psf makes the 
iterative blind deconvolution algorithm more robust and practical. If the relative size of 
81i(x) compared with 81(x) is small, such as in the example shown in Figure 4.21, and 
also the contamination level is high (say SNR = lOdB), the error measure ceases to be 
a reliable guide. In these noisier cases, even the true error Er[fi] is not a. useful indica-
tor of the correct estimate of Sf (x) because the effect of contamination on g(x) could 
be much more severe than that of the incorrect support estimate. Consequently, for 
contamination levels greater than approximate lOdB, the restorations, even using the 
exact supports, a.re quite poor. 
Chapter 5 
EXTENSIONS TO BLIND DECONVOLUTION METHODS 
This chapter presents two new algorithms for iterative blind deconvolution that incor-
porate refinements on the Davey Algorithm discussed in §3.2.3. The motivations for 
these refinements are discussed in §5.1. This is followed in §5.2 by a discussion of the 
first nc,v algorithm referred to as the 14utornatic Iterative 11lgorithm. (_,A:1._I_.tA:1.-) henceforth. 
The AIA not only incorporates an automatic strategy to accelerate convergence, but 
also produces images of better quality than the Davey Algorithm. Finally, the second 
algorithm, referred to as the Coloured-noise Algorithm (CNA ), is described in §5.3. 
This algorithm was developed to handle images contaminated by coloured noise (such 
noise is defined in §5.1). 
5.1 MOTIVATION 
Among the various blind deconvolution techniques reviewed in chapter 3, the Davey 
Algorithm (see §3.2.3) has proven to be one of the most effective. However, the need 
for improved techniques is highlighted by the following points. 
Firstly, the Davey Algorithm does not perform optimally since it uses a fixed value 
for /3, the filter constant (see §3.2.3). j3 is expected to represent two separate quantities 
which in general are not equal. The Fourier space constraint of the Davey Algorithm, 
implemented as a Wiener-like filter, is crucial to its deconvolution processing. Investi-
gation of the role of this filter (see §4.2) reveals that: when the estimate of F( u) , /i(x) , 
is to be generated, /3 is ideally an estimate of IC(u )/ F(u) ln+2 (see (4.58)). Similarly, 
when the estimate of H(u), hi(x), is sought, /3 is related to IC(u)/H(u)ln+2_ In gen-
eral, IC(u)/F(u)ln+2 and IC(u)/H(u)ln+2 are two different quantities. The use of a 
fixed value of /3 to simultaneously represent both of these quantities is an approximation 
that causes the Davey Algorithm to perform suboptimally. 
Secondly, the successful performance of the Davey Algorithm may be impaired when 
values of the spectral estimates IHi(u)I and/or IFi(u)I are forced to be small at certain 
frequencies, while the true spectra H(u) and/or F(u) may exhibit large magnitudes 
at these frequencies. A Wiener-like filter plays an important role in the deconvolu-
80 CHAPTER 5 EXTENSIONS TO BLIND DECONVOLUTION METHODS 
tion processing conducted by the Davey Algorithm, as discussed in §4.2.2. This filter, 
vVfr;(u), acts as an inverse filter when the estimate of IH(u)I, IHi(u)I, is greater than 
the cut-off spectral magnitude Hmax in (4.52). When IHi(u)j is less than Hmax, the 
value of the magnitude of HI H; (u) is suppressed to be small which prevents exaggerat-
ing the contamination C(u) on G(u) in the new estimate IFi(u)I (see (3.20)). The value 
of IFi(u)I corresponding to this range of I.Hi(u)I (I.Hi(u)I < Hmax) is thus forced to be 
small. Although this kind of Wiener-like filter is effective for preventing contamination 
amplification, it may cause the loss of useful information present in jF(u) I - The same 
reasoning can be applied to Wp (u). 
I 
Thirdly, if either the psf or the image is symmetric, the algorithm performs less 
effectively than when both h(x) and f(x) are asymmetric (Bates et al., 1990a). 
Fourthly, energy shifting between the two estimates h.i (x) and Ji (x) results during the 
Davey Algorithm and may cause this algorithm to perform unstably. Since the Davey 
Algorithm usually starts with a random image estimate }0 (x), many pixels within the 
estimates hi(x) and fi(x) violate the image space constraints. To circumvent such viola-
tion, the magnitudes of violating pixels are set to zero, which in turn sharply reduces the 
energy of the estimates hi(x) and Ji+1(x). According to Parseval's theorem (§2.4.2.3), 
this also reduces the energy within their spectra Hi ( u) ~nd F'i+l ( u), respectively, espe-
cially in the early iterations. The energy lost from one estimate, say Hi(u), is largely 
transferred to its counterpart, Fi ( u) , at the corresponding frequencies, in accordance 
with the Fourier space constraint in (5.7). Consequently, since hi(x) and fi(x) are re-
lated to Hi(u) and Fi(u) by equation (2.17), energy shifting occurs between hi(x) and 
Ji (x) . Similarly, energy shifting also occurs between fi (x) and hi (x) . 
Finally, some form of automatic strategy needs to be devised for selecting and varying 
/3 objectively during the iterative process. In the Davey Algorithm the value of /3 is 
fixed to a constant value throughout the processing of an image and the choice of /3 is 
crucial to its successful performance. To select a suitable /3 for processing an image, it 
is customary to perform a number of trials (usually approximately 10) with different 
values of /3. For each trial, a fixed number of iterations, usually 100, is conducted. This 
process is not only tedious and computationally expensive, but also relies on users to 
aid /3 selection. Also, since only a limited number of filter constants can practically be 
tested, the difference between selected and ideal values of /3 can result in significantly 
sub-optimal performance of the Davey Algorithm. 
The above points provide the motivation for the refinements to the Davey Algorithm 
incorporated in the AJA discussed in the next section §5.2. 
The Coloured-noise Algorithm discussed in §5.3 is motivated by the above points and 
the following issue. Since /3 in the Davey Algorithm is an estimate of IC(u)/F(u)ln+2 
or jC(u)/H(u)jn+2 (see §4.2), it restricts the power spectrum of the contamination 
jC(u)ln+2 to be proportional to the power spectra of both the image IF(u)ln+2 and 
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the psf IH ( u) 1n+2• Experiences indicate that the Davey Algorithm is also capable of 
blindly deconvolving images contaminated with white noise (i.e. the magnitude of the 
power spectrum of the contamination is constant at all frequencies (Castleman, 1979; 
Haykin, 1983)). The algorithm is therefore in theory only suitable for solving blind 
deconvolution problems associated with a certain type of contamination. Unfortunately, 
coloured noise (the power spectrum of which varies with frequency (Haykin, 1983)) is 
often encountered in real-world images. It is, therefore, desirable to seek techniques 
for coping with coloured noise contamination in order to formulate a general blind 
deconvolution algorithm. One such technique, and the resulting algorithm is described 
in §5.3. 
5.2 THE AUTOMATIC ITERATIVE ALGORITHM (AIA) 
In this section, a refined algorithm is proposed which accelerates and improves the 
convergence of the Davey Algorithm, as well as improving its stability. This algorithm 
is described briefly in §5.2.1, followed by §5.2.2 and §5.2.3 which discuss the refinements 
it incorporates and the reasons for them. Refinements to accelerate the convergence of 
the algorithm are described in §5.2.2, where three alternative methods are presented 
along with examples to demonstrate each of the methods. Refinements to improve 
the quality of the restored images are described in §5.2.3. Comparative computational 
examples using the AIA and the Davey Algorithm are presented in §5.2.4. The results 
of this comparison are discussed in §5.2.5. 
5.2.1 Description of the algorithm 
Chapter 4 discusses the effects of key parameters on the convergence of the Davey 
Algorithm, including the effects of the Wiener-like filter and its constant /3 on the 
performance of this algorithm. Based on these effects and the motivations discussed in 
§5.1, the AIA is developed. The basic concept of this algorithm is similar to that applied 
by Ayers and Dainty (1988) and Davey et al (1989) (see Figure 3.1). Refinements 
are made to various aspects associated with the filter constant /3, the Fourier space 
constraints, the normalization of estimates of f(x) and h(x) and the balancing of energy 
between g(x) and its estimate during each iteration. Importantly, /3 is no longer constant 
in this algorithm and is henceforth referred to as the filter parameter and denoted /3i• 
The AIA is depicted in Figure 5.1; the steps in brief are: 
(i) Initialization: 
• Initialize the estimate of the true image f(x), fo(x), with a random image. 
• Initialize the estimate of the true psf h(x), h0 (x), with a random image. 
• Select support estimates for f (x) and h(x) as described in §4.3.2. 
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Figure 5.1 The basic iterative loop of the Automatic Iterative Algorithm. 
• Select initial filter para.meter {30 . 
H; 
(ii) Vary the filter para.meter f3i, The rationale and strategies for adapting /3i a.re 
discussed in §5.2.2. 
(iii) Normalize the estimates .fi(x) and hi-1 (x) with respect to the brightest pixels in 
l.fi(x)I and lhi-1(x)I, respectively and balance the energy of the blurred image 
g(x) and the energy of its estimate .fi(x) 0 hi-1(x). See §5.2.3.2 for details. 
(iv) Generate the new estimate hi (x) by deconvolution. This deconvolution is carried 
out by transforming the estimate .fi(x) a.nd the blurred image g(x) into Fourier 
space a.nd then applying Fourier space constraints to produce a. spectra.I estimate 
H;(u). Hi(u) is then transformed back into image space to form hi(x). The 
Fourier space constraints applied a.re discussed further in §5.2.3.1. Note that the 
filter para.meter involved in this Fourier space constraint is f3Ji which is calculated 
from f3i (cf. (5.7), (5.8) and (5.10)). 
h; 
h; 
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(v) Apply image space constraints, such as support, reality and positivity (if applica-
ble), to the new estimate, hi(x), as described in §3.2.3. 
(vi) Generate the next image estimates fi(x) and fi+i (x) from hi(x) and fi(x) in the 
same manner as the psf estimates hi(x) and hi(x) are formed from ]i(x) and hi-1 (x) 
as described in steps (iv) and ( v). 
(vii) Test for termination conditions and exit if one or more are met. These conditions 
are: 
• The error metric Ea[Yi] or Eb[Yi], described in ( 4.66) and ( 4.67), rises after 
reaching a minimum for a given number of iterations, In. 
• The number of iterations exceeds the maximum allowable, Ima.x• 
(viii) Return to (ii) and repeat loop. 
Upon loop termination (see (vii)) the estimates fi(x) and hi(x) associated with the 
smallest error are accepted as the restorations of f(x) and h(x). 
Some of the steps discussed above are the same as those present in the Davey Al-
gorithm. The following sections discuss only those steps of the AIA that incorporate 
refinements. 
5.2.2 Refinements to accelerate convergence 
The convergence of the AIA is accelerated by adapting the filter parameter /3i for the 
Wiener-like filter (see (5.8)). The idea of adapting /3i was first suggested by Davey 
(Davey, 1989, §7.4.3) and later a method for implementing it (in concept only) was pro-
posed by Bates (Bates et al., 1990a). McCallum and Rodenburg (1993) also proposed 
and implemented a method for adapting /3i- The McCallum and Rodenburg algorithm is 
reviewed in §5.2.2.1, wherein the performance of this algorithm is illustrated with exam-
ples and discussed. In §5.2.2.2 through §5.2.2.4, three alternative methods of adapting 
f3i in conjunction with the AIA are discussed. The first method of adapting /3i is adopted 
from the McCallum and Rodenburg algorithm (1993) and named the iterative /3i reduc-
tion approach. In §5.2.2.2, the application of the iterative /3i reduction approach in the 
AIA is investigated and a suitable reduction rate which makes the approach effective in 
the AIA is proposed. The second method, described in §5.2.2.3, adapts /3i using various 
f3i reduction rates. The convergence of the AIA is then further accelerated. The third 
method is to adapt /3i to minimize the error metric. This is presented in §5.2.2.4. In each 
of the sections §5.2.2.2 through §5.2.2.4, computational examples demonstrating the op-
eration of the proposed methods are presented and results are discussed. The three 
strategies in §5.2.2.2, §5.2.2.3 and §5.2.2.4 are different approaches to solve the same 
problem of accelerating the convergence of the algorithm. Each of them has advantages 
in different contexts. 
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5.2.2.1 The McCallum-Rodenburg Algorithm 
McCallum and Rodenburg (1993) extended the Davey Algorithm to recover probe and 
specimen functions from microdiffraction plane intensity measurements obtained from 
a scanning electron microscope. For convenience, this algorithm is referred to as the 
McCallum-Rodenburg Algorithm henceforth. 
Under the McCallum-Rodenburg Algorithm, /3; is reduced in proportion to the ite-
ration count i according to 
/3i = f3oki O < k ::; 1, (5.1) 
where {30 is the initial value of /3i and k is a real constant referred to as the reduction 
rate. 
The basic structure of the McCallum-Rodenburg Algorithm is similar to the Davey 
Algorithm (§3.2.3). Apart from adapting /3i iteratively, two other enhancements are 
also made in the McCa.llum-Rodenburg Algorithm. Firstly, IF'i(u)I and IH;(u)I are nor-
malized to have a maximum value of unity before being used to generate Hi(u) and 
Fi(u), respectively. Secondly, the energies of G(u) and F;(u) H.;(u) are normalized to 
unity before computing the convolutional error defined by 
(5.2) 
In one of the experiments reported in McCall um and Rodenburg (1993), the 
McCallum-Rodenburg Algorithm was observed to perform most reliably with f3i (where 
/3? = /3{ = /3;) decreasing with each iteration (k = 0.8). In another experiment re-
ported in the same paper, the best results were obtained with constant filter parameter 
(i.e. k = 1) but /3f =f. /3{. McCall um and Rodenburg (1993) provided little guidance 
regarding whether an iterative /3; reduction scheme (i.e. equation (5.1) fork < 1) can 
be generally applied in their algorithm to produce satisfactory restorations to accelerate 
its convergence. As this is one of the interests in this chapter, the rest of this section is 
devoted to this subject. 
To confirm the feasibility and reliability of employing the iterative /3; reduction 
approach to accelerate the performance of the McCallum-Rodenburg Algorithm, it is 
necessary to know whether there exist a pair of values of k and /30 which are insensitive 
to the contamination level of the blurred image and from which the algorithm produces 
optimal or near optimal restorations, compared with those produced using other values 
of k. As a consequence, the following experiments were conducted. 
The :tvicCallum-Rodenburg Algorithm was applied to two blurred images contami-
nated with Gaussian noise to give SNRs of 20dB and 40dB, respectively. The behavior 
of the algorithm was investigated for seven reduction rates/;;= 0.6, 0.7, 0.8, 0.9, 0.95, 0.97 
and 0.99. For each test, a blurred image g(x) was created by convolving the true image 
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shown in Figure 5.2(a) (a Chinese ideogram representing luck) with the psf shown in 
Figure 5.2(b). An example of g(x) contaminated with SNR of 20dB is depicted in Fig-
ure 5.2(c). As depicted in Figure 5.2, f(x) contains 32 X 32 pixels and is real and 
positive, while h(x) is a uniform disk with a diameter of 9 pixels. 
SNR = 40dB 
Errorllteration k 
0.6 0.7 0.8 0.9 0.95 0.97 0.99 
E:,min [g;] t IIming 4.8417 4.66116 4.53125 4.4150 4.37198 4.351164 4.511400 
ET[!;] tlJming 26617 160116 160125 166150 173198 1741164 2251400 
ET,min[fi] tlJminj 16Oj12 158117 158126 159155 1611111 1621186 2251400 
. · 
· . 
SNR = 20dB 
E:,min[g;] tlJming 14.8316 14.818 14.8113 14.77129 14.75159 14.75199 14.751302 
ET[fi] tlJming 35416 35718 355113 350129 349.7159 349.6199 3491313 
ET,min[Ji] tjJmin.f 354j6 35219 35ljl4 349j30 348162 348jl04 3481313 
Table 5.1 The effect of reduction rate k on minimum convolutional error E:,min[gi], the cor-
responding true error Er[fi] at the same iteration Iming and minimum true error Er,min [f;] when 
using the McCallum-Rodenburg Algorithm for blind deconvolution. 
t Each error value displayed is 1000 times the actual value. 
It is convenient to introduce a normalized true error, defined 
1 lf(x) - e~fi(x )12 dx 
ET[!iJ = X r , 
lx lf(x)l2 dx 
(5.3) 
where e~ = Eng[f(x) ]/Eng[fi(x) ]. Thus the energies of the two quantities in (5.3) are 
equal Similarly, ET[hi] can be calculated by substituting f(x) and fi(x) for h(x) and 
hi(x) respectively in (5.3). 
When performing the McCallum-Rodenburg Algorithm, the initial estimates of 
f(x) and h(x), shown in Figures 5.2(d) and 5.2(e), were generated by pseudo-random 
numbers uniformly distributed between 0 and 1 within the support estimates NI1(x) and 
Nh(x), respectively. J.111(x) and lvh(x) were selected to equal the image box (cf. §2.2). 
After initial trials a value of {30 = 0.1 was selected and found to be satisfactory for all 
images and values of k tested. The maximum iteration was set to 500 (the optima.I 
restorations occur within this iteration count). The restorations were obtained at ite-
ration Iming where the corresponding convolutional error E~[gi] was minimum, that is 
E~[gi] = E:,min[gi]. Table 5.1 lists the observed values of the error E:,min[gi] and the 
corresponding true error ET[fi] at iteration Iming for each contamination level and re-
duction rate considered. Also listed is the minimum true error, ET,min[fi], observed over 
all 500 iterations and the iteration Iminf at which it occurs. Importantly, Iminf, can and 
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often does differ from Iming, since E~[g.;] evaluates the difference between the contami-
nated measurement g(x) and its estimate, while ET[fi] assesses the difference of the true 
image f (x) and its estimate. Figure 5.3 shows examples of the restorations off (x) and 
h(x) obtained using the 1vlcCa.llum-Rodenburg Algorithm. These restorations are the 
best observed in conjunction with the various reduction rates tested. Figures 5.3(a) and 
5.3(b) resulted when k = 0.8 and g(x) has a SNR of 40dB. Figures 5.3(c) and 5.3(d) 
resulted when k = 0.95 and g(x) has a SNR of 20dB. The error curves of E~[gi] and 
ET[fi] associated with Figures 5.3(a) and 5.3(b) are plotted in Figure 5.4(a), and those 
corresponding to Figures 5.3(c) and 5.3(d) are plotted in Figure 5.4(b). 
(a) (b) (c) 
(d) (e) 
Figure 5.2 (a) A real positive image f(x); (b) psf h(x); (c) blurred image g(x) =f(x) 0 
h(x) +c(x) with SNR = 20dB; (d) and (e) starting image f~(x) and psf h. 0 (x). 
Inspection of the results depicted in Figure 5.3 and Table 5.1 reveals that when 
the initial value of /3;, /Jo, is appropriate (for example /Jo = 0.1), the errors E~,min[gi], 
ET[fi] and ET,min[f;] observed for g(x) with both SNRs of 20dB and 40dB are insensitive 
to the value of k selected, when it is in the range of 0.7 - 0.97. Using this range of k, 
the algorithm produces similar and low values of the errors of the restorations, and 
the observed minimum error E~ min[g;] correlates well with the minimum true error 
' 
ET,min[Jd , which makes it practical to obtain the best or near the best restorations 
produced by the algorithm. Such response of the algorithm to the concerned range of 
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(a) (b) 
(c) (d) 
Figure 5.3 Examples of images restored using the McCallum-Rodenburg algorithm, f3o = 0.1: 
restorations of f(x) and h(x) corresponding to Figure 5.2 respectively with g(x) contaminated by: 
(a) and (b) k = 0.8, SNR = 40dB; (c) and (d) k = 0.95, SNR = 20dB. 
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(b) 
Figure 5.4 The convolutional error E:[g;)and the true error Er[fi]corresponding to the restora-
tions depicted in Figure 5.3: (a) k = 0.8, SNR = 40dB; and (b) k = 0.95, SNR = 20dB. Continuous 
and dotted cmves depict E:[g;] and Er[f;] respectively. 
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k is consistent for g(x) contaminated with both levels. It is reasonable and practical 
to infer that this behaviour of the algorithm is in accord for g(x) contaminated with 
various levels. The McCallum-Rodenburg Algorithm is, therefore, capable of producing 
satisfactory restorations as a consequence of using iterative f3i reduction approach and 
performing one application, for example using k = 0.9 and /30 = 0.1. In contrast, the 
Davey Algorithm must typically be applied ten times with different fixed constant /3 to 
produce acceptable restorations. 
5.2.2.2 Applying iterative /3i reduction m the Automatic Iterative Algo-
rithm: method one 
The results presented in the previous section show that the convergence of the McCallum-
Rodenburg Algorithm is accelerated by reducing /3i iteratively. However, the literature 
concerning blind deconvolution provides little information regarding the rationale for 
reducing /J;; this is now discussed. 
As discussed in §4.2.2, /3 is an estimate of JC'(u)l2/IF(u)J 2 (see (4.58) where n = 0) 
when the estimate Fi(u) is generated using the Davey Algorithm. The value for /3 se-
lected determines the value of the cutoff spectral magnitude Hma.x ( cf. ( 4.52)), which 
separa.tes the effective part of the spectrum II; ( u) from its ineffective part, at the com-
mencement of image restoration. Since most of the effective components are very noisy 
in the early iterations and are retrieved gradually during the iterative process, the value 
of the actual cutoff spectral magnitude decreases from a large value to the value of 
Hma.x. If /3 is a suitable choice, the estimate of F(u) is then retrieved. A similar process 
occurs when the estimate of H(u) is retrieved. 
The iterative blind deconvolution process stated in the previous paragraph suggests 
that reducing /3; iteratively as described in (5.1) is suitable for the deconvolution process. 
Starting with a larger value of /3o which is appropriate to the noisy starting estimate, 
the iterative /3i reduction process forces the amount of the actual effective components 
of the estimate, say Hi(u), to be increased at a rate that is compatible with the /Ji 
reduction rate and retrieves these components progressively. The true error of the image 
Er[.f;] decreases accordingly. This process continues until /3; is reduced to a value that 
results in the lowest value of Er[/i]. This value of /3; is called the optimum value of /J;. It 
is likely that the optimum value of /3; produces a pair of constant /3{ and /3? (see §5.2.3.3) 
which are most close to their representative pair, the averages of JC'(u )12 /IH(u )1 2 and 
jC'(u)l2/JF(u)l2. When P·i is further reduced to be smaller than its optimum, the 
contamination in G(u) is likely to be overemphasised in the new estimate Fi(u). The 
error curve of Er[Ji] rises correspondingly as shown in Figure 5.4 and the algorithm is 
said to diverge. The direct connection between /3i, the residual C'; ( u) and the cutoff 
spectral magnitude at each itera.tion, H;ma.x, is described mathematically in §5.3.1 (see 
(5.16) and (5.18)). The iterative /3i reduction approach of the McCallurn-Rodenburg 
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Algorithm presented in one of their examples (McCallum and Rodenburg, 1993) is, 
therefore, appropriate to be employed. 
SNR = 40dB 
Error I Iteration k 
0.6 0.7 0.8 0.9 0.95 0.97 0.99 
E:,min[gi] filming 4.1719 3.59112 3.0121 1.34152 1.011101 0.7711196 23.413 
Er[f;] tlJming 38619 368112 291121 81.4152 71.61101 32.91196 79213 
Er,min[J;] tlfminf 366111 312117 124136 54.9162 45.91118 32.31204 585126 
SNR = 20dB 
E:,min[g;] filming 11.318 10.9112 10.7118 10.4143 9.67185 9.501140 33.213 
Er[/;] filming 51918 502112 452118 368143 286185 2581140 79413 
Er,min[f;] tlfminf 51717 486111 449117 366144 282183 2481134 589.9126 
Table 5.2 The effect of reduction rate k on the errors E:,min [g;], ET[fi] and ET,min [/;] produced 
by the Automatic Iterative Algorithm for blind deconvolution. 
t Each error value displayed is 1000 times the actual value. 
Based on the above discussion, the approach of iterative f3i reduction is employed 
in the AIA described in §5.2.1. Using the same example shown in Figures 5.2(a) to 
5.2(d), the algorithm was applied to the blurred image in Figure 5.2(c) in one case 
contaminated by SNR = 40dB and in a second by 20dB. The reduction rates k = 
0.6, 0.7, 0.8, 0.9, 0.95, 0.97 and 0.99 were each used. The minimum of the error Eb[9i] over 
300 iterations in each case is shown in Table 5.2. The corresponding true error of the 
image Er[fi] and the minimum Er[fi] are shown as well. Restorations with k = 0.97, 
which are the best among the tested values of k, are shown in Figure 5.5 and the 
corresponding error curves of Eb[9i] and Er[fi] are plotted in Figure 5.6. 
Inspection of the error values obtained in different cases in Table 5.2 reveals three 
things: Firstly, unlike the results using the McCallum-Rodenburg Algorithm in Ta-
ble 5.1, the values of Eb[9i] and Er[/i] in Table 5.2 are largely dependent on the reduc-
tion rate k. Generally speaking, the slower the reduction rate is, i.e. the larger value of 
k, the lower values of Eb[9i] and Er[fi] can be obtained. Equivalently, the better is the 
convergence of the algorithm. However, if the reduction rate is too slow, for example, 
k = 0.99, the algorithm ceases to converge and the deconvolution therefore fails. 
Secondly, the required iteration number to achieve acceptable restorations depends 
on the contamination level of g(x). The less g(x) is contaminated, the greater the 
number of iterations required. For example, when k = 0.97 the number of iterations to 
achieve minimum Er[/i] over 300 iterations is 134 when SNR = 20dB and is 204 when 
SNR = 40dB. 
Thirdly, Figure 5.6 illustrates that Eb[Ui] correlates well with Er[fi] , but the itera-
tion number at which each reaches a minimum varies with the reduction rate k. The 
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(a) (b) 
(c) (d) 
Figure 5.5 Examples of accelerating convergence by the Automatic Iterative Algorithm, using 
iterative /3; reduction scheme, /Jo = 0.1, k = 0.97: restorations of f(x) and h(x) corresponding to 
Figure 5.2 respectively with g(x) contaminated by: (a) and (b) SNR = 40dB; (c) and (d) SNR = 
20dB. 
difference in one case shown in Table 5.2 is 8 iterations (k = 0.97, SNR = 40dB) and 
in another 17 iterations (k = 0.95, SNR = 40dB). The resultant restorations obtained 
from the minimum Eb[9i] thus deviate from the optima resulting from minimum Ey[fi] . 
However, the degree of the deviation in the quality of the restorations tends to reduce 
as the reduction rate k gets closer to unity. 
The reason for the behavior of the algorithm using different reduction rate k is now 
explained. As it has been discussed in the beginning of this section that reducing /3i 
iteratively sets a decreasing cutoff spectral magnitude Himax in the estimate ft(u). 
More and more components of ft(u) are retrieved and classified into the category of 
effective components (for which IH.;(u)j > Hima.x) as f3i decreases. Such a process ceases 
once /3; is reduced beyond its optimum value, which is related to jC(u)l2/jF(u)l2. If 
the contamination level is lower, the average of jC(u)[ is smaller, so is jC(u)j/jF(u)j. 
The optimum value that /3i is reduced to is smaller correspondingly. For the same value 
of the reduction rate k, more iterations are thus required. 
,vhen a slower /3i reduction rate (or a larger value of k) is selected, the difference 
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Figure 5.6 Error curves of Eb[g;] and ET[f;] using the automatic iterative algorithm, /3o = 0.1, 
k = 0.97, corresponding to the restorations in Figure 5.5 with (a) SNR = 40dB; and (b) SNR = 
20dB. Continuous and dotted curves depict Eb[g;] and ET[f;] respectively. 
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between two filter constants for two consecutive iterations f3i-1 and f3i is smaller. The 
components of the interpolated new estimate, say ~(u), which are either generated by 
the Wiener-like filter using f3i or taken from those of the previous estimate F; ( u) related 
to (3;_ 1 , are more smoothly merged (see §5.2.3.1). The resultant restorations are thus 
better retrieved than those from a faster reduction rate. 
Comparison of the error values in Tables 5.1 and 5.2 and the restorations in Fig-
ures 5.5 and 5.3 shows that better restorations or equivalently lower values of Er[fi] are 
from Table 5.2 produced by the AIA. The advantage of the AIA over the McCallum-
Rodenburg Algorithm is shown by the significant improvement of the convergence of 
the algorithm especially when the contamination level is around SNR = 40dB or better. 
5.2.2.3 Adapting the rate of f3i reduction: method two 
Section §5.2.2.2 has demonstrated that the convergence of the Automatic Iterative Al-
gorithm can be significantly accelerated using the iterative /J; reduction approach. Since 
the contamination level of the given blurred image is unknown a priori, a large num-
ber of iterations is required when using the recommended slow reduction rate k = 0.97 
to operate the process as shown in Table 5.2. It is therefore worthwhile to seek the 
alternative especially when the size of the image is comparatively large. 
In this section, a strategy to further accelerate the convergence of the algorithm 
based on the f3i reduction approach is presented. Since the initial filter constant (30 is 
much larger than its optimum, it is sensible to initially reduce f3i rapidly and slow the 
rate of decrease when (3; is getting closer to its optimum. Less iterations are required to 
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decrease /Ji from (30 to its optimum. The convergence of the algorithm is thus further 
accelerated, while the advantages of using slow reduction rate discussed in §5.2.2.2 are 
retained. 
(a) (b) 
(c) ( d) 
Figure 5. 7 Examples of accelerating convergence by the Automatic Iterative Algorithm, us-
ing three (3; reduction rates k = 0.9, k = 0.95 for 30 iterations and k = 0.97 for 50 itera-
tions consecutively: restorations of f(x) and h(x) corresponding to Figure 5.2 respectively with 
g(x) contaminated by: (a) and (b) SNR 40dB; (c) and (d) SNR = 20dB. 
Computational simulation was carried out by adapting several /Ji reduction rates 
consecutively to perform the algorithm. For the convenience of comparison, the same 
example involved in Table 5.2 was used. The true image, psf, the blurred image and the 
pseudo-random starting image were those displayed in Figures 5.2(a) to (d). Three dif-
ferent reduction rates k were chosen; the algorithm starts with k = 0.9 for 30 iterations, 
continues with k = 0.95 for 30 iterations and with k = 0.97 for a final 50 iterations. 
The restorations corresponding to the minimum Eb[gi] over the total 110 iterations were 
obtained. The same process was applied for deconvolving images contaminated by SNR 
= 40clB and 20dB. Restorations retrieved in the two cases are shown in Figures 5. 7 ( a) 
and 5.7(b). The related error curves of Eb[gi] and Er[Ji] are displayed in Figures 5.8(a) 
and ,5.S(b). The true error Er[Ji] when using sole rate of k = 0.97 in Section 5.2.2.2 is 
shown for comparison. 
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Figure 5.8 Error curves of Eb[g;] and Er[f;] using the automatic iterative algorithm with the 
scheme of adapting /3; reduction rate, corresponding to the restorations in Figure 5.7 with (a) SNR 
= 40dB; and (b) SNR = 20dB. Continuous and dotted curves depict Eb[g;] and ET[fi] respectively. 
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Observation of Figures 5.8(a.) and 5.8(6) shows that by reducing /Ji with k = 0.9, the 
initial rate of decrease in error Er[J;] can be improved. In other words, the convergence 
of the algorithm is accelerated. When k is altered from 0.90 to 0.95, the rate of decrease 
in Er[fi] slows as well. However, it is still decreasing faster than when k is held at 
0.97 throughout the process. As /Ji is reduced near to its optimum, or equivalently, 
as Eb[Yi] approaches its minima.I value, k is further altered to the reliable rate of 0.97. 
Overall the minimum achieved with the stepwise increases in k is the same as when k 
was fixed at 0.97, yet it was achieved 47% faster in the 40dB case, 39% faster in the 
20dB case. 
Since the iterations required to obtain satisfactory restorations vary with the con-
tamination level, it is sensible to set some condition to terminate the process. Investi-
gation of the behavior of the algorithm shows that, generally speaking, the error metric 
Eb[Yi] decreases monotonically until reaching its minimum. It is therefore reasonable to 
terminate the algorithm where Eb[Yi] rises above its minimum after a certain number of 
iterations ID, for example ID = 50. Unnecessary iterations can therefore be avoided. 
Both the reliability and the speed of the performance of the algorithm a.re improved 
simultaneously. 
5.2.2.4 Adaptation of /Ji to minimize the error metric: method three 
In this section a. third alternative approach is presented for dynamically changing the 
filter constant and accelerating the convergence of the algorithm. Instead of reducing 
/Ji iteratively as described in §5.2.2.2 and §5.2.2.3, the new approach varies /Ji according 
to the contamination level of G(u) as well as the quality of the estimate .Hi(u) during 
94 CHAPTER 5 EXTENSIONS TO BLIND DECONVOLUTION METHODS 
the process. This is realised by selecting /3i to minimize the error metric Eb[gi] during 
various stages of the process. The algorithm is therefore directed to the solution of the 
deconvolution process routinely and automatically. 
For convenience, the basic loop of the Automatic Iterative Algorithm utilizing the 
scheme of adapting /3; to minimize the error metric Eb[gi] , also referred as the mini-
mization method, is illustrated in Figure 5.9. 
The difference between the two iterative loops in Figure 5.1 and Figure 5.9 is that the 
latter involves more steps for the scheme of dynamically changing /3; than the former 
does. Since the remainder of the algorithm has been described in §5.2.1, only the 
additional steps for adapting /3i to minimize the error metric Eb[g;] , corresponding to 
the step (ii) in §5.2.1, are described: 
(1) At the point in the iteration loop where a new image estimate fi(x) has been 
formed ( cf. . Figure 5.9), search for a new /3; if either of the following conditions 
are met: 
• The number of iterations performed by the same filter parameter is equal to 
a given number Is; 
• The algorithm has diverged beyond the tolerance, tha.t is the algorithm pro-
duces monotonically increasing E(gi) > E(g;-1) for Idiv successive iterations. 
(2) Calculate a testing filter parameter /3i,j by 
·;21-1 (3 . · - /3·10) l,J - i l (5.4) 
where j is an integer and is given by 
j = 0, ±1, ±2, .. , ±(J - 1)/2, J odd, (5.5) 
where J is the total number of /3£,j tested in the search. The integer l in (5.4) is 
used to control the range of values for /3i,j that are tested and is given by 
{ integer part of (i/Is), i ~ Is l= 
1 otherwise. 
(5.6) 
where Is is defined in step (1). l increases as iterations proceed as shown in (5.6). 
Consequently, the gap between two adjacent testing parameters /3;,j and /3i,j+l in 
(5.4) becomes smaller or finer as l increases. 
(3) Employ the testing parameter f3i,j to calculate ;3f,j according to (5.10) which is 
then used in the Fourier space constraint in (5.8) to generate the testing estimate 
F;,j(u) and then f;,j(x). 
(4) Preserve the minimum error E(gi,ja) among E(g;,j) resulted from all of the tested 
/3i,j, and the corresponding f3i,jo• 
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Figure 5.9 The basic iterative loop of the Automatic Iterative Algorithm, incorporating with 
the scheme of adapting {3; to minimize the error metric. 
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(5) If j < (J - 1)/2, return to step (2), otherwise iterations cease. 
(6) If E(gi,jo) < E(gi-1), go to step (7), otherwise, all of the testing f3i,j result in 
increased values of the error metric, that is E(gi,jo) > E(gi-1); the algorithm is 
interpreted to have reached its convergence limit and iterations cease. 
(7) Replace the previous executive f3i, which lead to either a slower convergence rate 
or the divergence of the algorithm at -ith iteration, by the optimal filter parameter 
/3i,jo at ith iteration, and return to the main loop to generate the new estimate 
Fi(u), etc . 
(a) (b) 
(c) ( d) 
Figure 5.10 Comparative example of accelerating convergence by the automatic algorithm using 
the scheme of adapting (3; to minimize the error metric, SNR = 40c!B, restorations of Figures 5.2(a) 
and 5.2(b), respectively, with initial filter parameter: (a) and (b) f3o = 10-1 ; (c) and (cl) f3o = 10-7 , 
An example of the application of the AIA employing the strategy of ada.pting f3i to 
minimize Eb[gi] is now presented. Results are compared with that from the algorithm 
using the iterative (3.; reduction approach in §5.2.2.2. Using the example displayed in 
Figures 5.2(a) to .5.2(d), the blurred image g(x) was contaminated to a level of SNR = 
40dB. The algorithm was run with I= 7, J = 7 and Idiv = 3. The initial filter parameter 
is selected as (30 is selected to be 10-1 and 10-7 respectively. Restorations resulted from 
5.2 THE AUTOMATIC ITERATIVE ALGORITHNI (AIA) 97 
the minimization method are illustrated in Figure 5.10. Restorations using iterative /3i 
reduction scheme described in §5.2.2.2 are shown in Figures 5.ll(a) to 5.ll(d). 
(a) (b) 
(c) ( d) 
Figure 5.11 Comparative example of accelerating convergence by the automatic iterative al-
gorithm employing the iterative /3i reduction approach, k = 0.97, SNR = 40dB: restorations of 
Figures 5.2(a) and 5.2(b), separately, with: (a) and (b) /3o = 0.1; (c) and (d) /3o = 10-7 _ 
Inspection of the results presented in Figure 5.10 reveals that successful blind de-
convolution can be achieved using the initial filter parameters covering a wide range of 
(30 = 10-7 and 10-1 , i.e. the algorithm is relatively insensitive to the choice of (30 . When 
the same range of (30 was used by the iterative /Ji reduction scheme in §5.2.2.2, restora-
tions (displayed in Figures 5.ll(a) and (b)) obtained using the larger value of {30 = 10-1 
are comparable with those using the minimization method. However, the restorations 
received from the smaller value of /Jo= 10-7 are highly contaminated as shown in Fig-
ures 5.ll(c) and 5.ll(d) and are much worse than those from the minimization method 
with the same value of /30 • 
The comparative results show that using the scheme of selecting /Ji to minimize the 
error metric, the convergence of the algorithm, judged by the lowest value of the true 
error Er[fi] that the algorithm is able to achieve, is similar to that from the iterative 
/Ji reduction method. The advantage of the presented method is that it makes the 
algorithm far less sensitive to the choice of initial filter constant. 
98 CHAPTER 5 EXTENSIONS TO BLIND DECONVOLUTION METHODS 
Experiences show that the algorithm can produce satisfactory restorations to im-
ages contaminated with SNR = 30dB or better. It is expected that a more severely 
contaminated image, e.g. SNR = 20dB, might be successfully retrieved if the algorithm 
is further refined. 
5.2.3 Refinements for improving the accuracy of restoration 
In this section several extensions to the Davey Algorithm are presented for improving 
the qua.lity of the restorations. An interpolated Fourier space constraint is introduced 
in §5.2.3.1. A new scheme of normalizing the estimates off (x) and h(x), and balancing 
the energy of the measurement g(x) and its estimate is described in §5.2.3.2. In §5.2.3.3 
a method is proposed for scaling the filter para.meter /Ji to adapt to different magni-
tude ranges of the estimates IF;(u)I and IH;(u)I when /Ji is used to generate Hi(u) and 
Fi(u) respectively. In each of the sections, the significance of the refinements is given. 
Comparative simulation results for demonstrating their effects are presented in §5.2.4. 
5.2.3.1 An interpolated Fourier space constraint 
It has been discussed in §3.1.1 that at the frequencies where the spectrum of the blurred 
image, G(u), is dominated by the contamination (cf. (3.5)), G(u) is unable to supply 
useful information of F(u) H(u). Consequently, information of F(u) and H(u) at these 
frequency region is irretrievable from G(u). It is also discussed in §5.1 that the appli-
cation of the Wiener-like filter in the Davey Algorithm makes good use of the valuable 
information of G(u) to retrieve estimates of F(u) and H(u) respectively and prevents 
contamination amplification on the estimates of F(u) and H(u) at the cost of discard-
ing the spectra.I information of the estimates at the related frequencies. 
Since the iterative algorithm enforces the image and Fourier space constraints alter-
natively to the new estimates H;(u), h;(x), F;(u) and fi(x), respectively, at each ite-
ration, both constraints often deal with different set of data of, for example, H; ( u) and 
hi(x). At the frequencies where G(u) and the Wiener-like filter contribute little to 
the new estimates H;(u) and Fi(u), their previous estimates H;_ 1 (u) and Fi(u) may 
provide valuable information, because the inverse Fourier transforms of Hi-l ( u) and 
F;(u) satisfy the image space constraints. Information of F(u) and H(u) beyond a band-
limit of G(u), where G(u) is under the control of contamination, may therefore be 
recovered. A form of interpolation between the previous and new estimates is conse-
quently suggested. Something of this kind does occur in the Ayers and Dainty algorithm 
( cf. §3.2.2) as shown in (3.14). Inspired by McCallum's suggestion (McCa.llum 1990, 
§8.2.2), which does not appear to have been implemented effectively yet, a similar form 
of interpolation of Fi(u) is realised by 
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where W HJu) takes the form of the Wiener-like filter in (3.19) with the exponent n set 
to zero, 
W · (u)- Ht(u) 
Hi - IHi(u)l 2 +,6?' (5.8) 
where ,{3f is the filter parameter for producing the estimate of F(u). ,{3f is calculated 
from f3i as described in §5.2.3.3. 
In (5.7) AjJJu) is a weight function, similar in form to a highpass Butterworth filter 
of order m (Gonzalez and Woods, 1992), 
1 
AfI;(u)=-1+-µ[-,6~--/-IH~i-(u-)l-~-m' (5.9) 
A Hi ( u) varies from one to zero according to the usefulness of each of the two items in 
( 5. 7). More details regarding the effect of A Hi ( u) in ( 5. 7) are described in the following 
paragraph. In (5.9) µ is a real constant with O < µ ::; 1 and m is an integer. fl affects 
the size of A Hi ( u). The exponent m is responsible to the transmission slope of AH; ( u) 
varying from zero to one. The higher the order m, the sharper the slope. For simplicity, 
both µ and 1n are set to unity. 
The rationale of the interpolated Fourier space constraint in (5.7) is now explained. 
At the frequencies where !Hi ( u) 12 » ,{3f, i.e. Hi ( u) is effective, W II; ( u )G( u) in the first 
item of (5.7) supplies valuable information to the estimate Fi(u). In this situation, the 
weight AH;(u) is close to unity which allows the useful information from ltVH;(u) and 
G(u)to be fully used in generating Fi(u). When IHi(u)l 2 ~ ,6f , i.e. Hi(u)is non-
effective, the magnitude of HI Hi (u) G(u) is attenuated to prevent contamination ampli-
fication in Fi ( u) rather than provides useful information. In that case, AH; ( u) is close 
to zero, which eliminates the influence of the Wiener-like filter in the new estimate 
Fi(u) completely. Fi(u) at the related frequencies is formed by the previous estimate 
Pi ( u) which could be valuable due to the fact that its inverse Fourier transform sat-
isfies the image space constraints. When the value of IHi(u) l2 is comparable with 
,{3f, WH;(u)is increasingly attenuated as IHi(u)l 2 decreases, and the value of AH;(u) 
smoothly transfers from one to zero reducing the influence of WH/u)G(u) on Fi(u). 
To make the interpolated Fourier space constraint in (5.7) work effectively, the two 
additional refinements described in §5 .2.3.2 and §5.2 .3.3 must be incorporated. 
Experience indicates (Bates et ctl., 1990a) that when either the image or the psf 
involved in the blurred image is symmetric (i.e. f(x) = f(-x )), the performance of the 
algorithm is less effective than when it is applied to an asymmetric image, provided the 
the image is contaminated by the same level of SNR. The imaginary part of the spectrum 
of a symmetric image is zero. Thus if either component is known to be symmetric, the 
imaginary part of the corresponding spectral estimate can be set to zero as an additional 
Fourier space constraint. 
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5.2.3.2 Balancing the energy of g(x) and its estimate 
The consequence of energy bouncing between the estimates of f(x) and h(x) (c.f. §5.1) is 
that the values of one estimate are significantly larger than what they should be, whilst 
the values of its counterpart at the related frequencies are distinctly smaller than they 
should be. The influence of the energy bouncing becomes worse when the interpolation 
of the estimate in (5.7) is introduced. A new strategy of balancing the energy of the 
estimates was therefore devised: 
• Normalize .f;(x) and hi-1 (x) to a maximum magnitude of unity; 
• Scale the given blurred image g(x) such that its energy is equal to the energy 
of .f;(x) 0 h;_i(x). 
The first step confines the values of the input estimates at each iteration, hi-1 (x) 
and Ji (x) satisfying the image space constraints, within a fixed range. The consequent 
estimates hi(x) and Ji (x) are therefore generated from a similar range of data. This 
makes the weighted average of the two items of the Fourier space constraint in (5.7) 
meaningful. Another advantage is that it takes account of the fact that the sizes of the 
image and psf are usually different. 
The second step matches the energy of g(x) with the energy of its estimate, which 
prevents the magnitude of the spectral estimate Hi ( u) or F; ( u) generated from the same 
spectrum G(u) to be distinctively different from what they should be. The combination 
of the two steps balances the energy and the range of the estimates. The performance 
of the algorithm is then expected to be more stable. 
5.2.3.3 Scaling ,f3i 
It has been discussed rn §,5.1 that a single filter constant /3 in the Davey Algorithm 
represents two different quantities, IC( u) / H ( u) 1n+2 and IC( u) / F( u) 1n+2 respectively. 
A scheme of employing two filter parameters /3;1 and /J{ (cf. Figure ,5.1) in the AIA is 
proposed here. Since /J{1 affects the proportion of the effective and ineffective compo-
nents of ft(u) when performing the Wiener-like filter in (,5.8), and is a quantity relative 
to IHi(u)j 2 , it is therefore sensible to scale /Jf by the maximum IH,i(u)l2, denoted 
IHi,max(u )12. /3{ is similarly scaled by IFi,max(u )12. Thus 
h ' 2 /J; = /J;IHi,max(u )I , (5.10) 
and 
j A 2 /Ji = /JdFi,max( ll) I · (5.11) 
Equations (,5.10) and (,5.11) show that /Ji is a relative quantity for both /Jf and /J{, 
the root square of which represents the proportion of IFi,max(u )I and IHi,max(u )I to be 
classified as ineffective parts of .Fi(u) and Hi(u). Dynamically changing /J; discussed in 
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§5.2.2 actually varies the proportion of IFi,max(u)I and IHi,max(u)I being effective and 
ineffective. 
5.2.4 Computational examples 
In this section computational examples a.re presented for two test purposes: Firstly, to 
demonstrate the effect of ea.eh of the refinements in §5.2.3 to the convergence of the AIA; 
Secondly, to compare the performance of the AIA with that of the Davey Algorithm . 
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Figure 5.12 Examples of the effect of each of the refinements introduced in §5.2.3 on the con-
vergence of the AIA, the AIA was applied on g(x) shown in Figure 5.2(c) with SNR = 40dB, 
k = 0.97, (3 = 0.1, the related f(x), h(x) and fo(x) are shown in Figure 5.2, true errors of the 
restorations, ET[f;], obtained (a) including all refinements described in §5.2.3, depicted by dashclot 
curve; without including refinement of: (b) interpolation of F; ( u) and H;( u), i.e. set .\ ff, ( u) = 1 
in (5.7), represented by continuous curve; (c) constraint for symmetric image, described by the 
dashed curve; ( d) scaling (3;, depicted by the dotted curve. 
Using the images displayed in Figures 5.2(a) to 5.2(e), the AJA was applied for the 
first test purpose with the iterative Pi reduction method to dyna.rnica.lly change /3;. Re-
lated para.meters were selected as: k = 0.97, f3o = 0.1 (cf. (5.1)), ID= 300 (cf. step (vii) 
of §5.2.1) and Imax = 300. The algorithm was applied to g(x) contaminated with SNR 
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of 40dB repeatedly, each time missed out one of the refinements described from §5.2.3.1 
to §5.2.3.3. The resultant Ey[fi] in all cases are plotted in Figure 5.12. 
(a) (b) (c) 
(d) (e) (f) 
Figure 5.13 Comparative example of implementing the AJA, f3o = 0.1, k = 0.97, restorations of 
f(x) and h(x), with g(x) contaminated by: (a) and (d) SNR = 40dB; (b) and (e) SNR = 30dB; 
(c) and (f) SNR = 20dB. 
For the second test purpose, both algorithms were applied to the same blurred image 
g(x) with SNR = 40dB, 30dB and 20dB respectively. In is here selected 50 and the rest 
of the parameters used above for the AIA were employed here. To perform the Davey 
Algorithm, a group of fixed filter constants f3 were tested with g(x) contaminated by 
each of the SNR levels. In and Ima.x were applied to the Davey Algorithm. The true 
error Ey[fi] was used to monitor the performance of the two algorithms. Restorations 
obtained from the optimal constant /30 , which resulted in the lowest Ey[fi], are used 
for comparison and are shown in Figure 5.14. Restorations of J(x) and h(x) using the 
AJA are presented in Figure 5.13. The true errors Ey[f;] in each cases are tabulated in 
Table 5.3. 
5.2 THE AUTOMATIC ITERATIVE ALGORITHM (AIA) 103 
(a) (b) (c) 
(d) (e) (f) 
Figure 5.14 Comparative example of performing the Davey Algorithm using the optimal filter 
constant (30 , restorations of f(x) and h(x), separately, corresponding to Figures 5.2(a) to 5.2(c) 
with: (a) and (d) SNR = 40dB, (30 = 10-9 ; (b) and (e) SNR = 30dB, (30 = 5 x 10-1 ; (c) and (f) 
SNR = 20dB, (30 = 10-6 
I algorithm II SNR (dB) I Er,min[fi] I Er[hi] I 
40 0.032 0.014 
AIA 30 0.097 0.033 
20 0.247 0.064 
Davey 40 0.286 0.098 
Algorithm 30 0.283 0.132 
20 0.365 0.276 
Table 5.3 Comparative example of implementing the AIA and the Davey Algorithm, correspond-
ing to Figures 5.13 and 5.14. 
5.2.5 Discussion 
In this section the results presented in §5.2.4 and some aspects of the new algorithm are 
discussed. 
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Observation of the true error curves Ey[fi] in Figure 5.12 show that the minimum 
Ey[fi] achieved when using all the refinements of the AJA described in §5.2.3 is the 
lowest compared with those obtained without involving one of the refinements separately. 
The influence of the refinements of constraint for symmetric image, scaling /Ji and the 
interpolated Fourier space constraint on the convergence of the algorithm increases 
in turn as shown by the corresponding minimum true error Ey[fi] . The refinements 
presented in §5.2.3 are thus demonstrated to have improved the convergence of the 
algorithm, or equivalently, enhanced the accuracy of the restorations. 
Comparison of the results in Figures 5.13 and 5.14 as well as their true errors Ey[Ji] in 
Table 5.3 shows that the AIA retrieves restorations with better visua.l quality and lower 
error values than the Davey Algorithm at the same contamination level. The same con-
clusion can be made to the comparable results produced by the McCallum-Rodenburg 
Algorithm ( cf. Figure 5.4). Concerning the computational cost when performing both 
algorithms, the Davey Algorithm must be performed for a number (typically 10) of dif-
ferent fixed constants /3 with 100 iterations for each /3. In contrast, using appropriate /3.; 
reduction rate and the initial filter parameter, typically k = 0.97 and /Jo= 0.1, the AIA 
can be routinely controlled, in terms of the filter parameter, satisfactory restorations 
can be produced straighta:way despite the contamination level on g(x) being unknown a 
priori. The performance of the AJA is therefore significantly accelerated compared with 
that of the Davey Algorithm. 
It was noted in §5.2.2.4 that the size of the initial filter parameter /Jo does affect 
the convergence of the AIA. If {30 is selected too small, for the given reduction rate 
k, the speed of recovering components of the restorations is slmver than required by 
the decreasing rate of /Ji- That is the effective components of l[j(u) set by /3i are not 
fully recovered or effective. When /3; reduces to an optimal value, from which f}f and 
/3{ are the best estimates of their ideal quantities, such as shown in ( 4.58) for /3f, the 
restorations are not sufficiently recovered. In other words, components of F(u) and 
H(u) corresponding to the useful components of G(u) are not mostly retrieved. Extra 
iterations are required to further retrieve the estimates of f (x) and h(x) . When /Ji 
decreases to the value lower than the optimum, the contamination on G(u) is likely to 
be overemphasized and the a.!gorithm starts to diverge. If ;30 is selected to be smaller 
than the optimum /3;, no convergence of the algorithm would occur. An example is 
shown in Figures 5.ll(c) and 5.ll(d). Such behaviour of the AIA suggests that when the 
contamination level of the measurement is relatively higher, e.g. SNR = 20dB or worse, 
a larger (30 may hP-lp to achieve better convergence of the algorithm since more iterations 
are therefore required to decrease f3i to its optimum. Experience shows that /Jo= 0.1 and 
k = 0.97 are good choice in general. However, when the blurred image is contaminated 
to a high level, such as SNR = 20dB or worse, /Jo = 0.5 and k = 0.97 or k = 0.98 
may result in better convergence of the a.lgorithm. In the examples demonstrated in 
chapter 6, for the first example involved with a bilevel image and contaminated g(x) with 
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SNR of 20dB (see Figure 6.3), both pairs of /30 = 0.1 and k = 0.97, and {30 = 0.5 and 
k = 0.97 produce very similar results, while for the second example concerning a grey 
level image and g(x) with SNR of 20dB (see Figure 6.7), the pair of {30 = 0.5 and 
k = 0.97 produces lower true error than the pair of {30 = 0.1 and k = 0.97 does. Note in 
chapter 6, only one pair of {30 = 0.1 and k = 0.97 is used to produce all AJA results, in 
order to show the capability of the algorithm to produce satisfactory results with only 
one operation. 
Each of the three methods of dynamically changing /3i presented in §5.2.2 has its 
advantages. The iterative /3i reduction approach in §5.2.2.2 is simple to perform. For 
large images or images contaminated with a high SNR level, such as SNR = 30dB or 
better, the method of adapting the rate of /3i reduction in §5.2.2.3 can further accelerate 
the performance of the algorithm compared with the former. The technique of adapting 
f3i to minimize the error metric makes the algorithm to be less independent on the 
suitability of the initial filter para.meter f3o, 
Results show that the convolutional error Ea [gi] shown in ( 4.67) correlates well with 
the true error Ey[fi] . Experience also shows that the convolutional error Eb[9i] described 
in ( 4.67) often correlates better with Er[fi] for the recommended reduction rate k = 0. 97 
and for the schemes proposed in §5.2.2.2 and §5.2.2.3. 
5.3 AN ITERATIVE ALGORITHM FOR COLOURED NOISE 
In this section a new iterative algorithm, the Coloured-noise Algorithm, to solve the 
blind deconvolution problem associated with coloured noise is presented. Apart from 
the Fourier space constraint, this algorithm is generally similar to the algorithm AIA 
presented in §5.2. The central part of the algorithm, the "VViener-like filter suitable for 
the coloured noise, is proposed in §5.3.1. The new algorithm is described in §5.3.2. 
Computational examples are given in §5.3.3 and results are discussed in §5.3.4. 
5.3.1 A Wiener-like filter suited for coloured noise 
Referring to the discussion in §4.2.2 regarding the "ideal" cut-off spectral magnitude 
Hmax(u) for the Wiener-like filter (4.3), Hmax(u) (4.57) is formed to prevent contam-
ination domination in the new estimate Fi(u). Since the spectrum of the convolu-
tion G(u) used to derive Hmax(u) in (4.57) is represented by the true spectra F(u) and 
H(u) in (4.54), Hmax(u) is formed as a fixed function throughout the whole iterations. 
An alternative approach to form a suitable cut-off spectral magnitude can be made 
by using G(u) represented by the estimates of F(u) and H(u) at -ith iteration. Taking 
Fourier transform on both sides of (4.11) 
G(u) = F'i(u)Hi( u) + Ci;(u ), (5.12) 
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a.nd substituting for G(u) in equation (4.53) (which is formed under the condition that 
j.H;(u)j is significantly greater than Hmax and the Wiener-like filter (4.3) is reduced to 
an inverse filter), the estimate Fi ( u) becomes 
(5.13) 
Although Fi(u), Hi(u) and C\(u) can be very poor estima.tes of F(u), H(u) a.nd C(u) 
respectively, especially at the early iterations, they show at least some resemblance. To 
prevent over exaggerating contamination in the restoration, it is sensible to prevent the 
conta.mination related term being appreciably greater than the signal related term in 
(5.13), i.e. to prevent 
IFi(u)I ~ IC(u)/H;(u)I (5.14) 
on the RHS of (5.13). In other words, the spectral components of IHi(u)/for which 
I.Hi(u)I ~ IC;(u)/F;(u)I (5.15) 
should be excluded from the process of producing the new estimate (5.13) by an inverse 
filter. This purpose can be achieved by selecting a functional cut-off spectral magnitude 
of .Hi(u) at i th iteration to be 
IC'i(u) I Himax(u) = a -.-. - , F;(u) (5.16) 
where Himax ( u) is a function of frequency u and varies from iteration-to-iteration, a.nd 
a is a real constant satisfying O < a ::; 1. The value of a is chosen so that (5.14) and 
(5.15) are satisfied; good performance of the algorithm is then assured. 
Similar to the relationship between Hmax and /3 in ( 4.52), a functional noise-to-signal 
ratio /Jf (u) is related to Himax(u) in (5.16) by 
/J?(u) = IHim~xlu]ln+2 (5.17) 
Substituting Himax(u) by (5.16) and setting the exponent n to zero, 
/Jf (u) = a21~i(u) 2 
Fi(u) (5.18) 
Although /Ji(u) is a function of u, it is obta.inable from the estimates a.t the i th itera.tion. 
Substituting /3 in (4.3) with /3i(u) in (5.18) and setting n = 0, a Wiener-like filter for 
the coloure<l noise is formed as 
- k':(u) HI· (u) = , i • 
H; IHi(u) 12 + /3;(u) (5.19) 
Replacing /Ji(u) by the RHS of (5.18), equation (5.19) becomes 
l;V Ji ( u) = A H[ ( u) A ' 
' IHi(u)l2 + a2IC;(u)/F;(u)l2 (5.20) 
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where Ci(u) can be calculated from (5.12), 
Ci(u) = G(u)- ~(u).Hi(u). (5.21) 
When Hi(u)is to be generated, the Wiener-like filter Wpi(u) is established in the 
similar manner as that of W nJ u). That is 
- P;(u) WP, (u) = A , A , 
i IFi(u)l 2 + a2 1Ci(u )/ Hi-1(u)l 2 
(5.22) 
where c; ( u) is given by 
c;(u) = G(u)-Fi(u).Hi-1(u). (5.23) 
The Wiener-like filters in (5.19) and (5.22) place no restrictions on the type of 
additive noise involved. Whether the noise is white or coloured, the filters ensure that 
throughout the whole iterative process the spectral components of the new estimate, 
e.g. Fi(u) = l-VJi/u)G(u), are most likely to be either dominated by the signal related 
term (for which I.Hi(u)I 2:: Himax(u) ), or suppressed to a small value when I.Hi(u)I is very 
small and the inverse filter in the related region is error sensitive (for which I.Hi(u)I < 
Himax(u) ). 
5.3.2 Algorithm details 
The Coloured-noise Algorithm is presented in this section to deal with blind deconvo-
lution problems related to the coloured noise. 
The capability of the algorithm to cope with the coloured noise is realised by in-
volving the Wiener-like filter developed in §5.3.1 as the Fourier space constraint of the 
algorithm. That is to generate the estimate Fi(u) by 
where WH/u) is described in (5.20). Similarly the estimate Hi(u) is yielded by 
Hi(u) = l-Vpi (u )G(u ), 
where l-Vpi(u) is described in (5.22). 
(5.24) 
(5.25) 
The Coloured-noise Algorithm is formed by replacing the Fourier space constraint 
(cf. (5.7)) in step (iv) of §5.2.1 by (5.24), and removing step (ii) of §5.2.1 regarding the 
filter constant; the remainder of the steps of the algorithm in §5.2.1 are retained. 
5.3.3 Computational examples 
Examples of implementing the Coloured-noise Algorithm are illustrated in this section. 
Results are compared with those employing the Davey Algorithm. 
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Both algorithms were respectively applied to a blurred image g(x) formed by the 
convolution of the true ima.ge f(x) shown in Figure 5.2(a) and a psf h(x). h(x) was 
"L" shape with 8 X 8 pixels in extent. g(x) was contaminated by the additive coloured 
noise with SNR of 40dB. The coloured noise c(x) was formed by filtering the power 
spectrum of the Gaussian noise by a highpass filter. Two pseudo-random images, 
shown in Figures 5.2(a) and 5.2(e), were used as the initial estimates of f(x) and h(x). 
The image boxes off (x) and h(x) were employed as the support estimates off (x) and 
h(x) respectively. A maximal number of iterations is set to 300. The number of iter-
ations between the one corresponding to the minimum Er[f;] and the final iteration is 
set to be ID = 100. Restorations were obtained at the iteration that Er[!;] is minimum. 
vVhen performing the Coloured-noise Algorithm, the constant a in (5.20) and (5.22) 
was selected to be 0.3 and the resultant restorations are shown in Figure 5.15. When 
implementing the Davey Algorithm, a group values of the filter constant (3 were tested. 
The one that resulted the lowest minimum Er[fi] was selected and the corresponding 
restorations of f(x) and h(x) are displayed in Figures 5.15(c) and 5.15(d). The true 
error of the image in Figure 5.15(a) is Er[fi] = 0.018 and Er[J;] of Figure 5.15(c) is 
0.286. 
5.3.4 Discussion 
The results in Figure 5.15 demonstrate the capability of the Coloured-noise Algorithm to 
deconvolve images contaminated by the coloured noise. Comparison of the results pro-
duced by the Coloured-noise Algorithm and the Davey Algorithm in Figure 5.15 shows 
that better visual quality of the restorations and lower true errors Er[fi] are obtained 
from the former. Besides, the Coloured-noise Algorithm is easier and faster to perform, 
in terms of the selection of the filter parameter, than the Davey Algorithm is. For the 
Coloured-noise Algorithm, there is no need to run the a.lgorithm repeatedly to find a 
suitable values of /3. Two main components IC;(u)l2 and IF;(u)l 2 of f3i(u) (cf. (5.18)) 
are produced by the algorithm. Although the choice of the scalar "a" involved in (3,(u) 
does affect the performance of the algorithm, a is much less sensitive to the contami-
nation level of the blurred image than the filter constant (3 is. Experiments show that 
a = 0.3 has consistently resulted in satisfactory solutions for different contamination 
levels. 
Experiments show that the convolutional error ( cf. ( 4.66)) from the Coloured-noise 
Algorithm correlates well with the true error, however the behavior of this error metric 
is less stable than that of the Davey Algorithm. This is because of the involvement of the 
estimates of F(u), H(u) and C'(u) in the cut-off spectral magnitudes, or equivalently, 
{3;(u ). The effective and ineffective parts of H;(u) divided vary largely from frequency-
to-frequency and from iteration-to-iteration. 
It is worthwhile to emphasise that performing the same steps as depicted from 
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( a) (b) 
(c) (d) 
Figure 5.15 Comparative examples of blind deconvolution to the blurred image contaminated 
by the coloured noise with SNR = 40dB, restorations of f(x), corresponding to Figure 5.2(a), and 
h(x) obtained from: (a) and (b) the Coloured-noise Algorithm with a= 0.3; (c) and (d) the Davey 
Algorithm with the optimal filter constant /30 = 10-6 • 
(5.12) to (5.19) and deriving the cut-off spectral magnitude of the standard Wiener 
filter in (3.9), the filter constant a, of (3.9) can be related to the noise-to-signal ratio 
IC(u)/F(u)j2 based on preventing contamination domination in the restoration. In 
this case, assumptions, such as that the noise is independent from the signal and has 
zero mean, a.re not required; the argument does not rely on the least squares optimality 
in that case. This may explain why the standard Wiener filter is still effective even 
when the assumptions to form the filter have not been satisfied, as mentioned by several 
authors (Bates et al, 1984; Seldin and Fienup, 1990). 

Chapter 6 
COMPARISON OF TWO BLIND DECONVOLUTION METHODS 
(AIA AND CGA) 
Various blind deconvolution methods are reviewed in chapter 3. Two new methods are 
presented in chapter 5. Most of these methods, however, adopt different approaches 
to attack blind deconvolution problems. The comparative success of these methods for 
restoring images, measured in the quality of the restorations and the computational cost 
to obtain the restorations is little reported in literature. This information, however, is 
valuable when one is looking for some method to solve any particular blind deconvolution 
problem. Comparison of different methods on solving blind deconvolution problems is, 
therefore, the purpose of this chapter. 
As discussed in chapter 3, blind deconvolution methods can be classified into three 
types: the iterative methods, the zero-based methods and the optimization methods. 
Considering the distinguishing features of each type of method, the iterative methods 
have the advantages of computational efficiency and ability to deconvolve images which 
are significantly contaminated. The zero based methods mentioned in §3.3 have shown 
their ability to deconvolve complex images ( cf. Lane, 1988); however the methods are 
computationally expensive and only suitable for deconvolving uncontaminated images 
in present form. The class of optimization methods reviewed in §3.4 have the advan-
tage of using theoretically well established optimization methods (McCallum, 1990b; 
Lane, 1992; Holmes, 1992) to approach blind deconvolution problems. These algo-
rithms (for example, McCall um (1990b) and Lane (1992)) have demonstrated stable 
performance and the capability to deconvolve highly contaminated images. 
Because of the limitation of zero based methods mentioned above, the corn parison of 
different methods here is limited to iterative methods and optimization methods. Among 
three iterative algorithms reviewed in §3.2, the Davey Algorithm (Davey et al., 1989; 
Davey, 1989; Bates et al., 1990a) has demonstrated its superiority over the other two. 
Furthermore, the new algorithm presented in §5.2, the Automatic Iterative Algorithm 
(AIA), has achieved better results than the Davey Algorithm (see §5.2.4). The AIA 
is, therefore, selected to represent iterative methods for this comparison. Among op-
timization methods in §3.4, the Conjugate Gradient Algorithm (CGA) (Lane, 1992) is 
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chosen because it is less computationally intensive (compared with other optimization 
methods), capable of deconvolving considerably contaminated images and simple to op-
erate. Comparison of blind deconvolution methods is thus narrowed down to the CGA 
and the AIA. The Conjugate Gradient Algorithm is described in §6.1. The comparative 
examples using two algorithms are presented in §6.2 and the results are discussed in 
§6.3. 
6.1 CONJUGATE GRADIENT ALGORITHM DESCRIPTION 
The AIA has been described in detail in §5.2 and the principle of the CGA has been 
described in §3.4.2. In this section, the steps of CGA, based on Polak-:Ribiere method 
(Press et al., 1992, §10.6), are presented. Reference is made to quantities of the er-
ror metric Ee and its components Esp and Eim defined in (3.28), (3.29) and (3.30) 
respectively: 
(6.1) 
where 
(6.2) 
and 
(6.3) 
where esp represents the whole spectra.I domain, and n{ and Df are the sets of pixels 
infi (x) and hi (x) , respectively, which violate the image space constraints. 
To perform the CGA, two random images are generated and used as initial estimates 
of the image f(x) and the psf h(x), }o(x) and h0 (x). An initial estimate of the composite 
image, fho, including both ]o(x) and ho(x) is then formed. 
(i) Set the initial minimum search direction do along the local downhill gradient 
-V Ec(Po), i.e. the steepest descent direction, where Po is the starting point repre-
senting the initial estimate f h0 . The -ith searching direction is constructed by the 
vector 
di= -V Ec(Pi) + ~i-1 d;-1, (6.4) 
where the constant ~i-1 is selected to make the new search direction di perpen-
dicular to the old one d;-1, i.e. d; · di-1 = 0. t-1 is then given by 
~i-l = V Ec(Pi);V Ec(Pi) , 
y' Ec(Pi-i) V Ec(Pi-1) (6.5) 
where V Ec(JJi) is the gradient of Ec(Pi) and V Ec(JJ;f is the transpose of V Ec(Pi). 
Detail of calculating V Ee is presented by Lane (1992). 
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(ii) Generate the new composite image f hi by 
(6.6) 
where Y is a constant and is chosen to minimize the error metric Ec(Pi) a.long the 
direction di. 
(iii) Update the estimates fi+1(x) and hi+i(x) from fhi+l· 
(iv) Steps (i) to (iii) form one direction search or one iteration. Repeat these steps until 
the difference of the error between the previous and current iterations (Ec(Pi-i) -
Ec(Pi)) is smaller than a given value or the total number of iterations reaches the 
given maximum of 3000. 
6.2 COMPARATIVE EXAMPLES 
In this section, the AIA and the CGA a.re compared in terms of their ability to solve 
blind deconvolution problems. These algorithms were applied to the same measure-
ments of blurred images using identical initial estimates Jo(x) and h0 (x) . To a.void the 
possibility that one of the algorithms may perform better or worse on some particular 
type of measurement, four measurements, covering different types of image, psf and 
contamination levels, were used for this comparison. Ea.eh measurement was repeatedly 
employed by the AIA and the CGA, separately, to recover the estimates of the image 
and psf, ea.eh time starting with one of five different pairs of pseudo-random estimates 
} 0 (x) and h0 (x). The image space constraints used for both algorithms were support 
and positivity. The best restorations off (x) and h(x) for ea.eh algorithm, evaluated by 
the lowest observed error metric, were chosen for the comparison. 
The first example comprises two measurements simulated by two versions (SNR 
= oo and 20dB) of convolution of a simple bilevel image f(x) and an asymmetric psf 
h(x) shown in Figures 6.l(a.) and 6.1(6). The convolution g(x) contaminated with SNR 
of 20dB is depicted in Figure 6.l(c). f(x) and h(x) a.re 32 X 32 and 8 x 8 pixels in extent 
in ea.eh coordinate direction, and a.re embedded in an array of 64 X 64 pixels respec-
tively. The CGA and the AIA were applied to ea.eh of the measurements respectively, 
starting with a pair of random estimates }o(x) and ho(x). ]o(x) and ho(x), shown in 
Figures 6.l(d) and 6.l(e), were constituted by pseudo-random numbers uniformly dis-
tributed between 0 and 1 within the support estimates 1W1(x) and Nh(x), separately. 
Five different pairs of }0 (x) and fio(x) a.re formed in a similar manner but using different 
random seeds. M1(x) and 1'1h(x) a.re chosen to be equal to the image-boxes of f(x) and 
h(x). 
The best restorations off (x) and h(x) using the CGA were obtained at the maximum 
iteration of 3000 and a.re shown in Figures 6.2(a) and 6.2(6) for g(x) uncontaminated 
and in Figures 6.3(a.) and 6.3(6) for g(x) contaminated with SNR of 20dB. The error 
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(a) (b) (c) 
(d) (e) 
Figure 6.1 (a) A real positive image f(x); (b) psf h(x); (c) blurred image g(x) = f(x) 0h(x) + 
c(x) with SNR = 20dB; (d) initial estimate fo(x) and (e) initial psf estimate h0 (x). 
curves Ee corresponding to five pairs of initial estimates for both convolution SNR levels 
are shown in Figures 6.4(a) and 6.4(c). The AIA was implemented using the iterative 
(3.; reduction scheme described in §5.2.2.2. The convolutional error, Ea[g;] (4.67), was 
employed as error metric to indicate the "optimal" restorations and terminate the algo-
rithm. Values of the related parameters were selected by k = 0.97, (30 = 0.1, Imax = 1000 
and In = 100. The best restorations from five deconvolutions ( each using different start-
ing images) are displayed in Figures 6.2(c) and 6.2(d) for g(x) uncontaminated, and in 
Figures 6.3(c) and 6.3(d) for g(x) contaminated with SNR of 20dB. All error curves of 
Ea.[gi]in the two cases are plotted in Figures 6.4(b) and 6.4(d). 
Since the error metric Ee from the CGA and Ea[g;] from the AIA are based on two 
different measurements and are incomparable, it is necessary to use some common error 
measure for numerical comparison of two algorithms. The true errors off (x) and h(x) , 
Er[fi] in (5.3) and Er[h;], are thus adopted for this purpose. Er[fi] and Ey[h;] of the 
restorations in Figure 6.2 are tabulated in Table 6.1. 
The second example involves two measurements g(x) formed by convolving a grey 
scaled image and a symmetric psf corrupted with additive contamination of SNR of 
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(a) (b) 
(c) (d) 
Figure 6.2 Example of comparative effectiveness of the CGA and the AIA in blind deconvo-
lution, corresponding to Figure 6.1 with g(x) uncontaminated, restorations of f(x) and h(x) in 
Figures 6.l(a) and 6.l(b), separately: (a) and (b) produced by the CGA; (c) and (d) yielded by 
the AIA. 
oo and 20dB (shown in Figures 6.5(c)) respectively. The image f(x) (shown in Fig-
ure 6.5(a)) is 32 X 32 pixels in extent and the psf h(x) (shown in Figure 6.5(b)) is a disc 
with 7 pixels in diameter. Initial estimates }0 (x) and ho(x), shown in Figures 6.5(a) and 
6.5(b), were formed with pseudo-random values distributed within the correct support 
estimates .NI1(x) and 1\ih(x) separately. 
When applying the CGA and the AIA to each version of the convolution in Fig-
ure 6.5(c), the same parameters as used in the first example were employed. The best 
restorations achieved by the CGA and the AIA when g(x) is uncontaminated are shown 
in Figure 6.6. The best restorations obtained when g(x) is contaminated with SNR of 
20dB are displayed in Figure 6.7. The true errors ET[fi] and ET[hi] in the two cases are 
listed in Table 6.1. 
6.3 DISCUSSION 
Comparative examples illustrated in §6.2 are discussed in this section. 
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(a) (b) 
(c) ( d) 
Figure 6.3 Example of comparative effectiveness of the CGA and the AIA in blind deconvolution, 
corresponding to Figure 6.1 with g(x) contaminated with SNR of 20dB, restorations of f(x) and 
h(x)in Figures 6.l(a) and 6.l(b), separately: (a) and (b) retrieved by the CGA; (c) and (d) 
obtained from the AIA. 
corresponding to true error algorithms 
restorations in I Iteration CGA AIA 
Figure 6.2 Er[li] IIr 2.04x 10-6 13000 1.88 X 10-9 1660 
Er[hi] IIr 2.81 X 10-613000 9.45 X 10-101660 
Figure 6.3 Er[f;] IIr 0.37013000 0.1641142 
Er[hi] IIr 0.08713000 0.0511142 
Figure 6.6 Er[Ji] IIr 7.83x10-7 l3000 0.0331178 
Er[hi] IIr l.98x 10-6 13000 0.0541178 
Figure 6.7 Er[li] lh 0.49013000 0.3231129 
Er[hi] IIr 0.17013000 0.0411129 
Table 6.1 Comparison of true errors of the restorations resulted by the CGA and the AIA. fr 
represents the iteration number related to the true error on its left side. 
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Figure 6.4 Demonstration of performance of the CGA and the AIA using five different pairs of 
starting random images, corresponding to Figures 6.2 and 6.3: (a) and (c) Ee curves resulting from 
the CGA when convolution SNR is oo and 20dB respectively; (b) and ( d) Ea [gi] curves produced 
by the AIA when convolution SNR is oo and 20dB respectively. 
Results of Figures 6.2 and 6.6 demonstrate that when the given blurred image g(x) is 
uncontaminated, restorations of f(x) and h(x) can be retrieved near perfectly using both 
algorithms, the CGA and the AJA. In the case that g(x) is formed by a simple bilevel 
image and a "L" shaped psf (see Figure 6.1), although the true errors Er[fi] and Er[hi] of 
the restorations (see Table 6.1) from the AJA (Er[fi] = 1.88 x 10-9 and Er[hi] = 9.45 x 
10-10 ) are lower than from the CGA (Er[fi] = 2.04 x 10-6 and Er[hi] = 2.81 x 10-6 ), 
the visual quality of the restorations resulting from two algorithms is identical. When 
g(x) is generated from a more complicated image and a symmetric psf (see Figure 6.5), 
true errors (Er[fi] = 7.83 x 10-7 and Er[hi] = 1.98 x 10-6 ) from the CGA are much 
lower in values than those from the AIA (Er[fi] = 0.033 and Er[hi] = 0.054). However, 
as shown in Figures 6.6(a) and 6.6(c), the visual quality of the restorations of f(x) from 
both techniques is not significantly different. The restoration of h(x) from the CGA in 
Figure 6.6(b) does agree with its true version in Figure 6.5(b) better than that from the 
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(a) (b) (c) 
( d) (e) 
Figure 6.5 (a) A real positive image f(x); (b) psf h(x); (c) bluned image g(x) = f(x) 0h(x) + 
c(x)with SNR = 20dB; (d) and (e) initial estimates ]o(x)and ho(x)separately. 
AIA in Figure 6.6(d). 
Restorations in Figures 6.3 and 6.7 show that when the blurred images are contam-
inated (SNR = 20dB), the quality of the restorations retrieved from both algorithms 
of the CGA and the AIA are considerably degraded as expected. The visual quality 
of the psf restorations from the two algorithms are alike. However, the errors of the 
psf restorations (shown in Table 6.1) resulting from the AIA are smaller than those 
produced by the CGA. Considering the restorations of f(x), the result in Figure 6.3(c) 
by the AIA demonstrates sound agreement with its true version of the bilevel image in 
Figure 6.l(a). Adding the same amount of convolution contamination and using the 
same algorithm AIA, the restoration of a grey level image in Figure 6.7(c) is noisier 
although the main feature of the image (the panda's head) is distinguishable. In con-
trast, restorations from the CGA (see Figures 6.3(a) and 6.7(a)) show less details of 
the images and are noisier than those from the AIA. However, restorations from the 
CGA are very clean outside of their supports, due to the application of the image space 
error Eim (6.3) involved in the error metric Ee (6.1). Evaluating the quality of these 
restorations by the true errors, results depicted in Table 6.1 show that true errors of 
the restored images yielded by the AIA are slightly lower than those from the CGA. 
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(a) (b) 
(c) (d) 
Figure 6.6 Second example of comparative effectiveness of the CGA and the AIA in blind decon-
volution, corresponding to Figure 6.5 with g(x) uncontaminated, restorations of f(x) and h(x) in 
Figures 6.5(a) and 6.5(b), separately: (a) and (b) retrieved by the CGA; (c) and (d) resulting from 
the AIA. 
In other words, the AIA results in better convergence of the algorithm than the CGA 
does. 
It should be noted that all true errors ET[fi] and ET[hi] from the AIA were calculated 
before the constraints of support and positivity being applied. Inspection of the AIA 
restorations (e.g. Figures 6.3(c), 6.3(d) and 6.7(c)) shows that a considerable amount of 
contamination occurs outside of their supports. It is, therefore, expected that the values 
of these true errors will be further reduced if they are calculated after the constraints 
being enforced. 
Inspection of the CGA restorations of f(x) and h(x) shows that the psf restoration 
is 110iser outside of its support than the image restoration (see Figures 6.3(a) and 6.3(b), 
6.7(a) and 6.7(b)). This suggests that the psf estimate does not influence the value of the 
image space error Eim as much as the image estimate does. The CGA, therefore, forces 
the two estimates to satisfy their image space constraints with very different weight. In 
other words, the CGA is not sensitive to the psf restoration in terms of how much it 
violates the image space constraints. 
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(a) (b) 
(c) ( d) 
Figure 6.7 Second example of comparative effectiveness of the CGA and the AJA in blind de-
convolution, corresponding to Figure 6.5 with g(x) contaminated by SNR = 20dB, restorations of 
f(x)and h(x)in Figures 6.5(a) and 6.5(b), respectively: (a) and (b) obtained from the CGA; (c) 
and ( d) restored by the AIA. 
Yang et al. (1994) point out that the CGA is not scale invariant. Both pairs of 
(i, h) and ((], (1/()h), where ( is a constant, yield the same data g(x) and can be 
the solution of the algorithm. Different values of ( results in different weights of the 
image estimate and the psf estimate in the error Eim and affect the performance of the 
algorithm differently. When ( is large, the weight of the psf estimate in Eim is small. 
This is a case similar to the examples discussed in the previous paragraph. 
Now consider the error metric behaviour in the algorithms (Figure 6.4). Little vari-
ation of the error curves (corresponding to five deconvolutions using different starting 
random images and psfs) occurs when g(x) is contaminated with SNR of 20dB. There 
is a small variation in values of Ee and Ea[g;] when g(x) is uncontaminated. The values 
of Ee (see Figures 6.4(a) and 6.4(c)) from the CGA decrease monotonically through all 
iterations, while the values of Ea [gi] (see Figures 6.4(6) and 6.4( cl)) from the AIA fall con-
tinuously until reaching a minimum and then rise. Considering now the speed of the con-
vergence of two algorithms, it took 660 iterations in the case with g(x) uncontaminated 
and 142 iterations in the case with g(x) contaminated for the AIA to reach the minima 
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of Ea[gi] (see Figures 6.4(b) and 6.4(d)), and produce the restorations in Figures 6.2(c) 
and 6.2(d), 6.3(c) and 6.3(d) respectively. In contrast, it took 3000 iterations in both 
cases of g(x) uncontaminated and contaminated for the CGA to reach the level of Ee 
depicted in Figures 6.4(a) and 6.4(c), separately, and produce the restorations shown 
in Figures 6.2(a.), 6.2(b), 6.3(a) and 6.3(b). Table 6.1 lists both the true errors of the 
restorations and the required iterations for all examples presented in §6.2. It took 4 
times as many iterations for CGA to obtain the restorations displayed in Figure 6.2 
than for AIA, and it took around 15 times as many iterations for CGA to generate 
the results show in Figures 6.3, 6.6 and 6.7 than for AIA. Correspondingly, it took the 
fastest 9 hours CPU time on SUN IPX and the slowest 19 hours CPU time on SUN 
IPC to produce the CGA results in Figures 6.2, 6.3, 6.6 and 6.7. In contrast, it took 1.5 
hour CPU time on VAX 6000-430 hardware model type 161 to process the AIA results 
in Figure 6.2 and took maximum 0.5 hour CPU time on the same VAX to obtain the 
AIA results in Figures 6.3, 6.6 and 6.7. 
When the AIA restorations in Figures 6.G(c) and 6.G(d) were produced, inspection of 
the error values of Er[fi] , Er[hi] and Ea[gi] through all iterations shown that the minima 
of Er[fi] and Ea[gi] correlated well, while minimum of Er[hi] occurred 100 iterations 
after minima of Er[fi] and Ea[gi] occurred. This observation shows that at the iteration 
the filter parameter /3f (see (5.8)) was reduced to the "optimum" value to produce 
minimum of Er[fi] , the filter parameter f3{ at the same iteration was still not small 
enough to yield minimum of Er[h;]. Further reduction of f3{ is, therefore, required while 
the "optimum" value of /3f is maintained. The restoration of h(x) is then expected to 
be improved. Consequently, the restoration of f (x) is anticipated to be also better in 
quality due to the improvement of the restoration of h(x) and the suitable value of /3f 
and /3{ used. 
The more severe influence of convolution contamination on the performance of the 
CGA compared with that of the AIA (see Figures 6.3 and 6.7) is now discussed. For 
the CGA, the spectrum of g(x), G(u), is involved in one part of its error metric, Esp 
described in ( 6.2), and is used to control or direct the formation of the new estimates of 
f(x) and h.(x) at each direction search. The presence of contamination on G(u) causes 
the error metric Esp to deviate from the correct one. Thus, Esp misleads the performance 
of the algorithm and the formation of the restorations. The contamination contained in 
g(x) then directly affects the quality of the restorations. Furthermore, the involvement 
of the image space error Eim (6.3) in the error metric results in restorations having much 
smaller errors of E;rn compared with those resulted from the AIA. It is argued that the 
effect of convolution contamination on the restorations may be focused within their 
supports because participation of E;m in the error metric guarantees at least one of two 
errors of the restorations of f(x) and h(x) outside of their supports to be considerably 
small. The algorithm is then more sensitive to the convolution contamination in terms 
of the quality of the resultant restorations within their supports. Suitability of the 
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involvement of Eim in the error metric in its present form is questioned thereby. \Vhen 
g(x) is uncontaminated, Esp is a true measure of convolution spectrum and direct the 
CGA to form a near perfect solution no matter the ima.ge is simple or complicated, as 
shown in Figures 6.2(a), 6.2(6), 6.6(a) and 6.6(6). 
Unlike the CGA, the spectrum G(u) in the AIA is involved Ill the Fourier space 
constraint to produce the new estimates of f(x) and h(x) at each iteration directly. The 
possible severe effect of convolution contamination on the estimates of F(u) and H(u) is 
attenuated by incorporating an interpolation of the samples of each of the estimates 
(see (5.7)). If at some frequencies G(u) is likely to be dominated by contamination, it 
is designed that in such situation G(u) is not involved to generate the new estimates. 
Instead, the new estimates at these frequencies are formed from their previous estimates 
at the same frequencies (see §5.2.3.1). The estimates of F(u)a.nd H(u)resulting from 
the AIA a.re, therefore, not so heavily affected by the contamination on G(u) compared 
with those produced by the CGA. In other words, the AIA is less sensitive to the 
presence of contamination. 
In summary, the comparative examples of the performance of the CGA and the AIA 
show that the CGA is simple to perform. The algorithm has the advantage of being 
based on a theoretically based and proven optimization routine for its implementation. 
The performance of the algorithm is stable with monotonic decrease in errors. The 
main drawback of the algorithm, compared with the AIA, is that it is computationally 
expensive to operate. This is due to the nature of the optimization method in that the 
process of minimizing an ima.ge is carried out pixel by pixel rather than by treating the 
whole image for each calculation as the AIA does. 
The AIA performs much faster than the CGA. Although the error metric of the AIA 
cannot be guaranteed in theory to decrease monotonically as the CGA can, in practice 
the error metric of the AIA decreases steadily until reaching a minimum. This minimum 
correlates reasonably well with that of the true error off (x) as demonstrated in §5.2.2.2, 
which makes it practical to terminate the algorithm appropriately. The AIA has the 
ability to reject contaminated samples of convolution spectrum and reduce the impact 
of convolution contamination on its restorations. Most of the simulation results in §6.2 
show that the AIA is less sensitive to the presence of convolution contamination and 
produces better quality of the restorations compared with the CGA. 
Chapter 7 
REDUNDANCY IN MULTIDIMENSIONAL BLIND 
DECONVOLUTION 
It has been discussed in §1.3 that the solution to the one-dimensional blind deconvolution 
problem is not unique. Given a blurred one-dimensional image, multiple solutions can be 
produced from the deconvolution process. However, a unique solution is almost always 
guaranteed when a two (or more) dimensional image is blindly deconvolved provided the 
true image and psf are compact (§2.2). In three (or more) dimensions, Millane (1990) 
has shown analytically that a unique solution can be obtained from fewer samples of 
the blurred image than are required by the Nyquist theorem. That is to say, a three 
(or more) dimensional image is overdetermined by its Nyquist samples. The amount of 
extra information contained in the image can be quantified in terms of a redundancy 
factor. 
Three (or more) dimensional deconvolution has practical importance and occurs in 
situations relating to microscopy, seismology, radiology, crystallography, radar imagery 
and system identification (Conchello and Hansen, 1989; Carrington, 1990; Bose, 1990). 
It is therefore important to study the practical implication of Millane's theory for solv-
ing the multidimensional blind deconvolution problem. This chapter presents initial 
computational simulation on Millane's redundancy theory in multidimensional blind 
deconvolution. The preliminary results have been reported by Millane et al. (1994). 
The theory is discussed in §7.1. Two redundancy measures are introduced in §7.2. 
Computational simulations are presented in §7.3 and the results are discussed in §7.4. 
Redundancy in multidimensional deconvolution is discussed for the three-dimensional 
(3D) case. However, results can be extended to higher dimensions in a straightforward 
manner. 
7.1 THEORY 
Consider an ideally blurred image b(x) as described in (1.4). On replacing the position 
vector x by the Cartesian coordinates (x, y, z), a 3D blurred image b(x, y, z) can be 
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described by 
b(x, y, z) = f(x, y, z) 0 h(x, y, z). (7.1) 
The Fourier transform of (7 .1) is 
B('u,v,w) = F('U,v,w)H(u,v,w). (7.2) 
To achieve the unique blind deconvolution of a 2D image, its spectrum must be 
known continuously. In order for a digitized image to represent its continuous version 
uniquely, the sampling interval of the spectrum must be no greater than the Nyquist 
sampling interval. The uniqueness properties for 2D images can be straightforwardly 
applied to a 3D image b( x, y, z) , indicating that its Fourier transform B(u, v, w) is re-
quired to be continuous for a unique solution. This requirement implies, according 
to the Nyquist sampling theorem, that B(u, v, w) must be sampled at intervals of no 
more than 1/ Lb (x), 1/ Lb(Y) and 1/ Lb(z) in the u, v and w directions respectively, where 
Lb(x),Lb(Y) and Lb(z) are the extents of the image box of b(x,y,z) in the x,y and z 
directions. The extent Lb(x) is related to the extents L1(x) and Lh(;-c) according to the 
extent of convolution theorem described in (2.10), that is 
(7.3) 
For discrete images, if J( x, y, z) is real and positive, the following relationship holds: 
(7.4) 
Relationships similar to (7.4) hold for both Lb(Y) and Lb(z). It is shown in the follow-
ing that the 3D blind deconvolution problem has a unique solution even if the Nyquist 
sampling requirements are relaxed (Millane, 1990b; Millane et al., 1994). The descrip-
tion is presented in terms of Fourier space, so that B(1t,v,w) rather than b(x,y,z)is 
considered. 
Consider a 2D plane B( u, v, p6.), where p is an integer and 6. represents the sampling 
interval in the w direction, let 
Bp(u, v) = B(1t, v, p6.). (7..5) 
From (7.2) and (7.5), 
(7.6) 
For each integer p, equation (7.6) poses a 2D blind deconvolution problem. The 3D blind 
deconvolution problem in (7.2) can therefore be treated by a set of 2D problems described 
by (7.6) with all possible values of p selected. Both Fp('U, v) and Hp(u, v) in (7.6) can be 
deconvolved or determined if BP ( 1t, v) is available continuously. To obtain the continuous 
data from its digital version, the maximum sampling intervals of Bp(1t,v)must be no 
greater than the Nyquist spacing. These samples are B(ni/Lb(x),n/Lb(Y),p6.) for all 
integers m, n. However, ambiguity exists with regard to the relative scale of the 2D 
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"image" fp(x, y) = IFFI'{Fp(u, v)} and the "psf" hp(x, y) = IFFI'{Hp(u, v) }, and their 
positions. Blind deconvolution of Bp(u, v) actually yields 
(7.7) 
and 
if (it v) = a- 1 H (u v)e-i211'(uxp+vyp) p , p p ' ' (7.8) 
where ap, x P and Yp are unknown constants. x P and Yp represent the distances that 
]p(x, y) = IFFI'{Fp(u, v)} and h.p(x, y) = IFFI'{Hp(u, v)} are translated in the x and 
y directions, respectively, in image space. In Fourier space, this translation becomes a 
linear phase shift in Fp(u, v) and Hp(u, v) as described by (7.7) and (7.8). Note that 
hp(x, y) and ]p(x, y) are translated by equal distances but in opposite directions. The 
phase shift ei211'(uxp+vyp) of Fp ( u, v) cancels with the phase shift e-i271'( uxp+vyp) of if P ( u, v) 
and thus Bp(u, v) is given by 
(7.9) 
To build up F(u, v, w) and H(u, v, w) from Fp(u, v) and Hp(u, v), it is necessary to 
determine Fp(u, v) from Fp(u, v) and Hp(u, v) from Hp(it, v). To do this, the constants 
ap, Xp and Yp must be determined. This can be achieved in the following manner. 
The spectrum B(0, v, w) can be considered to represent a 2D blind deconvolution 
problem in the same manner as above. From (7.5) and (7.6), B(0, v, w) is given by 
B(0, v, w) = F(O, v, w)H(0, v, w). (7.10) 
F(0, v, w) and H(0, v, w) can be blindly deconvolved using the samples 
B(0,n/Lb(Y),p/Lb(z)). Following the same argument as used to obtain (7.7) 
and (7.8), the restored estimates of F(0,v,w) and H(0,v,w) can be described as 
ft. (v w) _ b F(0 V w)ei211'(VYuo+wzuo) 0 , - 0 , , , (7.11) 
and 
Ho(v, w) = bi/ H(0, v, w)e-i211'(VYuo+wzuo), (7.12) 
where bo, Yuo and Zuo are unknown constants. Yuo and Zuo represent the distances by 
which .fo(Y, z) = IFFI'{Fo(v, w)} and ho(Y, z) = IFFI'{Ho(v, w)} are shifted in image 
space. The constants bo, Yuo and z110 can be set to arbitrary values. For each p, 
Fp(u, v) and F0 (v, w) both incorporate the common line (u = 0, w = p6). Therefore the 
constants ap, Xp and Yp in (7.7) and (7.8) can be determined by equating Fp(u, v) and 
Fo(v, w) a.long the line (u = 0, w = p6). Fp(u, v) and Hp(it, v) are thereby determined. 
To build up F(u, v, w) continuously from Fp(u, v) and H(ii, v, w) from Hp(u, v), the 
sample spacing between any two adjacent Fp(u, v) and Hp(u, v) planes should be no 
greater than the Nyquist sampling interval, which is l/L1(z) and 1/Lh(z) respectively. 
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If there are enough samples for reconstructing the component (Fp(1L, v) or Hp(u, v)) 
with the larger extent, the same sampling interval is automatically small enough for 
reconstructing the other. Assuming L1(z) ~ Lh(z), the maximum sample spacing in the 
w direction that allows both F(u, v, w) and H(u, v, w) to be determined from Fp(u, v) and 
Hp(u, v) respectively is given by 
(7.13) 
Therefore, the set of samples of { B( m/ Lb(x), n/ Lb(Y), p/ L 1(z)), B(O, n/ Lb(y), p/ Lb(z) )}, 
for all integers m, n and p, are sufficient to uniquely solve the 3D blind deconvolution 
problem. 
7.2 REDUNDANCY 
The set of spectral samples described above that are sufficient to achieve a 
unique solution for the 3D blind deconvolution problem is smaller tlrnn the set 
{ B( rn/ Lb( x), n/ Lb(Y), p/ Lb(z))} implied by a straightforward application of the Nyquist 
sampling theorem. Therefore the three (or more) dimensional blind deconvolution prob-
lem is said to be overdetermined. This overdeterminacy property can be quantified by 
various measures of redundancy (Millane, 19906). One of these measures, denoted R,,, 
is given by the ratio of the number of samples implied by the Nyquist sampling theorem 
to the number of required samples based on the theory described in §7.1. In the 3D 
case, 
Ru= Lb(x)Lb(y)Lb(z) 
Lb(x)Lb(y)L1(z) + Lb(y)Lb(z) (7.14) 
Cancelling the term Lb(Y) out of (7.14), 
(7.15) 
which is greater than unity in general since L1(z) is usually smaller than Lb(z). In the 
case of 2D blind deconvolution, both Lb(z) and L1(z) are equal to unity, thus Ru= 1. 
There is no redundancy. 
Another measure of redundancy is based on the number of Nyquist samples and 
denoted by Rn, Rn is the ratio of the number of Nyquist samples to the number of 
degrees of freedom (i.e. the number of Fourier coefficients) in the image. In the 3D case, 
R _ Lb(x)Lb(y)Lb(z) 
n - L1(x)L1(y)L1(z) + Lh(;1;)L1i(y)L1i(z)' (7.16) 
and in the 2D case, 
R _ Lb(x)Lb(Y) 
n - L1(x)L1(Y) + L1i(x)Lh(Y). (7.17) 
If one of the convolution components is known, its extent at each coordinate direction 
can be measured, the extents of the other component can be found directly. The number 
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of degrees of freedom included in the denominator of (7.16) and (7.17) are therefore the 
maxima of the possible and Rn is then a conservative value. 
Note that Rn does not equal unity in either the 3D or 2D case. Since the extent 
of the convolution is generally greater than the extent of each of its components, Rn is 
greater than unity, and the higher the dimensionality, the larger the redundancy Rn. 
Rn in 3D is greater than in 2D. 
7.3 COMPUTATIONAL EXAMPLES 
To study the practical implications of the oversampling theory, computational simula-
tions using fully sampled and undersa.mpled data, divided as schemes A, B and C, are 
performed. Results from 3D and 2D images are compared. 
The blind deconvolution algorithm used for the simulation is modified from the 
Davey Algorithm ( cf. §3.2.3), the filter constant f3 in (3.19) of which is replaced by a 
varied parameter /Ji described in (5.1). Thus the vViener-like filter becomes 
vV·(u)- H((u) 
H, - IH;(u )12 + /Ji/ JH;(u )Jn (7.18) 
The same notation describing the estimates of the ima.ge and psf in Figure 5.1 is em-
ployed here. 
The algorithm is straightforwardly employed in the 3D and 2D simulations of the 
schemes A and B and incorporated with small modification in the scheme C. For all 
simulations, The parameters for the Wiener-like filter are selected as: /Jo= 0.1, k = 0.8 
and n = 0. The blurred images are real, positive and uncontaminated. The initial 
estimates of the images are pseudo-random images and the correct supports of the 
image and psf are employed. The restorations presented are recorded at the iteration at 
which the minimum true error of the image estimate, Er[fi] , over 100 iterations occurs. 
The true error Er[Ji] is computed as described in (3.22). The only difference is that 
Er[!;] here is calculated over the region within the support of the image rather than 
over the whole computed region. 
For the 3D simulation, the true image f(x, y, z) is real and positive and has a size of 
4 X 12 x 8 voxels in extent in the x-y-z-directions. The four y-z-planes of f(x, y, z) are 
displayed in Figure 7.1. The psf has a size of 5 x 5 x 8 voxels and its five y-z-planes 
are shown in Figure 7.2. Both f(x, y, z) and h(x, y, z) were embedded in an array of 
8 X 16 x 16 voxels. The blurred image or the measurement b(x, y, z), formed by the 
convolution of f(x, y, z) and h(x, y, z), is displayed in Figure 7.3. According to (7.4), 
the extents of b(x, y, z) in the x-y-z-directions are 8 x 16 x 15 voxels. 
Referring to §7.1, the Nyquist sampling interval of the convolution spectrum 
B(u,v,w)in the w direction is given by 1/Lb(z), while the maximum spacing that 
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x=l x=2 X = 3 x=4 
Figure 7.1 Simulation of redundancy in 3D blind deconvolution: the four y-z-planes of the 
4 x 12 x 8-voxel true image f(r, y, z). Only voxels within the support of the image and psf, or 
their restorations are displayed in the examples of this chapter. The y and z coordinate clirections 
are shnwn VPrtirallv anrl hnri7.nnb,llv. 
x=l x=2 x=3 x=4 
Figure 7.2 The five y-z-planes of the 5 X 5 x 8-voxel psf h(r, y, z). 
allows unique deconvolution is l/L1(z). In the example presented here both L1(z) a.nd 
L1i(z) a.re equa.l to 8 voxels, Lb(z) is equal to 15 voxels. Therefore the maximum spacing 
of l/L1(z) is nearly twice as large as the Nyquist sampling interval of l/Lb(z), a.nd the 
number of Nyquist samples is more than that minimally required. The fully sampled 
spectrum B(1t, v, w) with samples of 8 X 16 X 16 voxels is therefore oversampled in the w 
direction according to the theorem discussed in §7.1. The redundancy measure Ru (see 
(7.15)) is equal to 1.52 for the simulation presented in this section a.nd Rn (see (7.16)) 
is equal to 3.29. Restorations of f(x, y, z) a.nd h(x, y, z) obtained from the fully sampled 
spectrum B ( u, v, w) a.re shown in Figures 7.4 a.nd 7 .5 respectively. A fully sa.m pied spec-
trum is herein referred to as scheme A. The minimum true errors of f(x, y, z) are listed 
in Table 7.1. 
To test Millane's theory in §7.1 that a subset of Nyquist samples are sufficient to 
uniquely solve the blind deconvolution problem, the undersampled spectrum of the 
measurement, defined by B 11 (u, v, w), is simulated with two possible sampling schemes 
(Band C). B11 (u,v,w) is equal to the fully sampled data. B(u,v,w)at every second 
u-v-plane and the central v-w-plane, a.nd is zero elsewhere. Thus 
{ 
F(u, v, w)H(u, v, w) for w = l, 3, 5, ... , Nz - l, 
Bu(u,v,w)= F(u,v,w)H(u,v,w) for11=0, 
0 otherwise, 
(7.19) 
where Nz is the number of voxels in the z and w directions a.nd is equal to 16. The 
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x=l x=2 x=3 
x=4 x=5 x=6 
x=7 x=8 
Figure 7.3 The eight y-z-planes of the 8 X 16 X 15-voxels blurred image b(.'IJ,y,z)= f(x,y,z)0 
h(.1:, y, z). 
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x=l x=2 x=3 x=4 
Figure 7.4 All y-z-planes of the restoration of the true image f(x, y, z) shown in Figure 7.1. This 
restoration has been obtained from the fullv sampled data B ( 11. v. w) of scheme A. 
x=l x=2 x=3 x=4 x=5 
Figure 7 .5 All y-z-planes of the restoration of the psf h(.T, y, z) shown in Figure 7.2. This restora-
tion has been obtained from the fully sampled data B( u, v, w) of scheme A. 
sampling interval of Bu ( u, v, w) in the ,v direction is mostly equal to 2/ Nz, i.e. 1/ L J ( z), 
except at frequencies where the central v-w-plane is located. Blind deconvolution using 
the undersam pied data Bu ( u, v, w) can be performed in two ways. One method is to 
form the estimates of F(u, v, w) and H(1t, v, w) which are sampled in the same manner 
as that of Bu(u, v, w). That is the sample spacing of the estimates of F(u, v, w) and 
H ( u, v, w) in each direction is the same as that of Bu ( u, v, w) ( this shall be known as 
scheme B).The estimate of F(u, v, w) generated at -ith iteration is written as 
Fi(u,v,w) = l✓Vk(u,v,w)B11 (u,v,w), 
' 
(7.20) 
where W11;(1t,v,w) is the Wiener-like filter described in (7.18). The effect of 
Fi(u, v, w) being formed with sample spacing of 2/Nz = 1/ L1(z) in w is that fi(x, y, z) is 
repeated in the z direction with the period L J ( z) over the range of Nz = 2L J ( z) voxels. 
The implementation of the support constraint upon fi(x, y, z) produces the estimate 
/i+1(x,y,z) and extends the period of fi+1(x,y,z) in z to Nz voxels, which is twice as 
large as that of .fi(x, y, z). Consequently, the spectrum of fi+i(x, y, z), Fi+i(1t, v, w), 
is an interpolated version of Fi(n, v, w) and is fully sampled with sample spacing 1/iVz 
in w as that of B(1t, v, w). In other words, setting every second spectral sample of 
F;+1 (u, v, w) to zero produces a. copy of F;(1t, v, w) but only of half the magnitude. 
However, the interpolated samples of Fi+1(u,v,w) are not effectively used to generate 
the non-zero samples of H;+1(u,v,w), because the magnitude and phase of Bu(u,v,w) 
at the related frequencies are equal to zero. The similar process occurs to H;+ 1 (1t, v, w). 
Restorations of .f(x, y, z) and h(x, y, z) retrieved in this manner are shown in Figures 7.6 
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and 7.7, respectively. 
x=l x=2 x=3 x=4 
Figure 7.6 All the y-z-planes of the restoration of f(x,y,z)from the undersampled data 
Bu ( u, v, w) of scheme B. 
X = 1 x=2 x=3 x=4 x=5 
Figure 7.7 All the y-z-planes of the restoration of h(x,y,z)obtained from the undersampled 
data Bu(u,v,w)ofscheme B. 
Instead of forming the spectral estimates of f(x, y, z) and h(x, y, z), Fi(u, v, w) and 
Hi ( u, v, w) , with the same sample spacing as that of the convolution spectrum in scheme 
B, Fi(u, v, w) and Hi(u, v, w) are alternatively formed with sample spacing in w half as 
large as that of Bu(u, v, w). The samples of Fi(it, v, w) and Hi(u, v, w) are computed 
from Bu(u, v, w) at the planes where Bu(u, v, w) has data, and are taken from their 
previous estimates, respectively, at the planes where Bu(u, v, w) has no data (this un-
dersampling of Bu(u, v, w) is called scheme C), that is 
. -{ ltVif,(1t,v,w)Bu(u,v,w) forw=l,3,5, ... ,Nz-1, 
Fi(u,v,w)- Wf[ 1 (1t,v,w)B 11 (u,v,w) forit=O, 
F'i(u,v,w) otherwise. 
(7.21) 
The sample spacing of Fi(u, v, w) and Hi(u, v, w) in w is 1/Nz which is the same as 
the spacing of the fully sampled data B ( u, v, w) and half the spacing of the undersam-
pled data Bu(u, v, w). The restorations Fi(n, v, w) and Hi(u, v, w) from scheme Care 
presented in Figures 7.8 and 7.9. 
For comparison, similar simulations of 2D images have been performed. The true 
image f(x, y) and psf h(x, y) (see Figures 7.lO(a.) and 7.lO(b)) a.re formed by adding all 
the y-z-pla.nes of the 3D f(x, y, z) and h(x, y, z), respectively, expanding ea.eh pixel by 
2 in the y direction and by 4 in the z direction and extracting areas of 18 X 32 pixels 
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x=l x=3 x=4 
Figure 7.8 All y-z-planes of the restoration of f(x,y,z)from the w1dersampled data 
Bu ( u, v, w) using scheme C. 
x=l x=2 x=4 x=5 
Figure 7.9 All y-z-planes of the restoration of h(x, y, z) from the undersampled data 
Bu(u, v, w)using scheme C. 
for J(x, y) and 15 x 32 pixels for h(x, y). f(x, y) and h(x, y) are each embedded in an 
array of 32 x 64. The convolution of J(x, y) and h(x, y) (see Figure 7.lO(c)) has 32 X 63 
pixels which has a total number of data points similar to that of the 3D convolution 
b(x, y, z). The redundancy measures Ru and Rn are shown in Table 7.2. Restorations of 
f(x, y) and h(x, y) using the fully sampled spectrum B(u, v) a.re shown in Figures 7.ll(a) 
and 7.ll(b) (scheme A). The undersampled spectrum of the 2D measurement, denoted 
by Bu(u, v), is formed by data in every second line of the fully sampled data B(u, v) in 
the v-direction. Using B 11 ( 1t, v) , the blind deconvolution algorithm produces the spectral 
estimates of F(u, v) and H(u, v), F;(u, v) and H;( u, v), which are sampled in the same 
manner as B 11 (u, v). F;(u, v) and H;(u, v) have zero magnitude and phase at frequencies 
where Bu(u, v) is zero (scheme B). Restorations of f(x, y) and h(x, y) from scheme B 
are presented in Figures 7.ll(c) and 7.ll(d). Corresponding to scheme C in the 3D 
case, F;(u, v) and H;(u, v) are generated from the undersampled data B 11 (1t, v) in lines 
where B 11 ( u, v) has information and preserved from their previous estimates otherwise. 
Restorations from scheme Care presented in Figures 7.ll(e) and 7.ll(f). 
Inspection of 3D restorations of J(x, y, z) and h(x, y, z) in Figures 7.4 to 7.9 reveals 
that blind deconvolution is successful for both fully sampled and undersampled spec-
trum of the measurement. The most faithful restorations of J(x, y, z) and h(x, y, z) a.re 
obtained from the fully sampled data B(u, v, w) and, as shown in Table 7.1, the true 
error of J(x, y, z) is the lowest for scheme A. A considerable amount of the detail of 
J(x, y, z) and h(x, y, z) is retrieved from the undersampled data Bu(u, v, w) using scheme 
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Scheme Dimensions Er[Ji] Iterations 
A 3 0.019 75 
2 0.008 95 
2 0.029 75 
B 3 0.030 69 
2 0.059 28 
3 0.053 28 
C 3 0.043 14 
2 0.039 98 
2 0.062 14 
Table 7.1 True errors of the restored images presented in Figures 7.4 to 7.11. Data in the top 
two rows of each scheme corresponds to the minimal errors. 
I Dimensions 
3 
2 
Table 7 .2 Redundancy in the 2D and 3D blind deconvolution example presented. The sizes of 
the 3D image (Figure 7.1) and psf (Figure 7.2) are 4 x 12 X 8 and 5 x 5 x 8. The sizes of the 2D 
image and psf (Figure 7.10) are 18 X 16 and 15 x 16. 
B (see Figures 7.6 and 7.7). For scheme C, although the resolution of the restored image 
fi(x, y, z) (see Figure 7.8) is not as high as that of the estimates of f(x, y, z) produced 
by the other two schemes, the basic structure of f(x, y, z) appears in fi(x, y, z). 
The 2D restorations fi(x, y) and hi(x, y) from the fully sampled data B(u, v) (see 
Figures 7.ll(a) and 7.ll(d)) are very good and their accuracies are comparable to the 
corresponding 3D restorations. Blind deconvolution using undersampled data Bu ( 1t, v) is 
( a) (b) (c) 
Figure 7.10 Simulation of redundancy in 2D blind deconvolution: (a) true image /(.'r,y); (b) 
psf h(:i:, y); and (c) the blurred image b(x, y) = f(a;, y) 0 h(:r, y). 
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(a) (b) (c) 
(d) (e) (f) 
Figure 7.11 Restorations of f(x,y)and h(:i:,y)in Figure 7.10 from: (a), (d) fully sampled data 
B ( u, v) ; (b), ( e) from undersampled data B u ( u, v) of scheme B; ( c) and ( f) from undersampled 
data Bu(tt, v) of scheme C. 
effective with scheme C (see Figures 7.ll(c) and 7.ll(f)) but failed with scheme B 
(see Figures 7.ll(b) and 7.ll(e)). The restorations fi(x, y) and hi(x, y) from the former 
scheme are better than those from the corresponding 3D scheme which are shown in 
Figures 7.8 and 7.9. However, fi(x,y)and h;(x,y)from the latter scheme do not even 
show the basic structure of their corresponding true images, especially in y direction. 
Inspection of the minimum true errors of the restored images presented in the top 
two rows of each scheme in Table 7.1 reveals that for scheme B the lower error value 
resulted from the deconvolution of the 3D image. In contrast, for scheme A and C the 
lower error corresponds to the example of 2D deconvolution. However, comparing the 
true errors of the 3D to 2D estimates from the same iteration in each case, the lower 
error value always relates to the 3D case. 
The redundancy measures, Ru and Rn, of the 3D and 2D examples are presented 
m Table 7.2. These measures show that higher redundancy corresponds to greater 
dimensionality; for the 3D example both Ru and Rn are over 1.5 times greater than the 
same redundancies calculated for the 2D example. 
7.4 DISCUSSION 
The simulation results for 3D and 2D blind deconvolution show that unclersampling of 
the 3D convolution has rather small detrimental effect on the quality of the restorations 
com pa.reel with that using the fully sampled 3D data B ('lt, v, w) , while the effect of 
undersampling is more severe for the 2D case. Restorations obtained with unclersamplecl 
3D data Bu( 1t, v, w) by Scheme Bare much superior to those obtained with unclersampled 
2D data Bu (u, v) by scheme B. The 2D restorations using scheme B show no sign of 
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recoverying in the direction corresponding to the undersampling of B(u, v) and are much 
inferior than those retrieved from the fully sampled <la.ta. The superior performance of 
the undersampled 3D data to the 2D data is also indicated by the redundancy of the 
simulated images, Ru and Rn, both of which are over half times higher in 3D than in 
2D. Therefore, experimental evidence supports the contention that the fully sampled 3D 
data B(u, v, w), which satisfies the Nyquist sampling density, is oversampled, the 3D 
blind deconvolution problem is overdetermined, and the redundancy is more apparent 
in 3D than in 2D. 
Possibly more significantly, the simulation results in Table 7.1 show that the 3D 
deconvolution algorithm appears to converge faster than the equivalent 2D case. It is 
important to note that because convergence with this iterative algorithm is variable, 
the results presented are not able to quantify precisely the improvement in convergence 
achieved in 3D corn pared to 2D. 
The results also show that when using undersampled data with scheme C, the 3D 
restorations, especially the restored psf, are degraded compared to those obtained using 
scheme B. In contrast the 2D restorations of scheme C are significantly better than 
those of scheme B. A possible explanation for the superior performance of scheme B 
over scheme C in the 3D case could be that as the 3D undersampled data Bu(u, v, w) is 
sufficient to retrieve Fi(u, v, w) and Hi(u, v, w), the combination of the samples of 
Fi(u, v, w) and Hi(u, v, w) generated from both Bu(u, v, w) and their previous estimates 
(see (7.21) for Fi(u, v, w)) could introduce serious inconsistencies into their amplitudes 
in some cases by this algorithm as shown in this example and result in stagnation or 
less effective blind deconvolution. However, using the undersampled data Bu ( u, v) with 
scheme B in 2D case does not provide sufficient information to retrieve Fi ( u, v) and 
Hi(u, v). Preserving samples from previous estimates at frequencies where the samples 
of Bu(u, v) are missing actually (as in scheme C) compensates for the shortage of the 
samples of Bu ( u, v) to a certain extent. Although initially the amplitudes of the previ-
ous estimates of Fi(u, v) and Hi(u, v) are random, the influence of these amplitudes in 
the inverse Fourier transform of Fi(u, v) and Hi(u, v) is to produce pixels which violate 
image space constraints. Implementation of the image space constraints at each itera-
tion gradually forces the amplitudes of these samples to converge to their solutions. The 
effect of the loss of information in Bu ( u, v) on Fi ( u, v) and Hi ( u, v) is therefore compen-
sated for. The 2D restorations derived from undersampled data Bu(u, v) with scheme C 
are unique and comparable to those obtained from the fully sampled data. 
In applications, such as crystallography, where the image is periodic and 3D, its 
intensity measurement is sampled at twice the Nyquist spacing in each direction (Mil-
lane, 1990b). In such cases the redundancy apparent in 3D may play a significant role 
in achieving useful deconvolution and phase retrieval. 

Chapter 8 
CONCLUSIONS AND SUGGESTIONS FOR FURTHER 
RESEARCH 
This chapter draws conclusions regarding original research presented in chapters 4 to 
7. Several suggestions for further research in aspects of improving blind deconvolution 
techniques and simulation for redundancy in multidimensional blind deconvolution are 
made. The conclusions are presented in §8.1 and the suggestions for further research 
are discussed in §8.2. 
8.1 CONCLUSIONS 
Blind deconvolution of contaminated real or simple complex blurred images is now well 
known to be practical. A number of not well understood aspects of a leading iterative 
algorithm, the Davey Algorithm, have been extensively studied on a range of positive 
contaminated blurred images. Results show that the Wiener-like filter ( cf. ( 4.3)) of the 
algorithm, when employed within the blind deconvolution loop, has a role distinct from 
that of a standard least squares filter (standard Wiener filter, cf. (3.6)). The Wiener-
like filter is a modified inverse filter. It performs as an inverse filter when the involved 
function ft(u) is effective (for which IIt(u)I "?.Hma.x) and is reduced to a small value 
when ft(u) is ineffective (for which IHi(u)I <Hma.x ). The proportion of effective and 
ineffective parts of H;(u) is determined by the filter constant (3 which is an estimate of 
IC(u)/F(u)ln+2 (cf. (4.58)) (when it is used to generate the estimate of F(u) ). Both 
experiments and analysis show that the choice of (3 has significant influence on the 
performance of the Davey Algorithm and the quality of the restorations. 
The integer n is related to the bias introduced by the Wiener-like filter. As n 
increases, the ,Viener-like filter performs more accurately as an inverse filter in the 
effective part of Hi(u); and its magnitude is suppressed in a faster rate in the ineffective 
part of Hi ( u) . In other words, the larger n is, the less bias is involved in the filter. 
However, it is also noticed that a very large value of n may upset the smooth nature of 
the ,Viener-like filter and therefore introduce artifacts in the restoration. 
Comparison of the effect of the Wiener-like filter and the Seldin and Fienup filter 
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( cf. ( 4.62)) in the iterative blind deconvolution shows that the former produces slightly 
better restorations and much more stable performance of the algorithm. 
The initial supports assumed for the image and psf, M1(x) and Mh(x), are also 
critical for achieving optima.I convergence of the algorithm and accurate restorations. 
Good choices for the two critical parameters, /3 and Jvl1(x) (or lVh(x) ), are indi-
cated by two different objective error metrics. The minimum of the convolutional error 
measure correlates well with a. sensible choice of (3; and the minimum of the image space 
error for the estimate of h(x) indicates the best selection of Mh(x). Consequently, a new 
method of estimating the best support estimate using the image space error is proposed. 
Two new blind deconvolution iterative algorithms, the AIA and The Coloured-noise 
Algorithm, are presented in this thesis. The AIA not only has a reduced computa.tional 
cost and little need for user intervention, but also produces more accurate restorations 
than the Davey as well as other algorithms. Furthermore, the performance of the AIA is 
stable and the termination point is well defined since the convolutional error correlates 
well with the true error of the restoration off (x). 
The second algorithm is particularly suitable for deblurring images contaminated by 
coloured noise and results in better restorations than the Davey Algorithm. Like the 
AIA, this algorithm is straightforward to perform a.nd converges faster, however, the 
performance of the algorithm shows less stability in its error metric than the AIA. As 
a by-product, it is pointed out that the standard \i\Tiener filter can be derived from the 
sense of preventing contamination domination in the restoration. This may explain why 
the standard \i\Tiener filter still works when the conditions to form this least squares 
filter are not met. 
A comparison of two different types of blind deconvolution algorithms, the AIA 
and the CGA, shows that: the AIA, which has been demonstrated to be superior to 
other iterative algorithms, is much less computationally intensive and converges faster 
than the CGA, which is a representative optimization method; moreover, for different 
contaminated blurred images, the AIA produces better quality restorations. The com-
parison shows that the CGA, which uses an error metric to direct the convergence of 
the algorithm, is very sensitive to contamination in the blurred image due to ill-posed 
nature of the deconvolution problem. 
Original simulations for 3D and 2D blind deconvolution show that using undersam-
pled data (scheme B), effective 3D restorations are achieved, whilst the restorations in 
2D fail in the direction corresponding to the undersampling. Two redundancy metrics 
for the simulated images are higher in 3D than in 2D. The study supports the contention 
that blind deconvolution in three or more dimensions is overdetermined by the Nyquist 
samples of the convolution. 
8.2 SUGGESTIONS FOR FURTHER RESEARCH 139 
8.2 SUGGESTIONS FOR FURTHER RESEARCH 
8.2.1 Zero-based methods 
As reviewed in §3.3, zero based deconvolution methods are less sensitive to the inaccu-
racy of the psf estimate than other methods since explicit use of the psf estimate in the 
restoration of the image estimate is avoided. Once the zero-sheet of F ( u) is separated 
from the zero-sheet of G(u) with the a.id of the zero-sheet of H(u), the estimate of the 
image is restored directly from the zero-sheet of F(u). It has been demonstrated that 
the zero methods are able to restore images with high accuracy provided only a modest 
amount of contamination is present (Watson et al., 1992). 
When g(x) is contaminated, separation of zero-sheets of F(u) and H(u) from zero-
sheet of G(u) is more difficult. To take the advantage of the zero methods in such cases, 
one possible approach is to combine an iterative blind deconvolution algorithm, such 
as the AIA, with the zero-based method. In brief: A.IA. is first performed to produce 
estimates ](x) and h(x ); the zero-sheets of H(u) and G(u) a.re then calculated and the 
sections of the zero-sheet for G(u) corresponding to H(u) are removed; the remainder 
is compared with the zero-sheet calculated from F( u) and matching portions are used 
to derive a new estimate for f (x) . Since direct use of the estimate h(x) is avoided in 
restoring the new estimate of f(x), higher accuracy of this restoration may be expected. 
This kind of combination of an iterative method with zero methods has been used for 
phase retrieval and better convergence of the algorithm has been demonstrated (Parker 
and Bones, 19926; Parker, 1994). 
8.2.2 The iterative algorithm 
One out of four examples demonstrated in chapter 6 indicates that the method of cal-
culating the two filter parameters /Jf and /3{ in the AIA ( cf. §5.2.3.3) is not always 
adequate and further reduction of /3{ is required to achieve better convergence of the 
AIA. 
One possible avenue is now described. Once the AIA ( cf. §5.2) has converged (recall 
that the algorithm is halted if no lower error metric is reached ID iterations after a 
local minimum), /Jf can be held constant from the point of local minimum while /3{ is 
allowed to decrease further. If the error metric is not further reduced by this process, 
the algorithm can be assumed to have converged. 
8.2.3 Simulation of redundancy in 3D 
Although the simulation results for 3D and 2D images presented in chapter 7 provide evi-
dence to support the contention of redundancy in multidimensional blind deconvolution, 
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the iterative algorithm applied did not exhibit stable convergence. To show whether a 
unique solution a.lways exists for the proposed 3D undersampled data ( cf. §7.1) and the 
practical implication of this contention more convincingly, more advanced algorithms, 
in terms of stability and convergence, are necessary. The AIA presented in §5.2 may 
be a good choice especially for contaminated data. vVhen the data is uncontaminated, 
such as in the simulation presented, the CGA ( cf. §3.4.2) is more powerful. As has been 
mentioned in §6.3 that when the image is uncontaminated, the error metric described 
in (3.28) is a true measure which directs the algorithm to converge correctly, steadily 
and forcefully towards its solution. A ra,nge of further experiments employing the AIA 
for contaminated data and the CGA for uncontaminated data is therefore suggested. 
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