Abstract
Introduction
In this paper, we propose a method addressing a problem of long-term online tracking with minimum prior information. "Long-term" refers to sequences of possibly infinite length that contain frame-cuts, fast camera movements and the object may temporarily disappears from the scene. "Online" means that the tracking does not exploit information from the future and processes the footage in one pass. "Minimum prior information" indicates that the object is not known in advance and the only information about it comes from the first frame where it was selected by the user.
Standard tracking approaches [11] that perform frameto-frame tracking assume no complete occlusion or disappearance. The research in such methods focuses on speed, precision or on the development of more reliable methods that extend the "lifetime" of the tracker [5] , but do not address directly the post-failure behavior and therefore can not be directly used in the long-term tracking problem. We refer to this group of algorithms as short-term trackers.
Clearly the solution of the long-term tracking problem requires some detection capability, to re-detect the object after a period when it is not in the field of view or after tracking failure. Tracking-by-detection methods [9] or methods integrating a tracker and a detector [1, 17] address the problem. However, detectors have to be designed or trained before tracking starts and thus cannot be used when the object of interest is not known in advance. The training of these detectors either requires a large hand-labeled training sets [20] , generates the training set by warping the patches [9] or extracts the training data using some sophisticated method [16, 18, 19] . All these methods strictly separate the training and testing phase which means that appearance variability not represented in the training set never becomes part of the model.
The appearance change problem is addressed by adaptive tracking methods. These methods can be roughly split into two categories based the model updating strategy. Every-frame-update is most common for adaptive trackers [2, 4, 7, 6] . The tracker is expected to perform correctly and under this assumption, each observation updates the object model. Such approaches enable to quickly adapt to appearance changes but may also lead to acceleration of the tracking failure. Selective-update strategies take into account the fact that the tracker is not always correct. Therefore the update may be done only if the tracker is not far from the model [13] or the new, unlabeled data can be integrated to the model in a semi-supervised framework [8] .
In this paper we propose a new approach to the long-term tracking problem that exploits three components: tracking, modeling and detection (TMD). The object is tracked by an adaptive short-term tracker based on Lucas-Kanade method [11] . During the tracking, the appearance is modeled in a novel unsupervised manner based on two events. The model is iteratively extended by so called growing events and refined by pruning events. These two events are designed to correct errors of each other, which makes Figure 1 . The online model is initialized in the first frame by the selected sample x0. It is expanding by "growing events", refined by "pruning events" and slowly converges toward the unknown object manifold.
the modeling robust to inevitable failures of the short-term tracker. The result of the modeling is a collection of templates that represent the selectively pruned memory of the system. Based on this collection, the object detector is built online. The detector runs in parallel with the short-term tracker and enables re-initialization after its failure. It has a form a randomized forest, enables incremental update of its decision boundary and real-time sequential evaluation during run-time. The paper has the following contributions: (i) formulation of a new approach (TMD) that addresses the longterm tracking problem, (ii) introduction of a novel learning method based on two error-canceling events that bootstraps the object model from a single click, (iii) design of an efficient detector structure enabling real-time learning/classification, (iv) new efficient local features, (v) introduction of new sequences for the long-term tracking problem. In the experiments we observe that TMD performs robust long-term tracking that automatically progress from adaptive tracking to tracking-by-detection without the need for off-line training. Also we empirically show that the system performance monotonically improves over time.
The rest of the paper is organized as follows: Sec. 2 introduces the TMD framework and the events; Sec. 3 discusses our implementation of TMD; Sec. 4 first compares several growing events and than evaluates TMD on standard and new sequences; the paper's observations are wrapped up in Conclusions.
TMD Framework
In this section we present our tracking system and its components (see Fig. 1 for illustration). Let F t and B t be an image frame and an object bounding box in time t. The pixel area (patch) within B t is represented by a feature vector x t that encodes the object appearance. The set of consecutive bounding boxes defines the track T t = {B 0 , B 1 , . . . , B t } of length t+1 that represents a trajectory of the target in image space. T f t denotes the corresponding trajectory in feature space U within which exist a subspace L * . L * represents all possible object appearances (manifold) and is unknown apart from one single patch x 0 ∈ L * that was selected for tracking. This sample represents our online model L 0 = {x 0 } in time t = 0.
The components of TMD interact as follows. The selected object is tracked by a short-term tracker. The trajectory in feature space is analyzed by two processes that continuously attempt to extend or to restrict the space covered by the online model. L t is extended with samples that are likely to contain the object of interest. These samples are identified by growing events. L t is pruned from samples that are considered as wrong. These samples are identified by pruning events. The two events work in parallel with the aim to converge L t → L * (in Fig. 1 this corresponds to fitting the white blob to the gray blob).
The main purpose of creating L t is to represent the "memory" of the system and to build an object detector that is continuously updated and evaluated. It scans each input frame F t and outputs a set of bounding boxes with appearances contained in L t . These bounding boxes represent an alternative hypothesis to the position returned by the tracker. The hypothesis fusion is performed by taking the position that minimizes the distance to L t . It follows that if the patch given by the tracker is very close to L t , false responses of the detector do not affect the track unless their distance to the online model is even closer. The minimal distance to L t becomes the negated confidence score of the TMD system. Based on the confidence score, the tracker decides if the object is visible or not.
Algorithm 1 TMD framework
Negative samples from pruning.
x t ← Most confident patch (detected or tracked). end for So far we introduced the events that observe the unstable tracker with the purpose to learn the object appearance. In the following, we specify in more detail how they work. For this purpose, we distinguish two parts of L t , the cor- Growing events At time t the short-term tracker has produced a trajectory T f t = {x 0 , x 1 , . . . , x t }. A growing event first selects certain parts of this trajectory that are considered to be positive,
After the update, the coverage of the online model increases if P contains at least one sample from L * . In this paper we propose a new growing event that takes advantage of the drift of an adaptive tracker. This strategy will be discussed in section 3.2.
Pruning events It is impossible to devise an example selection strategy that would allow only correct samples. Therefore the impurity of L t is increasing. Since our goal is to converge L t → L * , the events that lead to reduced impurity of online model L t are essential. If online model L t is characterized by a certain level of impurity, a pruning event is to identify a subset N of the online model that is considered incorrect and removes it, i.e.
Growing event alone leads to high impurity and therefore detector with low precision. Pruning event serves as a "negative feedback": the higher the impurity of the model, the more negative samples are identified and removed from the model. The dynamic interaction of growing and pruning is crucial in making the TMD system "stable" as we empirically show in the experimental section.
Implementation
Short-term tracker. Our short-term tracker is based on the Lucas-Kanade (LK) method [11] . First, a set of feature points is sampled from a rectangular grid within the object bounding box. Next, LK tracks the points from one frame to another, resulting in a sparse motion field. Based on the motion field, the bounding box displacement and scale change are robustly estimated as a median over the parameter distribution. In each frame a completely new set of feature-points is tracked which makes the tracker is very adaptive.
Online model. The online model is represented by a set of 15x15 intensity normalized patches. Distance between two patches is defined using normalized cross-correlation, i.e. distance(
The model is based on patches to provide complementarity to efficient but less discriminative detector features discussed in the following section.
Object detector
It is crucial to build fast and reliable detector able to localize patches contained in the online model and to efficiently adjust its decision boundary by the growing and pruning events. Realtime state-of-the art object detectors are typically based on the AdaBoost [20] algorithm. They require large training sets and are computationally expensive to train. This approach is not applicable for the online setting. Existing online detectors [7] enable efficient training but their purpose is to "adapt" to new samples and gradually dismiss the old ones. In our case, the detector should rather "absorb" new samples and keep them in the model as long as they are not removed by the pruning event.
Features. Our object detector is based on new features that we call 2bit Binary Patterns (2bitBP). These features measure gradient orientation within a certain area, quantize it and output four possible codes (see Fig. 2 
for illustration).
2bitBP were inspired by Local Binary Patterns [14] but differ since standard LBP encodes 3 × 3-pixel surrounding and represents a certain area by a distribution of the codes, but 2bitBP encodes the area by a single code. In this sense the 2bitBP is similar to haar-like features [20] and the multi-scale measurement is achieved using integral images. Moreover, 2bitBP outputs just 4 codes in contrast to 256 for standard LBP, which increases resistance to overfitting.
Sequential randomized forest. Each image patch is described by a number of local 2bitBP which position, scale and aspect ratio were generated at random. These features are randomly partitioned into several groups of the same size. Each group represents a different view of the patch appearance. The response of each group is represented by a discrete vector that will be called a "branch".
The classifier used for detection has the form of a randomized forest [3] . It enables online update and sequential evaluation. The forest consists of several trees, each of them is build from one group of features. Every feature in the group represents a measurement taken at a certain level of the tree.
Growing and pruning of the forest is incremental -one example is processed at a time. At the beginning, every tree contains one single branch defined by the selected patch. With every positive example selected by the growing event, a new set of branches is added to the forest. Tree pruning corresponds to removal of branches selected by the pruning event.
Evaluation of an unknown patch by the tree is very efficient. The features within each tree are measured sequentially. If the patch reaches the end of the tree it is considered as positive, otherwise if it differs from the defined branches the measurement is terminated and the patch is considered as negative. The sequential nature of the randomized tree enables real-time evaluation on a large number of positions and is different from [9, 15] where a fixed number of measurements have to be taken. The input image is scanned with a sliding window. At each position, every tree outputs a decision whether the underlying patch is in the model or not. The final decision is obtained by the majority vote.
One of the main differences from other implementations of randomized trees is that training is performed using positive samples only. Negative samples influence the training indirectly. If the pruning event finds a false positive detection its corresponding branches are removed. In order to increase the detection precision we further filter out detections that are not similar to the online model (measured by cross-correlation). This is performed only for the most promising patches since the majority of them have been already rejected by the randomized forest.
The structure of the randomized forest was estimated empirically on a set of sequences in order to achieve high recall with constraint on real-time performance. We use 8 trees, each consists of 10 features, which corresponds to 4 10 possible leaves.
Events
The proposed TMD framework does not specify the growing/pruning events explicitly as they can be designed for a problem specific task. In this work we use events that are generally applicable to a wide range of adaptive trackers and detectors based on a scanning window. These events are based on a similarity threshold θ: two patches on the tracker's trajectory are considered similar if their distance is less than θ.
Growing events. Growing events consists of: selection of appropriate samples from the tracker's trajectory and model update. Three selection strategies were implemented and tested within our framework; the model update is performed identically in all of them (as discussed in section 'Online model' and 'Sequential randomized forest') 1. Absolute Distance from First Patch (ABS) Approves all patches x t that are similar to the first patch x 0 .
2. Difference Between Consecutive Patches (DIFF). Approves patch x t if it is similar to patch x t−1 . This strategy accepts slow changes of the appearance.
Temporal Pattern (LOOP)
. This strategy, one of our contributions in this paper, first converts the tracker's trajectory to a sequence of distances to the online model and then searches for certain patterns in this sequence. The closed loop pattern is defined as follows: starting from a patch similar to the online model, the distance first exceeds the threshold θ and after a number of frames it becomes similar again ( Fig. 1) . In this case, all the frames within the pattern are used for update. This strategy exploits the property of an adaptive tracker. If the tracker drifts away from the object, it adapts to the appearance of the background and therefore it is very unlikely that it accidentally returns back to the object. If it returns, it strongly suggests that the increase of distance was due to changed appearance or other image perturbations. This strategy allows to accept patches with strong appearance variations but still representative for the object.
Pruning events. Our pruning event assumes that the tracked object is unique within the scene. If the tracker and the detector agree on the object position, all remaining detections are considered false positives and removed from the model. Section 4.2 demonstrates how pruning stabilizes the modeling.
Experiments
This section first analyzes the proposed growing strategies to identify the most reliable one. Next, we demonstrate the need for an object detector in the case of longterm tracking. We empirically show that growing alone is not sufficient and has to be coupled with model pruning to obtain a stable system. Finally, TMD is tested on standard benchmark sequences and new challenging videos.
Evaluation of trajectories. Fig. 3 depicts the continuous trajectory of the tracker (blue) and the corresponding ground truth (red) in the image space. Suppose that a validation process selects only certain parts (blue thick) of the raw trajectory; the non-selected parts represents frames where the object is not visible. By comparing the selected trajectory (STR) with the ground truth (GT), each frame is assigned a label: True Positive (TP) if the bounding box of the tracker overlaps with the ground truth by more than 70%, otherwise False Positive (FP) is assigned. The overlap is defined as a ratio of union to the intersection of the bounding boxes. The overall tracker performance is evaluated by two measures. Precision is the percentage of the selected trajectory that is correct: Precision = |TP|/|STR|. Recall represents the percentage of the ground truth that overlaps with the selected trajectory: Recall = |TP|/|GT|. These measures will be used for evaluation of the whole system and also for evaluation of quality of growing strategies.
Selection of the growing event
This experiment focuses on the performance of different growing events. Our goal is to identify the event that maximizes recall for a given precision (i.e. 95%) and to determine the value of parameter θ. A benchmark face tracking video sequence from [12] is used for evaluation. Several frames from the sequence are shown in Fig. 8 (a) . The sequence contains 1006 frames and shows four face targets in an indoor environment that undergo a variety of changes including: fast motion, out of plane rotation, partial and full occlusions. The subject that undergoes the most significant changes was selected for tracking. The target trajectory was manually marked; it was split into 16 continuous segments, separated by full occlusions. In this experiment, we are interested in the ability of identifying correct parts of the object's trajectory, therefore the tracker is initialized at the beginning of every segment and is run up to its end, including the occlusion. This produces 16 trajectories. The trajectories are analyzed by the growing event that accepts certain parts of them (see Sec. 3.2). The quality of the selection and its dependence upon the strategy's internal parameter is compared using precision/recall characteristics. Fig. 4 shows the resulting precision/recall curves. The black dot in the bottom-right corner (point 1) corresponds to performance of the short-term tracker alone (the entire trajectory is considered) where recall is 87% and precision equals 90%. This performance corresponds to the case when the track is manually re-initialized after occlusion (i.e. as if an error-free detector is available). If the tracker is initialized only once, the recall drops to 23% since the object disappears from the scene and the tracker fails in all frames thereafter. The drop from 90% to 23% demonstrates that the object detector is essential for long-term tracking. All growing strategies produce the same result (point 1) if a large distance threshold θ is allowed, i.e. all samples on the trajectory are accepted by the growing events. As θ decreases, the strategies become more and more selective. The recall of ABS and DIFF significantly drops compared to LOOP strategy at precision of 92%. Notice the precision level of 95% denoted by the black dotted line. LOOP correctly identified almost 80% of the ground truth (point 2), while ABS 40% (point 3) and DIFF only 20% (point 4). This experiment shows that the tracker trajectory can be analyzed by different strategies, characterized by the precision/recall tradeoff. The LOOP strategy performs significantly better than other approaches and will be used in following experiments with parameter θ corresponding to the point no. 2 in Fig. 4. 
System performance
The aim of this experiment is to quantitatively evaluate the TMD system. As the system consists of several components, we demonstrate the performance/functionality of each of them. We start from the simplest form and progressively add one component at a time: (i) adaptive tracker, similar to [2, 4, 7] , (ii) tracker + detector: the tracker is reinitialized if the detector finds an appearance similar to the first frame, L t = {x 0 }, similar to [8] , (iii) tracker + detector + growing: L t is growing and therefore allows more frequent re-initialization, (iv) full TMD: in addition to the previous case, the model is pruned. The combinations were tested on the same face sequence as in the previous experiment but the tracker is initialized just once.
The evaluation of system's components Fig. 5 shows the resulting precision/recall curves for different variants. The baseline short-term tracker (black) correctly tracks the target in the first few frames, but later the target moves away from the field of view and the tracker drifts away. The trajectory thus produced has 90% precision and 23% recall (point 3). By adding detection to the tracking process, no improvement was obtained, as the object model represented only by the first patch was never detected again. By incorporating model growing into the process (red curve) the detector gives many responses. This influences the recall in two ways. First, the recall increases since correct detections initialize the tracker in different frames. Second, the recall decreases since false positives incorrectly re-initialize the tracker. These two effects almost cancel each other resulting in slight increase of recall compared to simple short-term tracker. Precision drops significantly to 30% due to growing number of false positives. However, if the learning is coupled with pruning (blue curve), the approach significantly outperforms all the other variants. The maximum recall for precision 100% is 40% (point 2). If the entire trajectory is considered the system is able to localize 55% of target appearances and makes an error of 10% (point 1). Fig. 5 shows that there is a clear gain in performance when both model growing and pruning are employed. The pruning significantly reduces the number of false examples in the model and thus reduces the probability of re-initialization on an incorrect target. Fig. 6 takes another look at the same experiment, i.e. displays cumulative number of false detections as a function of time for runs without (iii) and with pruning (iv). Notice the black circle; up to this point no growing update occurs, hence both approaches give the same number of detections. After the update, the number of false detections significantly increases for the simple growing strategy. Growing coupled with pruning keeps the number of false alarms always very low.
System stability and detector improvement. The TMD system was run repeatedly on the face video sequence, with the online model/detector being continuously updated. The results are presented in table 1. After each run (7 in total) the TMD system was evaluated using precision/recall. The performance of TMD was compared with the performance of the improving internal detector. This experiment was repeated four-times for different parameter θ. Notice the third sub-table with θ = 0.20 which corresponds to the value selected earlier. In the first iteration, TMD discovers 22% of the trajectory, while the detector 8% at the same precision of 100%. With every iteration, the recall of both of them increases. At the 7th iteration, TMD finds 72% and the detector 64% of the target trajectory with high precision of 87% and 89% respectively. The model obtained after the 7th iteration is depicted in Fig. 7 .
For θ = 0.05 the learning process does not start at all, since the first appearance is never discovered again (the requirement on similarity is too high). This demonstrate the weakness of the LOOP strategy, i.e. the object may never come back to the first appearance. For θ = 0.30 the overall performance first increases but around 5th iteration it slightly drops and oscillates.
The experiment can be concluded by the following observations: (i) TMD is improving over time for wide range of parameter θ, which suggests that the learning have potential to work if other growing/pruning events are used instead, (ii) the benefit from the short-term tracker is decreas- ing as the system learns the object appearance and the tracking gradually progresses to tracking-by-detection without the need for off-line training.
Long-term tracking of diverse objects. The aim of this experiment is to evaluate the proposed approach on videos containing diverse objects. The system was tested on four videos, two of them are publicly available, the other two are new and extremely challenging for standard approaches. The following videos are used: (1) Plush Toy [10] , consisting of 1344 frames (1:07) that include slow movements, illumination changes and small appearance changes; (2) Pedestrian from Caviar dataset, TwoEnterShop2cor, frames 81-550 (0:23) that include full occlusion; (3) Volkswagen on highway, containing 8576 frames (7:08) that include occlusions, disappearance from the field of view, similar objects and camera shaking; (4) Motorbike, containing 2917 frames (2:33) that include occlusion, disappearance from the field of view, fast movements, significant appearance changes. Fig. 8 shows some frames from the sequences. The sequences and hand labeled ground truth are available online.
1 Table 2 shows the resulting performance, where our approach (TMD) is compared to the short-term tracker (LK), Table 2 . System performance evaluated on standard (Plush Toy, Pedestrian) and extremely challenging (Volkswagen, Motocross) sequences.
Online Boosting [7] and Semi Boosting [8] . The performance of TMD improves with multiple runs, but only the first run is considered here. The Online and Semi-Boosting tracker do not track scale changes which significantly affects their results. The "Plush Toy" sequence can be successfully tracked by LK alone, except for a slight drift at the end. TMD is able to correct for this drift, leading to higher performance. The "Pedestrian" sequence is more challenging as it contains full occlusion in the middle. TMD is able to recover after the occlusion and continue successfully in tracking. The appearance of the selected object does not change much. The "Car" and "Motorbike" sequences are very challenging for standard trackers and we are not aware of any method able to achieve similar performance to ours with no off-line training.
Conclusions
In this paper we introduced a new approach for general long-term tracking. The system is capable of continuous tracking while building a reliable online detector without using any prior information on the target. The key components, the growing and pruning events are novel for such systems and crucial for long term tracking as we demonstrate in the experiments. Furthermore, we explicitly address the problem of recovering from tracking failures, which are inevitable in any long term tracking system. Simple solutions have been adopted to make the approach highly efficient and suitable for real time video processing in surveillance applications. The current Matlab implementation operates at 20 fps. The proposed system was extensively tested on a variety of objects and the results show clear improvement compared to standard trackers. In the future we plan to perform thorough analysis of the learning based on growing and pruning, apply the TMD framework to different combinations of trackers and detectors and extend the approach for multi-target tracking. 
