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Abstract: Thermal infrared measurements acquired with unmanned aerial systems (UAS) allow
for high spatial resolution and flexibility in the time of image acquisition to assess ground surface
temperature. Nevertheless, thermal infrared cameras mounted on UAS suffer from low radiometric
accuracy as well as low image resolution and contrast hampering image alignment. Our analysis
aims to determine the impact of the sun elevation angle (SEA), weather conditions, land cover,
image contrast enhancement, geometric camera calibration, and inclusion of yaw angle information
and generic and reference pre-selection methods on the point cloud and number of aligned images
generated by Agisoft Metashape. We, therefore, use a total amount of 56 single data sets acquired
on different days, times of day, weather conditions, and land cover types. Furthermore, we assess
camera noise and the effect of temperature correction based on air temperature using features
extracted by structure from motion. The study shows for the first time generalizable implications
on thermal infrared image acquisitions and presents an approach to perform the analysis with a
quality measure of inter-image sensor noise. Better image alignment is reached for conditions of high
contrast such as clear weather conditions and high SEA. Alignment can be improved by applying
a contrast enhancement and choosing both, reference and generic pre-selection. Grassland areas
are best alignable, followed by cropland and forests. Geometric camera calibration hampers feature
detection and matching. Temperature correction shows no effect on radiometric camera uncertainty.
Based on a valid statistical analysis of the acquired data sets, we derive general suggestions
for the planning of a successful field campaign as well as recommendations for a suitable
preprocessing workflow.
Keywords: image alignment; orthomosaic; camera uncertainty quantification; image contrast
enhancement; land cover; sun elevation angle
1. Introduction
Land surface temperature is a key factor of ecological, cryospheric, and climatic systems [1].
Remote sensing systems that monitor the spatial distribution of ground surface temperature are used
in a variety of fields such as agriculture [2], permafrost monitoring [3], soil moisture quantification [3,4],
and urban studies [5,6].
Nevertheless, present satellite missions offering thermal data with high temporal resolution suffer
from low spatial resolution (e.g., MODIS 1 km × 1 km). Smaller scale variations of 100–120 m can be
observed by Landsat missions, but at very low temporal resolution (16 days). To assess small scale
variations of land surface temperature at plant level and flexible temporal resolution, unmanned aerial
systems (UAS, also referred as unmanned aerial vehicles (UAV)) as sensor platform are very promising
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and already in use to quantify plant water stress [7], canopy conductance [8], and turbulent heat
fluxes [9,10].
In most cases, the UAS are equipped with thermal infrared (TIR) cameras sensitive to radiation
in 5–14µm wavelengths [11]. Highest spatial resolution and radiometric accuracy are achieved with
cooled TIR camera systems. Nevertheless, those are high in power consumption, weight, and cost.
The more commonly used uncooled TIR cameras have a lower weight and consume less power while
offering lower spatial resolution and measurement accuracy with manufacturer specifications of up to
±5 ◦C.
The inaccuracy of uncooled TIR cameras is caused by the set-up of the sensor. The focal plane array
(FPA) consists of uncooled microbolometers, which each function as single sensor elements. Those vary
in sensitivity and offset depending on the FPA temperature and are not completely shielded against
thermal radiation emitted by the camera interior, leading to a lower signal-to-noise ratio. Consequently,
any temperature change in the camera interior, the FPA, or the lense causes temperature drifts in the
measurements [12].
To reduce this effect, a common approach is to update the individual offset parameters of every
microbolometer by imaging a surface of uniform temperature (shutter). This approach, also called
nonuniformity correction (NUC), leads to a more homogenized response signal along the FPA. The shutter
closes at specific time intervals or temperature changes. If the shutter frequency is too low, a temperature
drift due to environmental changes during the image acquisition period can be observed [8,13,14].
Additionally, Berni et al. [8] and Kelly et al. [13] observe a stabilization of the measured values
of different cameras up to 30 min after turning the camera on. Therefore, they propose a preheating
of the system before image acquisition to avoid thermal drift caused by the destabilized temperature
of the camera operating system. Kelly et al. [13] further recommend a windshield around the camera
and a short time interval between shutter activation. Externally heated shutter systems that combine
these requirements by performing the NUC based on a shutter surface heated to uniform temperatures
outside of the whole camera system within an extra box around camera and lens are recently
becoming available.
In the case of existing temperature drift in image data, Mesas-Carrascosa et al. [14] make
use of identical points extracted by feature detection and matching algorithms to eliminate this
effect. Maes et al. [15] proposed a correction by subtracting air temperature anomalies that were
recorded during the flight time by a meteorological station from the imagery to reduce the influence of
micro-climate changes during image acquisition. The effect of the temperature correction proposed
by Maes et al. [15] on the accuracy of the camera has, to the best of our knowledge, never been analyzed.
Most studies dealing with radiometric image preprocessing aim for exact measurements of
the ground surface temperature [13,16,17]. When aiming for exact ground surface temperatures,
temperature control plates [7,13] or additional thermal sensors [14,16,18] are used for on-ground
measurements. This leads to higher costs and further workload in fieldwork. Statistical and machine
learning approaches do not necessarily require exact ground surface temperatures, but rather consistent
relative temperature as valid data input. For those purposes, the noise of the sensor needs to be
quantified to get impressions on the measurement stability of the cameras and the need for necessary
corrections. As measurement stability can vary with each image acquisition [13,17], camera noise
quantification needs to be performed for each flight campaign individually. An adaption of the
approach presented by Mesas-Carrascosa et al. [14] has the potential to fulfil this requirement without
additional fieldwork.
Besides radiometric accuracy, spatial analysis of ground surface temperature requires the single
acquired image frames to be merged as an orthomosaic. The creation of orthomosaics relies on
structure from motion (SfM) algorithms used in common mosaicking software (e.g., Pix4D and
Agisoft). The basis of these algorithms is the detection and pairing of outstanding features between
the different images [19]. In the case of a limited number of matching points, the orientation and
geometric calibration of the camera can be imperfect. The low amount of information within the
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TIR compared to RGB pictures impedes the recognition of these features. TIR cameras supply only
a single band with a very low image resolution (e.g., 0.09 MP Flir TAU 2 336) compared to RGB
imagery (e.g., 18–50.6 MP Canon EOS series [20]). The low amount of information in TIR imagery is
also reflected in the low contrast of the data. Several studies mention problems in image alignment
potentially due to missing contrast among and within the images especially when capturing images
at early morning hours [9,21,22]. Maes et al. [15] further state the dependency of alignment quality
on land cover types, reporting difficulties when aligning images acquired over areas with complex
canopy structure and very homogeneous grassland.
To overcome poor image alignment due to low contrast, Ribeiro-Gomes et al. [17] applied a Wallis
filter [23] to increase the contrast in their images, showing a higher number of tiepoints found by the
SfM algorithm and better image alignment. For the creation of the final orthomosaic, they exchanged
the aligned filtered images with the unfiltered images. Brad [24] adapted the Wallis filter for satellite
imagery, leading to even higher image contrast and better image enhancement.
The flight acquisition itself can also improve image alignment: A high horizontal and vertical
overlap of the acquired images increases the area of possible matching point detection. Some
applications underscore the benefit of an integrated RGB or multispectral camera to estimate the
UAS position at the time of TIR image take for alignment of TIR imagery [15,25]. Nevertheless, not all
studies use RGB or multispectral cameras on the same UAS. Additionally, the trigger time of the two
cameras may not necessarily be the same.
For the generation of geometrically accurate imagery, a geometric camera calibration is necessary
to take distortion parameters into account [26]. A common approach estimates the camera distortion
coefficients from TIR imagery taken of a flat surface with regular patterns at close range. The estimated
parameters are then included in the alignment process [9,15]. Maes et al. [15] found a slight increase in
image alignment quality when applying geometric camera calibration parameters of this pre-calibration
procedure to the alignment process. Nevertheless, Harwin et al. [27] showed that for RGB imagery the
accuracy of the point cloud is the same or higher when geometric camera calibration parameters are
estimated by Photoscan Agisoft during bundle adjustment instead of using pre-calibration parameters.
As described above, there are a variety of preprocessing challenges, ranging from camera settings,
data acquisition date and time, image alignment properties, and relative thermal measurement stability
varying for different land cover types. All of these issues have been described separately, but never in a
larger study addressing the complexity and interrelation of the preprocessing steps. To overcome these
uncertainties, as well as to prove hypotheses of previous studies, we analyse the impact of contrast
enhancement and its parametrization, sun elevation angle, and land cover on image alignment for
more than 50 flights. Furthermore, we provide insights on the possibilities to improve image alignment
using common software by including information on yaw, pitch, and roll angle; geometric camera
coefficients; or feature matching pre-selection methods.
As a result, this study can provide useful suggestions for a workflow of data acquisition and
preprocessing as well as a method to quantify the noise of the sensor for campaigns that can be utilized
without exact ground surface temperature. This approach will be used to analyze the benefit of a
temperature correction following Maes et al. [15].
2. Materials and Methods
2.1. Study Sites
The UAS campaigns were performed at three different main study sites as displayed in Figure 1.
Treuenbrietzen, located southwest of Berlin, Brandenburg, Germany, is a site affected by forest fires in
2018. The areas of interest include severely burnt pine plantations and clear cuts in the northwest, as
well as mixed forests affected by lower fire severity in the east. Cumulus clouds (CC) were present
during all flights.
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Dominated by grassland and meadows, the pre-alpine catchment Fendt south of Munich, Bavaria,
Germany, served as a second site. Two flight polygons also cover parts of the intersecting mixed
forest. The site is part of the TERENO Pre-Alpine Observatory [28] and equipped with meteorological
instruments.
Marquardt is a research station of the Leibniz Institute for Agricultural Engineering and
Bioeconomy, located northwest of Potsdam, Brandenburg, Germany. Therefore, a variety of annual
and perennial crops, such as cherry, walnuts, blueberry, corn, or wheat, is intersected by lean grassland
or bare soil in fragmented patches. No meteorological background data with sufficient temporal
resolution was available for Treuenbrietzen or Marquardt.
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Figure 1. Areas overflown by site, land cover, date, and time. (a) Schedule, site, and land cover of
different data acquisitions. (b) Flights and assigned land cover type for Fendt, (c) Marquardt, (d) and
for Treuenbrietzen. (Basemap: Satellite Google, Imagery 2020, GeoBasis-DE/BKG, GeoContent, Maxar
Technologies)
2.2. Image Acquisition
TIR imagery was acquired at 100 m altitude over different land cover types, sun elevation angle
(SEA), and weather conditions. The time, date, site, and land cover type of every flight is summarized
in Figure 1.
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For the data acquisition, the UAS MK Okto XL 6S12 (HiSystems GmbH, Moormerland, Germany,
Figure 2b) equipped with a radiometric calibrated FLIR Tau 2 336 (FLIR Systems, Inc., Wilsonville, OR,
USA, Figure 2a) was used. This TIR camera uses an uncooled VOx microbolometer focal plane array
which is sensitive to wavelengths from 7.5 to 13.5µm. Manufacturers specify an accuracy of ±5 ◦C.
The camera was upgraded with an external heated shutter system (TeAx Technology UG, Wilnsdorf,
Germany) to achieve a better radiometric accuracy and avoid the vignetting effect [29] in the individual
scenes (personal communication R. Schlepphorst 20 May 2019). Further features are its 9 mm focal
length, a sensor resolution of 336 pixels × 256 pixels and a 35◦× 27◦ field of view leading to a ground
pixel size of 36 cm × 42 cm with 100 m flight altitude.
a b
Figure 2. Image acquisition equipment. (a) Flir Tau 2 336 with external heated shutter system. (b) MK
Okto XL 6S12.
We preheated the camera before the flight for 10 min to 30 min on the ground to avoid thermal
drift due to the stabilization of the camera system temperature, corresponding to Kelly et al. [13]
and Berni et al. [16]. Flights were acquired at a speed of approximately 5 m/s, a nadir view angle,
and a scene overlap of 82% × 84%. To ensure the specified overlap of the scenes, the trigger was
automatically activated every 9 m. A gimbal (MK HiSight SLR2, HiSystems GmbH, Moormerland,
Germany) ensured a steady nadir viewing angle. The acquisition time of all flights ranged between
11 and 13 min. The position and yaw angle of the vehicle at every acquisition event was recorded by
a UBlox NEO-M8N GPS and compass module (u-blox Holding AG, Thalwil, Switzerland). In total,
56 flights are included in the data set.
2.3. Geometric Camera Calibration
For geometric camera calibration, a checkerboard was printed on a DinA3 paper. Black and white
paper only differs marginally in the long wave infrared spectrum [30]. Therefore, we increased the
contrast of the pattern by covering the white squares with aluminum foil, making use of the different
emissivities of the two materials [30]. Images were taken of this checkerboard from different viewing
angles as described in the Agisoft lens manual [31] at full sunlight conditions outside of buildings
(from 11:20 h to 15:10 h UTC+2 on 12 August 2019, air temperature at 2 m: 21–22 ◦ C [32]). The images
were then inserted to Agisoft lens tool (Agisoft Metashape Professional, version 1.5.3, Agisoft LLC,
Petersburg, Russia) to estimate the 13 lens parameters (see estimated coefficients in Table A1).
2.4. Image Preprocessing
Three steps of data preprocessing were performed before the analysis of image alignment:
1. For each individual image capture, the camera creates multiple frames. The frame with highest
image quality according to the Agisoft Image Quality tool was selected for further processing to
reduce the probability of blurry images. This tool aims to give an impression of image quality
by returning a parameter that reflects the level of sharpness of the most focused part of the
image [31].
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2. The extracted frames were temperature corrected, as proposed by Maes et al. [15], for flights
performed in Fendt where sufficient meteorological background data were available,
TUAVcorr = TUAV − Tair + Tair_mean (1)
where TUAVcorr and TUAV are the corrected and uncorrected measured temperature by the camera,
respectively; Tair is the air temperature at the moment of image capture; and Tair_mean is the
mean of the air temperature during the flight. Air temperature of the local weather station with
temporal resolution of 1 min served as input for the correction.
3. We applied a contrast enhancement (CE) using the adapted Wallis filter of Brad [24] to the
images. We chose a window size of 17 based on a pre-analysis for the local statistics calculation.
We then tested different parameter settings based on the proposed range in Brad [24] of the edge
enhancement factor A and uniform enhancement factor B. The chosen parameter combinations are
listed in Table 1.
To analyze the benefit of GPS background information on the image alignment, we assigned the
corresponding GPS position and yaw angle to every image using ExifTool (Phil Harvey, Kingston,
Canada). Roll and pitch angle are 0◦ due to the steady nadir look angle provided by the gimbal.
2.5. Image Alignment Analysis
The analysis of image alignment quality was also performed in Agisoft Metashape, as it showed
best performance in spatial accuracy [33] and image alignment [34]. Furthermore, related studies
used this software for the analysis of best preprocessing practices of TIR imagery [13,15,17]. Agisoft
provides several methods to search for possible matching points, e.g., generic pre-selection, reference
pre-selection, or no pre-selection. In “Generic” mode, overlapping pairs of the image are defined using
a downscaled resolution image first, whereas “Reference” mode selects overlapping pairs based on the
image location supplied by its metadata [31].
Additionally, it is possible to include GPS background information such as yaw, pitch and roll
angle. When the Reference pre-selection method is not selected, no GPS information is included in the
feature matching process.
We also tested two geometric camera calibration methods: Estimating the camera calibration
parameters as described in Section 2.3 (hereafter referred to as “calibrated”) or “on-job” during the
bundle adjustment (hereafter referred to as “on-job”). These options in image preprocessing and
combinations to define the bundle adjustment algorithm led to the combinations as listed in Table 1.
Data acquisitions took place at differing cloud cover conditions. Therefore, images acquired under
dense cloud conditions are excluded from the analysis of land cover, combinations in Agisoft, and the
effect of contrast enhancement.
For the analysis of the effect of SEA and weather conditions, we use the whole data set. In a
second step, we concentrate on Grassland areas which are covered five times on the 25th of June to
gain better insights on the effect of SEA alone. SEA and solar azimuth angles (SAA) were calculated
using the NOAA Solar Calculator [35].
To analyze the impact of land cover on the image alignment, we defined three different land
cover types: Areas with more than 50% forest area are assigned to the “Forest” land cover class. This
class was composed mainly of flights performed at Treuenbrietzen. The “Cropland” class contains
areas covered by annual and permanent crops, which is the case in Marquardt and one area of Fendt.
“Grassland” only exists in Fendt and describes areas used as meadows or grassland. Example images
for every landcover class are supplied in Figure A3.
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Table 1. 156 combinations of image alignment factors and their corresponding name in the following
text. Geom.cal. = geometric camera calibration, Gen.Pres. = Generic pre-selection, Ref.Pres = Reference
pre-selection, CE = contrast enhancement. Please mind that A and B are only relevant for contrast
enhanced imagery.
CE A B Yaw Geom.cal.
Gen.
Pres.
Ref.
Pres. Example
combinations
No
Yes
50
100
150
200
10
25
40
Yes
No
calibrated
on-job
Yes
No
Yes
No
CE = Yes| A = 100|
B = 10|No|No|T|F
naming
original
CE Ax By Yaw/
Cal
Unc
T
F
T
F
CE_A100_B10
UncTF
To be able to compare the image alignment quality, the number of tiepoints and the number of
aligned photos after every alignment run were used. The selection of these parameters is based on
the results of Wierzbicki et al. [36], who showed that a higher density of the point clouds improves
the spatial accuracy of the mosaicking results. Furthermore, those indicators are also used by other
studies assessing alignment quality [15,17]. As they vary with every alignment, every setting (Table 1)
was aligned ten times. Before extracting the number of points in the point cloud and aligned photos,
we filtered the point cloud: Only points with a Reconstruction Uncertainty smaller than 20 and a
Reprojection Error smaller than 0.5 were selected in order to extract only valid points.
As every campaign has a different number of images, normalization was required for valid
comparison. We, therefore, chose the following equation with NPoints and NaI being the number of
points and aligned images, respectively, as returned by the Agisoft image alignment procedure.
Pc =
NPoints
NaI
(2)
Within the defined flight polygon, the camera automatically acquired images at a specified
distance to fulfill overlap requirements. This was also the case during ascend and descend of the
vehicle. As the flight height is not the same for those images, they are often not aligned. Those images
were not excluded from the image alignment procedure for the sake of automatization. To include
their effect on Pc, Equation (2) is adapted to
Pc =
NPoints
NaI
∗ NaI
NtotI − NlowI =
NPoints
NtotI − NlowI (3)
with NtotI as the number of all images of the flight and NlowI as the number of images acquired during
the way to and back from the flight polygon. With this, all the points are normalized to the number of
images that should be theoretically alignable.
2.6. Camera Uncertainty Quantification
To assess the measurement noise of the camera, we adapted the basic idea of
Mesas-Carrascosa et al. [14]. We used the SfM algorithms to detect features that occur on
several images, applying the best combination of parameters in image preprocessing and in Agisoft.
Those tiepoints were filtered to a Reconstruction Uncertainty lower than 15 and Reprojection Error
lower than 3 when image alignment was successful. The positions of the remaining tiepoints were
used to extract the temperature of this feature in overlapping images. We were now able to see
the temporal development of differences in measured surfaces of identical features. We analyzed
short-term fluctuations (temperature change of features in consecutive images with a maximum
4 s difference in acquisition time) and long-term differences (temperature change of features in
Remote Sens. 2020, 12, 1552 8 of 22
images of adjacent flight paths with minimum 50 s difference in acquisition time) to detect systematic
long-term temperature trends and short-term sensor noise. The applied image acquisition mode led to
up to three to four consecutive images to be included in the uncertainty estimation for short-term
and long-term noise, respectively. The presence of several tiepoints per image allowed for the
derivation of standard descriptive statistics per time of image acquisition (see schematic procedure in
Figure 3). This procedure enabled the detection of images with high noise and their removal from the
orthomosaic to obtain radiometrically accurate imagery.
timea b z
image n+1 [°C] image n+i [°C]image n image n+1
image n+i
a b
Tba
z
Tzb 
time
T
image n [°C]
Figure 3. Scheme of tiepoint extraction and calculation of uncertainty measures. n = number of
the image.
The above proposed method of uncertainty assessment allowed us to analyze the radiometric
benefit of temperature correction as suggested by Maes et al. [15]. We described short-term and
long-term noise with basic statistical parameters such as standard deviation, minimum, maximum,
mean, and median for all flights processed with and without temperature correction. This analysis
was only possible for areas in Fendt as meteorological data was only available there. As the extraction
of tiepoints is based on successful image alignment, only aligned images could be used for tiepoint
extraction. This led to a statistical analysis of 33 flights for the analysis of the temperature correction
impact on camera noise.
3. Results
3.1. Impact of Image Preprocessing, IMU Data Inclusion, Geometric Camera Pre-Calibration,
and Pre-Selection Options
Different options for direct preprocessing of the images when aligning them may strongly
influence the quality of the final product, independent of external influences as land cover, weather
conditions, or temporal effects. Therefore, these influences were analyzed first.
Figure 4a shows Pc for different land cover classes and parametrizations of contrast enhancement
for edge enhancement factor (A) and uniform enhancement factor (B) (e.g., CE_A50_B10: contrast
enhancement with edge enhancement factor 50 and uniform enhancement 10, see further abbreviations
in Table 1). The effect of contrast enhancement is clearly visible for all land cover classes. On average,
filtering the images increases Pc by 12.93%, 34%, and 11.99% for Grassland, Cropland, and Forest,
respectively. Thereby, the effect of contrast enhancement is highest in Cropland and lowest for forested
areas. For both, A and B, we are not able to define optimal parameters in the chosen range.
To avoid the distortion of the analysis due to the significantly lower Pc for unfiltered images,
we excluded this data from the continuing analysis. As among the different parameters only minor
differences exist, we included all contrast enhanced data in the analysis of pre-selection methods and
camera or image metadata (Figure 4b).
The reduced data set reveals the benefit of on-job geometric camera calibration, which is
performed during the bundle adjustment. Applying estimates of camera coefficients derived from
a pre-calibration for the image alignment reduces Pc by 22.5%, 6.7%, and 7.3% for Grassland,
Cropland, and Forest, respectively. Besides the reduction in Pc, Figure 4b reveals an increasing
instability in alignment reflected by high interquartile ranges (IQR) for pre-calibrated geometric camera
Remote Sens. 2020, 12, 1552 9 of 22
coefficients when comparing corresponding settings. This is particularly prominent for Grassland areas
with no orientation metadata included and both pre-selection methods selected (CalTT vs. UncTT,
for abbreviations see Table 1). The standard deviation in the case of CalTT with 15.7 is nearly double
the value of UncTT with a standard deviation of 9.2.
The inclusion of camera orientation angles has only a minor impact on camera alignment.
The distribution of the data indicates a minor shift towards a higher Pc and lower IQR, but no
significant differences can be determined from this analysis.
Pre-selection in Agisoft, on the other hand, shows pronounced impact on image alignment.
All land cover classes reflect the same pattern of decrease of Pc when deselecting generic pre-selection
for on-job geometrically calibrated cameras. This is very pronounced in Cropland areas. Thereby,
the effect of generic pre-selection with a mean decrease of 2.7 Pc for all land cover classes is higher
than that of reference pre-selection (mean decrease of 0.6 for all land cover classes) for on-job camera
coefficient estimation. The lowest effect between different combinations is again shown for the Forest
land cover class.
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Figure 4. (a) Pc per contrast enhancement settings and land cover. The color groups stand for parameter
A, their different brightness levels mark parameter B (b) Pc per combination of IMU data inclusion,
geometric camera calibration, and pre-selection options (see abbreviations in Table 1). Gray shades
highlight calibrated and on-job geometric camera calibration
The lowest Pc values occur when matching features are not pre-filtered for potentially overlapping
areas, whereas defining the matching area of the features by two methods shows best results.
Based on these results, the best settings are UncYawTT or UncTT for all land cover classes.
We, therefore, analyzed the effect of land cover on image alignment based on the UncYawTT
combination and the effect of weather conditions with CalTT, CalYawTT, UncTT, and UncYawTT,
separately.
3.2. Influence of Land Cover
Land cover seems to have a large influence in the preprocessing quality of TIR imagery. Figure 4a,b
reveals significant differences in Pc for land cover types with Grassland areas having highest Pc,
followed by Cropland and Forest areas. The IQR when including all combinations in Agisoft (Figure 4a)
is highest for Grassland with a high number of outliers and lowest for Forest areas. Nevertheless, the
analysis of the impact of geometrical camera calibration clarifies the origin of the high range of Pc
of Grassland in Figure 4b. The geometrically pre-calibrated camera coefficients cause a more than
doubled IQR compared to on-job geometrically calibrated cameras. When no distinction is made
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between the contrast enhancement parameters, geometric camera calibration methods, pre-selection
methods, and weather, the mean value of Pc for Grassland is 21.66% and 65% higher than the mean
value for Cropland and Forest, respectively. This difference of Pc in Grassland to Pc of Cropland and
Forest is further enhanced to 32.1% and 90.7%, respectively, when selecting only data sets acquired at
good weather conditions (CC and C) and the combination UncYawTT. The latter is the optimal setting
for all land cover classes at similar SEA (30–45◦). In doing so, we exclude the effect of SEA and weather
on land cover analysis. Although this reduces the number of utilized flights for this analysis to 16, it
guarantees that the same conditions exist for all land cover classes. The derived statistics are displayed
in Table 2. The mean standard deviation within the images of every flight reaches maximal values for
Forests and minimal values for Grassland, which is not consistent with the ranking of the mean Pc
value among the land cover classes.
Table 2. Difference of Pc and standard deviation (SD) between land cover classes.
Land Cover
Class Mean Pc Median Pc SD Pc
Mean SD
within Images # Flights
Grassland 47.3 45.5 3.5 1.43 7
Cropland 35.8 35.7 1.6 2.46 5
Forest 24.8 25.8 9.5 2.87 4
3.3. Influence of Image Acquisition (Weather, SEA)
For the analysis of the SEA, only the two optimal settings for geometrically pre-calibrated and
on-job calibrated cameras over all land cover classes are displayed (Figure 5). When acquiring data
on days with dense cloud cover, the results show bad image alignment for SEA <40◦. Only one flight
with dense cloud cover, which was performed at SEA ~50◦ shows good alignment with Pc values as
high as at clear sky conditions. For cumulus clouds during image acquisition, the alignment seems to
be lower but stabilizes for SEA >45◦. This is especially true when using on-job estimated geometric
camera coefficients.
The plots depict a dependency of image alignment on the SEA of a Pearson correlation coefficient
higher than 0.5 for pre-calibrated cameras and 0.48 for on-job calibrated cameras, indicating less
dependency on illumination when not using geometrically pre-calibrated cameras. It is apparent that
especially low SEA (<20◦) have higher Pc when estimating geometrical camera coefficients during
bundle adjustment instead of performing a pre-calibration (Cal). Furthermore, the inclusion of camera
orientation metadata in the alignment reduces the variability of Pc for SEA <15◦, explaining the
indicated shift to overall higher Pc values when including camera orientation in Figure 4b.
When weather and land cover effects on correlation are excluded by focusing on the same
areas over an entire day with clear sky conditions, we see a similar but more pronounced pattern
(Figure 5e–h). A strong correlation between SEA and Pc exists, with lowest Pearson correlation
coefficients for UncTT and highest for CalTT. Using the SAA representing the time of the day, we can
further note that flights acquired in the evening or late afternoon show higher Pc than data sets
acquired at higher SEA for sun rise and morning (see also Figure A1).
3.4. Camera Uncertainty Quantification from Tiepoint Extraction
As schematically visualized in Figure 3, the spatially overlapping tiepoints were analyzed
to evaluate the sensor stability for each image acquisition. Figure 6 shows the variability of the
temperature differences (∆T) exemplary for a single flight. Every boxplot is composed of temperature
differences between identical locations in images that are acquired after a specific time interval to
time t and a reference image acquired at this time t. For Figure 6a, identical locations in images
acquired a maximum of 4 s after the reference image are compared to the locations in the reference
image; for Figure 6b, this time interval is minimum 50 s. The mean difference of the tiepoints to their
corresponding counterparts in the reference image is in both cases negative. This indicates a decreasing
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trend (TimgB − TimgA < 0 if TimgB < TimgA) of recorded temperature during the image acquisition of
the dataset displayed in Figure 6. The trend of decrease is similar for both time differences without
any normalization over time.
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Figure 5. Pc per sun elevation angle (SEA) and weather conditions for (a) CalYawTT, (b) CalTT,
(c) UncYawTT, and (d) UncTT and PC per SEA at clear sky conditions over same areas during one day
for (e) CalYawTT, (f) CalTT, (g) UncYawTT, and (h) UncTT.
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Figure 6. Temperature differences at time t of features in images acquired within (a) the next 4 s (b)
minimum 50 s to paired features in image acquired at time t. n is the number of tiepoints. Please note
the non-continuous and non-identical time scaling.
The arithmetic mean of absolute deviations to each other shows a sensor uncertainty of 0.60 ◦C
and a standard deviation of 0.49 ◦C for images acquired with a time difference of maximum 4 s.
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The absolute difference between tiepoints and their standard deviation for longer time distances
(minimum 50 s) is marginally higher. Here, it has to be taken into account that the number of tiepoints
that are compared to each other per time is lower in the long-term imagery comparison.
The range or temperature differences per time has higher variation at the beginning of the image
acquisition and stabilizes after 110 s in both cases. It is evident that the mean range is far below a
∆T of 2 ◦C, which gives a good impression into the sensor-related uncertainty of the measurements.
Moreover, quality changes between flights can be quantified.
The extraction of tiepoints can provide information about the benefit of correcting the image with
air temperature data. The statistics of the average of the mean temperature differences, the mean
absolute temperature differences, as well as the mean standard deviation of 33 flights performed at site
Fendt are summarized in Table 3. The results reveal that the temperature correction does not lead to
improvements in any of these statistics. When comparing the means of absolute ∆T between corrected
and uncorrected data for each flight, the mean difference is 0.0002 for short time intervals and 0.008 for
longer time intervals.
Table 3. Effect of temperature correction on relative camera accuracy estimates. mMean = average of
mean ∆T, m|Mean|= average of mean |∆T|, mSD = averaged standard deviation.
Temperature
Correction ∆t mMean m|Mean| mSD
Yes Max 4 s −0.01 1.20 0.94
Yes Min 50 s −0.10 1.61 0.96
No Max 4 s −0.01 1.20 0.94
No Min 50 s −0.09 1.61 0.96
4. Discussion
4.1. Contrast Enhancement
The beneficial impact of contrast enhancement on Pc confirm the results of Ribeiro-Gomes et al. [17].
We are able to add further information regarding the dependence of its effect on land cover classes.
It shows highest effect for flights performed over Croplands, where field edges, structures of changing
crop types, and gaps between tree or hedge rows exist. These image features result in high texture
within the images. Grassland areas are less affected by the filtering. One reason might be the low
texture within the image. Ley et al. [37] showed that the standard Wallis filter has a low capacity to increase
texture-less features. This observation could also apply to the adapted Wallis filter. Brad [24] note the
preservation of texture-less areas as uniform after applying their adapted filter, which confirms this
hypothesis. Some authors propose to first reduce image noise and then apply the Wallis filter for
feature detection [37,38]. Concerning the Forest land cover class, overall image alignment is rather
unsuitable. The low effect of contrast enhancement is indicative of other factors causing problems in
feature matching rather than contrast itself.
We found no outstanding differences in the parameters of the filter. Increasing the parameters of
a Wallis filter showed a saturation of the amount of detected and matched features [38]. Assuming
a similar behavior for the adapted filter used in our analysis, the chosen parameter range could be
too high to cause significant changes for feature detection and matching. A further analysis of the
acquisition time (sun azimuth angle) could perhaps lead to a more differentiated image when searching
for optimal parameters of the filter applied here.
Findings so far state the Wallis filter to be data set-dependent, and automatization of its application
seems to be challenging [37,38]. This is also likely to apply for the adapted filter.
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4.2. Camera Calibration
Maes et al. [15] show a very small effect on camera calibration when no GPS data is considered for
image alignment. Our analysis shows that the camera calibration has no merit for image alignment, as it
decreases the number of points per alignable image and increases alignment instability. Questions arise
on the stability of estimated camera coefficients when operating the camera at different temperatures
than the acquired images for geometric camera estimation, as lens elements could slightly move or
expand. Furthermore, vibrations caused by the vehicle can lead to different coefficients. Considering
this, estimated camera coefficients might differ from real camera coefficients during each image
acquisition, decreasing the capacity to correct for distortions and thus match features.
Nevertheless, Luhmann et al. [26] states the importance of geometric camera calibration for mosaic
creation. This can also be performed during the bundle adjustment. Harwin et al. [27] showed that this
approach leads to satisfying results combined with low workload during data acquisition, whereas
camera calibration using the checkerboard pre-calibration at distances lower than the later flight
altitudes performs worse in point cloud accuracy. The results of our analysis with TIR imagery are
consistent with their findings. Further analysis of geometric camera pre-calibration on feature matching
and point cloud accuracy for thermal imagery at distances to the calibration pattern corresponding to
flight altitudes should be performed.
4.3. Pre-Selection Methods
For Grassland and Cropland, both pre-selection methods lead to improvements in Pc. Besides
speeding up the process of image alignment, both applications filter the input images according to
their position (reference pre-selection) or potential overlapping areas (generic pre-selection). In doing
so, they reduce the probability of incorrect feature mapping by decreasing the number of possible
match areas. When both settings are used, the number of potentially adjacent images for feature
matching is reduced even more. The reference criterion first selects a certain number of neighboring
images according to the source coordinates. Then the generic preselection is additionally applied,
which further reduces the number of possible matching images (personal communication Agisoft
team, 4 March 2020). The filter of the images might reduce the number of wrong matches that hamper
the overall alignment.
The slight improvement when also using reference pre-selection show the importance of including
the image location in the alignment process, as longitude and latitude are considered in the feature
matching and search process. These results confirm the beneficial effect of GPS inclusion found
by Maes et al. [15]. Since the generic pre-selection and reference pre-selection filter possible locations
very well even without the yaw angle, the inclusion of the vehicle orientation in the alignment process
shows only minor benefit. The low amount of changes in possible overlapping areas or neighboring
images has marginal effect on the amount of detected and matched features. There might be additional
effects when including Pitch and Roll angle instead of assuming 0◦ for both. Therefore, a GPS and
compass module positioned on the camera would be necessary for image acquisition with a gimbal to
insert high-precision viewing angle deviations due to gimbal uncertainty.
4.4. SEA and Weather
For times of low illumination, such as low SEA or high cloud coverage, Pc values indicate an
inferior image alignment. The increasing contrast between canopy and ground with increasing SEA
is reported by several authors [39,40]. The comparison of mean standard deviation within images of
every data set with SEA confirms the same trend in our case (see Figure A2). The basic SfM algorithm
used in Agisoft is similar to the Scale-Invariant Feature Transform (SIFT) algorithm [41]. As the main
limitation of SIFT is its dependency of texture and image contrast [42], the observed pattern can
be related to problems in contrast of imagery. Due to the acquisition over same areas in one day,
we are also able to prove that the effect of decrease in image alignment is less in afternoon hours.
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This corresponds to a delayed cooling of the soil surface after the solar zenith angle [43], whereby the
variation of the surface temperatures, and thus a higher image contrast than in the morning hours
is maintained.
The deterioration of image alignment with increasing cloud cover is very pronounced for SEA
<20◦ and decreases with increasing SEA. One data set, acquired on a very cloudy day (9 July 2019)
at high SEA, has the same Pc values as other flights of the same land cover class with comparable
SEA. In contrast, other data sets acquired on very cloudy days at low SEA have the overall lowest Pc.
This indicates that the differential heating of surface materials is delayed during the morning due to
the dense cloud cover. Having differential heating of the imaged objects resulted in sufficient image
texture for image alignment, even a dense cloud cover does not hinder image alignment. Nevertheless,
further imagery would be needed to confirm this hypothesis.
When acquiring imagery at changing illumination conditions during the image acquisition
(cumulus clouds), we notice no difference to data sets acquired over the same land cover and similar
SEA with stable illumination conditions. The signal of the camera can be hampered in two ways with
changing weather conditions. First of all, changes in the surrounding temperature of the sensor can
induce temperature changes in the FPA faster than the operation of the shutter [13]. Second of all,
the signal is hampered by reflected sky radiation [44]. Variation of both noise factors cause changes
in the overall grayscale level of the acquired TIR image. The robustness of the image alignment can
therefore be based either on a very high signal-to-noise ratio of the camera or the robustness of SIFT
against changes in the grayscale level [42].
On-job geometric camera coefficient estimation delivers higher Pc values with higher reliability.
The high dependency on SEA when using camera distortion coefficients of the pre-calibrated camera
can be related to the different surrounding temperature of the camera. The morning and evening
temperatures deviate most from the midday temperatures at which the images for the coefficient
estimation were acquired. With increasing surrounding temperature corresponding to high SEA,
the temperature converges to the sensor temperature at image acquisition for the geometrical
pre-calibration pattern.
4.5. Land Cover Effect
Generally, we observe a strong dependency of image alignment quality on land cover, which
has to be taken into account for field campaign planning, e.g., via choosing higher overlapping rates.
Regarding the ranking of land cover types, it was unexpected that Cropland has less Pc than Grassland.
Homogeneous areas such as grassland are assumed to be more difficult to align [15]. Additionally,
contrast was found to have significant effect on feature matching in former studies [15,42]. In our
results we are able to relate the positive impact of increasing SEA to a rise in contrast. Nevertheless,
when comparing mean SD within images (see Table 2) as an indicator of contrast, we note that
Grassland has the lowest contrast values among all land cover types, while at the same time it has the
highest Pc values. The reverse is true for Forests. Therefore, we conclude that contrast within images is
not the only factor of image characteristics that influences image alignment. This is further underlined
by the low effect of contrast enhancement on image alignment of the Forest land cover class.
With our analysis we are able to statistically confirm the expectations of Maes et al. [15], namely,
that forests cause more problems in image alignment. They state that the complexity in canopy
structure is a problematic feature for image alignment. When considering canopy complexity as
indicated by canopy height we can confirm the trend with our data with Grassland having lowest
complexity and canopy height, followed by Cropland and Forest. With higher canopy height the
exposure to wind increases, leading to changes in canopy structure. This could cause the problems in
image alignment.
Furthermore, the variation of a feature shape is much greater for complex canopy structures
compared to flat surfaces. This is related to the different heights of the objects imaged, which range
from the ground surface to understory vegetation and the tree canopy. The complexity in the structure
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creates a higher variety in sun–surface–sensor geometries, which leads to stronger distortions in
observed features. These distortions are further enhanced by TIR directional effects [45]. The directional
effects are driven by leaf angular distribution and the temperature difference between shaded and
non-shaded areas, among other aspects [46]. Different viewing angles related to the sensor geometry
can cause a complete inversion of relative brightness relations among pixels and thus change the
appearance of identical features. Lowe [42] reports the SIFT algorithm as robust against linear and
nonlinear changes of image brightness. Nevertheless, he points out that rotations of more than 30◦
combined with changes in illumination will impair feature matching.
Texture of imagery differs per land cover type [47]. Therefore, feature characteristics such as
size and shape also differ. SIFT offers the opportunity to match features invariant to their scale.
Nevertheless, the detection of features is dependent on local maxima of a Gaussian kernel with specific
size of sigma. The bigger the scales of this kernel, the higher the probability is that local maxima
caused by keypoints of bigger size overlap. Therefore, threshold of local maxima intensities are set [42].
Depending on the thresholds set and the size of the kernel for the feature matching algorithm in
Agisoft, the features of a low resolved forest imagery can be too big to be captured by the algorithm
implemented in Agisoft. Further analysis on typical feature size per land cover type could assess
this hypothesis.
Dandois et al. [48] and Seifert et al. [49] deal with challenges of accurate image alignment for
RGB imagery over forests. They report high dependency of point cloud density on forward overlap
( 90%) and ground sampling distance when using SfM for RGB cameras for forest structure assessment.
As SfM depends highly on different viewing angles of one detected feature, forward overlap assures
this requirement. The number of valid matches is additionally improved by a high variety of the
viewing angle. Therefore, flying at lower altitudes increases intrinsic distortions of images, which leads
to a higher variation in viewing angles combined with a higher detail of the acquired image, leading to
higher numbers of tiepoints. Those findings of the influence in RGB can also apply for TIR cameras
and should be considered for image acquisitions over forested areas, although it reduces the area
which can be covered significantly.
Dandois et al. [48] further reveal the importance of high resolution of the image for point cloud
density when acquiring data of forests for RGB imagery (10 MP). For TIR cameras with MP of less
than 1 MP, this effect is can be decisive. Lower flight altitudes over forest areas or higher resolved TIR
cameras by maintaining a high forward overlap of 80–90% could lead to better results.
4.6. Camera Uncertainty Quantification
The tiepoints extraction allows a quantification of camera noise of ~1.5 ◦C. The estimated
uncertainty of the camera measurements is lower than those estimated by Ribeiro-Gomes et al. [17]
for the same camera with higher spatial resolution. They reached similar accuracy with additional
calibration of the sensor. The positive results of our camera without additional calibration possibly
originate from the additional external housing and heated shutter platform. Furthermore, we assessed
the stability of the sensor’s own measurements instead of comparing them to target temperatures.
The benefit of this approach is the assessment of camera accuracy based on the acquired imagery
itself. Accuracy is affected by environmental conditions such as clouds or wind [13]. Those conditions
vary for every image acquisition. An assessment of measurement accuracy is therefore necessary for
each single flight. Our approach allows the assessment of uncertainty within each data set individually
without further ground truth measurements or reference panels.
The temperature correction of Maes et al. [15] has no significant effect on camera uncertainty
considering the results of the tiepoint extraction. This result can be related to the coarse temporal
resolution of 1 min of the meteorological background data compared to the less than 5 s time difference
between the single image acquisitions. Furthermore, air temperature records at 2 m altitude cause
anomalies estimated via a spline function of maximal 0.68 ◦C. Even the maximal correction factor
applied to the imagery accounts for only one-third of the mean absolute deviation of the camera.
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This observation leads to the assumption that the main error source of uncertainty is not
based in the changes of air temperatures at ground level causing rapid changes in ground surface
temperature [15], but rather by thermal drift associated with changes of the temperature or wind
surrounding the sensor. This explanation is supported by the overall negative trend of all acquired
flights, reflecting the cooler temperatures with increasing flight altitude of the camera.
The increased uncertainty in image data at the start of the image acquisition corresponds to
the findings of Kelly et al. [13]. They propose additional flight lines at the beginning of the image
acquisition. This requirement is further confirmed by this study and the overall negative trend
in image errors in all flights, revealing the cooling of the sensor when being moved to lower air
temperatures with increasing flight height. Adding further flight lines reduces the area that can be
covered. Our uncertainty assessment allows for a definition of a time span of imagery impacted by
sensor stabilization. It is possible to exclude this data or treat those areas carefully for radiometric
use. For other image acquisitions and environmental conditions, this stabilization time might vary
due to lower temperature differences between ground temperature and temperature at flight altitude.
Therefore, this approach offers the opportunity to identify noisy imagery with rapidly changing
environmental conditions for each flight. Further analysis on the dependency of flight stabilization on
time of the day, wind, or air pressure conditions could lead to more elaborated recommendations for
stable image acquisition.
Mesas-Carrascosa et al. [14] and Jensen et al. [50] try to decrease the effect of thermal drift
by modeling it using the change of temperature per time. Nevertheless, they include all tiepoints
without considering their temporal intervals in their modelling. Referring to our results, errors
along time behave differently when considering different time intervals of uncertainty extraction. In
the displayed case, long-term differences account for a mean ∆T of 0.029 ◦C per second, whereas
short-term differences account for a mean ∆T of −0.04 ◦C per second. Using the short-term tiepoints
to correct for thermal drift would lead to an over correction of the images and to higher deviations in
long-term tiepoint observations. This needs to be considered when modeling the thermal drift based
on extracted tiepoints. An analysis of the perfect time interval between tiepoints is necessary for an
optimal correction of the imagery.
Considering the short time interval as sensor noise rather than systematic temperature drift,
we can also detect images that have higher deviations from other images and exclude them from the
creation of orthomosaic for the sake of radiometric accuracy.
When applying the approach presented here, directional effects which are not negligible within
TIR [39,45] must be taken into account. Modeling results of Duffour et al. [45] show deviations of up
to 15 ◦C depending on canopy structure, meteorological forcing imposed at the surface, the surface
water stress level, as well as the azimuth and zenith viewing angle. Lagouarde et al. [39] measured
lower differences to the nadir look angle considering varying solar azimuth angles (0.5–4 ◦C). These
results point to the need for further research to separate bidirectional effects from uncertainty.
So far, we assume a minimization of the spatial heterogeneity of the sensor due to the application
of the external shutter. Nevertheless, taking the position within the sensor geometry of each tiepoint
into account could give meaningful insights on heterogeneities along the FPA.
5. Conclusions
Image alignment and radiometric accuracy of thermal imagery acquired with UAS and low-cost
TIR cameras face several challenges. We analyzed a big data set comprising 56 single flight acquisitions
at different times of the day with associated changing SEA, over three different land cover types and
at different weather situations. We included best practices of former research papers in our image
acquisition and preprocessing chain and are now able to give the following suggestions for TIR data
image acquisition and preprocessing based on a valid statistical analysis.
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• For the creation of orthomosaics, high SEA are favorable due to their higher contrast. This is
especially important for land cover types and weather conditions that are problematic in image
alignment such as forest or overcast sky conditions.
• When analyzing temperature differences throughout the day, the probability of aligned imagery
is higher in the evening than in the morning for the same SEA.
• Results concerning land cover types reveal major problems of image alignment over forested areas.
The analysis of our data set proposes an image acquisition on clear sky conditions at maximal SEA.
Related research on RGB imagery further propose higher resolution or flying at lower altitude
with lower velocity. A high forward and side overlap yields better results.
• We propose a stabilization time of a minimum of 60 s to allow the sensor temperature to adapt to
air temperatures at flight altitude or adding additional flight lines [13].
• Contrast enhancement of the imagery significantly improves the number of detected features.
• The inclusion of geometric camera calibration estimates using a regular image pattern hampers
image alignment and should be avoided.
• We recommend the application of both pre-selection methods supplied in Agisoft Metashape for
aligning the imagery. In case no GPS information for each image is available, we propose to only
match features within overlapping areas as implemented in the Generic Pre-selection option of
Agisoft Metashape.
• We further are able to show that the inclusion of UAS orientation background data is not
necessary for SEA higher than 30◦ and 40◦ for sunny and cloudy days, respectively. For SEA <15◦,
the inclusion of UAS orientation information increases the probability of a high number of points
in the point cloud.
• The proposed method of temperature correction after Maes et al. [15] did not lead to a reduction
in camera uncertainty in long and short-term noise.
• We strongly advocate for the uncertainty quantification of the camera and recommend the
approach presented here. This approach also has the potential to identify and remove single
images with high measurement uncertainty.
To establish a rule of thumb on stabilization time at flight altitude, further research is needed on
the impact of temperature difference between temperature at ground and flight altitude, air pressure,
or wind on the length of noisy image at the start of the flight. When correcting for temperature
drift, the time span between analyzed tiepoints needs to be taken into account. Several authors
acquire thermal data simultaneously with RGB or multispectral data, using this additional information
for image alignment [9,15]. This has been shown to further improve image alignment [15] and can
overcome limitations of image alignment over forests. Nevertheless, systematic research concerning
best practices for thermal image alignment over forest canopy is necessary.
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The following abbreviations are used in this manuscript:
CE contrast enhancement
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Figure A1. Stability of (c) UncYaTT in alignment of data sets acquired with Cumulus clouds covering
the sky over Grassland areas in comparison to (a) CalYawTT, (b) CalTT and (d) UncTT and better fit of
polynomial regression of PC along Sun azimuth angle.
Table A1. Camera distortion coefficients.
f cx cy B1 B2 k1 k2 k3 k4 P1 P2 P3 P4
124.64 17.44 16.99 0.27 0.034 −0.033 −0.0014 0.005 −0.001 −1.092 × 10−06 −1.001 × 10−06 −20.51 89
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Figure A2. Correlation of sun elevation angle and standard deviation per land cover type. (a) All;
(b) Cropland; (c) Forest; (d) Grassland.
Figure A3. Example images for each land cover class. (a) Cropland, acquisition start:
2019-07-09T12:46:13.6Z, (b) Grassland, acquisition start: 2019-06-05T12:22:00.2Z, (c) Forest, acquisition
start: 2019-07-11T12:51:34.6Z, (d) contrast enhanced cropland, (e) contrast enhanced grassland,
(f) contrast enhanced forest. contrast enhancement settings: A = 150, B = 25.
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