In this paper, we propose Distributed Mirror Descent (DMD) algorithm for constrained convex optimization problems on a (strongly-)connected multi-agent network. We assume that each agent has a private objective function and a constraint set. The proposed DMD algorithm employs a locally designed Bregman distance function at each agent, and thus can be viewed as a generalization of the well-known Distributed Projected Subgradient (DPS) methods, which use identical Euclidean distances at the agents. At each iteration of the DMD, each agent optimizes its own objective adjusted with the Bregman distance function while exchanging state information with its neighbors. To further generalize DMD, we consider the case where the agent communication follows a directed graph and it may not be possible to design doubly-stochastic weight matrices. In other words, we restrict the corresponding weight matrices to be row-stochastic instead of doubly-stochastic. We study the convergence of DMD in two cases: (i) when the constraint sets at the agents are the same; and, (ii) when the constraint sets at the agents are different. By partially following the spirit of our proof, it can be shown that a class of consensus-based distributed optimization algorithms, restricted to doubly-stochastic matrices, remain convergent with stochastic matrices.
I. INTRODUCTION
Distributed computation and optimization, [1, 2] , has received significant recent interest in many areas, e.g. multi-agent networks, [3] , model predictive control, [4] , cognitive networks, [5] , source localization, [6] , resource scheduling, [7] , and message routing, [8] . The related problems, in general, can be posed as the minimization of a sum of objective functions with constraints. In this paper, we focus on the constrained convex optimization on a connected network of m agents.
The global objective is to cooperatively minimize the sum, There has been a considerable work on related distributed optimization problems. Of particular interest is the Distributed Projected Subgradient (DPS) method, see, e.g. [9] , whose convergence rate and fault tolerance are well analyzed in related literature [10] [11] [12] [13] [14] [15] . The DPS method proves to be simple and efficient, and is widely used in large-scale distributed optimization [6, 8, 16- agents. Compared to the existing work in [29] [30] [31] [32] [33] on directed graphs, the proposed DMD, in spirit, is similar to the DPS methods, [9] [10] [11] [12] [13] [14] , and requires the agents to exchange their states with their neighbors while no auxiliary states are introduced. By partially following the spirit of our proofs, one can show that existing algorithms on consensus-based distributed optimization, [9] [10] [11] [12] [13] [14] , remain convergent in the directed graphs. In particular, it can be shown that the DPS methods, [9] [10] [11] [12] [13] [14] , restricted to doubly-stochastic matrices, remain convergent with stochastic matrices.
The remainder of the paper is organized as follows. We provide the problem formulation, the proposed DMD algorithm, and the corresponding assumptions in Section II. In Section III, we show two key results that are useful to the develop the subsequent convergence analyses.
The convergence behavior of the DMD is studied in Section IV, where we consider two cases:
(i) when the constraint sets at the agents are identical; and, (ii) when the constraint sets at the agents are different. Section V contains concluding remarks, and the Appendix recapitulates some existing results, which will be frequently used in this paper.
Notation We use lowercase bold letters to denote vectors and uppercase italic letters to denote matrices. We denote by [x] i the ith component of a vector x, and by [A] ij the (i, j)th element of a matrix, A. A vector with all elements equal to one is represented by 1. The inner product of two vectors x and y is x, y . We use x to denote the standard Euclidean norm. For a function f : R p → (−∞, ∞], we denote the domain of f by dom(f ), where dom(f ) = {x ∈ R p |f (x) < ∞}. For any function f , we write f ∈ C ζ if the first ζ derivatives f (1) , f (2) , · · · , f (ζ) , all exist and are continuous. Finally, for two matrices, X, Y , we use X Y to represent the matrix X − Y is positive semi-definite.
II. PROBLEM FORMULATION
Consider a time-varying network of m agents communicating over a directed graph, G k = (V, E k ), where V is the set of agents, and E k is the collection of ordered pairs, (i, j), i, j ∈ V, such that agent j can send information to agent i, at time k. Define N in i (k) to be the collection of inneighbors, i.e. the set of agents that can send information to agent i at time k. Similarly, N out i (k) is defined as the out-neighborhood of agent i at time k, i.e. the set of agents that can receive information from agent i at time k. We focus on solving a constrained convex optimization problem that is distributed over the network.
In particular, the network of agents cooperatively solve the following constrained problem:
where each f i : R p → R is convex, not necessarily differentiable, representing the local objective function at agent i, and each X i ⊆ R p is a closed convex set, representing the local constraint at agent i. The intersection, X , of the constraint sets is assumed to be nonempty. We use f * to denote the optimal value of the problem, and X * to denote the solution set of the problem.
Formally, we have
Assuming each local function, f i , is known only to agent i, the goal is to solve Problem (P1) using a distributed algorithm in which agents in the network do not share their private functions with each other, but only exchange the iterative states with their immediate neighbors.
A. Distributed Mirror Descent (DMD) Algorithm
We consider the DMD algorithm to iteratively solve Problem (P1). The iterative algorithm makes use of the Bregman divergence, which is defined in Definition 1.
Definition 1 (Bregman divergence [22] ). Given a strongly convex differentiable function, µ : 
where ∇ is the gradient.
Due to strong convexity of the distance generating function, µ, it can be seen that the Bregman divergence between any two vectors, B µ (x, y), is nonnegative and B µ (x, y) = 0 if and only if x = y. Thus, Bregman divergence can be a "metric" between any two vectors. In particular, a special case is when the Bregman divergence is the squared Euclidean distance, i.e. B µ (x, y) =
where (·) ⊤ denotes the transpose.
Towards the iterative DMD, let x k i be the state at agent i and time k. At (k + 1)th iteration, agent i receives the states x k j from its neighbors, j ∈ N in i (k), computes a weighted average of these states, and performs a local optimization according to the (sub)gradient of its objective function, f i . In particular, agent i generates the following sequence:
where w k ij is the weight assigned by agent i to agent j at time k, d k i represents the subgradient of f i at v k i , α k i > 0 is the stepsize at agent i, and µ i is a distance generating function locally designed by agent i to calculate its Bregman divergence. The local design of Bregman divergence, B µ i , at each agent i, will be discussed later in Assumption A4.
We refer to the iterations in Eq. (1) as the Distributed Mirror Descent (DMD) algorithm, which consists of two steps: the consensus step, Eq. (1a), and the optimization step, Eq. (1b).
We may write DMD equivalently as follows:
where e k i is a perturbed subgradient. Compared to the nonlinear representation, Eq. (1b), of agent states, x k i , we are able to capture the optimization step in a linear fashion, which will be exploited to recursively represent x k i in Section III. The nonlinear effect occurs only in the representation of the perturbed subgradient, e k i , which can be bounded with the properties of Bregman divergence.
B. Contributions
As discussed in Introduction, recall that the primary advantage of Bregman-based distributed optimization lies in: (i) improved performance in high dimensions; (ii) efficient projections generation; and, (iii) applications in large-scale online learning. The proposed DMD, Eq. (1), can be viewed as an generalization of Distributed Projected Subgradient (DPS) method [9] , employing a general Bregman divergence at each agent instead of using identical Euclidean December 18, 2014 DRAFT distances at all of the agents. Our goal in this paper is to: (i) prove the convergence of DMD;
and, (ii) show that doubly stochasticity is not required (by both DMD and existing consensusbased optimization algorithms, [9] [10] [11] [12] [13] [14] ). The convergence proof of DMD is divided into two cases.
The first case assumes that the constraints at all of the agents are identical, while the second case covers the non-identical constraints. Existing work over directed graphs, e.g. in [29] [30] [31] [32] [33] , is restricted to identical constraints or unconstrained problems; and further require the knowledge of the entire topology or the out-degree at each agent, none of which are assumed here. It is further noteworthy that the case of non-identical constraints over directed graphs has not been considered in the existing literature.
C. Assumptions
We now formulate the assumptions, which are commonly used in the related literature, [9] [10] [11] [12] [13] [14] . The first assumption is to make sure that every agent sufficiently communicates with each other during the algorithm such that each individual objective function influences the states at all agents.
Assumption A1 (Network Connectivity). Let E k be the edge set of the multi-agent network,
We now describe a weighting rule for agents reaching a "consensus" after iteratively exchanging information. The rule is applicable to directed graphs where any agent calculates a weighted average from its neighbors.
Assumption A2 (Non-doubly Stochasticity). For all i ∈ V and all k ≥ 0:
(a) There exists a scalar η, 0 < η < 1, such that w ⊤ . Note that in a "consensus" problem, this weighting rule ensures that every agent converges to the same limit, which is a weighted average of the agents' initial states. Moreover, "average consensus" is achieved when w k ij = w k ji , ∀i, j, k, see [34] [35] [36] [37] [38] [39] for additional information. Similarly, in related literature, [9] [10] [11] [12] [13] [14] [15] , on distributed optimization, the weight matrices are assumed to be doubly-stochastic such that the influence of each agent is "equal" in the long run. In this paper, we will show the convergence of the DMD with row stochastic weight matrices. This enables DMD to be applicable to directed graphs.
We next assume the following on the constraint sets. This assumption implies two things: (i) the optimal value, f * , is finite and the optimal set, X * , is nonempty by the Weierstrass theorem [40] ; and, (ii) the subgradients of f i at all points, x ∈ X i , are bounded since X i is bounded, i.e. there exists D ∈ R ≥0 such that the subgradients,
Assumption A3 (Compactness
This assumption is satisfied for example when each function, f i , is defined and convex over R p .
We now discuss the rules for the distance generating function, µ, on which the Bregman divergence is based. 
Assumption A4 (Separate Convexity
Assumption A4(a) establishes the relationship between the Bregman divergence and the Euclidean distance. In particular,
Assumptions A4(b) bounds the gradients of the distance-generating function, while A4(c) and A4(d) ensure separate convexity of B µ i (x, y) (see Lemma 8) . Assumption A4 is satisfied, for example, when each distance generating function is defined as, but not limited to, a quadratic function.
Finally, we assume the following on the step-sizes.
Assumption A5 (Step sizes). In the DMD Algorithm, the non-negative step-sizes are diminishing
and satisfy the persistence conditions for all i. In particular,
III. BASIC RELATIONS
The convergence analysis of DMD is based on two critical relations that capture the decrease in 
, both of which provide a metric between the accumulation point, x k , and the optima, x * . In Lemma 2, we capture the
), with respect to the Bregman divergence. An upper bound of
, is provided in Lemma 3. In Section IV, we will improve these bounds and show the convergence of DMD.
A. Consensus
In distributed systems, where all agents aim to reach the same limit but iterate locally, it is important to measure the disagreement as the algorithm progresses. To this aim, we use the transition matrix defined as follows. Let W (k) be the matrix collecting the weights following
The above matrix, Φ(k, r), is the transition matrix, which records the weight matrices history from time r to k. With the help of Transition Matrix Convergence (See Lemma 9 in the Appendix),
we now quantify the agent disagreement of DMD in time. We consider this disagreement with respect to some common point, x k , defined as some convex combination of all agent states at time k: Then, for any i, k ≥ 1, and 0 ≤ γ < 1
Proof. For any k ≥ 1, we write Eq. (2b) recursively such that the agent states are written in terms of the initial states, x 0 i , the perturbed subgradient, e r j , and the transition matrices, {Φ(k − 1, r)}:
Since x
k is given by Eq. (6), we represent x k as
Denote ψ j (k, r) as the convex combination of the elements of the jth column of the transition
The difference between the preceding two relations equals:
Taking the norm on both sides of the equation above, we get
can be bounded as follows:
where we use the convexity of [Φ(k, r)] ij − ψ j (k, r) in the first inequality, and the convergence result of transition matrix in the last inequality(see Lemma 9 in the Appendix). The proof follows by combining the preceding two inequalities.
In prior work, [9] [10] [11] [12] [13] [14] , where weight matrices, W (k), are assumed to be doubly-stochastic for all k, agent disagreement is measured between agent states, x k i , and the average,
In Lemma 1, where we restrict the weight matrices to be stochastic, we extend the result of agent consensus by measuring the disagreement between agent states and any linear-convex combination, i.e.
B. Optimality
We next show how the accumulation point, x k , approaches the optima, x * , as DMD progresses. ), with respect to Bregman divergence. In Lemma 3, we quantify the gap between the accumulation point, x k , and the optima, x * , with respect to objective value, f (
. In the analysis of Lemmas 2 and 3, we write DMD, Eq. (1b), equivalently as
for somex
is the projection ofx k i on X i . Note that the projection is in the sense of minimizing the Bregman divergence and for any such projection, we have
Eq. (8) can be verified by letting Eq. (1b) equal to Eq. (7) and using the definition of Bregman divergence.
Lemma 2. Let Assumptions A3 and A4 hold. For all
, be the sequences (over k) generated by the DMD, Eqs. (2) , and x * ∈ X * be an optimal solution of the Problem (P1), then the following holds for all i and k ≥ 0:
Proof. Since x * ∈ X i for any i, we apply the non-expansive property (see Lemma 6 in the Appendix) of Bregman divergence with x k+1 i defined by Eq. (7):
).
Considering the three-points identity of the Bregman divergence (see Lemma 7 in Appendix), we get
By substituting the preceding two relations into Eq. (9) and rearranging the terms, it follows that
The lemma follows by noting thatx In Section IV, we will use the result of Lemma 2 to show the boundedness of the perturbed subgradient, e (a) For all k ≥ 0 and every agent i,
(b) When step sizes are the same for all i, i.e.
Proof. From the DMD Algorithm, Eq. (1b), and the definition of Bregman divergence, we have, for any x ∈ X and i,
Thus, in particular when x = x * , we obtain
Using the subgradient inequality for the convex function f i , it follows that for all i,
We now analyze the three items on the RHS of Eq. (11). Directly from Eq. (10), the term (11a)
is not greater than zero. We represent (11b) using the three-points identity (see Lemma 7 in Appendix) of Bregman divergence, i.e.
Following from a, b ≤ σ 2
Therefore, Eq. (11) is equivalent to
Since
x − y 2 , ∀i, x, y, due to convexity of the distance generating function, µ i , see Eq. (4), it follows that
Considering the boundedness of the subgradient (Eq. (3)), we obtain the desired result, (a), in the lemma's statement.
We now consider statement (b) in the lemma. When α k i = α k for all agents, adding and subtracting α k f i ( x k ) in the RHS of Eq. (12) imply that
We use the first order properties of a convex function:
Eq. (13) now becomes
The proof follows by summing over i = 1, · · · , m.
In this section, we provide three relations bounding the agent state, x 
IV. CONVERGENCE OF DISTRIBUTED MIRROR DESCENT
We now prove the convergence of DMD using Lemmas 1, 2 and 3. To outline the main idea of the proof, we note that Lemma 1 provides an upper bound on the distance,
between each agent state and the accumulation point. Lemma 2 provides an upper bound on the
To show the convergence of DMD to an optimal solution, it remains to relate the accumulation point, x k , to the optimal solution, x * , of Problem (P1). We will show that as k → ∞, the value of the objective function at the accumulation point, f ( x k ), converges to the optimal value, f * .
A special case when the agents have identical constraints, i.e. X i = X , ∀i, is discussed first in this section. Following that, we consider the case when the constraint sets, X i 's, are different convex (compact) sets.
A. Convergence with Identical Constraints
In proving the convergence of the DMD algorithm when the agents have identical constraints, our assumptions are the same as those in the existing literature, [9] [10] [11] [12] [13] [14] , except that we restrict the weight matrices to be row-stochastic instead of doubly-stochastic. In particular, given Assumptions A1-A5, we assume that the step size at each agent is the same over time, i.e. α k i = α k , ∀i, k. We prove DMD to converge in time-varying graphs without any additional knowledge of network or agents. We start with an upper bound on the norm of the perturbed subgradient, e 
Since v k i (see Eq. (2a)) is a linear-convex combination of agent states at time k and each agent state lies in the same constraint set, X , it follows that v k i ∈ X , ∀i. Therefore, we are able to apply the non-expansive property (see Lemma 6 in the Appendix) of Bregman divergence, i.e.
see Eq. (7) forx k . For any convex function, µ i , it is always true that µ i (v
and the lemma follows by Assumption A4 (a) and Eq. (8).
Using the above lemma, the following result improves Lemma 1 showing that any two sequences, x k i and x k j , generated by DMD have the same limit accumulation.
Proposition 1. Let Assumptions A1-A5 hold. Let x k i
be the sequence (over k) generated by the DMD, Eqs. (2) , and x k be given by Eq. (6). Assume that α k i = α k , ∀i. Then, for any i:
Proof. Adopting the boundedness of the perturbed subgradient (Lemma 4) in the result of Lemma 1, we get
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The lemma follows by using the preceding relations in Eq. (17) 
Proof. According to the separate convexity (see Lemma 8(b) in the Appendix) of the Bregman divergence, we have
Substituting the above into the result of Lemma 3(b), we get
Note that i w k ij ≤ m and sum the preceding relation over k: We now show that s 3 < ∞ for any N > 0. Denote y k ,ȳ k as the first and second terms in s 3 ,
i.e.
Note that y k is a variable in terms of the weights, w k ij 's; we choose suitable weights such that y k max , y k min is the maximum and minimum of y k for fixed k, i.e.
Since x k is a linear-convex combination of agent states at time k, with all states
for any N, which reveals that s 3 > −∞ for any N, i.e. for all N and y k ,
Specially, when y k = y k min , we obtain, it follows that for any k, there always exists some bounded positive constant, R, such that
Summing the preceding relation over k = 1, · · · , N, we obtain
Finally, it follows from Eq. (19) that
The theorem follows by letting N → ∞ and noting that
for all k.
In the existing literature, [9] [10] [11] [12] [13] [14] , Distributed Projected Subgradient (DPS) method assumes the weight matrices to be doubly-stochastic, i.e. m i=1 w k ij = 1, ∀j, which simplifies the proof of Theorem 1. In particular, if we let the weight matrices to be doubly-stochastic, s 3 in Eq. (19) is 0. This also reveals the fact that each agent "contributes equally" in optimizing the Problem (P1). When we restrict the weigh matrices to be row-stochastic, s 3 in Eq.(19) does not vanish.
Since it is a summation of an infinite numbers terms, where some can be positive and others negative; bounding s 3 is non-trivial. The spirit of the proof is that if s 3 is larger than negative infinity, it should be less than positive infinity due to compactness of the constraint sets at all of the agents.
Theorem 1 shows the convergence of DMD in a time-varying graph when the agents possess identical constraints. The assumption used in the proof is the same as, e.g. in [9] [10] [11] [12] [13] [14] , with no additional knowledge on either the graph topology (required e.g. in [31] [32] [33] ), or out-degree of the agents (required e.g. in [29, 30] ). Since DPS method is a special case of DMD, i.e. when the Bregman divergence is Euclidean squared, we note that DPS methods may also be extended to directed graphs. 1 We restrict to non doubly-stochastic updates, because y k max =ȳ k = y k min otherwise, and thus s3 = 0 in Eq. (19) .
B. Convergence Analysis with Different Constraints
We now provide convergence analysis for the case when the constraint sets, X i 's, are different.
We show that when the constraints are different, the agent states x k i , ∀i, converge to an optimal solution of Problem (P1) under some conditions, which can be realized in a distributed multiagent network. In particular, we prove the convergence of DMD in fixed topologies, i.e. E k = E, and adopt the following assumption on designing the distance generating function.
Assumption A6. The distance generating function (in the Bregman divergence) is identical at
all agents, i.e. µ i = µ, ∀i.
We emphasize that even though Assumption A6 is more restrictive, it is not uncommon in related 
We consider a weighted sum of the preceding relation, Eq. (20), as follows:
where
Considering the compactness of the constraint sets (Assumption A3) and the continuity of Bregman divergence (Assumption A4), it is true that the sequence x k i is finite for all i, k, and therefore the sequence,
Since the second term in the preceding relation is zero, this implies that
is convergent. Therefore, by rearranging Eq. (21), and letting k → ∞, we obtain
Since the first term on the RHS of the Eq. (22) be the sequence over k generated by DMD, Eqs. (2) , and x k be given in Eq. (6) . Then, for all i, we have: We now make two additional assumptions on weighting rules and step-sizes, which are crucial to the main result when the constraint sets are different. Since the weight matrices are not doublystochastic, each agent has an unequal contribution; to make this contribution the same as the DMD progresses, we allow each agent to design its own step-sizes (in a distributed manner)
that results in balancing the agent contributions. In particular, each agent that "contributes" less chooses a larger step-size, while the agents that "contribute" more choose a lower step-size. It is obvious that the weight matrices following Assumption A7 are row-stochastic, satisfying Assumption A2.
Assumption A8. Each agent i at time k designs its step-size as α
Assumptions requiring the knowledge of out-degrees can be founded in [29, 30] , which we do not require. Clearly, in-degrees are already known to each agent. The next theorem provides the convergence result with different constraint sets. 
Proof. By adopting the separate convexity of Bregman divergence (Lemma 8(b)) into the result of Lemma 3(a) in Section III, it follows that
We consider a weighted sum over agents of the preceding relation, Eq. (23), with agent i
Apply the weight rule satisfying Assumption A7 and the step-size satisfying Assumption A8 in Eq. (24), and note that λ j α k j = α k , and
Considering the Three-points Identity (see Lemma 7 in the Appendix), we have
From Proposition 2, we know that all agent accumulate to the same point as k → ∞, which means for any ǫ, there exists some
where L is the Lipschitz constant for µ. Similarly, we get
Substitute Eqs. (27) and (28) into Eq. (25) and note that for any graph
We show that the preceding relation, Eq. (29), implies lim inf
by contradiction. Suppose that Eq. (30) is not true, i.e. lim inf k→∞
exists some K and ξ > 0 such that for all k > K, we have for all i,
Summing the relation, Eq. (29), from time K to N, we get
When N → ∞, the LHS of Eq. (31) 
Combining Eq. (30) and (32), we obtain
Note that the proof of Lemma 5 shows that the sequence
is convergent given Proposition 2. Therefore, x k must have a limit point, i.e.
Using the continuity of f , this implies that one of the limit points of x k must belong to the optimal set, X * ; denote this limit point by x * . Since the sequence
it follows that x k has a unique limit point, thus completing the proof.
We explain the spirit of proof of Theorem 2 as follows. The objective of Problem (P1) is to minimize a sum of private objective functions, i.e. f = m i=1 f i , whose subgradient is also the sum of each private function's subgradient. This reveals that in the long run of the DMD algorithm, all agent should "contribute equally" their subgradient information to the network.
When weight matrices are doubly stochastic, this is achieved due to the fact that the column sum of doubly stochastic matrices are same. On the other hand, when the weight matrices are row-stochastic, each agent contributes differently. We force all agents to contribute equally by setting their step-size differently.
V. CONCLUSIONS
In this paper, we implement a distributed optimization algorithm to minimize a sum of convex functions over directed graphs, that we refer to as Distributed Mirror Descent (DMD). DMD generalizes the distributed projected subgradient methods by using Bregman divergence instead of a global Euclidean squared distance. Our convergence proof is based on the communication described by a directed graph. We establish the convergence of the algorithm in two cases: (i) when the constraint sets of agents are the same; (ii) when the constraint sets of agents are different. When the constraint sets are assumed to be the same, each agent designs its own local Bregman divergence. The results are applicable to time-varying networks, requiring the same knowledge as distributed optimization algorithms proposed in previous literature for undirected graphs. When the constraint sets are different for each agent, the Bregman divergence is required to be global. The results are applicable to fixed topologies and the underlying algorithm is fully distributed. By partially following the spirit of our proof, it can be shown that a class of existing consensus-based optimization algorithms, restricted to doubly-stochastic matrices, remain convergent with non-doubly stochastic matrices.
APPENDIX

A. Preliminaries
The proof in this paper relies on some existing results that we present in the following for reference.
Non-Expansive Property:
For all i and x ∈ R p , define P i [x] as a point in agent i's constraint set satisfying B µ i (P i [x], x) = min y∈X i B µ i (y, x).
Lemma 6. (Bregman [22] ) Let Assumption A4 hold and choose some z ∈ X . For any i and x ∈ R p , it follows that
Three-points Identity: The Bregman divergence satisfies a simple identity, which appears to be a generalization of Euclidean distance. 
