Collaborative media such as wikis have become enormously successful venues for information creation. Articles accrue information through the asynchronous editing of users who arrive both seeking information and possibly able to contribute information. Most articles stabilize to high-quality, trusted sources of information representing the collective wisdom of all the users who edited the article. We propose a model for information growth which relies on two main observations: (i) as an article's quality improves, it attracts visitors at a faster rate (a rich-get-richer phenomenon); and, simultaneously, (ii) the chances that a new visitor will improve the article drops (there is only so much that can be said about a particular topic). Our model is able to reproduce many features of the edit dynamics observed on Wikipedia; in particular, it captures the observed rise in the edit rate, followed by 1/t decay. Despite differences in the media, we also document similar features in the comment rates for a segment of the LiveJournal blogosphere.
INTRODUCTION
Wikipedia has become a trusted source of information for most web users. Independent studies have verified that Wikipedia articles are of comparable quality to the Encyclopedia Britannica [Giles 2005] . This article models the dynamics of information growth in "collective intelligence" settings like Wikipedia. We define a collective wisdom process (CWP) as one in which users asynchronously contribute information on a particular topic. Participants in a CWP can be contributors or consumers (or both) of information. [Das and Magdon-Ismail 2010] . This work is supported by a National Science Foundation CAREER award (IIS-0952918), by NSF grants IIS-0621303, IIS-0522672, IIS-0324947, CNS-0323324, IIS-0634875, by U.S. ONR Contract N00014-06-1-0466, and by US DHS through ONR grant N00014-07-1-0150 to Rutgers University. This research is continuing through participation in the Network Science Collaborative Technology Alliance sponsored by the U.S. Army Research Laboratory under Agreement Number W911NF-09-2-0053. The content of this article does not necessarily reflect the position or policy of the U.S. Government, no official endorsement should be inferred or implied. Authors' addresses: S. Das and M. Magdon-Ismail, Department of Computer Science, Rensselaer Polytechnic Institute; email: {sanmay, magdon}@cs.rpi.edu. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permission may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701, USA, fax +1 (212) Scientific studies of Wikipedia and other social media settings (like the blogosphere) have focused on growth (addition of new articles) [Capocci et al. 2006; Spinellis and Louridas 2008] ; on macroscopic properties of communication dynamics [Silva et al. 2009] ; and on network modeling of the implied social interactions [Kumar et al. 2004] . Recently there has also been some focus on what makes content popular [Spoerri 2007; Wu and Huberman 2007] . Another direction of research has studied the sociological implications of these new media, examining the editing behavior of users [Kittur et al. 2007 ] and the emergence of bureaucracies in Wikipedia [Butler et al. 2008] . While this article is related to the entire literature on the growth of networks, both general and social [Barabasi and Albert 1999; Leskovec et al. 2008] , it differs in its focus on the dynamics of information rather than on the dynamics of user arrivals and departures.
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We note also two other directions of related work: much research on human, social, and economic dynamics has focused on finding distributions that are a good fit to data. For example, the work of Wilkinson and Huberman [2007] which we discuss in detail below, focuses on fitting Wikipedia edit data to the log-normal distribution. The work of Vaz de Melo et al. [2010] is a nice example of producing well-motivated new distributional models for fitting data gathered from observations of human behavior (a truncated version of the log-logistic distribution fits call duration data well, and can replicate power-law tails in a manner that promises to be useful in other domains). Our focus in this article is, however, on providing a generative model that explains stylized facts well, rather than best-fits after the fact. In this sense, our work is close in spirit to that of Götz et al. [2009] , who were among the first to provide a combined temporal and topological model of posting behavior in the context of the blogosphere.
Wikis are mechanisms for sharing knowledge, beliefs, and opinions. They provide a unique opportunity to understand the dynamics of collective wisdom, and, in order to do this, it is important to focus on the dynamics of the growth of individual articles. In this article we focus on highly edited wikis from Wikipedia. Wilkinson and Huberman [2007] have shown that highly edited articles tend to be of higher quality on Wikipedia, and we confirm that the most visited Wikipedia pages are also heavily edited. These heavily edited pages form the core of the content for which Wikipedia is best known and used. Although the analysis of traffic that goes to the so-called "long tail" of less edited, significantly less popular pages, is independently interesting, we do not focus on it here. Wilkinson and Huberman [WH] may have been the first to study dynamics in the Wikipedia context. They propose a "rich-get-richer" stochastic geometric growth model in which articles accrue edits at a rate proportional to the number of edits already received. In this model, letting n(t) denote the number of edits to an article, the number of new edits over a period t is given by n(t) = (a + ξ (t))n(t), where a is the average edit rate and ξ (t) are independent zero-mean random variables which account for random fluctuations in the edit rate. A snapshot of all pages that have been alive for the same amount of time would yield a lognormal edit distribution under this model, and WH take the existence of such a distribution in the data as evidence for their model.
One consequence of simple rich-get-richer models, like the WH model, and others that study wikis and blogs as analogous to network growth processes (NGPs) such as the growth of the WWW [Barabasi and Albert 1999] or the Internet [Faloutsos et al. 1999] , is that the total number of edits on a given wiki article or blog post should continue to increase over time. However, CWPs are fundamentally different from NGPs, in that they are primarily information processes. There is only a finite amount of information about a given topic, so we would expect wiki pages and comments on blog posts to eventually stabilize to a state that reflects the collective wisdom on a topic. The WH model can be modified to account for this by fitting time-dependent location and scale parameters for the log-normal distribution, but does not focus on explicitly modeling the saturation of information.
We propose a simple generative model for CWPs in which pages acquire more visitors as their quality improves, but new visitors also have less chance of being able to contribute new information to a page as the page's quality improves. We evaluate our model primarily by examining the actual rate of editing of pages from Wikipedia, but also by examining commenting data from posts on the Russian section of the LiveJournal blog portal. Our CWP model reproduces all the salient features of the edit dynamics in the wiki and blog data -in particular, our model captures both the observed rise in edit rate after a page is founded and the ultimate (1/t) decay in the edit rate after hitting a peak.
A GENERATIVE MODEL FOR COLLECTIVE WISDOM PROCESSES
An edit in a CWP is the result of someone adding meaningful information; it therefore requires that this visitor has information to add. By contrast, in models of pure arrival processes, an arrival always entails the addition of something new (e.g., a new link appearing in the Web graph). In general, meaningful edits improve the state of a CWP -the more edits a CWP receives, the higher its quality and the more credible it becomes. Since a better CWP is likely to attract more visitors, the more credible a page becomes, the more visible it becomes, attracting users at a faster rate. All else being equal, the higher the arrival rate, the more likely it is that someone will come along who has something to contribute to the page. Every user is endowed with some subset of the information on the topic of a CWP. There is some fixed, bounded total amount of information which is available, and so as a CWP improves, it is less likely that a new user's information set will contain anything new. We summarize these two interacting effects in the following observations. Observation 1 (Rich get richer). An edit improves a CWP, increasing the visibility and hence the arrival rate of users.
Observation 2 (Informational Limit). The total available information of a CWP is bounded, so an improved CWP is less likely to be edited.
A General Model
In order to formalize these observations, assume that a CWP is born at time 0. Let t = 0, 1, . . . denote the time step after birth. The state of the CWP at time t is represented by its information value I t ≥ 0 and its visibility V t ≥ 0. At time t, a user may arrive, carrying information value X t ≥ 0 drawn from some distribution, independently of the information brought by any previous users. If X t > I t , the user has more information than is already in the CWP and the user improves the CWP. In theory, I t and X t are sets of information, but without much loss in generality, we can represent them as real numbers. I t and V t are the state random variables in a stochastic dynamical system driven by the random variable X t .
Intuitively, past visibility determines the probability of future arrivals. Visibility at a previous time step depends on the information value (credibility of the CWP). If a user arrives, she may improve the quality and hence affect the visibility. Let ρ t be the probability that a user arrives at time t. We model ρ t as a function of a base arrival probability ρ 0 and a visibility effect. Formally, ρ t = ρ 0 + λV t−1 , where λ ∈ [0, 1−ρ 0 ] is a parameter and V t ∈ [0, 1]. This can capture in a simple manner processes with different base arrival rates and different multipliers for how the visibility of that process affects the arrival rate of users. The model thus provides some flexibility for different processes, while at the same time it is relatively easy to find linear fits for particular processes. Of course, we can generalize to more complex arrival processes, but the linear model is already quite powerful.
With probability 1 − ρ t , a user does not arrive at time t and, effectively, X t = 0. Otherwise, with probability ρ t , a user arrives, bringing information value X t > 0. For λ > 0, the random variable X t depends on V t−1 and there is an indirect dependence of X t on I t−1 . A plausible information update rule is that an arriving user adds some fraction α of the value she could possibly add to a CWP. In this case, if X t > I t−1 , then the value of the CWP gets augmented to I t ← (1 − α)I t−1 + α X t .
A Simple Realization of the Model
First, consider the edit dynamics for the simplest realization of the above process, the pure maximum process with no visibility, for which λ = 0. In this case, ∀t, ρ t = ρ 0 , and α = 1, so I t = max τ ≤t X τ . We quantify the edit dynamics through the probability of an edit occurring at time t, q t = Pr[edit occurs at time t] = Pr[X t > I t−1 ]. THEOREM 2.1. For the pure maximum process with no visibility, the probability of an edit at time t decays asymptotically at a 1/t rate.
PROOF.
where a t is an indicator variable indicating whether or not a user arrived at time t.
This completes the proof, because the exponentially decaying term is asymptotically negligible.
All that is required in this proof is that X be a measurable random variable with probability measure dF X , and the integral is defined in the Lebesgue sense. Note that X 0 is the information value at time 0, typically equal to 0.
While this theorem is only directly applicable to pure maximum processes with no visibility, the tail dynamics of typical CWPs will occur when the visibility has saturated. Therefore, the asymptotic 1/t decay will carry over to general CWPs, and this can be seen in the asymptotic 1/t decay in the edit rate in Wikipedia and the LiveJournal blogosphere (see Figure 2) . We should also point out that the result applies for any choice of distribution from which the random variable X t is drawn, and further, it does not even require the CWP to be bounded -that is, the distribution of X t can have unbounded support.
A General Solution
The pure maximum process with no visibility captures the effect of Observation 2 about CWPs, the informational limit. In doing so, it implies a continually decreasing edit rate (in fact, the edit rate even with α < 1 would continually decrease). In contrast, CWPs in the real world tend to display a mid-life peak in the edit rate. Incorporating a nonzero visibility effect (λ > 0) in the model yields exactly this behavior.
The arrival probability at time t is ρ t = ρ 0 + λV t−1 . We allow for some lag in the time it takes for a CWP's visibility to catch up to its quality, so V t = I t− (for simplicity, we assume a linear relationship). Blog posts may quickly be publicized to the readership of the blog through RSS feeds, for example, implying a small lag ( ≈ 0). Wikipedia pages are largely accessed through search engines, so a newly improved Wikipedia page may only start experiencing increased traffic after a longer period related to the frequency with which search engines index the page ( ≈ 1 month). We assume that X t ∈ [0, 1] for concreteness.
1 Further, α need not be 1: we refer to the general process with λ ∈ [0, 1 − ρ 0 ] and α ∈ [0, 1] as an incremental CWP with lag, which can be summarized by the following stochastic dynamical system:
The initial conditions for the system are I t = 0 for t ≤ 0. The model is governed by the parameters λ, α, ρ 0 , and the distribution F X from which X t is drawn independently at each time step. The indicator variable a t enforces X t = 0 if no user arrives. The subtle dependency introduced by the visibility makes this apparently simple dynamical system quite challenging to solve. We can formulate an analytic solution that may be numerically solved through dynamic programming in a multidimensional function space, where the dimension is + 1. For lag = 0, this is a 1-dimensional dynamic program on a function space, which can be solved efficiently. For higher lag, the computational complexity of computing an accurate solution increases exponentially, and Monte Carlo simulation becomes the only realistic way to compute q t .
Here we sketch the derivation of q t for the special case of = 0, and illustrate the edit dynamics that result from this model. For simplicity of exposition, we assume that information values are distributed uniformly on [0, 1]. Let P t be the distribution function for the information value I t , P t (x) = Pr[I t ≤ x]. The edit probability
Integrating,
where the second equality follows for the uniform distribution, and f (x) = F (x). We need to compute P t (x). Using the law of total probability, Since I t ≤ x if and only if I t−1 ≤ x and (1 − α)I t−1 + αa t X t ≤ x, we can relate Pr[I t |a t ] to quantities involving the distribution of I t−1 , which is P t−1 . After some manipulation, we get
,
and G t , H t are functions defined in terms of P t :
Note that in this notation
Implications of the Model
Solving this model yields some important observations, which should reflect stylized facts in the data. The editing rate in any CWP follows a well-defined lifecycle: (1) it initially drops, up to a time equal to the lag; (2) at this point, rising visibility takes over, and the edit rate reaches a peak; (3) finally, after the peak, when most of the information has been incorporated into the CWP, editing decays at an asymptotic 1/t rate.
EDIT DYNAMICS IN WIKIPEDIA
In order to verify our model, we analyze editing data for Wikipedia from its inception through May 24, 2008. While we are interested in information growth, not editing per se, it is impossible to directly measure growth in information; I t (as defined above) is a hidden variable. We can only measure an edit, which would indicate (albeit not conclusively) that I t+1 > I t . In order to make this correspondence as strong as possible with real-world data, we consider only meaningful edits, excluding edits attributed to vandalism or reversions of vandalism, and edits made by bots. Also, since the underlying arrival rate to Wikipedia as a whole has been increasing over time, while our generative model assumes a constant arrival rate, we normalize out the effect of the overall popularity of Wikipedia by adjusting the number of edits in a given day by the popularity of Wikipedia (as measured by Alexa's measurement of reach) on that day. We focus only on pages that have received a significant number of edits (> 500, there are 43,616 such pages in our data) for several reasons. This article is about the dynamics of collective information accrual: it is difficult to reach meaningful conclusions about the dynamics of editing or posting on wikis that have not received a sufficient number of edits. Further, such instances may be more indicative of individual opinion than of collective wisdom. Our sample selection allows us to focus on wikis that are indicative of collective processes at work. But in the process is it possible that we ignore potentially important content? Actually, we find that pages that have received a large number of edits are disproportionately "important." There are two pieces of evidence for this.
First, Wilkinson and Huberman [2007] find that pages that are "featured" on Wikipedia (a proxy for quality) tend to have been edited a large number of times. This does not necessarily mean that high quality and high visibility articles all have to be highly edited, so we conduct an empirical test, which provides the second piece of evidence for our hypothesis.
We examined a database collected by Spoerri [2007] of the 100 most popular pages on Wikipedia for five contiguous months from September 2006 to January 2007. This gives us 500 separate datapoints (230 unique pages). We checked the pages listed by Spoerri (or the pages they redirected to when searched on Wikipedia) and found that of these 500, 498 (228 unique pages) received more than 500 edits, and thus were in our dataset. The two pages that did not make it into our dataset were clearly topics that received significant but brief media attention at the time. Additionally, only 5 other pages had less than 1000 edits, having between 500 and 1000, and each of these also only appeared on the monthly lists once. Therefore, 493 of the 500 data points had received more than 1000 edits as of May 2008. This indicates that a huge fraction of the most popular pages are also heavily edited.
Figure 1(a) shows the edit dynamics of the Wikipedia data and the best fit achieved from our model (using Monte Carlo simulation to minimize L 2 distance), demonstrating clearly the three regions of edit dynamics predicted by the model: (1) an initial decay in the edit rate, followed by (2) a rise in the edit rate to a local maximum, followed by (3) decay to zero (in fact, at a 1/t rate-see Figure 2 ). The figure also reports some statistics about the goodness of fit. However, we provide these only as indicators: they cannot be used directly for statistical tests because the empirical distribution is an aggregate, and each of the individual distributions that makes up the aggregate is a highly dependent stochastic process: thus the usual assumptions about independent observations from the empirical CDF do not apply.
Another Dataset: Blog Dynamics
We further verify our model by fitting it to a blog dataset. While blogs are a different kind of social media from wikis, with significant differences in time scale and attentional effects, highly commented blog posts are often also sources of information and Fig. 2 . The asymptotic decay in edit rate. The thin straight lines with slope −1 correspond to 1/t decay. The optimal linear fits to the tails of the blog data and Wikipedia data had slopes of −1.03 and −0.98, respectively. The tail for the blogs was the edit dynamics from about 1 hour to about 9 hours after birth, and for the wikis it was the edit dynamics from 450 days to 1400 days from birth.
opinion about a topic. We gathered all blog posts that received more than 50 comments (numbering 97,380) from the Russian segment of the LiveJournal blog provider from January to June of 2008.
Figure 1(b) shows the edit dynamics (number of comments received in consecutive 5-minute intervals since birth, averaged across all posts) for this data. In this case our model can be solved analytically for zero-lag, and the best fit computed. We see again that there is an excellent fit between model predictions and real data. The similarities in the edit rate dynamics for wikis and blogs are striking for the second and third stylized facts predicted by our model. The concave growth to a peak is in accordance with our generative model, and the asymptotic decay (documented at a finer level in Figure 2 ) closely matches the theoretical 1/t rate (we note that while Götz et al. [2009] find an exponent of −1.5 in the blogosphere, this is for post inter-arrival times rather than overall arrival times of comments on a particular post).
The major qualitative difference in this case is that the first stylized fact above, an initial "peak" at birth followed by immediate decay is present in the Wikipedia data but not in the blog data. This effect is captured in our generative model through the "no lag" assumption for blog data. This corresponds to a real-world difference in the nature of Wikipedia pages and blog posts: the visibility of blog posts is significantly less lagged than the visibility of Wikipedia pages, consistent with the hypothesis that new blog posts gain most of their visibility through regular readership and RSS feeds, while Wikipedia pages gain most of their visibility through delayed search-engine results (search engines are the primary source of traffic to Wikipedia, according to Nielsen).
2
Many of the pages we look at date to the early days of Wikipedia, when the popularity of Wikipedia pages was not high (early on in the life of the page). These pages had to become "trusted" (for example, highly linked-to) in order to rise in search engine rankings. In this context, it makes sense that Wikipedia pages would suffer a significant visibility lag.
An interesting quantitative difference is that the increment parameter α is much smaller for the best fit to the Wikipedia data than it is for the best fit to the blog data, indicative of the type of CWP: since blogs are conversational, a visitor is likely to contribute more of her opinion at one sitting, whereas wikis are archival, and so require more detailed editing: hence users contribute a lower fraction of what they may theoretically be able to.
CONCLUSIONS
We have introduced a new, generative model for collective wisdom processes, where users arrive asynchronously, both looking for information and potentially able to contribute information. Our model involves the interplay of two key elements: (1) a richget-richer phenomenon, in which page quality improves with more edits, and higher quality pages attract more visitors who may be able to contribute information; and (2) an informational limit on growth, whereby new visitors are less likely to have something new to contribute to pages that are already high quality. When coupled with the possibility of a visibility "lag," this model captures the editing dynamics of observable CWPs.
Our stochastic model predicts three major stylized facts about the dynamics of CWPs. After creation, the edit rate may decrease up to a "visibility lag" time; it will then increase to a peak with concave growth; ultimately, the edit rate will decrease at a 1/t rate. We find that the model is capable of fitting two different CWP datasets (highly edited Wikipedia articles and highly commented posts from the Russian blogosphere), demonstrating its power. Our model is parsimonious, having few free parameters; therefore, it is unlikely to overfit and hence quite generalizable. We believe it would be difficult to attain equivalent predictive and explanatory power by fitting a standard parametric model. To provide one example of the usefulness of this generalizability, we conducted a simple prediction test: we fit the model to only the early stage of the edit distribution for blogs and predicted the number of total comments an average blog post would get. The results are promising: by fitting the model to the first hour of comments received, we could predict the total number of comments with 89.3% accuracy, and by fitting it to the first hour-and-a-half, we could predict the total number of comments with 94.4% accuracy.
