Using a computational weld mechanics (CWM) frame-work for exploring a design space, a recent direct-search algorithm from Kolda, Lewis and Torczon is modified to use a least-square approximation to improve the method of following a path to the minimum in the algorithm. To compare the original and modified algorithms, a CWM optimization problem on a 152 Â 1220 Â 12.5 mm bar of Aluminum 5052-H32 to minimize the weld distortion mitigated by a side heating technique is solved. The CWM optimization problem is to find the best point in the space of side heater design parameters: power, heated area, longitudinal and transverse distance from the weld such that the final distortion is as low as possible (minimized). This CWM optimization problem is constrained to keep the stress level generated by the side heaters, in the elastic region to avoid adding an additional permanent plastic strain to the bar. The number of iterations, size of design of experiments (DOE) matrix required and CPU time to find the minimum for the two algorithms are compared.
Introduction
CWM deals with the models, algorithms, and software to predict the behavior of welds in the welded structures. CWM started developing early 1970s for practical weld engineering [1] and it is now maturing with a good level of reliability including complex physics of welding, material modeling, and stress-strain dependency on temperature and evolution of microstructure [2] . Recent activities further has focused on computational strategies and how they are integrated with other approaches to facilitate the use of simulations in industrial scale engineering with sizeable geometry and real-world complexity [3, 4] .
Weld distortion is a frequent problem in various welding applications and many techniques have been developed since 1960s to mitigate the welding distortion [5] . The theory of these techniques were well understood; however, practical implementation of them depends mainly on the power of running large-scale optimizations. It is often difficult or very expensive to experimentally determine the best configuration of design parameters for the technique. CWM has enabled studying the weld mitigation optimization with extended scope beyond the limit of experimental optimization. In the past decades, several mitigation methods have been studied using CWM such as predeformation [6] , thermal tensioning [7, 8] , or by using optimized welding sequences [9] [10] [11] , or surrogate modeling [11] [12] [13] . Advanced mitigation techniques require hundreds of CWM evaluations for a designer to make a right decision. Increasing power of computation provide a platform for performing more complex algorithm for mitigation of weld distortion such as gradient-free direct search, evolutionary algorithms, or probabilistic metaheuristic that need to be integrated to CWM framework.
Optimization
In general, optimization refers to finding/choosing the best element from some set of available alternatives. In other words, finding the best-available value(s) of some objective function f is in a given domain. This scalar function f depends on one or more independent variables and the goal is to find the value of those variables where f is a minimum [14] .
Historically, most approaches to optimization use a Taylor's series expansion to a local-linearized approximations of the objective function. In fact, one can classify most methods for numerical optimization according to how many terms of the expansion are exploited [15] . Newton's method, for instance, is a second-order method based on the second-order Taylor polynomial approximation and therefore the first and second derivatives are required. Steepest descent, another instance, works with the first derivatives and local-linearized approximation based on the first-order Taylor polynomial. It is classified as a first-order method. In this taxonomy, zero-order methods rely exclusively on values of the objective function and do not require derivative information. They are direct-search methods, which indeed are often called zeroorder/derivative-free methods in the engineering optimization community [15, 16] .
There exist a great number of derivative-based optimization algorithms. The algorithms using the derivative are somewhat more powerful than those using only the function values; however, they are limited in that the derivatives of both the objective function and the design parameters have to exist and if the objective function contains multiple extremum, then the solution path follows the gradient to converge to the nearest local extremum and will not find the global extremum.
However, there is no perfect algorithm for all forms of nonlinear optimization problems and it is strongly recommended that more than one algorithm be tried and compared [14] . For directsearch methods, Lewis, Torczon and Trosset in Ref. [15] advise that any practical optimizer includes direct-search methods among their many tools for optimization.
Objective
Function. Optimization problems start with one (or more) scalar objective function that determines how good a solution/result is. This scalar-valued function is basically defined by the user to characterize a favored behavior of a system. The specific form of such a function comes from the nature of the problem and creativity of user. However, a p-norm could be a good function for many cases.
Welding Experiment
The welding specimen, here, is an edge weld on a 152 Â 1220 Â 12.5 mm bar of Aluminium 5052-H32 alloy shown in Fig. 1 %. The gas metal-arc-welding process was employed to weld the specimen and the welding parameters were current 260 amp, voltage 23 V, travel speed 7.34 mm/s, filler metal Al-4043 with 1.6 mm wire diameter, wire feed speed 170 mm/s and the shielding gas was Argon. The efficiency of the process was calculated about 0.6 in a validation activity on this bar that compares experimental temperatures, deflection and strains transverse to the weld with computed data [17] . The specimen was allowed to cool to ambient temperature after welding was completed. The fixture allows deformation in all directions and removes the rigid body modes by constraining one of the two bottom corners to zero displacement (X,Y,Z) and by constraining the other bottom corner to slide freely. The weld starts from the fix corner to the sliding one.
Computational Model Setup
The full computational model that includes transient thermal and stress analysis is analyzed by VRWELD software [19] . CWM validation is presented in Ref. [20] by comparison with an experimental data measured carefully by Masubuchi in Ref. [18] . The mesh employed is shown in Fig. 2 with finer mesh close to the weld location and the bar has 6600 eight-node brick elements and 9680 nodes. The mesh and analysis was 3D in which the temperature and stress were computed for the entire bar at every 10.7 mm of weld-move (i.e., time step) and the temperature and stress state were initialized for the next time step. The temperature dependent material properties of Al 5052-H32 were given in Ref. [18] and these data were employed in the analysis of this test.
The stress analysis shows a significant Y-deflection illustrated in Fig. 3 and the goal is to mitigate this deflection in order to get as straight a bar as possible at the end of the process.
The details of the model for transient thermal and stress analysis are described below. 4.1 Thermal Analysis. A weld applies a moving local high intensity power source to the part that generates a sharp thermal profile in the weld pool, heat affected zone and around the weld. This causes a local change in microstructure, stress and strain state that can have a large effect on the whole structure. The 3D transient temperature is determined by solving the partial differential equation for the conservation of energy which is given in Eq. (1) for a Lagrangian or material formulation
where h is the specific enthalpy, the super imposed dot denotes the derivative with respect to time, k is the thermal conductivity, T is the temperature, and Q is the power per unit volume or the power density distribution. Because the heat source is moving, we can define an Eulerian frame with origin at the center of the heat source. Using an Eulerian frame enables longer time steps for the weld when the analysis approaches steady state. But the Eulerian frame introduces an advection term as in Eq. (2) into the FEM equation
This term is nonlinear and hard to solve. Gu [21] implemented a weld model in the Eulerian frame. This is basically an Eulerian mesh fixed in space tied to the arc and the part moves under the arc. CWM analyses usually use a material frame for modeling where the heat source moves in discretized time as steps in series of spot welds. This frame requires sufficiently small time steps to approximate a continuous heat source. The transient heat equation can be solved by the standard Lagrangian finite element method [22] . It maps the Eulerian thermal field into the material mesh by tracking along the flow lines for each time step. Because the elements can be deformed in the forward time step, a semi-Lagrange algorithm can be used that starts from the last time step and back tracks along the flow lines to update the state.
In this analysis, the initial temperature was 300 K. The power density distribution function Q (w/m 3 ) was the "Double Ellipsoid" heat source model [26] with the heat source sizes; front, rear, width and depth set to a 2 ¼ 8, a 1 ¼ 16, b ¼ 10, and c ¼ 8 mm (see Fig. 4 ).
A convection boundary condition generated a boundary flux q (w/m 2 ) on all external surfaces. This flux is computed from Eq. (3) with ambient temperature of T ambient ¼ 300K and convection coefficient as a function of temperature given in Eq. (4) extracted by interpolation of experimental data from Ref. [23] (units are ðw=m 2 KÞ)
The time step length during welding was chosen so that the heat source travels one extruded element along the weld path on each time step. The number of elements extruded along the weld path was 114 and the analysis had 114 time step for the welding plus 45 time steps for cool-down (total of 159 time steps). Filler metal was added as the welding arc moved along the weld path, i.e., the FEM domain changed in each time step during welding. After the weld pass was completed, the time step length was increased exponentially by a factor of 1.2 per time step until a maximum user-defined cool-down time reached, and the analysis was halted. The cool-down time was 3600 s and the maximum temperature reached 334 K at the end of cool-down when the analysis halted.
Stress Analysis.
The stress analysis is quasi-static because inertial or dynamic forces are sufficiently small that they can be neglected. Therefore at each instant of time, the domain is in static equilibrium. However, the temperature is time dependent and therefore the thermal strain due to thermal expansion is time dependent. If microstructure evolution is included in the model, then microstructure is time dependent. When a phase changes, then the specific volume, V, or density, q, of the phase changes. The incremental volumetric strain tensor in a time step is IDV=V. In this paper, the evolution of microstructure was not included and the stress analysis used a time-dependent thermal strain from the thermal analysis.
In a time step, the multiplicative decomposition of the deformation gradient F can be written as F ¼ F el F pl F DV . The deformation gradient due thermal expansion and phase changes is F DV ¼ I þ IDV=V. The deformation gradient due to visco-plastic deformation is F pl . The deformation gradient due to elastic deformation is
pl . The reference state or initial condition for each time step is the state at the start of the time step which is constrained to be an equilibrium state.
Given the density q, the fourth order visco-elasto-plastic tensor D VP as a 6 Â 6 matrix, the body force b and the Green-Lagrange elastic strain e el ¼ ðF 
This solves the associated system of partial differential equation for a visco-thermo-elasto-plastic stress-strain relationship using theory and algorithms developed by Simo and his colleagues. Readers may consult with Ref. [24] for details. The initial state for each time step is assumed to be at equilibrium. In terms of boundary condition, the part is free to deform but rigid body modes are constrained to zero. The final distortion forms a camber in the bar so that the maximum occurs in the middle of the bar as shown in Fig. 3 . The maximum magnitude of Y displacement is 3.8 mm not with mitigation.
Mitigation Technique
Okerblom [5] discussed different techniques for mitigation of distortion from welding. One of the techniques is to apply a transient thermal tension by side heaters [25] . The distortion comes from a high gradient of temperature from the welding to the side and in high conductive materials such as Aluminium, a side heating lessens the gradient as well as this technique introduces a significant tension around the weld. A schematic picture in Fig. 5 shows the relative position of side heater torch to the welding torch in Aluminium bar here. The side heater's power, heated area, the distance from the weld either longitudinal or transversal are the design parameters for this technique.
The side heater source is characterized by a double ellipsoid model [26] moving parallel to the weld path. The power is computed from gVI; side heater efficiency, current and voltage. Power is varied by changing g from 0.2 to 0.7 using fixed I and V equal to 260 amp and 23 V. Four semi-axes lengths of the parameters of the double ellipsoid geometry are assumed equal and therefore form a sphere. In effect, the area formed by the intersection of this sphere and the surface of the bar is the area that absorbs the power and therefore is one of the side heating parameters. We characterized this parameter, area, by a single value that is the radius of the sphere, R. This parameter ranges from 10 to 70 mm. The quasitransient position of the side heater with respect to the weld, can be moved ahead/behind the arc or shifted closer or farther from the weld path. We put the origin of the coordinate system on the bar's centreline and exactly below the weld tip as shown in Fig. 5 . The origin moves parallel and together with the weld tip. The relative position of the side heater therefore can move in the X (longitudinal) or Y (transverse to weld) direction. For example, positive Y shows how much side heater moves from the bar's centreline toward the weld path, and positive X shows how much side heater moves ahead of weld tip which is comparable to preheat. Similarly, negative Y shows how much side heater moves farther from the bar's centreline and weld path, and negative X shows how much side heater moves behind the weld tip which is comparable to postheat. Finally, the side heater design parameters are; g, R, (X, Y), denote power, area's radius, longitudinal and transverse shift, respectively.
The side heating could add plastic strain to the bar if the power density is too high. To avoid forming such plastic strain, power is constrained to be in the gray area in Fig. 6 . This plot is drawn based on the plastic strain computed by FEM analyses when the side heater is applied with no weld. The gray area shows the noplastic-strain zone. Our analyses show that if the maximum temperature in the side heater stays below 480 K, the plastic strain does not form. Since thermal analysis requires much less CPU time than stress analysis, the upper limit of 480 K can be used in a CWM optimization algorithm to apply this constraint.
6 Optimization; Direct-Search Algorithm Kolda, Lewis and Torczon have proposed a basic algorithm called "Compass Search" and an advanced one called "GSS" for direct-search optimization in Ref. [27] . Their ideas are summarized in the following pseudocode;
Given an objective function, a DOE-matrix framework and a starting point:
(A DOE-matrix framework is a set of design parameters with bounds on each parameter and a minimum step size and trial step size for each parameter)
(1) Create a DOE matrix that respects the constraints. We employed this pseudocode in our frame work and in the next section describe an improved method to follow the path to the minimum using least-square approximation.
Optimization; Least-Square Algorithm
Least squares methods, generally, approximate overdetermined systems of equations such that the sum of the squares of the residuals becomes minimum. This method is the basis for the regression models that are frequently used to approximate the behavior of a system as a mathematical function of independent variables. We employed the least-square method to approximate the behavior of the objective function around our trial point and the 
The idea of using a least-square approximation in direct-search optimization, is presented as the following pseudocode:
Given an objective function, starting point, parameter's step size and parameter's bounds construct a mesh or grid to discretize the design space (1) Create a DOE matrix that respects the constraints and run the DOE matrix (using MPI for example). and perturb based on the gradient computed from the least-square approximation on the node picked. (10) Go to 2.
Both algorithms: the original direct-search and the least-square direct-search, are employed in this paper to solve a CWM optimization problem to mitigate the distortion of an edge-welded Aluminum bar using a side heating technique. The CWM optimization problem is to find the point in the space of side heater design parameters that minimize the final distortion. The two algorithms are compared with respect to the number of iterations, size of DOE matrix required and CPU time to find the minimum in the discussion section.
CWM Optimization Problem for the Edge-Welded Bar
As a CWM optimization problem for the edge-welded bar, the objective is to obtain the values of g, R, X, and Y such that the final distortion is minimized. Since the main deflection is in the normal direction to the weld (Y direction in our setup), the scalar objective function is picked as the L 1 norm of the final Y displacement along the bottom of the bar at the end of the process. If we set the position of nodes on undeformed geometry (original part before welding) to zero, the new position on deformed geometry (distorted part after welding) then can be defined as x in L 1 norm showing the nodal deformation. Total number of nodes in the L 1 norm calculation was 100 along the bottom of the bar. The next step in the multiple-design CWM optimization is to define an initial DOE matrix. Taguchi [28] introduced several DOE matrices to explore the space of design parameters with a minimal number of tests and there are a great number of optimization efforts using his philosophy [29] . Although Taguchi's approach is an efficient method, a few concerns have been raised. Some of these concerns relate to the absence of higher-order interactions of design parameters. For these reasons, other approaches to carry out robust parameter design have been suggested including response modeling. Since optimization algorithms require a start point and having a good start point leads to a better optimization, this suggested the optimization be started by a Taghuchi's DOE matrix to screen our parameters with respect to the sensitivity of the objective function to each parameter. Therefore, an L 9 Taguchi DOE matrix was employed as given in Table 1 and the range of variations conforms with the constraint shown in Fig. 6 .
MINITAB software (ver. 16) was used for analyzing the Taguchi design using the column of Objective Function as response data. Since the CWM analysis is deterministic, there is no replication in response data. Response table is given in Table 2 including the rank of impact on the response. The L 9 results and plots suggests minimizing the objective function, first, with respect to the power and radius that have similar trend. However, these are linked together by the constraint (Fig. 6 ) and therefore we continue to minimize the objective function, with respect to the radius and power respecting the constraint. Figure 7 shows the main effects plots for each parameters resulted from the Taguchi design analysis.
This DOE matrix including 36 CWM projects is automatically implemented and the objective function's values are given in Table 3 and plotted in Fig. 8 . This shows that perturbation in (X, Y) gives similar behavior but is shifted for different R and g. Hence, we can optimize the effect of (X, Y) and (R, g) quite independently. This DOE's result also indicates that the optimum configuration of R and g is moving along the boundary line toward higher values of the parameters. This means that pair of (0.07, 0.7) is a good pick for (R, g). However, we reduced the upper bound of the radius to 0.06 m to be well smaller than the bar's half-width (0.075 m) and also used the power coefficient not very Fig. 8 The objective function response from Table 3 close to the boundary in order to make sure no plasticity occurs. Therefore the optimum R and g are chosen as R ¼ 0.06 m and g ¼ 0.6, i.e., 3588 J. Fixing R and g, the next step is to find the optimum Y and X. This is implemented by using a) the original direct-search algorithm, b) the least-square direct-search algorithm explained below.
8.1 Original Direct-Search Algorithm. Given the objective function, a full factorial DOE matrix, the starting point of Y and X equal zero, the trial step size of 0.0162 m and 0.0508 m for Y and X and the minimum step size of 0.002 m and 0.003 m for Y and X, the algorithm generates the data and sequences in Table 4 . This is illustrated graphically in Fig. 9 to show the path followed by the algorithm to the minimum.
8.2 Least-Square Direct-Search Algorithm. Given the objective function, a DOE-matrix framework, the starting point of Y and X equal zero, the trial step size of 60.02 m Y and X and the minimum step size of 0.002 m and 0.003 m for Y and X, The leastsquare direct-search algorithm results the data and sequences in Table 5 using least-square regression Eqs. (7)- (9) . This is illustrated graphically in Fig. 10 to show the path followed by the least-square algorithm to the minimum Fig. 9 The original direct-search algorithm results (Table 4) is illustrated graphically to show the path followed by the algorithm to the minimum Table 5 Data table for The objective of the CWM optimization problem was to minimize the final deflection. Figure 11 shows the final deflection for the weld with no side heater, with the side heater without weld and the weld with the side heater. Distance is from the left bottom corner to the right bottom corner of the bar and unit is meter.
Residual stress is usually interesting information for designers along with the information on deflection. Figure 12 shows the longitudinal residual stress in the bar after welding is complete for the weld with no mitigation, when the side heater only is applied and the weld mitigated by the side heater. Residual stress is plotted for a line normal to the weld from the top edge to the bottom edge of the bar at the midlength of the bar. Units are Pa and m for stress and distance, respectively. The weld with side heater significantly reduces the residual stress in this cross section.
It would be a simple matter to solve a DOE matrix to minimize longitudinal residual stress after welding was complete and the bar cooled to room temperature if one chooses an objective function. The question is what objective function to choose? Two possible choices are the maximum tensile residual stress or the integral of the square of the longitudinal stress over the crosssection Ð W 0 r 2 xx dW where W is the width of the bar. There are many other possible objective functions. Which norm is preferred would depend on the requirements the designer is trying to satisfy. It is also possible to have multiple objective functions and compute the Pareto optimal solutions.
Conclusion
A least-square direct-search method is presented in this paper to solve a constrained CWM optimization problem with DOE matrices. Its performance is compared to an original direct-search algorithm. The CWM optimization problem is to minimize distortion of an edge-welded bar by using a side-heater technique with four design parameters. The optimal solution is a heat source with 6 cm radius, power of 3588 J, moving parallel to the welding arc positioned at 2.5 cm behind the weld arc and 1.2 cm above the longitudinal center line of the bar minimizes the deflection. The deflection is plotted for the optimal design to show the improvement. In addition, it is shown that minimizing the distortion, also reduces the longitudinal residual stress significantly. The method could be used to minimize the residual stress by solving a DOE matrix if one chooses an objective function.
Direct-search algorithms are more attractive with DOE matrix analyses that solve tens of computer models to explore or map the associated design space specified by a DOE matrix to find optimal designs. In a multidesign frame-work, algorithms that use DOE matrices for more efficient searching are preferred. Such DOE matrix search takes advantage of the fact that multiple trial solutions can be obtained simultaneously in contrast to sequential optimization that does search based on one-result at a time.
Coupling a least-square approximation in a regular directsearch algorithms followed the path to the minimum more efficiently in the neighborhood of a smooth basin. However, the least-square approximation is not expected to work as well when the response surface is not a smooth basin, e.g., if the response surface is very wavy or rough. This is very similar to the expected behavior of a Newton-Raphson algorithm.
