We introduce here a class of stochastic partial differential equations defined on a graph and we show how they are obtained as the limit of suitable stochastic partial equations defined in a narrow channel, as the width of the channel goes to zero. To our knowledge, this is the first time an SPDE on a graph is studied.
Introduction
Let G be a bounded domain in R 2 , having a smooth boundary ∂G. We consider here the following stochastic partial differential equation (SPDE) ∂ 2 u ∂y 2 (t, x, y) + b(u (t, x, y)) + ∂w Q ∂t (t, x, y), ∂u ∂ν (t, x, y) = 0, (x, y) ∈ ∂G, u (0, x, y) = u 0 (x, y).
(1.1)
Here w Q (t) is a cylindrical Wiener process in L 2 (G) and ν = ν (x, y) is the unit interior conormal at ∂G, corresponding to the second order differential operator
The functions b and u 0 and the noise w Q (t) are assumed to be regular enough so that equation (1.1) admits a unique mild solution for every > 0 (see below for all details).
After an appropriate change of variables, equation (1.1) can be obtained from the equation
∂v ∂t (t, x, y) = 1 2 ∆v (t, x, y) + b(v (t, x, y)) + √ ∂w Q ∂t (t, x, y), ∂v ∂ν (t, x, y) = 0, (x, y) ∈ ∂G , v (0, x, y) = u 0 (x, y/ ), (1.2) where G is the narrow domain {(x, y) ∈ R 2 : (x, y/ ) ∈ G} andν (x, y) is the inward unit normal vector at ∂G . Reaction-diffusion equations of the same type as (1.2), with or without additional noise, arise, for example, in models for the motion of molecular motors. Actually, one of the possible ways to model Brownian motors/ratchets is to describe them as particles traveling along a designated track, and the designated track along which the molecule/particle is traveling can be viewed as a tubular domain with many wings added to it. To this purpose, see e.g. [3] .
In this paper, we are interested in the limiting behavior of the solution u of equation (1.1), as ↓ 0. For this purpose, suppose for a moment that the noisy term ∂w Q /∂t is replaced by a regular enough function h(t, x, y) and, for the sake of brevity, assume b(u) = 0. If (X (t), Y (t)) is the diffusion process in G ∪ ∂G governed by the operator L inside G and undergoing instantaneous reflections at ∂G, with respect to the co-normal associated with L , then, as is well known (see, for example, [2] ), the solution of (1.1) can be written in the form u (t, x, y) = S (t)u 0 (x, y) + t 0 S (t − s)h(s, ·)(x, y) ds, (1.3) where, for any ϕ ∈ B b (G),
S (t)ϕ(x, y) = E (x,y) f (X (t), Y (t)).
The process (X (t), Y (t)) has a slow component X (t) and a fast component Y (t), if 0 < << 1. This means that, before X (t) changes a little, the y-component of the process hits the boundary many times. This leads to an additional drift in the limit of the x-component of the process, due to the changing width of the domain and to the averaging of the function h(s, X (t − s), Y (t − s)). Moreover, for a given x, the intersection of the domain G with the vertical line containing (x, 0) can consist of several connected components (see e.g. the intervals l 1 (x) and l 2 (x) in Figure 1 ). This leads to the fact that the slow component of the process (X (t), Y (t)) lives on the graph Γ (see again Figure 1 ). This graph, actually, counts all normalized ergodic invariant measures of the two-dimensional process (X(t),Ŷ (t)) in G∪∂G, whereX(t) =X(0) = x andŶ (t) is the one-dimensional Wiener process with instantaneous reflection on ∂G. The process (X(t),Ŷ (t)), up to a time change, is our non perturbed system. Thus, the slow component of the perturbed system (the process (X (t), Y (t)) on G ∪ ∂G) is the projection Π (t) = Π(X (t), Y (t)) of (X (t), Y (t)) on the simplex of normalized invariant measures of the original system. Moreover, the graph Γ parametrizes extreme points of the simplex and any point of the simplex is a linear convex combination of the extreme points.
In [5] it has been proven that the process Π (t) converges, as ↓ 0, to a continuous Markov processZ(t) on the graph Γ. More precisely, it has been proven that for any z ∈ G and any bounded and continuous functional F on C([0, T ]; Γ), with T > 0, lim →0 E z F (Π (·)) =Ē Π(z) F (Z(·)).
( 1.4) Notice that in [5] the generatorL of the Markov processZ(t) is explicitly described in terms of certain second order differential operators L k , acting in the interior of each edge I k of Γ, and of suitable gluing conditions, given at the vertices of Γ. Since in (1.3) the solution u of equation (1.1), with ∂w Q /∂t replaced by the regular function h, has been represented in terms of the process (X (t), Y (t)), one would like to be able to use (1.4) to study the limiting behavior of u on [0, +∞) × Γ, as ↓ 0. As a matter of fact, we have shown that for any ϕ ∈ C(Ḡ), z ∈ G and 0 < τ < T , it holds E z ϕ(X (t), Y (t)) −Ē Π(z) ϕ ∧ (Z(t)) = 0, (1.5) where
ϕ(x, y) dy, (x, k) ∈ Γ, and l k (x) is the length of the connected component C k (x) of the section C(x) = {(x, y) ∈ G}, corresponding to the edge I k . As a consequence of (1.5), we have obtained that for any ϕ ∈ C(Ḡ) 6) whereS(t) is the Markov transition semigroup associate withL and, for any A ∈ L(L 2 (G)),
In particular, due to (1.6), we have shown that
whereū is the solution of the partial differential equation on Γ
endowed with suitable gluing conditions at the vertices of Γ. We would like to stress the fact that (1.5) is not a straightforward consequence of (1.4). Actually, (1.5) is a consequence of the following two limits 8) and lim
Limit (1.9) would be an immediate consequence of (1.4), if for any ϕ ∈ C(Ḡ), the function ϕ ∧ were a continuous function onΓ. Unfortunately, in general ϕ ∧ is not continuous at the internal vertices of Γ, so that the proof of (1.8) requires a thorough analysis, which also involves a few estimates of the exit times of the process Z (t) from suitable small neighborhoods of the points (x, y) ∈ ∂G where ν 2 (x, y) = 0.
Concerning limit (1.8), it follows from an averaging argument, but its proof requires a suitable localization in time in the same spirit of Khasminski's paper [6] . Here the localization procedure is more delicate than in the classical setting considered by Khasminski, as it involves a stochastic differential equation with reflection and hence requires suitable estimates for the time increments of the local time of the process (X (t), Y (t)) at the boundary of G. Now, once we have obtained (1.6), we go back to the original problem, where equation (1.1) is perturbed by a cylindrical Wiener process w Q (t) given by
Here Q is a bounded linear operator in L 2 (G), {e k } k∈ N is a complete orthonormal system in L 2 (G), and {β k (t)} k∈ N is a sequence of mutually independent Brownian motions. Under standard conditions on b and Q (see e.g. [1] for all details), for any > 0 equation (1.1) admits a unique mild solution u . More precisely, there exists a unique adapted process u in
, for any T > 0 and p ≥ 1, such that
In fact, here we assume the stronger condition that the covariance QQ of the cylindrical Wiener pricess w Q (t) is a trace class operator in
In view of this, we have that the process
, where ν is the invariant measure associated with the process Z(t). Thus, asS(t) is a contraction in L 2 (Γ, ν), the process
, for any T > 0 and p ≥ 1. In particular, this implies the following SPDE on the graph Γ
We would like to stress that, as to our knowledge, this seems to be the first time a stochastic partial differential equation on a graph is studied.
Once we have obtained the well posedness of equation (1.10), we have shown that, as in the deterministic case,ū can be obtained as the limit of the solution u of equation (1.1), as ↓ 0. To this purpose, we have first shown that
And, as b is assumed to be Lipschitz-continuous, we have shown that this implies that
2 Some notations and a preliminary result
In this section we introduce some notations and recall some important results from [5] .
2.1
The domain G, the narrow channel G and the graph Γ Let G be a bounded open domain in R 2 , having a smooth boundary ∂G (of class C 3 ), and for any (x, y) ∈ ∂G let ν(x, y) denote the unit inward normal vector at the point (x, y). In what follows, we shall assume that G satisfies the uniform exterior sphere condition, that is there exists r 0 > 0 such that for any z ∈ ∂G there exists z ∈ R 2 with |z − z | = r 0 and B(z , r 0 ) ∩ G = ∅. As a consequence of this assumption, there exists some constant κ 0 ≥ 0 such that for any z ∈ ∂G and z ∈Ḡ
(for a proof see [7] ). Now, for every > 0 we introduce the narrow channel associated with G
and we denote by ν (x, y) the unit inward normal vector at the point (x, y) ∈ ∂G . Notice that
for some function c :
In what follows, we shall assume that the region G satisfies the following properties.
I. There are only finitely many x ∈ R for which ν 2 (x, y) = 0, for some (x, y) ∈ ∂G.
II. For every x ∈ R, the cross-section C(x) = {(x, y) ∈ G} consists of a finite union of intervals. Namely, when C(x) = ∅, there exist N (x) ∈ N and intervals C 1 (x), . . . , C N (x) (x) such that
III. If x ∈ R is such that ν 2 (x, y) = 0, then for any k = 1, . . . , N (x) we have
If we identify the points of each connected component C k (x) of each cross section C(x), we obtain a graph Γ, with a finite number of vertices O i , corresponding to the connected components containing points (x, y) ∈ ∂G such that ν 2 (x, y) = 0, and with a finite number of edges I k , connecting the vertices. On our graph there are two different types of vertices, exterior ones, that are connected to only one edge of the graph, and interior ones, that are connected to two or more edges. See Fig. 1 .
On the graph Γ a distance can be introduced in the following way. If y 1 = (x 1 , k) and y 2 = (x 2 , k) belong to the same edge I k , then d(y 1 , y 2 ) = |x 1 − x 2 |. In the case y 1 and y 2 belong to different edges, then
where the minimum is taken over all possible paths from y 1 to y 2 , through every possible sequence of vertices O i 1 , . . . , O in , connecting y 1 to y 2 . Now, any point z on the graph Γ can be uniquely identified by two coordinates, the horizontal coordinate x and the integer k which denotes the edge I k the point z belongs to. Notice that if z is one of the interior vertices O i , this second coordinate may not be chosen in a unique way, as there are two or more edges having O i as their endpoint.
In what follows, we shall denote by Π : G → Γ the identification map of the domain G onto the corresponding graph Γ. For any vertex O i on the graph Γ, we denote by E i the set Π −1 (O i ) consisting of points (x, y) ∈ ∂G such that ν 2 (x, y) = 0. The set E i can be one point, several points or an interval. In what follows, we shall assume that G satisfies the following condition:
A limiting result
For each > 0 and z = (x, y) ∈ G, we consider the stochastic system with reflecting boundary conditions on the domain G
Such a system can be rewritten as
where σ is the matrix defined by
Here B(t) is a 2-dimensional standard Brownian motion defined on some stochastic basis (Ω, F, {F t } t≥0 , P) and φ (t) is the local time of the process Z (t) on ∂G, that is the F t -adapted process, continuous with probability 1, non-decreasing and increasing only when Z (t) ∈ ∂G.
More precisely, we have the following
is aḠ-valued {F t } t≥0 semi-martingale and φ (t) is a non-decreasing continuous process, such that
In [5] , it has been studied the limiting behavior, as ↓ 0, of the (non Markov) process Π(Z (t)), t ≥ 0, in the space C([0, T ]; Γ), for any fixed T > 0 and z ∈ G. Namely, it has been shown that the process Π(Z (t)), which describes the slow motion of the process Z (t), converges, in the sense of weak convergence of distributions in the space of continuous Γ-valued functions, to a diffusion processZ on Γ.
The processZ has been described in terms of its generatorL, which is given by suitable differential operatorsL k within each edge I k = {(x, k) : a k ≤ x ≤ b k } of the graph and by certain gluing conditions at the vertices O i of the graph. More precisely, for each k, the differential operatorL k has the form 5) and the operatorL, acting on functions f defined on the graph Γ, is defined as
The domain D(L) is defined as the set of continuous functions on the graph Γ, that are twice continuously differentiable in the interior part of each edge of the graph, such that for any
the following one-sided limits exist
along any edge I k j ending at the vertex O i = (x i , k j ) and the following gluing condition is satisfied
where the sign + is taken for right limits and the sign − for left limits. In the case of an exterior vertex O i , the gluing condition (2.6) reduces to
along the only edge I k terminating in O i . In [5, Theorem 1.1] it has been proven that for any domain G satisfying properties I, II and III, there exists a continuous Markov processZ(t), t ≥ 0, on the graph Γ havingL as its generator. In what follows we shall denote byP (x,k) andĒ (x,k) the probability and the expectation associated to the processZ(t), starting from the point (x, k) ∈ Γ. Moreover, we shall denote byS(t), t ≥ 0, the transition semigroup associated withZ(t), defined bȳ
for any f : Γ → R Borel and bounded.
As we mentioned above, in [5, Theorem 1.2] it has also been proven that the process Π(Z ) is weakly convergent toZ in C([0, T ]; Γ), for any T > 0 and z ∈ G. Namely, for any bounded and continuous functional F on C([0, T ]; Γ) and z ∈ G it holds
(2.8)
Functions and operators on the graph Γ
In what follows, for every > 0 we denote H := L 2 (G ). In the special case = 1, we denote H 1 =: H. Moreover, we shall denote byH the space of measurable functions f : Γ → R such that
(here N is the total number of edges in the graph Γ). The spaceH turns out to be a Hilbert space, endowed with the scalar product
Notice that, if we denote by ν the measure on Γ defined by
we have thatH = L 2 (Γ, ν). Now, for any u ∈ H we define
and for any f ∈H we define
For any f ∈H and u ∈ H we have
Moreover, for any f ∈H we have
Actually, for any (x, k) ∈ Γ we have
In particular, from (3.3) and (3.4), we get that for any f, g ∈H
This implies the following result.
Lemma 3.1. If {f n } n∈ N is an orthonormal system inH, then the family of functions {f ∨ n } n∈ N is an orthonormal system in H.
Moreover, we have the following result.
Lemma 3.2. The mapping f ∈H → f ∨ ∈ H is an isometry and the mapping u ∈ H → u ∧ ∈ H is a contraction.
Proof. Due to (3.5), we have
Moreover, as a consequence of the Hölder inequality, we have
On the other hand, if ϕ ∈ C(Ḡ), it is not true, in general, that ϕ ∧ ∈ C(Γ). Actually, ϕ ∧ may fail to be continuous in correspondence of the interior vertices. Now, let {f n } n∈ N be a complete orthonormal system inH. In what follows, we will denote by K 1 := f ∨ n n∈ N and by
This means that any u ∈ H can be written as u 1 + u 2 , with u i ∈ K i , for i = 1, 2.
Proof. Thanks to (3.3), for any n ∈ N we have
Since {f n } n∈ N is a complete orthonormal system inH, this implies (3.6). Next, if u ∈ K 1 , then due to (3.4)
Therefore, we get
Now, for any Q ∈ L(H) and f ∈H, we define
Moreover, thanks again to Lemma 3.2, if {f n } n∈ N is a complete orthonormal system inH, we have
Thus, we have proven the following property.
Next, for any A ∈ L(H) and u ∈ H we define
Due to Lemma (3.2), we have that A ∨ ∈ L(H) and
Moreover, we have (
Actually, due to (3.4), for any f ∈H we have
Actually, as a consequence of Lemma 3.4, we have
An approximation result
We assume here that the domain G has the special form
In this case we have
and, for any x ∈ R,
The corresponding graph Γ consists of just one edge I 1 = R and the projected process Π(Z (t)) is (X (t), 1). Moreover, the limiting processZ(t), described in Section 2, is the solution of the stochastic equation
Lemma 4.1. There exists 0 > 0 such that for any ≤ 0 , z ∈ G and 0 ≤ r < t
where F ,z 1 (t) and F ,z 2 (t) are two adapted processes such that
Proof. By proceeding as in [5, Section 3], we denote by u(x, y) the solution of the problem
It is easy to compute explicitly u and it turns out that u ∈ C 2 b (G). As a consequence of the Itô formula, we have
so that, thanks to (4.3), we obtain
This implies
and then
In particular, if we take 0 = 1/ √ c2, we can conclude that
and this yields (4.2).
Now, for any , γ > 0, we consider the stochastic Skorokhod problem Clearly, for any t ∈ [kγ, (k + 1)γ) the variable Z ,γ (t) lives in the random interval
Moreover, for any t ∈ [kγ, (k + 1)γ) we have that Z ,γ (t) = (X (kγ), Y ,γ (t)), where Y ,γ solves the problem
Proof. We have that
where
for some 2-dimensional Brownian motion B 1 (t) such that Z (kγ) is independent of B 1 (t), for t ≥ 0. Moreover, we have
for some Brownian motionB(t) such that Z (kγ) is independent ofB(t), for t ≥ 0. In particular, this implies that for any t, s ∈ [kγ, (k + 1)γ)
Now, if u is the same function introduced in (4.3), from Itô's formula we have
so that, thanks to (4.10), we can conclude
Now, we can prove the main result of this section.
Then, there exists κ 1 > 0 such that, if we set γ = 2 log −κ 1 , for any T > 0 it holds
Proof. In what follows, for the sake of simplicity, we shall denotê
As we are assuming the domain G to be a smooth and bounded open sets of R 2 , by proceeding as in [7] we can introduce an extension Ψ ∈ C 1 b (R 2 ) of the distance function d(·, ∂G), which is defined on the restriction to G of a neighborhood of ∂G, such that ∇Ψ(x, y) = ν(x, y), (x, y) ∈ ∂G.
(4.12)
Then, for each > 0 we define
where α > 0 is some constant to be chosen later. Notice that, as Ψ is bounded, for any α > 0 there exists c α > 0 such that
It is immediate to check that
Then, if we set ∆Y (t) = Y (t) −Ŷ (t), for t ≥ 0, thanks to (2.3), (4.4) and (4.12), as a consequence of Itô's formula we obtain that for any k ∈ N and t ∈ [kγ , (k + 1)γ )
(4.14)
Now, we have
last inequality following from the fact that for any z ∈ G and ∈ (0, 1)
Then, thanks to (2.1), there exists α > 0 such that we have
(4.15)
In the same way, we have
Thus, if we use (4.15) and (4.16) in (4.14), thanks to (4.13) we get
This implies,
Therefore, thanks to (4.2) and (4.6), we get
and, since 2 /γ ≤ c, the Gronwall lemma gives
Now, for any s ∈ [kγ , (k + 1)γ ] we have
so that, thanks to (4.2), for any p ≥ 2
This implies Λ ≤ c γ , so that from (4.17) we get
Therefore, if we take κ 1 < c/2, we can conclude that (4.11) holds true.
The Neumann problem associated with the operator L
For any > 0, we define L u(x, y) = 1 2
For any > 0, the uniformly elliptic second order differential operator L , endowed with the co-normal derivative boundary condition
generates a strongly continuous analytic semigroup S (t), t ≥ 0, in the Hilbert space H and in the Banach space C(Ḡ). The generator of S (t) will be denoted by L . For a proof of all these results see e.g. [8] . Moreover, the Lebesgue measure on G is invariant for the semigroup S (t), so that S (t) is a contraction on H and C(G).
In the present section we consider the Cauchy linear problem associated with L
It is well known (for a proof see e.g. [2, Theorem 2.
5.1]) that the solution ρ (t) to problem (5.2) has a probabilistic representation in terms of the solution of the stochastic equation with reflection (2.3). Namely, it holds
Our aim here is studying the limiting behavior of ρ (t), as ↓ 0.
To this purpose, we first introduce some notation (see [5] for all details). For any edge
and for any δ > 0 we define
For any vertex
Finally, for any vertex O i and edge I k , having O i = (x i , k) as one of its endpoints, and for any δ > 0 we denote
and then we set
Notice that if 0 < δ < δ, then
Next, for any , δ, δ > 0, with 0 < δ < δ, we introduce the following sequence of stopping times 
Moreover, if Z (0) ∈ G(δ), we have that σ is the first time the process Z (t) touches C(δ ).
Lemma 5.1. If G satisfies assumptions I-IV, then, for any 0 < τ < T and for any ϕ ∈ C(Ḡ) and z ∈ G lim
Proof. As a consequence of limit (2.8) (whose proof can be found in [5, Theorem 1.2]) and of the Skorokhod embedding theorem, we have that for any ψ ∈ C(Γ)
Thus, if ϕ ∧ were continuous onΓ, then (5.3) would follow from (5.4) . Unfortunately, if ϕ ∈ C(Ḡ) in general ϕ ∧ is not continuous onΓ, so that we cannot use (5.4) directly and we have to use an approximation argument. If ϕ ∈ C(Ḡ), it is immediate to check that ϕ ∧ is everywhere continuous but at the interior vertices of the graph Γ. However, for any δ > 0 there exists ψ δ ∈ C(Γ) such that
In correspondence of each δ > 0, we have
If we can show that for any δ > 0 there exists some δ > 0 such that 
Since ψ δ ∈ C(Γ), due to (5.4) we have
|I ,δη 2 (t)| = 0, and then, due to the arbitrariness of η, from (5.7) we can conclude that (5.3) holds. In order to prove (5.5), we write
, where
Due to the strong Markov property, 
Due to the strong Markov property, this yields
for every ≤ 1 , δ ≤ δ 1 and 0 < δ < δ 1 ∧ δ. This implies in particular that
Moreover, in [5, Lemma 6.2] it is proven that, for some δ 2 > 0 , for every 0 < δ ≤ δ 2 there exists δ > 0 such that for all ∈ (0, δ ] and all z ∈ G(O i , x i − δ, x i + δ), with i = 1, . . . , N , we have
Therefore, if we setδ := δ 1 ∧ δ 2 , then for any δ ≤δ, there exists δ > 0 such that
This, together with (5.10), implies (5.5). Now, for any δ > and t ≥ 0, we have
According to (5.5), for any η > 0 there exists δ η , η > 0 such that
so that, due to (5.4) and the arbitrariness of η, we get (5.6).
Now we can prove the main result of this section.
Theorem 5.2. If the domain G satisfies assumptions I-IV, then for any ϕ ∈ C(Ḡ) and z ∈ G and for any 0 ≤ τ ≤ T we have
Proof. In Lemma 5.1 we have proven that for any t > 0 and
Thus, in order to prove (5.12), it is sufficient to show that
In what follows we can assume that ϕ ∈ Lip(Ḡ). Actually, for any ϕ ∈ C(Ḡ) there exists {ϕ n } n∈ N ⊂ Lip(Ḡ) such that lim
As this implies lim
we obtain that
uniformly with respect to > 0 and t ≥ 0. Hence, for any η > 0 there exists n η ∈ N such that
For any fixed t > 0, we can assume that the partition introduced in (4.4) and in the proofs of Lemma 4.2 and of Theorem 4.3, where we have defined the approximating procesŝ Z =Ẑ ,γ , is such that
where γ is the positive constant defined in Theorem 4.3 and k t ∈ N. Notice that we can take > 0 small enough so that γ < τ and hence, as t ≥ τ ,
Moreover, with the notations introduced in Section 4, we havê
and, because of the way Y ,γ (t) has been defined, we have
In the proof of (5.13) we will proceed in two steps.
Step 1. We show that for some 0 <δ <δ and any δ ≤δ and δ <δ ∧ δ there exists δ > 0 such that for any z ∈ G and ≤ δ it holds
for any 0 < δ < δ and > 0 we have
As a consequence of the strong Markov property, for each n ∈ N we have
Hence, thanks to (5.11), for any δ > 0 sufficiently small there exists δ > 0 such that for any
Therefore, due to (5.17), we have
As in the proof of Lemma 5.1, according to (5.18) and (5.14), estimate (5.9) implies that for any 0 < δ < δ sufficiently small, there exists δ > 0 such that for any ≤ δ n∈ N |J ,δ,δ
Now, let us study J ,2 n (t). From the strong Markov property, we have
where L δ,δ (t) is the function defined in (5.16). Hence, thanks to (5.9), we get
for every ≤ 1 , δ ≤ δ 1 and 0 < δ < δ 1 ∧ δ. This, together with (5.19), implies (5.15).
Step 2. For any 0 < δ < δ, it holds
For any > 0 we have
If we denote by h z the integer such that z ∈ Π −1 (I hz ), we have
Now, according to Theorem 4.3, since we are assuming ϕ ∈ Lip(Ḡ), we have that
This, together with (5.21), implies that
As (ϕ ∧ ) ∨ is continuous in G(δ), for any δ > 0, we can repeat the same arguments used for
Now, it remains to study
As a consequence of the Markov property, we have
h (x,y) is the integer defined by (x, y) ∈ Π −1 (I h (x,y) ), and Y 1,(x,y) (s) is the process defined, as in (4.8), by the equation
Now, by proceeding as in the proof of Lemma 4.2, we have that
where Y 2,(x,y) (s) is defined, as in (4.9), by the equation
Notice that, due to our assumptions on the domain G, for any δ > 0 and k = 1, . . . , N ,
for some smooth functions h 1,k (x) and h 2,k (x), and, if l k (x) is the length of the cross-section
Because of the way the process Y 2,(x,y) (s) has been defined, for any
so that for any rho > 1/2 we have
Therefore, we can can conclude that
As we are assuming that 2 Conclusion. Due to (5.15), for any η > 0 we can fix 0 < δ η < δ η and η > 0 such that for any ≤ η
Thus, according to (5.20) , due to the arbitrariness of η we can conclude that (5.13) holds true, and (5.12) follows.
In Sections 2 and 3, we have introduced the semigroupsS(t) and S (t), associated respectively with the operatorsL and L . With these notations, as a consequence of (2.8), we have that for any f ∈ C(Γ), z ∈ G and t > 0
Now, in view of Theorem 5.2 we get also the following limit result.
Corollary 5.3. Under Hypotheses I-IV for the domain G, for any 0 ≤ τ < T , ϕ ∈ C(Ḡ) and z ∈ G, we have lim
Proof. SinceS(t) ∨ ϕ = (S(t)ϕ ∧ ) ∨ , limit (5.25) is an immediate consequence of (5.12). Moreover, as sup
and sup
by the dominated convergence theorem, from (5.25) we get (5.26) for any ϕ ∈ C(Ḡ). Now, if ϕ ∈ H, for any η > 0 we can findφ ∈ C(Ḡ) such that |ϕ −φ| H ≤ η/4. This implies
so that we can find η > 0 such that
Due to the arbitrariness of η, this implies (5.26) for a general ϕ ∈ H.
As the Lebesgue measure on G is invariant for the semigroup S (t), for any > 0 and ϕ ∈ C(Ḡ)
Now, due to (5.25) and the dominated convergence theorem, when we take the limit as goes to zero we get
Now, if we take f ∈ C(Γ), we have that f ∨ ∈ C(Ḡ), so that, thanks to (5.27) and (3.4), we get
Moreover, thanks to (3.3), if ν is the measure defined in (3.1), for any g ∈H we have
Thus, according to (5.28), we can conclude
This implies the following fact.
Theorem 5.4. The measure ν is invariant for the semigroupS(t). HenceS(t) extends to a contraction semigroup on L p (Γ, ν), for every p ≥ 1, and in particular onH = L 2 (Γ, ν).
AsS(t) extends to a contraction semigroup onH, due to Lemma 3.2 we have that for any
Moreover,L turns out to be symmetric inH.
Proof. This is an immediate consequence of the boundary conditions imposed on functions in D(L) and of the definition of the scalar product inH.
6 From the SPDE on the narrow channel G to the SPDE on the domain G
We are here interested in the following stochastic reaction diffusion equation in the narrow channel G
where ∂/∂ν denotes the normal derivative at the boundary of G . Here we assume that b : R → R is a Lipschitz-continuous function and u 0 ∈ C(Ḡ). Moreover, we assume that w Q (t) is a cylindrical Wiener process taking values in H = L 2 (G ), having covariance operator Q Q ∈ L + 1 (H ), that is, for any t, s ≥ 0 and u, v ∈ H
In particular, there exist some complete orthonormal system {e k } k∈ N in H and some sequence of independent standard Brownian motions {β k (t)} k∈ N , all defined on the same stochastic basis, such that w Q (t)(x, y) = Proof. For any h, k ∈ N, we have
This implies the completeness of the system {J 2 , 1 e k } k∈ N . Now, for any 1 , 2 > 0 and Q ∈ L(H 1 ), we define
Proof. Due to (6.3), for any f ∈ H 1 we have
as an isometry. Moreover, if {e 2 k } k∈ N is a complete orthonormal system in H 2 , according to Lemma 6.1 we have
This proves that
With the above notations, if v is a solution of equation (6.1) and if we define
we have that
where L is the uniformly elliptic second order differential operator defined in (5.1).
Lemma 6.3. Assume that there exists some Q ∈ L 2 (H) such that
Proof. According to (6.2) and (6.3), for any t, s ≥ 0 and u, v ∈ H we have
As we are assuming (6.5), this allows to conclude that J 1, w Q (t) ∼ w Q (t).
, then there exist a sequence {λ k } k∈ N and a complete orthonormal system {e k } k∈ N in H such that
Then, since in (6.5) we assume Q = I ,1 Q, we have
where {f k } k∈ N is the complete orthonormal system of H , defined by f k = J ,1 e k , for any k ∈ N.
Concerning the boundary conditions satisfied by u we have the following result.
Lemma 6.5. For any > 0, we have
Proof. According to (2.2), for any (x, y) ∈ ∂G and > 0, we have
This implies (6.6).
As a consequence of (6.4) and Lemmas 6.3 and 6.5, we can conclude that if v is a solution of problem (6.1), then u coincides in distribution with the solution of the problem
∇u (t, x, y) · σ ν(x, y) = 0, (x, y) ∈ ∂G, u (0, x, y) = u 0 (x, y).
In what follows, we shall assume that the non-linearity b : R → R is Lipschitz-continuous. In particular, this means that the mapping
is well defined and Lipschitz-continuous. Notice that, in the same way, we have that B :H →H is well defined and Lipschitz-continuous.
We are assuming here that Q ∈ L 2 (H ), then, according to Lemma 6.2, we have that Q ∈ L 2 (H). This implies that, if we define 7 From the SPDE on G to the SPDE on the graph Γ In Section 6, by a suitable change of variable, from the stochastic reaction-diffusion equation (6.1) in the narrow channel G we have obtained the following stochastic reaction diffusion equation in the fixed domain G
(7.1)
Our purpose here is to study the limiting behavior of its unique mild solution u in the space L p (Ω; C([0, T ]; H)), as → 0. To this purpose, let us consider the problem ∂ū ∂t (t, x, k) =Lū(t, x, k) + b(ū(t, x, k)) + ∂w Q ∂t (t, x, k),ū(0, x, k) = u ∧ 0 (x, k),
where u 0 ∈ C(Ḡ) andL is the second order differential operator on Γ, defined in the interior part of each edge I k of Γ by the operators L k , given in (2.5), and endowed with the gluing conditions described in (2.6) and (2.7). Herew Q is the cylindrical Wiener process defined bȳ
where {e j } j∈ N is a complete orthonormal system in H and {β j (t)} j∈ N is a sequence of independent standard Brownian motions. Thanks to (3.3), this means that for any f, g ∈H and t, s ≥ 0
Notice that if we assume Q ∈ L 2 (H), then, due to Lemma 3.1, we have
so that the series in (7.3) is well defined in L 2 (Ω;H), for any t ≥ 0, and defines aH-valued Wiener process, with covariance operator (QQ ) ∧ .
As we have seen in Section 2, the operatorL is the generator of the Markov transition semigroupS(t) associated with the limiting processZ(t) defined on the graph Γ and introduced in [5] . Thus, we can give the following definition. As we are assuming Q ∈ L 2 (H), thenw Q (t) ∈ L 2 (Ω,H), for any t ≥ 0. Moreover, asS(t) is a contraction onH (see Theorem 5.4), the process wL(t) defined by |u (t) ∧ −ū(t)| pH = 0, (7.4) where u andū are the unique mild solutions of equations (7.1) and (7.2), respectively.
Before proving (7.4) in the full generality of Theorem (7.2), we prove (7.4) in the case B = 0 and u 0 = 0. and this, together with (7.7), due to the arbitrariness of η implies that Hence, for any η > 0 we fix τ η > 0 such that so that Q ∈ L(H). Moreover if {g i } i∈ N is a complete orthonormal system in K 2 , we have that {h k } k∈ N := {f ∨ j } j∈ N ∪ {g i } i∈ N is a complete orthonormal system in H and then, thanks to Lemma 3.2, we have
This means that A ∈ L 2 (H) if and only if Q ∈ L 2 (H). Thus, we can introduce the stochastic PDE in the fixed domain G        ∂u ∂t (t, x, y) = L u (t, x, y) + b(u (t, x, y)) + ∂w Q ∂t (t, x, y), (x, y) ∈ G, ∇u (t, x, y) · σ ν(x, y) = 0, (x, y) ∈ ∂G, u (0, x, y) = f ∨ 0 (x, y),
where w Q (t) is the H-valued Wiener process defined by
and {β k } k∈ N := {β j } j∈ N ∪ {β i } i∈ N , for some sequence {β i (t)} i∈ N of independent Brownian motions, independent of the sequence {β j } j∈ N . Since for any i, j ∈ N (Qf
This means that we are exactly in the situation covered by Theorem 7.2 and we have that for any t > 0 and p ≥ 1 where ∂/∂ν denotes the normal derivative at the boundary of G and Q = I ,1 Q.
