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In this paper we seak to study the discrepancy and consequently the uniform dis-
tribution mod 1 of two types of sequences. For this purpose we denote by [ ] the
integer part function. For real c with 1<c< 32 take (![n
c] : n=1, 2, 3, ...); here the
real ! is badly approximable in the sense of *-admissibility (Theorem 1). For real
c, q with 1<c< 76 , 0<q<1, take also ([n
c](log n)q : n=1, 2, 3, ...) (Theorem 3).
 1997 Academic Press
Recently, Ha# land [2] proved interesting results concerning the integer
part function [ ] and generalized polynomials. This prompted me to look
at [ ] and uniform distribution mod 1. Section 1 contains a criterion of
Pjatezkij-Schapiro [6] for numbers of the form [nc]. In Section 2 we
prove an upper estimate for the discrepancy of the sequences (![nc] :
n=1, 2, 3, ...) with badly approximable ! (Theorem 1). Section 3 has been
inserted for completeness only. In Section 4 we prove an upper estimate for
the discrepancy of the sequences ([nc](log n)q: n=1, 2, 3, ...) for real c, q
with 1<c< 76 , 0<q<1 (Theorem 3). For the proofs we use results of
Erdo s and Tura n [1] on the discrepancy, of Vinogradov [9] on Fourier
series, and of van der Corput (see [8, p. 90]) on exponential sums (using
the second and the third derivatives).
1
For real numbers x, c, v, !, : let x>2, 1<c<2, v>2, # :=1c,
:=[:]+[:] with [:] # Z (integer part of :), 0[:]<1 (fractional part
of :),
[:]* :={[:]1
for :  Z
for : # Z,
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and e(:) :=e2?i: with i :=- &1; let ARB : A=O(B), A  B :
(ARB 7 BRA).
Denote by Dc, ! (x) the discrepancy of the sequence (![nc] : n=
1, 2, ..., [x]). For h # N let
Sh (x) := :
[x]
n=1
e(h![nc]).
According to Erdo s and Tura n (see [1] or [3, p. 20]), for every H # N we
have
Dc, ! (x)R
1
H
+ :
H
h=1
1
hx
|Sh (x)| .
For j # N let
Th ( j ) := :
jv<n( j+1)v
e(h![nc]).
For
j0 :=[x12v], j1 :=[x1v],
we have
j v0- x<( j0+1)v, j v1x<( j1+1)v, j v0  - x,
j v1  x, ( j1+1)v& j v1  j v&11 , and 1< j0< j1 (x4v).
This gives
Sh (x)=O(- x)+ :
j0< j j1
Th ( j)+O( j v&11 ); (1.1)
by v>2 the term O(- x) may be dropped. Let
F :=[[nc] : n=1, 2, 3, ...], Fj :=[m # F : j vc<m( j+1)vc];
we have *Fj  j v&1. The conditions j v<n( j+1)v and j vc<[nc]
( j+1)vc differ by at most two values of n at the ends; this implies
Th ( j )= :
m # Fj
e(h!m)+O(1). (1.2)
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Let .(x) :=x#; Pjatezkij-Schapiro (see [6] or [7]) gives the criterion
1&.$(m+1)<[m#]*1 O m # F
O 1&.$(m&1)<[m#]*1.
Denote by Uj resp. Oj the set of all m with
j vc<m( j+1)vc (V)
and additionally with
1&.$(( j+1)vc+1)<[m#]*1,
resp.
1&:j<[m#]*1, :j :=.$( j vc&1)  j v&vc.
We have UjFjOj . Let Aj :=Oj"Uj . This gives
Th ( j)= :
m # Oj
e(h!m)+O(1+*Aj). (1.3)
We have
Nj :=( j+1)vc& j vc  j vc&1,
Lj :=.$( j vc&1)&.$(( j+1)vc+1)  j&v(c&1)&1;
for m # Aj obviously [m#]* is contained in the interval (1&:j ,
1&.$(( j+1)vc+1)) of length Lj ; again by Erdo s and Tura n, for every
H* # N we have
*Aj&LjNjR
Nj
H*
+ :
H*
h=1
1
h }:(V) e(hm
#) } .
The second derivative of the function t [ ht# satisfies  hj vc(#&2)=hj v(1&2c)
for the intervall (V); van der Corput (see [8, p. 90]) gives
:
(V)
e(hm#)R j vc&1 - hj v(1&2c)+
1
- hj v(1&2c)
,
:
H*
h=1
1
h }:(V) e(hm
#) }R- H* j v&2+- j v(2c&1), (1.4)
*AjR j v&2+
j vc&1
H*
+- H* j v&2+- j v(2c&1).
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The choice H* :=[ j (0v) 3(2c&1)] gives
*AjRAj (c, v) := j v&2+ j (v3)(c+1)&1+ j (v2)(2c&1). (1.5)
Especially, we have
Lemma 1. Let 1<c< 32; then
v>
2
3&2c
O *Aj=o( j v&1),
v=
4
3&2c
O *AjR j v&2.
2
We suppose 1<c< 32 , v :=4(3&2c); (1.3) and Lemma 1 give
Th ( j )= :
m # Oj
e(h!m)+O( j v&2).
Define the function / j: R  R by
/ j (t) :={1 for 1&:j<[t]*10 otherwise;
/j is 1-periodic. For (V) we have
/ j (m#)={1 for m # Oj0 otherwise.
This implies
:
m # Oj
e(h!m)=:
(V)
/ j (m#) e(h!m). (2.1)
For j above a certain bound depending on c only we have
0<4Lj1, 2Lj<:j<1&2Lj ;
according to Vinogradov (see [9, p. 32]), for every r # N there exists a
1-periodic function  (r)j : R  [0, 1] with
 (r)j (t)={0 for Lj[t]1&:j&Lj1 for 1&:j+Lj[t]1&Lj ,
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and the Fourier expansion
 (r)j (t)=:j+ :

| y|=1
ay e(yt),
where ay=ay ( j, r),
ayR:j , ayR
1
| y|
, ayR
1
| y| \
r
2? | y| Lj+
r
.
We obtain
:
(V)
(r)j (m
#) e(h!m)&:
(V)
/ j (m#) e(h!m)
=:
(V)
( (r)j (m
#)&/ j (m#)) e(h!m)
R*[m : (V),  (r)j (m#){/ j (m#)]; (2.2)
here [m#] is contained in four intervals of lengths Lj (see Fig. 1) and we
may continue (as for *Aj)
R4Aj (c, v)
(2.3)
R j v&2 (by Lemma 1).
This gives
Th ( j)=:
(V)
 (r)j (m
#) e(h!m)+O( j v&2).
Let
Kj :=L&1j e
2vc[log j];
with
T (1)h ( j) :=:
(V)
e(h!m),
T (2)h ( j) :=:
(V)
:
0<|y|Kj
ay e(ym#+h!m),
and
T (3)h ( j) :=:
(V)
:
|y|>Kj
aye(ym#+h!m),
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Figure 1.
we get
Th ( j)=:j T (1)h ( j)+O( |T
(2)
h ( j)|+|T
(3)
h ( j)|+ j
v&2).
By |e(:)|=1 we obtain
T (3)h ( j)R j vc&1 :
|y|>Kj
|ay|
and
:
|y|>Kj
|ay|R\ r2?KjLj+
r&1
:
|y|>Kj
r
|y2| Lj
R\ r2?KjLj+
r
;
but r :=[log j] gives 2r>log j,
\2?r KjLj+
r
e2vcr>evc log j= j vc,
:
|y|>Kj
|ay|R j&vc, T (3)R1;
this gives
Th ( j)=:j T (1)h ( j)+O( |T
(2)
h ( j)|+ j
v&2).
Obviously,
T (2)h ( j)R :
0<|y|Kj
1
|y| }:(V) e(ym
#+h!m) } .
The second derivative of the function t [ yt#+h!t has here absolute value
|y| j v(1&2c); as in (1.4) we obtain
T (2)h ( j)R- Kj j v&2+- j v(2c&1)R j v(c&12)= j v&2.
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Substitution gives
Th ( j)=:jT (1)h ( j)+O( j
v&2),
(2.4)
Sh (x)= :
j0< j j1
:jT (1)h ( j)+O( j
v&1
1 ) (1<c<
3
2).
For ! # R"Q denote by pkqk the k th convergent (k0). Let * # R, *0;
then ! # R"Q is called *-admissable if there exists a C(!, *) # R with qk+1<
C(!, *)q1+*k (k0). Of course, *1-admissability implies *2-admissability
(*1<*2) by taking C(!, *2)=C(!, *1).
Example. Every ! # R"Q with bounded partial quotients is
0-admissable.
For *-admissable ! # R"Q and h # N define k=k(h) by qkh<qk+1;
then for a # Z we have
|h!&a||qk!&pk|>
1
qk+1+qk

1
2qk+1
rq&1&*k rh
&1&*.
This gives
T (1)h ( j)Rh
1+* (geometric series),
Sh (x)R j v&vc+11 h1+*+ j v&11 ,
xDc, ! (x)R
x
H
+ j v&vc+11 H
1+*+ j v&11 log H;
for H := j1 and by j v1  x we get
xDc, ! (x)R j v&vc+2+*1 + j
v&1
1 log x.
For *vc&3 we obtain
Dc, ! (x)Rx&1v log x;
but
vc&3=
4c
3&2c
&3=
6
3&2c
&5>6&5=1.
Thus we have proved
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Theorem 1. Let c # R, 1<c< 32 , v :=4(3&2c), * # R, 0*vc&3,
and ! # R"Q. Denote by Dc, ! (x) the discrepancy of the sequence
(![nc] : n=1, 2, 3, ..., [x]); for *-admissable ! we have then
Dc, ! (x)=Oc, ! (x&1v log x).
Example. For ! # R"Q denote by ak the partial quotients; suppose
there exists g # R with akkg (k # N); then qk+12kgqk ; but qk2(k&1)2
by induction; therefore ! is *-admissible for every *>0. Especially, we can
take !=e2s (s # N) (see [5, p. 124]) and Theorem 1 is applicable.
3
With
Ph (x) := :
0<mx
e(h!m)
we have
T (1)h ( j)=Ph (( j+1)
vc)&Ph ( j vc),
Sh (x)= :
j0< jj1
:j (Ph (( j+1)vc)&Ph ( jvc))+O( j v&11 ) (by (2.4))
= :
j0< j j1
(:j&1&:j ) Ph ( j vc)&:j0 Ph (( j0+1)
vc)
+:j1 Ph (( j1+1)
vc)+O( j v&11 ).
For arbitrary ! # R"Q the sequence (!, 2!, 3!, 4!, ...) is uniformly dis-
tributed mod 1; the Weyl criterion (see [3, p. 9]) gives
\=>0 _x0(h, =)>0 \x>x0(h, =) |Ph (x)|<=x.
For x>(x0(h, =))2vc we have |Ph ( j vc)|<=j vc; by (:j&1&:j)  j v&vc&1,
:j  j v&vc this implies
Sh (x)R= \ :j0< j j1 j
v&1+ j v0+ j
v
1++ j v&11 R=j v1+ j v&11 R=x+x1&1v.
The Weyl criterion (other direction) gives
Theorem 2. For c # R, 1<c< 32 , ! # R"Q the sequence (![nc] : n=
1, 2, 3, ..., [x]) is uniformly distributed mod 1.
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Using an argument similar to Carlson’s (see [4, pp. 310311]),
Theorem 2 turns out to be true for any real c>0, as the referee kindly
pointed out.
4
Furthermore, let q # R, q>0,
Vh (x) := :
[x]
n=1
e(h[nc](log n)q).
Denote by 2c, q (x) the discrepancy of the sequence ([nc](log n)q : n=
1, 2, 3, ..., [x]). According to Erdo s and Tura n [1] again, for every H # N
we have
2c, q (x)R
1
H
+ :
H
h=1
1
hx
|Vh (x)| .
Let v>2 be arbitrary again. For j # N let
Wh ( j) := :
j v<n( j+1)v
e(h[nc](log n)q).
Similarly to (1.1) we have
Vh (x)= :
j0< j j1
Wh ( j)+O( j v&11 ).
For every m # F there exists exactly one nm # N with m=[ncm]; this
implies
Wh ( j)= :
m # Fj
e(hm(log nm)q)+O(1)
as in (1.2). We obtain
mncm<m+1,
log nm=# log m } \1+O \ 1m log(m+1)++ ,
(log nm)q=(# log m)q \1+O \ 1m log(m+1)++
=(# log m)q+O \ 1m (log(m+1))q&1+ .
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For A # R, B # R, BR1 we have e(A+B)=e(A)+O(B). For 0<q<1,
l :=log x, H=o(l 1&q), rj := j v&1 l q&1 we get
Wh ( j)= :
m # Fj
e(hm(# log m)q)+O(hrj).
As in the transition from (1.2) to (1.3) we find
Wh ( j)= :
m # Oj
e(hm(# log m)q)+O(*Aj+hrj).
Similar to (2.1), (2.2), (2.3) this implies
Wh ( j)=:
(V)
 (r)j (m
#) e(hm(# log m)q)+O(Aj (c, v)+hrj).
We now suppose c< 32 , v>2(3&2c); then by (1.5) the last Aj (c, v) can be
dropped. Let t # R, t>1, * :=log t, 4 :=log j,
Fy, h (t):=yt
#
+ht(#*)q,
W (1)h ( j) :=:
(V)
e(hm(#*)q),
W (2)h ( j) :=:
(V)
:
0<|y|Kj
a ( j)y e(Fy, h (m)),
W (3)h ( j) :=:
(V)
:
|y|>Kj
a ( j)y e(Fy, h (m)).
Then we get
Wh ( j)=:jW (1)h ( j)+O( |W
(2)
h ( j)|+|W
(3)
h ( j)|+hrj).
As with T (3)h ( j) we have W
(3)
h ( j)R1; we obtain
Wh ( j)=:jW (1)h ( j)+O( |W
(2)
h ( j)|+hrj).
We observe
W (2)h ( j)R :
0<|y|Kj
1
|y| }:(V) e(Fy, h(m)) } ,
F"y, h (t)=&#(1&#) yt#&2+#qq
h
t
*q&1 \1+O \1*++ ,
F $$$y, h (t)=#(1&#)(2&#) yt#&3&#qq
h
t2
*q&1 \1+O \1*++ .
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In case y<0 we have the form F"y, h (t)=U2+V2 ; for t=m and by m  j vc
we have
U2  |y| j v(1&2c), V2  hj&vc4q&1;
again van der Corput (see [8, p. 90]) gives
:
(V)
e(Fy, h (m))R j vc&1 - U2+V2+
1
- U2+V2
;
we continue with
R j vc&1(- U2+- V2)+
1
- U2
and
:
0<&yKj
1
|y| }:(V) e(Fy, h (m)) }R- Kj j
v&2+- hj vc&24q+1+- j v(2c&1)
R- j v(2c&1) } hRhrj ;
here we used v(3&2c)>2. In the case y>0 we have the forms
F"y, h (t)= &U2+V2 , F $$$y, h (t)=U3&V3; since F"y, h (t)y0 we also use F $$$y, h (t);
for t=m and since m  j vc let
Zh ( j) :=
q
#(1&#) - 2&#
#q(vc)q&1 hj v(c&1)4q&1;
by 2&#>- 2&#>1 we have
yZh ( j) O F"y, h (m)  V2
O :
(V)
e(Fy, h (m))R j vc&1 - V2+
1
- V2
(using van der Corput still for the second derivative)
Rhrj4&1
and
Zh ( j)<yKj O F $$$y, h (m)  U3  yj v(1&3c)
O :
(V)
e(Fy, h (m))R j vc&1 6- U3+ j (12)(vc&1) }
1
6- U3
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(using van der Corput (see [8, p. 92]) now for the third derivative)
R( j 3vc+v&6y)16+( j 6vc&v&3y&1)16;
we have
:
0< yZh ( j)
1
y
R4, :
(Zh ( j)<) yKj
y&56RK 16j , :
y>0
y&76R1;
by splitting the following sum over y at Zh ( j) we obtain
:
0< yKj
1
y }:(V) e(Fy, h (m)) }Rhrj+( j
4vc&54)16+ j (16)(6vc&v&3)
Rhrj+ j (16)(6vc&v&3)
and for
1<c<
7
6
, v>
3
7&6c \>
2
3&2c+
we may continue
Rhrj .
Therefore we may take the two cases yy0 together and write
W (2)h Rhrj .
It follows that
Wh ( j)=:jW (1)h ( j)+O(hrj).
By van der Corput (again for the second derivative) we get
W (1)h ( j)R j vc&1 - V2+
1
- V2
Rhrj
and by :jR1 consequently
Wh ( j)Rhrj=hjv&1l q&1,
Vh (x)Rhj v1 l
q&1hxl q&1,
2c, q (x)R
1
H
+Hl q&1,
H := [l (1&q)2], 2c, q (x)R
1
H
.
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This proves
Theorem 3. For c # R, 1<c< 76 , q # R, 0<q<1 denote by 2c, q (x) the
discrepancy of the sequence ([nc](log n)q : n=1, 2, ..., [x]); we have then
2c, q (x)=Oc, q ((log x)(q&1)2).
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