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Section I-1 
INTRODUCTION 
Angle measuring techniques employing spaceborne interferometers have 
previously been considered for use in navigation, air traffic control, and wind 
measurement balloon systems. 1,2 
This study evaluates a system which will locate to within 1 km 15, 000 
meteorological balloons scattered throughout the world it known altitudes to 
determine wind velocity profiles. These balloon beacons must be able to transmit 
two data measurements, pressure and temperature for example, to an accuracy 
of 1 percent as they are being located. The balloon platform electronics, in­
cluding solar power supply, when produced in quantity, must be frangible and 
inexpensive. 
The most economical balloon package is merely an RF beacon uplink with 
no command downlink. A geosynchronous satellite with a long baseline crossed 
interferometer on the spacecraft is used to determine the direction to the 
balloon. This, together with the balloon altitude, determines position, The 
uplink from the balloon will be in L-band. The signals received by the 
interferometer antennas are multiplexed and transmitted to a ground processing 
center, where all phase measurements are made. Three geostationary 
satellites provide global coverage except in the vicinity of the poles. 
The Interferometer Position Location Concept described above was 
analyzed and evaluated. Several implementations of the concept were con­
sidered, and the most promising was analyzed in detail. The effort was 
primarily on the system design, with less effort on the spacecraft and ground 
systems and with the least emphasis on the balloon electronic package. 
I-1-1 
The report is divided into two parts. Part I is a summary of the results of 
the study. Details of tradeoff studies, error analyses, and derivations are con­
tained in Part II, which contains nine sections. The first section discusses 
systems considerations and tradeoff analysis, error budgets, choice of frequency 
and length of baseline, calibration considerations, multiple-access method, and 
effects of boom motion. 
Section 11-2 presents a derivation of position error equations in terms of 
beacon phase noises, calibration phase noise, ephemeris and ground station 
survey errors. A computer program, which simulates the geometry of moving 
platforms and satellites and provides a statistical error analysis is also 
described. 
Section 11-3 gives a detail derivation of multipath effects for an interferom­
eter, and Section 11-4 contains an analysis of refraction errors for the three 
frequencies, i.e., 400, 1000, and 1600 MHz. In Section fl-5, errors caused 
by antenna polarization mismatch are derived and analyzed. This is followed 
by Section 11-6 which presents the considerations for the interferometer 
antenna selection. Section II-7 Mechanical Studies, includes analysis of boom 
dynamics and thermal effects, and Section 11-8 describes the satellite hardware 
and the signal processing and phase extraction in the ground station. The last 
section of Part II, Section 11-9, gives the balloon beacon considerations., 
1-1. 1 SUMMARY AND CONCLUSIONS 
Position location to an accuracy of 1 km (1 a error) by means of an inter­
ferometer in geostationary orbit is feasible. Wind velocity is determined from 
successively determined positions. Thus the wind velocity (averaged over 2 
hours) can be estimated to approximately 1 km/hour. For weather prediction 
this is considered to be excellent. 
The system concept is shown in Figure I1--i. There are four calibration 
transmitters, a crossed baseline interferometer with seven antennas, and a 
ground receiving site. The electronics in the satellite perform the function of 
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2Interferometer 
Arms, Length L 
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Ro'P eProcessing 
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Boom Motion Compensation 
Ambiguity ResolutionPosition LocationVelocity Determination 
Figure 1-1-. System Concept 
multiplexing the signals received by the seven antennas and transmitting the 
composite spectrum to the ground receiver. All acquisition functions and 
phase extractions are performed on the ground. The system parameters are 
summarized in Table I-1-1. 
A nominal operating frequency of 1600 MHz was chosen as a compromise 
for the following reasons: 
a. 	 Multipath signal is more likely to be diffuse and bandspread than at 
lower frequencies 
b. 	 Ionospheric refraction is less than at lower frequencies 
c. 	 Phase accuracy requirement for a given baseline length is less than 
for lower frequencies 
d. 	 At higher frequencies, the decreased signal power to noise density 
ratio increases acquisition and phase extraction problems 
e. 	 Generating higher frequencies is more costly in terms of balloon dc 
power. 
The 	baseline length of 400 wavelengths was chosen as a compromise between 
a smaller Lwhich makes phase measurement problem more acute to meet 1xk L 
km accuracy and a larger y--which increases the ambiguity resolution problem. 
A random multiple-access scheme is recommended as it requires mini­
mum equipment in the balloon. Separation of the balloon signals is obtained 
through the randomness of balloon transmissions in time and frequency. A 10 s 
transmission time is recommended assuming a 1 W balloon transmitter with 
essentially a hemispheric coverage antenna. Increasing the transmission time 
beyond 10 s or decreasing the 2-hour interval between transmissions would 
increase the multiple-access problem. 
The data transmissions (9 bps) are biphase modulated. The bandwidth of 
the signals is thus small, and phase measurements can be made simultaneously 
with 	data extraction. 
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Table I-1-1
 
SYSTEM PARAMETERS
 
Operating Frequency (uplink) 
Baselines (vernier) 
Ambiguity Resolving Baselines 
Interferometer Arms 
Interferometer Antennas 
Polarization 
Access Technique 
Balloon 
Beacon Power 
Oscillator Stability 
Transmission Time 
Data Modulation 
Bit Rate 
Calibration Transmitter 
Number 
ERP 
Transmission Time 
Downlink Frequency 
Bandwidth 
Signal Processing 
Acquisition Method 
Acquisition Time (frequency) 
Beacon Phase Measurement Time 
Filter Bandwidths (minimum) 
Effective Noise Bandwidth 
Data Processing (for each satellite) 
Average Simultaneous Balloon 
Transmissions 
Position Fix Rate 
Computer Operations (equivalent 
additions) 
1600 MHz (nominal) 
2 orthogonal; 75 m 
400 wavelengths (400-A) 
3 X, 190 X, 400 X (physical) 
20 X (differential) 
Extendible booms 
Short backfire, gain 17.5 dB on axis, 
220 half power beamwidth 
Circular for all antennas 
Rindom (in frequency and time) 
I W1 part in 105 
10 s every 2 h 
Phase shift keying (biphase) 
9 bps 
4 
20 dBw 
Continuous 
X-band 
1 MHz 
Phase-locked loop aided by comb filter 
0.3 s 
9.7 s 
40 Hz 
0.1 Hz 
7 
0.7 s 
20, 000 instructions/s 
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The baselines are formed by four extendible booms. The important 
requirements of the booms are: 
a. 	 They must be deployable (including coaxial cable) with an antenna at the 
end 
b. 	 The deployment mechanism must have provision to twist boom on 
initial deployment and as required 
c. 	 Boom thermal distortion must be low 
d. 	 Angular rates of baseline (or boom tip) motion must be low. 
The second and third requirements are based primarily on antenna gain 
considerations. The design goal of maintaining antenna pointing accuracy of 
+10 is a more stringent requirement for the booms than has been imposed in 
other applications. For this reason, some additional testing of booms in a 
thermal vacuum chamber is required and possibly some development effort will 
be required. 
The last requirement minimizes the effect of boom motion on the phase 
extraction. Stiff booms have a higher natural frequency of vibration than flexible 
booms, but the amplitude of the vibrations is also less, so that the maximum 
angular rate of baseline motion tends to be independent of boom stiffness. A 
typical rate of phase change due to boom motion for a 400-wavelength system 
is 2 electrical degs maximum. Both stiff and flexible booms exhibit this property. 
The phase measurement accuracies required to meet a 1 km (1 ar) position 
location accuracy are approximately: 
a. 	 0.70 (1 C) for the beacon 
b. " 0.50 (1 a ) for the calibration transmitters (3.6 s smoothing time). 
Phase biases common to both calibration transmitter and beacon phase 
measurements affect position location accuracy one or two orders of magnitude 
less than random phase errors. 
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Four calibration transmitters, emitting CW signals of 20 dBW ERP, are 
used to continously calibrate the system. The calibration consists of: 
a. Determining the instantaneous lengths and orientation of the baselines 
b. Estimating the differential phase biases. 
Phase measurements of the calibration signals are made at 0. 1 s intervals, 
which is sufficiently short that boom motion cannot appreciably degrade these 
phase measurements. The phase accuracy of 0. 5 deg (1 a) is achieved by fitting 
36 measurements to a first-order polynonimal which models the boom motion 
for 3.6 s. 
Errors in position location due to multipath are highly-geometry dependent. 
At an elevation angle of 20 deg and a balloon altitude of 9 kin, an equivalent signal­
to-multipath power ratio of 36 dB is required for an error of 1 km or less. 
Directly under the satellite, multipath will not cause an error, unless it is 
large enough to cause fading and thus decrease the signal-to-thermal noise 
power; The antenna on the balloon package can be designed to give a gain in 
the direct direction relative to the multipath direction of 10 dB or more. 
Attenuation due to reflection and use of circular polarization will contribute on 
the order of 6 dB advantage to the direct signal. Effective-narrowband filtering 
will suppress multipath, which is due to diffuse scattering, because the relative 
motion of the balloon and the earth's surface produce bandspreading. 
1-1.2 RECOMMENDATIONS 
Studies to date have indicated that the interferometer position location 
concept is feasible. It is recommended, therefore, that the program be ex­
tended. The following 4-step program, culminating in a flight experiment, is 
suggested: 
a. Laboratory Experimentation and Analysis-to verify that phase measure­
ments can be made to the required accuracy in the multiple-access, 
low signal-to-noise power density environment required; to test phase 
center stability of circularly polarized antennas as a function of angle
off boresight and of frequency; to continue the analysis efforts, 
especially including tradeoff among interferometer antenna gain, beacon 
power and allowable boom twisting and flexing. 
I-1-7 
b. 	 Boom Development and Testing-to test samples of promising boom 
designs in a thermal vaccum chamber for thermal bending and thermal 
twisting; to develop a boom package including deployment mechanism 
and boom with enclosed coaxial cable; to continue the dynamic analysis 
of booms and interaction with spacecraft 
c. 	 Ground-Based Experiment-build a single baseline interferometer 
(including one movable antenna) and illuminate with three transmitters 
(two calibration transmitters and one beacon to be located); to demon­
strate that the interferometer baseline can be calibrated and the 
unknown located with boom motion present 
d. 	 Flight Experiment-to demonstrate that booms can be deployed and can 
maintain the antennas pointed to the desired accuracy; to demonstrate 
that multipath effects can be kept to acceptable levels; to complete the 
demonstration of the concept and obtain data to allow an operational 
system to be designed and built. 
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Section 1-2 
USE OF INTERFEROMETER FOR POSITION LOCATION 
System concepts which use spaceborne interferometers for position location 
are shown in Table 1-2-1. 
Table 1-2-1 
SYSTEM CONCEPTS USING INTERFEROMETERS 
System Concept Interferometer Characteristics Comments 
One Direction and 
Altitude 
Transmitting or Receiving Altitude of user in­
dependently deter­
mined 
One Direction and 
Range 
Transmitting or Receiving Transponder re­
quired to obtain range 
Two Directions Transmitting or Receiving Two satellites re­
quired 
The system concept considered in detail in this report is the first one listed, 
implemented with a receiving interferometer. A constant pressure weather 
balloon drifts at an approximately constant altitude. This altitude plus the 
direction from the spaceborne interferometer determines the position. 
1-2.1 INTERFEROMETER PRINCIPLE 
A radio interferometer determines the angular position of an RF signal 
source by measuring the difference in radio signal path lengths from the emitting 
source to each of a pair of antennas (see Figure 1-2-1). The phase difference 
( y ) is related to the angle between the baseline and arriving wavefront ((0 ) by 
the following equation: 
L.y= 2--sin1 
I-2-i 
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For large baselines L >> X , a small change in p results in a. change in y 
exceeding 2 ir, resulting in ambiguous regions (lanes) acress the earth's surface. 
This is shown in the upper lines of Figure 1-2-2. To resolve the angle com­
pletely and determine in which vernier interval the measurements falls, coarse 
measurements with one or more short baselines are needed. This is shown in 
the bottom line of Figure 1-2-2, where the permissible coarse space angle 
measurement is shown covering one of the vernier intervals. 
1-2.2 LONG BASELINE SPACEBORNE INTERFEROMETER 
To locate a balloon to an accuracy of 1 km, a spaceborne interferometer 
must be able to resolve space angles cp to about 10- 3 deg. It can be seen from 
Equation 1-2-1 that, for small space angles, the electrical angle is obtained by 
multiplying with 2 L , which may be called the "magnification" of the inter­
ferometer. 
Although the accuracy of the electrical phase measurement may be limited, 
any desired fineness of space angle resolution can be obtained by a sufficientlyL. 
large ratio of baseline length to wavelength. The effect of varying L is 
illustrated in Figure 1-2-3, which shows the required phase measurement 
accuracy for 1-kn resolution as a function of elevation angle from the beacon 
to the interferometer with - as a parameter. However, increasing the base­
line to gain resolution is limited by certain effects such as structural con­
siderations and pointing accuracy of the antenna elements (hence, less usable 
antenna gain). For long baselines consisting of lightweight, flexible structures, 
relatively large boom tip motions may be encountered. From Figure 1-2-3 it 
is apparent that, for a fixed wavefront direction, a rotating baseline will produce 
a time-varying phase history. Since practical considerations related to SNR 
necessitate measuring this phase over several seconds, the baseline rotation 
produces an erroneous indication of phase. There are essentially two solutions 
to this problem: 
a. 	 Reduce the rotation to negligible amounts 
b. 	 Reconstruct the time-varying phase during the measurement interval 
and remove the unwanted effect. 
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Since the former solution did not appear to be practical for the balloon signals, 
the latter solution was chosen. The process of reconstructing the phase and the 
removal of unwanted effects will be referred to as boom motion compensation. 
1-2.3 AMBIGUITY RESOLUTION 
There are ambiguities in the space angle measured at the interferometer 
every -L rad. This corresponds to a distance of approximately 80 km on the 
earth's surface for a 400-wavelength system. A short baseline of 3 wavelengths 
is required in order to have no ambiguities on the earth's surface. The SNR 
available for the phase measurement for the balloons precludes resolving all the 
ambiguities of the 400-wavelength system in one step. 
A system such as shown in Figure 1-2-4 is indicated. 
Seven antennas are used; one of these is common to the two crossed arms. 
The individual baselines used are: 
a. 3 X -formed by antennas 2 and 3 
b. 20 X -a differential baseline formed by the difference between the 210 
baseline and the 190 baseline 
c. 190 X-formed by antennas 1 and 2 
d. 210 X -formed by antennas 2 and 4 
e. 400 X-formed by antennas 1 and 4. 
Ambiguity resolution is performed in two steps. The 3 X baseline resolves the 
ambiguities in the 20 X baseline. The 20 X baseline is used to resolve the 
ambiguities in the 400 X baseline. 
There is no necessity for the baselines to be colinear, since they are 
independently calibrated. 
1-2.4 CALIBRATION 
Calibration is to estimate accurately the length and orientation of two 
nominally orthogonal baselines. The principle of the calibration technique is 
perhaps best explained via Equation 1-2-1. The unknowns in this equation, 
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sofar as the calibration is concerned, are L and q . If two -'s are measured 
from two different illuminators such that the relative angle between the wave­
fronts is known, there are now two equations in two unknowns. Solving these 
equations simultaneously yields L and (o . 
In three dimensions the baselines are described by a length and two angles. 
A third equation is therefore required, and it is obtained by incorporating a 
third phase measurement from a third illuminator. These illuminators are 
called calibration transmitters (CTs). 
Figure I-1-1, System Concept, shows four CTs instead of the three referred 
to above. The fourth CT is included to provide a fourth phase measurement 
which accommodates a fourth unknown, the phase bias caused by phase shifts in 
the satellite and in the ground equipment, e.g., unequal cable lengths. 
The fact that there are multiple baselines has no impact on the number of 
CTs. Each baseline is illuminated from four CTs and the length, orientation, 
and phase bias are determined independently of all other baselines. Thus four 
CTs. will calibrate any number of baselines. This is used to advantage in 
calibrating the coarse as well as the vernier baselines. 
The compound motion of the spacecraft and the booms causes the baseline 
orientations to change continuously and fairly rapidly. This is the primary 
reason for performing continuous calibration. 
1-2.5 LINK CALCULATION 
The link calculations are presented for the calibration transmitters (ground 
stations) and the balloon beacons in Table 1-2-2. The link budget for the cali­
bration transmitter is shown only at the lowest elevation angle, or worst case 
in this respect. The calibration transmitter effective radiated power (ERP) of 20 
dBW requires only a 1 W transmitter and a 3 ft dish, for example, and can be 
easily increased to provide additional margin. 
The link power budget for the balloon beacon is much more critical, so 
that it is shown for three elevation angles. A power of 1 W is assumed for 
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Table 1-2-2. 
LINK POWER BUDGET 
(Emitter through Spacecraft-to-Ground Receiver) 
Emitter 	 Calibration Balloon 
Transmitter E=20 E=30' E=90 
Transmitter Power (dBW) 0 0 0 
Transmit Antenna Gain (dB) - +0.7 +3.0 +2.2 
ERP (dBW) 20 +0.7 +3.0 +2.2 
Path Loss (dB) 	 -189 -188.5 -188 187.5 
Polarization Loss (dB) -0.5 -0.5 -0.5 -0.5 
Imterferometer Antenna Gain (dB) +15 +15 +15.5 +17 
Received Signal Power (dBW) -154.5 -173.1 -170.3 -168.9 
Receiver Noise Figure (dB) +4.5 +4.5 +4.5 +4.5 
Receiver Noise Density (dBW/Hz)), -199.5 -199.5 -199.5 -199.5 
Signal-to-Noise Density Ratio 
(dB-Hz) +45 -26.4 +29.2 +30.6 
Time or Bandwidth Enhancement 
10"* 10"*
Factor (dB) 0* 10** 
Final Signal-to-Noise Power 
Ratio (iB) +45 +36.4 +39.2 +40.6 
Resultant a AY of Phase Measure- 0.330 0.90 0.60 0.5 
ment, (electrical deg, due to 
thermal noise) 
= 57.3 (SNR)1/2a = standard deviation 
SNR = power signal-to-noise ratio 
* 1 s effective integration time. 
** 10 s effective integration time. 
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the balloon beacon. If a nominal 3 dB is included in the link for margin, a 
modest increase in the standard deviation of the phase measurement due to 
thermal noise results. For example, at an elevation angle of 30 deg, the 
standard deviation would be 0.85 deg instead of 0.6 deg. 
1-2.6 ERROR BUDGET 
Table 1-2-3 shows the error budget for an elevation angle of 30 deg. The 
position location error is a function of the 3-dimensional system geometry, so 
that the results presented are for a typical 30 deg elevation angle. Details of 
position fix errors as a function of longitude and latitude, which were obtained 
from a simulation program, are shown in subsection 1-2.7. 
As can be seen, the major sources of error are the phase measurements 
of the beacon and calibration signals and the multipath error. Each phase 
error is a result of both thermal noise and instrumentationmeasurement 
errors. The latter includes effects which are not eliminated by using the cali­
bration transmitter signals. Systematic errors, such as phase biases, are 
eliminated from affecting the position location determination. 
The multipath error is a function of balloon altitude, velocity, and location, 
as well as antenna pattern, polarization, and surface reflection coefficient. 
The 0.8 km error assumes an altitude of 9 km and a velocity of 30 kin/hr. 
The antenna gain in the direction of the satellite, compared to the gain in the 
multipath direction, is taken to be 10 dB. 
The position location error due to calibration transmitter location errors 
is less than for the satellite ephemeris error because there are four calibration 
transmitters and the resulting position location error is reduced somewhat. 
The altitude error of 100 m results in a 0.2-ki position error at this eleva­
tion angle. If the altitude of the balloon does not change between position fixes, 
the velocity determined from these fixes will be negligibly affected by the 
altitude error. 
1-2-9
 
Table 1-2-3
 
ERROR SUMMARY
 
Phase 	 Error (in kin)Error 	 (1 a, absolute) 
1. Beacon Phase Measurement* 0.670 	 0.45 
Thermal Noise 0.60
 
Instrumentation Errors
 
0.30 
2. Calibration Transmitter Phase 0.45 	 0.30 
Measurement*
 
Thermal Noise 0.330
 
Instrumentation Errors
 
0.30 
3. 	 Multipath (9 km Altitude, 
vel = 30 km/h) 0.80 
4. 	 Satellite Ephemeris Error 
(60 m) 0.10 
5. 	 Calibration Transmitter 0.03 
Location Error (60 m) 
6. Altitude Error (100 m) 	 0.20 
7. Antenna Phase Center 0.200 	 0.10 
8. Refraction Error 	 0.01 
9. Polarization Error 0.100 	 0.05 
TOTAL ERROR (Root Sum Square) 1.0 km 
Elevation Angle = 300 
*Root sum square of thermal noise and 
instrumentation errors. 
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Errors due to antenna phase center changes, refraction errors, and errors 
due to polarization effects are relatively small. 
The resulting total error depends upon the statistics of the individual errors. 
To a first approximation we can assume the errors add in a root sum square 
manner, so that the resulting position location error is I km. 
The thermal noise errors shown are 1 a , so that the measurements will be 
within the accuracy shown 68 percent of the time. If, as a first approximation, 
we assume that all errors have Gaussian statistics, the errors will be less than 
a 3 o value, or the position location error will be less than 3 km more than 99 
percent of the time. 
1-2.7 ACCURACY - POSITION LOCATION 
Figures 1-2-5, 1-2-6, and 1-2-7 summarize the accuracy of the system 
based on the error model and CT locations specified in the legend. Circular 
error probable (CEP) is defined as the radius R such that there is a 50 percent 
probability that the position location error will be less than R. For example, a 
CEP = 1. 5 km means that the probability of making a 1. 5-kin position location 
error in any direction from the true location is less than 50 percent. 
Figures 1-2-6 and 1-2-7 give the 1 a North-South and East-West components 
of position error. The error ellipses are, for the most part, nearly circular 
as the correlations between East-West and North-South components are small 
(less than 0.3) and the standard deviations are about equal. Exceptions were 
noted in the northern latitudes (e.g., above 50 deg) where the correlations ex­
ceeded 0.7, causing a noticeable degree of ellipticity. 
The contours are almost completely dependent on the beacon and CT phase 
noise and much less dependent on the survey errors, the satellite ephemeris, 
and beacon altitude errors. 
The-orientation of the baselines is not critical. If the baselines were 
rotated 45 deg, the shape of the contours would change somewhat, but the range 
of CEPs would remain the same. 
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The locations of the CTs are not critical, though it is advantageous to have 
them spaced uniformly about the sub-satellite point with about a 20 deg to 30 deg 
elevation angle to the satellite. 
The accuracy in the Northern and Southern hemispheres is roughly the same. 
The figures do not include the error caused by multipath. The multipath 
error (see subsection 1-3.1 and Section I-3) is included in the error budget (see 
subsection 1-2.6). To include multipath, an error component of approximately 
1 km for low elevation angles and smaller for high elevation angles must be 
added (root sum square) to the error shown in figures 1-2-5 to 1-2-7. 
1-2.8 ACCURACY - VELOCITY 
The velocity of the beacons is estimated by taking the difference between 
two successive position location fixes and dividing by the time between fixes. 
It is assumed that the beacons move at a constant rate, and the velocity estimate 
is referenced to a point halfway between fixes. 
Figures 1-2-8, 1-2-9, and 1-2-10 summarize the accuracy of the velocity 
estimate. The error models and CT locations are identical to those used for 
the position location accuracy shown in Figure 1-2-5. In Figures 1-2-8 and 
1-2-9, the contours represent the standard deviation of the velocity error com­
ponents ( 1 or) in the North-South and East-West directions. 
Figure 1-2-10 gives the 50 percent error probability contours that the 
velocity error in any direction will not exceed the value indicated on that 
contour. 
1-2.9 ERROR BREAKDOWN - POSITION LOCATION 
Since the system uses four CTs to calibrate most of the parameters (such 
as baseline lengths, orthogonality, and phase biases) involved in the position 
location calculations, the accuracy of this calibration and hence the position 
location is dependent on the random CT phase errors and not on phase biases, 
baseline lengths, and orthogonality of baselines. However the CT surveys, the 
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satellite location, and the beacon altitude are used in the position location calcu­
lations and are not calibrated out., Thus any errors in these parameters will 
produce a balloon position location error. 
An analysis was made to determine the position location errors due to 
beacon phase noise, CT phase noise, CT survey errors, satellite ephemeris 
errors, and beacon altitude errors. Analysis results are summarized by 
Figure 1-2-11. The magnitude of the position errors is related to the magnitude 
of the error sources as specified in the legend. For example, if the satellite 
ephemeris errors were increased to 600 m normal error, 600 m in track error 
and 100 m radial error, the ordinate of the satellite ephemeris error contribu­
tion would be multiplied by 10. 
The error breakdown shows that the beacon and CT phase noise dominates. 
The previous results did not account for the case in which the calibration 
is slightly incorrect because, for example, the interferometer antenna phase 
centers did not track perfectly. Therefore an analysis was conducted to deter­
mine the sensitivities of position location errors due to errors not included in 
the simulation. Figure 1-2-12 summarizes the results. 
As an example of how these curves can be used, assume that the interferom­
eter antenna phase center shifts by 10 mm axially. This shift may be caused 
by the difference in frequency between the balloon and CT signals. The sen­
sitivity of position error to a change in the length of the baseline is seen to be 
about .125 km/cm. Thus a 10-mm shift in each antenna phase center in, opposite 
directions (the worst case) causes a position location error of 0.25 km. 
Now assume that the antenna phase center shifts normal to the baseline 
axis by 10 mm. This causes the baselines to be slightly nonorthogonal. The 
worst-case nonorthogonality error is 10 nun x 2 = 0.26 (The 75 m is75 m mrad. 
the baseline length and the factor of 2 accounts for the two baselines.) The 
position location sensitivity is about 1.5 km/mrad. Thus the worst-case posi­
tion error is about 0.41 km for the assumed phase center shift. 
1-2-17
 
2.0 .	 Beacon Phase 
E L 	 Noise Contribution 
0 
a 1.0 
0 \ 	 Lo 
0 La 
0.0 	 I 
-90 -60 -30 0 
Beacon Longitude 
0.04 	 CT Survey Error 

Contribution 

0.02 0 L= 
La 
.0.00 

-90 -60 -30 0 

0.8 	 Beacon Altitude Error 
Contribution 
0 Lo 
0.4 
0.0 
-90 -60 -30 0 
Figure 1-2-11. 	 Beacon 
2.0 CT Phase Noise 
Contribution 
1.0 0o 
0 La 
0.0I 	 :.0 
30 	 -90 -60 -30 0 30 
0.4 	 Satellite Ephemeris 
Error Contribution 
0.2 0 L= 
0.0I... .. 
30 -90 -60 -30 0 30 
LEGEND: -
Satellite Location (La, Lo = 00, -300) CT Locations: 
Rosman (La, Lo -35&, -83) 
Santiago (-33, -710) 
London (520, 00) -
Johannesburg (-250, 280 
1 u Errors: 
Beacon Phase Noise 10.6 © E = 900 
10.90 @ E = 200 
Beacon Altitude 100 m 
CT Phase Noise 0.4e 
CT Survey (Lo, La, h) 10, 10, 3 m 
Satellite Ephemeris (N,T, R) 60, 60, 10 m 
Beacon Latitude = 450 
l NOTE: All abscissas: beacon longitude
 
30 All ordinates: 1 a errors in km
 
Position 	Standard Deviation Breakdown 
1-2-18 
Beacon Longitude Midway Between Longitude of Ts 
-L=400 
K 
1 25 Beacon Phase Error 
1.25 CT Phase Error 
100 100 E 
- 0.75 0.75 
-J<1 0.5 050 . 
0.25 025 
) I -JI I I', , -
0 10 20 30 40 50 60 0 10 20 30 40 50 60 
Beacon Latitude, deg 
E 
Baseline Length 001 Phase Bias 
EE?S 025 -o5 baseline (D 01n5( 
000 10 20010 0000 2 30 40 '5 60 
< -025 0 05 
-050 0010 1 
Nonorthogonality 
0 
10 20 30 40 50 60 
z -1 
f-2 
*1 
Figure 1-2-12. Error Sensitivies 
1-2-19
 
The effect of random and bias phase errors on position location is also 
shown. Highly correlated random phase errors will also have highly atten­
uated sensitivities relative to uncorrelated random phase errors. 
The sensitivities were generated for a variety of geometries. As expected, 
the sensitivities are geometry dependent, but the results shown are typical. 
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Section 1-3 
PROPAGATION AND POLARIZATION EFFECTS 
The major propagation effects on the signals in an interferometer system 
are multipath due to reflection on the earth's surface and ray bending due to re­
fraction. Polarization of the transmitting and receiving antennas affects the 
multipath, but can also produce phase errors if there is a mismatch in the an­
tennas. 
1-3.1 MULTIPATH 
A signal transmitted from a weather balloon and received at a satellite 
interferometer will be disturbed by a multipath signal reflected from the earth. 
This multipath disturbance will distort the phase measurement and consequently 
produce a position location error. The multipath error can be very significant 
(see Table 1-2-3). 
The angle error is a function of the geometry and the multipath-to- signal 
ratio. Figure 1-3-1 shows the maximum position error resulting from multipath. 
The analysis is 2-dimensional, i.e., the interferometer arm is in the plane of 
the direct and reflected rays. The elevation angle E was chosen to be 20 deg. 
This figure shows that the multipath error is very strongly dependent on the 
signal-to-multipath ratio (SiR). At low altitudes, it is almost independent of 
the interferometer arm length expressed in wavelengths (-), but at higher
AL 
altitudes, the error decreases with increasing -. For a large SMR (35 dB to 
40 dB), the position error can be kept to values around 1 km. 
A study was made to determine what affects the SMR and how it can be 
improved. In general, the reflected signal will be spread over a frequency band 
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rather than being sinusoidal. This bandspread results from diffuse scattering 
and from the balloon motion or wave motion of an ocean surface. The multipath­
to-signal ratio may be expressed as: 
-1 FP 1 
- 1(SMR) = [-- [filtering factor] [Gdm -1 (I-3-i) 
The balloon antenna front-to-back ratio G can be kept to about 10 dB. The 
ratio of reflected power to direct power " 
P dmis a functidn of refle6tivity and 
geometry and will differ for land, sea, horizontal, and vertical polarization., The 
-filtering factor can be expressed as erf (M) where B is the equivalent 
filter bandwidth. In the system under consideration, BM is on the order of 0.1 
Hz. The bandspread is a function of geometry and furthermore depends 
linearly on the balloon velocity and the transmission frequency. The value 
2 /J2Z can be interpreted as the 2-sided "o10"bandwidth of the multipath spec­
trum. For the balloon system under consideration, the bandspread is of the 
order of 10 to 100 Hz. 
When all factors are considered and the multipath portion error is calculated, 
the curves shown in Figure 1-3-2 are obtained. The parameters chosen are a 
relative velocity of 30 kn/h, an interferometer of 400 wavelengths, and a sur­
face characterization parameter -l = 0. 1. (01 is the mean surface bumpTC 
height, while T is the correlation interval; hence 7 is the average slope incli­
nation.) The curves are for linear horizontal and vertical polarization, and 
present upper and lower bounds for circular polarization, for which case the 
error-will fall somewhere between the curves. Circularly polarized transmission 
signals are desirable, because on reflection the sense of polarization, would be 
reversed and would further reduce the multipath error. From the curves it can 
be seen that the multipath error is zero directly under the satellite, but increases 
as the elevation angle decreases. With effective narrowband filtering and an 
1-3-3 
antenna front-to-back ratio of 10 dB, a position location error of less than 1 km 
can be achieved. 
1-3.2 REFRACTION 
. Signals emitted from the calibration transmitters and the balloons will be 
subject to bending when passing through the troposphere and the ionosphere. The 
rays are deflected towards earth in the troposphere, follow a S-shaped path in 
the ionosphere, and then travel straight through the vacuum of space. This peace­
wise curved path of actual propagation will deviate by a small error angle from 
the straight path. 
This error angle can be calculated by using a ray tracing program. The at­
mosphere and the ionosphere are assumed to consist of thin concentric spherical 
shells with each shell having a fixed index of refraction. By using Snell's law, 
the path of the ray is traced through the medium. The curved path is then com­
pared to straight path, and the error angle determined. 
Figure 1-3-3 shows the resulting error angle. The model for the atmosphere 
is assumed to have a 100 percent relative humidity, which represents a worst 3 
case; the model for the ionosphere is assumed to have a Chapman distribution. 
The error angle was calculated as function of the elevation angle, with the signal 
frequency as parameter. All curves go to zero for an elevation angle of 90 deg. It 
can be seen that, for elevations above 20 deg, the error for 1600 MHz will be less 
-
than 10- 5 deg, which corresponds to a position error of 2 x 10 2 km. For a fre­
quency of 400 MHz, a 30 times larger error occurs at low elevation angles. 
The frequency-dependent part of the error is produced by the ionosphere. 
Partial correction of the refraction error is possible by prediction of the iono­
spheric bending. However, since the resulting position error is relatively small, 
no correction is necessary. 
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Figure 1-3-3. Refraction Error 
1-3.3 POLARIZATION MISMATCH ERRORS 
In the balloon-interferometer transmission link, the antenna polarization 
must be chosen appropriately. The best performance, i. e., least loss and least 
error, would result in the case in which linearly polarized signals were used 
and polarization would be matched.* 4 For the balloon- interferometer link, this 
case is impractical, because no capability exists to mechanically align the 
interf erometer antennas and the 'balloon antenna to produce the polarization 
match. Furthermore, a Faraday rotation of the polarization can be expected. 
Consequently, one of the link ends - transmitter or receiver - must be circularly 
polarized. 
*This approach was used for the ATSF&G altitude reference interferometer, see 
Reference 4. 
--3-5
 
The alignment of the polarization characteristics of the two antenna elements 
constituting an interferometer arm is limited by imperfection of technology. This 
imperfection in alignment, particularly in angular orientation of thepolarization 
ellipses, will appear in the measurement as an error component. This error 
component can be calibrated out, and the residual error generally has the nature 
of a phase bias. A case exists, however, in which the error becomes dependent 
on the geometry, i. e., orientation of the arriving beam with respect to the plane 
in which the interferometer elements lie. This orientation varies for the different 
ground stations and the balloons, and it would be difficult to remove the residual 
errorby calibration. 
The polarization error has been analyzed for different combinations of 
polarization. In this analysis, it was assumed that the maximum angle of signal 
*arrival with respect to the plane formed by the interferometer antennas does not 
exceed 10 deg. Furthermore, it was assumed that the axial ratio of the, inter­
ferometer antennas is no more than 0.5 dB and relative major axes of two polar­
ization ellipses can be kept within 2 deg of each other. The results are shown in 
Table I-3-1. 
Table I-3-1 
RESIDUAL PHASE ERROR RESULTING FROM POLARIZATION MISMATCH 
Calibration Approximate Residual 
Satellite Transmitter Beacon Electrical Angle Error Combinations 
LP LP 0.0 	 () 
LP 	 LP CP 5.0 (2) 
CP CP 0.0 (3) 
LP LP 0.0 (4) 
CP 	 LP CP 0.9 (5)
 
CP CP 0. 1 (max) (6)
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In the table, cases are shown for which the polarization of the calibration 
transmitter differs from the beacon polarization. It is noted that in these cases 
the errors are prohibitively large. The choice of signal polarization is between 
three possible combinations, i.e., (3), (4), and (6). Although (3) and (4) show 
no error, there will be a 3 dB polarization loss, which is undesirable, since 
this would increase the electrical phase error due to thermal noise. Consequently, 
it is recommended that circular polarization be used throughout the system. This 
will also be beneficial in suppressing multipath errors. The resulting maximal 
polarization error of 0.1 deg will cause, at most, a 0.08 km position error 
component. 
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Section 1-4 
SPACECRAFT SYSTEMS 
The interferometer position location system consists of spacecraft systems, 
a ground system, and balloon beacons. This section concentrates on the essential 
interferometer system elements carried aboard the spacecraft. 
1-4.1 ANTENNA ELEMENT 
Investigation of the requiiements for the interferometer antenna element 
showed that a circularly polarized antenna with a 22 deg beamwidth and 17.5 dB 
gain is necessary. To limit phase error effects, the antenna must also have 
high degree of polarization circularity (+0. 5 dB axial ratio tracking and ±2 deg 
polarization ellipse tilt angle tracking). The overall spacecraft design and en­
vironment also limit the antenna size, weight, and construction materials. 
The antenna candidates studied fell into two classes: aperture types and 
endfire types. The aperture types were the backfire, corner ieflector, turnstile 
array, and planar spiral or conical spiral. The endfire types were the helix and 
the Yagi-Uda. 
The tradeoff analysis showed that all the candidates except the backfire 
antenna would require arraying to achieve the desired beamwidth with the con­
comitant penalty of increased weight. Since the backfire antenna also has ex­
cellent polarization and phase center characteristics, it was chosen as the 
optimum antenna element. 
The backfire antenna consists of an axial surface wave structure made up of 
crossed dipoles (Yagi) with a large flat reflector with a rim at one end of the 
structure and a small flat reflector at the other end. The phase center was 
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measured on a simple model of this antenna. The stability of the phase center 
over the 22 deg beamwidth is 0.2 deg. It was observed that the phase centers 
of two antennas tend to track each other, which further reduces the effect phase 
center shifts. 
J-4.2 MECHANICAL SYSTEMS 
This subsection presents the significant conclusions of that portion of the 
study dealing with the mechanical subsystems. These studies include a prelim­
inary definition of the spacecraft attitude control system (ACS), a study of the 
dynamic coupling between the interferometer booms (baseline) and the spacecraft, 
and the environmental effects on the baseline. The baseline is defined as the line 
connecting the phase centers of the antennas. The antennas are mounted on sup­
port plates which are at the tips of a set of flexible booms. The motion of the 
booms, and therefore the apparent motion of the baseline, are affected by ACS 
perturbations, boom configuration characteristics, weights of the antenna 
element (boom tip weight), and the forces associated with thermal gradients. In 
the study, two boom configurations were considered: Astro Research Corporation's 
Astrocolumn and Fairchild Hiller's TEE (Tabular Extendible Element). 
In the space environment, the interferometer booms will deflect either 
symmetrically or antisymmetrically (see Figure 1-4-1), with the experiment 
affected primarily by the antisymmetric bending mode. The symmetric bending 
mode, which merely translates the baseline, is excited by stationkeeping. Gravity 
gradient and orientation controls perturb the antisymmetric mode, which rotates 
the baseline. Finally, thermal deflections are primarily symmetric, with an 
antisymmetric component of less than 10 percent of the total thermal deflection. 
A linear analysis of the disturbance torques, which included gravity gradient, 
solar torque, and lateral thrust misalignment, shows that an ACS torque level 
of 10- 4 foot pounds is required to maintain orientation. A nonlinear dynamic 
analysis of the interaction between the ACS and the motion of the baseline indicates 
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that a torque level as high as 10 - 3 foot.pounds would result in acceptably small 
deflections and rates of baseline deflection. The ACS logic used therein is a 
worst case on-off system which could be implemented with either reaction wheels 
or micro-thrusters. 
The boom configuration characteristics thought to have the greatest effect 
on the baseline motion are its stiffness and weight. These parameters, along 
with the satellite body's inertia, define the system's natural frequency and, 
given equal boom deflections, the higher the frequency the higher the baseline 
rates will be. As shown in Figure 1-4-2, the tip weight has little effect on the 
system frequency in the antisymmetric mode. Hence, it should have little effect 
on the baseline rates-as well. 
However, dynamic simulations of the equations of motion indicate that the 
average baseline rate is essentially independent of both the boom characteristics 
and the tip weight for tip weights between 2.0 and 15.0 lbs. The dynamic simu­
lation leading to these conclusions is characterized by the on-off ACS discussed 
above with a dead band of + 1 deg baseline rotation. Only local dynamics were 
considered in the simulation. Neither disturbance torques from external sources 
nor damping of any type were included. The initial conditions for each case are 
a "rigid body" roll rate of 10- 5 rad/s and a roll angle of 1.0 deg. Figures 1-4-3 
and 1-4-4 show the time histories of the baseline angular position and the baseline 
angular rate, respectively, for a typical simulation. It should be noted that the 
oscillations shown on the time history of the rate would also show up on the curve 
of position; however, the position change due to these oscillations is three orders 
of magnitude less than the scale used. 
Figure 1-4-4 yields the approximate baseline rate formula. 
-5 -6a= -1.05 x 10 + 2.5 x 10 sin 0.095t rad/s. 
The first term in this equation reflects the initial roll rate and would be -1.0 x 
10- 5 for a rigid body. The amplitude of the second term reflects both the tip 
deflection, in this case 0. 1 ft, the system frequency, and the angular rate of 
1-4-3
 
OOP 
(a). Symmetric Mode 
(b). Antisymmetric Mode 
Figure 1-4-1. 
0.05 
0.04N\
 
0.04 
Cr5 0.03 
z 
0.01 
50 
Boom Deflection 
Tip Weight 0 
100 150 200 
Boom Length, ft 
Figure 1-4-2. Natural Frequency for Antisymmetric Mode 
1-4-4
 
0.018 
0017 
c 0016 
0.015 
50 100 

Figure 1-4-3. 
2x 10-
5
 
10-5
 
0 
010) 
-2 x 10-5
 
50 100 

Figure 1-4-4. 
150 200 250 300 350 400
 
Time, s
 
Time History of Baseline Angular Position 
150 200 - 250 300 350 400
 
Time, s
 
Time History of Baseline Angular Rate 
1-4-5 
the hub. The argument of the sine term defines the system natural frequency. As 
stated previously, very little difference is found in the amplitude of either term 
regardless of the boom configuration or tip weight being simulated and in spite of 
large deviations in system frequency. 
Worst-case-calculations show that solar pressure, aerodynamic drag, and 
gravity-gradient deflections are negligible for all configurations. 
The environmental effect which can cause the greatest deflection is the 
thermal gradient across the boom. Fortunately, state-of-the-art techniques make 
it possible to virtually eliminate thermal gradients and thermal bending in an 
interlocked TEE with perforations and proper coatings. Thermal bending and 
twisting of an Astrocolunm should likewise be small because of the open type 
of construction resulting in uniform heating. 
Twisting of the boom tip will occur as the boom is extended. This would 
cause the antennas at the boom tips to point away from earth. This twisting is 
different from boom-to-boom and may be caused by an unpredictable imbalance 
of the stress distributions inherent in the tapes used to form the booms. The 
twisting is essentially a reproducible function of the length to which a particular 
boom is extended. 
The recommended method to circumvent problems caused by this effect is 
to include a rotary joint at the root of the boom, through which the boom is rotated 
after extension. The calibration transmitter signals can be used to determine the 
antenna pointing. 
1-4.3 ELECTRONIC SYSTEMS 
The satellite electronics combines the CT and beacon signals received by 
the interferometer antennas in a frequency multiplex, and transmits these to a 
central ground station. Frequency multiplexing is used to transmit each signal 
from the various interferometer antennas separately, allowing simultaneous 
reception and phase measurements at the central ground station. 
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Figure 1-4-5 illustrates the suggested implementation of the multiplexing 
repeater. The frequency offsets among the signals from the different antennas is 
achieved by use of offset local oscillator frequencies. The local oscillator 
synthesizer is provided with a 60-kHz reference signal, which is used within 
the synthesizer to produce a set of sevenlocal oscillator frequencies related by the 60kHz 
and its second and third harmonics. In this manner, the phase relationships 
among the appropriate antenna pairs with respect to the spacecraft-generated 
60 kHz and its harmonics are maintained. This reference frequency must be 
continuously transmitted to the central ground station, where it and its harmonics 
are used as the references for phase measurement. The continuous transmission 
is provided by the modulation of a subcarrier and the addition of this 60 kHz­
modulated subcarrier to the received signal just prior to upconversion to X-band, 
as shown in Figure 1-4-5. 
Generation of fourth-order intermodulation products in the upconverter or 
third-order intermodulation products in the output amplifier would result in ­
unwanted inband components which would interfere with the tracking loops and 
phase measurement. For this reason, the frequency translation device of the 
IF signal spectrum to X-band must be carefully designed to ensure low inter­
modulation products. For the output amplifier, a TWT operating far below 
(about 20 dB) its output capacity is recommended, since operation in this region 
will ensure satisfactory linearity. These topics are discussed further in subsection 
U-8.1. 
Figure 1-4-6 shows the typical spectrum format of the input to the repeater 
upconverter. Each block contains the signals received at one antenna. The ex 
panded signal block shows the CT signals along both edges of the band. Most of 
the frequency spectrum is used for the-balloon signals. On the average, there 
will be seven balloon transmissions received at any giveii time by a ground 
station, assuming 15, 000 balloons worldwide. 
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.1.4.4 MULTIPLE. ACCESS 
Since the balloons will be transmitting essentially at random times with 
arespect to each other and will use oscillators with low frequency stability, 
combination of frequency division and time division can be used as the multiple­
access.technique. A large number of balloons can be operated in the system 
because of.the low transmission time (10 s every 2 h) required of the balloons 
and because the bandwidth of the signals is low (20 Hz). 
The probability of obtaining a position fix given that a balloon transmits 
depends upon how close in frequency transmissions two balloons can be and not 
interfere with signal acquisition and the phase measurements. The probability 
of no interference from other signals given that a balloon transmits, Pno' can 
be .shown tobe 
P n exp. IN-8-(-At A I- -I 
where 
N, = number of balloons worldwide 
At " transmission time in s 
T = time between balloon transmissions in h 
Af = frequency band within which another transmission would 
interfere with acquisition or phase measurements 
W = bandwidth over which balloon transmissions are spread. 
For N=15,000, At,= 10 s,T=2h,Af= 100 Hz, andW=24kHz, this 
probability is 0. 97. Since two separate position fixes are required to obtain 
velocity; the probability of obtaining a velocity fix from two given transmissions 
is 0.94-. The probability of obtaining any two successive position fixes out of 
three (which would be-a 6 h period) is greater than 0.99. 
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Section 1-5 
BALLOON BEACON 
The primary components of the balloon electronic package are the timer, the 
encoder (data formatter and identification word generator), the transmitter, the 
antenna, and the power system. 
1-5.1 DATA TRANSMISSION 
In Figure 1-5-1, which is diagram of the balloon electronics package, the 
meteorological data points appear as analog voltages across some nominal im­
pedance. These data points are sampled sequentially under timer control along 
with some additional fixed voltages for calibration which will be required to at­
tain the requisite accuracy of 1 percent. The analog voltage is then converted to 
a digital form in an A/D converter. 
The format of the 10 s signal transmitted from each beacon is headed by 2 s 
of CW to facilitate acquisition at the ground receiver. This is followed by the 
necessary digital information. The digital format consists of the sequential 
transmission of the following blocks of bits! 
* 10 bits for bit timing* 
o 18 bits for frame synchronization* 
* 16 bits for ID word (including 1-bit parity check) 
* 9 bits for sensor calibration 
a 18 bits for meteorological data samples (2). 
• Approximate requirements 
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Figure 1-5-2 is a time diagram of the transmission. 
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Figure 1-5-2. Balloon Transmission Format 
The time available for data transmission is 8 s; hence the data rate is 8.9 
bps. 
1-5.2 IDENTIFICATION 
During the 10 s balloon transmission, a binary word of sufficient length 
(number of bits) must be modulated onto the carrier to identify the source of the 
transmission. For 15, 000 possible balloons, a 14-bit word length is'sufficient 
for this purpose. 
The signal-to-noise density ratio at the ground station will be in excess of 
+26 dB-Hz for all cases. The bit energy-to-noise density ratio will be greater 
than 13.5 dB (allowing 3 dB degradation in the system) so that a bit error prob­
ability of 10-6 should be easily obtained with phase-shift-keyed (PSK) modulation. 
Thus errors in decoding the identification word will be few, and it is suggested 
that merely one bit be added for parity check. This enables the detection of 
single errors, which will be virtually the only existing errors. The identifica­
tion word is shown as 16 bits in length to allow some expansion of the system. 
1-5.3 TIMER 
The function of the timer is to periodically activate the balloon electronics 
for a certain period during which the balloon transmits. The turn-on period will 
be every 2 h; during the 10-s active interval, the timer must provide for timing 
of the identification coder and the data encoder. 
The timer, consisting of an oscillator and divider circuits, operates con­
tinually, enables the transmitter circuitry at the preset intervals, and controls 
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transmission of the identification code (gating and bit timing). The timer oper­
ates as a free running clock during the lifetime of the system. The bit timing 
pattern, synchronizing pattern, and identification code are generated in a pre­
set register under control of the timer. 
An accurate timer for controlling the 2 h period is neither required nor de­
sired. By having a low accuracy timer, the transmission timer of the balloon 
packages will be random with respect to each other, as desired for multiple­
access reasons.
 
1-5.4 BALLOON (DC) POWER REQUIREMENTS 
An estimate of the power requirements is tabulated in Table I-5-1. The 
necessary solar cell array area is 2800 sq-cm. The weight of the array would 
be approximately I lb. 
Table I-5-1 
BALLOON PACKAGE POWER REQUIREMENTS 
Mode 1 (ON)"(in W) Mode 2 (STANDBY) (in W) 
Transmitter 4.0 0
 
Transducer Bias Circuits 0.3 0
 
A/D Converter 0.5 0
 
Code Generator 0.2 0
 
Timer Circuits 0.5 0.1
 
TOTALS 5.5 0.1 
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Section 1-6 
GROUND SYSTEMS 
1-6.1 ELECTRONICS 
The functions of the ground station receiver are to measure the phases be­
tween appropriate signals received at the interferometer antennas, and to demod­
butate the data sent from the balloons. As shown in Section 11-8, the signals re­
ceived by a partibular interferometer antehna occupy a predetermined portion of 
the received spectrum. The first function of the ground receiver after the base­
band signai is recovered is to filter the incoming signal spectrum into those por­
tions corresponding to particular antehnas and the reference frequency subcar­
rier. 
Next, due to large uncertainties in balloon transmission frequencies, a 
technique for acquisitioh and narrowband filtering is required. Figure 1-6-1 il­
lustrates 'the essence of this acquisition and filtering technique. A bank of nar­
rowband filters and detectors is used for acquisition. Each filter Will have a 
bandwidth of about 50 Hz, so that about 480 filters are required to cover the 24 
kHz within which balloon transmissions will occur. These filters are used solely 
to make the initial settings of the voltage-controlled oscillators of the phase­
locked loops for acquisition. 
In the steady state, the output of the filterdue to the signal input at antenna 
1 will be at the frequency WO, which is the frequency of a fixed stable offset 
oscillator used as part of the phase-locked loop. The output of the filter due to 
the signal input at antenna 2 will be at the frequency wo + Wr, where c r is the 
reference oscillator frequency in the satellite. This signal will be at phase 
Or +0 with respect to that signal from antenna 1. When the signal from antenna 
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2 is mixed with the recovered reference and filtered, the output will be at the 
offset oscillator frequency o I The 2 signals at frequency Wo are introduced 
to a phase measuring circuit to obtain the desired phase e 
It should be noted that, while it is necessary for the phase-locked loop to 
reach frequency lock so that there is cycle slippage, it is not necessary for com­
plete phase lock to have occurred before phase is measured. Any residual phase 
error of the loop is transferred to both signals and will cancel out when the phase 
is measured. 
Figure 1-6-2 is a diagram of the essential parts of the ground receiver con­
figuration. The bank of filters across the top of the diagram accomplished the 
separation of signal blocks, after which the acquisition and filtering of Figure 
I-6-1 is implemented with a bank of phase-locked. loops and mixers. Each 
phase-locked loop is designed to be capable of being set to track a signal any­
where in the 24-kHz band when the presence of a signal is detected. Also shown 
at the phase-locked loops are the data demodulators. 
The bandwidth of the phase-locked loops will be approximately 25 Hz. This 
will give a loop SNR of about 12 dB for the balloons at elevation angles of 20 deg. 
This gives an adequate margin for the loop to be able to acquire the signal. 
Since the filters used to locate the signals are 50 Hz apart, the initial setting of 
the VCOs will be within 25 Hz of the correct value. 
The time for a second-order loop to pull into lock under these conditions is 
about 0.1 s. Thus, essentially all of the 10-s transmission time is available 
for phase measurements. 
The actual phase measurement can be made using a digital phase meter. 
To decrease the standard deviation of -the phase measurements, many phase 
measurements are made during the 10 s transmission time, so that effectively 
an average over the 10 s is obtained. This gives an equivalent noise filtering 
bandwidth of 0.1 Hz for the balloon signals. 
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1-6.2 DATA PROCESSING 
Preliminary computer sizing estimates, indicate no inordinate data proces­
sing problems associated with the position location algorithm. The throughput, 
or equivalently the number of simultaneous solutions that must be generated in 
a given interval of time, is limited more by the phase extraction design than by 
the computational load. The phase extraction requires 10 s of averaging and 
can process 15 beacons' signals simultaneously (including ambiguity resolution 
and baseline survey). 
The worst-case situation for the data processor entails 15 position fixes 
every 10 s, or equivalently, an average of 0.67 s between position fixes. 
Table 1-6-1 gives a cursory count of the instructions involved in the position 
fix calculations excluding such things as data editing, data formatting, displays, 
and other auxillary functions. 
Table I-6-1 
PRELIMINARY INSTRUCTION COUNT PER BEACON POSITION CALCULATION 
Total Equivalent Additions per 
Function Quantity Equivalent Additions Beacon Solution plus 10 x Baseline Calibration Computations 
Add 40(140) 40 (140) 1440 
Multiply 100(250) 500 (1250) 13000 
Divide 11(4) 220 (80) 1020 
Square Root 4 (4) 80 (80) 880 
Trigonometry 2 40 40 
Shift, Log- 200(300) 200 (300) 3200 
ical, Read 
Totals 357(698). 1080 (1850) 19580 
indicates baseline calibration computations 
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The baseline calibration must be treated separately as its nominal solution rate 
is 0. 1 s whereas the beacon solution rate is 0.67 s. Table 1-6-1 indicates that 
the computer must perform about 20, 000 operations per second. This is cer­
tainly well within the state-of-the-art of many commercially available computers. 
Preliminary numerical analyses indicate that an accuracy (round-of error) of 
about 10- 6 is required throughout the calculations. This translates into a 21-bit 
word. 
Figure 1-6-3 is a functional flow diagram of the data processing. The left 
hand column describes the steps of the baseline calibration. Actually several 
simultaneous baseline calibrations are being conducted. In subsection 1-1.4 it 
was shown that the beacon signal ambiguity must be resolved in four steps which, 
in effect, establish eight separate coarse baselines plus two vernier baselines. 
The algorithms for each baseline calibration are identical, however. Data edit­
ing is achieved by comparing the actual phase measurement with the predicted. 
This approach makes maximum use of the small time interval between measure­
ments and the near deterministic physical motion of the booms. 
The curve fit to determine boom motion is envisioned as a low-order poly­
nominal least squares fit. The least squares fit provides estimates of each 
baseline's orientation and length as well as the derivatives of its motion. The 
fit also provides some additional CT noise suppression. 
The right hand column of Figure 1-6-3 is concerned with the beacon's loca­
tiofi. The beacon's ambiguity is resolved in the classic manner; an unambiguous 
fix is computed, with no provision for boom motion compensation, followed by 
the second and third levels of lane resolution. Finally, the vernier case (the final 
position fix) is computed, complete with boom motion compensation. 
The logic given in the lower right hand corner sets up the calculation and 
display of the beacon's velocity. 
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Section II-! 
SYSTEM CONSIDERATION AND TRADEOFF ANALYSIS 
The study plan called for study of an interferometer system for determining 
constant pressure weather balloon locations to an accuracy of 1 km. By periodi­
cally determining the balloon locations, the-velocity of the balloons and hence the 
wind velocity could be derived and used for weather prediction on a global basis. 
Many of the system parameters, s'uch as the interferometer baseline length, 
the operating frequency, and the type of 24 orbit into which the satellite would 
be placed, were subject to tradeoff. In fact, the position accuracy requirement 
appeared so stringent that it was also made a parameter, and methods were 
studied to obtain a velocity accuracy of 1 m/s (3.6 km/h), which could be 
obtained from less precise position data but which may be sufficient as an input 
to the computerized weather prediction model. However, during the study it was 
found that 1-km position accuracy could be achieved. 
This section presents the tradeoff studies and the rationale for system 
parameter choices. 
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H-1.1 RELATIONSHIP AMONG ELECTRICAL ANGLE, SPACE ANGLE, AND 
POSITION LOCATION 
A radio interferometer is used to determine the angular position of an RF 
signal source by measuring the difference in radio signal path length from the 
emitting source to a pair of antennas. Figure 1-1-1 shows the wavefront going 
through antenna element 1, but still at a distance d from antenna 2. This distance, 
expressed in terms of the baseline L, corresponds to the electrical angle y of 
the wave traveling between the wavefront and antenna 2. This results in the 
interferometer equation 
y= 21'-- singo. L (11-l-1) 
The angle 7, which is the phase difference between signals arriving at 
antennas A1 and A2 , will be measured, and from it q can be derived. If the 
attitude of the baseline is known in a reference frame, then the direction to the 
emitter can be determined. Although this is generally a complicated 3-dimensional 
problem which will be treated in Section 11-2, 2-dimensional considerations provide 
insight into the possible tradeoff between measurement accuracies and position 
location. 
The accuracy Ay with which V can be determined is limited by precision of 
instrumentation, system noise, and other interferences. The angular accuracy 
A95 as a function of Ay becomes 
L 
Ay = AP 27r- Cos ( . (II-1-2a) 
Since 0 <q:P< 90, 
cos uP 1 
and 
-
L -(II-1-2b) 
XIi­
The space angle uncertainty Ap equals the electrical angle difference uncertainty 
A6y multiplied by the magnification of the interferometer, which is 27T L 
Knowledge of the space angle to an accuracy Acp permits calculation of the 
balloon position to an accuracy AX, where it is assumed that AX is along the 
shell in which the balloon moves. For an explanation consider Figure 11-1-2. 
The angle between the direction of propagation (which is a line normal to the 
wavefront) and the local normal at the interferometer is fA. The uncertainty in 
determining p,, i.e., Ap, equals an uncertainty in p, i.e., Ap. For simplicity, 
the figure shows the interferometer in its nominal position, i. e., parallel to a 
plane tangential to earth' s surface. Since A fA= , one can write, applying the 
law of sines to the cross-hatched triangle, 
sin Aqp - Ao, AX inE(-1-3) 
r 
The relationship given by Equation 1I-1-3 is shown in Figure 11-1-3, which 
displays the required space angle as a function of elevation angle with position 
error AX as parameter. It is important to note that the required accuracy drops 
by one half order of magnitude (-0) between elevation angle values of E = 10 deg 
to 30 deg. This steep drop points out that a lower limit of the elevation angle E 
must be chosen for system design purposes. It will be seen later (subsections 
11-1-5 and 1-9-4) that the system can be made to work quite well between elevation 
angles of 20 deg < E : 90 deg. 
A relationship between the electrical angle accuracy Ay and the position 
location can be established by combining equations fl-1-2a and n-1-3. This yields 
Ay = 2wkL sinr E AX. (11-1-4) 
Figure 11-1-4 shows the relationship given by Equation 1-1-4 as a functionof 
elevation angle with-LAX as parameter. Figure 11-1-4 also illustrates the same 
effect of a rapid increase in required accuracy for very low elevation angles.
L.
 
Furthermore, it can be seen that, as -Lis increased for a given AX, the 
electrical angle accuracy requirement drops. 
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If the small angle approximation for the angle p is not made, Equation 
(11-1-4) would be 
&A/= 21LAX sinE -cos PeN2 Cs22 E ] V 2 (H1-1-5)-
where we have used the relation 
Pe + h Pe 
sin = cos E - cos E. (1I-1-6) 
Ps Ps 
11-1.2 	 POSITION LOCATION DETERMINATION AND VELOCITY DETERMINA-
TION TRADEOFF 
In subsection 11-1. 1 the position location accuracy AX was derived as a 
function of the electrical angle accuracy Ay. From Equation 11-1-6 follows 
A=Ayr e)2 2 -/
 
AiX Ay 2L sinE [CPs 2 cos E (11-1-7) 
The standard deviation a of the phase of a sinusoidal signal corrupted by 
Gaussian noise5 is given by 
1 = (11-1-a)
-y/2 SNR 
where SNR is the signal-to-noise power ratio. This equation applies when the 
phase of a noisy signal is measured with respect to a clean reference. if the 
phase difference y is measured between two noisy sine waves, each with the 
same SNR (and with independent noises), the standard deviation of error A y 
(or of the phase) would be 
1 
a7A (11-1-8b) 
Figure 11-1-5 graphically represents equations H-i-8a and II-1-8b. 
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The SNR of each signal can be expressed as 
SNR = Gs B 
with 
where Lp is the space loss, Gs is the satellite antenna gain, GB is the antenna 
gain of the balloon beacon, PB the effective radiated power produced by the balloon 
beacon, Nois the noise density, and B. is the receiver noise bandwidth. 
11-1-7 
Combining equations 11-1-8 and 11-1-9 yields 
orn 41r (1-1-10)N BGG (xBsB 
This relationship is shown in Figure 1-1-6, which presents the required equiva­
lent noise bandwidth for a given electrical phase measurement error with the 
balloon beacon power and the frequency as parameters. From the knowledge of 
the value of a AV , the standard deviation of AX can be determined using Figure 
1-1-4. 
It is of interest to investigate how the position accuracy aAX depends on the 
other system parameters. Combining equations 11-1-7 and 11-1-10 yields 
NBn r2 [i( Pe)2 2 E] -1/2 
o 2 G PBGB Ls iIEJ\ ) Cos(11-1 
This shows that the position accuracy is independent of the operating frequency 
for a given Bn, L, Gs, and PB' except for slightly increased noise figures at 
higher frequencies. The increase in the standard deviation of the phase measure­
ment due to increased space loss at higher frequencies is offset by the increased 
resolution capabilities at the higher frequency due to a higher --. However, more 
dc power will be required to produce the RF balloon power at the higher frequency, 
and the beacon cost may increase owing to the increased cost of higher frequency 
components. This result is important when it comes to choosing an operating 
frequency for the system. 
Next, the impact of the position accuracy on the velocity accuracy is examined. 
This tradeoff is discussed here using a 1-dimensional model and considering only 
the component of the position error caused by random noise errors. This approach 
simplifies the explanation and brings out the pertinent points. For the 3-dimen­
sional calculation, the reader is referred to Section 11-2 of this report. 
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The standard deviation of the velocity can be expressed as 
'F/ (I1-1-12)
"Av- T 
where T is the time between two position fixes and independence of the two 
fixes is assumed. 
This relationship is shown in Figure I-1-7. For a given position location 
error, the average velocity measurement-can be determined to a higher accuracy 
as the interval between measurements increases. For example, since the wind 
velocity may be needed to an accuracy of 1 to 2 m/s for weather prediction, for 
an interval T between measurements of 2 hours the position need only be 
determined accurately to 5 to 10 km to meet the requirements. This indicates that 
if wind velocity determination alone is the purpose of the system, the position 
accuracy requirement of 1 km might be considerably relaxed. 
H-1-3 CALIBRATION 
The interferometer baseline is defined by a line joining the two antenna phase 
centers and not by the shape of the booms. The baseline calibration (both length 
and orientation), therefore, involves determining the relative location of the 
antenna phase centers at the tips of the booms. Changes in orientation of the 
satellite's hub, thermal distortion of the booms, and transient fluttering of the 
booms all cause changes in the baseline orientation and length. Therefore, the 
calibration must be carried out sufficiently often to follow these baseline changes. 
The boom analysis shows that the resonance period of the booms is on the order 
of 60 s. The data link analysis indicates that, for 20 dBW ground transmitters, 
an acceptably low phase error can be achieved with only a 0.1 s integration. 
These two results indicate that phase measurements can be made often enough 
that the phase will not be smeared due to averaging in the presence of boom 
motion. 
A simplified explanation for one baseline calibration in the 2-dimensional 
case is shown in Figure 11-1-8. The simplified explanation is realistic, because 
in the 3-dimensional case the baselines'are calibrated independently. 
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The phase measurements y. and -2 across the baseline from ground transmitters 
1 and 2 are given by equations 11-1-13 and 11-1-14, as follows: 
- X cos (a+ 90 -f 1) (11-1-13) 
^2 = L Cos (-+ go (11-1-14) 
The unknown quantities of these equations are x and L. 
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Expanding the cosine terms and noting that a = L cos a and b = L sin z, these 
two equations may be written as 
27T
 
y 1 - ' [asinA,-bcosp1 ] (11-1-15) 
and 
v2=4] [a sinl,2 - b cos$ 2 1--6 
If L were presumed known, then only a remains unknown. Thus either Equations 
1I-1-15 or Equation 1-1-16 may be used, and the other equation is simple re­
dundant. When L is not known, these two linear algebraic equations may be 
solved as follows: 
a = [n'1 CoB + Cos ] (1 
b = 27sin(%_- l) [-_ 1 sin f± 2 sins 1 ]. (1-1-18) 
The solution for a and b constitutes the baseline calibration. 
11-1-12 
In the analysis of the 3-dimensional case, L has a third component. For 
determination of L, a third phase measurement from a third ground station is 
used to completely determine the vector L. 
The line-of-sight to the balloon is given by 
= X [a sin%() b cos c] 
with (11-1-19) 
Substituting 11-1-17 and 11-1-18 into H-1-19 and simplifying by approximating 
sin Dwith c and cos cl with 1 yields 
@B - (Y2 - 7+) YB + 2l - Y1 (1-1-20) 
Note that all references to the length and orientation of the baseline have been 
eliminated. Only the known angles p1 amd p2 and the measured values Y, and 
y2 are found. The significance of Equation 11-1-20 is that the critical parameter 
in the position location, i.e., LOSB (or in the 2-dimensional case, t) is not an 
explicit function of baseline length or orientation but rather a function of measured 
quantities and known angles. 
In a static environment, Equation 11-1-20 is corrected stated. However, in a 
realistic environment, where the baselines move about, all measurements must 
be time averaged m order to obtain the requisite phase accuracy. Thus, Equation 
1-1-20 should be written as 
92 - 81 WVM 1(t)(90-l 1) -Y2(t) (90-2) 
(PB (t + T) = +(1-1-21) 
Yat) -12(t) Y(t) - Y2(t) 
where tu indicates time averaging. Hence the measured value of y will be the mean 
of the variable, and if the time averaging is long, a problem may exist with re­
spect to the time to which the mean value refers. From Figure H-1-8, Aland p2 
are seen to be independent of a and, -therefore, not dependent on the boom motion. 
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Since 31 and y2 are measured 10 times a second, the maximum time skew 
between the calibration signals and the beacon signals is or 0.5 s. Thus 
asynchroneity of calibration and balloon signals is small and effect the position 
location only negligibly. 
Potentially, the greatest source of error which might be embedded in 
Equation 11-1-21 is that y1 , v2 and, yB are mean values without, as yet, a 
clear understanding of the time to which the mean refers. 
A correct formulation for these measured phases is 
k t k t+ dt (H-1-22) 
where yk* is the value of k if there is no boom motion. 
In Section H-1.8, a derivative for yk max is given, (see Equation 1-1-62). 
This derivative is 
ax- 2TL + Am w (11-1-23) 
As pointed out in Section 11-1.8, 1>> Am cL2 , and; 2 deg/s for -=400.Ymax 
Assume y is a constant over the integration time. The worst effect -2 can 
have on h is given by 
t+r 
IJ 2t dt r(deg). (11-1-24) 
t 
On the other hand, if the averaging interval straddled the time of maximum 
(this is equally likely as the worst case), 
2t dt = 0. (11-1-25) 
Tt­
11-1-14 
The CT signals with their higher ERPs require T = 0.1 s. Thus a worst case 
y for the CT phases due to boom motion is 0.10, and on the average, the error 
will be much less than the random part (0.40). Consequently, with the CT phases 
measured 10 times a second, the effect of boom motion on the calibration is 
small. Thus, the time of the mean value is of minor importance, and the mean 
value is assumed to apply to the end of the integration interval. 
Unfortunately, this conclusion cannot be extendedto the balloon signals be­
cause their ERP is much less, and to achieve the required phase accuracy, T 
must be greater than 0.1 s. For the low ERP balloons, 7- has been calculated to 
be 10 s. 
Reconsider Equation f1-I-19 in the sense that yB is a time averaged variable, 
i.e., 
t+TJ LI~=~T [a (t cosJ.- b (t)sin%]bIdt (11-1-26) 
t 
and a(t) and b(t) indicate that the baselines (booms) are moving. With the assist­
ance of Figure II-1-8 .it is seen that cB is a constant in Equation 11-1-26. Hence 
t+r t+­
t =f at - sin b(t) dt] (11-1-27) 
tt 
The significance of Equation 11-1-27 is that its integrands are known, and for 
practical purposes, they areknown"on a continual basis by virtue of their deter­
mination 10 times a second. For example, with - = 10 s, a(t) and b(t) would be 
computed 100 times. Coupled with the low period of oscillation of the booms 
= I cycle/60 s), the truncation error associated with the numerical inte­
graion is less than 0.001 deg. 
Wenowtreat a(t) as a(ts) + Aa(t) and b(ts) +Ab(t) where a(ts) and b(ts) refer 
to the baselines at an instant of time ts and Aa(t) and Ab(t) are the changes in the 
baselines after the time t has passed. The time t physically would be the start 
of the balloon"integration interval. 
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Equation 11-1-27 may be rewritten as 
2 T [cos % a(ts) - sin 4) b(ts)] 
ts+ " ts+t -
+ L[cos 
o 
f 
tf 
Aa(t)dt - sin f_+Ab(t)dt 
ts 
(11-1-28) 
The second term on the right hand side of 1-1-28 is the boom motion compen­
sation, andyis the measured phase; the first term on the right-hand side is the 
phase measurement corrected for the boom motion. 
The net result is that, with vB corrected for boom motion via Equation 11-1-28, 
Equation 11-1-21 has no significant errors other than the randomness in the meas­
urements of , an 
1-1.4 AMBIGUITY RESOLUTION 
Since the baseline will be many wavelengths long, many ambiguities will 
exist in the phase measurements, space angle, and resulting position location; 
these, of course, must be resolved. A short baseline can be added to the system 
or a differential baseline can be used. Figure H-1-9 illustrates these two methods. 
The short baseline method has a physically short baseline L3 . The differential 
baseline is formed by the difference of the two lengths or 
L, - L2 = L (11-1-29)1 2 3 
if we want the same equivalent length. 
For the long baseline, we measure the electrical phases y1 1 and y 13 . 
Because the phase measurements are modulo 27r, we have 
yL 
2T L sin ;n = 0, 1, 2,. . . (11-1-30) 
21
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where p is the space angle. Use of the small angle approximation yields 
• 2(vu-vis)± nA rad (II-1-31), 
so that ambiguities occur in space every - rad. Since the short baseline 
L3, no ambiguities are wanted, L3 will be restricted so that 
-T <2L3 sin <+ IT. (11-1-32) 
For a satellite at snychronous orbit, the space angle can vary from about 
-9.6 deg to +9.6 deg (allowing some satellite attitude error) so that we must be 
able to resolve the space angle in this' range. Any other space angle is physically 
L 3impossible for a balloon. This gives a maximum value of 3 for 
If the standard deviation of each phase difference measurement is 0 A' the 
standard deviation of the space angle measurement for the short baseline is 
r(--A f2 ' L) (11-1-33) 
11-1-17 
Thus the standard deviation of the space angle measurement by the short baseline 
compared to one half of the ambiguity interval is 
0 aA (short baseline) . (11-1-34) 
2 ambiguity interval 3 
We would normally want this to be one-third or less so that an error in ambiguity 
resolution occurs less than 1%of the time. For a aAY of 1 deg and L3 =3X, for 
example, we would be limited to a long baseline of about 350 wavelengths. 
For the differential baseline measurement, we form the quantity
 
21" (L1 - L2)
 
11- 212+Y 13 - T _ sin 9
 
•27T L3X 	 (11-1-35) 
YSince the standard deviation of each phase is A) (since for a phase difference 
it is oA), the standard deviation of the space angle is now 
a 14- FA 	 (11-1-36) 
The ambiguity 	interval to be resolved is approximately since each of thebaselines L 	and is approximatelY2L Therefore 
(L1 L2) ap r xi a el y 
4 ir L3 (differential baseline). (1-1-37)1 ambiguity interval 
The performance is, therefore, comparable to that of the short baseline. 
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Figure 1-1-10 shows the system proposed to resolve ambiguities for the 
balloons. The ambiguity resolution steps for the balloons would be as follows: 
a. 3X baseline - no ambiguities 
b. 20X baseline - resolved by 3X baseline 
c. 190) baseline - resolved by 20X baseline 
d. 400X baseline - resolved by 190X baseline. 
The 20X baseline is a differential baseline (210X minus 190)). If, in the final 
system design, the links have sufficient margin, resolution from the 20), base­
line to the 400X baseline in one step may be possible. 
It should be noted that no necessity exists for the baselines tobe colinear in 
order to be able to resolve ambiguities, as illustrated in Figure 11-1-11, in which 
the short baseline L is used to resolve ambiguities in the long baseline L2 . 
The location of the baselines is known through the calibration signals, so that 
the angle I is known. It remains to find the angle e of the incoming signal with 
respect to a reference, say the normal to the baseline L2 . The phase difference 
y across the short baseline isL1 
27L sin (1-1-38) 
and since (p1 is known, (p can be solved for directly. 
The discussion of the problem up to this point assumed that the baselines 
are known from the calibration process, where the angles between the baselines 
are known. The techniques analyzed above will, therefore, work for the 
balloon signals but not for the CT signals, where the calibration process is used 
to determine the lengths of the baselines and angles between them. 
During the study, this problem was addressed in sufficient depth that it is 
now believed that a viable solution can be postulated. However, additional work 
is required to complete the logic of the solution in three dimensions. The 
2-dimensional solution is discussed below, augmented by the results of the analysis 
and simulation. 
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T1-1-20 
The basic idea is again based on the fundamental equations 11-1-13 and 
11-1-14. These have been'repeated here for convenience, with modification made 
to the left.hand side to introduce the ambiguities. 
m + 2irk' I -- cos (a + (11-1-39)v  = 21T _ L 90-$~l) 

1 1
 
mn 2w Ly + 21r k = - cos (o'+ 90-fl2) (11-1-40) 
2 X 
where k1 and k2 are integers and constitute the missing wavelengths in the 
measurements (denoted here by -I and y2 ). The unknowns in these equations 
are kl k and a. For the present, it is assumed the L is known. An additional 
very important constraint is that k and k2 must be integers. 
From the error analysis it was learned that the error in -/1 or y2 must be 
less than 0.4 deg to maintain a satisfactory calibration accuracy. However, an 
error in k1 and k2 causes an error of 360 x n deg, where n is the number of 
missing wavelengths. Thus one missing wavelength causes 900 times more error 
than the random error and will, therefore, amplify the error in a by 900 times. 
The approach to determining k1 and k2 , then, is to determine the integers 
k and k2 which minimize the disagreement of a obtained via equations 1-1-39 
and 11-1-40. 
Preliminary analyses indicated that, for an arbitrary a, this approach was 
unfeasible from a logical viewpoint; the combinations of k1 and k 2 for L 
caused inordinate computationalproblems. However, the boom flexure analysis 
indicated that the non-colinearity was small or, equivalently, k1 and could­k2 
only assume a small range of integers. Thus, the approach appears practical. 
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An analysis of the technique was conducted. Figures 11-1-12 and 11-1-13 show­
the results. The logic used to generate the curves is as follows: 
L m m 
Give -L-, f1t m 2 , an upper and lower bound on kland k2 , a 
value for k is selected. An a which satisfies Equation 11-1-39 is then computed. 
The same aY is entered into Equation 11-1-40, yielding a value for k2 . However 
k2 must be an integer, and if it is not, the value for kI cannot be correct. Thus 
kI is changed by one integer, and the entire process is repeated until the computed 
k2 is an integer. 
The confusion factors which could lead to erroneous solutions for kI and 
In mk2 are the error in Y, II 2 ' and L. 
From Figure 11-1-12, an error in the calculation of k2 of one integer causes 
the computed value of k2 to have a noninteger solution of AkB 0.015. The 
equivalent phase error is 0.015 times 360 or 5.5 deg. In other words, if Am1 
or Av 2 where 5.50 , a false solution for the ambiguity could be made. The 
probability of a phase error that large for the CT signals is negligibly small 
(about 10 ). 
The other possibility is that L is incorrect. The variation of y with respect 
2v 1 
to L is - cos (&+ 90-fpl) = (a+ 90.f 2) cycles/r. Since X - 0.2 m 
and a + 90 - < 100 it follows that 1/2 cyckes/m. Therefore, 
to avoid an error in k due to an error in L, AL< 0.015/0.5 = 3.0 cm (about 
1-1/4 in.). Again, a baseline length error of this magnitude is considered very 
unlikely. Thermal effects are well below this magnitude, and initial deployment 
can easily be measured to considerably better than 1 in. by monitoring the 
mechanical reel. 
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The ambiguity resolution begins with the shortest baseline which has no am­
biguities. The orientation of this baseline is computed. An estimate of the phase 
to be measured by the next larger baseline is made to limit the range of k1 and 
k 2 . The phase measurements are then made for this baseline, and the true 
values of k1 and k2 determined. This enables one to compute the length and 
orientation of this baseline, which is used to provide an estimate of the next larger 
baseline, and so on until all baselines have been calibrated. 
Since the baseline motions are relatively slow and the solution rate high, it 
is very probable that all eight baselines would not have to be calibrated 10 times 
a second. Only the vernier baseline must be calibrated that often. However, 
the computational loading analyses have assumed that all eight baselines are 
calibrated 10 times per second. 
11-1.5 LINK CALCULATION 
Link calculations are presented for the following emitters: calibration trans­
mitter (ground station), and balloon platform. The link budget for the calibration 
transmitter exhibits a reasonable margin, and therefore the link budget is 
calculated only at the worst case for this emitter. The link budget for the balloon 
platform, however, becomes marginal at low balloon elevation angles; therefore 
this particular link budget is calculated over a range of elevation angles (20 deg 
to 90 deg). 
The power received at the terminals of any particular interferometer antenna 
from a balloon emitter is given by 
pR = pB GB GRHL (11-1-41) 
p 
11-1-25
 
where 
PR = signal power received 
PB = emitter output power - 1 W 
GB = gain of emitter antenna = GB (E) 
GR = gain of receiving antenna = GR (l) 
L = path loss = L (r). 
To perform the link calculation as a-function of the elevation angle E, the above 
quantities (GB, GR' and L ) are expressed as functions of E. For the balloon 
antenna pattern, the values of gain (GB) versus E may be taken from the radiation 
pattern shown in Figure H-9-3. The satellite antenna gain GR is approximated 
by 
GR = 50 (sin x/x) 2 (11-1-42) 
with x = 7.3 sin (p. This was chosen for a fit to the gain and -3 dB beamwidth of 
the interferometer antenna given in Section 1-6. The angle p is related to the 
angle.E by the following relationship (see Figure 11-1-2 and Equation 11-1-6): 
Pe+ h 
SinP =- cos E .(-1-43) 
Ps
 
Using the law of sines, one finds that the range r is directly related to E by 
the equation 
r =cos E cos + arcsin CoscPs (11-1-44) 
The 1-way path loss L is directly dependent upon r ; and in turn upon E by 
Equation H-1-44. 
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Table -1-1 
LINK POWER BUDGET 
(Emitter through Spacecraft-to-Ground Receiver) 
Emitter 	 Calibration Balloon 
Transmitter E = 200 E = 30 E =,90 
Transmitter Power (dBW) 0 0 0 
Transmit Antenna Gain (dB) +0.7 +3.0 +2.2 
ERP (dBW) 20 +0.7 +3.0 +2.2 
Path Loss (dB) 
-189 
-188.5 -188 187.5 
Polarization Loss (dB) 
-0.5 
-0.5 -0.5 -0.5 
Interferometer Antenna Gain (dB) +15 +15 +15.5 +17 
Received Signal Power (dBW) 
-154.5 
-173.1 -170.3 -168.9 
Receiver Noise Figure (dB) +4.5 +4.5+4.5 +4.5 
Receiver Noise Density (dBW/Hz)) 
-199.5 
-199.5 -199.5 -199.5 
Signal-to-Noise Density Ratio 
(dB-Hz) +45 
-26.4 +29.2 +30.6 
Time or Bandwidth Enhancement 
Factor (dB) 0 10 10 10 
Final Signal-to-Noise Power 
Ratio (dB) +45 +36.4 +39.2 +40.6 
Resultant Ay of Phase Measure- 0.330 0.90 0.60 0.5 
ment, (electrical deg, due to
 
thermal noise)
 
- 1/ 2 
a = standard deviation = 57.3 (SNR) 
SNR = power signal-to-noise ratio 
1 s effective integration time. 
** 10 s effective integration time. 
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Using the above equations to evaluate the received signal from the balloon 
emitters, the link power budget and resultant standard, deviation of the phase 
measurement is given for 3 values of elevation angle in Table H-1-1. Also 
given in this table are the link budgets for the ground calibration transmitters 
(CTs) with an ERP of 20 dBW. Then iI Figure 11-1-14 the. SNR and phase measure­
ment standard deviation for the balloon emitter are plotted over an elevation 
angle range from 10 deg to 90 deg. It is evident from Figure 11-1-14 that the 
judicious choice of a balloon antenna pattern has provided a relatively flat curve 
of oy for E greater than 20 deg. 
11-1.6 ORBIT CHOICES 
Two classes of orbits were investigated during the study: geostationary 
and zero eccentricity inclined. The later class of orbits was investigated be­
cause, at the outset of the study, it was believed that coverage in the extreme 
latitudes with the required accuracy could only be achieved with inclined orbits. 
This belief was verified during the study. The error analysis shows that the 1 km 
accuracy is achieved using geostationary satellites for latitudes less than 60 deg. 
Another concern at the study outset was the extent of the detrimental effect 
of the satellite motion apparent with inclined orbits on the velocity estimate. The 
error study showed this effect to be small compared to the geostationary orbit 
case. Thus the choice of inclined or geostationary orbit becomes primarily 
dependent on the coverage requirements. Such factors as orbit perturbations and 
booster payload tradeoffs were not considered. 
Polar coverage can only be achieved with inclined orbits. As seen from Figure 
11-1-15, three or four geostationary satellites will provide full world coverage 
for less than 60 deg. A tractable compromise between the number of satellites 
and the accuracy coverage requirement may be to incline one of the satellites 
about 30 deg. This inclination would provide between 5 and 7 hours of polar 
coverage each day at the expense of mid-latitude coverage for an equal period 
of time, e. g., when the satellite is at its maximum northern latitude, 30 deg 
south latitude is the limit of coverage. 
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Figure 11-1-15. Coverage with Position Location Error less than 2 km 
11-1.7 MULTIPLE ACCESS 
Two types of multiple access were considered for this application: 
a. 	 Time division using interrogation of the balloons 
b. 	 A combination frequency -and time division system using randomly
transmitting balloons. 
The time division system rbquires a decoder and receiver in each balloon, where­
as the randomly transmitting balloon system requires a timer. The time division 
system would simplify the ground station and possibly save a small amount of 
bandwidth. Since there may be 15,000 balloons in an operational system versus 
three ground stations, cost considerations dictate using the simplest balloon 
package. Therefore, a random system wherein each balloon is controlled by a 
preset timer was chosen. The timers are set at random starting times and are 
of low accuracy, so that the balloons essentially transmit randomly with respect 
to each other. 
Frequency division comes about because of the low stability of the oscillator in 
in the balloon. With a frequency stability of one part in 10 5, there will be a fre­
quency uncertainty of 16, 000 Hz at 1600 MHz. Because of the low data rate (less 
than 10 bits/s) and biphase modulation, the bandwidth of the signals is low. 
Since two position fixes are required to obtain the velocity, two important 
requirements of the meteorological models which are used to predict weather 
impact the transmission patterns, namely: 
a. 	 The time between position fixes used to determine velocity 
b. 	 The time between successive velocity determinations. 
Indications are that a 2-hour velocity average is satisfactory, and a velocity 
determination every 6 hours is adequate. Two transmission patterns are suggested. 
One pattern is for the balloon to transmit pulses in a group, with the pulses 
separated by, say, 1 h, and the group of pulses repeated every 6 h. The second 
transmission pattern is to transmit a pulse every 2 h. Because it requires the 
simplest timer, the second method is considered in the analysis below. 
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To determine the performance of the randomly transmitting balloon system 
from a multiple-access point-of-view, we must determine the probability of 
interference between signals. Let 
tr= probability that a given balloon transmits in At s in the frequency 
interval Af within the field-of-view of the satellite considered. 
Assuming randomness in transmission times, this probability can be expressed 
as 
Ptr = (A )(Af) (1-1-45) 
where 
At = pulse length in s 
T = time interval between transmissions in h 
W = bandwidth over which balloon transmission frequencies are 
spread (assumed uniform distribution in this calculation) 
Af = frequency band within which another transmission would 
interfere with acquisition or phase measurement 
Let 
P = probability that no other balloon transmission 
no interferes given that a particular balloon transmits. 
This last expression is given by 
(11-1-46)Pno = [1 -Ptr] NBl 
where NB = total number of balloons in the worldwide system. The balloons are 
assumed to be distributed randomly worldwide, so that each balloon has a prob­
ability of approximately one-third of being within the field-of-view of a particular 
geostationary satellite with earth coverage. On the average, there will be a 
NB
 
B balloons in view of a given satellite, and this is, of course, included in the 
formulation above. 
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For Ptr << I and NB>> 1, we have 
Pnoa!exp [-N B Ptr] (11-1-47) 
so that 
P[ exPL N- 4 1 (H-1-48) 
no=Loo 1?. wy 
6The exponent is given by 1. 45 x 10 - NB for the following values of parameters: 
At = 10 s 
T =2h 
Af = 100 Hz 
W = 24,000 Hz.
 
Thus, for 15,000 balloons worldwide, the probability of no interference for a 
given transmission is 0.97. However, the important consideration is the prob­
ability of obtaining a useful pair measurement so that a velocity determination 
can be made. 
The probability of no interference for two successive transmissions from a 
balloon is (Pno) 2 or 0.94. The probability of no interference for at least two 
successive transmissions out of three transmissions (which would be 6 h) is 
PnoPn 2 ,no[3-2 Pn] which, for this condition, is greater than 0.99. 
The next factor to be determined is the number of sets of phase measuring 
circuits required for the balloon signals. The average number of transmissions 
NB
 
initiated per second by the balloons is 3600T or 2.1/s. For each station, it 
would be 0.7 transmissions/s average. If there are M sets of phase measuring 
circuits, the probability that a given transmission is not lost because of a lack 
of phase measuring circuits is equal to the probability that, in the proceeding 
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10 s, fewer than M balloons initiated transmission within the satellite's field-of­
view. This is given by 
M-1 NB 
 k ( 
_p) Ik(11-1-49) 
k= 0 
where 
4
= At -4.63 x 10 - .P-10800T 
This probability, because of small p and large NB, can be approximated by 
M-1 -NBP
Z e (NBP) (11-1-50)
 
k=0 
For NB = 15,000 balloons, this probability will be greater than 0.99 if M, the 
number of sets of phase measuring circuits per station, is 13 or more. 
11-1.8 BOOM MOTION EFFECTS 
Assume that the motion of the apparent baseline, i. e., the line connecting 
the two antennas (as shown in Figure 1-1-16), has a motion consisting of a 
constant angular velocity plus a sinusoidal component. The space angle between 
the normal to the baseline and the local vertical can be approximated by 
a (t) = ac + t + Am sin w2 t. (11-1-51) 
Consider the point in space where antenna 1 is located at the time t = 0. 
Let the signal at that point in space be 
S1 (t) Cos (&t + ). (1-1-52) 
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Figure 11-1-16. Effect of Boom Motion on Electrical Phase 
Because of the boom motion, antenna I has a velocity given by 
V1 (t) t [w i±+ Am COS w2 t] (II-1-53) 
The portion of this velocity normal to the wavefront is 
V ICos (a+) V
 
where 0 is the space angle between the beacon line-of-sight and the local vertical. 
The approximation holds since the angle will not exceed 100 
The single voltage induced in antenna 1, including the effect of its motion, is 
v1 = cos[w -1) t + e - L Am sin w 2 ]. (11-1-54) 
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The signal voltage induced in antenna 2 is given by 
V2 Cos 1L ++ 2c/ o+ 2- -- A m Int+sinsw2t + 2Lsin(a+$)• 
(11-1-55) 
One of these two signals is translated in frequency by the reference oscillator 
aboard the spacecraft so that it becomes 
V I {[ LWI)+ L+ 

= Cos + - + wr ]t+6o+6 r Asinw2 t 2' [ \ 2c /2 m 
+ 2irL sin (1+ 1(-1-56) 
X 
where the reference signal is given by 
Vr cos [Wrt+Gr] (11-1-57) 
On the ground, these two signals are mixed so that we recover the signalV"==Cos +-4A -

A sinlw2 t+ 7iniCa+Ki 
=cs (wLW1 +w~ 6~ L 
(H-1-58) 
The phase difference of this signal and the reference signal (measured on the 
ground) is given by 
yMt) (t=(2fL W ) + > + 2in H)- t sin (a+ 
The time dependence of this phase is due to the boom motion. If the boom 
were stationary, w 1 and Am would be zero so that we would have 
S=2L sin (a + )• (1-1-60) 
t 2L Am s 27>L (1-1-59) 
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The actual phase measurement is an average phase, -m, obtained over the time 
interval 7-or 
t+r 
= -
-Ym y (t) dt.
 
T 
 t 
Use of the model yields 
7 2gTL +47T LA I 	 im-	
- 1 (-- -0 + f in ssm 2 2 (tj) 
+ sin (a 	 (11-1-61) 
The three characteristics of the time dependence of the phase and the 
measurement which are of interest are: 
a. 	 Maximum rate of change of phase 
b. 	 Total phase change over the measuring interval 
c. 	 Average phase over the measuring interval compared to phase 
at (say) center of measuring interval. 
The maximum rate of change of phase is given by 
2 7 L. +A W 	 (11-1-62) 
+7max x K W1 A mW2)" 
The values for the constants for the flexible boom considered herein are (see 
Section Hl-7): 
W,1 	 = 1.05 x 10- 5 rad/s 
W2 = 0.095 rad/s
 
5
A 	 = 2.6x10- rad.In 
For this example, with a 400-wavelength system, the maximum rate is 1.9 deg/s. 
This will determine the maximum measuring time interval allowed to accurately 
follow the boom motion. For a time interval of 0.1 s, the maximum phase change 
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is 0.2 deg or + 0.1 deg if considering the phase at the center of the interval. 
Most of this change is due to the constant angular rate w 1, rather than the 
oscillation. 
The total phase change over the measuring interval r is 
)-, S(t+ + m [Sin ,,2 (t+ r)- sin (W t)] 
2T L) [si--(t++ 2T 
____ I r+2A cos 2(t+22)Sin . (11-1-63) 
The maximum value of this phase change for the same values of the para­
meters and for a measuring time interval r of 1 and 10 s is 1.87 deg and 
18.4 deg, respectively. 
The phase in the middle of the measuring interval T is given by 
v~t±E) (t+)+sil(a+P]=~~P[w1 (t+!) + Amsinco 2 
(11-1-64) 
Comparing the measured value cm with this yieldsL21 
- V (t + -1 sin (11-1-65) 
Note that the constant angular rate w 1 does not appear in this expression be­
cause we are making the comparison with the phase value at the middle of the 
measuring interval. 
The maximum value of the above expression for the same value of parameters 
used before is 0.001 deg for = 1 s and 0.066 deg for r= 10 s. 
From the above, it is obvious that calibration must be performed continuously. 
When an average phase measurement is used, the compensation term can be 
calculated[ras an average over the same measurement interval, or the term can 
be calculated as the value at the center of the interval. 
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11-1. 9 CHOICE OF OPERATING FREQUENCY 
The original frequency considered for the transmission link from the balloon 
to the interferometer was 400 MHz. However, it soon became apparent that there 
are important advantages to using a higher frequency, and 1600 MHz was selected. 
All considerations were based on using a fixed physical baseline length so that, 
at a higher frequency, the length increases in terms of wavelengths. 
The advantages are: 
a. Error in position location due to thermal noise is 
frequency for same ERP 
independent of 
b. Electrical phase accuracy requirement is less fo
location error 
r given position 
q. Multipath errors are smaller 
d. Refraction errors are smaller 
e. Antennas are smaller and lighter. 
The disadvantages of using a higherf frequency are: 
a. More dc power is required in balloon for same ERP 
b. There are more ambiguities to resolve 
c. SNR is smaller and data transmission capability decreases. 
d. Higher frequency uncertainty increases the acquisition problem. 
The first advantage is the reason that an increase in frequency can be 
realistically considered. The space loss is proportional to the square of the 
frequency. However, the accuracy of the electrical angle measurement is pro­
portional to the square root of the signal-to-noise power ratio or inversely pro­
portional to the frequency (for given ERP, etc.). Since the required electrical 
phase measurement accuracy for a given baseline length is inversely proportional 
to frequency, the location accuracy of the system due to thermal noise is inde­
nendent of the frequency. 
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The higher operating frequency would then mean that relatively fixed electri­
cal phase errors become less important. Instrumentation problems would be less 
severe since larger electrical phase errors are permissible. 
At higher frequencies, errors in position location resulting from multipath 
will be smaller because: 
a. Reflection coefficients are lower at higher frequencies 
b. Multipath signal tends to be more diffuse 
c. Spectral broadening of reflected signal due to motion of balloon 
is greater. 
These effects are discussed in detail in the multipath section of the report. 
Another advantage of higher frequencies is that refraction errors are smaller. 
In addition, the antennas in both the balloon and satellite are smaller and lighter. 
The major disadvantage of a higher frequency is that more dc poiver will be 
required in the balloons. This requires more solar cells, of course, and a larger 
battery, if one is used. The batteries are the most difficult items to make frangi­
ble and are the most susceptible to the extreme temperature variations. In addi­
tion, the higher frequency components would be somewhat more expensive. 
Since the signal power-to-noise density ratio is less at the higher frequencies, 
the possible data transmission rate decreases. However, because of the low data 
rates required, the SNR is sufficient at 1600 MHz. 
The ambiguity resolution becomes more difficult, but at most it would re­
quire an additional antenna and associated equipment in the satellite, plus some 
additional processing in the ground stations. 
The higher frequency, for a given oscillator stability, increases the fre­
quency uncertainty in transmitted signals. This eases the multiple-access 
problem, but increases the acquisition problem. 
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An L-band frequency would also make the equipment compatible with the 
equipment planned for other satellite applications for location and communication 
with aircraft. 
The overriding considerations in choosing 1600 MHz instead of 400, MHz for 
the operating frequency were the advantages from a multipath standpoint and the 
fact that the required phase accuracy is less for a given length baseline. 
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Section 11-2 
ERROR ANALYSIS 
This section is divided into four parts to facilitate the derivation of the com­
bined error equation. Figure 11-2-1 shows the geometric relationships of the 
problem. First, the errors in the position location are given as functions of the 
line-of-sight vector LOSB, the satellite radius vector the 0 , and the balloon 
posit n Ipe +h Second, the errors in LOS are given in terms of the base­
lines L 1 , L2, the phase biases, and the beacon phase noises. But since L1 , L 2, 
and the phase biases are constantly being estimated (calibrated) from the CT 
signals, the third step consists of expressing the errors in these terms as 
functions of CT phase noise, phase biases, CT survey errors, and ps. The 
final step combines all expressions to yield one composite error equation. The 
resulting matrix equation is much too complex to investigate analytically, hence 
a computer program was developed. This program, discussed in subsectibn 
1-2.6, was used to derive the numerical results shown in Part I of this report. 
11-2.1 POSITION LOCATION ERROR 
The position location solution, given LOSB, ps, and I p e +h , is obtained 
by solving the following four vector equations in sequence: 
cos~=IPsl OSE -(I1-2-1) 
s I -Ip 
Sphere with radius of 
Earth plus Altitude of 
Beacon (Pe + h) 
Lo 
P-
La 
Beacon at Intersection 
of Line-of-sight and 
sphere. 
LOSB 
L1 
Line-of-sight of Beacon Position 
Figure 11-2-1. Beacon-SateIIite.Geometry 
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s= COSA - [(PeA92 - Ps 2 s2 1/2 (11-2-2) 
r = r LMB (11-2-3) 
P = P S r (1I-2-4) 
The analysis to follow is simplified by using matrix notation in lieu of. 
vector notation. Equations H-2-1 through 1-2-4 become 
(3xl) (3xl) (3x1) (H-2-5) 
[EB] = [PS] - [r' 
(3xl) (3xl) (lxi) (H-2-6) 
[r] = [LOSB] r 
(1x1 (mxl) (Ixl), (lx1) 
2r P S Cos - [(P e +h) 2 - ps sin2g]1/2 (H-2-7) 
(lxi) (lx3) (3x1)
 
Cos V-1 [LOSBI (11-2-8)

Ps
 
where, 
[PB] == location of beacon in fixed 
YB 
 Cartesian coordinates 
[PSI = = location of satellite at time of beacon transmissions 
zS
 
Fxl dx ~ 
[r] = dyB r; -LOS [LOSB]B By 
ZRJ d Id-2 
11-2-3 
P (s 2 + Ys2 + z 2) 1/2 (satellite geocentric radius).
 
The error equations for equations H-2-5, 11-2-6, and 11-2-7 are
 
(3xl) (3xl) (3xl)
 
[AP] = [Aps] - [A&r] (H-2-9)
 
(3xl) (3xl) (Ixl) (3xl) (ixi)
 
[Ar] =[LOSB] Ar +A[LOSBI r (11-2-10)
 
Ar = Aps + -Ah + -rA8 (all scalars). (H-2-11a) 
But since 
Ap5 = -P sss YI E A] Aos] 
P[ P: SI~ [A z](I21b 
Equation II-2-11a can be rewritten as 
Ar a r [-A] [Aps] + r Ah + r A 
The expression for A 8 is obtained from Equation 11-2-8, which is expanded into 
scalar form as follows: 
Xs Ys S 
cos = s dB x +- d + - dBz (H-2-12) 
Bx Ps By PS H 
Then 
-sin$Ap - ssAdBx + - AdBy + s AdBz+ 
p5 Bx ;5 By p5 B 
Ax8 Ays A z
 d B y + djz+ s dBx + - s P--s-

(xdB + ysd + zB)XAX AyS ZAZs]
 
kp2 L[P s Ps P 
1(2--2-1) 
11-2-4 
which, after rearrangement of terms, becomes 
1 (lx3) (3xl) 1 (lx3) T (3xl) o ­(lx3) (3x1) 
1 [A LOSE] IslSin o COsl 
(H-2-14) 
Substituting equations H-2-14, 1-2-11b, and 11-2-10 into 1-2-9 yields 
(3xl) (3x3) (3xl) (lxl)(lx3) (3xi) (lxl) (lx3) (3xl) 
s - '[1 -sBP]' + rA] -[Lo [LOS$ + FLosi 
(lx3) (3xl)

cot R A1 
 A Ps] 
(3xl) (Ixi) (3xl) (lxi) (lxS) (3x3) (3xl) 
+ 3B Ah+ osB] -1 [A] + [11 r[ALoSB] 
where [I] is the identity matrix. (11-2-15) 
For simplicity, let 
(3x3) (3x3) (3x1) (Ixl) (IxS) (3xl) (lxI) (lxl) (Ix3) (3xl) 
"s [I] + [L os] r[A] LOS.]B L Psr-1 T 
j IP ano c3 -[ B p sinflsF 0 B] + [LosBi 
(ixl) (lx3) 
cos 9 [A] (11-2-16) 
p-2 
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This nomenclature suggest that the-- Is the variation in the position 
location due to a satellite ephemeris error. The several terms arise from the 
fact that' appears in equations 1-2-1 to 1-2-3. Furthermore, it can be seen 
that 
(3xl) (3xi) (Ixi) 
-h [LOSB h (11-2-17 
which is the sensitivity of the position location to the altitude error. 
Also, 
(3xl) (3x3) (3xl) (lxl) (lxl) (lx3) 
a P
aLOSB I]r-I [os] 6 r58 sinfl [A]l -[A (11-2-18) 
represents the sensitivity of the position location to an error in computing the 
LOS to the beacon. The two terms are due to the presence of LOSB in equations 
11-2-1 and 11-2-3. 
Rewriting Equation 1-2-15 in the abbreviated notation yields
5P [p ] + - P [&l P LOSBI 
[A P]I [APBh ] LOSB [A -. 
(11-2-19) 
11-2.2 EXPANSION INTO PHASE ERRORS 
The vector LOS B is derived from the beacon phase measurements by 
solving equations 1-2-20, I-2-21, and I-2-22 simultaneously.
T -- (B1 Bt 
1 x (11-2-20) 
LOS LL = -(B2- B132) 
where I LOSB1 = 1. 
In the equation above, the symbol on y denotes "estimate of.,, 
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In matrix notation these equations become 
A 
1 11 BM 'YB1 - TBB1
 
F A
 
2 B2 - BB2J (11-2-21) 
and 
dBz1 - dBx 2 dBy2 
where F is a scalar and equal to X Equation 1-2-21 may be solved for d 
and dBy by classical iteration; the iteration equation is given by 
/ dBx\ d -1 
1x 1 1~ z r 
=F dBx) dB 
dBy (2 -C2 dBx] b2 - c2 dx Y B2 -'BB2)- " B2 
(1-2-22) 
where 
A2p A A A2
 
'B1 Bx I Byl Bx By
 
p A A + TA 2 A2 y 1 2 dBxa2 + d.yb2 c - By -dBy 
Equation 11-2-22 is iterated until the left hand side is negligibly small. At 
A Athat point, the residual error in dBx and dBy is due to phase noise in 7 B1 and 
V'B2 and to errors in the estimated phase biases A'BB1 and AYBB2 and to errors 
in al 1 b2 ,bl, ell a 2 , and e2 .
 
It may be shown that the residual error is given by (dropping the "hat" 
indicating the estimated values 'for simplicity of notation) 
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r--d1xr-ni 	 1y [a'b-

1F y 
-3: ii j VBBl
 
d F LAI-
 ] HA7EB2 2VailB 
-F [W] 	 d0 ,0 a 
' Hid b2 /B 

(1-2-23) 
where 
d dxb(a)Bz
1 c,? 

B
w 	 2 - 2 d:Bx\2 "- 2d /
 
Hz 
d'Bz (11-2-24a) 
We now let 
[d 1, d ]~(2x3)
 
DEBx Hz = [EL 1]
 
and L 0t [EL21 (2x3)a -

SByi z L 
 (H-2-24b) 
such that Equation (11-2-23) may be written more concisely as 
(2xl) 	 (2x2) (2xl) (2x2) (2xl) (2x2) (2x3) (3xl) (2x2) 
[AdBx 1 = [W]-1 [ABE-H1 A -1 YBr-[W- 1 L [-1 
1AdBy] 	 (2x3) (Sxl)-[W EVBI-[ [E][A]-[W 
[EL 2 ] [A L21 (11-2-25) 
11-2-8 
By virtue of the constraint equation, i.e., LOSB = 1, 	we have 
(3xl) (3xI) (3x2) (2x1) (8x2) (2x1)
 
rAdBx] 1 0 A d [xAdBx1
[ L,:=iAdBy 
By0 [Ac LAdBy 
dBz dBz (11-2-26) 
Substituting Equation (1-2-25) into Equation 1-2-26 yields the LOSB error 
equation in terms of beacon phase errors, phase biases, and baseline errors 
follows: 
[ALoSB] = [DB] [W] -1 [& ] (contribution from beacon phase noise) 
- [DB [] -[I &y BB (contribution from phase biases) 
+ [-] [w] 1 [EL] [AL 1](contribution from baseline 1 errors) 
-	 [DB] [W] -1 [EL 2] [AL 2] (contribution from baseline 2 errors). 
(1-2-27) 
To simplify the notation and still retain a functional meaning, let 
6LOSB E ]
 
8LO ---[%] [xv] -l
LOS7JTBBB - [)B] IWI­
c) 
- ]- [ ELLOS B ]
 
aLOSB [ [ - [ ]
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Then, substituting Equation 11-2-26 into Equation 11-2-19 yields 
A=2 p+ -P Ah P ALOS B Ar 5PO 5LOSB 
BB A B B PSAPS ah LOSB aF B B 
206P AL P aLOSB 
aLOSE 1 AL 1 - aLOSB L AL 2 (11-2-28) 
At this point in the derivation there are several possible approaches, 
each of which corresponds to a particular way of determining how L., L2 , aind 
the phase biases are estimated. For example, L and L2 could be computed 
by monitoring the spacecraft attitude (assuming infinitely rigid booms), without 
assuming expansions or contractions of the booms and orthogonality of the 
baselines. This approach leads to severe problems in system specifications; 
e.g., the altitude control specifications are inordinate. 
As pointed out in Section I, a better approach is to use additional ground 
L2 , and YBB The error analysisilluminators which serve to calibrateL)1 , 
will consider only this approach. 
II-2.3 	 EXPANSION IN TERMS OF FOUR CT PHASE NOISES, CT SURVEY 
ERRORS, AND SATELLITE EPHEMERIS ERROR-
The equations which relate the CT phases to L1 , L2- and B are: 
L1 D-1 1F 	 (I1-2-29a) 
and 
L2 * = D -1 r 2F 	 (31-2-29b) 
where 
dix dly dlz I 
d2x d2y d2z 1
 
D=d3x d3y d3z 
1
 
d4x d4y d4z 1 
(11-2-30) 
11-2-10 
The 	error equation for II-2-29a is derived as follows: Rewrite 1-2-29a as 
DLI* = F. (11-2-31) 
Expanding 11-2-31 in a first-order Taylor series yields 
(4x4) (4xl) (4x12) (12x1) (4x1) (lxl) 
-T AD 1 
DT 2L1 0 AD 2 
LT AD 3 
0 L ADL T 4 	 (11-2-32) 
where. 
=/,,.jy/
[::,A,,,L1l,,bI, 	 .1,,,
 
[cA andAD Ad.1 
c 1 Ac 1IAdj 
Solving for ALI* gives 
(4x12) (12x1) 
(4xl) (4x4) (4xl) (4x4) L TLT 000 "0 0 A DI 
T 
ALl*= [D] -1 [ 
-1 
]F-[D] -
0 
0 
L 1 
0 
0 
LT 
0 
0 
AD 2 
A D3 
0 0 0 LT AD 4 
- (11-2-33) 
The expression Ar 1 denotes a (4x1) column vector of the phase noise on 
the CT signals, and ADj is a (3xl) column vector of the error in the LOS to the 
jth CT. Note that A 1 does not include the phase bias estimate by virtue of the 
formulation of L* 
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The line-of-sight to the jth CT is given by 
(]1-2-34) 
where 
2r -[(Xs - Xuj)2 + - +(Zs - zuj)2] 1/2 th 
xuj = P cos Laj cos Lo, Laj = latitude of j CT 
YuJ = Pui cos Laj sin Lo Lo = longitude of jth CT 
z = p sin La. p = geocentric radius of jth CT 
uj U] 3 ii] 
Using the condensed notation introduced earlier, Equation 11-2-34 may be 
rewritten as shown by Equation 11-2-35 i.e., 
ri -(11-2-35)r [pal 
The error equation for 11-2-35 becomes 
(3xl) (3xl) (3xl) (3xl) (lx3) (3xl) 
r. u - -2 [ps -Puj] IP­[A D1] (A- -+ 1[A 1p) ­
ruj]r aps[~j 
+2,- uJ (11-2-36) 
where 
(1x3) 
-r (x_ -xi) : ( _Yuijy:(Zs_- 1 ) 
r. r r 1 
and 
- _ _212 
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Collecting like terms and letting 
(3x1) (lx3) (3x3) 
+1~
-[ 
- ] sT 1 	 (11-2-37) 
Produces
 
(3xl) (3x3) (3xl) (3x3) (3xl) 
AD.= 4 [I] - [Bj]}[AP] 4 E]-[j}~j 	 1--8 
(11-2-38) 
However A,%j is commonly given in the geocentric rather than the Cartesian 
frame. The relationship between Ap. in Cartesian and APuj in geocentric is 
(3xl) (3x3) (3xl)
 
[A -,[MNJ[ % 1 j 1, 2, 3, 4 (II-2-39a) 
where 
cos Lai cos Lbui -j cos La. sin Lo i-pu sin La cos Lo 
M = cosLa. sinLa. a p. cosLa. cosLo -p .sinLa. sin Lo. 
i 3 1 U3 3 j: PU3 
sin La. 0.. cos La. 
L A UJ 3 
(II-2-39b) 
Substituting Equation II-2-39a) into 1-2-38 and 1-2-36 into 1-2-33 	yields 
(4x4) (4x3) (3x3) , (3xl) 
1 
[At[ DYlr]F -[n]T'0o] -~1 j- D 0[10 ± (I 1 }[~] [rt 0[ 2-{j 
. 0
 
-
[B1}jJ1] Fjpul] + (continued next page) 
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o 0
- FA-~[i I] 5 [iij~1I -oA H2([4] A 1 2 
-1 1 1 - - -1 1 1 [1]­I.0~ ji-[j[P]I] 0­
o o 
- [Df] 0 [1 - 4[IiBI[AP] -[fl] 1 '( 1 [11-' LtJ 
T2- 3BA][MA FA. 
0 0 
7i L1 l 
(11-2-40) 
-MI1A]L* 0 1 ][Ar AP ] [D-1 H~.0 1 [B
Once again, for reasons of clarity and brevity, the following nomenclature 
is introduced into Equation 11-2-40: 
I LL
 
Once aginF foesnstvt of anvto, the follwnsmnltr 
(11-2-40)
is itrodced 11-2-14ntoquaton 
LT 0 
-
[ ] I 
[Dl 4 {[I] - }+[]- LTT 
20 0B 1 2 
o 0 
+[D]-I 0 _1[i] [B3 ]}+ [D]-1 ' {11 [B]} 
I ~LT
 
0 1
 
= sensitivity of L 1 to satellite ephemeris errors 
-[D] 0 1 [[I-[Bj] M.j=1, 2, 3, 4
 
apuj 0 r. 1 L r
 
0
 
= sensitivity of Li to the jth CT survey error. 
* T 
The error equation for L is identical to Equation 11-2-41 that L becomes21 
L T and r becomes r2 as follows:2 1 2 2 * L
 
&2
 
- 1 16A 2.4 2 [Ar 2 ] p 5 ()- uA u] P 2 L u2] 
aL2 oj. L 2 
Lp 3j 6p 4 iu4 
(11-2-42) 
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11-2.4 COMPOSITE ERROR EQUATION 
Begin by modifying Equation 11-2 28 to fit Equation 11-2-42, This simply 
consists of combining in matrix notation AL 1 and AL 2 with Av BB1 and AYBB2 
respectively, as follows: 
aLOSB 
[a 1 P ; F ALAP]-ps [Ap s ] + -- 6h] -]­
- --
*L* 
D as I Ll[A 
°
LosB ayB-- LAYB1
 
aL 2 
a_ aLOS1 L2 B[OS]
6LOSB aL 2 ip +LSB r [Ar'1LOS0 2 BaO B-;)LS B 6rB 
L 2 j[ 2i (H-2-43) 
Equations 11-2-41 and H-2-42 may now be substituted directly into Equation 
1-2-43 to give 
aLOSB ___*)LA P] Z l-p 5 ] [+r +{L[AP]- [P a ] LOSBWB 1I AAr1 
A~]~a 1 [PuaP1 2 ] P4j3 3J u 
C1]aos a_ + IOS-arL ap1 
_ 
_* L 
L B aLOSB 2 BL* 2 [AP 
[apAP aPU AP &P]2pu F&1-
apuul]-L1 A 2u 3 [U 1 u3] u4 4 
(11-2-44) 
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Combining sensitivities of common error sources and regrouping yields 
[AP]= ap P 	 LS aL* L O S B  aLOSB 6L*)p OPssp W B 5Ll B aLOSBPs - p L*2 . I S­
+ + p aLOS B aL 1I[AFI] a 2LOS B LF 2 2 ]aLOS B L 1 +sLS B )L* A j%LOS at* ~r 2ALOB 1 1r 	 B 2 a2 
p LB oB a La1 	 +PLOS B ALJ 
+ 
___ 	 PLOS LOS 4 )P upu4 * 
+ 	 S---~-L S 1 LOSB 
2 2 ] 
CAP LOS 6L I 2LOSB aL* 
­
6LS _ _p_ + I [P 
u3 )Lu31 	 u3 
(pJLOS]BL1 +aLOSB 6L4 )*2­
aLOSB cL* aL* +__1 u 2 u4 jLuj 
[A h] + ap_ aLOSB AB I+ aLOSB 	 a B [arIB - (11-2-45) 
Equation 11-2-45 is the complete error equation which relates the errors in the 
individual sources of error to errors in the position fix. The partial derivative 
matrices (they are not truly partial derivatives in a strict mathematical sense) 
provide the error sensitivities. 
11-2.5 STATISTICAL ERROR ANALYSIS 
Equation 11-2-45 through fundamental to the error analysis, is not generally 
useful because of the proliferation of terms. It contains 18 distinct error sen­
sitivities relating 26 error sources to the 3 components of position error. To 
reduce this to niore 	manageable terms, a statistical approach is used. 
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The covariance matrix S of A P Is defined as the expectation of A P times 
T pA PT. Since all sources of errors are independent, the expectation of all mixed 
products is zero. Thus 
S =E (ApApT) =N S NT+ N S N T+ N S NT p PoD5 P r. rir, r 2 r2 r2 
" NhShN>+N S NT + N S NT±N S T 
NBrBrB N ul uU u2 u2 
N S NT +N S NT (1-2-46)
u3S us 13 u4 u4 u4 
where 
N p P 6LO L a P LO B 2L 
6 L* LOSB aLSEaL 
E ?,L* 6LOLOSS 
j SL 'LLOS

'r, ToB aLS 
B
 
N 
-LO= 
__ 
1 1ra
 
I2 aLOS 4
LT a L 
__ LOSB 
N 'LOS LS
 
NB =LOSB arB
 
= .P
 
Nh ah
 
N_ (a6LOS~BaD"1 a LOSB a14 )
 
uj aLO0SB _;TLi* apa11 1 a uj1 2 3
 
Sk -E [Ak A kT] , k = column vector consisting of k error sources. 
1-2.6 COMPUTER IMPLEMENTATION 
The computer program has four subroutines, each of which is discussed 
below. 
The first subroutine generates the nominal geometry. It computes the 
satellite's orbit in earth-centered inertial coordinates, then transfers this into 
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an earth-centered fixed coordinate frame. The CT sites are entered in earth­
centered spherical coordinates (i.e., latitude, longitude, and geocentric 
altitude) which are transformed into earth-centered fixed Cartesian coordinates. 
The LOS of each CT is then computed per Equation 11-2-34. 
The interferometer baselines are entered in a local Cartesian satellite 
frame for convenience and then transformed into the earth-centered fixed 
Cartesian frame. The local spherical frame has one axis along the instantane­
ous geocentric radius, another along the instantaneous direction of motion, and 
a third forming an orthogonal triad, as shown in Figure HI-2-2. 
The last part of this subroutine computes the nominal beacon LOS given 
the beacon's location. Again, for convenience, the beacon's location is entered 
in an earth-centered fixed spherical frame and then transformed into an earth­
centered fixed Cartesian frame. 
The second subroutine computes all N matrices given by-Equation H-2-46. 
However, since the earth-centered fixed Cartesian frame is not a convenient 
frame for expression of the results, the program transforms the sensitivity 
matrices into a local earth surface fixed Cartesian frame. Thus the sensitivities 
of position are given in terms of north, east, and vertical components at the 
nominal beacon location. The program will, at the users option, print out the 
entire set of sensitivities (some 78-terms). 
The third subroutine evaluates Equation 11-2-46 term-by-term and then 
performs the matrix summations. By this term-by-term evaluation an error 
breakdown is generated. The breakdown is most usefully expressed in the 
following way: 
Beacon Phase Noise = N SB N T 
= Nr Sr rT + Nr2 S2 r2TCT Phase Noise 
= N o SPS Np TEphemeric Errors 
11-2-19 
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,N S NCT Survey Errors Z4 - u U. T 
The subroutine performs a useful step by converting the covariance 
matrices into a standard deviation matrix and a correlation matrix. 
The subroutine computes Sp, its standard deviation and correlation 
matrices, and its eigen values and eigen vectors. This last step provides the 
user with the axes of the error elipsoid as well as the orientation of the ellipsoid 
relative to worth, east and vertical. If the ratio of the major to the minor axes 
of the ellipse generated by a horizontal out is less than 3, the CEP (circular 
error probable = 50%) is computed from the well known approximation 
CEP = 0.588 ((r major+ Cr minor). 
(11-2-47) 
The fourth subroutine computes the velocity error ellipsoid. The com­
putation is straightforward. Sv, the covariance matrix of velocity errors, is 
obtained by computing the expectation of AV times AV T where 
) Ap(t +T)V@T+ P - AP (t)] (11-2-48) 
and T is the interval between position fixes. The value of A P and hence &V 
are computed in the earth-centered fixed Cartesian reference frame. 
The subroutine computes the sensitivities of A P (t) and AP (t + T) from 
Equation 11-2-45 separately. This is necessary because the N matrices can be 
strong functions of the relative geometry. However, errors such as the CT 
survey errors and the satellite ephemeris errors (for an hour or so) are the 
same at both time t and time t + T. On the other hand, such errors as the CT and 
beacon phase noises are not the same. Therefore, 
AP (t) = NrB (t) ArB (t) + Nr1 (t)Ar,(t) 
+ N (t) Ar 2 (t) + Nh (t) Ah (t) + (continued on next page) 
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4 
+ Ps 	 (tAps + E N (t)AP uj=l (11-2-49) 
From the above it follows directly that 
tT (t+T NN ) (t + T) --T (t + T) 
TS(t+2 N (t)SrB N T + N B SrB T 
+B r (t) NFBTt+T) T (t+T) 
+ r (t)SrN1 (t)+Nrl(t+T)S (t+T)l 
+-Nr (t)Sr N (t)+Nr (t+T)Sr 4 ? t+T).
r2 	 22r 22 2 
T T 
+ Nh (t)Sh Nh (t)+Nh(t+T) ShNh (t +T) 
4 
+ [N11 (t +T) - N01 (t)]fS1j [N111 (t + T) - N 1 t) 
and it is 	assumed that S S S and, Sh are stationary,h
"rB ' r2 
The subroutine converts Sv from the earth-centered fixed Cartesian frame to 
the earth surface fixed local frame prior to printing the result. 
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Section Il-3 
MULTIPATH 
The signals transmitted from a balloon beacon will propagate along two paths 
to the satellite. One is the direct path and the other is reflected from the ground. 
Both signals arriving at the satellite are superimposed, and will produce an 
erroneoug phase reading when compared to a reading produced by a signal coming 
in along the direct path only. 
11-3.1 THE GEOMETRICAL AND MATHEMATICAL MODEL 
Figure 1-3-i shows the multipath geometry. The direct ray is along the 
distance r between the balloon and satellite, and the indirect ray is reflected at 
the earth's surface. 
For the moment, it is assumed that the geometry is ideal and that the earth 
is an ideal specular reflector. At the reflection point, the grazing angle 0 is 
the same for the incoming and reflected rays. 
The mathematical description of this geometry for the calculation of the angle 
E can be simplified by assuming 6 as the independent variable. Then 
cos +c I = - Cos (II-3-1a) 
Pe +h 
-and 
cos @+ c2 ) = ecos@ . (II-3-1b) 
Ps
 
p-3­
From this 
Pe 
-2 a + arcos cos + arcos cos (11-3-2)Pe 1 
+hPs
 
To calculate the multipath, the angle E shown in Figure 11-3-i is important. To 
obtain E ,f 1 and 02 must be determined. Thus 
sin P2 Pe_Cos 0 (ii-3-3) 
Pe 
Pe+h .
 
sin = cos E (11-3-4)1 
PS 
and 
E =9- I .(n1-3-5) 
Introducing Equation 11-3-5 into Equation 11-3-4 and calculating P1 yields 
Pe+h s ­e sinc. 
tan 8 1 = 5(11-3-6) 
p +he cos 
PS
 
Then 
E= (11-3-7) 
It is desirable to have E as a function of or E. For this, the following 
procedure is used: 
a. Assume a value for 6 
b. Calculate 4 from Equation 11-3-2 
i 
HI-3-2 
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r Interferometer 
Ps
 
Beacon 
-Location 
Figure 11-3-1. Beacon-Earth-Satellite Multipayh Geometry 
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c. Calculate 0 2 from'Equation II-3-3 
d. Calculate 81 from Equation 11-3-6 
e. Calculate E from Equation 11-3-7 
f. Calculate E from Equation 11-3-5. 
Figure 11-3-2 shows the angle difference between the multipath ray and the direct 
ray. This angle difference is a strong function of the balloon altitude h and that 
it diminishes for increasing elevation angle. 
Figure 11-3-3 shows the importance of E, which is the angle between the 
direct ray and the multipath ray. The wavefront of the balloon signal is assumed 
to arrive at an angle (p, and the wavefront of the multipath signal is assumed to 
arrive at an angle '. The amplitude of the sinusoidal direct signal is A, and 
the amplitude of the sinusoidal multipath signal is B. The multipath signal is 
assumed to have an arbitrary phase 4 with respect to the direct signal. The 
following abbreviations are introduced: 
Wo W B 
- d=p -d q -= a q-p = x . (11-3-8) 
c c A 
The angle x describes the error. It can be expressed in terms of angles (p and 
(0" as follows: 
d d L L 
-x = p-q =- -- W = w - sin p - w- sin (o (II-3-9a) 
c c c c 
From this 
L 41rL 0+0 ­
-X=w-(sinp -sinr )= cos sin -(I-S-9b)
 
c X 2 2
 
From Figure 1I-3-3 it can be seen that the o - o equals E . Since E is small 
and T + V £ 10, it is appropriate to use the-approximation 
L 
-x "=2 7r- E (11-3-10) 
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Although the angle E is quite small, as seen from Figure 11-3-2, the correspond­
ing electrical angle x is large, because E is magnified by--L. Figure II-3S-4 
shows angle x as a function of the elevation angle E. As expected, x is also 
a strong function of the balloon altitude h. 
As the next step, the phase angle error 8 resulting from multipath is cal­
culated. To this end, the phase difference between the signals at the two antennas 
is determined. The signal S! arriving at antenna "1is 
S 1= Acos w t+ Bcos(wt+ ) = 2 +2ABcos $+B2 cos t+arctan.A2;:o:> 
The signal S2 arriving at antenna 2 is 
S2 = Acos(wt+p) + Bcos(wt+q+zb) 
= Acos(wt+p) + Bcos(wt+p+x +d) 
Bsin( X + d) 
=A 2 +2ABcos(x + d )+B2 cos( t+p+arctan A+Bcos( / 
(11-3-12) 
The interferometer determines the phase difference between S and S This1 2* 
phase difference can be expressed as 
Bsin d Bsin(x +)
 
,y=-arctan + p+arctan
 
A+Bcos qj A+Bcos(X +b
 
The expected phase difference from the direct signal is p; hence, the error 6 
owing to multipath-is 
a.sinzb a sin(O +X)
 
6 = -arctan + arctan (11-3-13)
 
I+X cos if I+a cos( . +X
 
The phase error 6 is a function of ab, X and a. 
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The ratio a is the multipath-to-signal amplitude ra tio-and *ili later be 
replaced by MS, the root of the multipath-to-signal powerratio. The angle 
d is considered a random angle because, although the geometry shown in Figure 
11-3-1 is assumed ideal, any small change in the position of the balloon or the 
satellite will cause the paths r1 , r 2 , and r to change such that the phasefronts 
will shift by many multiples of wavelengths. Consequently, d can vary over 
the range 0 S 21!' 2 1T 
For assessing the largest multipath error, 6 will be maximized with re­
spect to4, i.e., 
a66
 
-0. 
From ;Equation 11-3-13 
cos' + a2] I+2 cos( + X ) +a 21 =f cos(* + X )+a2] [1+2a cos d +a 2 j 
cos = cos( 3 +X) ­
cosib [1-cosx] =-sinesinx ­
and finally 
tan* cosX-1 (11-3-14) 
Then 
cosx -1 
sino= - (I-3-15a) 
_ 2 (1-oosX) 
sinx 
cosX = (Il-3-15b) 
V2 (1-cosx 
Inserting Equations II-3-15a) and II-3-15b into Equation 11-3-12 yields 
a (1-cosx
6 max = 2 arctan (H-3-16) 
2(1-cosx ) +a sin 
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II-3.2 POSITION ERROR RESULTING FROM MULTIPATH 
The electrical angle error 6max as defined in Equation 11-3-16 can be trans­
lated into a position error. First the electrical angle error is translated into 
a space angle error Ao as follows: 
X 1 
____-- 6 max (11-3-17) 
2 I L cos Qp 
From this the p6sition error is derived using Equation 11-1-3. This yields 
X r 8max 
AX=- -max (1-3-18) 
21TL sinE cosq0 
To assess the magnitude of the multipath error and its dependence on the dif­
ferent parameters, consider Figure 11-3-5, which shows the multipath error as 
function of elevation angle. The magnification, Lthe balloon altitude, and 
the signal -to-multipath ratio (SMR) are parameters. 
It can be seen that the position error drops significantly with decreasing 
SMR. To show this effect more clearly, the position error was replotted in 
Figure 11-3-6 as a function of the SMR. The curves are for a fixed elevation 
angle of 20 deg, which can be considered as the lower limit in elevation angle 
for the system. This figure shows that, for large L-I the error is less than for 
L X
smaller .-.. This is an important reason for choosing L and X . The figure 
also shows that, for an SMER of 25 dB or more, the position error can be kept 
below 5 km for elevation angles greater than 20 deg, which may be sufficient for 
velocity determination. However, as shown later, a much better SMR can be 
achieved and the multipath error can be reduced below 1 km, 
Il-3.3 BANDSPREADING 
There are three types of reflection for the indirect ray: specular, mixture 
of specular and diffuse, and diffuse. The criterion determining which type of 
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reflection exists is the surface roughness, which is given by the standard devia­
tion of the surface bumps a . 
The bump height standard deviation a can be related to the bump maximum 
dimension s max by 6 
Ss max 
4.66 
Then the different regions 	for the types of reflection can be considered to be at 
a 1 
X 16 sin 0 	 Specular reflection 
a1 
16 sin 6 	 Mixture of diffuse and specular reflec­
tion 
a >> X 	 Entirely diffuse scattering 
(68 = grazing angle) 
Examination of the interferometer position location scheme shows that for1 
E> 20 deg (at the balloon beacon) 8> 20 deg; hence 1 < 0.0182.16 sin 6 
Consider next the cases of 400 MHz ( X= 75 cm) and 1600 MHz ( X = 18.75 cm) 
for land. Since land will always exhibit roughness, it can be assumed that, for 
the area which contributes to the multipath signal (about 20 mi radius), there 
will be surface irregularities, so that smax> > X for either 75 cm or 18.75 cm. 
Land will therefore always produce diffuse scattering. 
Considering the sea for which a wave height exceeding one ft will exist for 
98.3 percent of all times, and for which a wave height of more than 3 ft will 
exist for more than 60.9 percent of all times, 7 the average wave maximum 
can be assumed to be 2 ft most of the time. Therefore aT = 0.43 ft is a war­
ranted assumption. 'Then the criterion for diffuse reflection becomes 
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Duncan also shows that for values of the grazing angle exceeding 10 deg, 
diffuse reflection will exist whenever > 1. 0. In Duncan's calculation, the 
-> 0.1 or 1 
criterion for diffuse reflection is -- s-i- ; our assumption of--> T 
is perhaps a little less conservative. However, it can be seen that for f = 1600 
MHz (X = 18.75 cm), reflection will be generally diffuse. Because of this, the 
multipath behavior for diffuse reflection must be investigated. 
The results shown in Figure 11-3-6 assume the idealistic model shown in 
Figure 11-3-1, where the earth is a perfect spherical reflector, and the reflected 
signal is sinusoidal. Considering the earth as a rough reflector, the reflected 
signal will consist of a superimposition of many small contributing signals of 
random relative phases, each reflected by a different facet of the constantly 
changing reflector surface. This constant change comes about by the relative 
motion of the balloon with respect to the surface; furthermore, much of the 
reflecting surface consists of ocean surface with its moving waves. 
The analysis is carried out by calculating a spectrum of the reflected sig­
nal using the model of reflection from a rough surface. In this case, the ratio 
of reflected power to direct power can be written as 
r 2P ,1 	 D2 1R1 2 cot2 80 tan S 
-= - exp -(11-3-19)
 
- d 4 i r1 2 r2 2 cos4 tan2
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where 
P00 power in the reflected ray 
d = power in the direct ray 
D = spherical divergence factor 
R = Fresnel reflection coefficient 
r range, direct ray 
r = range to the area of reflection 
r2 = range from area of reflection to satellite 
2 
tan o = 
o T 
ar = surface bump height 
T = correlation interval. 
The angle fi can be related to the angles of incidence and reflection by 
tan2 0 (11-3 -20)n2 sin2 61 + sin2 02 -2sinO1 sin 82 cos( 
(cos 6 1 +cos 6 2 )2 
where e1 is the angle between the ray and the point of reflection and 62 is 
the angle of the reflected ray (see Figure 11-3-7). 
FormulaII-3-19 describes the ratio of the multipath power from one re­
flection element to the power in the direct ray. To obtain the SMR, the contri­
bution of all elements must be superimposed. This can be done by computing 
the correlation function and the spectrum of the multipath power. 
The correlation function, i.e., 
C(T) = E[S(t) S*(t+r")] (11-3-21) 
is expressed as the expected valfue of the random scattered ground signal S(t). 
From literature 9, 10 
C(t) = 5 Poexp [-ik(ro-rn)] dE (11-3-22) 
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zRay,Inc ing ay 
Reflecting Surface Element (not in 
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where ro 
-
rn is the change in path length in a time internal r , k = X k is 
the wave number of the signal being reflected and d E is the elements of the 
scattering surface. The integral must be evaluated over the area where re­
flection takes place. 
The geometry is shown in Figure 11-3-8. The balloon is assumed to be 
along the axis through the pole of an earth central coordinate system.. The por­
tion of the scattering element dZ is characterized by a polar angle 8 and a 
longitudinal angle c. The balloon height h << pe' hence e << 1. 
At the beginning of the time interval r , the range to the scattering element 
is ro; at the end of the interval, when the balloon has moved v ' units of length, 
the range has become r n . Also shown are the angles of incidence and reflection, 
i.e., 91 and 62. The angle of the projection of v T on the "equatorial" plane 
in Figure 11-3-8 is 0 . To a first-order approximation, the change in range will 
be ro-rn, which can be approximately expressed by 
ro-r n ' vr sin ( 1 - )cos( -4)) .I 1-3-23) 
The surface element dZ is 
2dZ = pe sinOd8d¢ . (11-3-24) 
The ratio of the correlation function of the multipath to the power along the 
direct ray can then be written as 
RI2 f r2pe2 cot2fo tan2 C() D21 

2 exp 2 exp jkv'rsin(61 -6)o
~ r2 2d P 41T r cos4i tan2 Bo 
cos (4)- )jsin~d643 '(11-3-25) 
To evaluate the integral, it is assumed that tan B° is sufficiently small 
that the method of steepest descent can be used. This involves finding the sta­
tionary points tan2$ ,2 i.e., simultaneous solutions of 
11-3-16 
c tan2$ 
= 0 
and 
2tan2 
- 0. (II-3-26) 
This leads to 
=61 = 62; 1 ; OP << 1 ( 40) . (11-3-27) 
At this point, it may be useful to compare figures 11-3-1, the 2-dimensional 
multipath geometry and 11-3-8, the 3-dimensional geometry. What can be de­
duced from Equation 11-3-27 is that, for the case of interest, the reflection 
takes place in a plane, for which cp =0, and the angle 6 from Figure 11-3-8 then 
becomes the angle C1 of FigureII-3-1. 
The following approximations are also introduced: 
r
 
cos R- I - 1
 
r2
 
Q4 a tana ,8 2 1i 6atan2g) (e l)2 
4t= 1 6 =c)1 
M241 tan 2 r c + (e - )2 (11-3-28) 
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with 
r = 90-E-p 1 
M = 11 H H= (11-3-29) 
;H2 +1K [H2+(1+H)410 
Also needed for computing the integral is the relationship 
2 .2 
sin (6i-6) 6 
-
r21 
sin -
sinG 2H2+(1 -H9 
the latter equation, when evaluated at 1, produces 
2Pe
 
2 sin @= 2 (11-3-30) 
H2 + (1+H) C 2 r I 2 
Next the value of r0 - rnis evaluated. Expanding from Equation 11-3-23 
yields 
ro - r n - vTsin(61- ) cos 4 cos T +vTsin( O: ) sinD sin'I 
Observing that l<<1, sin e,&4) and cos = 1, r- r becomes 
ro-r n = vTsin(6 1 -6) cos'T +v T sin( 6 l-e) sinT . (JI-3-31) 
It is also observed that the first part of r - r varies only with 6 , while the 
second part varies strongly with 4) and weakly with 0. When sin( 61- 6 ) is 
developed around C1 
sin ( 61- 6) 
sin D + J(8- (11-3-32) 
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n = 90-E-2. C . (II-3-33Y 
Introducing Equation 11-3-32 into Equation 1-3-31 yields 
ro-r n * VTsing cost +vT J(6- 1 )cos' T+vrsinn sin If 
(11-3-34) 
When equations- 11-3-28 to 11-3-30 and Equation 11-3-34 are introduced into the 
integral II-3A25, one finally obtains 
C(T) D2R 1 2 cot2fi° C - tan2r 2 
Pd 4 H2 +(1+H) ,2 e 4 tan$2 o 
+ jkvT sin C2 sin 'If d 0' 
afexp + jkvT J(@6- C1 ) cosP d (19- C) 
(11-3-35) 
The value of the integrals is approximated by taking the integrals from +Wto -M. 
This is permissible, since the'integrands are functions that have narrow Gaus­
sian bell curves as envelopes. Then 
(r) D2 1111 2 't]W2tanfl tano 
= cot2 0o2
 
d 4 r tan r M H +(+)
 
"I 0oCOS 2k2v2"2 2sin2 V tan2Po sin2 c2v2T 2 j2tan2 
exp ­
4M 2 tanr 
11-3-19 
+ jkv r sin r cos T 
which is simplified to 
C,"() _22k2v2r2 [ 2 sin 2I+
 
- D2I RI 2 Q exp I - sin2tan 

I+Htan2C )Cos a 2 cos 2j 
1 +Htan2 Q+4C- /

sin2/
 
+ jkv r sin n cos t/ (f1-3-36) 
One further step of simplification leads to 
C(T) = D2 1 RI 2 Q exp T 2Z+j T (11-3-37)
Ped
 
where 
Q (1-3-38a) 
H2+(I+H) 42 2M tan r 
Z 22 4T sin20 2(+ an 2 ,cosfl 2 osn)2__ sin 1+Hta 
(II-3-38b) 
p - kv sin C cos T (11-3-38c) 
The power spectrum of the multipath signal can now be obtained by taking 
the Fourier transformation 
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CdW) - D2-_RI2Q-f exp [ 2 Z +j (A )] dt 
Pd
 
2ISix
@(w 2-I2Q1(_- D exp (U (H-3-39) 
d Z 4Z 
This spectrum which is shown in Figure 11-3-9, is a Gaussian bell curve,
 
shifted by W from the frequency corresponding -to the wave number k and having
 
a "1 a bandwidth" of 2 C2-. Thus it is recognized that f is the Doppler shift *
 
owing to the balloon velocity and V2Z is a measure of the bandspread.
 
Next consider the bandspread as defined by 2Z Figure 11-3-10 shows
 
the bandspread in Hz for v = 30 km/h, %P= 0, and the two frequencies f= 400
 
MHz and 1. 6 GHz. The bandspread varies very little with altitude. The curves
 
for h = 9 and h = 27 are indistinguishable on:the scale shown. Similarly, the
 
variation with q/ is almost imperceptible.
 
There will be a differential Doppler shift between the signal in the direct
 
path and the multipath ray. Consider first the change of the direct path r (see
 
Figure 11-3-7). From the geometry
 
r = P+h) + P 2 -2(Pe+h) ps cos 
ps sin = r sin (E+90) = r cos E (11-3-40) 
Then 
dr dC (Pe +h) ps sin 
dt dt r
 
and further 
dr d 
= - (je +h) cos E. (11-3-41)dt dt e 
* This is well in agreement with another study of the multipath spectrum, Reference 11. 
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Assuming that the balloon moves in the plane of reflection, the angle I' = 0d
 
and the angular velocity t is expressed as 
d - v (11-3-42) 
dt Pe+h 
Hence, 
dr 
- v cos E (11-3-43) 
dt 
and 
Wd = -v cos E. (H-3-44) 
When the differential Doppler is calculated, the difference between equations 
11-3-44 and II-3-38c is formed as follows: 
AWd = W Isin Q-cosE~ 
Inserting from Equation 11-3-33 one obtains, for the difference in Doppler shift 
A Wd' 
Sd= i cos(E-2c )-cOsEt 
and 
Awa = 2WY- sin(E- l)sinl (H1-3-45) 
An approximation for sin i can be obtained by considering that is a 
small angle. Using the geometry shown in Figure 11-3-11, one finally obtains, 
for the differential Doppler shift, 
vhd 2 w--- cos E. (11-3-46)
Pe
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This approximation holds only for angles E >> 1 where h << r sin E. 
30 km h-1The magnitude of this effect is shown in Table 11-3-1 for v = 
the radian frequency whas been replaced by f, the frequency of operation. The 
values in thd table show that the differential Doppler effect is too small to be 
useful to discriminate against the multipath. 
Table 11-3-1 
DIFFERENTIAL DOPPLER SHIFT Af (Hz) 
E 200 300 500 700 900
 
f= 400 MHz 0.031 0.027 0.020 0.011 0
 
f= 1600 MHz 0.125 0.108 0.082 0.044 0 
11-3.4 EFFECTS OF FILTERING 
The bandspread produced by motion allows discrimination against the multi­
path by filtering. The MSR for filtering with a narrowband rectangular filter 
centered on the multipath spectrum can be computed by integrating the spectrum 
over the filter bandwidth. Then 
IBM D2I1 2Q 1BM 2 
SR IPd (u,,) dweRrBM 2v -IB M 
and
 
MSR D2 i2Q erf M- (H-3-47) 
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The MSR can finally be expressed as 
[I]MSR- [filtering factor] . (11-3-48) 
In the above expression, Gdm is the front-to-back ratio of the balloon antenna 
P 
and - the ratio of reflected power to direct power. By comparison it is seen 
that 
-0D2 12 Q (f-3-49a)Pd
 
[filtering. -erf (TBM '. (1I-3-49b)factor] -\ 
For numerical evaluation, it is observed that D 1. The reflection coefficient 
varies, depending on whether the signal is horizontally or vertically polarized 
and whether the reflection is from land or sea. For horizontalpolarization 
2cos e -
R2 .2 (I-3-50a) 
cos6+ n -sin 6 
while for vertical polarization 
2 
- n2 s nncos 6 -n-
-
R = .- (11-3-50b)l 
n cos 6 + si± 
In the above expression, the refractive index of the reflecting medium is 
+
= r j 60X ae (11-3-51) 
1-3-27 
with 
Er = relative dielectric constant 
ae = electric conductivity 
X = wavelength 
@ = angle of incidence 
aTe = 10-6 21m-1For land Er = 15 
e = 4.64 x 107 3 Q- m- 1 For sea Er = 81 
When equation (1-3-47) is evaluated, the plot shown in Figure 11-3-12 results. It 
can be seen that an SMR in excess of 30 dB can be obtained by filtering. 
If the SMR is introduced into Equation (11-3-16) and the resulting maximum 
electrical error angle is converted into a position location error using Equation 
(H-3-18), the graph shown in Figure I-3-13 is obtained. This graph shows the 
multipath performance, including filtering for different kinds of polarization 
and different reflecting surfaces. The dotted line at E = 20 deg shows the perform­
ance at the lower limiting evaluation angle of the system. 
It is of interest to consider the performance for circular polarization since 
CP is recommended to further reduce the multipath and to eliminate polarization 
losses. The curves for horizontal and vertical polarization shown in Figure 
11-3-13 can be considered the upper and lower bounds for performance if CP is 
used. A CP wave will be reflected as a linearly polarized signal at the Brewster 
angle; above the Brewster angle, the reflected wave will be elliptically polarized 
and have an inverse sense of polarization. For evaluation angles E > 20 -deg, the 
reflection will be above the Brewster angle; hence the sense of polarization will be 
reversed in the multipath ray. This can be used to discriminate against multi­
path even more than shown so far, and a multipath performance better than in­
dicated on the curves shown in figure 11-3-13 can be achieved. 
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Section 11-4 
REFRACTION 
The rays from the calibration ground stations or the balloons transverse the 
troposphere and ionosphere in curved paths. Figure 11-4-1 is an exaggerated 
portrayal of this curve. In the troposphere (up to 30 kin), the ray is bent towards 
Earth. Then it transverses an electrically neutral region until, at about 80 km 
altitude, it reaches the ionosphere. For the region of increasing electron con­
centration, the ray is bent towards Earth; in the region of decreasing electron 
concentration, the ray is bent away from Earth. From about a 2000-km altitude 
on, the ray is in virtually empty space and follows a straight line. The actual 
ray will have an elevation angle EI at the source, while the straight line bon­
necting source and the satellite has an elevation aigle Ed* At the satellite, the 
angle of arrival (with respect to Earth normal) is #, while Pd is the angle 
between Earth normal and the straight line connecting the source and the satellite. 
The error angle Er with respect to the model used for aigle calculation is then 
Er = Ab - d "(11-4-1) 
To calculate the error angle, a ray tracing programj as shown in Figure 
11-4-2, is required. The atmosphere is considered as c6nsisting of concentric 
shells of constant refractive index. The ray is assumed to propagate along a 
straight line in each shell. Then 
= 
Cos E niPi cos E1 .; P1 P e (11-4-2) 
di arcsinLi- n cos E (1-4-3) 
and 
90-E i-i -i-I (1-4-4) 
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Equations (11-4-2) to (11-4-4) are applicable to any of the triangles formed by the 
center of Earth and the straight path within one shell. By tracing the ray, the 
angles can be calculated and accumulated. Then 
(H-4-5) 
The 	angle 9d can then be calculated from 
d I arctan[ sin C 	 (H-4-6) 
The index of refraction for the atmosphere is given by 
n L1-Nx10 6 (11-4-7) 
and for the ionosphere it is given by 
n "I 1-8.06x0 7 Ne 	 (11-4-8)2f 
where Ne is the electron concentration, f is the frequency, and N is a number 
related to the refractive index. The electron density N and N can be takene 
from curves 3; for the tracing program, the Chapman distribution is used. 
The 	following method for ray tracing was used: 
a. 	 A Value of E 1 was selected 
b. 	 The atmosphere up to 33 km was divided into shells 1-km thick 
c. 	 The layer between 33 km and 80 km was treated as one shell 
d. 	 The ionosphere from 80 to 390 km was divided into 10-km shells 
e. 	 The ionosphere from 390 to 1990 km was divided into 100-km shells 
f. 	 Straight line propagation (one shell) from 1990 km to 35600-km altitude 
was used 
g. 	 The angles for all shells were calculated and summed 
h. 	 The angle Oi -at the satellite was calculated according to Equation (1-4-3) 
i. 	 The angle Id was calculated according to Equation (11-4-6) 
j. 	 The error Er was calculated according to Equation (11-4-1). 
Figure 11-4-3 shows the result for an atmosphere of 100 percent humidity 
(which is the worst case), the ionosphere having a Chapman distribution to the 
maximum electron concentration, and an exponential decline to 103 electons/m 3 
at 2000 km plotted versus the elevaion angle (Ed). 
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The parameter is the operating frequency. The curves peak at about a 25 to 
30 deg inclination angle and go to zero at an elevation angle of 90 deg. It is 
interesting to note that, for a frequency of 400 MHz, the maximum angle error 
is about 3.5x10- 4 deg. An error of this magnitude would produce a position 
error of as much as 1 km. (See Figure 11-1-3). For higher frequencies (1600 
MHz), the refraction error for elevation angles above 20 deg appears to be 
negligible; the maximum position error would be between 10 and 100 m. Although 
it is theoretically possible to correct for refraction errors, the position error 
at 1600 MHz is so small that correction is not necessary. 
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Section 11-5 
POLARIZATION MISMATCH ERROR 
The choice of the polarization of the interferometer antenna elements, the 
polarization of the calibration station antennas, and the polarization of the 
balloon beacon antennas will influence the accuracy of the interferometer system. 
This section analyzes the errors resulting from antenna and signal polarization 
mismatch and chooses a preferred polarization. 
The polarization geometry is shown in Figure H-5-1. The interferometer 
antennas are separated by the baseline of length L. The baseline is in the x-y 
plane of a coordinate system, which has its z-axis in the direction of boregight. 
The x-axis of the coordinate system is aligned with the major axis of the polari­
zation ellipse of the incoming wave. The direction of propagation of the incoming 
wave is defined by two angles,? and€ ; ??is in the x-z plane, counted from z, 
while is the declination from the x-z plane. 
Also shown in this figure are the orientations of three polarization ellipses­
two for the interferometer antennas, which lie in the x-y plane, and a third 
ellipse for the incoming wave which is in a plane normal to the direction of 
propagation. The interferometer antennas are inclined by the angles B 1 and B2 
with respect to the x-axis, and the ellipses have axial ratios of R1 and R The 
polarization ellipse of the incoming wave has the axial ratio RT . 
Consider an elliptically polarized plane wave traveling in the z' direction of 
an x'y'z' system12 (see Figure 1-5-2). Assume that the major and minor axes 
coincide with the x' and y' axes, respectively. Then the-field of this wave can be 
written as 
E = (aXTEx, + j ayI Ey) exp j ,(wt - kz). (11-5-1) 
11-5-1
 
A
 
Antenna 2
 
Antenna 2
 
nse of Rotation 
R2 R R 
RTaxaSense of Rotation 
,z 
are in x-y plane 1ncom iog Signal 
In rterferom eter 
antennas 
B2 tiIt aGnmgles of polaarization elRipses aoantenPnzas 1 and 2 
R1 R 2 axial-ratios at anteinas 1 and 2 
RT axial ratio of incoming signal 
of incoming signal l onorientation 
Figure 11-5-1.° Geometrical Relationship of Polarizaion Ellipses 
Ix , 
Incident Plane Wavefront 
Ex-- Polarization Ellipse 
Sense of Rotation 
'Polarized Plane 
Wave 
Ellipticaly11-5-2Figure 
11-5-2 
Furthermore assume that the power carried by this wave is constant, hence 
2 2EXI 	 + = (I 
Let the axial ratio R be defined as 
R=E' Ex 	 (11-5-3) 
Then 
B 	 = 1 I 1 (11-5-4) 
l + R2 y -1+ 2 -R 
and'the field vector can be written as 
1 ~ 	 ;(H-5-5) 
Eyy V1;RJR+4 
The rotational sense of the polarization ellipse is indicated in figures U1-5-1 and 
11-5-2. This field is being received by antennas defined in the x y z coordinate 
system (see Figure 11-5-1). The component vectors of E are therefore resolved 
in the x y z system as follows: 
Ex = (Ex, cos 1 -Ey, sin 7sin ) ax (11-5-Ga) 
and 
Ey = (E cos)a . (II-5-6b) 
Consider this arriving field now as the transmitted field ET. Then 
--4 
T -2 ax (cosn7- j RT sin sin (1-
E -T I + R-f _2 (11-5-7) 
Ta j cos 
Let one of the receiving antennas, say antenna 1, be placed at the origin of the 
x-y-z system (x = y = z = 0) with boresight coinciding with the z-axis, but with 
the major axis of its polarization ellipse inclined at an angle B1 to the x-axis 
(compare Figure 1-5-1). The coordinate system of this ellipse is x"y". 
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From Equation 11-5-5 it can be seen that the electric field of the receiving 
antenna in the x"y" frame is'I? 
E = =--	 (11-5-8)ERy"l NF + R1'2 
-at"]JRI 
Observe that the y" component is negative to account for the rotational sense. 
This ellipse is rotated by the angle B into the x-y coordinate and is then 
described by the following equations: 
Rx a! (cos B !, - JR, sin B,)R c si= 
y 1 R1 
-ay (sin B + JR cosB1) 
(11-5-9) 
-With the rotational senses of both ellipses matched, the voltage UR induced by 
the receiving antenna by the inclined plane wavefront is 12 
UR P R = (ER). (ER) = ETxERx +E ERy 	 (-5-10) 
The phase 	of the received voltage is 
arctan Im {ETxERx + ETERy} (11-5-11) 
From equations (11-5-7) and (1-5-9) 
RT sin 7sin cos B 1Im IEXERX( -R, sin B1 cos r-

2 2
 
1T
 
= RT COB sin BIm ETyER 4 
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- RTRi sin ?sin C sin B IRe ReTxERxE iECos 0 cos B1 

22
 
+RTRl cost cos B1
 
Re{ETyER} = 2
 
+R +R
 
1T 
(H-5-12) 
Introducing the expression 11-5-12 into 11-5-11, the following phase angle of the 
voltage in receiving antenna number 1 is obtained: 
cos B 1R-antenna 1 R 1 sin B1 cos?7+ RT cost sin Bi +R T sin7 sinCC ? cos B1 +RTRI sin 7sin sin B3 -RTR 1 cos cos B1 
For receiving antenna number 2, the following is obtained: 
2 sinB 2 cost+RT Cos4 sin B2 + R sin 7 sin € cos B2 
Riantenna 2 . tan -cos B2 +7cosRTR2 sin sin B2 -RTR 2 cos .cos B 2 
2TL
 
xl n 	 (11-5-14) 
The last term is the desired angle 2 7 L sin cp. The sagular error 6 pol result­
ing from polarization mismatch is then 
pol antennal- RI antenna 2 + iL-RI 

(1-5-15) 
R sinB 1 0os7+RT cos sinBl + Tsin Tsin cos B1
 
poI =r Ct-co 77 cos B1 +RTl1 sin 77sin 4 sin B1 - RTRI cos cos B1
 
- are 	 R 2 sinB 2 Cos7+RT cos sinB 2 +RT sintisinC cos B2 
-cos?? cosB 2 +-RTR 2 sin 7sin C sin B2 - RTR 2 cos cos B2 
(11-5-16a) 
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To simplify the expression for the phase error it is recognized that and 77 will 
always be less than 10 deg, hence 
,t7 <<1; sin " ;sin ?77- ; cos "1; cos - 1. 
Then Equation 11-5-15 becomes 
(R1+l R T) sin B,+RT ?1 cosB 16 pol arctan p(1+1R'RT) cOSB+ 1 l 1 r sin+B1 
(R2 + RT ) sin B2 + R Vt7cos B2 
-aretan - (1 +R 2RT)cos B2 + R2 RT 7sin B " 
(11-5-16b) 
From Equation 1-5-l6b, the four possible cases of polarization will be' 
explored.
 
Case 1-Linear polarization at receiver and transmitter-Herea. 

RT = R1 = R2 = 0, and 61 pol =0.
 
b. 	 Case 2-The satellite receiver is linearly polarized and the ground 
transmitter signals are circularly (elliptically) polarized. Here R, = 
R2 = 0; expressions with (t 77)2 are neglected; B 2 - B 1 = AB << 1; and, 
since the argument is small, the arctangent is replaced by its argument. 
Then, from Equation 1-5-16b, 
sin B 1 cos B2 + 7 cos B I cos B2 -sin B2 cos B1 -cos B 1cos B2
62 pol arctanRT cos B 1 cosB 1 +R2 sinB 1 sinB2 +77cosB 1 sin B2 +7sinB 1 cosB 2 
RT AB 
1 12 I+ 2 R2T o (2B1+/A B) + R12 7si(2B1 AB) 
(11-5-18) 
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The worst case of this polarization error will occur for R 1 , B + 
450. However, because the term with B in the denominator is multiplied 
with g7, the variation with B1 is very weak; hence the term is neglected. 
Then 
2RT
 
62 pol max 2 A,B.
 
c. 	 Case 3-The signal transmitted from the ground is linearly polarized, 
while the satellite antennas are circularly (elliptically) polarized. 
ThenR T = 0 ,B 2 -B =B << 1 , andR2 -R =AR << 1. Then, from 
Equation II-5-16b 
-R sinB cosB 2 + R 2 cos B1 sin B2 
3 pol arctanos B cosB 2 + R 1 2 sin B sin B 2 
R sin (2BI +6B) + (R1 +R 2 ) &B 
(I+RIR2 ) + (1-RIR2 ) cos (2B1 + AB) 
(H-5-19) 
An estimate of a worst-case error may be obtained by letting R1 = R2 = 1 
for 	circular polarization. Then the maximal error will occur at 
+ 62B = 450 , and the worst-case (maximal) error will be 
S+AB.
 
63 pol max 2 
d. 	 Case 4-The transmitted signal and the receiving antennas are 
circularly (elliptically) polarized. Then use is made of the fact that 
R1 and R2 are almost 1. Hence, where appropriate, 
RI+ RT 
 = R 2 +RT' 1
 
1+RRlRR<
 
1 1 +R 
Again, R2-R 1 - AR and B2-B 1 = &B. Hence sin B - &B, cos A 1 1, 
and expressions with ( 1 )2are neglected. Then. 
(1 + R 2 B) 2 
64 pol 
-IR) + 77 2 (1-R 1R 2 ) sin (2B 1 + AB) 
(11-5-20) 
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The worst case is-again occurring at B! + AB_ t 45 o. Furthermore, since 
the term varying with B1 is multipled by 7 ? and both are small, the term 
(in the denominator) may be neglected. Then 
2 
6 4pol max (1+Ri)2 A-5-21 
The different cases'of polarization errors are summarized in Table 11-5-1. 
Table 11-5-1 
POLARIZATION ERRORS 
PolarizationTransmitted Satellite
PSignal Approximate Expression for an Estimate 
'Sigal ranmittd the Maximum ErrorSteliteof 
- Antennafrom Ground 
LP LP 0 
-CP L2R AB 
(1+11)2 
LP "CP AR +.,& 12
 
~2
 
!

"CP >0 + RTB 
The polarization errors can be calibrated out to a large degree. If the inter­
ferometer is illuminated from a CT, this will result in a phase error 6 po1 CT" 
The same or a very similar error 6 pol B will be made when the interferometer 
is illuminated from a beacon. it is the difference which will not be calibrated 
out. This difference, called the residual phase error, is shown in Table 1-5-2 
for worst cases. Different cases of polarization calibration signals and beacon 
signals are considered. 
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Table 11-5-2
 
RESIDUAL POLARIZATION PHASE ERROR .(WORST CASES)
 
Polarization 
Calibration 
Approximate Expression 
for the 
Numerical 
Estimate 
Case 
Satellite Station Beacon Residual Phase Error 
LP LP 0 0 1 
LP LP CP -R- +AB 50 22 
CP CP 0 0 3 
LP LP 0 0 4 
LP CP I-RTB+v 2 AR 0.90 5 
(+RT)I-B+r 
2 
-OP OP (R) 2 AR{ n, B7B 0.10 6 
To obtain the numerical estimate of the error shown in the table, certain 
assumptions about the angle difference &B, the axial ratios, and the angles P 
and ?? were made. It was previously assumed that and 77 are, at most, 10 deg. 
Consequently, when the difference between a calibration transmitter and a beacon 
occur, i.e., the expression ( C 7 6 B7B) , the maximum difference will be 
taken. For RT values were assumed which yielded the worst estimate; this is 
case 5, andRT =1, case 6.T = 0 . 5 , 
It is further assumed that the satellite antennas are turnstiles of the short 
backfire antenna fed by phase shifters. The phase shifter stability is + 1.5 deg 
electrical phase and a maximum of 0.5 dB amplitude difference. With these 
assumptions, A B = 20 and AR = 0.1 are reasonable values, and the numerical 
values shown in Table 1-5-2 are obtained. 
In choosing polarization for the antennas in the system, it must be observed 
that at least at one end of the link, the antennas must be circularly polarized. 
With this consideration, only cases 3, 4, and 6 of Table 11-5-2 are practical 
f1-5.9 
Cases 3 and 4 show no error, but an undesirable 3-dB polarizationchoices. 

loss (LP to CP) will occur. 'It can be seen from subsection 11-1.5 that a 3-dB
 
loss in the link would increase the rms random noise error by 0.2 deg.
 
Hence, -case 6 for which the satellite, the ground CT, and the beacons are 
circularly polarized, is recommended. Total errors in the system are 
minimized by this choice. Furthermore, this choice may further reduce the 
multipath error, since the repeated multipath signals have a sense of rotation 
which is opposite to the direct signal. This provides additional discrimination 
against multipath. 
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Section 11-6 
ANTENNA ELEMENT SELECTION 
An important part of the interferometer is the antenna element. This element 
must have suitable coverage and phase center characteristics sufficiently inde­
pendent of orientation to minimize errors. Many candidate antennas'were con­
sidered. This section discusses each and gives the rationale for the optimum 
antenna element choice. 
11-6.1 ANTENNA ELEMENT REQUIREMENTS 
Table 11-6-1 lists requirements for the interferometer elements. Circular 
polarization was chosen to match reception from a variety of ground emitters 
and to provide for multipath suppression. How -well the elements approach the 
ideal of exactly circular polarization is characterized by the ratio of the minor 
to major axis of the polarization ellipse, by the axial ratio, and by the tilt angle 
of the major axis of the polarization ellipse. Since the interferometer measures 
phase angle differences, the requirements have been placed on the tracking of the 
axial ratios and tilt angles of any pair of antennas over the field-of-view and 
frequency band. Differences in polarization which do not vary over the field-of­
view can be calibrated out. The polarization tracking requirements given will 
limit the phase error due to polarization mismatch effects to less than 0.1 deg for 
the preferred approach. 
The phase center of a transmitting antenna is defined as the point from which 
the far field spherical wavefronts appear to emanate. By reciprocity, when-the 
antenna is used as a receiving element in a 2-element interferometer, the phase 
difference is measured between the two phase centers. The phase center posi­
tion is a function of the antenna angle of illumination. Only in the main beam 
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Table 11-6-1 
INTERFEROMETER ANTENNA ELEMENT REQUIREMENTS 
Polarization 
Type: Circular 
Axial Ratio Tracking: Within f0.25 dB over 220 Field-of-view (FOV) and 
Over the 0.001% Frequency Band 
Polarization Ellipse Tilt Angle Tracking: Within +20 over FOV and over the 
0.001% Frequency Band 
Phase Center 
Tracking of Phase Centers Over FOV: Within 0.20 
Gain and Beamwidth 
Beamwidth (3dB) = 220 minimum 
Gain (with Respect to a Circularly Polarized Isotrope) 17.5dB minimum 
Mutual Coupling at 3), Spacing: -50 dB minimum 
VSWR Less than 1.2:1 
Configuration 
Readily Integrated into System and Requiring Minimum Unfurling 
Size and Weight 
Size: Minimum
 
Weight: 2 lbs maximum
 
Materials 
Space qualified 
11-6-2 
of the antenna is its position reasonably stationary. For the interferometer, the 
important requirement is that the phase centers of any pair of antenna elements 
track over the field-of-view and over the 0.001 percent frequency band. This 
tracking is facilitated if the phase center location is relatively constant over the 
field-of-view. 
The 3-dB bea-mwidth of the antenna must be wide enough to give full Earth 
coverage from synchronous altitude (17.5 deg) plus an allowance for the motion 
of the boom tips. From Section 1-7, the maximum tip motion is +1 deg. Using 
a margin of +1.25 deg, the 3-dB beamwidth was chosen as 22 deg. The optimum 
beamwidth is a compromise between a wide beam (low gain), which gives wide 
field-of-view and good phase center and polarization tracking, and a narrow beam 
(high gain), which gives higher received signal. In lieu of such a detailed tradeoff, 
the simple field-of-view method was used. Assuming an 60 percent antenna 
efficiency, the antenna gain requirement is 
G- 42,255 (0.6) = 17.5 dB (11-6-1) 
2 
with respect to a circularly polarized isotrope (e 3dB is the 3dB antenna beam­
width). 
Mutual coupling between antenna elements can cause a phase error that 
varies over the field-of-view. The maximum phase error is A y = 2 VIr-rad, 
where C is the mutual coupling factor between the antennas. To reduce the phase 
error due to mutual coupling to less than 0.1 deg, C S -55 dB. 
The voltage standing wave ratio (VSWR) requirement guarantees that small 
changes in the impedance match of the antenna will not produce large phase 
errors. Since the mismatch will not vary over the field-of-view, mismatch phase 
errors can be calibrated out. The VSWR requirement is therefore not stringent. 
The requirements on configuration, size and weight, and materials are 
determined by the general requirements of the spacecraft and its environment. 
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H-6.2. CANDIDATE ANTENNA ELEMENTS AND THEIR CHARACTERISTICS 
A number of different antenna types were identified that conceivably could 
satisfy the aforementioned requirements for the interferometer antenna elements. 
These candidate antennas fall into two general classes: aperature antennas and 
end fire antennas. The following subsections analyze each candidate. 
11-6.2.1 Backfire Antenna 
The backfire antenna 13, as shown in Figure 11-6-1, is a leaky cavity reso­
nator formed by two circular planar reflectors of unequal diameter which are 
spaced n _ apart. Energy is injected into the cavity by a dipole feed and is 
confined to the cavity axis by a Yagi-type surface wave structure. 
The gain of this antenna is proportional to the length of the surface wave, 
structure and, up to a limit, to the diameter of the large reflector. The gain 
can be increased beyond the maximum obtainable with a flat reflector by using 
a stepped reflector as shown in Figure H-6-2. Zucker 14 shows that the gain 
of the backfire antenna with the stepped reflector is 
G = 60L (H-6-2)
 
For a backfire antenna with a flat reflector, the gain is about 2.5 dB lower, or 
G = 33.7 L 
Using a 60 percent aperature efficiency, the 3-dB beamwidth is 
= 159e 3dB 
Table 11-6-2 lists the gains and beamwidths for the flat and stepped reflectors. 
It can be seen that the 1.5X long flat reflector antenna comes closest to the 
desired 22 deg beamwidth. It has a gain of 17.1 dB. 
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Surace Wave Structure 
Dipole Feed 
Figure 11-6-1. Backfire Antenna with Flat Reflector 
Stepped Rear Reflector
 
Flat Front Reflector
 
Figure 11-6-2. Backfire Antenna with Stepped Reflector 
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Table 11-6-2 
GAIN OF BACKFIRE ANTENNAS 
Length Backfire with Backfire with 
(wavelengths) Flat Reflector Stepped Reflector 
Gain Beamwidth Gain Beamwidth 
(dB) (deg) (dB) (deg) 
0.5 12.3 38.8 14.9 29.1 
1.0 15.3 27.5 17.8 20.6 
1.5 17.1 22.4 19.6 16.8 
The short backfire antenna can be circularly-polarized by using a crossed 
dipole (turnstile) feed antenna. Since the cavity is circularly symmetrical, an 
excellent axial ratio is achievable. 
Measurements were made on a. simple model of the backfire antenna to 
determine its phase center and mutual coupling characteristics. This model was 
0.5k long and had a 2X diam, with a linearly polarized dipole feed. Figure 
11-6-3 shows the measured E- and H-plane radiation patterns and phase patterns. 
It was found that the phase center is constant over the 3dB beamwidth and is in 
the same location in both the E- and H-planes. The measured mutual coupling 
between two antennas about 3>, separated on centers was -60 dB. 
11-6.2.2 Corner Reflector 
By tilting the dipole feed in a corner reflector, a circularly polarized beam 
can be generated. The gain obtained from such an antenna is limited to 
about 8 dB above a CP isotrope. 'Therefore this antenna was not considered 
further. 
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Figure 11-6-3. Short Backfire Antenna Characteristics 
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11-6.2.3 Turnstile Array 
The turnstile array consists of a square array of turnstile (crossed dipole) 
elements mounted on a ground plane. The individual elements are fed in phase 
by a corporate feed network. 
Table 11-6-3 shows the number of elements necessary to achieve a 22 deg x 22 
deg beamh. By using a 4 x 4 element array and making the spacing between the 
elements somewhat larger than 0.5X , the desired beamwidth can be obtained. 
Using a 4 x 4 array also has the. advantage of a fairly simple corporate feed, 
since it can then be implemented with hybrid-type power dividers. 
Table 1-6-3 
THREE-dB BEAMWIDTH OF BROADSIDE HALF-WAVE 
DIPOLE ARRAY WITH HALF-WAVE SPACING BETWEEN DIPOLES 
(Ref. 17, p. 622) 
No. of Beamwidth (3 dB) 
Elements (deg) 
2 52.5 
3 34.3 
4 25.6 
5 20.4 
An exact calculation of the array gaii is difficult since the mutual impedances 
among all the elements must be taken into account. An estimate of the array gain 
can be made by using the available results for the gain of square arrays and the 
gain of each element as follows: 
G = Ge G
 
e a
 
G = gain of turnstile array
 
Ge = gain 'of individual turnstile
 
G = gain of array of isotropic elements. (11-6-3) 
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The gain of a half-wave dipole spaced a quarter wave above a ground plane is 
18 
G = 7.2. 
The gain of a broadside square array of 16 half-wave dipoles with half-wave 
14 dB. 1 9 interelement spacing is Subtracting the dipole gain of 2.1 dB, 
Ga = 11.9 dB. Therefore. 
G = 11.9 + 7.2 = 18.7 dB. 
This result is probably too high, since some of the impedance interaction between 
the elements has been neglected. For example, Diamond 20 shows that the gain 
of the center turnstile of a 7-element linear array is only 3 dB. There is also a 
change in the axial ratio of the turnstile element when it is arrayed. 20 
11-6.2.4 Spiral and Conical Helix 
The spiral antenna consists of a pair of conductors each of which is shaped 
in a plane equiangular spiral. A travelling wave is excited on each conductor 
by the balanced feed, and radiation occurs from the conductors in the region 
where the circumference of each conductor is about 1 wavelength. The spiral is 
mounted on a -L deep cavity to produce unidirectional radiation. The gain of 
the spiral is only about 5 dB, and the 3-dB beamwidth is about 60 deg. The 
spirals would have to be used in an array to achieve the desired gain and beam­
width. The on-axis' axial ratio of the spiral remains less than 1.7 dB for angles 
from boresight to 70 deg-off boresight. 2 1 The phase center is approximately 
a rad behind the plane of the spiral, where a is the growth rate of the spiral. 
The phase center versus angle charactetistic is fairly flat. 
2 2 
The conical spiral consists of spiral conductors on the surface of a truncated 
23 
cone. The gain is about 5 dB (with respect to a CP isotrope). The axial 
ratio is less than 0.5 dB on axis, and less than 1.4 dB up to 50 deg off axis. 2 4 
The phase center versus angle characteristic is fairly flat. 2 5 It has been found, 
however, that the phase center position is somewhat sensitive to the axial ratio 
of the illuminating wave. 25 
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11-6.2.5 Helical Antenna 
The helical antenna consists of an n turn helical conductor in front of a 
ground plane. If the circumference of the helix is about 1 X, the antenna will 
radiate a circularly polarized beam in the direction of the axis of the helix. 
The 3-dB beamwidth of the helical antenna is 26 
-
526 3dB 
= circumference 
X 
of each turn in wavelengths 
= pitch of each turn in wavelengths 
X 
n = number of turns. 
Assuming a 1>, circumference and a 22 deg beamwidth, -- =5.55. 'Using 
S 
a pitch angle .of 12.5 deg, T = 0.222 and n = 25. The gain of the helical antennax 
is 
is)15 2 n- = 83.4 = 19.2dB. 
The length of this helix for operation at 1.6 GHz is 41 in. This length would 
be rather difficult to support rigidly, so a 4-helix array would be preferable. 
The directivity of a 4-element array of isotropes with half-wave spacing 
between the elements is 6 dB. Therefore the helix gain need only be 13 iB. 
The length of the helix element n-- need only be 1.33 > or 9.8 in., and. the 
helix would have six turns. 
The polarization axial ratio R of a helical antenna element is approximately 
2n+1 (1-6-5)2n 
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For a 6-turnhelix 
R = 1.08 = 0.4dB. 
An axial ratio this low is seldom realized in an actual helical antenna due to 
undesirable mode currents propagating on the helix. However the axial ratio can 
be considerably improved by using a conical helix shape at the input and output 
end of the helix. 2 7 
The axial ratio of the helix depends critically*on the circularity of each turn 
of the helix. By making the turns slightly elliptical, the axial"ratio-can b6 
improved.
 
The most serious deficiency of the helical antenna is the fact that its polariza­
tion axial ratio is a function of the angle off axis. 'The helix axihi direbtiori is 
not a direction of polarization stationarity (Ref. 28, pp. 188-192);. Figure 
1-6-4 depicts this angular dependence-. 
2.0 	 n=2 to
 
=-1.0 
1.8 	 Ca = 1.00 
a =120 
0 	 n-61.6 
x 1.4 	 n=10 
=
 1.2 L "n	 20 
1.2 
t.o I I I ­
°' 
S 200 40100 36 
Angle From Helix Axis 
Figure 11-6-4. Angular Dependence of Helix Antenna Axial Ratio 
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Polarization tracking between antennas will be more difficult with a helix
 
antenna than with an antenna which has a stationary polarization versus angle,
 
such as a spiral or turnstile antenna.
 
Measurements have been made on the phase center location of the helix as
 
a function of the helix parameters, 2 9 but no data is available on the measured
 
phase center as a function of angle of illumination off axis. Calculations have
 
been made 30 which show that the phase center moves axially towards the
 
reflector as the illumination angle increases off boresight..
 
11-6.2.6 Yagi-Uda Antenna 
The Yagi antenna consists of a linear end fire array of dipole elements. One 
dipole is the driver, and the director elements are excited by the surface wave 
that travels along the array. A reflector element is placed about 0.25X behind 
the driver half-wave dipole, so that the surface wave propagates in the end-fire­
direction along the director elements. The director elements are about 0.43). 
long and are spaced about 0.39X apart. To obtain circular polarization, crossed 
dipole elements can be used. 
The gain of the Yagi is proportional to the length of the array or the number 
of director elements. An analysis of Wolf's directivity curve 31 shows that the 
gain is 
G (dB) = 10.2 + 4.7 log (11-6-6) 
For 17 dB gain, -- = 28.2. At 1.6 GHz, the length is 209 in., which is pro­
hibitively long. By using a square array of four Yagis, the element gain need 
only be 11 dB, and the Yagi is then only 1.5 x long or 11 in. 
The beamwidths of the Yagi are nearly symmetrical (Ref. 17, Sect. VI. 6), 
'.the-axial ratio should be good. No'information is available on the phase center. 
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Table 11-6-4
 
CHARACTERISTICS OF THE CANDIDATE ANTENNA ELEMENTS
 
Antenna 
Backfire 
.D Corner Reflector 
Dipole Array 
< Spiral and Conical 
Helix 
<quired 
Yagi-Uda 
Size and 
Weight 
Light 
Heavy 
Heavy 
Light 
Light 
Heavy 
Comments 
Chosen antenna 
element 
Single element 
too long for re­
gain 
Single element 
too long for 
required gain 
Axial Ratio 
Tracking 
Good 
Phase Center 
Tracking 
Good 
Fair 
Fair Poor 
Good Good 
Fair Fair 
Fair ? 
Gain and 
Beamwidth 
Favorable 
Low, requires 
arraying 
Low, requires 
arraying 
Low, requires 
arraying 
Low, requires 
arraying 
Mutual 
Coupling 
Satisfactory 
Probably 
satisfactory 
Probably-
satisfactoiy 
Probably 
satisfactory 
Probably 
satisfactory 
Probably 
satisfactory 
1-6.3 SELECTION OF OPTIMUM ANTENNA 
Table 11-6-4 summarizes the characteristics of the various antennas. Of 
the candidate antennas, only the backfire antenna has the desired gain without 
arraying. While it is possible to get the desired gain from the helix or the Yagi, 
the length of these antennas for high gain is prohibitive since it would be difficult 
to achieve the requisite mechanical stability. Array antennas, whether they be 
of helices, Yagis, spirals, or turnstiles, have the disadvantage of needing a feed 
network. This feed network increases the antenna weight, and introduces more 
complexity, since the feed network must provide and maintain equi-phased signals 
to each array element. 
The backfire antenna achieves its high gain in a small size by utilizing the 
gain of the surface wave structure twice as well as the gain of the 2-reflector 
structure. Since it also has excellent axial ratio and phase center characteristics, 
it was chosen as the optimum antenna element. 
11-6.4 MECHANICAL/THERMAL DESIGN 
Figure 11-6-5 illustrates a layout of the circularly polarized backfire 
antenna. The baluns to drive the crossed dipoles are built into the cylindrical 
post supporting the two reflectors. The two orthagonal baluns are driven from 
a hybrid network which produces a pair of 0 deg and 90 deg phased outputs. The 
90 deg phase difference, when applied to the dipoles, produces the circular 
polarization. 
The important factors in the mechanical design are to maintain both reflectors 
flat and parallel. This is accomplished with the ribbed support structure on both 
reflectors. 
Since the structure is symmetrical, temperature changes should produce equal 
effects on the orthagonal dipoles and the baluns. Therefore no degradation in phase 
shift should occur. The 90 deg hybrid can maintain a +0.25 dB amplitude balance and 
+2 deg phase balance over a wide temperature range. 
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Figure 11-6-5. Backfire Antenna 
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MECHANICAL STUDIES 
To create a long baseline, the interferometer antennas must be mounted 
to an extendible structure, which is deployed to its full length once the satellite 
is in orbit (see Figure 1-7-1). Two candidate structures, the Astrocolumn and 
the Fairchild Hiller TEE (tubular extendible element) were considered for this 
purpose. 
The baseline is a line connecting the phase centers of the antennas mounted 
to the tips of a set of interferometer booms. In this feasibilitystudy, it is the 
motion of this baseline that is of paramount importance, and factors affecting 
this motion, such as the environment, the Attitude Control System (ACS), boom 
configuration, mechanical properties, and electronic package weight (tip weight), 
were considered. The baseline length of 75 m or 228 ft required by the experi­
ment precludes the use of a rigid system. Thus, the bending of the interferometer 
booms due to environmental factors will cause the baseline motion. 
Since phase measurement requires time, it was necessary to limit the rate 
of baseline motion. Somewhat arbitrarily it was decided that the baseline should 
not rotate more than 0.001 deg in space within a tracking time interval of 1 s. 
This angle corresponds to a 2km position change at a 20 deg elevation angle. 
Furthermore, the total deviation from a nominal position was limited in that the 
baseline must be tangential to the earth's surface within +2.0 deg. 
The important parameters considered in evaluating each of the two candidate 
structures the Astrocolumnand tubular extendible booms are: 
a. Stiffness-Desire the boom to be stiff or as rigid as possible since the 
deflections due to the environment are a function of the product of the 
modulus of the material's elasticity and the configuration area moment 
of inertia, and it is desired that these deflections be small. 
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Figure 11-7-1. Baseline Definition 
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b. 	 Vehicle Natural Frequency-Desire the frequency of the baseline motion to 
to be low, for this implies a long period of oscillation with low velocities 
for the baseline. However, as was mentioned above, high stiffness isdesired 
for small deflection. Unfortunately, these goals are contradictory, since 
frequency increases with an increase in stiffness. 
c. 	 Boom Length-The maximum interferometer antenna baseline separation 
was initially assumed to be on the order of 100 wavelengths at 400 MHz. 
This means that a tip-to-tip length of about 246 ft is required; each boom 
would then be approximately 120 ft. This length was not appreciably 
changed during the study. 
d. 	 Boom Material Characteristics-Because of weight considerations, the 
incentive is to have as small of a weight per unitilength as possible. 
Frequency, however, increases as this parameter decreases. It is also 
important that the magnetic properties of the material not cause a moment 
which would adversely affect the ACS. Furthermore, the ratio of the 
coefficient of the thermal expansion to thermal conductivity must not be 
too large so as not to cause intolerably large thermal deflections. 
e. 	 Thermal Properties of the Boom-Low fluctuations in temperature are 
desired, especially'in the case of shadowing. Also, because of baseline 
length changes the requirements exist to limit the longitgdinal thermal 
expansion of the boom. 
f. 	 Boom Interferometer Antenna Package-Desire that the packaged boom 
have low weight, be contained in a small volume, and be within the 
present state-of-the-art. 
11-7.1 CANDIDATE ELEMENT DESCRIPTION 
The 	two condidate elements considered are described below. 
a. 	 Astrocolumn-The Astrocolumn is a deployable lattice structure. A 
typical version consists of three longitudinal members, intermittently 
connected by battens, and which form a triangular cross section. Small 
diameter steel cables diagonally connecting adjacent sets of battens pro­
vide torsional stiffness. The continuous flexible longerons are made 
of glass fiber. When in the packaged condition, the longerons are 
helically coiled, with the battens stacked on top of one anothdr. 32 
b. 	 Tubular Extendible Elements (TEEs)-Fairchild Hiller's Tubular Extendible 
Element (TEE) is a thin metal strip that is spool-wound as a tape during 
storage, but upon release forms automatically into tubular shape. An 
extendible element can be deployed by use of a simple device, such as 
the spool-stored self-extending TEE, or a motor, such as that utilized 
in the RAE spacecraft (Explorer 38) to deploy 750 ft of element. 
11-7-3
 
A typical motorized mechanism consists of an element storage reel, a motor, 
a gear or belt drive train, element guide supports, element extend and retract limit 
switches, and element extended length readout instrumentation-all housed within a 
lightweight support structure. 
Two TEE configurations were investigated: the Edgelock, which is characterized 
by a 1-piece tape with scalloped edges which interlock upon deployment, and the Hinge­
lock, which is characterized by two separate tapes permanently joined along their 
edges in a tab-slot hinge line. Figure 11-7-2 shows these two configurations and 
Table 11-7-1 presents the properties of the various booms. 
Table 11-7-1 
BOOM PARAMETERS 
Estimated Size for 
,System Material. Diameter El(lb. in. 2 ) 
(in.) 
lb/ft 120 ft. Length 
in.,xin. x in. 
Edgelock 
TEE 
BeCu 1/2 2,000 0.0151 13 x 3 x 4 
Hingelock 
TEE 
BeCu 1 26,000 0.0644 11 x 12 x 4 
Astrocolumr 
(Flexible 
Longeron) 
Glass 
Fiber 
3 37,200 0.02 48 x 3 x 3 
Astrocolumn 
(Flexible 
Longeron) 
Glass 
Fiber 
6 163,000 0.0636 60 x 6 x 6 
The values of EI for the Astrocolumns were obtained by using a design formula 
received from Astro Research Corporation by telephone call. 
As part of this concept study, a preliminary estimate of the package size 
for 120 ft boom length was made. An estimate of the package size for a 3- and 
6-in, flexible longeron Astrocolumn was made based on information obtained 
from an Astro Research Corporation brochure. 
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Figure 11-7-2. Boom Configuration 
Table 11-7-1 includes the estimated package size for a 120 ft boom length. For 
example, for the 0.5 in. Edgelock, a volume of 156 cubic in. is required. For a 
3-in. Astrocolumn, a volume of 432 cubic in. is required. 
1-7.2 ENVIRONMENTAL EFFECTS 
The shape of the bending modes is of greatest importance in determing the 
limits of the antenna baseline rotation. As it can be seen from Figure HI-7-3, the 
antisymmetric bending mode (B) will rotate the baseline while the symmetric mode 
(A) merely translates the baseline and therefore, theoretically, does not affect the 
determination of the balloon beacon's locations. 
Both the symmetric bending mode and the antisymmetric bending mode are 
affected by the system environment. The symmetric bending mode is affected by 
solar pressure and aerodynamic drag, while the antisymmetric bending mode is 
affected by gravity gradient. Thermal variations produce deflections mostly of a 
symmetric nature with the maximum "out-of-plane"bending being less than 10 
percent of the "in-plane" bending. Maneuvers will produce both symmetric and 
antisymmetric bending. A detailed analysis of the magnitudes of these effects is 
given below. An extreme condition was defined to be a 200 ft long, 0.5 diam. Edge­
lock TEE. 
1-7.1 Tip (maximum) Deflection due to Solar Pressure 
PrL4
 
6 max - EI 
 (II-7-1a) 
where 
P~~~~~~ soa lbrsur,4x1-7 

SPo= solar pressure, 4 x 10u - for a reflective surface
 
1-7.2.2 Tip Deflection due to Aerodynamic Drag 
P rL 
4 
max 4E1 ' (II-7-1b) 
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Figure 11-7-3. Satellite Dynamics 
where 
dynamic pressure, 12 CaV2C 1.4 x10-8lbft2 
at 20, 000 mile synchronous altitude. 
For the case defined above, the magnitudes of the above two symmetric deflections 
are: 
Solar pressure: 0.24 ft or 7.3 cm
 
Aerodynamic drag: 0.0084 ft or 2.5 mm
 
1-7.2.3 Tip Deflection due to the Lateral Force Induced on an Antenna due to 
Gravity Gradient 
The gravity gradient will deflect a boom with a tip mass by 
Kgg +~Z 2---mL Isin 2e. (ML 4 (1-7
5max EI 120 o 
11-7-7 
Calculations have been performed which indicate that, for the extreme condition 
'defined above with a 15-lb tip weight, a gravity-gradient deflection of 0.148 ft 
(4.5 cm) or an angular deflection of the baseline of 0.0424 deg would occur if the 
baseline was rotated 45 deg out of a plane tangential to earth's surface. 
11-7.2.4 Thermal Bending 
The thermal deflections encountered in space will be nearly symmetric and 
therefore, will not affect the baseline greatly. Figure 11-7-4 is a sketch of a 
state-of-the-art configuration of an interlocked TEE. Figure 1-7-5 shoves the 
effect of the solar windows (perforations) on thermal bending. As the area of 
the solar windows increase, the thermal deflections decrease. It is theoretically 
possible to perforate the interlocked booms to minimize thermal bending, since 
no diametric thermal gradient exists across the boom. 
This occurs when the area of the perforations (which is equal to the exposed 
area of the boom side facing away from the sun) times the absorptivity of the 
inner surface is equal to the remaining boom area times the outer surface 
absorptivity. 
H-7.2.5 Longitudinal Thermal Expansion 
If the boom is originally heated by the 'sun and suddenly is plunged into the 
dark either by Earth shadowing or satellite shadowing, a temperature variation 
will occur. The boom will undergo a change of length which will affect the base­
line separation. This phenomenon will occur twice a year for about 75 min maximum 
in the case of Earth shadow for a synchronous satellite. 
The energy equation for this phenomenon is
 
S2T + N.I. = Cpt T
 
where 
V 2 T = 0, since the temperature does not depend on where any element is in 
space and 
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Figure 11-7-4. Thermal DeFlections 
N.I. 	 = Net Input, which represents all incoming energy minus all energy leaving 
the system and equals -E 0 As UT 4. 
Collecting 	terms and realizing that the temperature depends only on time yields 
As T4 = r Cp tdT (I-7-4)- 0 dT
 
t = wall thickness 
As an example, consider that a beryllium copper.0.5 in. Edgelock TEE of 
120 ft length, silver plated, with a 0.002 in wall thickness which has an initial 
mean temperature in the earth vicinity space environment of 2340 F is suddenly 
thrust into darkness. The temperature variation is found as follows: 
dT EoA a dr 
p 
--- T-9 
13.0 x = Area of the Holes 
to= 0.1 
1 i 0.9 
11.0 
9.0 
C 
X 
' 
_ 	7.0 
I­
5.0 
3.0 
X = 8% 
1.0 
0 	 II I I I 
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Boom Length, ft 
Figure 11-7-5o Thermal Deflections of Beryllium-Copper Boom with k 250 Lt 
For beryllium copper the equations are: 
E = 0.02 
a* = 0.1713 x 10 - 8 BTUft2 hr R 
11-7-10 
BTU 
= 0 .1P ~lb OR 
IdT -0.6 x 10-8 . 
T. 
1 
ForT i = 2340 = 694 0R, T = 1.25 h, the final temperature was calculated to be 
Tf = 354 0 R = 1060F. 
Therefore 
AT = 340F. 
The change in the length of the entire baseline will be 
AL = LoeeAT. (11-7-5) 
The change of the length of the baseline separation was calculated to be -9.04 
in. (contraction). 
The maximum longitudinal velocity occurs where the temperature is the 
greatest, as follows: 
dL = - 2LoeE T Max 2.05 ft -0.00684 in. (H-7-6) 
T~max tc Cp h s 
11-7.3 THERMAL TWIST 
It has been observed from flight data from various satellites that, while in 
sunlight, overlapped tubular extendible elements have twisted. During the time 
when the boom was in the Earth's shadow, twisting was not observed. It has 
therefore been concluded that a solar or thermal torcjue must exist which twists 
the boom. This torque, if it existed on a Hingelock TEE, could twist the booms 
and move the antennas sufficiently to point them away from earth. Therefore the 
thermal twist on a Hingelock TEE was examined in detail. The analysis of the 
thermal twist phenomena is based on the coordinate system shown in Figure 
1-7-11
 
-- -
11-7-4. Frisch3 3 has investigated the thermal effects on unfurlable booms with 
respect to bending and twisting. In his work, he gave the thermal torque about 
the shear center as 
Tc(z) = -At Ee d{rP [e sin k + T1. 
s 
- f [r+e os( - _ 9 ]7.T z) deds (1-7-7) 
Where A is a factor indicating the sense of overlap of the boom. 
The expression for the eccentricity e is given by 
cos - sin "­
e = p .2 (11-7-8) 
7 +_- 1 sin 
T -2 
For the Hingelock boom e = 0; for the Edgelock boom e = 2r. 
As can be seen from the torque equation, an understanding of the temperature 
distribution is necessary. The temperature distribution for the Hingelock and 
Edgelock TEEs was obtained through a nodal analysis. This nodal analysis agrees 
very well with the temperature equations given below. These non-dimensional 
equations were used to evaluate the thermal torque. 
The temperature distribution for a double seam Hingelock TEE is: 
T -f 1 (es) cosh fW], -fi) + f2 (e s) cosh [ B + 
(o - X ai) + Xai (1)ncos2n(f - s 
+ 2 (B+1) cos (A-es) 8i1 n=1(n2- -)(n2+ B )-
+ 4(al3 + X-aij-os 1 
1 f(eas)cosh rB (IT$ -f 2 (e )osh[ 7( 2 n - 0)+ (continued next page) 
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(a0 - xat) (p-e ) (a0 + xai )yM1)OSfl8- s 
+ai cos 0s)-0'+ 8 E- in 2-41 n2 +4B 2 (B+I) 
(11-7-9)4 q0 + X i oT 
+ w 
where 
areax = % perforation by 
e = r,Tv24 
BKt T
 
4 E o r 2 UT avg4
 avg 
B =K KtT
 
Eavg 
cTAV4 (a±o+ X ai) S= 
rE€0 
- X a Sn(-1)nnsin2nos a 0(a0 + xai) 
4L n l (n2- ) (n2+ ) 2 (B+1) 
fl(6 V-TBsinh/Er 
1-7-13 
The temperature distribution for a single seam Edgelock is 
T fl 	(6 s) [cosh [ -coshfB (2 IT'- + 
+ (ao-xai) Cos (B- e§) -(a 0 +X i)ya (-,)ncos2n ¢-s 
L- 4 (n2 -Ln +B)2(B+) 
+4(a 0 4: ai) 
(xB 	 (11-7-10) 
Without loss of generality, we equate 0 and 0 a, where a s is the angle of incidence 
of the sun relative to a slit location. Also, we perforate the booms 11.1 percent 
by area, and silver plate the outer surface and "blacken" the inner surface as 
discussed previously. 
Performing the necessary integrations in the torque equation given above 
and collecting terms, yields the following equations for the thermal torque: 
a. 	 1.0 in. Hingelock 
Tsc(z) = [0.21 sin -0.137 cos 2] L (11-7-11a) 
b. 0.5in.Edgelock 
Tsc(z) = 	 [0.0129 cos 2p] d (11-7-11b) 
In general, twist due to torque is given by 
Tsc zC 1 dz 3	 (11-7-12)d   
with the boundary condition 
o (0) -	 -z. (0) =- (Lo)--o 
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The last boundary condition assumes that the tip is not free to twist. Substituting 
the torque Equation I-7-10 into the twist Equation 11-7-12 yields, for the Hinge­
lock TEE 
1 sin 2p + 0.137 (i - (1 -7-13)d [A#r+dz 2C1 4 C1 4C1 
where 
C = 0.4691 lb in. 2 
C1 = 8.25 x 105 lb. in. 
4 
By stating that d9 (L°) = 0, A in equation 11-7-13 can be found'for various values 
dz 
of assumed twist at the tip of the boom. Then, by performing an analog simulation 
of Equation 11-7-13 using the values of A derived, values of p (LI could be determined. 
For twist to exist, the assumed values of twist at the tip (boundary condition) and the 
numerically derived values of twist at the tip must intersect at some value of A. 
Figure H-7-6 shows these two relations-. The intersection occurs at A = 1.27 x 
10-7, (p L o = 0. It was concluded, therefore, that thermal twisting will not 
occur. 
For the Edgelock TEE, the twisting equation becomes 
do [C - 010129 cost 2 ] =0. (11-7-14) 
dz 
The third derivative does not appear in this equation since the twist is independent 
of the length for the Edgelock. This is- verified by tests done at Fairchild Hiller 
and by Harold P. Frisch in which the value of C 30 was found for a single 
seam boom. This equation has two solutions: either 
C 
cos-2p 
= 0.0129
 
which is impossible for C = 30 lb in. 2 or 
d___ = 0 
dz
 
which implies no twist existing anywhere.
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11-7.4 SYSTEM FREQUENCY 
The system frequencies and amplitude will indicate how rapidly the baseline 
and satellite hub are moving. Tip weights of 0, 5, 10, and 15 lbs and boom 
lengths of 50, 75, ... , and 200 ft were used to calculate the system's frequencies. 
The system's symmetric frequencies were calculated from the well known formula 
for a cantiliver beam with a tip mass as follows: 
= k (11-7-15) 
M+0.23m 
k 3EI (11-7-16)L3 
The antisymmetric frequencies were calculated using a method derived by 
Frisch.34 With this method, the system frequencies can be predicted with 
slide-rule accuracy. 
Although a parametric study was desired, some reasonable assumptions had 
to be made to do a realistic study. These included: 
a. Mass moment of inertia of the satellite; 100 slug ft2 = Is 
b. Desired moment of inertia about the pitch axis to be 1.2 times the 
mass moment of inertia about the yaw axis (done to size the gravity 
gradient boom) 
c. Satellite radius; 2 ft. 
The frequency equation of the reference is a complex, nonlinear equation 
in XLo where 34 
24 = m__n 
El 
and L o is the boom length. 
Solution of this equation then allows the:system frequency to be found from 
( X.) 2 (n Lo)2 El (11-7-17) 
n= LO-71 
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The symmetric frequency calculations for the TEEs are found in Figures 11-7-7 and 
11-7-8 while antisymmetric natural frequencies are included in Figures 11-7-9 and 
11-7-10. Notice that, in all cases, increasing the stiffness increased the fre­
quency while increasing the boom length and tip weight decreased the system fre­
quency, as was expected. For a 100 ft, 0.5 in. Edgelock, the period is expected 
to be about 77 s. For the 100 ft, 1.0 in. Hingelock, the period is expected to be 
about 27 S. (The assumption here is of an infinite tip weight, antisymmetric 
mode.) These values were also found in the simulation discussed in subsection 
11-7.5. 
To alleviate the ACS requirements, a gravity-gradient subsystem was con­
sidered. As an approximation, and for investigative purposes only, the mass 
moment of inertia about the pitch axis of the satellite was arbitrarily made 20 
percent greater than the mass mbment of inertia about the yaw axis. Thus, taking 
mass moments about these axis, yields 
apic: 2 mL3 2 2 3 
a. 	 pitch: 3mLo + 2Lo M I +-mLg3 + 2L M =12 (11-7-18) 
4 3 2 
b. yaw: 	 4mLo +IS + 4L o M = I1 (11-7-19) 
c. I2 = 1.21. 	 (11-7-20) 
With the above three equations, the gravity-gradient rod length was determined 
for known values of gradient tip mass, main boom length, mass per unit length, 
etc. The effect of gradient tip mass on the length of the gravity-gradient rod is 
shown in Figure 11-7-11. 
Finally, the effect of the gravity gradient on the system antisymmetric fre­
quency was calculated using Reference (34). The system antisymmetric fre­
quencies increased as expected. The results of these calculations are shown 
in Figures 11-7-12 to 11-7-13 for a 0.5 in. Edgelock and a 1.0 in. Hingelock, 
respectively. 
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11-7.5 DYNAMIC SIMULATION 
To obtain an approximation of the motion of the baseline as it is affected by 
the thrusting during stationkeeping, by other ACS perturbations, and by various 
boom types and tip weights, a simulation with two degrees of freedom was 
formulated using the Lagrange energy technique. The coordinates of the problem 
are the rigid body rotation of the hub and booms and a time dependent mode 
shape normalized such that - is associated with the tip of the boom and is 
relative to a fixed body axis. The first cantilever mode shape was selected 
since this would provide the system with the lowest natural frequency. The 
simulation model is shown as Figure 11-7-14. 
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Figure 11-7-14. Simulation Model 
In the analysis, it was considered advantageous to consider the relative 
motion of the satellite with respect to a rotating axis system. Higdon and Stiles 
gives a complete description of this aspect of the problem. 35 The coordinate 
system is shown in Figure 1-7-15 for ease of discussion. 
Letting 0 concide with 0'yields the following position vector: 
-, (x 
r = + 7 CD (11-7-21) 
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where 7 D is the first cantilever mode shape normalized to q at the boom tip 
and the velocity vector 
V I~-W (y +vc1 ) 
p+ Wx (11-7-22) 
from which 
2 y2+2y?7 (P+72c,) 2c,2 + t~ 2 2 
= 2 (y+y + )+ *22I + 2 o+ x (11-7-23) 
The Lagrange equations for a system of No degrees of freedom capable of 
being defined by No independent coordinates and having been defined at the 
beginning by No such independent coordinates are: 
d (- L . aL - Q j=1, 2, ... ,N (11-7-24) 
dt aqj) aj Q 
L T-Vj (assuming no damping) 
T = Total Kinetic energy of. the system 
V = Total potential energy of the system. 
For this problem, 
N = 2No2 
ql= 6 
q2 
T = 1/2 f v2 dm
 
Body
 
Inserting from Equation 11-7-23 one obtains 
T = 1/2 fw 2x)(w2772+t.2)e2 2ii lm 
Body 
1-7-25 
This can be written as 
T = 1/22ITw +Q 2 2) i+H(1-7-25) 
where 
H1 = f4 2 dm; H 2 fx cdm 
Body Body 
IT = total mass moment of inertia of the system 
= first cantilever mode shape normalized to one at the boom tip. 
Since only local dynamics are considered, we have 
2 f(D')27 dx = EI H3 7 ; CI =cl 
2 2v2=	f EIH / d (11-7-26) 
fBody 
Combining Equations If-7-25 and 11-7-26 yields 
L = .11TO2+ 2? _H 	 El H2 ? (11-7-27)2 (W/2 	 2 - 2 
Taking the necessary derivatives, adding, rearranging terms, and separating 
the variables yields the two equations of motion, namely: 
-L/ 	 2 EI 
-2 I 	 (11-7-28) 
and 
-J 5 7j2w 	 (O" = -1 s+v 2 Hi TQ- H1 + W2 Hz ET 
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where 
I = mass moment of inertia of the hub. 
These coupled, nonlinear equations did not yield a closed form solution. The 
simulation was, therefore, carried out by means of an analog simulation program. 
A simple ACS logic was devised. It consisted of an on-off system in which a 
restoring mechanism, e.g., control jets or inertia wheels, would "fire" when 
the baseline angle exceeded 1 deg and return the system to the nominal position. 
The base angle a was calculated as 
= 6 L (1-7-30)L " 
0 
The first initial condition chosen was a tip deflection of 4 ft, i.e., ? o = 4.0 ft. 
This was artibrarily chosen to guarantee that the restoring torque would be 
engaged. The program was run for the various configurations with different 
tip weights; altogether about 15 cases. Figure 11-7-16 shows the variations 
in the baseline angular rate for the c'onfigurations. The conclusions that can 
be drawn from this analysis are the following. First, as the stiffness increases, 
so does the frequency. The period goes down correspondingly, which is undesirable 
since the baseline will be rotating faster. Second, as the tip mass is increased 
on a particular boom, the uncertainty in the baseline rate decreased. 
After different cases had been studied, it was realized that for the stiffer 
systems, i.e., Astrocolumn and 1.0 in Hingelock, the 4 ft tip deflection was an 
unfair basis for comparison. A more realistic initial condition was taken to be 
a hub rotation of 1 deg, hub angular velocity of 10- 5 rad/s. This simulates drift; 
for example, due to the gravity gradient. With this set of initial conditions, all 
the systems had comparable baseline performances. 
The results of a typical run is shown in Figures 1-7-17 to 11-7-20. Figure 
11-7-17 shows that the hub has moved through 1 deg which has caused the restoring 
torque to "fire." The booms, since they are flexible, continue to move through 
the initial path. At about 40 s, the central body begins to "feel" the effect of the 
boom motion. At 75 s, the torque shuts down with the motion of the hnb affected 
by.the oscillating booms- as the hub drifts towards the nominal position. 
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In Figure 11-7-18, the booms start out having no deflection. As the hub rotates,, 
the booms deflect, causing the pattern of cscllation shown in the figure. The 
pattern, not precisely sinusoidal, shows the dynamic effect of the hub rotation on 
the booms. 
Figure 1-7-19 shows the angular rate of the baseline. This parameter was 
programmed to vary -as 
S= S+ L (11-7-31)o0
 
The first 50 s show the satellite being broujht back to the nominal position by the 
torquer. As the torquer cuts off at 75 s the pattern again indicates the dynamic 
coupling between the spacecraft and booms. 
Superimposing Figure 11-7-17 onto Figure 11-7-18 shows that the hub rotation 
and the boom tip deflection are 180 deg out of phase, as they should be for this 
model. Note in Figure 11-7-20 that the angular position of the baseline(a versus time 
appears as a smooth curve. The curve is actually irregular so that it has "wiggles"; 
however, they are very small. The curve can therefore be considered the "average" 
of the actual phenomena. 
As mentioned in the formulation, damping was neglected; the oscillations, 
therefore, do not appear to be "dying out."' Further, no appreciable difference 
was found in the magnitude of the baseline angular rates regardless of the boom 
parameters. 
1-7.6 ATTITUDE CONTROL SYSTEM AND GRAVITY-GRADIENT CONTROL 
The principal performance criteria are dictated by the special needs and 
capabilities of the interferometer system. Orientation of the satellite to the 
local vertical is required to maintain adequate coverage and signal strength of 
the antenna pattern. A relatively loose yaw orientation is acceptable, since the 
principal objective is to avoid the requirements for spherical coverage by the 
solar power array. 
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The principal parameter affecting interferometer position location accuracy 
is that of pitch and roll attitude rates. It is desired that the attitudes not change 
during a measurement interval, which may be in the range of 1 to 10 s, by more 
than the specified 0.001 deg. However, if the rates are known, the-position loca­
tion computation may be corrected for these known rates, so that the criteria is 
expressed as an uncertainty in the rate. Logically, the attitudes and rates are 
derived from the interferometer rather than from body-mounted earth sensors. 
The satellite control system will be simplified by making maximum use of the 
ground computer for generating specific control functions and commands. 
To keep angular accelerations low, the control torque must be limited. 
Figure 1-7-21 illustrates how the interval between corrections may be related 
to the satellite and control system parameters. Here an arbitrary pitch rate 
history is plotted as a function of time. Assuming a 10-s tracking interval, it 
is desired that the rate change by no more than 0.001 deg/s between corrections 
to the position location. computation. This simply means that the average angular 
acceleration imparted to the antenna must be less than 0.001/At. Knowing this, 
the control torque is found. Torque levels ne'ded for compensation due to the 
other environmental pertrubations are shown in Figure 11-7-22. 
The satellite attitude can also be controlled by an on-off system. Such a 
system exercises no control until the error rate exceeds a given limit. Such a 
system can operate in different modes. Figure 11-7-23 depicts the system 
behavior. 
The first line shown is a torque-limited system, where the limit is 
established by the acceleration limit, which was previously derived. The con­
stant torque is applied to first accelerate the system, then reversed to decelerate it. 
The duration of the control maneuver is relatively long, with a smooth motion of 
the boom. 
An on-off system could also be operated at torque limits established by 
boom deflection. In the example shown, torque is set by a boom deflection of I deg. 
A comparatively short correction time is required, but balloon position location 
11-.7-33 
On-Off 
Torque Limited 
Boom Deflection 
Limited 
Synchironized 
Pulsing 
Figure 11-7-23. System Behavior 
will be degraded by the oscillations of the booms. This oscillation will tend to 
continue unless the torque periods are timed so as to cancel the oscillation at 
the end of the control period. 
Finally, the system may be operated by relatively short high torque pulsing. 
If pairs of torque impulses are timed to be exactly one-half of the natural period 
apart, the succeeding motion will be constant and within the desired limit of rate 
uncertainty, so that tracking accuracy will not be degraded during the 20 min 
(typical) attitude correction. 
1-7-34
 
This linear analysis of the control torque limitation was improved upon by 
varying the magnitude of the torque in the analysis of subsection II-7.5. It 
was found that torques up to 10- 3 ft-lbs resulted in acceptably small deflections 
and rates of deflection. 
2Torque levels of 10 - ft-lbs resulted in unreasonably large deflections. 
Beyond this, a reasonance condition was found to exist. However, as can be seen 
from Figure 11-7-23, a torque level of 10 - 3 ft-lbs is more than sufficient to over­
come the estimated disturbance torques. Further, a gravity-gradient subsystem 
would not be required for this application. 
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Section I-8 
SATELLITE AND GROUND ELECTRONICS 
The phase measurements and subsequent calculations are performed at a 
central ground station. The function of the satellite electronics then becomes 
one of relaying the emitter transmissions from the various interferometer antennas 
to this central ground station via an X-band downlink. To maintain the time re­
lationship between the signals, frequency multiplexing is used within the satellite 
repeater so that all signals can be transmitted simultaneously. Figure 1H-8-1 
shows a simplified version of the interferometer receiving system, including 
both satellite repeater and ground receiver functions, for only one pair of 
antennas. This diagram is presented to convey the concept of frequency multi­
plexing of the received signals by offset local oscillator frequencies, recovering 
the reference or offset frequency and performing the phase measurements after 
the signals are converted to 2 kHz. 
11-8.1 SATTELLITE REPEATER 
Figure 11-8-2 illustrates the suggested implementation of the multiplexing 
repeater, where the frequency offsets are achieved with offset local oscillator 
frequencies. These local oscillator frequencies must be coherently related to 
each other in order to maintain the phase relationships in the downconverted signals. 
Figure 1-8-3 shows one method of generating these local oscillator signals. 
The phases of a pair of signals from a particular baseline are to be compared 
and, of course, this must be done at equal frequencies. For this reason, the 
local oscillator synthesizer reference frequency, which is used to produce the 
precise local oscillator frequency offsets, is continuously transmitted to the 
ground stations. In Figure 11-8-2, this reference modulates a subcarrier, 
which is then added to the received signal just prior to upconversion to X-band. 
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Figure 11-8-2 shows each antenna element connected directly to an HF pre­
amplifier,, which then feeds the coaxial cable which carries the signals along 
the 120 ft boom. This signal transfer from aftenna to spacecraft body could 
also be pei'formed at IF, as shown in Figure 11-8-4. This alternate method 
has the advantage of reducing the cable loss by transmitting the received signals 
through the cable at the intermediate frequency (IF) rather than at the radio fre­
quency (RF). However, the method shown in Figure 11-8-2 is preferable because 
of its relative simplicity and because its required preamplifier gain of 35 to 40 dB 
to offset the cable loss (about 27 dB) can be obtained with a transistor amplifier. 
The effect of the repeater frequency multiplexing is shown in Figure 11-8-5,' 
which is a typical spectrum format at the repeater upconverter input. The 
signals appearing at each antenna are represented as blocks about 30 kHz wide 
along the frequency axis, where the antenna signals within a particular baseline 
have been grouped together and the reference frequency transmission has been 
represented as narrowband modulation of the subcarrier. Within the expanded 
view of a signal block (see Figure 11-8-5), it is seen that each antenna will re­
ceive the balloon transmissions (average of 6even at any given time), which 
occur randomly within a 16-kHz band, plus the ground illuminator (CT) signals. 
Notice that, in -Figure 11-8-5, the balloon signals are shown separately as CW 
carriers; but it should be noted that, at any given instant of time, some of the 
signals will be phase-shift keyed (PSK) modulated by data, with an RF bandwidth 
of about 20 Hz. Note also that CT signals (from ground illuminators) have been 
positioned on both sides of the balloon emission spectrum to enable calibration 
across the band. 
The upconverter can be either a crystal diode balanced mixer or a 
varactor (parametric) upconverter. The output of the mixer or varactor up­
converter is connected to a chain of a driver amplifier and power amplifier to 
reach the required output power of 1 W. 
Linear operation of the mixer or varactor is important to ensure a minimum 
level of unwanted inband spectral components (intermodulation products) which 
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Figure 11-8-5. Typical Spectrum Format at Input to Repeater Upconverter 
would contaminate the final phase measurement. The fourth-order terms fL + 
(2fi - f), for example, fall into the signal passband about (fL + fi) , where 
fL is the local oscillator or pump frequency, and fi and f. are input signal 
frequencies. 
The choice between a diode balanced mixer and the varactor upconverter is
 
not clear cut. While both devices can be operated to have equivalent linearity,
 
the output power will differ by several orders of magnitude for the devices.
 
Therefore, the X-band gain of both configurations is examined.
 
As shown in Figure 11-8-6, the upconverter/power amplifier combination must 
provide 1 W output power (P ) to the transmitting antenna. The requisite X-band 
0 
gain to attain the 1W is given by the ratio P where Pm is the output powerP
 
of the frequency translating device. Pm must be set at some maximum value
 
for each device to limit the level of the undesirable fourth-order intermodulation 
to -60dB relative to the desired upeonverter output. Available literature3 6 , 37 
shows that the theoretical output power capability of the diode mixer and varactor 
upeonverter is about -25dBm and -15dBm, respectively, such that the subject 
intermodulation is -60dB relative in both cases. However, laboratory testing of 
a commercial X-band diode balanced mixer (AEL, Inc. model 3072-3A) indicated 
that the mixer output level must be kept below -37 dBm to achieve 60 dB inter­
-modulation rejection. Thus evaluation of the PO ratio shows that the requiredPM
 
X-band gain is from 55 dB to 67 dB for use of the diode mixer and 45 dB for use of 
a varactor upconverter. 
It can be seen that use of the simple diode mixer requires implementation of 
a higher gain at X-band; the spacecraft power and weight penalty resulting from 
this requirement has not been assessed. Alternately, use of the X-band 
varactor upconverter has inherent problems of matching and pump amplitude 
and frequency stability, while still requiring 45 dB gain at X-band and more 
pump power. This tradeoff will have to be resolved by a thorough study of the 
state-of-the-art at the time of implementation. 
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Nonlinearities in the TWT output power amplifier have also been considered, 
since this device produces third-order intermodulation products which could 
fall into the passband. Operation of an amplifying tube far below its maximum 
power will effectively reduce nonlinearity. 3 8 For example, the third-order 
intermodulation products will be down almost 60 dB in relative power for an input 
power 20 dB below that required for tube saturation. A tapered-velocity circuit 
will result in even lower level intermodulation products. Thus a TWT amplifier 
operated well below saturation (at the expense of dc-to-RF efficiency) will 
produce satisfactory linear operation. 
11-8-2 GROUND STATION RECEIVER 
The ground station receiver primary functions are to measure the phases 
between appropriate signals received at the interferometer antennas and to 
demodulate the data sent from the balloons. As discussed, the signals received 
by a particular interferometer antenna occupy a predetermined portion of.the 
received spectrum. The first function of the ground receiver, after the base­
band signal is recovered is to filter the incoming signal spectrum into those portions 
corresponding to particular antennas and the reference frequency subcarrier. 
Next, due to large uncertainties in balloon transmission frequencies, a technique 
for acquisition and narrowband filtering is required. Figure 11-8-7 illustrates the 
essence of this acquisition and filtering technique. A bank of narrowband filters 
and detectors is used for acquisition. Each filter will have a bandwidth of about 
50 Hz, so that about 480 filters are required to cover the 24 kHz within which 
balloon transmissions will occur. These filters are used solely to make the 
initial settings of the voltage-controlled oscillators of the phase-locked loops 
for acquisition. 
In the steady state, the output of the filter due to the signal input at antenna 
I will be at the frequency wo, which is the frequency of a fixed stable offset 
oscillator used as part of the phase-lockedloop. The output of the filter due to 
the signal input at antenna 2 will be at the frequency % + W r' where '-r is 
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the reference oscillator frequency in the satellite. This signal will be at phase 
6 r + 0 with respect to that signal from antenna 1. When the signal from 
antenna 2 is mixed with the recovered reference and filtered, the output will be 
at the offset oscillator frequency Wo . The 2 signals at frequency w0 are 
introduced to a phase measuring circuit to obtain the desired phase 6 . 
It should be noted that, while it is necessary for the phase-locked loop to reach 
frequency lock so that there is no cycle slippage, it is not necessary that complete 
phase lock occur before phase is measured. Any residual phase error of the 
loop is transferred to both signals and will cancel out when the phase is measured. 
Figure 11-8-8 is a diagram of the essential parts of the ground receiver con­
figuration. The bank of filters across the top of the diagram accomplishes the 
separation of signal blocks, after which the acquisition and filtering of Figure 11-8-7 
is implemented with a bank of phase-locked loops and mixers. Each phase-locked 
loop is designed to be capable of being set to track a signal anywhere in the 24-kHz 
band where the presence of a signal is detected. 
11-8-3 ACQUISITION TIME 
The bandwidth of the phase-locked loops will be approximately 25 Hz. This 
will give a loop SNR of about 12 dB for the balloons at elevation angles of 20 deg. 
This gives an adequate margin for the loop to be able to acquire the signal. Since 
the filters used to locate the signals are 50 Hz apart, the initial setting of the 
VCOs will be within 25 Hz of the correct value. 
The time for a second-order loop to pull into lock for an initial offset Aw 
is given by 
pull in time (A W)2 3 
2-C 
-n 
I-8-1 
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where 
AW = initial frequency offset
 
C damping constant
 
n-= loop natural frequency.
 
For a critically damped loop with a loop bandwidth of 25 Hz, W n 50 and 
since = 0.707, the pull in time will be about 0.1 s. Allowing 0.3 s for signal 
detection and acquisition, 9.7s of the 10-s transmission time is available for 
phase measurements. 
11-8.4 PHASE MEASUREMENT 
The actual phase measurement can be made using a digital phase meter 
as illustrated in Figure 11-8-9. The two antenna signals drive zero crossing 
detectors. One signal sets a flip-flop, and the other resets it. The number of 
clock generator pulses counted in this time interval is proportional to the phase 
difference of the two signals. With a clock speed of 4.096 MHz, 2048 pulses 
correspond to 360 deg at the 2 kHz signal frequency. Thus the quantization 
step of the measurement will be 0 .18 deg. The la error due to quantization will be 
0.05 deg. 
To decrease the standard deviation of the phase measurements, many phase 
measurements are made during the 10-s transmission time, so that effectively 
an average over the 10 s is obtained. This gives an equivalent filtering of the 
noise of a 0.1-Hz bandwidth system. 
If the actual bandwidth of the signals into the phase meter is 40 Hz, independent 
samples occur approximately every 0.025 s. Thus a total of 400 measurements is 
required.
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Section 11-9 
BALLOON BEACON 
Considerable research and experimentation have been devoted to developing 
constant pressure balloons. Results to date indicate that the reliabilities and 
lifetimes necessary for an operational system are attainable. Table 11-9-1 shows 
the basic balloon platform electronic package requirements. 
Several methods for implementation of the electronics exist. The prime 
requirements are low cost, frangibility, and low weight. The electronics pack­
age must either be attached to the balloon or suspended below the balloon in a 
manner that provides the requisite attitude stability (+5 deg desirec for antenna 
directivity. Suspension beneath the balloon also provides a more desirable lo­
cation for an optional temperature sensor whose accuracy would otherwise be 
affected by boundary layers near the balloon surface. 3 9 
Development of frangible packaging technologies has mainly concentrated 
on the 2-dimensional printed circuit thin film/hybrid technique using flexible 
multilaminates of Mylar* or Kapton*. This technique has been used by the 
Advanced Programs Division of the G. T. Schjeldahl Company, Northfield, 
Minnesota, in balloon electronics packages for both the U. S. Weather Bureau­
sponsored GHOST program and the French EOLE program. The primary re­
quirements of low cost, light weight, and frangibility appear to be achievable 
with this flexible substrate technique, since no heavy structural elements are 
required and the printed circuit technique is amenable to low-cost production. 
*Dupont Trademarks. 
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Table IH-9-1 
BALLOON PLATFORM REQUIREMENTS 
Quantity (fully implemented) 15,000 
Power Source Solar cells 
Transmitter RF Power 	 1 W 
Transmitter Frequency 	 Approximately 
1600 MHz 
10Transmitter Frequency Stability 
- 5 
Transmission Time 10 s 
Time Between Transmissions 2 h 
Transmission PCM/PSK 
Antenna Polarization Circular 
Antenna Gain 	 +2 dB at zenith 
Antenna BeamWidth 	 1600 
Data Measurements 2 parameters 
Data Measurement Accuracy 1% 
Operating Temperature Range 	 -800C to + 300C 
Active elements (including integrated circuits) in the form of chips can readily 
be attached to the flexible substrate for the necessary analog or digital circuit 
functions. 
The primary components of the balloon electronic package are the timer, 
the encoder (data formatter and identification word generator), the transmitter, 
the antenna, and the power system. Figure 11-9-1 is a diagram of the balloon 
electronics package. 
11-9.1 BALLOON ANTENNA 
Balloon antenna characteristics of prime interest are the polarization cir­
cularity over the hemisphere and the power radiation pattern both over the 
hemisphere and in the multipath direction. 
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Two of the most obvious candidates for the balloon antenna are the crossed 
dipoles and the planar spiral, because they are both circularly polarized and 
relatively simple, flat constructions. The axial ratio of the crossed dipoles, 
however, degrades very quickly (to greater than 4 dB) at elevation angles below 
40 deg, which is a severe disadvantage. The planar spiral (Ref. 28, pp. 188­
192), on the other hand, exhibits an axial ratio less than 3.5 dB over a range of 
elevation angles from 20 deg to 90 deg. For this reason, the planar spiral has 
been .chosen as the most desirable antenna for the balloon emitter. 
41 
A variety of radiation patterns can be obtained by varying the spacing 
between the spiral and the ground plane. Since path attenuation, multipath, and 
geometrical dilution become worse at low elevation angles, it is desirable to 
choose a balloon antenna radiation pattern which provides an equitable distribution 
of gain at the lower elevation angles near 20 deg, even at the expense of lowering 
the gain at 90 deg elevation (zenith) where the abovementioned sources of error 
are much less troublesome. Using the technique (Ref. 18, p. 519) of graphically 
determining the field pattern of two isotropic point sources (which is valid for 
an isotropic point source mounted above ground plane), the field distribution 
was investigated for several values of antenna-to-ground spacing. A spacing of 
0. 35>, was found to provide a desirable distribution of gain, as shown in Figure 
11-9-2. An acceptable pattern will be obtained if the actual spacing is within 10 
percent of the design. The maximum gain of the spiral antenna would be approx­
imately +4 dBI. The FR-2 study report4 1 stated that the gains of two particular 
spiral antennas were 6 dBI and 2.5 dBI, with spacings of 0.25). and 0.48X, re­
spectively. Measured efficiencies were about 70 percent at the optimum frequency. 
A gain of -4 dB for the spiral antenna is consistent with information on commercially 
available cavity-backed spiral antennas. 
In Section fl-3 of this report, an antenna gain in the direction of the satellite 
of 10 dB with respect to the gain in the multipath direction was assumed. 
Measured radiation patterns 4 1 indicate that this gain is readily achieved with a 
spiral antenna mounted above a ground plane. 
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11-9.2 BALLOON TRANSMITTER 
The transmitter consists of a crystal controlled oscillator, multiplier/filter 
combination and a modulator for PCWPSK (phaseshift keyed) modulation of the 
carrier. An alternate configuration is to use a VCXO (voltage controlled crystal 
oscillator) modulator, a low level frequency multiplier, a power oscillator phase 
locked to the modulator output and a frequency doubler. 
This latter method is used in a unit designed and built by TRF, Inc. 4 2 This 
unit, operating at a frequency of 1700 MHz with a power output of 2W and a fre­
quency stability of 0. 001%, had an overall efficiency of 20.5%. Package size was 
2.8 x 2.6 x 1.4 or 20.2 cubic inches. Data indicated that an efficiency of 25% 
can be achieved with a somewhat larger package size. 
11-9.3 IDENTIFICATION 
During the 10-s balloon transmission, a binary word of sufficient length 
(number of bits) must be modulated onto the carrier to identify the source of the 
transmission. For 15,000 possible balloons, 4 14-bit word length is sufficient 
for this purpose, since 214 = 16, 384. 
As shown in sub-section 11-9.4.2, for the data rate required (8.9 bps), a 
bit error probability of 10-6 should be easily obtained with PSK modulation. 
Thus errors in decoding the identification word will be few, and it is suggested 
that merely one bit be added to the identification for parity check. This enables 
the detection of single errors, which will be virtually the only existing errors. 
The identification word is shown as 16 bits in length to allow more expansion 
of the system. 
11-9.4 DATA MEASUREMENT AND TRANSMISSION 
11-9.4.1 Encoder for Data Measurement 
The addition of two meteorologic data measurements, such as temperature 
and relative humidity, will greatly aid the meteorologist in making accurate 
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forecasts. A third data point for barometric pressure would also aid in tracking 
the balloon and would confirm superpressure status and balloon altitude. 
The meteorological data points would appear as analog voltages across some 
nominal impedance (see Figure 11-9-1). These data points are sampled sequen­
tially under timer control along with some additional fixed voltages for calibration 
which will be required to attain the requisite accuracy of 1 percent. These cali­
bration voltages could be derived from a voltage reference and a resistive divider. 
Temperature stability will be a problem and may further complicate the calibra­
tion process. The analog voltage would then be converted to a digital represen­
tation in an A/D converter. A 9-bit word, including a bit for parity check, is 
more than adequate from an accuracy point-of-view. 
Although there are a number of methods for making analog-to-digital con­
versions, size, accuracy, power consumption, and stability requirements 
severely limit the number of techniques which are actually applicable. In the 
successive-approximation technique, the digital output is determined one bit at 
a time, starting with the most significant bit. This process is controlled by a 
timing register which is part of the A/D converter logic shown in Figure 11-9-3. 
The unknown analog input is compared with one-half of the full-scale voltage by 
setting the most significant bit in the register to logical 1. If the input is greater 
than half scale, the second most significant bit in the register is set to 1. On the 
other hand, if the analog input is less than the first approximation, the first 
register is reset while the second is set to logical 1. As this process continues, 
successively better approximations are determined. A useful feature of this 
technique is that a serial output is available at the comparator output. 
An examination of circuit technology to be used in the implementation of 
a successive approximation A/D converter reveals advantages for MOSFET 
(Metal Oxide Silicon Field Effect Transitor) intergrated in chip form or substrates. 
The attainable accuracy of a 9-bit A/D converter using this technology has been 
studied by IBM. Of specific interest was theperformance of the voltage compar­
ator, reference voltage supply, ladder, and ladder switches. The temperature 
range of interest in this study was -55°C to +40°C. Worst-case effects (-550C) 
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Figure 11-9-3. Successive Approximation, A/D Converter. 
of a 30"error due to comparator offset, source drift, and ladder-ladder switch 
variations were 0. 056 percent, 0. 060 percent, and 0. 0188 percent, respectively, 
relative to a 5. 12-V reference. The RSS total is 0. 15 percent, including the 
0.098 percent quantizatin error for a 9-bit converter. This is considerably 
better than the 1 percent accuracy specified for this application, although the 
anticipated temperature range will degrade the expected performance to some 
extent. A reduction to 8-bit A/D conversion, while maintaining the 1 percent or 
better accuracy, may possibly reduce size and power requirements. The A/D 
converter can also be implemented using low power transistor-transistor logic 
(TTL) integrated circuits, except ladder switches, with only a modest increase 
in size and power requirements. 
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11-9.4.2 Data Transmission 
As previously indicated, the digital data will be modulated onto the balloon 
beacon carrier by PSK, because this technique affords good immunity to noise, 
its bandwidth is small, and angle modulation does not interfere with the phase 
measurement needed for balloon position location. 
Thus the format within the 10-s interval of transmission from each balloon 
will be 2 s of CW to facilitate acquisition at the ground receiver, followed by the 
necessary digital information. The digital format will consist of the sequential 
transmission 	of the following blocks of bits: 
* 10 bits for bit timing*. 
* 18 bits for frame synchronization* 
* 16 bits for IDword (including 1-bit parity check) 
* 9 bits for sensor calibration 
* 18 bits for meteorological data samples (2). 
A time diagram of the transmission is given in Figure H-9-4. 
10 bits 	 18 bits 9 bits 18 bitsCW 	 Bit Frame 16 bits Data MeteorologicalData
Timing Sync IDWord Calibration (2samples)
I I I I I 	 I ,a 
1 2 3 4 5 6 7 8 9 10 
Time, s 
Figure 11-9-4. Balloon Transmission Format 
*Approximate requirements. 
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Transmission of the 71 bits during 8 s ,gives a bit rate of 8.9 bps. With a 
carrier-to-noise-density ratio of +26 dB-Hz, the bit-energy-to-noise-density 
ratio will be +16.5 dB. Allowing 3 dB for degredation in the system, the bit 
energy-to-noise-density ratio will be +13.5 dB, which will provide a bit error 
probability of less than 10- 6 for coherent PSK data transmission. 
11-9.5 TIMER REQUIREMENTS 
The function of the timer is to periodically activate the balloon electronics 
for a certain period, during which the balloon transmits. The turn-on period will 
be 2 h; during the 10-s active interval, the timer must provide for timing of the 
identification coder and the data encoder. The timing structure of the transmitted 
signal was described earlier. 
The timer, consisting of an oscillator and divider circuits operates continually, 
enables the transmitter circuitry at the preset intervals, and controls trans­
mission of the identification code (gating and bit timing). The timer operates as 
a free running clock during the lifetime of the system. The transmitter oscillator 
may possibly be used for the timer circuit also. 
The bit timing pattern, synchronizing pattern, and identification code are 
generated in a preset register under control of the timer. This register could be 
implemented by using a special-purpose integrated circuit chip. 
A high degree of precision of the timing period is neither practical nor de­
sirable. A staggering of the time between transmissions will cause randomizing 
of the balloon package timing when considering the system of 15, 000 balloons. 
11-9.6 BALLOON (de) POWER REQUIREMENTS 
Table 11-9-2 tabulates the estimated power requirements. If it is assumed that 
a solar cell array provides the power, the necessary size of the array can be 
computed from available information. 4 3 The solar radiant power density at sea 
2level is about 100 mW/cm . With a solar cell efficiency of 8%, a collecting area 
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2 
of 700 cm is required to generate 5.5W. If the cells are spaced over the balloon 
surface so that the same area is exposed regardless of the sun angle, 4 times 
2 
this area or 2800 cm would be required. The array would weigh about 1 lb. 
Table 11-9-2 
BALLOON PACKAGE POWER REQUIREMENTS 
Mode 2 
Mode 1 (ON) (in W) (STANDBY) (in W) 
Transmitter 4.0 0.0
 
Transducer Bias Circuits 0.3 0.0
 
A/D Converter 0.5 0.0
 
Code Generator 0.2 0.0
 
Timer Circuits 0.5 0.1
 
TOTALS 5.5 0.1
 
The preceding calculation assumed that the power input to the balloon elec­
tronics is supplied totally by the solar cell array, with no battery storage pro­
vided, This situation implies operation during daylight hours only. 
Naturally a system design calling for operation during night hours would 
require a rechargeable battery supply capable of meeting both frangibility and 
low temperature operation specifications. Night time operation would add signifi­
cantly to the cost of the balloon package. 
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GLOSSARY* 
G. 1 Abbreviations 
G. 2 Mathematical English Symbols 
G. 3 Mathematical Greek Symbols 
G.4 Subscripts 
G. 5 Superscripts 
*In general, the abbreviations used are consistent with the recommendations of 
the IEEE in the IEEE Spectrum, August 1965, pp. 111-115. This glossary lists 
additional abbreviations used in this report. 
G. 1 ABBREVIATIONS
 
ACS Attitude Control System 
CT calibration transmitter 
CEP circular error probable 
CP circular polarization 
dBI decibel gain, referred to an isotropic antenna 
dBW decibel referred to 1 W 
ERP effective radiated power 
LOS, line-of-sight 
LP linear polarization 
mxn m by n matrix 
MSR multipath-to-signal ratio 
PLL phase-locked loop 
SMR signal-to-multipath ratio 
G.2 MATHEMATICAL ENGLISH SYMBOLS 
A direct ray signal amplitude; constant of integration for 
twist; boom configuration cross-sectional area 
[Al row matrix of unit vector along the direction Ps (defined in 
Equation (2. 1-11b)) 
A1 Astrocolumn longeron cross-sectional area 
A amplitude of sinosuidal component of baseline rotation 
As boom configuration surface area 
B multipath ray signal amplitude 
B1 , B2 angle of orientation of polarization ellipse 
B. a matrix defined by Equation (11-2-37) 
" M bandwidth used to filter against multipath 
B noise bandwidth 
C mutual coupling factor between antennas; torsional rigidity 
C0 correlation function 
C, C1 integration constants (see Equation 1-7-13) 
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CD 
Cp 
D 
[D]; iDB] 
E 

E () 

E 

[EL 1] [EL 2 ] 
ETx' ETy' 
ERy , ERy 
El 
F 
G 
Gdm 
H 
H1H 2 
I 
[I] 
I1 
12 
I ssatellite 
IT 
K 
K, K 
Kgg 
[K.] 
L 
L 
Lo 
drag coefficieit 
specific heat of the material 
spherical divergence factor; Astrocolunn folded diameter 
matrices defined by equations 11-2-30 and 11-2-26' 
elevation angle; Young's modulus of elasticity 
expected value of 
electrical field vector 
matrices defined by Equation fI-24b 
electrical field vector components for transmitter and 
receiver antenna 
boom configuration stiffness 
scalar factor (see Equation 11-2-21) 
antenna gain 
beacon antenna front-to-back ratio 
normalized balloon altitude 
function of boom mode shape, defined by Equation (11-7-25) 
configuration area or mass moment of inertia 
unit matrix 
total mass moment of inertia about satellite yaw axis 
total mass moment of inertia about satellite pitch axis 
mass moment of inertia 
total mass moment of inertia of the system 
conductivity (thermal) 
unit vectors along the incoming and reflected rays,
 
respectively (see multipath analysis)
 
go3-gravity-gradient torque coefficient, 
matrix indicating total number of wavelengths in calibra­
tion analysis 
length of baseline 
gravity-gradient rod length 
length of one boom; original boom length 
G-3' 
L. 	 vector of jth interferometer baseline 
augmented jth basele vector, including differential 
phase bias 
Lo., La. longitude and latitude of 3th calibration transmitter 
Lp path loss 
M number of phase-locked loops in the system; tip mass 
M gravity-gradient tip mass 
[M.] 	 matrix mapping calibration station survey errors from 
earth-fixed spherical frame into earth-fixed Cartesian 
frame 
N ' number related to the index of refraction 
NB number of balloons in the system 
NE number of electrons per unit volume 
[Nk] sensitivity matrix relating three beacon position errors 
to kth error set 
N0 noise density 
P power; probability; pressure, aerodynamic and solar; 
perimeter of boom configuration cross-section (boom 
twist analysis) 
P vector position of beacon 
[PB] beacon position in matrix notation 
Pd power in the direct ray 
P0 power in the reflected ray (multipath analysis) 
Q function of geometry used in multipath analysis (defined 
by Equation H-3-38a) 
R axial ratio of polarized signal; Fresnel reflection coefficient 
BTU 
s solar flux, approximately 460 T2 hr 
Si, S2 	 electrical signal arriving at interferometer antennas 
S. 	 covariance matrix of parameter j3 
T 	 time interval between measurements; surface correlation 
interval; temperature, 0Rankine 
Tf 	 final temperature 
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T. initial temperature 
Tm mean temperature 
TQ ACS torque magnitude 
U signal voltage induced in an antenna 
VI V2 	 velocity of antenna 1 and antenna 2, respectively 
VP 	 absolute velocity vector 
W 	 abbreviation used in multipath analysis; bandwidth over 
which transmission frequencies are spread 
[W] a matrix defined by Equation II-2-24a 
X (1-dimensional) balloon position (length); a measurement 
sample 
Z measure of bandspread used in multipath analysis (defined 
by Equation H-3-38b) 
Z 	 exponential constant measuring the decay of old data in 
0 data estimation 
a. 	 component of interferometer baseline vector3 
ax a unit vectors along x- and y-axes (used where complex
X vector notation is needed to avoid confusion of Tjandj 
b 	 movement of a balloon in the time interval -
b. component of interferometer baseline vector 
C velocity of light 
c. 	 component of interferometer baseline vector3 
d length of ray travel from wavefront to second interferome­
ter antenna; differential 
dx, dy, dz Cartesian components of line-of-sight vector 
e eccentricity of boom configuration; shear centergeo­
center separation 
eeCthermal conductivity of boom material 
f frequency (dimension Hz) 
go gravitational constant on earth 
h 	 altitude 
1 .	 unit vector, x direction 
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3 unit vector, y direction 
k wave number; number-of balloons transmitting simultan­
eously in field-of-view 
kunit vector, z direction 
1 length of a Yagi array antenna 
m constant; mass per unit boom length 
n index of refraction; constant; number of times a balloon 
transmits in T hours; number of turns of a helix antenna; 
summation index 
p electrical angle difference corresponding to length of 
travel from wavefront to second interferometer antenna 
(Equation 1-3-8); constant; abbreviation for At/10800 T 
q electrical angle difference of multipath ray (Equation 
11-3-8) 
r coordinate (r 9$6 system); range from beacon to satellite; 
with subscripts other ranges 
r Vector distance between beacon and satellite 
s distance measured along boom configuration circumference 
from a boom slit 
smax maximum bump dimension of a reflecting rough surface 
t configuration wall thickness; time 
v balloon velocity 
x, y, z coordinates 
xu.' Yu.z'U. components of calibration transmitter in earth-centered 
coordinates 
z longitudinal boom parameter 
G.3 MATHEMATICAL GREEK SYMBOLS 
a multipath-to-signal amplitude ratio; angle between ref­
erence line and line through antenna phase center (base­
line angle of rotation); angular inclination of a helix 
antenna 
a I internal absorptance 
0external absorptancea ° 
G-6
 
p 
90 
y 
-/j 
6 
) 
6max 
6po 1 
Espace 
Eo 
Er 
?7angular 
e 
03 dB 
as 

at , OR 
k1' k2 
angle between the normal to the reflection element and 
z-axis of local multipath scattering frame; angle between 
ray and local normal; also angle between beacon line-of­
sight vector and satellite position vector; angle measured 
within boom configuration cross-section, referenced from 
a slit position describing any point on the cross-section's 
circumference (boom twist analysis) 
tan go used in multipath analysis; it is the mean square 
value of the slope of surface irregularities; 
o 2atan 
electrical angle (phase difference) 
electrical phase difference across jth baseline 
electrical angle error resulting from multipath 
variation of () 
maximum or tip deflection 
electrical angle error resulting from polarization mis­
match 
partial derivative 
angle between direct and multipath ray; permittivity 
emissivity 
relative dielectric constant 
angular orientation of ray arriving at interferometer out 
of x-y plane; damping constant of IPLL 
orientation between ray arriving at interferometer 
and x-z plane; angle between body x-axis and line through 
boom tip mass (boom tip deflection) 
multipath reflection angle; coordinate of r 9 0 system;
angle between local horizon and nominal boom position; 
satellite hub angle of rotation 
3-dB antenna beamwidth 
sun angle
 
phase of the electrical transmission signal received at the 
interferometer 
filter gain function 
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X wavelength; Lagrangian multiplier 
P Doppler shift frequency, 
11-3-38c) 
multipath (defined by Equation 
earth central angle (satellite-balloon-earth center) 
77 3.14159... 
p radius; material weight per unit length 
Pa 
Pe 
Ps 
atmospheric density 
earth s radius 
radius of the satellite location (absolute value) 
s satellite radius vector 
Puj geocentric of the radius of jth calibration transmitter 
a surface bump height; Stefan-Baltzmann constant 
0'e 
ork 
OIX 
electrical conductivity
kth 
standard deviation of k error 
standard deviation of the variable 
time interval 
space angle r 
deformation 
0 6 system; angle of twist for boom 
0p space angle (angle between wavefront and baseline) 
x electrical angle, corresponding to the space angle, 
in multipath analysis; percentage of perforation 
used 
arbitrary angle difference between direct and multipath 
signal; overlap angle (boom twist analysis) 
w radian frequency (dimension s ­ 1); satellite angular 
velocity (b) 
Wn natural frequency of boom-satellite system; phase-locked
loop natural frequency 
Wr reference frequency 
r angle used in multipath analysis (see Equation 11-3-29) 
r'. column vector, formed by phase differences 
baseline j by different calibration signals 
across 
A accuracy interval (used with other symbol such as Ax); 
increment in general (examples: Af; A t) 
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A B 
[AD.] 
APu. 
3jspherical 
Af 
At 
AT 
A V 
8 
A 
cD (, 
2angle 
G.4 	 SUBSCRIPTS 
B 
BB 
e 
E 
L. 
M 
R 
s 
T 
u. 
AB = B2 - B1, difference between the angle orientation 
of polarization ellipses 
maximum phase error resulting from antenna element 
mutual coupling 
matrix of errors in the LOS to the jth calibration trans­
mitter 
column matrix of CT survey errors in earth-centered 
frame 
frequency band within which one transmission would 
interfere with another 
transmission duration (pulse length) 
difference between final and initial temperature 
vector velocity error 
temperature normalization factor 
factor used in boom twist equation 
power spectrum, multipath analysis; mode shape of boom 
angle of the balloon velocity vector with respect to the 
plane 	in which multipath reflection takes place 
used in multipath analysis (see Equation H-3-33) 
beacon; balloon 
phase bias 
earth 
electron 
baseline j 
multipath 
receiver 
satellite 
transmitter 
.th 
3 calibration transmitter site 
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G. 5 SUPERSCRIPTS 
-1 
P 
r 
T 
matrix inversion 
predicted value 
estimate of 
matrix transportation 
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