Slip phenomenon usually occurs at the fluid -solid interface as a fluid flows in a nanometer device. The slip length that characterizes the slip behavior depends on a variety of factors. In this work, the influences of the fluid -wall interaction and system temperature on the slip length for dense fluid flows are studied using a kinetic model and the molecular dynamic (MD) simulation. It is found that the results predicted by the both approaches agree with each other qualitatively.
Introduction
For a fluid near a solid wall or confined in narrow pores of several molecular diameters in width, the solid -fluid interaction may become much more significant than in its bulk case and the fluid properties may be strongly inhomogeneous and differ remarkably from those of bulk fluids (Snook and Henderson 1978 , Liu et al. 1976 , Israelachvili et al. 1988 , Bitsanis et al. 1990 , Granick 1991 , Henderson 1992 , Pozhar 1994 . Understanding the dynamic behaviors of this type of fluid systems is essential for both fundamental researches and practical applications in material science, chemistry, microengineering and biology, etc.
For nanoscale fluid flows, conventional hydrodynamic theories, which assume that the transport coefficients and the state variables do not vary appreciably on the molecular size, may fail to work properly (Travis et al. 1997, Travis and Gubbins 2000) . However, due to the lack of more sophisticated models, up to date, the approach of using the Navier -Stokes equations with an effective slip boundary condition is still a widely accepted way for studying nanoscale flows. In this approach, the wall effect on the fluid is, in fact, reflected by the slip boundary condition and therefore the robustness of this approach relies very much on the accuracy of the slip boundary condition.
The slip boundary condition can be expressed as (Lamb 1932) 
where _ g is the shear rate at the wall, u is the tangential velocity of the fluid at the wall and u w is the corresponding wall velocity. L s is the so-called slip length L s , which is defined as the distance from the wall where the linearly extrapolated tangential velocity matches that of the wall. L s is, in fact, a parameter that quantifies the degree of the velocity slip and depends on a number of factors, such as the fluid-fluid and fluid-wall interactions, the fluid density, the system temperature and the imposed shear rate, etc.
The slip behavior has been studied mainly by molecular dynamic (MD) simulation and Monte Carlo (MC) methods in the past (Heinbuch and Fischer 1989 , Thompson and Robbins 1990 , Thompson and Troian 1997 , Barrat and Bocquet 1999 , Zhu and Granick 2001 , Ellis et al. 2003 . However, the most challenging issue with the both methods is that they are computationally expensive. Recently, a tractable kinetic model was proposed in which the microscopic interactions and the induced inhomogeneity are incorporated (Guo et al. 2005) . In this work, we aim to study the slip behavior of nanoscale fluid flows using both the kinetic model and MC simulation. It is found that both methods yield qualitatively similar results.
The kinetic model
For an isothermal fluid composed of classical structureless molecules that interact with a pair-wise intermolecular potential fðrÞ, the evolution of the singlet distribution function f ðr; j; tÞ can be described by the following kinetic equation (Guo et al. 2005) ,
where j is the molecular velocity, r and t represent the position and time, respectively, and m is the molecular mass. f ext is the external potential exerted by the solid walls; f m relates to the attractive part of the fluid -fluid potential f by f m ðrÞ ¼ Ð nðr þ r 0 Þf att ðjr 0 jÞ dr 0 , where n is the local number density n ¼ Ð f dj and f att is the longrange attractive part of f, which can be obtained following some systemical ways such as that proposed by Barker and Henderson (1967) (BH) and that by Weeks et al. (1971) (WCA). The repulsive portion of f, f rep , is simulated by a hard-sphere potential with an effective diameter s e , which is represented by the collision operator V.
In the kinetic model (Guo et al. 2005) , V is further approximated by a BGK-type relaxation time model together with an excess part,
where l represents a velocity-independent relaxation time and f ðeqÞ is the local equilibrium distribution function given by
where k B is the Boltzmann constant, n and u are the number density and velocity of the fluid, respectively:
J ex in equation (3) is given by
with xð nÞ being the radial distribution function (RDF) for a homogeneous hard-sphere fluid of density n and n ¼ Ð wðr 0 Þnðr þ r 0 Þ dr 0 being a certain average density of n with a weight function wðrÞ. V 0 is a parameter related to the effective molecular diameter, V 0 ¼ 2ps 3 e =3. The two vectors A and B are defined by
where D ¼ ps 5 e =120. In homogeneous fluid systems, J ex ¼ V 2 J B (J B is the Boltzmann part) represents the excess part of the collision operator due to the dense fluid effect (Chapman and Cowling 1970 , Dufty et al. 1996 , Santos et al. 1998 ). The expression given by equation (6) is an extension of this excess part for a homogeneous dense fluid to an inhomogeneous one following the idea of local-average-density model (Bitsanis et al. 1987) .
In the above kinetic model, the relaxation time l in the collision operator is determined based on idea of the LADM (Bitsanis et al. 1987) , i.e. lðrÞ ¼ mð nÞ=nk B T, where mðnÞ is the viscosity for a homogeneous dense fluid (Chapman and Cowling 1970 , Dufty et al. 1996 , Santos et al. 1998 ,
and Y ¼ nV 0 xðnÞ. A Chapman -Enskog analysis (Chapman and Cowling 1970) of the kinetic equation (2) leads to the following hydrodynamic equations (with the first order approximation of f),
where r ¼ mn is the mass density and S ¼ ½7u þ ð7uÞ T .
In the above deduction, we have made use of the fact that A , 7 n , e and B , 7
x , e, where e is the expansion parameter in the Chapman -Enskog analysis and is of the order of the Knudsen number of the system. The application of the Chapman -Enskog analysis also implies that the above hydrodynamic equations are only valid for dense fluids, which have a small Knudsen number (i.e. the ratio between the mean-free-path and the characteristic length). However, this does not prohibit the application of the kinetic model (2) for homogeneous but more dilute gas systems, in that the kinetic model reduces to the Boltzmann -BGK equation under such a case (Cercignani 1969) .
It should be recognized that equations (10) and (11) explicitly includes the effects of the fluid -wall and fluidfluid interactions and the induced inhomogeneity. These effects are not included in the classical Navier -Stokes equations, but effectively incorporated into the boundary condition. It is also worth noting that for bulk or weak inhomogeneous systems, n ¼ n;
where a is a constant given by
Therefore, under such a circumstance, the hydrodynamic equation (11) reduces to the conventional Navier -Stokes equation for dense fluids:
The molecular dynamics
At the molecular scale, the dynamics of a fluid system composed of N simple molecules can be described by the Newton's second law,
where r i is the position and velocity of the ith molecule, respectively, and f ij ¼ 27fðjr i 2 r j jÞ is the force exerted on molecule i by molecule j. For an isothermal system, a thermostat is required so that the temperature of the system maintains a constant. This may take the form of the Nosé -Hoover thermostat (Nosé 1984 , Hoover 1985 , Gaussian thermostat (Evans et al. 1983) , loose coupling (Evans and Holian 1985) or momentum rescaling (Ashurst and Hoover 1975) . In this paper, the Gaussian thermostat is employed, where the equation of motion is now
where a ¼ 2
The equations of motion (15) can then be solved numerically and the number density and velocity of the fluid can be obtained through some statistical method.
Numerical results

Problem description
In the present study, we consider the Couette flow of liquid argon confined between two parallel walls located at z ¼ 0 and z ¼ H, respectively. The fluid consists of 666 molecules that interact with each other with a 12-6 Lennard-Jones (LJ) potential,
where e represents the interaction energy and s the interaction range. For argon, e ¼ 1654 £ 10 221 J and s ¼ 3:405 A. The wall atoms interact with the fluid atoms via a modified Lennard -Jones potential (Barrat and Bocquet 1999) ,
where e wf and s wf are the wall -fluid interaction energy and range, respectively. The parameter C in f wf is an adjustable parameter to control the solid -fluid surface energy. For large values of C, the wall can be wetted by the fluid, while if C is small, the wall becomes nonwetting.
In this study, we assume the wall atoms have the same interaction range as the fluid atoms, i.e. s wf ¼ s. Each wall contains 98 wall molecules that are arranged as a periodic face-centered-cubic (100) lattice of size 7 ffiffi ffi 2 p s £ 7 ffiffi ffi 2 p s. The channel width is set to be H ¼ 11:4s < 3:88 nm, which gives a pore averaged density n 0 ¼ 0:596s 23 . The upper and lower walls are moved at constant velocities U and 2 U in the x direction, respectively, with U ¼ 0:5 ffiffiffiffiffiffiffiffi ffi e=m p < 78:5 m=s.
Results of the kinetic model
We first apply the kinetic model presented in Section 2 to the fluid system described earlier. The LJ potential fðrÞ is decomposed into a repulsive part and an attractive part following the BH method (Barker and Henderson 1967 
The effective diameter of the hard sphere potential that models the short range repulsive potential f rep can be approximated by (Cotterman et al. 1986) 
where T* ¼ k B T=e is the reduced temperature and a 1 ¼ 0:2977, a 2 ¼ 0:33163 and a 3 ¼ 1:04771 £ 10 23 .
We can deduce an effective one-plane wall potential by integrating each of the wall molecule potential f wf over the whole plane (Steele 1973) ,
where z is the distance from the plane and n s is the number density of the solid molecules on the plane. In the present case, n s ¼ 1:0. Therefore, the total external potential f ext is
Furthermore, we use the radial distribution function proposed by Carnahan and Sterling (1969) 
and the average density n is determined by the Tarazona average method (Tarazona 1985) .
With the parameters determined above, the generalized hydrodynamic equations (10) and (11) (10) is satisfied automatically and the momentum equation (11) in the z direction component (note that
The momentum equation (11) in the x direction is
Equations (25) and (26) can be solved numerically to obtain the density and velocity distributions of the Couette flow. The equation (25) is solved under the constraint that the pore-averaged density is a constant, i.e. n 0 ¼ H 21 Ð H 0 nðxÞ dx ¼ const and the second equation is solved under the assumption that the fluid molecules in contact with the wall, i.e. the first layer of fluid molecules between the wall and the fluid, has the same velocity of the wall molecules. In the computation, the integration step is set to be Dz ¼ H=400, which is fine enough to produce gridindependent solutions.
Using the kinetic model, we first study the influence of the parameter C on the slip length at several temperatures. We change C to model a repulsive (nonwetting) or an attractive (wetting) wall. In figure 1 , the computed density and velocity are presented for a weak wall (C ¼ 0:2) and a strong wall (C ¼ 4:0) at T ¼ 1:2e=k B . Significant density oscillation is observed for both cases, which is also found in previous MD and MC studies. It is also shown that in both cases, the stream-wise velocity profiles deviate from a linear profile as one would expect for a bulk fluid. To see how the parameter C influences the slip behavior, we present in figure 2 the slip length at three selected temperatures with two values of e wf . Here the slip length L s is determined from the definition L s ¼ u s = _ g, which reduces to ð2U= _ g 2 hÞ=2 for the Couette flow (Thompson and Troian 1997) . Here h is the actual channel width that occupied by the fluid, which is usually smaller than H because the fluid molecules can never arrive at the wall due to the repulsive force exerted by the wall (see figure 1 ). h is measured as H 2 2d, where d is the distance between the first fluid layer and the wall. It is noted that the slip we observed is the "extrapolated" or "apparent" slip, not the "actual" or "molecular" slip of the fluid molecules in contact with the wall. Therefore, although we imposed the stick or no-slip boundary condition for the first layer of fluid molecules, the flow of the molecules in the center region still exhibits an "apparent"slip.
As can be seen in figure 2, a large slip always occurs for small values of C and L s decreases with the increasing in C. As C becomes large enough, a negative slip, or, multilayer sticking slip, appears. Such a phenomenon was also observed in previous MD studies ( Barrat and Bocquet 1999) and was related to the wettability of the wall -fluid system. As C is small and fluid molecules can escape easily from the wall, which results in a large slippage. With the increase of C, the attractive force of the wall becomes more strong and the fluid molecules may be trapped by the wall molecules and move with the solid surface. Under such a circumstance, the slippage occurs between the layers of fluid molecules, rather than between the first fluid layer and the wall and the so-called negative slip occurs.
It is also interesting to note that for a given e wf , the isothermal lines pass through one same point, say ðC 0 ; L s0 Þ. This means that as C ¼ C 0 , the slip length is independent of temperature. Furthermore, it is also noticed that L s0 is insensitive to e wf , with a magnitude less than s. Similar phenomenon is also observed for other groups of parameters and as shown later, the MD simulations give similar results, too. Furthermore, it is observed the value of L s0 is rather small under such cases. Therefore, this phenomenon indicates that there exists a particular pair of solid wall and fluid system where the classical no-slip boundary condition can still be used.
We also find that C 0 depends on the energy e wf for a given n 0 , following a power law as
The physical meaning of equation (27) can be seen more clearly if we rewrite the 10 -4 wall -fluid potential as f wf ¼ 2pe 0 wf ½0:4ðs 0 =zÞ 10 2 ðs 0 =zÞ 4 , where s 0 ¼ s C 21=6 and e 0 wf ¼ e wf C 3=5 . Therefore, when C ¼ C 0 , the wall -fluid potential will have the same rescaled interaction energy e 0 wf . We now study the temperature effects on the slip length. It is shown in figure 2 that the temperature has a strong influence on the slipping: for a relatively large C, the wall may be wettable at a low temperature and L s takes a negative value; with the increase of T, L s increases and can become positive, which means that a wetting transition takes place. On the contrary, drying transition may also happen. To see the influence of the temperature on the slip length more clearly, we measure L s as a function of T * for a weak wall (C ¼ 0:1) and a strong wall (C ¼ 1:0). As shown in figure 3 , the temperature does affect the slip length significantly: for the positive normal slip, L s decreases with increasing temperature; while for the negative slip, L s becomes a monotonic increasing function of T.
Results of molecular dynamics simulation
To confirm the findings predicted by the kinetic model, we also carry out some MDs simulations for the same system. The motion equation (15) is solved using the Verlet leapfrog integration algorithm (Allen and Tildesley 1987) with a time step Dt ¼ 0:0046s ðm=eÞ 1=2 . The channel is divided into 40 stream-wise bins to obtain the density and velocity distributions. We discarded the first 400,000 steps and took the following 160,000 steps for collecting data. The slip length is measured from the velocity profile predicted by the MD simulations. In figure 4 , we depicted the slip length L s as a function of the energy parameter C for two walls (e wf ¼ e and e wf ¼ 3:2e) at different temperatures. Clearly, the results predicted by the MD agree with those by the kinetic model qualitatively. First, the influence of wettability of the wall is again demonstrated: large slippage appears for small values of C and L s decreases with the increasing in C and finally negative slip occurs as C is sufficiently large. Second, it is again observed that the isothermal lines intersect at one point, with C 0 < 0:8 for e wf ¼ e and C 0 < 0:4 for e wf ¼ 3:2e, which are in good agreement with the results of the kinetic model. Third, the wetting or drying transition is seen and finally, the influence of the temperature is also reproduced: L s decreases/increases with increasing T for normal/negative slip.
Summary and discussion
We have studied the slip behavior of dense fluid flows in the nanometer scale using a kinetic model and the MDs simulation. It is found that the both methods give qualitatively similar results. For a wall with weak energy, normal slip occurs between the first layer and the wall, whereas for a wall with strong energy negative slip occurs between fluid layers. The slip behavior is also influenced by the temperature significantly: for normal slip, the slip length L s decreases with increasing temperature T, whereas for negative slip, L s increases with T. It is also found that for a given wall potential, the wetting/nonwetting transition may happen by changing temperature, which results in the slip transition. It is also found that there exists a special wall -fluid potential, under which the velocity slip becomes independent of temperature.
The quantitative difference between the kinetic simulations and MD results may be due to the following two reasons: (a) the wall structure. In the MD simulations, the wall is represented by a fcc lattice (100) and each wall molecule interacts with the fluid through a 12-6 LJ potential; while in the kinetic simulation, the wall is represented by a smooth one and interacts with the fluid molecules through a 10-4 potential, which is obtained effectively from the potential of the wall molecules by integrating over the whole plane. (b) The wall boundary condition. In the MD simulation, the movement of the first layer of fluid molecules is due to the direct fluid -wall interaction force and no explicit boundary condition is needed; while in the kinetic simulations, the no-slip boundary condition is assumed for the first layer of fluid molecules.
Finally, we would like to emphasize that the fluid considered in the present work is a "dense" one. As such, although the mean-free-path of the fluid system is of the order of the molecular size, the Knudsen number is still small such that the hydrodynamic equations at the first order in the Chapman -Enskog series is still applicable. Actually, in our numerical simulations, the average density of the fluid is n 0 s 3 ¼ 0:596, which is rather dense and gives a mean-free-path l ¼ 1= ffiffi ffi 2 p pn 0 s 2 < 0:38s. It is clear that the mean-free-path is comparable to the molecular size, but the corresponding Knudsen number of the system is Kn ¼ l=H < 0:033, which is still small so that the hydrodynamic equations derived from the kinetic model are still applicable at least in the region away from the walls.
