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Abstract. The Schro¨dinger operators with matrix rational potential, which are
D-integrable, i.e. can be intertwined with the pure Laplacian, are investigated. Cor-
responding potentials are uniquely determined by their singular data which is a con-
figuration of the hyperplanes in Cn with prescribed matrices. We describe some al-
gebraic conditions (matrix locus equations) on these data, which are sufficient for
D-integrability. As the examples some matrix generalisations of the Calogero-Moser
operators are considered.
Introduction.
Let us consider a SchrÄodinger operator
L = −¢ + U(z);
where z ∈ Rn or Cn and U(z) is a matrix-valued meromorphic function. We
will call such an operator as D-integrable if there exists a di®erential operator
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D with meromorphic matrix coe±cients and constant scalar highest term, such
that
LD = DL0 (1)
where L0 = −¢ is the pure Laplacian acting on the vector-valued functions (cf.
[1-3], where the scalar case d = 1 has been considered).
In dimension n = 1 all such operators with rational potentials can be de-
scribed as the results of matrix Darboux transformations (see [4]), which ex-
plains the terminology.
In dimension n > 1 the situation is much more complicated even in the
scalar case. For the review of the known results in this direction we refer to the
recent paper [5]. In particular, as it has been shown in [1, 2] the singularities of
the potential U(z) of any D-integrable SchrÄodinger operator have to be located
on a union of the hyperplanes. The proof given in [1, 2] works also in the matrix
case under an additional assumption of the regularity (see below theorem 3), so
in the rational case the potential U(z) should have a form
U(z) =
N∑
i=1
(®i; ®i)Ai
((®i; z) + ci)2
:
Such a potential is determined by a con¯guration of the hyperplanes ¦i in Cn
given by the equations (®i; z) + ci = 0 with prescribed constant matrices Ai.
In the present paper we describe the conditions (so-called matrix locus equa-
tions) on these data which guarantee D-integrability. This generalises to the
matrix case the main result of the paper [3]. Locus equations can be inter-
preted as the conditions of the local trivial monodromy for the corresponding
SchrÄodinger equations (cf. [4-6]). This allows us to construct the examples of
such con¯gurations and related matrix D-integrable SchrÄodinger operators. Our
proof of the existence of the intertwining operator D is e®ective; the correspond-
ing formula is a matrix version of the Berest's formula [7].
Some important examples of such operators were known in the theory of
the generalised matrix Calogero-Moser systems (see [8-12]), although the fact
of their D-integrability seems to have not been emphasized. The corresponding
operators have the form
L = −¢ +
∑
α∈R+
mα(mαI − sα)(®; ®)
(®; z)2
;
where R is a root system in Rn related to some Coxeter group G, mα is an
integer-valued G-invariant function on R, sα is the matrix of re°ection with
respect to the hyperplane (®; z) = 0.
We show that the operator L is D-integrable also for some non-Coxeter con-
¯gurations R discovered in the scalar case in [13, 14]. Remarkably enough the
matrix locus equations in this case turned out to coincide with the condition of
the existence of the rational Baker-Akhiezer function in the so-called "old ax-
iomatics" proposed in [15, 16] (see [5] for the detailed discussion of this notion).
2
This explains the appearance in the matrix case of the same con¯gurations as
in the scalar situation. Another interesting relation between the scalar and ma-
trix generalisations of the Calogero-Moser system has been proposed recently
by P.Bracken and N.Kamran [12] (see also [11]).
We should mention that in the classical case matrix generalisation of the
Calogero-Moser system were introduced ¯rst by J.Gibbons and Th.Hermsen in
[17] (see [18] for further results in this direction). Our results show that the
quantum situation is actually much richer than the classical one.
1 Monodromy of the matrix Schro¨dinger equa-
tions in the complex domain.
Let's start with the one-dimensional case following essentially [4]. Let
L = −D2 + U(z); z ∈ C; D = d
dz
(2)
be a SchrÄodinger operator with meromorphic d× d-matrix potential U(z). Let
z = 0 be a regular singular point, i.e. a pole of the second order of U(z).
Consider a formal solution of the SchrÄodinger equation
LÃ = ¸Ã (3)
in the form
Ã = z−m
∑
i≥0
Ã−m+szs: (4)
Substituting (4) into the SchrÄodinger equation (3) with
U(z) =
C−2
z2
+
C−1
z
+
∞∑
r≥0
Crz
r (5)
we obtain that Ã−m is an eigenvector of C−2:
C−2Ã−m = m(m+ 1)Ã−m:
If for any ¸ we can construct a basis of solutions of (3) with integer m (i.e. Ã
is single-valued) then we say that the operator L has local trivial monodromy
around z = 0. This is equivalent to the fact that all the solutions of the cor-
responding matrix SchrÄodinger equation (3) are single-valued near z = 0 for
all ¸. In this case one can prove that C−2 is diagonalizable with eigenvalues
¸i = mi(mi + 1); i = 1; 2; : : : where mi ∈ Z (see [4]). Thus C−2 has a form
C−2 =
k∑
i=1
mi(mi + 1)Pi; (6)
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where Pi are commuting projectors to the corresponding eigenspaces:
PiPj = ±ijPi;
k∑
i=1
Pi = I;
where I is identity operator. We assume that 0 ≤ m1 < m2 < : : : < mk = M .
The following result [4] gives the conditions on the coe±cients Cj of the expan-
sion of the potential (5) which are equivalent to the local trivial monodromy of
L.
Theorem 1. A matrix SchrÄodinger operator (2) with a meromorphic
potential (5) has local trivial monodromy around z = 0 if and only if C−2 has a
form (6) and the coe±cients Cl with l = −1; 0; : : : ; 2M − 1 satisfy the relation
PiClPj = 0 (7)
when |mi −mj | ≥ l + 1 or mi +mj = l + 1; l + 3; : : : ; l + 2k + 1; : : : (i.e. when
mi+mj−l is a positive odd number). In particular, the matrix residue C−1 = 0.
The coe±cients Ã−M ; Ã−M+1; : : : ; ÃM−1 of the corresponding expansions of
the vector-eigenfunctions
Ã = z−M (Ã−M + z Ã−M+1 + : : :+ zkÃ−M+k + : : :)
satisfy the conditions
PiÃl = 0
if mi + l < 0 or mi + l = 1; 3; : : : ; 2k + 1; : : : ; 2mi − 1 for mi ≥ 1.
Notice that for l = 0 the conditions (7) are equivalent to the commutativity
relation
[C−2; C0] = 0: (8)
Now let us consider the multidimensional case. We will assume that the
potential U(z) of the SchrÄodinger operator
L = −¢ + U(z); (9)
where z = (z1; : : : ; zn) ∈ Cn; ¢ = @
2
@z21
+ : : : + @
2
@z2n
, is a meromorphic d × d
matrix-valued function having a pole of the second order along the hyperplane
¦α : (®; z) = 0, which is assumed to be non-isotropic: (®; ®) 6= 0 (cf. [1, 2, 5]).
We will suppose for simplicity that (®; ®) = 1. The Laurent expansion of the
potential in the normal direction ® at the vicinity of ¦α can be written in the
form
U(z) =
∑
r≥−2
Cr(®; z)r; (10)
where Cr = Cr(z⊥) are some analytic d × d matrix-valued functions on the
hyperplane ¦α and z⊥ is orthogonal projection of z onto ¦α. Let us suppose
that there exists a formal solution of the SchrÄodinger equation
LÃ = ¸Ã (11)
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of the form
Ã(z) = (®; z)−m
∑
s≥0
Ã−m+s(®; z)s (12)
for some m, where the coe±cients Ãr = Ãr(¸; z⊥) are analytic vector-functions
on ¦α. Substituting series (10) and (12) into the equation (11) one can see that
C−2Ã−m = m(m+ 1)Ã−m;
i.e. Ã−m is an eigenvector of C−2 with the eigenvalue m(m+ 1).
De¯nition. We say that a SchrÄodinger operator (9) with the potential (10)
has local trivial monodromy around the hyperplane ¦α if
1) at any point of ¦α matrix C−2 is diagonalizable with eigenvalues having
the form m(m+ 1); m ∈ Z,
2) for any m ∈ Z such that m(m + 1) is an eigenvalue of C−2 and for any
choice of the corresponding eigenvector Ã−m(z⊥) there exists a formal solution
(12) of the equation (11) for any ¸ (notice that any such eigenvalue can be
represented in the form ¹(¹+ 1) in two di®erent ways: ¹ = m or ¹ = −m− 1).
In principle, C−2 might depend on the point at the hyperplane ¦α, but this
is not the case.
Lemma 1. If the operator (9) has a local trivial monodromy around the
hyperplane ¦α then C−2 is a constant matrix.
To prove the lemma we can assume without loss of generality that ® =
(1; 0; : : : ; 0). Then the SchrÄodinger operator can be written in the form
L = − @
2
@z21
− ~¢ + U(z); (13)
where ~¢ = @
2
@z22
+ : : : + @
n
@z2n
. Thus we can consider (13) as a one-dimensional
SchrÄodinger operator with the matrix operator-valued "potential"
~U(z) = − ~¢ + U(z):
Applying formally the theorem 1 and, in particular (8), we have[
C0 − ~¢; C−2
]
≡ 0
or
[C0; C−2]− 2 ·
n∑
k=2
(@kC−2)@k − ~¢(C−2) ≡ 0:
Therefore, @kC−2 = 0 for all k = 2; : : : ; n, i.e. C−2 is a constant. Alternative,
more rigorous way to prove the lemma is to repeat the arguments of the proof
of the theorem 1 (see [4-6]).
Now simularly to the one-dimensional case [4] (see theorem 1 above) one can
prove the following
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Theorem 2. A matrix SchrÄodinger operator (9) with a meromorphic po-
tential (10) has local trivial monodromy around the hyperplane ¦α if and only
if
1. C−2 is a constant diagonalisable matrix
C−2 =
k∑
i=1
mi(mi + 1)Pi;
where 0 ≤ m1 < m2 < : : : < mk = M are some integers, Pi are commuting
projectors
PiPj = ±ijPi;
k∑
i=1
Pi = I:
2. The coe±cients Cl with l = −1; 0; : : : ; 2M − 1 satisfy the following rela-
tions
PiClPj ≡ 0 (14)
if |mi −mj | ≥ l + 1 or mi +mj = l + 1; l + 3; : : : ; l + 2k + 1; : : :. In particular,
C−1 ≡ 0 and [C0; C−2] ≡ 0.
The coe±cients Ã−M ; Ã−M+1; : : : ; ÃM−1 of the corresponding expansions of
the vector-eigenfunctions
Ã = (®; z)−M (Ã−M + (®; z)Ã−M+1 + : : :+ (®; z)kÃ−M+k + : : :)
satisfy the conditions
PiÃl ≡ 0 (15)
if mi + l < 0 or mi + l = 1; 3; : : : ; 2k + 1; : : : ; 2mi − 1 for mi ≥ 1.
2 Matrix locus equations and D-integrability.
Let's consider a matrix SchrÄodinger operator (9) with a rational potential U(z)
decaying at in¯nity. We will assume that all the singularities are regular, i.e.
U(z) has the poles of the second order at most.
We would like to show that in this case the trivial monodromy property
implies D-integrability, i.e. the existence of the intertwining operator (1). First
of all, the potential must have the form
U(z) =
N∑
i=1
(®i; ®i)Ai
((®i; z) + ci)2
(16)
due to the following result.
Theorem 3. The regular singularities of the matrix potential of any D-
integrable SchrÄodinger operator L are located on a union of non-isotropic hyper-
planes. If such a potential is rational and decaying at in¯nity it should have a
form (16).
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The proof essentially repeats the arguments of the scalar case investigated in
[1, 2]. The coe±cient (®i; ®i) is written at the numerator of the expression (16)
for the convenience, as this makes the matrices Ai independent on the choice of
the equation of the corresponding hyperplane.
Let us assume now that the operator L with the potential (16) has local
trivial monodromy around all the hyperplanes ¦i: (®i; z)+ci = 0. We will say in
this case that L has trivial monodromy. The local trivial monodromy conditions
(14) around all the hyperplanes form a highly-overdetermined algebraic system
on the con¯guration of the hyperplanes with prescribed matrices Ai. We will
call this system as a matrix locus equations.
Theorem 4. Let L be a matrix SchrÄodinger operator (9) with a rational
potential (16) satisfying the matrix locus equations. Then L is D-integrable.
Proof. From the theorem 2 it follows that
As =
ks∑
i=1
m
(s)
i (m
(s)
i + 1)P
(s)
i ; 0 ≤ m(s)1 < m(s)2 < : : : < m(s)ks = Ms
with some projectors P (s)i : P
(s)
i P
(s)
j = ±ijP
(s)
i ;
ks∑
i=1
P
(s)
i = I.
Following the main idea of [3] let us introduce a linear space V consisting of
the d× d matrix-valued functions ª(z); z ∈ Cn which satisfy the conditions:
1) ª(z)
∏N
s=1((®s; z) + cs)
Ms is holomorphic in Cn;
2) the coe±cients of the series expansion of ª(z) at the vicinity of hyper-
planes (®s; z) + cs = 0; s = 1; : : : N satisfy the conditions (15) with M = Ms.
The crucial observation is that the matrix locus equations (14) imply that
the space V is invariant under L (cf. [3],[4]).
Let's consider the matrix function ª0 =
∏N
s=1((®s; z) + cs)
Mse(k,z)I, where
I is the identity matrix. Evidently, ª0 ∈ V and, therefore, all the functions
ªi = (L+ k2)iª0; i = 1; 2; : : :
belong to V as well. These functions have the form
ªi =
Pi(k; z)e(k,z)∏N
s=1((®s; z) + cs)Ms
;
where Pi(k; z) are some matrix polynomials in k; z. Since
Pi+1 = Á(−¢− 2(k; @
@z
) + U(z))Á−1Pi; Á =
N∏
s=1
((®s; z) + cs)Ms ;
the degrees of Pi in z are decreasing with i. So, there exists such j that (L +
k2)ªj = 0. It is easy to see that for M =
∑N
s=1Ms
ªM = [(−2)MM !
N∏
s=1
(®s; k)MsI + : : :]e(k,z) 6= 0; (17)
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where the dots mean the terms decaying while z →∞. We claim that ªM+1 =
(L + k2)ªM = 0. Indeed, assume that this is not true. Then for some j > M
we have
ªj+1 = (L+ k2)ªj = 0
with ªj 6= 0. Since
Pj+1 = Á(−¢− 2(k; @
@z
) + U(z))Á−1Pj = 0
and Pj is polynomial in k its highest coe±cient P
(0)
j has to satisfy the condition
(k;
@
@z
)P (0)j = 0:
One can show that this implies that P (0)j must be polynomial in z (see [19],
lemma 2.5). On the other hand one can see from (17) that ªj for j > M decays
as z → ∞. This contradiction means that LªM = −k2ªM : Presenting ªM in
the form ªM = De(k,z)I for a proper matrix di®erential operator D(z; ∂∂z ) we
have
Lª = LDe(k,z)I = −k2De(k,z)I = −Dk2e(k,z)I = DL0e(k,z)I
and, therefore,
LD = DL0:
The theorem is proved.
Remark. Notice that our proof gives an explicit formula for the intertwining
operator
D
(
e(k,z) I
)
= (L+ k2)M
(
N∏
s=1
((®s; z) + cs)Mse(k,z)I
)
:
Such a formula has been discovered in the scalar case by Yu.Berest [7].
3 Generalised matrix Calogero-Moser system.
Let us consider the following matrix SchrÄodinger operator
L = −¢ +
∑
α∈R+
mα(mαI − s^α)(®; ®)
(®; z)2
: (18)
Here R is any Coxeter root system in Rn, R+ is its positive part consisting of
the normals to the re°ection hyperplanes of the corresponding Coxeter group
G, m(®) = mα is a G-invariant function on A, s^α stands for the re°ection with
respect to ® in an arbitrary matrix representation ¼ of the group G: s^α = ¼(sα)
For the trivial one-dimensional representation we have a scalar SchrÄodinger
operator which is the well-known generalised Calogero-Moser operator related
8
to the Coxeter group G (see [20]). Thus (18) can be considered as a natural
matrix generalisation of these operators.
I. Cherednik [8] seems to be the ¯rst to consider such generalisations in the
case when G is a Weyl group of any semisimple Lie algebra. He showed that
the corresponding quantum system has n commuting quantum integrals and,
therefore, it is integrable in a usual quantum mechanical sense.
Let us show that if all mα are integers then the operator (18) is D-integrable.
This implies the usual integrability and even more stronger property known as
algebraic integrability (see theorem 7 below).
Let
sα(z) = z − 2 (®; z)(®; ®)® (19)
be the orthogonal re°ection with respect to the hyperplane (®; z) = 0. The
matrix potential of the operator (18) has the following equivariance property
for any ® ∈ R
s^αU(z) = U(sα(z))s^α: (20)
This can be easily checked using G-invariance of mα and the property
s^αs^β = s^sα(β)s^α:
From (20) it follows that the coe±cients Cl of the Laurent expansion of the
potential U near the hyperplane (®; z) = 0 satisfy the following relation
s^αC2k = C2ks^α;
s^αC2k−1 + C2k−1s^α = 0
(21)
for any k. Comparing the formula (18) with (16) we see that the corresponding
matrices Ai have two eigenvalues: mα(mα + 1) and mα(mα − 1). Using this
it is easy to check that the relations (21) imply the local trivial monodromy
conditions (14) and, therefore, D-integrability of the operator (18) due to the
theorem 4. Thus, we have proved
Theorem 5. The generalised matrix Calogero-Moser operator (18) with
integer G-invariant mα is D-integrable.
In the scalar case the Calogero-Moser operator admits integrable deforma-
tions related to the non-Coxeter con¯gurations of the hyperplanes [13, 14, 5].
It is interesting that these deformations admit a matrix generalisation as well.
Let A be a ¯nite set of the hyperplanes ¦α in a complex Euclidean space Cn
given by the equations (®; z) = 0, taken with some multiplicities mα ∈ Z+. Here
® ∈ A, A is a ¯nite set of noncollinear vectors. Consider the matrix SchrÄodinger
operator
L = −¢ + U(z)
with
U(z) =
∑
α∈A
mα(mα − sα)(®; ®)
(®; z)2
(22)
where sα is the n× n matrix of the re°ection (19).
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Theorem 6. Operator L has trivial monodromy if and only if the following
conditions for the con¯guration A hold for each ® ∈ A
Aj =
∑
β 6=α
mβ(mβ + 1)(¯; ¯)(®; ¯)2j−1
(¯; z)2j+1
∣∣∣∣∣∣
(α,z)=0
≡ 0; j = 1; 2; : : : ;mα; (23)
Bj =
∑
β 6=α
mβ(®; ¯)2j−1
(¯; z)2j−1
∣∣∣∣∣∣
(α,z)=0
≡ 0; j = 1; 2; : : : ;mα: (24)
Proof. Let us consider ¯rst the case mα = 1. Then we have two locus
conditions (see (14)) for L:
C0C−2 = C−2C0 or C0sα = sαC0 (25)
and
(C1®; ®) = 0: (26)
>From (22) we can calculate
Cj =
∑
β 6=α
mβ(mβ − sβ)(¯; ¯)(®; ¯)j
(¯; z)2+j
∣∣∣∣∣∣
(α,z)=0
;
and condition (25) reduces to
∑
β 6=α
mβ(¯; ¯)(sβsα − sαsβ)
(¯; z)2
∣∣∣∣∣∣
(α,z)=0
≡ 0: (27)
Let us choose some ° 6= ® and consider the subsum in (27) corresponding to
the 2-dimensional plane < ®; ° >. Since sβ acts trivially on the orthogonal
complement to the plane ¼ =< ®; ° > for any ¯ ∈ ¼ we may assume that
® = (1; 0), ¯ = (cosÁβ ; sinÁβ). Then
sα =
( −1 0
0 1
)
; sβ =
( −cos 2Áβ −sin 2Áβ
−sin 2Áβ cos 2Áβ
)
and
sβsα =
(
cos 2Áβ sin 2Áβ
−sin 2Áβ cos 2Áβ
)
;
sαsβ = (sβsα)−1:
Since (¯; z)|(α,z)=0 = ¯2z2 = z2 sinÁβ we have to check that∑
β∈<α,γ>,β 6=α
sin 2Áβ
sin2Áβ
= 0:
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But it easily follows from the identity (24) B1 ≡ 0.
The second locus condition (26) reduces to∑
β 6=α
mβ(mβ + cos 2Áβ)cosÁβ
sin3 Áβ
= 0:
This is equivalent to the combination A1 − 2B1 = 0 of the identities (27{28).
Now let us consider the case mα > 1. Locus equations (14) take the form
Cjsα = (−1)jsαCj ; j = 0; 1; : : : ; 2mα − 2; (28)
(C2mα−1®; ®) = 0: (29)
As above, everything reduces to the two-dimensional case and we will use the
same notations. The relations (28) reduce to∑
β 6=α
mβ cosjÁβ sin 2Áβ
sin2+jÁβ
= 0; (30)
for j = 2l; l = 0; 1; : : : ;mα − 1; and∑
β 6=α
2 sαm2β cos
jÁβ − (sαsβ + sβsα)mβ cosjÁβ
sin2+jÁβ
= 0; (31)
for j = 2l − 1; l = 1; : : : ;mα − 1. The relations (30) are equivalent to∑
β 6=α
mβ cos2l+1Áβ
sin2l+1Áβ
= 0;
which coincide with Bl+1 ≡ 0. Conditions (31) are equivalent to
∑
β 6=α
m2β cos
2l−1 Áβ
sin2l+1 Áβ
= 0; l = 1; : : : ;mα − 1∑
β 6=α
mβ cos2l−1 Áβ cos 2Áβ
sin2l+1 Áβ
= 0; l = 1; : : : ;mα − 1:
The ¯rst part of the last equations due to the identity Al ≡ 0 reduces to∑
β 6=α
mβ cos2l−1 Áβ
sin2l+1 Áβ
= 0;
the left hand side of which equals Bl + Bl+1. The second one is equivalent to
Bl+1 −Bl ≡ 0 and is satis¯ed for l = 1; : : : ;mα − 1.
Finally, the condition (C2mα−1®; ®) = 0 is equivalent to∑
β 6=α
m2β cos
2mα−1Áβ +mβ cos 2Áβ cos2mα−1Áβ
sin2mα+1Áβ
= 0
11
or, using Amα ≡ 0, to∑
β 6=α
mβ cos2mα−1Áβ(cos 2Áβ − 1)
sin2mα+1Áβ
= 0;
which coincides with Bmα ≡ 0. Theorem 6 is proved.
Remark. It is interesting to note that the conditions (23, 24) are equivalent
to the existence of the so-called Baker-Akhiezer function in "old axiomatics" (see
[16, 5]). Indeed, the A-conditions (23) coincide with the locus equations for the
scalar case and, therefore, guarantee the existence of the Baker-Akhiezer func-
tion in "new axiomatics" ([5]). The B-conditions (24) mean that the function
Á =
∏
β 6=α
(¯; z)mβ has zero odd normal derivatives at the hyperplane ¦α:
(
@
@®
)2j−1∏
(¯; z)mβ
∣∣∣∣∣
(α,z)=0
= 0;
which together with the new axiomatics provide the old one (see section 1 in
[5]).
In particular, the conditions (23, 24) are satis¯ed for the following non-
Coxeter con¯gurations An(m) and Cn+1(m; l) discovered in [13, 14, 5].
Con¯guration An(m) consists of the following vectors in Rn+1: ei− ej with
multiplicity m (1 ≤ i < j ≤ n) and ei −
√
men+1 with multiplicity 1 (i =
1; : : : ; n) (for m = 1 we have the root system An). Parameter m is also allowed
to be negative. Then one should consider vectors ei − ej with the multiplicity
−1−m. In the last case we have a complex con¯guration in Cn+1.
Con¯guration Cn+1(m; l) consists of the following set of vectors in Rn+1:
Cn+1(m; l) =

ei ± ej with multiplicity k
2ei with multiplicity m
2
√
ken+1 with multiplicity l
ei ±
√
ken+1 with multiplicity 1
where l and m are integer parameters such that k = 2m+ 12l + 1 ∈ Z, 1 ≤ i < j ≤ n.
If l = m = k = 1 the system Cn+1(m; l) coincides with the classical root system
Cn+1. As before, the parameters k;m; l may be negative, in that case the
corresponding multiplicities should be −1− k, −1−m or −1− l respectively.
Corollary. The matrix SchrÄodinger operators with potentials (22) corre-
sponding to the con¯gurations An(m) and Cn+1(m; l) are D-integrable.
Let us prove now that in the considered cases D-integrability implies usual
quantum integrability and even more { so-called algebraic integrability.
We say that a matrix SchrÄodinger operator L in Rn is integrable if there ex-
ist n pairwise commuting matrix di®erential operators L1 = L; L2; : : : ; Ln hav-
ing the algebraically independent constant scalar highest symbols Pj(k); j =
1; : : : n. If there exists one more commuting matrix di®erential operator Ln+1
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with the highest constant scalar symbol Pn+1(k) such that Pn+1(k) takes di®er-
ent values on the solutions of the system Pi(k) = ci (i = 1; : : : ; n) for generic
c1; : : : ; cn the operator L is called algebraically integrable (see [21, 15, 9]).
Let's assume that the matrix potential U is symmetric: U = U∗.
Theorem 7. Any D-integrable matrix SchrÄodinger operator L with a ratio-
nal symmetric potential (16) is algebraically integrable.
Proof. We follow here the idea of the paper [22]. Let A∗ denote a formal
conjugate to a matrix di®erential operator A then taking a conjugation of the
relation LD = DL0 we have D∗L∗ = L∗0D∗ = L0D∗. If U = U∗ then L =
L∗ and we obtain D∗L = L0D∗. Now de¯ne the operators L1 = L; L1+i =
D@iD∗ (i = 1; : : : ; n). We claim that they are pairwise commuting. Indeed,
LL1+i = LD@iD∗ = DL0@iD∗ = D@iL0D∗ = D@iD∗L = L1+iL, so [L1; Lk] = 0
for all k = 2; : : : ; n+ 1. Consider now the commutator [Ll; Lk]; l > 1. From the
previous relations and Jacobi identity it follows that [[Lk; Ll]; L] = 0. Berezin's
lemma (see lemma 2.5 in [19]) says that the highest symbol of [Lk; Ll] has to
be polynomial in z, but from the de¯nition of Lk and the construction of D
it follows that it decays as z → ∞. This means that [Lk; Ll] = 0 for any
k; l = 1; : : : ; n + 1. One can check that the highest symbols of Lk satis¯es the
property demanded at the de¯nition of algebraic integrability. The theorem is
proved.
Remark. The statement of the theorem seems to be true without the as-
sumption of the symmetry of the potential.
4 Two-dimensional case.
Let us consider the matrix locus con¯gurations on the plane in the case when
all the lines pass through the origin. In the scalar case essentially all such
con¯gurations have been described by Yu.Berest and I.Lutsenko [23] (see [5] for
details).
In the matrix case in the polar coordinates (r; Á) the corresponding potential
U has a form
U(r; Á) =
1
r2
V (Á); (32)
where
V (Á) =
k∑
i=1
Ai
sin2(Á− Ái)
: (33)
Here Ai are some matrices, Ái are the angles corresponding to the lines of
con¯gurations. Strictly speaking this is true only on the real plane R2 but this
can be easily generalised to C2 (see [5]).
Proposition 1. Two-dimensional matrix SchrÄodinger operator
L = −¢ + U (34)
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with the potential (32) has trivial monodromy if and only if the same is true for
the one-dimensional SchrÄodinger operator
L = − d
2
dÁ2
+ V (Á) (35)
with trigonometric potential (33).
The proof is a simple check that the local trivial monodromy conditions for
these two operators are equivalent.
Proposition 2. If the operator (35) is D-integrable then the same is true
for the two-dimensional SchrÄodinger operator (34).
Indeed, in one-dimensional case D-integrability implies the trivial monodromy
for the operator (35) and, therefore, for the two-dimensional operator (34). Ac-
cording to the theorem 4 this guarantees the D-integrability of (34).
In dimension 1 D-integrability is equivalent to the fact that the operator L
(35) is the result of so-called matrix Darboux transformation applied to L0 =
− d2
dÁ2
(see e.g. [4]). All such operators can be described using the notion of
quasideterminants introduced by I.Gelfand and V.Retakh (see [24]).
Let k be the order of the intertwining operator D. Consider any solution
© of the simple matrix di®erential equation − d2
dÁ2
© = ©C where © is d × kd
matrix, C is any diagonalisable kd× kd matrix with the eigenvalues of the form
¸ = p2 with p ∈ Z. Let © = (ª1; : : : ;ªk) where ªi are the corresponding d× d
matrices. Then the intertwining operator D can be written as quasideterminant
D(ª) = |W (ª1; : : : ;ªk;ª)|k+1,k+1;
where
W (ª1; : : : ;ªk;ª) =

ª1 : : : ªk ª
...
. . .
...
...
ª(k−1)1 : : : ª
(k−1)
k ª
(k−1)
ª(k)1 : : : ª
(k)
k ª
(k)
 ;
(see [4] for the details). The potential U has a form
U = 2a′1(Á); (36)
where a1(Á) is the ¯rst matrix coe±cient of D:
D = Dk + a1(Á)Dk−1 + : : :+ ak(Á); D = d
dÁ
:
Under some assumptions on © one can give more explicit formula for the po-
tential (see [4]).
Theorem 8.Two-dimensional matrix SchrÄodinger operator (34) with the po-
tential of the form (32) related to any result (36) of the one-dimensional matrix
Darboux transformation described above has trivial monodromy and therefore
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D-integrable. Conversely, for any D-integrable operator (34) the corresponding
one-dimensional operator (35) is related to the operator L0 = −d2=dÁ2 by a
matrix Darboux transformation.
The proof of the inverse statement follows from
Lemma 2. Any one-dimensional SchrÄodinger operator (34) with trigono-
metric potential (33) which satis¯es local trivial monodromy conditions at all
the singularities is D-integrable.
Proof of the lemma essentially combines the arguments of the matrix rational
case (see [4] or theorem 3 above) and the scalar trigonometric case investigated
in [3].
It is worthy to derive the explicit formula for such operators in the simplest
case of three lines with prescribed 2× 2 matrices with the eigenvalues 0 and 2.
In this case it seems to be more suitable to use matrix locus equations rather
than Darboux transformation. Thus, let V (Á) be of the form
V (Á) =
2Pα
sin2(Á− ®) +
2Pβ
sin2(Á− ¯) +
2Pγ
sin2(Á− °) ; (37)
where Á; ®; ¯; ° ∈ C; Pα; Pβ ; Pγ are some projector matrices of rank 1. Accord-
ing to the theorem 1 the operator (34) has trivial monodromy if its Laurent
expansion at pole Á = Á0
V (Á) =
C−2
(Á− Á0)2 +
C−1
(Á− Á0) + C0 + C1(Á− Á0) + : : :
satis¯es the conditions
C−1 = 0;
[C−2; C0] = 0; (38)
C−2C1C−2 = 0: (39)
Conditions C−1 = 0 are, obviously, ful¯lled. Expanding V (Á) near Á = ®
V (Á) =
2Pα
(Á− ®)2 +
(
2Pβ
sin2(®− ¯) +
2Pγ
sin2(®− °) +
2Pα
3
)
+
+
(−4Pβ cos(®− ¯)
sin3(®− ¯) +
−4Pγ cos(®− °)
sin3(®− °)
)
(Á− ®) + : : : ;
and then near Á = ¯ and Á = ° we get the following system of the equations
using (38) [
Pα;
Pβ
sin2(®− ¯) +
Pγ
sin2(®− °)
]
= 0; (40)[
Pβ ;
Pα
sin2(¯ − ®) +
Pγ
sin2(¯ − °)
]
= 0; (41)
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[
Pγ ;
Pα
sin2(° − ®) +
Pγ
sin2(° − ¯)
]
= 0: (42)
It is easy to see that (42) follows from (40) and (41). Conditions (39) give
Pα
(
Pβ cos(®− ¯)
sin3(®− ¯) +
Pγ cos(®− °)
sin3(®− °)
)
Pα = 0; (43)
Pβ
(
Pα cos(¯ − ®)
sin3(¯ − ®) +
Pγ cos(¯ − °)
sin3(¯ − °)
)
Pβ = 0; (44)
Pγ
(
Pα cos(° − ®)
sin3(° − ®) +
Pβ cos(° − ¯)
sin3(° − ¯)
)
Pγ = 0: (45)
Solving of the system of the equations (40 - 45) and making a suitable transfor-
mation
V (Á) −→ C V (Á)C−1 (46)
we arrive at the formula
Pα =
1
sin (®− ¯) sin (®− °) · »
t
α´α; (47)
where
»α = (−cos®; sin®); ´α = (s(®;¯; °); c(®;¯; °)) ;
s(®;¯; °) = sin2® cos (¯ + ° − ®)− cos® sin¯ sin °;
c(®;¯; °) = cos2® sin (¯ + ° − ®)− sin® cos¯ cos °:
Projectors Pβ and Pγ can be obtained by corresponding permutations of ®, ¯
and °.
Theorem 9. Any three lines on the plane with prescribed matrices Pα,
Pβ and Pγ (47) where ®; ¯; ° are the corresponding angles form a matrix lo-
cus con¯guration. Modulo (46) this describes all three lines 2 × 2 matrix locus
con¯gurations with prescribed matrices having the eigenvalues 0 and 2.
It is interesting to note that the potential (37, 47) is symmetric if and only
if ® = #, ¯ = #+ pi3 and ° = #+
2pi
3 for some # which corresponds to the matrix
Calogero-Moser system (18) related to A2 root system.
Concluding remarks. Similarly to the scalar case [5] one can introduce
the notion of the multidimensional matrix Baker-Akhiezer function . This would
lead to the proof of the algebraic integrability for the corresponding SchrÄodinger
operators. The bispectral properties of these functions and the relations to the
Huygens' Principle we are planning to discuss in a separate paper.
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