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The effect of time-delayed coupling on the collective behavior of a population of globally coupled complex Ginzburg-
Landau (GCCGL) oscillators is investigated. A detailed numerical study is carried out to study the impact of time delay
on various collective states that include synchronous states, multicluster states, chaos, amplitude mediated chimeras
and incoherent states. It is found that time delay can bring about significant changes in the dynamical properties of
these states including their regions of existence and stability. In general, an increase in time delay is seen to lower the
threshold value of the coupling strength for the occurrence of such states and to shift the existence domain towards more
negative values of the linear dispersion parameter. Further insights into the numerical findings are provided, wherever
possible, by exact equilibrium and stability analysis of these states in the presence of time delay.
The Complex Ginzburg-Landau equation (CGLE) is an
amplitude equation describing the dynamics of extended
systems near a Hopf bifurcation and was first derived
by Newell and Whitehead in 19691. CGLE is one of
the most studied nonlinear equation in physical sciences
since it and its various forms can describe a variety of
phenomena such as nonlinear waves, binary fluid con-
vection, and superconductivity. The discretized form of
CGLE on a fully connected lattice is equivalent to a sys-
tem of identical limit-cycle oscillators with global or all-
to-all coupling2. Depending on the region of the param-
eter space, this globally-coupled system shows a variety
of collective states, such as synchronization, clustering,
chimeras, chaos and incoherence. Past studies on this
system have been restricted to the instantaneous interac-
tion between the oscillators. How the interaction delays
affect the dynamics of such systems of globally coupled
Ginzburg-Landau oscillators remains to be studied. In
this paper, we address this question with a detailed nu-
merical and analytical study. We find that time delay has
a significant effect on the existence and stability of the col-
lective states of the system. Time delay is found to shift the
threshold of these states towards lower values of coupling
strength and more negative values of the linear dispersion
parameter.
I. INTRODUCTION
A model system consisting of a coupled set of complex
Ginzburg-Landau oscillators and its variants have been widely
used as a paradigm for the mathematical study of a large va-
riety of nonlinear phenomena in physical, chemical and bi-
ological systems2–15. One of the reasons behind the popu-
larity and extensive applicability of this model is the great
variety of collective behavior exhibited by this system rang-
ing from synchrony to chaos and many intermediate states
a)Electronic mail: bhumikathakur21@gmail.com
b)Electronic mail: abhijit@ipr.res.in
between them. A systematic and in-depth study of many of
these collective states was made by Hakim and Rappel2 who
showed that the system can give rise to the following collec-
tive states: homogeneous limit cycles, incoherence (a state
with complete frequency locking but no phase locking), clus-
tering and chaotic states2. Soon thereafter, Nakagawa and Ku-
ramoto demonstrated the existence of different forms of col-
lective chaos in this system, such as a low-dimensional collec-
tive dynamics arising from the coupled motion of three point
clusters and a high-dimensional chaotic motion exhibited by
fused clusters5–7. Around the same time, Falcke et al. ob-
served standing wave solutions with an intrinsic wavelength in
such systems13. The effect of adding noise on the collective
dynamics of this system was studied by Hakim, Rappel and
Chabanol8,9. Turbulent behavior was also studied in a variant
of the model where the oscillators were coupled in a non-local
fashion14,15. More recently this system was also shown to ex-
hibit exotic states such as amplitude-mediated chimeras10,11
and amplitude chimeras12.
Most of the past studies on globally coupledGinzburg-Landau
oscillators have considered the interaction between the oscil-
lators to be instantaneous. Since time delay arising from fi-
nite propagation speed of signals is inevitable in most real-life
systems, it is important to assess the influence of time delay
on these states. Our present paper is devoted to such an in-
vestigation. Our detailed numerical investigations show that
time delay has indeed a significant impact on the characteris-
tic properties of the collective modes. In general an increase
in time delay is found to lower the threshold value of the cou-
pling strength for the occurrence of such states and to shift the
existence domain towards more negative values of the linear
dispersion parameter. We also determine the stability prop-
erties of these modes using a combination of numerical and
analytical methods. In the limit of a small time delay (com-
pared to the intrinsic frequency of the oscillators), the model
system is shown to acquire nonlinear contributions in the cou-
pling mechanism that enables a comparison with past model
studies where such couplings have been adopted in an ad-hoc
fashion.
The paper is organized as follows. In Sec. II, we give the
model equations and discuss the existence domain of the col-
lective states of non-delayed system. In Sec. III, we study the
2effect of delay on various collective states in detail. We show
in Sec. IV that the presence of a small delay has an effect
similar to that of adding a nonlinear global coupling term. In
Sec. V we summarize our results with some concluding re-
marks.
II. MODEL
We study a system of N globally delay-coupled complex
Ginzburg-Landau oscillators governed by the following set of
equations,
W˙j(t) =Wj(t)− (1+ iC2)|Wj(t)|2Wj(t)+K(1+ iC1)[
(W (t− τ)−Wj(t))− 1
N
(Wj(t− τ)−Wj(t))
]
, (1)
where j = 1, ...,N and the mean field W = (1/N)∑Nn=1Wn.
The last term on the right hand is introduced to remove the
self-coupling component that exists in the mean field summa-
tion. HereWj(t) is the complex amplitude and C1, C2, and K
are real constants characterizing the linear and the nonlinear
dispersion and the coupling strength, respectively. The param-
eter τ represents the time delay in the interactions between the
oscillators.
In the absence of time delay, previous studies have shown
that depending on the value of the parameters C1, C2, and K,
the system exhibits several different regimes2,5,6,9,11 which
include incoherent state, chaotic state, amplitude mediated
chimera (AMC), multicluster states, and synchronous state.
The regions of their existence and stability in K −C1 phase
space for a fixed value ofC2 = 2 are shown in Fig. 1. We now
briefly describe this figure and discuss the details of some of
these past results obtained in the absence of delay.
The stability criteria for the synchronous state and the inco-
herent state can be obtained analytically2,5,6,9. In synchronous
state all the oscillators are in the same state and follow a limit
cycle given by Wj = exp(−iC2t) ∀ j. Therefore, in the com-
plexW plane, oscillators move along a circle of radius unity
with angular velocity −C2. A linear stability analysis of the
synchronous solution gives the stability condition2,6
(1+C21)K+ 2(1+C1C2)> 0. (2)
The marginal stability curve for the synchronous state ob-
tained from Eq. (2) is shown by the black dotted line in Fig. 1.
The synchronous state is stable in the region denoted by S to
the right of the curve.
In the incoherent state the phases of the oscillators are
distributed on a circle of radius
√
1−K in such a way that
the mean field vanishes. The incoherent solution is given
byWj =
√
1−K exp(−i [KC1+(1−K)C2] t+ iφ j), such that
∑Nj=1 exp(iφ j)/N = 0. A linear stability analysis of this inco-
herent solution gives the stability condition6,9[
(2− 3K)2+C21K2
]
[4(K− 1)(2K− 1)C1C2
+K(2K− 1)C21−K(K− 1)C22 +(2− 3K)2
]
+∆2K(K− 1)(2− 3K)2(1+C21)(1+C22)< 0. (3)
The marginal stability curve of incoherent states with uniform
distribution of phases (also known as splay states) is obtained
by taking ∆ = 0 in Eq. (3). This curve is shown by a black
dashed curve in Fig. 1. Incoherent states having non-uniform
distribution of phases have a larger region of stability with
the most stable state corresponding to ∆ = 1 in Eq. (3)2. The
stability boundary of these states is denoted by the magenta
dashed dotted curve in Fig. 1.
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FIG. 1. Phase diagram in C1 −K space for C2 = 2 in the absence
of delayed interactions (i.e., τ = 0) showing the region of existence
of various collective states. S denotes the region of stability of syn-
chronous state. CL-I is the region of existence of multicluster states
and CL-II is the region of co-existence of multiclusters and syn-
chronous state. C denotes the region of existence of chaotic states.
AMC-II denotes the region where amplitude-mediated chimera states
coexist with synchronous states. AMC-I denotes the region of exis-
tence of amplitude-mediated chimeras where synchronous states are
unstable. I-U denotes the stability region of incoherent states with
uniform distribution of phases and I-NU denotes the incoherent states
with non-uniform distribution of phases. For numerical simulations,
the initial condition is a splay state and N = 201.
The stability regions of the multi-cluster states, the chaotic
state and the AMC have been obtained numerically for N =
201 oscillators for an initial condition that is a splay state. In
a multi-cluster state, the oscillator population splits into two
or three clusters such that the oscillators within a cluster are in
the same state but the oscillators in different clusters are in dif-
ferent states. The stability region of these states is denoted by
CL-II and CL-I in Fig. 1 depending on whether they co-exist
with the synchronous state or not. The dynamical behavior in
a two-cluster state can be periodic or quasi-periodic depend-
ing on parameter values5. The dynamics in a three-cluster
state is low-dimensional chaotic. High-dimensional chaotic
states arise from the merger of the three point-clusters into
a continuous distribution in the complex W-plane. Chaotic
states are stable in the region marked C between the incoher-
ent states and the multicluster states. In a chaotic state the
behavior of each oscillator is quite complex but the oscillators
3maintain some level of coherence such that mean field does
not vanish.
For some parameter values, only two clusters fuse together
to form a continuous distribution while the third point-cluster
maintains its form. This coexistence of continuous distri-
bution and point cluster has been termed as an amplitude-
mediated chimera state. The region bounded by the greenish-
blue solid curve in Fig. 1 is the region of existence of AMC
states. Chimera states represent a spontaneous splitting of a
population of oscillators into sub-populations displaying syn-
chronized and de-synchronized behavior. Chimera states were
first discovered in a system of coupled phase oscillators by
Kuramoto and Battogtokh16. For nearly a decade the research
on chimera states focused solely on phase-only chimera states.
AMCs were first noticed by Nakagawa and Kuramoto5 in
globally coupled complex Ginzburg-Landau oscillators but
they remained unidentified and ignored for two decades. They
were studied for the first time by Sethia and Sen initially
for nonlocally10 and later for globally11 coupled Ginzburg-
Landau oscillators. AMCs are named so because they show
chimeric behavior in both amplitude as well as phase vari-
ables. In the globally coupled system, they are found to be sta-
ble in some region of the parameter space between the three-
cluster state and chaos which is denoted by AMC-I in Fig. 1.
They are also found to co-exist with synchronous states in the
region marked AMC-II in Fig. 1.
In the following section, we study the effect of time-delayed
interactions on the existence and stability of all these collec-
tive states.
III. RESULTS IN THE PRESENCE OF TIME DELAY
Our investigations on the effect of time delay on the col-
lective dynamics of Eq. (1) have mostly been carried out with
the help of numerical simulations of the system (1). Wherever
possible, numerical results are supported with exact equilib-
rium and stability analysis. The simulations have been carried
out mostly with N = 201 globally delay-coupled discrete os-
cillators using MATLAB’s delay differential equation solver
dde23. The various collective states are discussed in the se-
quence of their emergence with decreasing coupled strength
K.
A. Synchronous (single-cluster) state
When the coupling strength K is sufficiently high, all the
oscillators are perfectly synchronized and therefore, form a
single point-cluster. Since all oscillators are in the same state,
i.e.,Wj(t) =W (t), Eq. (1) becomes
W˙ (t) =W (t)− (1+ iC2)|W (t)|2W (t)+K(1− 1/N)
(1+ iC1)(W (t− τ)−W(t)). (4)
Let us take d = 1− 1/N to re-write the above equation as
W˙ (t) =W (t)− (1+ iC2)|W (t)|2W (t)+Kd(1+ iC1)
(W (t− τ)−W(t)). (5)
For large number of oscillators, d≈ 1. The stable synchronous
solution corresponds to oscillators following a limit cycle with
W (t) = AeiΩt , where A is the amplitude and Ω is the collective
frequency. Substituting this solution in Eq. (5) and separating
the real and imaginary parts gives the set of coupled equations
A2 = 1+Kd (cos[Ωτ]− 1+C1 sin[Ωτ]) , (6)
and
Ω =−C2A2−Kd (sin[Ωτ]−C1 (cos[Ωτ]− 1)) . (7)
Substituting the expression for A2 from Eq. (6) into Eq. (7)
gives the following transcendental equations for Ω
Ω =−C2+Kd ((C2−C1)(1− cos[Ωτ])
−(1+C1C2)sin[Ωτ]) . (8)
The expressions (6) and (8), for A and Ω respectively, show
that the amplitude and frequency depend on the delay param-
eter τ . In the absence of delay (τ = 0), A= 1, i.e., the oscilla-
tors run around a unit circle at a constant frequency Ω =−C2.
Next we find the region of stability of the single-cluster syn-
chronous state. Eq. (1) is linearized by substituting Wj(t) =
(A+a j(t))e
iΩt , where a j is a complex perturbation to the state
Wj such that |a j|<< 1. The linear evolution of the perturba-
tion a j is given by
da j(t)
dt
=−K(1+ iC1)e−iΩτ
(
d+
e−λ τ
N
)
a j(t)
−(1+ iC2)A2(a j(t)+ a∗j(t))
+K(1+ iC1)e
−iΩτe−λ τ
1
N
∑
k
ak(t), (9)
where ∗ denotes complex conjugation. The corresponding
2N× 2N stability matrix M has a large symmetry and can be
written as
M =


m1 m2 m3 0 m3 0 · · · m3 0
m4 m5 0 m6 0 m6 · · · 0 m6
m3 0 m1 m2 m3 0 · · · m3 0
0 m6 m4 m5 0 m6 · · · 0 m6
m3 0 m3 0 m1 m2 · · · m3 0
0 m6 0 m6 m4 m5 · · · 0 m6
...
...
...
...
...
...
. . .
...
...
m3 0 m3 0 m3 0 · · · m1 m2
0 m6 0 m6 0 m6 · · · m4 m5


,
where,
m1 =−Kd(1+ iC1)e−iΩτ −A2(1+ iC2),
m2 =−A2(1+ iC2),
m3 = (K/N)(1+ iC1)e
−λ τ−iΩτ ,
m4 = m
∗
2 =−A2(1− iC2),
m5 = m
∗
1 =−Kd(1− iC1)eiΩτ −A2(1− iC2), and
m6 = (K/N)(1− iC1)e−λ τ+iΩτ .
4The characteristic eigenvalue equation is given by |M −
λ I| = 0, where I is the 2N× 2N identity matrix. The eigen-
value equation can be written as
(−1)N

m2m4+(m1−m3−λ )(−m5+m6+λ )︸ ︷︷ ︸
M1(λ )


N−1
(m2m4− (m1+(N− 1)m3−λ )(m5+(N− 1)m6−λ ))︸ ︷︷ ︸
M2(λ )
= 0.
(10)
This gives N− 1 times the couple of eigenvalues (λ1,λ2) ob-
tained from M1(λ ) = 0. The other two eigenvalues, one of
which is always 0, are obtained from taking M2(λ ) = 0. The
zero eigenvalue comes from the invariance of Eq. (1) under a
global phase change9.
On taking τ = 0, we get the eigenvalue equation for the
non-delayed case2,9 as
λ 2+ 2(K+ 1)λ +(1+C21)K
2+ 2K (1+C1C2) = 0, (11)
and the marginal stability curve is given by Eq. (2). In Fig. 2,
we have plotted the stability curves for the homogeneous one-
cluster state in various parameter spaces. Fig. 2(a) shows the
stability curves in K−C1 parameter space at a fixed value of
C2 = 2 for various values of τ . The one-cluster state is stable
in the region above the curves. The region of stability shifts
towards more negative values of C1 with an increase in de-
lay. Fig. 2(b) shows stability curves in K− τ parameter space
for various values of C1. For a given value of C1, the critical
value of K at which the one-cluster state becomes stable de-
creases with increasing delay. Fig. 2(c) shows stability curves
inC1− τ parameter space for various values of K and we find
that with increasing delay the stability region extends to more
negative values of C1. Also, the stability region expands with
an increase in K. Fig. 2(d) shows the stability curves inC2−τ
parameter space. For a fixed value of K and C1, the unstable
region lies in the parameter space with large values of C2 and
small values of delay. Overall, the delay parameter seems to
favor the stabilization of the single-cluster state.
B. Clustering
As one decreases the coupling strength K below a critical
value, the system shows clustering behavior, where the single
synchronous cluster breaks down into two or three groups or
clusters of identical oscillators. Clustering behavior in GC-
CGLE in the absence of delay has been reported previously
by Nakagawa and Kuramoto5 and recently in ensembles of
Stuart-Landau oscillators17.
1. Two-cluster state
When K decreases below a certain value, the system first
makes a transition from the single-cluster state to the two-
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FIG. 2. The marginal stability curves for the one-cluster synchronous
state in (a) K−C1 parameter space at C2 = 2 for various values of
τ , (b) K− τ parameter space at C2 = 2 for various values of C1, (c)
C1− τ parameter space at C2 = 2 for various values of K, and (d)
C2− τ parameter space at K = 0.5 for two values of C1.
cluster state where the oscillators within each cluster have
same amplitude and phase but these are different for the two
clusters. For a range of K, the single-cluster and two-cluster
states also co-exist. In a two-cluster state, the dynamics of
the oscillators can be periodic or quasi-periodic. In the pe-
riodic (homogeneous limit cycle) state, all the oscillators are
frequency synchronized. The oscillators within a cluster are
synchronized in-phase, while there is a finite phase difference
between the two clusters. The coupled equations for the am-
plitudes and frequency can be determined by substituting the
limit cycle solutions for the two clusters. Suppose pN number
of oscillators with complex amplitudeW1(t) are in one cluster,
and the remaining (1− p)N = qN number of oscillators with
complex amplitude W2(t) are in second cluster. Then the N
coupled equations of motion reduce to two coupled equations
that give the evolution of two point-clusters. Thus we have,
W˙1(t) =W1(t)− (1+ iC2)|W1(t)|2W1(t)+K(1+ iC1)[
p′W1(t− τ)+ qW2(t− τ)− d W1(t)
]
, (12)
W˙2(t) =W2(t)− (1+ iC2)|W2(t)|2W2(t)+K(1+ iC1)[
q′W2(t− τ)+ pW1(t− τ)− d W2(t)
]
, (13)
where p′ = p− 1/N and q′ = q− 1/N. Let us assume sepa-
rate limit-cycle solutions for the two point-clusters. We take
W1(t) = A1e
i(Ωt+φ1), where Ω is the collective frequency and
φ1 is the phase offset of the oscillators in the first cluster, and
W2(t) = A2e
i(Ωt+φ2), where φ2 is the phase offset of the oscil-
lators in the second cluster. Substituting these in Eqs. (12,13)
and separating the real and imaginary parts gives four coupled
5equations
A21 = 1−Kd+Kp′ (cos[Ωτ]+C1 sin[Ωτ])
+ Kq
A2
A1
(cos[∆φ −Ωτ]−C1 sin[∆φ −Ωτ]) , (14)
Ω =−C2A21−C1Kd−Kp′ (sin[Ωτ]−C1 cos[Ωτ])
+ Kq
A2
A1
(sin[∆φ −Ωτ]+C1 cos[∆φ −Ωτ]) , (15)
A22 = 1−Kd+Kq′ (cos[Ωτ]+C1 sin[Ωτ])
+ Kp
A1
A2
(cos[∆φ +Ωτ]+C1 sin[∆φ +Ωτ]) , (16)
Ω =−C2A22−C1Kd−Kq′ (sin[Ωτ]−C1 cos[Ωτ])
− KpA1
A2
(sin[∆φ +Ωτ]−C1 cos[∆φ +Ωτ]) , (17)
where ∆φ = φ2 − φ1. The collective frequency Ω is non-
isochronous, i.e., it depends on the amplitudes of the oscil-
lators in each cluster. It also depends on the fractions, p and
q = 1− p, of oscillators in each cluster. Here, we have four
coupled equations and five quantities to be determined - A1,
A2, Ω, ∆φ , and p. For a given value of one of the variables,
these coupled equations give the values of the remaining four
which are found to be in agreement with their values obtained
from numerical integration of Eq. (1).
To determine whether the values of amplitudes and fre-
quency obtained from these coupled equations correspond to
a stable two-cluster periodic state, we perform a linear stabil-
ity analysis. We substitute in Eq. (1) the perturbed form of the
solutions,Wj1(t) = (A1+ a j1(t))e
i(Ωt+φ1) andWj2(t) = (A2+
a j2(t))e
i(Ωt+φ2), where j1 = 1, ..., pN and j2 = pN+ 1, ...,N.
We get the following equations for the evolution of the pertur-
bations a j1(t) and a j2(t).
da j1
dt
= K(1+ iC1)e
−iΩτ
[
−p′− e
−λ τ
N
− qA2
A1
ei∆φ
]
a j1(t)
−(1+ iC2)A21
(
a j1(t)+ a
∗
j1
(t)
)
+K(1+ iC1)e
−iΩτ
×e−λ τ 1
N
[
pN
∑
k1=1
ak1(t)+
N
∑
k2=pN+1
ak2(t)e
i∆φ
]
. (18)
da j2
dt
= K(1+ iC1)e
−iΩτ
[
−q′− e
−λ τ
N
− pA1
A2
e−i∆φ
]
a j2(t)
−(1+ iC2)A22
(
a j2(t)+ a
∗
j2
(t)
)
+K(1+ iC1)e
−iΩτ
×e−λ τ 1
N
[
pN
∑
k1=1
ak1(t)e
−i∆φ +
N
∑
k2=pN+1
ak2(t)
]
. (19)
The stability matrix of dimensions 2N× 2N of the perturba-
tions a{ j1, j2} and their complex conjugates a
∗
{ j1, j2} has a lot of
symmetry. Therefore, it is possible to obtain the characteristic
eigenvalue equation which can be written as[(
N1N2l1l
∗
2s2s3+ |l1|2
(−|l2|2+(h2+(N2− 1)n1−λ )
(h∗2+(N2− 1)n2−λ )))+ (N1N2l2l∗1s1s4+
|l2|2 (h1+(N1− 1)n1−λ )(h∗1+(N1− 1)n2−λ )
)−(
N1N2n
2
1− (h1+(N1− 1)n1−λ )(h2+(N2− 1)n1−λ )
)
(
N1N2n
2
2− (h∗1+(N1− 1)n2−λ )(h∗2+(N2− 1)n2−λ )
)]
(|l1|2+(h1− n1−λ )(−h∗1+ n2+λ ))N1−1(−|l2|2− (h2− n1−λ )(−h∗2+ n2+λ ))N2−1 = 0, (20)
where ∗ denotes complex conjugation. N1 = pN is the number
of oscillators in first cluster and N2 = qN is the number of
oscillators in the second cluster;
h1 = K(1+ iC1)e
−iΩτ
(
−p′− qA2
A1
ei∆φ
)
−A21(1+ iC2),
h2 = K(1+ iC1)e
−iΩτ
(
−q′− pA1
A2
e−i∆φ
)
−A22(1+ iC2),
n1 = K(1+ iC1)e
−iΩτe−λ τ/N,
n2 = K(1− iC1)eiΩτe−λ τ/N,
l1 =−A21(1+ iC2),
l2 =−A22(1+ iC2),
s1 = n1e
i∆φ ,
s2 = n2e
−i∆φ ,
s3 = n1e
−i∆φ , and
s4 = n2e
i∆φ .
All the eigenvalues obtained from Eq. (20) for a given set of
parameters should have a non-positive real part for the corre-
sponding two-cluster periodic state to be stable. In Fig. 3, we
have plotted the numerically obtained upper-bound (Fig. 3(a))
and lower-bound (Fig. 3(b)) stability curves in the K−C1 pa-
rameter space of the two-cluster periodic state. The curves are
plotted for three values of delay parameter τ = 0 (solid blue
curve), 0.1 (red dashed-dotted curve), and 0.2 (black dashed
curve) for an initial condition that is a splay state. The numer-
ical results indicate that the stability domain of two-cluster
periodic state shifts towards lower values of coupling param-
eter with an increase in delay. The stability domain of the
two-cluster periodic state and the number of oscillators in ei-
ther cluster also depend on the choice of initial condition and
the value of other parameters.
For a given delay, as we decrease the coupling strength be-
low a certain value the dynamic behavior of the two-cluster
state changes from periodic to quasi-periodic.
2. Three-cluster state
On further decreasing the coupling strength, the smaller
cluster of the two-cluster state further splits into two clusters
and we get three point-clusters. Unlike the two-cluster state,
the three-cluster state does not seem to show periodic behavior
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FIG. 3. Numerically obtained stability curves for (a) upper bound,
and (b) lower bound of the two-cluster periodic state for an initial
condition that is a splay state. The curves are plotted for three values
of delay parameter τ = 0 (solid blue line), τ = 0.1 (red dashed-dotted
line), and τ = 0.2 (black dashed line). Other parameters are: C2 = 2
and N = 201.
where oscillators in each cluster have a homogeneous limit cy-
cle. Instead, the collective dynamics of the three point-clusters
is (low-dimensional) chaotic as has previously been observed
in the non-delayed case5.
3. Location and sizes of clusters
The clustering mechanism with decreasing K is part of the
sequence of bifurcations that lead to collective chaos. For
understanding this mechanism for the delayed case, we fol-
low the analysis for the non-delayed case by Nakagawa and
Kuramoto5 and go to a frame in which the phase of complex
mean fieldW (t) looks constant. We take
W = Rexp(iθ ), (21)
Wj = Z j exp(iθ ), (22)
where R = ∑ j Z j/N. In the new frame, one-cluster state is
represented by a fixed point. Using the same parameters as
Nakagawa and Kuramoto5, we fix C1 at −1 and C2 at 2. We
plot the variation of the locations of the clusters (ImZ j) and
their sizes with K for three values of τ in Figs. 4 and 5 respec-
tively. In all simulations, the initial condition is a splay state
and N = 100. As reported in the non-delayed case5, when we
decrease K from above, at a critical value of coupling there is
a transition from one- to two-cluster state and this transition is
discontinuous. The coupling strength at which this transition
takes place is denoted as Kτ2 , where the superscript represents
the corresponding value of delay. Above Kτ2 , all the oscilla-
tors form a single large cluster of size N = 100 and below Kτ2 ,
this cluster splits into two clusters (see Fig. 5). The size of
smaller cluster increases with decreasing coupling strength.
From Fig. 4, we observe that the value of Kτ2 decreases as τ
increases, implying that an increase in time delay decreases
the threshold of stability of one-cluster state. As we further
decrease K to Kτh , the stationary two-cluster state becomes os-
cillatory unstable, which is indicated by a pitchfork diagram
in each cluster for each delay value. The two branches show
the maxima and minima of the amplitude of the cluster oscil-
lations. We observe that as we increase delay, the difference
between the location of maxima and minima of the amplitude
of the cluster oscillations decreases, which indicates that de-
lay is working towards suppressing the oscillatory instability.
On further decreasing K down to Kτ3 , the smaller cluster splits
into two and we get three point-clusters whose coupled dy-
namics shows low-dimensional chaos. As in the case of the
two-cluster state, our numerical results for the three-cluster
state also display some dependence on the initial conditions.
For our comparative studies we have kept the initial condi-
tions to be the same for all our simulations e.g. a splay state.
The cluster sizes also depend on other parameters such as the
coupling strength K and time delay τ .
As K is further decreased the non-delayed GCCGLE can
demonstrate different forms of collective chaos5,6. In some
cases, the oscillators form a ρ-shaped curve in the phase space
which rotates and deforms in time6,9. Like all the other collec-
tive states, presence of delay may also influence the stability
of the chaotic states - a challenging topic that has not been
explored in our present study.
C. Incoherent state
For small values of coupling strength K, the oscillators be-
have incoherently. The oscillators rotate with the same fre-
quency but are distributed on a circle in such a way that the
mean field vanishes. We will denote the frequency of the
oscillators in the incoherent states as Ωinc and amplitude as
Ainc. Therefore, the incoherent solution of Eq. (1) is given by
Wj = Aince
i(Ωinct+φ j), where
A2inc = 1−Kd−
K
N
cos(Ωincτ)− KC1
N
sin(Ωincτ), (23)
Ωinc =−C2+Kd(C2−C1)+ K(C2−C1)
N
cos(Ωincτ)
+
K(1+C2C1)
N
sin(Ωincτ). (24)
For τ = 0, these expressions reduce to those derived for the
non-delayed case5,9. To find the criteria for the stability of the
incoherent state, we perturb this solution such that
Wj = (Ainc+ a j(t))e
i(Ωinct+φ j), (25)
|a j|≪ 1. On substituting this perturbed solution in Eq. (1) and
upon linearization, the equation for the perturbation amplitude
a j can be written as
da j(t)
dt
= K (1+ iC1)e
−iΩτ 1
N
∑
k
ak (t− τ)ei(φk−φ j)
+
K (1+ iC1)
N
e−iΩτ [a j(t)− a j(t− τ)]
−(1+ iC2)A2inc
[
a j(t)+ a
∗
j(t)
]
. (26)
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FIG. 4. Locations of the clusters (Im(Z j)) are plotted as a function of the coupling parameter K for three values of time delay parameter τ = 0
(black triangles), τ = 0.1 (red squares), and τ = 0.2 (blue stars). Other parameters are fixed at C1 = −1, C2 = 2 and N = 100. In each case,
above Kτ2 , one-cluster state (i.e., the synchronous state) is stable. As K is decreased below K
τ
2 the stationary two-cluster state becomes stable
and remains stable till Kτ
h
where the clusters start to oscillate. On further decreasing K, the three-cluster state becomes stable at Kτ3 . The initial
condition is a splay state.
Assuming the perturbations to vary as eλ t , the marginal sta-
bility equation can be written as
[u2u4+(u1− u3−λ )(−u5+ u6+λ )]N−2(
[u2u4+(u1− u3−λ )(−u5− (N− 1)u6+λ )]
[u2u4+(u1+(N− 1)u3−λ )(−u5+ u6+λ )]−D
)
= 0,
(27)
where
u1 = (K/N)(1+ iC1)e
−iΩτ −A2(1+ iC2),
u2 =−A2(1+ iC2),
u3 = (K/N)(1+ iC1)e
−λ τ−iΩτ ,
u4 =−A2(1− iC2),
u5 = (K/N)(1− iC1)eiΩτ −A2(1− iC2),
u6 = (K/N)(1− iC1)e−λ τ+iΩτ ,and
D= A4inc(1+C
2
1)(1+C
2
2)e
−2λ τK2∆2.
For the splay state, i.e., when the phases are uniformly dis-
tributed on a circle, ∆ = 0. The larger the value of ∆, the
larger is the stability domain of the corresponding incoherent
state2. The most stable incoherent state, i.e., the state with
the largest stability region corresponds to ∆ = 1. In this state
the population of oscillators is evenly split between two clus-
ters having opposite phases2. Fig. 6 shows the stability curves
of the uniform and nonuniform incoherent states inC1−K pa-
rameter space for some values of τ . For a given value of delay,
the incoherent state is stable in the region below the curve and
loses stability on crossing the curve into the region of higher
values of K and more positive values of C1. With increase
in delay, the region of stability of these states decreases since
the thresholds of other collective states move towards lower
values of coupling strength.
D. Amplitude-Mediated Chimera State
Past studies on AMCs have been restricted to instantaneous
interactions among the oscillators10,11,18. Here we discuss
their existence and stability for finite delays in GCCGLE. We
start with a set of parameters that lies outside the existence
domain of the AMC state for τ = 0 and numerically integrate
the system of Eq. (1). In Fig. 7(a), we have plotted the snap-
shot of the distribution of 201 oscillators in complexW plane
for τ = 0 and in Fig. 7(e) we have plotted the profile of their
amplitude |Wj|. The system is in a chaotic state characterized
by the somewhat ρ-shaped distribution (Fig. 7(a)) which ro-
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FIG. 5. Cluster sizes are plotted as a function of the coupling parameter K for three values of time delay parameter, τ = 0 (black triangles),
τ = 0.1 (red squares), and τ = 0.2 (blue stars). All the parameters are same as Fig. 4. Above Kτ2 , all the oscillators are part of a single large
cluster of size N = 100. Below Kτ2 , this cluster splits into two clusters and the size of smaller cluster increases with decreasing coupling
strength. On decreasing the coupling strength below Kτ3 , the smaller cluster further splits into two clusters.
tates and deforms as a function of time. As we increase delay,
the system goes to the AMC state as shown in Fig. 7(b) and
Fig. 7(f). Fig. 7(b) shows the distribution in the complex plane
and Fig. 7(f) shows the amplitude-profile of the AMC state for
τ = 0.1. In the AMC state, a fraction of the oscillators behave
coherently (shown by a red square in Fig. 7(b)) while the rest
of the oscillators show incoherent behavior (shown by black
dots in Fig. 7(b)). As time delay is further increased, the sys-
tem first goes to a three-cluster state (shown for τ = 0.2 in
Fig. 7(c) and Fig. 7(g)) and then to a two-cluster state (shown
for τ = 0.4 in Fig. 7(d) and Fig. 7(h)). The results plotted
together in Fig. 7 show that the presence of time delay can
modify the existence domain of the AMC state. A set of pa-
rameters can lie outside or inside the existence domain of the
AMC state depending on the value of the delay parameter. In
order to better understand how an increase in delay affects the
existence domain of AMCs, we have plotted their existence
region in C1−K space for a fixed value of C2 = 2 in Fig. 8
for various values of time delay parameter τ . We have taken
the initial condition to be a splay state. The numerical results
indicate that the region of stability of AMCs shifts towards
lower values of coupling strength K and more negative values
of C1. We will show later for small delays that this shift is
similar to what one would get on adding a nonlinear global
coupling term to the non-delayed GCCGLE.
IV. SMALL DELAY LIMIT
In order to understand the effects emerging from the pres-
ence of time delay, we Taylor expand Eq. (1) for small de-
lays. For small lags, we can takeWj(t− τ) =Wj(t)− τW˙j(t)
and W (t − τ) =W (t)− τW˙ (t), where we ignore O(τ2) and
higher order terms. On substituting these in Eq. (1) and af-
ter re-arranging some terms, we can write the set of model
equations as
W˙j(t) = (1−K(1+ iC1))Wj(t)− (1+ iC2)|Wj(t)|2Wj(t)
+K(1− τ)(1+ iC1)W (t)︸ ︷︷ ︸
I
+τK(1+ iC1)(1+ iC2)
1
N
N
∑
m=1
|Wm|2Wm︸ ︷︷ ︸
II
, (28)
j=1,..,N. We see that one outcome of the presence of time de-
lay is the reduction of the contribution of the linear global
coupling term I from K to (1− τ)K. Another outcome of the
presence of time delay is the addition of a nonlinear global
coupling term II to the equation. To see how each of these
effects modifies the collective behavior of the system, we nu-
merically integrate Eq. (28) for a set of parameters for which
the system is in a chimera state (Fig. 9(a)) in the absence of
9C1
-8 -6 -4 -2 0
K
0
0.1
0.2
0.3
0.4
0.5
0.6
U0 NU0 U0.1 NU0.1 U0.2 NU0.2
FIG. 6. Phase diagram showing the marginal stability curves for
splay(uniform) and nonuniform incoherent states inC1−K space for
τ = 0 (blue dashed-dotted curve for uniform and dashed curve for
nonuniform), τ = 0.1 (black dashed-dotted curve for uniform and
dashed curve for nonuniform), and τ = 0.2 (red dashed-dotted curve
for uniform and dashed curve for nonuniform). In the legend, U de-
notes incoherent states that have uniformly distributed phases and
NU corresponds to states with nonuniformly distributed phases on a
circle. Subscripts denote the corresponding value of delay. We have
taken C2 = 2 and N = 201. For a given value of delay, the incoher-
ent state is stable in the region below the curve and loses stability
on crossing the curve into the region of higher values of K and more
positive values of C1. The stability region decreases with increase in
delay.
delay (i.e., τ = 0). For a finite delay, if we ignore the non-
linear global coupling term II, we find that the system goes
from chimera state (Fig. 9(a)) towards chaos (Fig. 9(b)) as we
increase τ . This is a result of the reduction of linear global
coupling by a factor of (1− τ) in term I. However, if we re-
tain the nonlinear global coupling term, the system goes from
chimera (Fig. 9(a)) to three-cluster state (Fig. 9(c)). This im-
plies that the nonlinear global coupling term increases the ef-
fective coupling strength of the system and this effect is more
dominating than the reduction in the linear global coupling.
Therefore, it seems that the main effect of introducing time
delay in interaction is to introduce a nonlinear global cou-
pling term in the system which drives the system with a higher
mean-field strength (i.e., which increases the effective cou-
pling strength of the system). Hence the thresholds of various
collective states move towards lower values of coupling pa-
rameter K with an increase in delay.
To further support this argument we consider the non-
delayed system that has a nonlinear global coupling term in
addition to the linear coupling, such that
W˙j(t) = (1−K(1+ iC1))Wj(t)− (1+ iC2)|Wj(t)|2Wj(t)
+K(1+ iC1)W (t)+ gn K(1+ iC2)
1
N
∑
m
|Wm|2Wm, (29)
where gn is the strength of the nonlinear global coupling term.
In Fig. 10 (b), we have shown the region of existence of AMCs
for various values of gn for a given set of initial conditions.
We find that as we increase the contribution of the nonlinear
global coupling term, the region of stability moves towards
lower K and more negativeC1, similar to what we observe in
the time-delayed system with an increase in delay (Fig. 10 (a)
(obtained from numerical integration of Eq. (1))). The effect
of nonlinear global coupling on the system of globally cou-
pled Stuart-Landau oscillators has been studied recently by
Schmidt and Krischer19. Similar nonlinear global coupling
was also considered by the same authors in a system of com-
plex Ginzburg-Landau equation20.
V. DISCUSSION
In this paper, we have studied the changes in the regions of
existence and stability of different collective states of a system
of globally coupled complex Ginzburg Landau oscillators on
introduction of time delay in interactions. The various collec-
tive states observed are the single-cluster (homogeneous limit-
cycle) state, multicluster states (two point- and three point-
clusters), amplitude-mediated chimera state, chaotic state and
the incoherent state. These states are discussed in the order
of their appearance with decreasing coupling strength K. We
have derived the analytical stability curves wherever possi-
ble and have given the numerical stability curves when we
do not have an exact analytical expression. We find that an
increase in time delay seems to favor the stabilization of the
single-cluster state by decreasing the threshold of its stabil-
ity towards lower values of the coupling parameter. Time de-
lay also seems to suppress the oscillatory instability in two-
cluster quasi-periodic state. With increase in delay, the sta-
bility region of amplitude-mediated chimeras shifts towards
lower values of K and more negative values of C1 and seems
to continue into the region with quite high negative values of
C1. The region of stability of the incoherent state is seen to
decrease monotonically with increase in delay. The detailed
effect of time delay on the chaotic state remains to be inves-
tigated. The overall effect of time-delay is found to be the
shifting of the region of stability of various collective states
towards lower values of K and more negative values of C1.
We find that for small delays this effect is similar to adding a
nonlinear global coupling term to the non-delayed system.
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