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Abstract
We construct a set H of orthogonal polynomial sequences that contains all the families
in the Askey scheme and the q-Askey scheme. The polynomial sequences in H are
solutions of a generalized first-order difference equation which is determined by three
linearly recurrent sequences of numbers. Two of these sequences are solutions of the
difference equation sk+3 = z (sk+2− sk+1)+ sk, where z is a complex parameter, and the
other sequence satisfies a related difference equation of order five.
We obtain explicit expressions for the coefficients of the orthogonal polynomials and
for the generalized moments with respect to a basis of Newton type of the space of
polynomials. We also obtain explicit formulas for the coefficients of the three-term
recurrence relation satisfied by the polynomial sequences in H.
The set H contains all the 15 families in the Askey scheme of hypergeometric orthog-
onal polynomials [5, p. 183] and all the 29 families of basic hypergeometric orthogonal
polynomial sequences in the q-Askey scheme [5, p. 413]. Each of these families is ob-
tained by direct substitution of appropriate values for the parameters in our general
formulas. The only cases that require some limits are the Hermite and continuous q-
Hermite polynomials. We present the values of the parameters for some of the families.
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1. Introduction
Among the families of orthogonal polynomial sequences the hypergeometric and ba-
sic hypergeometric families are certainly some of the most important and have been
extensively studied for a long time. See [4] and [5]. In the present paper, we present a
construction of a class H of orthogonal polynomial sequences that includes all the hy-
pergeometric and basic hypergeometric families. We find first the polynomial solutions
of certain generalized difference equation of first order, which is determined by three
sequences of numbers, and then we show that when the three sequences satisfy certain
difference equations the polynomial solutions are orthogonal.
We obtain explicit expressions for the coefficients of the orthogonal polynomials and
for the generalized moments with respect to a basis of Newton type of the space of
polynomials. We also obtain explicit formulas for the coefficients of the three-term
recurrence relation satisfied by the polynomial sequences in H. We have verified that
H contains all the 15 families in the Askey scheme and all the 29 families in the q-
Askey scheme. The coefficients of the normalized recurrence relation satisfied by each
family can be obtained by substitution of suitable values of the parameters in our general
formulas for coefficients of the recurrence relations satisfied by the elements of H.
We present some examples of cases in which the generalized difference equation of
first order becomes the usual second order differential or difference equations used to
characterize some families of orthogonal polynomial sequences.
This article is organized as follows. In Section 2 we present preliminary material and
some definitions and notation. In Section 3 we introduce the generalized difference equa-
tion of first order and find explicit expressions for its polynomial solutions. In Section
4 we find the matrix L that represents the operator of multiplication by the indepen-
dent variable with respect to a basis that is a sequence of solutions of the generalized
difference equation. In Section 5 we consider a special class of generalized difference
equations determined by certain linearly recurrent sequences and show that in that case
the entries of the matrix L satisfy some recurrence relations. Then we show that L
becomes tridiagonal if the initial values of the linearly recurrent sequences are related
in an appropriate way. If L is tridiagonal then the associated polynomial sequence is
orthogonal. In Section 6 we define the class H of orthogonal polynomial sequences,
describe its main properties and divide it in three sets. In section 7 we study the set
Hq, which contains all the families in the q-Askey scheme, and we give the values of our
parameters that yield some of the families. In Section 8 we consider the set H1, which
corresponds to q = 1 and contains all the families in the Askey scheme, and we give
examples of the parameters that produce some of the families. In Section 9 we look at
the set H−1, which corresponds to q = −1 and contains polynomial sequences that are
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not well-known.
Since our results produce a uniform parametrization of all the hypergeometric or-
thogonal polynomial sequences they may be useful to study the space of such sequences.
See [7].
There are numerous recent papers that deal with recurrence relations, moments,
characterization theorems, difference operators, and orthogonality on quadratic lattices
of polynomial sequences related to the ones we study in this paper. Some of them use
infinite matrices. See for example, [3], [6], [8], [9], [10], [11], and [12].
2. Preliminary material
We present in this section some preliminary material and introduce notation that will
be used in the paper. A more detailed account of the matrix approach to polynomial
sequences can be found in [14] and [15]. See also [1] where some properties of doubly-
infinite matrices are obtained.
A polynomial sequence is a sequence of polynomials p0(t), p1(t), p2(t), . . . with com-
plex coefficients such that pn(t) has degree n for n ≥ 0. Every polynomial sequence is a
basis for the complex vector space P of all polynomials in one variable.
If {un} and {vn} are two polynomial sequences then there exists a unique matrix
A = [an,k], where (n, k) ∈ N× N, such that
un(t) =
n∑
k=0
an,kvk(t), n ≥ 0. (2.1)
The infinite matrix A is lower triangular and invertible. If all the polynomials un and vn
are monic then an,n = 1 for n ≥ 0. If we consider a fixed polynomial sequence vn then
every lower triangular invertible matrix A determines another polynomial sequence by
(2.1). The n-th row of the matrix A is the vector of coefficients of un with respect to
the basis {vn}. Equation (2.1) is equivalent to the matrix equation
[u0, u1, u2, . . .]
T = A [v0, v1, v2, . . .]
T. (2.2)
We say that A is the matrix of the sequence of polynomials {uk(t) : k ∈ N} with respect
to the basis {vk(t) : k ∈ N}.
Let x0, x1, x2, . . . be a sequence of complex numbers and define the polynomials
v0(t) = 1, and
vk(t) = (t− x0)(t− x1)(t− x2) · · · (t− xk−1), k ≥ 1. (2.3)
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It is clear that {vn} is a polynomial sequence and therefore it is a basis for the space of
polynomials. It is called the Newton basis associated with the sequence xn. Let V be
the infinite matrix that satisfies
[v0(t), v1(t), v2(t), . . .]
T = V [1, t, t2, . . .]T. (2.4)
The entries in the n-row of V are the coefficients of vn(t) with respect to the basis of
monomials and therefore they are elementary symmetric functions of x0, x1, x2, . . . , xn−1,
with the appropriate signs. Therefore the entries in V −1 are complete homogeneous
symmetric functions of the xk.
The dual basis of the Newton basis {vn} is the sequence of divided difference function-
als ∆[x0, x1, xn−1], which give us the coefficients in the representation of any polynomial
in terms of the Newton basis. The basic theory of divided differences can be found in
[2] and [13].
Let τ be a linear operator on the space of polynomials and let T be its matrix
representation with respect to the basis {vk(t) : k ∈ N}. If A is the matrix of the
sequence of polynomials {uk(t) : k ∈ N} with respect to the basis {vk(t) : k ∈ N} then
AT is the matrix of the sequence {τuk(t) : k ∈ N} with respect to the same basis.
Note that the multiplication by T is on the right-hand side, because the polynomial uk
corresponds to the k-th row of A.
We introduce next some infinite matrices that will be used in the rest of the paper.
Let
S =


0 0 0 0 . . .
1 0 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
...
...
...
. . .
. . .

 , S
T =


0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
0 0 0 0
. . .
...
...
...
...
. . .

 . (2.5)
The matrix S is called the left shift and ST is the right shift.
Any sequence of numbers g0, g1, g2, . . . can be used to construct an infinite matrix
G defined by Gk,k = gk for k ≥ 0 and Gj,k = 0 if j 6= k. We say that G is the
diagonal matrix associated with the sequence gk. A matrix of the form GS, where
G is diagonal and Gk,k 6= 0 for k ≥ 1, is called generalized difference matrix of first
order. If the linear operator represented by GS with respect to the basis {vk(t)} is
denoted by γ then γvk(t) = gkvk−1(t), for k ≥ 1, and γv0(t) = 0. A diagonal matrix
G, acting by multiplication on the right-hand side, represents an operator of the form
φvk(t) = gkvk(t), which is a rescaling of the basis and can be considered as a generalized
difference operator of order zero.
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Define the matrix
D =


0 0 0 0 . . .
1 0 0 0 . . .
0 2 0 0 . . .
0 0 3 0 . . .
...
...
...
. . .
. . .

 . (2.6)
With respect to the standard basis of monomials D is the matrix representation of the
usual differential operator, and ST is the representation of multiplication by the variable
t of the polynomials.
If {uk}k>0 is a sequence of monic orthogonal polynomials we write the corresponding
three-term recurrence relation in the form
αkuk−1(t) + βkuk(t) + uk+1(t) = tuk(t), k > 1, (2.7)
and define the sums σk = β0+β1+ · · ·+βk, for k > 0. Using the σk is convenient because
their explicit formulas are simpler than those for the βk.
3. The generalized difference equation
We denote by P the complex vector space of all polynomials in one variable. Let vk(t)
be a monic polynomial sequence in P. It is clear that {vk : k ≥ 0} is a basis for the space
P. A generalized difference operator of order one with respect to the basis {vk : k ≥ 0}
is a linear operator γ defined by γvk = gkvk−1 for k ≥ 0, where the sequence of complex
numbers gk satisfies g0 = 0 and gk 6= 0 for k ≥ 1. A linear operator φ defined by
φvk = hkvk, where the hk are complex numbers, is called generalized difference operator
of order zero.
Let γ and φ be generalized difference operators with respect to the basis {vk}, of or-
ders one and zero, respectively, and let {un(t) : n ≥ 0} be a monic polynomial sequence.
Let us consider the generalized difference equation
γun(t) + φun(t) = hnun(t), n ≥ 0. (3.1)
Theorem 3.1. If the sequence hk satisfies hk 6= hj, for k 6= j, then the solution of (3.1)
is the polynomial sequence
un(t) =
n∑
k=0
cn,kvk(t), n ≥ 0, (3.2)
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where the coefficients cn,k are given by
cn,k =
n−1∏
j=k
gj+1
hn − hj
, 0 ≤ k ≤ n− 1, (3.3)
and cn,n = 1 for n ≥ 0.
Proof: Since {un(t) : n ≥ 0} is a monic polynomial sequence it is clear that un(t)
can be written as in equation (3.2) for some matrix of coefficients cn,k with cn,n = 1 for
n ≥ 0. Then, by the definition of γ we have
γun(t) =
n∑
k=1
cn,kgkvk−1(t) =
n−1∑
k=0
cn,k+1gk+1vk(t),
and the definition of φ gives
φun(t) =
n∑
k=0
cn,khkvk(t).
Therefore the difference equation (3.1) becomes
n−1∑
k=0
(cn,k+1gk+1 + cn,khk) vk(t) + hnvn(t) =
n−1∑
k=0
cn,khnvk(t) + hnvn(t),
and this gives
n−1∑
k=0
(cn,k+1gk+1 + cn,k(hk − hn)) vk(t) = 0.
By the linear independence of the polynomial sequence {vk} we obtain
cn,k+1gk+1 = cn,k(hn − hk), 0 ≤ k ≤ n− 1,
and since the numbers hj are pairwise distinct we can write the previous equation in the
form
cn,k =
gk+1
hn − hk
cn,k+1, 0 ≤ k ≤ n− 1.
This recurrence relation clearly gives us (3.3). 
Let C be the matrix of coefficients cn,k. It is an invertible lower triangular infinite
matrix that satisfies
C[v0(t), v1(t), v2(t), . . .]
T = [u0(t), u1(t), u2(t), . . .]
T, n ≥ 0. (3.4)
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We define the polynomial sequence wk(t) as follows, w0(t) = 1 and
wk(t) = (t− h0)(t− h1)(t− h2) · · · (t− hk−1), k ≥ 1. (3.5)
It is the Newton basis associated with the sequence of nodes hk. We will use the notation
wn,k(t) =
wn(t)
wk(t)
=
n−1∏
j=k
(t− hj), 0 ≤ k ≤ n− 1. (3.6)
Theorem 3.2. Let C−1 = [cˆn,k]. Then
cˆn,k =
∏n
j=k+1 gj
w′n+1,k(hk)
=
n∏
j=k+1
gj
hk − hj
, 0 ≤ k ≤ n− 1, (3.7)
and cˆn,n = 1 for n ≥ 0.
Proof: Let us note that the denominator in (3.3) is equal to w′n+1,k(hn) if k < n. Let
k < n and let cˆn,j be defined by (3.7). Then
n∑
j=k
cˆn,jcj,k =
n∑
j=k
(∏n
i=j+1 gi
)(∏j
i=k+1 gi
)
w′n+1,j(hj) w
′
j+1,k(hj)
=
(
n∏
i=k+1
gi
)
n∑
j=k
1
w′n+1,k(hj)
= 0, (3.8)
because the last sum is the divided difference of 1 with respect to hk, hk+1, . . . , hn, which
are at least two nodes, since k < n. That sum is also the sum of the residues of
1/wn+1,k(t). The basic properties of divided differences can be found in [2] or [13].
For k = n we get cˆn,ncn,n = 1 for n ≥ 0. Therefore the matrix product [cˆn,k][cn,k] is
equal to the infinite identity matrix and this completes the proof. 
4. The operator of multiplication by the variable t
We let now {vk} be the Newton basis associated with a sequence x0, x1, x2, . . .. That
is, v0(t) = 1 and
vk(t) = (t− x0)(t− x1) · · · (t− xk−1), k ≥ 1. (4.1)
Let V be the matrix whose (n, k) entry is the Taylor coefficient of tk in the polynomial
vn(t). The entries of the inverse matrix V
−1 are the complete homogeneous symmetric
polynomials of the nodes xj , that is,
(V −1)n,k =
∑
xi0xi1 · · ·xin−k , (4.2)
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where the sum runs over all vectors (i0, i1, . . . , in−k) with entries in {x0, x1, . . . , xk}.
Therefore V and V −1 are change of bases matrices that satisfy
V [1, t, t2, . . .]T = [v0(t), v1(t), v2(t), . . .]
T,
and
V −1[v0(t), v1(t), v2(t), . . .]
T = [1, t, t2, . . .]T.
Let us note that CV is the matrix of coefficients of the polynomials uk(t) with respect
to the basis of monomials {tk : k ≥ 0}.
Since
tvk(t) = ((t− xk) + xk)vk(t) = vk+1(t) + xkvk(t), k ≥ 0,
the matrix representation with respect to the basis {vk(t) : k ≥ 0} of the map p(t) →
tp(t) on the space P is ST+F , where F is the diagonal matrix whose (k, k) entry is xk,
for k ≥ 0.
Let L be the matrix representation with respect to the basis {uk(t) : k ≥ 0} of the
operator of multiplication by t. Using equation (3.4) we obtain
L = C(ST + F )C−1. (4.3)
The explicit expressions (3.3) and (3.7) for the entries of C and C−1 give us
Ln,k =
(
n∏
j=k+1
gj
)
n+1∑
j=k
(hn − hj−1)xj + gj
wj+1,k+1(hk)wn,j−1(hn)
, 0 ≤ k ≤ n, (4.4)
and Ln,n+1 = 1 for n ≥ 0.
In particular
Ln,n = xn +
gn+1
hn − hn+1
−
gn
hn−1 − hn
, (4.5)
and
Ln,n−1 =
gn
hn−1 − hn
(
gn−1
hn−2 − hn
−
gn
hn−1 − hn
+
gn+1
hn−1 − hn+1
+ xn − xn−1
)
. (4.6)
We will show in the next section that when the sequences hk, xk, and gk are certain
linearly recurrent sequences the matrix L is tridiagonal and therefore the polynomial
sequence {uk(t) : k ≥ 0} is orthogonal, and the entries of L are the coefficients of the
three-term recurrence relation.
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5. The family of orthogonal polynomial sequences
In this section we study the polynomial sequences obtained when the sequences hk
and xk satisfy a particular type of linear difference equation of third order and gk satisfies
a linear difference equation of fifth order related with the equation satisfied by hk and
xk. We will show that choosing appropriate initial values for the sequence gk the matrix
L becomes tridiagonal and the polynomial sequence {uk(t) : k ≥ 0} becomes orthogonal.
Let z be a complex number and consider the difference equation
sk+3 = z(sk+2 − sk+1) + sk, k ≥ 0. (5.1)
The characteristic polynomial of this equation is t3 − zt2 + zt− 1. The sum of its roots
equals z and the product of the roots is equal to 1. Since 1 is a root we see that the
roots can be expressed as 1, q, and q−1 for some nonzero complex number q. If z is
real and −1 ≤ z ≤ 3 then we can write z = 1 + 2 cos(θ) and then it is easy to see that
q = cos(θ) + i sin(θ) and hence q and q−1 have modulus one. If z = 3 then 1 is a root
of the characteristic polynomial with multiplicity three. If z = −1 then −1 is a double
root of the characteristic polynomial.
From now on we suppose that the sequences hk and xk are solutions of the difference
equation (5.1) and that hk 6= hn for k 6= n . It is easy to verify that the pointwise (or
Hadamard) product of two solutions of (5.1) satisfies the difference equation of order
five
sk+5 = (z
2− z−1)(sk+4−sk+1)− (z−1)(z
2− z−1)(sk+3−sk+2)+ sk, k ≥ 0. (5.2)
The characteristic polynomial of this equation is (t2−(z2−2z−1)t+1)(t3−zt2+zt−1)
and therefore its roots are 1, q, q−1, q2, q−2.
From now on we suppose that the sequence gk satisfies (5.2) and also g0 = 0 and
gk 6= 0 for k ≥ 1. Therefore the matrices C, C
−1, and L are completely determined by
z and the initial values h0, h1, h2, x0, x1, x2, and g1, g2, g3, g4.
Let us note that the entries of the matrices C, C−1, and L are functions of the
differences hk − hn.
For fixed m > 0 the sequence (δh)m,k = hk − hk+m satisfies the difference equation
sk+2 = (z − 1)sk+1 − sk, k ≥ 0, (5.3)
and has initial values (δh)m,0 = h0−hm and (δh)m,1 = (h1−h1+m). This is a simple three-
term recurrence relation which is related with the recurrence satisfied by the Chebyshev
families of orthogonal polynomials.
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Let pk, rk, and yk be the solutions of (5.3) determined by the initial values p0 = 1
and p1 = z − 1; r0 = 1 and r1 = z; y0 = 2 and y1 = z − 1. The sequence pk satisfies
pk = 2
kUˆk
(
z − 1
2
)
, k ≥ 0, (5.4)
where the Uˆk(t) are the monic Chebyshev polynomials of the second kind. The sequence
rk satisfies a similar equation with modified initial conditions, and also satisfies rk+2 =
zpk+1 − pk for k ≥ 0. The sequence yk satisfies
yk = 2
kTˆk
(
z − 1
2
)
, k ≥ 1, (5.5)
where the Tˆk(t) are the monic Chebyshev polynomials of the first kind. The polynomials
yk also satisfy yk+2 = (z − 1)pk+1 − 2pk for k ≥ 0.
Since the sequence pk and the shifted sequence pk−1 form a basis for the space of
solutions of (5.3) it is easy to see that
(δh)m,k+2 = (δh)m,1pk+1 − (δh)m,0pk, k ≥ 0, m ≥ 1, (5.6)
and
(δh)2m,k = (δh)2,k−1+mpm−1, (5.7)
(δh)2m+1,k = (δh)1,k+mrm. (5.8)
Therefore, the condition hk − hn 6= 0 for k 6= n is satisfied if z is not a root of any of
the orthogonal polynomials pk and rk for k ≥ 0 and (δh)1,k 6= 0 and (δh)2,k 6= 0 for
k ≥ 0. Since the roots of pk+1 and pk are interlaced, by (5.6), (5.7), and (5.8) we see
that it is enough to have h0, h1, h2 pairwise distinct and z(h1 − h2) 6= h0 − h1. Let us
note that because of their relation with the Chebyshev polynomials the polynomials pk
and rk have their roots in the interval [−1, 3].
From equation (4.4) we see that the entries of the matrix L depend on the recurrent
sequences hk, xk, gk. Therefore it seems reasonable to expect that such entries satisfy
some kind of recurrence relation. We find first a recurrence relation for three consecutive
entries on a diagonal.
Define
τ(n, k) =
(
n∏
j=k+1
1
gj
)
wn+2,k+1(hk)wn,k+2(hn), 0 ≤ k ≤ n− 2. (5.9)
Let us note that the denominator of Ln,k is a divisor of τ(n, k).
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A straightforward computation gives us the recurrence relation
τ(n+2, k+2)Ln+2,k+2−yn−kτ(n+1, k+1)Ln+1,k+1+τ(n, k)Ln,k = 0, 0 ≤ k ≤ n−2,
(5.10)
where yj is the sequence of orthogonal polynomials in z related with the monic Chebyshev
polynomials of the first kind that satisfies (5.3) and (5.5).
We will find next a recurrence relation on L similar to the recurrences satisfied by
the entries of the matrix of Stirling numbers of the second kind and other matrices of
generalized binomial coefficients.
Define the functions
ǫ1(n, k) = wn+2,k+1(hk)wn,k+2(hn),
ǫ2(n, k) = gn+1wk+1,k(hk+1)wn+3,k+1(hk)
wn+1,k+2(hn+1)
wn+1,n−1(hn+1)
,
ǫ3(n, k) = gk wn,n−1(hn)wn+2,k+2(hk−1)wn,k+1(hn). (5.11)
It is easy to verify that the entries of L satisfy the recurrence relation
pn−k−2ǫ1(n, k)Ln,k−ǫ2(n−1, k)Ln−1,k+ǫ3(n, k+1)Ln,k+1 = 0, 0 ≤ k ≤ n−2, (5.12)
where pj is the sequence of orthogonal polynomials of z that satisfies (5.3) and (5.4).
From the recurrence relations (5.10) and (5.12) we can see that if L2,0 = 0 and
L3,1 = 0 then Lm+k,k = 0 for m ≥ 2 and k ≥ 0. That is, L is tridiagonal. Using the
explicit formula (4.4) for the entries of L we can solve L2,0 = 0 for g3 and then solve
L3,1 = 0 for g4. We obtain
g3 = z(x0(h1 − h0) + x1(h2 − h0) + x2(h2 − h1) + g2 − g1), (5.13)
and
g4 = (x1 − x2)(h1 − h2)z
3 − (x0 − x2)(h0 − h2)z
2 + (g2 − g1)z
2+
(x0(h0 − h2) + x1(h2 − h1) + x2(h1 − h0))z − g2z + g1. (5.14)
6. The three main classes of orthogonal polynomial sequences
Let us summarize some of the results in the previous sections. Let z be a complex
number and let hk and xk be sequences that satisfy the recurrence relation (5.1)
sk+3 = z(sk+2 − sk+1) + sk, k ≥ 0,
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and let gk be a sequence that satisfies the recurrence relation (5.2)
sk+5 = (z
2 − z − 1)(sk+4 − sk+1)− (z − 1)(z
2 − z − 1)(sk+3 − sk+2) + sk, k ≥ 0.
Suppose that z and the initial values h0, h1, h2 are such that hk − hn 6= 0 if k 6= n
and that g0 = 0 and g3 and g4 are given by (5.13) and (5.14) respectively. Define the
polynomial sequence
un(t) =
n∑
k=0
cn,kvk(t), n ≥ 0,
where the vk are the Newton polynomials associated with the sequence xk and the
coefficients cn,k are
cn,k =
n−1∏
j=k
gj+1
hn − hj
, 0 ≤ k 6= n− 1,
and cn,n = 1 for n ≥ 0. Then the monic polynomial sequence un(t) is orthogonal and
satisfies the three-term recurrence relation
un+1(t) = (t− βn)un(t)− αnun−1, n ≥ 1, (6.1)
where αn = Ln,n−1, given by (4.6), and βn = Ln,n, given by (4.5).
The sequence un(t) also satisfies the generalized difference equation of first order
γun(t) + φun(t) = hnun(t), n ≥ 0, (6.2)
where the operators γ and φ were defined in Section 3.
The generalized moments with respect to the basis {vk(t) : k ≥ 0} are
mn = cˆn,0 =
n∏
k=1
gk
h0 − hk
, n ≥ 1, (6.3)
and m0 = 1. Note that the generalized moments satisfy a recurrence relation of order
one.
The standard moments µn, with respect to the basis of monomials t
n, are given by
[µ0, µ1, µ2 . . .]
T = V −1[m0, m1, m2, . . .]
T, (6.4)
where V −1 is defined in (4.2).
Let H denote the set of all the orthogonal polynomial sequences uk(t) obtained
by the procedure described above. The sequences in H are determined by z and the
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initial values h0, h1, h2, x0, x1, x2, g1, g2. The parameters z, h0, h1, h2 are restricted by the
condition hk 6= hn if k 6= n.
If the nodes xk are all distinct, that is, xj 6= xk for j 6= k, then, if some additional
conditions are satisfied, the orthogonality of the polynomials uk(t) can be expressed as
a discrete orthogonality of the form
〈uk, un〉 =
∞∑
j=0
rjuk(xj)un(xj) = δk,n, (6.5)
where rj is a weight associated with the node xj for j ≥ 0. The weights rj are determined
by the equations
mk =
∞∑
j=0
rjvk(xj), k ≥ 0, (6.6)
which are equivalent to the matrix equation
[m0, m1, m2, . . .] = [r0, r1, r2, . . .]P, (6.7)
where P is the lower triangular matrix defined by Pj,k = vk(xj), for j ≥ 0 and k ≥ 0. If
the nodes xj are distinct then P is invertible, and using some basic properties of divided
differences we obtain P−1j,k = (v
′
j+1(xk))
−1. Therefore (6.7) yields
[r0, r1, r2, . . .] = [m0, m1, m2, . . .]P
−1, (6.8)
and thus
rk =
∞∑
j=k
mj
v′j+1(xk)
, k ≥ 0. (6.9)
It is clear that some additional conditions are required for the convergence of the infinite
series in (6.9). The matrices P and P−1 are scaled generalized lower triangular Pascal
matrices.
The roots of the characteristic polynomial of the difference equation (5.1) are 1, q, q−1
where q is a nonzero complex number. If we consider the possible multiplicities of the
roots in order to classify the elements of H we find three cases:
1. The 3 roots are distinct, that is q 6= 1 and q 6= −1.
2. q = 1, that is, 1 is a root with multiplicity 3.
3. q = −1, that is, −1 is a double root and 1 is a simple root.
Since z = 1 + q + q−1, in case 2 we have z = 3 and in case 3 we have z = −1. Let
Hq, H1, and H−1 denote the corresponding subsets of H for each one of the 3 cases.
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7. The class Hq
In this case the roots of the characteristic polynomial t3 − zt2 + zt− 1 are 1, q, q−1,
with q 6= 1 and q 6= −1. Therefore the roots are distinct and the general solution of the
difference equation (5.1) can be expressed as
sk = λ0 + λ1q
k + λ2q
−k, k ≥ 0, (7.1)
where the coefficients λj are complex numbers. Since the sequences hk and xk are
solutions of (5.1) they can be expressed as
hk = a0 + a1q
k + a2q
−k, k ≥ 0, (7.2)
where
a0 =
(q2 + 1)h1 − q(h0 + h2)
(q − 1)2
,
a1 = −
q(h1 − h2) + h1 − h0
(q + 1)(q − 1)2
,
a2 =
q2(q(h0 − h1) + h2 − h1)
(q + 1)(q − 1)2
, (7.3)
and
xk = b0 + b1q
k + b2q
−k, k ≥ 0, (7.4)
where
b0 =
(q2 + 1)x1 − q(x0 + x2)
(q − 1)2
,
b1 = −
q(x1 − x2) + x1 − x0
(q + 1)(q − 1)2
,
b2 =
q2(q(x0 − x1) + x2 − x1)
(q + 1)(q − 1)2
. (7.5)
Let us note that a change in b0 corresponds to a translation of the Newton polynomials
vk(t) and therefore to a translation of the polynomials uk(t).
The characteristic polynomial of the difference equation (5.2) has roots 1, q, q−1, q2, q−2
and therefore the general solution of (5.2) has the form
sk = λ0 + λ1q
k + λ2q
−k + λ3q
2k + λ4q
−2k, k ≥ 0, (7.6)
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where the coefficients λj are complex numbers. Since the sequence gk is a solution of
(5.2) it can be expressed as
gk = d0 + d1q
k + d2q
−k + d3q
2k + d4q
−2k, k ≥ 0. (7.7)
Since g0 = 0 and g3 and g4 are given by (5.13) and (5.14) respectively, we obtain
d0 = −(a2b2q + d1 + d2 + a1b1q
−1), d3 = a1b1q
−1, d4 = a2b2q, (7.8)
and d1 and d2 are arbitrary parameters. Therefore we have
gk = (q
k − 1)d1 + (q
−k − 1)d2 + q
−1(q2k − 1)a1b1 + q(q
−2k − 1)a2b2, k ≥ 0. (7.9)
The coefficients of the three-term recurrence relation are given in equations (4.5) and
(4.6). We can express them in terms of the parameters a0, a1, a2, b0, b1, b2, d1, d2 by using
equations (7.2), (7.4), and (7.7). The entries αk = Lk,k−1, for k ≥ 1, are given by
αk =
(qk−1a1 + a2)(q
2ka1b2 − a2b1) + q
k(qk−1a1d2 − a2d1)
(q2ka1 − a2)(q2k−1a1 − a2)2(q2k−2a1 − a2)
×
(qk−1)(qk−1a1−a2) ((q
k+1)(q2k−2a1b1−a2b2)+ q
k−1(qkd1−d2)). (7.10)
Let βk = Lk,k and let σk = β0 + β1 + · · ·+ βk, for k ≥ 0. Then we obtain
σk = (k + 1)b0 +
(
qk+1 − 1
q − 1
)
(qka1 + a2)(qb2 − b1)− q
k+1d1 + d2
q2k+1a1 − a2
, (7.11)
From (7.10) we see that in order to have αk 6= 0, for k ≥ 1, the parameter q must
not be a root of 1. Let us note that if qka1 − a2 6= 0 for k ≥ 1 then αk and βk are well
defined. Note also that αk is independent of a0 and b0, and βk is independent of a0.
Equation (7.2) gives us
hk − hj = (q
k − qj)a1 + (q
−k − q−j)a2 = (q
−j − q−k)(qk+ja1 − a2), k 6= j, (7.12)
and therefore we must have qna1 6= a2 for n ≥ 1. With equations (7.12) and (7.9)
we can express the entries of the matrices C and C−1 in terms of the parameters
a0, a1, a2, b0, b1, b2, d1, d2. For example, the quotients
gk
h0 − hk
=
d2 − q
kd1 − q
k−1(1 + qk)a1b1 + q(1 + q
−k)a2b2
qka1 − a2
, k ≥ 1, (7.13)
are the factors of the generalized moments mn = cˆn,0, given by equation (6.3).
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In the generalized difference equation (3.1) the operators γ and φ are defined with
respect to the basis {vk(t) : k ≥ 0}. Using the matrices V and V
−1 we can transform
equation (3.1) and obtain an equation with respect to the basis of monomials {tk : k ≥
0}. If h0 = 0, b0 = 0, and b2 = 0 we obtain the q-difference equation of second order(
(q − 1)2
q2
f2(t)DqD1/q +
q − 1
q
f1(t)Dq
)
uk(t) = hkuk(t), k ≥ 0, (7.14)
where
f1(t) = (qa1 − a2)t+ qd1 + a1b1 + a2b1 − d2, f2(t) = a2t
2 + (d2 − a2b1)t− b1d2,
hk is given by (7.2) and Dq and D1/q are the usual q-difference and q
−1-difference oper-
ators. There is a similar equation in the case with h0 = 0, b0 = 0, and b1 = 0.
The class Hq contains all the families of basic hypergeometric orthogonal polynomial
sequences in the q-Askey scheme [5]. The coefficients of the normalized three-term
recurrence relation for each of the families listed in Chapter 14 of [5] are obtained by
direct substitution of appropriate values of the parameters a1, a2, b0, b1, b2, d1, d2, without
taking limits. The only case that requires a limit is the family of continuous q-Hermite
polynomials. We give next some examples.
The Askey-Wilson polynomials are obtained with
a1 = abcdq
−1a2, b0 = 0, b1 = a, b2 = a
−1,
d1 = −a(abcd + q(bc + bd+ cd))q
−2a2, d2 = −((b+ c + d) + qa
−1)a2, (7.15)
where a2 is an arbitrary nonzero number and a, b, c, d are the parameters used in [5, eq.
14.1.5].
The q-Racah polynomials are obtained with
a1 = αβqa2, b0 = 0, b1 = γδq, b2 = 1,
d1 = −q(αβγδ + αβδ + βγδ + αγ)a2, d2 = −q(βδ + α + γ + 1)a2, (7.16)
where a2 is an arbitrary nonzero number and α, β, γ, δ are the parameters used in [5, eq.
14.2.4].
The continuous dual q-Hahn polynomials are obtained with
a1 = 0, b0 = 0, b1 =
a
2
, b2 =
1
2a
,
d1 =
−abca2
2q
, d2 =
−(ab+ ac+ q)a2
2a
, (7.17)
16
where a2 is an arbitrary nonzero number and a, b, c are the parameters used in [5, eq.
14.3.5].
The Al-Salam-Chihara polynomials are obtained with
a1 = 0, b0 = 0, b1 = a, b2 = a
−1,
d1 = 0, d2 = −a2(b+ qa
−1), (7.18)
where a2 is any nonzero number and a, b are the parameters in [5, eq. 14.8.5].
For the big q-Jacobi polynomials we have
a1 = abqa2, b0 = 0, b1 = aq, b2 = 0,
d1 = −(ab+ b+ c)aqa2, d2 = −cqa2, (7.19)
where a2 is any nonzero number and a, b, c are the parameters in [5, eq. 14.5.4].
For the q-Meixner polynomials we have
a2 = 0, b0 = 0, b1 = bq, b2 = 0,
d1 = a1(bc− b− 1), d2 = ca1, (7.20)
where a1 is an arbitrary nonzero number and b, c are the parameters in [5, eq. 14.13.4].
8. The class H1
In this section we consider the family of orthogonal polynomial sequences obtained
when we take z = 3. In this case the characteristic polynomial of the difference equation
(5.1) is t3 − 3t2 + 3t − 1 = (t − 1)3 and therefore the general solution of (5.1) has the
form
sk = λ0 + λ1k + λ2k(k − 1), k ≥ 0, (8.1)
where the coefficients λj are arbitrary complex numbers.
Since the sequences hk and xk are solutions of (5.1) we can write them as follows.
hk = a0 + a1k + a2k(k − 1), k ≥ 0, (8.2)
where a0 = h0, a1 = h1 − h0, and a2 = (h0 − 2h1 + h2)/2, and
xk = b0 + b1k + b2k(k − 1), k ≥ 0, (8.3)
where b0 = x0, b1 = x1 − x0, and b2 = (x0 − 2x1 + x2)/2.
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The characteristic polynomial of the difference equation (5.2) is in this case (t− 1)5
and therefore the sequence gk, which is a solution of (5.2), with g0 = 0 and g3 and g4
given by (5.13) and (5.14) respectively, can be expressed as
gk = d1k + d2k(k − 1) + d3k(k − 1)(k − 2) + d4k(k − 1)(k− 2)(k − 3), k ≥ 0, (8.4)
where d1 and d2 are arbitrary numbers and
d3 = a1b2 + a2b1 + 2a2b2, d4 = a2b2. (8.5)
From (8.2) we obtain
hm − hn = (m− n)(a1 + (m− 1 + n)a2), m ≥ 0, n ≥ 0,
and therefore the condition hm 6= hn, for m 6= n, is satisfied if a1 + ka2 6= 0 for k ≥ 0.
The coefficients of the three-term recurrence relation are in this case given by
αk =
gk (a1 + (k − 2)a2)
(a1 + (2k − 1)a2)(a1 + (2k − 2)a2)2(a1 + (2k − 3)a2)
×
((a1+(k−1)a2)(a2b2k(k−1)+(a1b2−a2b1)k−a1b1−a1b2+d2)−d1a2), (8.6)
where gk is given by (8.4) and
σk = (k + 1)
(
b0 −
d1 + e1k + e2k(k − 1) + e3k(k − 1)(k − 2)
a1 + 2ka2
)
, k ≥ 0, (8.7)
where e1 = −(1/2)(a1b1 + 2a2b1 − 2d2), e2 = (2/3)b2(a1 + a2), e3 = (1/3)a2b2. Recall
that β0 = σ0 and βk = σk − σk−1 for k ≥ 1.
The quotients
gk
h0 − hk
= −
d1 + d2(k − 1) + 2(a1b2 + a2b1 + 2a2b2)
(
k−1
2
)
+ 6a2b2
(
k−1
3
)
a1 + (k − 1)a2
, k ≥ 1,
(8.8)
are the factors of the generalized moments mn = cˆn,0 given by (6.3). The entries of the
matrices C and C−1 are products of terms similar to (8.8).
If b0, b1, and b2 are equal to zero then the basis {vk(t)} is the standard basis of
monomials {tk} and in such case the generalized difference equation (3.1) can be written
in the form
((d2t+ a2t
2)D2 + (d1 + a1t)D + a0)uk(t) = hkuk(t), k ≥ 0, (8.9)
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where D denotes differentiation with respect to t and hk is given by (8.2).
If we take b1 = 0 and b2 = 0 then the basis {vk(t)} becomes the basis of translated
powers {(t− b0)
k : k ≥ 0} and the matrices V and V −1 are generalized Pascal matrices.
Transforming the generalized difference equation (3.1) to the basis of monomials we
obtain the equation
((b0(a2b0−d2)+(d2−2a2b0)t+a2t
2)D2+(d1−a1b0+a1t)D+a0)uk(t) = hkuk(t), (8.10)
where D denotes differentiation with respect to t. If we put b0 = 0 in (8.10) we obtain
(8.9).
If b2 = 0 and b1 6= 0 then the basis {vk(t)} is the Newton basis associated with the
sequence b0 + b1k, for k ≥ 0. In this case the generalized difference equation (3.1) can
be expressed in matrix form as
C(a2b1D
3(ST)2 +D2(d2S
T + a2(S
T)2) +D(d1I + a1S
T) + a0I) = HC. (8.11)
Here D is the matrix representation of the difference operator ∆ defined by
∆vk(t) =
vk(t+ b1)− vk(t)
b1
= kvk−1(t), k ≥ 0, (8.12)
and ST is the matrix representation of the forward shift operator E defined by
Evk(t) = vk+1(t), k ≥ 0, (8.13)
and H is the diagonal matrix with entries h0, h1, h2, . . . in the main diagonal. Observe
that (8.11) becomes a difference equation of order 2 when a2 = 0.
The class H1 contains all the families of hypergeometric orthogonal polynomial se-
quences in the Askey scheme. The coefficients of the normalized three-term recurrence
relation for each family listed in Chapter 9 of [5] are obtained by giving appropriate
values to our parametrs a1, a2, b0, b1, b2, d1, d2, without taking limits. The only case that
requires limits is the family of Hermite polynomials. We give next some examples.
The Wilson polynomials are obtained with
a1 = (a + b+ c+ d)a2, b0 = −a
2, b1 = −2a− 1, b2 = −1,
d1 = −a2(a+b)(a+c)(a+d), d2 = −a2((2a+1)(a+b+c+d+1)+a
2+bc+bd+cd), (8.14)
where a2 is any nonzero number and a, b, c, d are the parameters in [5, eq. 9.1.5].
The Racah polynomials, in the case α + 1 = −N , are obtained when
a1 = (1 + β −N)a2, b0 = 0, b1 = 2 + γ + δ, b2 = 1,
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d1 = −N(1+γ)(1+β+δ)a2, d2 = −a2((3+β+γ+δ)N−(2+γ)(2+δ+γ)), (8.15)
where a2 is any nonzero number and αβ, γ, δ, N are the parameters in [5, eq. 9.2.4].
For the continuous dual Hahn polynomials we have
a2 = 0, b0 = −a
2, b1 = −2a− 1, b2 = −1,
d1 = −a1(a+ c)(a+ b), d2 = −a1(2a+ b+ c + 1), (8.16)
where a1 is any nonzero number and a, b, c are the parameters in [5, eq. 9.3.5].
For the continuous Hahn polynomials we have
a1 = a2(a+ b+ c+ d), b0 = ib, b1 = i, b2 = 0,
d1 = ia2(b
2 + bc + bd+ cd), d2 = ia2(2b+ c+ d+ 1), (8.17)
where a2 is any nonzero number and a, b, c, d are the parameters in [5, eq. 9.4.4].
The Meixner-Pollaczek polynomials are obtained with
a2 = 0, b0 = −iλ, b1 = −i, b2 = 0,
d1 = a1λ
(
cos(φ)
sin(φ)
− i
)
, d2 =
a1
2
(
cos(φ)
sin(φ)
− i
)
, (8.18)
where a1 is any nonzero number and λ, φ are the parameters in [5, eq. 9.7.4].
For the Jacobi polynomials we have
a1 = a2(2 + α+ β), b0 = 1, b1 = 0, b2 = 0,
d1 = 2a2(α + 1), d2 = 2a2, (8.19)
here a2 is any nonzero number and α, β are the parameters in [5, eq.9.8.5].
The Bessel polynomials are obtained with
a1 = (a + 2)a2, b0 = 0, b1 = 0, b2 = 0, d1 = 2a2, d2 = 0, (8.20)
where a2 is any nonzero number and a is the parameter in [5, eq. 9.13.4].
20
9. The class H
−1
We consider now the class of orthogonal polynomial sequences obtained when we
take z = −1. In this case the characteristic polynomial of the difference equation (5.1)
is t3 + t2 − t − 1 = (t − 1)(t + 1)2 and its roots are 1,−1,−1. Therefore the general
solution of (5.1) has the form
sk = λ0 + λ1(−1)
k + λ2k(−1)
k, k ≥ 0, (9.1)
where the λj are arbitrary numbers. We can write the sequences hk and xk, which are
solutions of (5.1), as
hk = a0 + a1(−1)
k + 2a2k(−1)
k, k ≥ 0, (9.2)
and
xk = b0 + b1(−1)
k + 2b2k(−1)
k, k ≥ 0. (9.3)
We include the factor 2 in the terms with a2 and b2 in order to simplify the notation.
When z = −1 the difference equation (5.2) has characteristic roots 1, 1, 1,−1,−1
and then we can write
gk = d0 + d1(−1)
k + 2d2k(−1)
k + 2d3k + 2d4k(k − 1), k ≥ 0. (9.4)
Since g0 = 0 and g3 and g4 must satisfy (5.13) and (5.14) respectively, we obtain
d0 = −d1, d3 = −a1b2 − a2b1, d4 = −2a2b2. (9.5)
The coefficients d1 and d2 are arbitrary numbers.
Equation (9.2) gives us
hn − hm = ((−1)
n − (−1)m)a1 + 2((−1)
nn− (−1)mm)a2,
and this shows that the condition hn − hm 6= 0 for n 6= m is satisfied if a2 is not zero
and a1 − na2 6= 0 for n ≥ 1.
The initial terms of the sequence hk are a0+a1, a0−a1−2a2, a0+a1+4a2, a0−a1−
6a2, . . . . This shows that the terms with even indices and the terms with odd indices
behave differently. The sequences xk and gk have a similar property.
The coefficients of the three-term recurrence relation also have different expressions
for even and odd indices. For n even we have
αn = −
n(a1 + (n− 1)a2)(a1b2 + a2b1 − d2 + 2(n− 1)a2b2)(2na2b2 + a1b2 − a2b1 + d2)
a2(a1 + (2n− 1)a2)2
.
(9.6)
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For n odd we have
αn =
−d1 − n(a1b2 + a2b1 + d2)− 2n(n− 1)a2b2
a2(a1 + (2n− 1)a2)2
×
((a1(a1b2−a2b1−d2)+a2d1+a2((3n−1)a1b2−(n−1)(a2b1+d2)+2n(n−1)a2b2))). (9.7)
Note that, in both cases, αn is a rational function of n with numerator of degree 4 and
denominator of degree 2.
For the coefficients σn = β0 + β1 + · · ·+ βn we have, if n is even
σn = (n + 1)b0 +
n(a2b1 − a2b2 − d2) + a1b1 − a1b2 − d1 − d2
a1 + (2n+ 1)a2
, (9.8)
and if n is odd then
σn = (n+ 1)
(
b0 +
a2b1 − a2b2 − d2)
a1 + (2n+ 1)a2
)
. (9.9)
The generalized moments, given by (6.3), are products of the quotients
gk
h0 − hk
=
4k2a2b2 − (−1)
k(d1 + 2kd2)− 2k(2a2b2 − a1b2 − a2b1) + d1
(−1)k(a1 + 2ka2)− a1
, k ≥ 1.
(9.10)
We consider next the generalized difference equation (3.1) in a particular case. If we
take b0 = 0 and b2 = 0 then the matrix representation B of the difference operator in
(3.1) with respect to the basis of monomials is a sum of Kronecker products of infinite
matrices and 2× 2 matrices. That is
B = I ⊗ B0 +D ⊗ B1 + (DS
T)⊗ B2, (9.11)
where ⊗ denotes the Kronecker product and
B0 =
[
a0 + a1 0
2a1b1 − 2d1 − 2d2 a0 − a1 − 2a2
]
, B1 =
[
−4b1d2 −4a2b1 + 4d2
0 4b1d2
]
,
and
B2 =
[
4a2 0
4a2b1 − 4d2 − 4a2 0
]
.
If A = CV is the matrix of coefficients of the sequence {uk(t)} with respect to the
monomial basis then the difference equation (3.1) is in this case equivalent to the matrix
equation AB = HA.
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