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Abstract—Mobile edge computing (MEC) has become a
promising technology for real-time communications. Mobile
devices can reduce the energy consumption and prolong the
lifetime significantly via offloading the computing tasks to the
MEC server. Moreover, physical layer security techniques can
ensure the secure transmission of the offloading data. This paper
investigates a MEC system that consists of an access point,
multiple mobile devices and a malicious eavesdropper. The tasks
allocation, local central processor’s frequency, offloading power,
and offloading timeslots are optimized jointly to minimize the
total energy consumption of the system. A difference of convex
algorithm based scheme is proposed to solve the joint opti-
mization problem. Moreover, a Karush Kuhn Tucker conditions
based algorithm is also proposed to reduce the computational
complexity. Numerical results show that the proposed algorithms
are very effective. Moreover, the power consumption for secure
offloading decreases with the increase of the distance between
the mobile devices and the eavesdropper.
Index Terms—Computation offloading, energy consumption,
mobile edge computing, physical layer security, resource alloca-
tion.
I. INTRODUCTION
Mobile communication has been developing very fast from
traditional low data rate voice communications to ultra high
speed data communications [1]-[3]. Mobile devices (MDs)
are playing an increasingly important role in our daily lives.
The new applications on MDs, such as immersive game,
depend heavily on real time communications [4]. Although
the processing capability of MDs has been greatly improved,
it is difficult to provide highly satisfying quality-of-experience
(QoE) to execute computing tasks simply on MDs. Mobile
computation offloading technology, which takes advantage of
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abundant resources hosted by clouds, is a promising method
to solve a number of concerns affecting mobile computing
[5], such as system architecture [6], virtual machine migration
[7], and power management [8]. The computation tasks are
migrated from MDs to remote cloud servers so that the MDs
are released from intensive processing. In general, the mobile
computation offloading techniques are applied to networks
having a central cloud. Due to finite backhaul capacity and
exponentially growing mobile traffic, the central cloud based
architecture has disadvantages of high overhead and long
backhaul latency [9]. To cope with the stringent requirements
of applications on latency, MEC has been proposed. By
harvesting the vast amount of the idle computation power and
storage space distributed at the network edges, MEC servers
have sufficient capacities to perform computation-intensive
and latency-critical tasks for MDs [10]. Leveraging the MEC
technology, MDs offload part of the computing tasks to the
MEC servers. Then, the MEC servers compute these tasks
remotely. Since the MEC technology can reduce the time
consumption and extend the lifetime of MDs by providing
computation service at the edge of mobile network, it has
attracted academic and industrial interest [11]-[16].
MEC technology has been extensively studied. For single
user, many works have investigated the MEC system for
energy consumption [17], [18], latency [19], and QoE [20].
However, there are multiple users in real MEC scenarios. For
multiple users, the problems of energy consumption minimiza-
tion [21], latency minimization [22], and QoE maximization
[23] have also been studied. Recently, MEC technology has
been widely applied in different network scenarios to min-
imize the energy consumption and latency of the network,
including vehicle networks with cloud-assisted MEC server
[24], mobile networks with multiple MEC servers [25], and
smart cities based on the Internet of Things [26]. In these
works, Lagrange dual method based algorithms have been
widely used in MEC systems to minimize the energy con-
sumption and latency [27], [28]. Despite the advantages of
MEC technology in reducing energy consumption and time
consumption, information security issues emerge in the task
2offloading procedure. Since the broadcast nature of wireless
communications, the offloading information in MEC systems
are likely to be overheard by nearby eavesdroppers. There-
fore, malicious eavesdroppers should be considered in MEC
systems. Some techniques should be applied to ensure secure
information offloading.
To complete computing tasks successfully, it is critical to
ensure secure wireless communications against eavesdropping
attacks. A deep learning based model was proposed to learn
the features of attacks and to detect actively the eavesdropping
attacks in MEC systems [29]. However, the deep learning
based method requires large amount of data and can only be
implemented offline. Physical layer security technology has
been proved to ensure secure transmission in conventional
wireless communication networks [30], [31]. In physical layer
security, the key design objective is to maximize the secure
communication rate. When the transmission rate is less than
the secure rate, the eavesdroppers cannot overhear any infor-
mation [32]. Recently, the physical layer security technique
has been exploited for a MEC system where all nodes have
a single antenna [33]. However, the researches of physical
layer security techniques in MEC systems are deficient. For
example, the resource allocation in secure MEC systems has
not been thoroughly studied.
To ensure information security in MEC systems, we apply
physical layer security technology in MEC systems. We
formulate an energy minimization problem in a secure MEC
system and propose joint algorithms to optimize offloading
and resources allocation. The following highlights our main
contributions in this paper.
• We propose a secure MEC system framework in which
a multi-antenna access point (AP) has a MEC server
and provides computation offloading services for multiple
MDs and a multi-antenna malicious eavesdropper is
located near the MDs. Each MD adopts partial offloading
protocol and completes the computing tasks in a block.
To avoid offloading information leakage to the eaves-
dropper, we propose secure offloading constraints that the
offloading rate at each MD cannot exceed its achievable
secrecy rate to the AP.
• We develop an optimization problem to minimize the
overall energy consumption of the system, subject to the
secure offloading constraints and the computing delay
constraints. In the proposed problem, the allocations of
computing tasks, local central processing unit (CPU)
frequency, offloading power and timeslots are optimized
jointly.
• Due to the non-convex nature of the secure offloading
constraints, the original optimization problem is non-
convex. We employ the difference of convex (DCA)
method to obtain the iterative convex approximation of
the problem. Then, we adopt the Lagrange dual method
to derive the solution in a semiclosed form. To reduce
the computational complexity further, we also propose a
low complexity algorithm.
• Numerical results are given in the performance of the
proposed schemes. It is shown that the proposed schemes
reduce the energy consumption of the MEC systems
significantly. Specifically, when the distance between the
MDs and the eavesdropper exceeds a certain distance,
the existence of the eavesdropper has no impact on task
offloading, and the energy consumption of the computing
tasks is stable. Therefore, a long distance between the
mobile devices and the eavesdropper can reduce the
power consumption for secure offloading.
The remainder of this paper is organized as follows. Sec-
tion II introduces the system model. In Section III, we formu-
late the energy consumption minimization problem, which is a
joint optimization problem of offloading and resources alloca-
tion. Then, we propose the corresponding resource allocation
schemes in Section IV. Moreover, the simulation results and
discussion are given in Section V, followed by conclusions in
Section VI.
II. SYSTEM MODEL
As shown in Fig. 1, we consider a MEC system that
consists of an AP having a MEC server and N antennas,
K single antenna MDs, and a malicious eavesdropper having
M antennas. With the partial offloading protocol, MD k
(k ∈ K ∆= {1, . . . ,K}) can divide its computing tasks Dk
into two parts: the lk ≥ 0 bits that are computed locally and
the rest Dk − lk ≥ 0 bits that are securely offloaded to the
AP and executed by mobile edge computation server.
The system time can be divided into several blocks. The
duration of each block T is chosen to be no larger than
the latency of the MEC application and also no larger than
the channel coherence time. Therefore, the wireless channels
can be treated static during each block. To avoid interference
among MDs during tasks offloading, each time block is further
divided into 2K timeslots and the length of the k-th time slot
is denoted as tk (∀k ∈ {1, 2, . . . , 2K}), as shown in Fig. 2
[34]. In the former K timeslots, the K MDs offload computing
tasks to the AP sequentially. Then, in the latter K timeslots,
the AP returns the computing results to all MDs successively.
Since the MEC server has sufficient computing capability, the
computing time of the MEC server is relatively small and
negligible [35]. Therefore, we assume that all MDs can down-
load the computing results immediately after the K timeslots
offloading. Furthermore, the AP usually has high transmit
power and the computed results usually have small size so
that the time spent on result feedback is sufficiently short and
can be neglected, i.e. tk ≈ 0,∀k ∈ {K + 1, . . . , 2K} [36],
[37].
For MD k ∈ K, lk bits of computing tasks should be com-












Fig. 1. MEC system model for multi-MDs secure offloading
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Fig. 2. The timeslots for computation offloading
time cannot exceed the delay constraint τk, i.e.,
Cklk
fk
≤ τk,∀k ∈ K, (1)
where Ck is the number of CPU cycles needed for MD k
to compute one bit of computing tasks locally, fk is the
CPU frequency of MD k and the value of τk cannot be
larger than T . Although the dynamic voltage and frequency
scaling (DVFS) technology is adopted to control the energy
consumption of local computing task by adjusting the CPU
frequency [15], the computation capability of MD is not
infinite so that the CPU frequency should satisfy
0 < fk ≤ fmaxk ,∀k ∈ K, (2)
where fmaxk denotes the maximum CPU frequency that MD
k can achieve.
Due to the limitation of CPU frequency in local computa-
tion and its computing tasks, the size of lk for MD k cannot
exceed a certain value, i.e,






,∀k ∈ K. (3)
The required energy for executing local computing tasks
can be expressed as [38]
Elock = ξkCklkf
2
k ,∀k ∈ K, (4)
where ξk is the effective capacitance coefficient which de-
pends on the chip architecture at MD k.
MD k has (Dk − lk) bits of computing tasks to be of-
floaded to the AP. To avoid information leakage to the
eavesdropper, the physical layer security technique is adopted
in the offloading process. Assuming that the AP employs the
maximum ratio combining receiver to decode the information,

















where [x]+ ∆= max (x, 0); B represents the spectrum band-
width of the offloading channel; gk ∈ CN×1 denotes the
uplink channel vector from MD k to the AP; ek ∈ CN×1
is the channel vector from MD k to the eavesdropper; pk is
the transmit power of MD k for data offloading. σ21 and σ
2
2
are the noise power received by the AP and the eavesdropper,
respectively. The coefficient Γ ≥ 1 is an effectiveness factor
to adjust the difference with the ideal channel capacity caused
by the coding and modulation scheme.
To ensure no offloading information leakage to the eaves-
dropper, a new secure offloading constraint is required for the
offloading rate, that is, the offloading rate of each MD cannot
exceed its achievable secrecy rate to the AP. As a result, the




≤ Rk,∀k ∈ K. (6)
Meanwhile, the energy consumption for secure offloading of
MD k can be obtained as
Eoffk = pktk,∀k ∈ K. (7)
The energy consumption of the MEC server is usually
proportional to the number of bits offloaded from the MDs,
so a simplified linear energy consumption model is adopted
for the computing tasks at the MEC server as [16]
EMECk = α (Dk − lk) ,∀k ∈ K, (8)
where α represents the energy consumption of one bit of
computing tasks at the AP. In practice, α depends on the
transceiver structure of the AP, the chip structure of the MEC
server, and the operated CPU frequency. Since the size of the
computing result is usually small, the energy consumption of
transferring the computing results to MDs is ignored [36].
III. PROBLEM FORMULATION
In this paper, the computing capability of the mobile
edge cloud is assumed to be infinite. Moreover, the size of
computing tasks for all MDs, the CPU cycles needed per bit
for local computation, and the energy consumption per bit at
the MEC server are all known and can be obtained through
feedback. The AP determines the number of offloading bits
of each MD and the allocation of computing resources to














4where ωk represents the weight of MD k in energy consump-
tion, and a large ωk indicates that MD k has a higher priority.
Let l ∆= [l1, ..., lK ], t
∆
= [t1, ..., tK ], P
∆
= [p1, ..., pK ], and f
∆
=
[f1, ..., fK ] be the tasks allocation vector for local computing,
the timeslots allocation vector for secure offloading, the power
allocation vector for secure offloading, and the local CPU
frequency allocation vector of all MDs, respectively. Under
the constraints of local computing capacity, computational



























≤ τk,∀k ∈ K, (10b)
K∑
k=1
tk ≤ T, ∀k ∈ K, (10c)
0 < fk ≤ fmaxk ,∀k ∈ K, (10d)






,∀k ∈ K, (10e)
pk ≥ 0,∀k ∈ K, (10f)
tk ≥ 0,∀k ∈ K, (10g)
Dk − lk
tk
≤ Rk,∀k ∈ K. (10h)
In the optimization problem (10), (10b) represents the delay
constraints of all MDs for local computing and the value
of τk cannot be larger than T . (10c) denotes the offloading
delay constraints. (10d), (10e), (10f) and (10g) represents
the upper and lower bounds of the local CPU frequencies,
local computing bits, offloading power, and offloading time
of each MD, respectively. (10h) imposes the secure offloading
constraints.
Lemma 1: To minimize the energy consumption for local
computing, when the number of bits for local computing lk
is given, the optimal local CPU frequency fk of MD k ∈ K




,∀k ∈ K. (11)
Proof: From (4), the energy consumption for local com-
puting Elock is proportional to the size of fk and lk. Therefore,









which indicates Elock takes the minimum value when fk =
Cklk/τk.
Using Lemma 1, we can obtain the optimal local CPU
frequency of all MDs in the form of (11). Since the optimal
solution of fk is a function of lk, we focus on the solution






























tk ≤ T, ∀k ∈ K, (13b)






,∀k ∈ K, (13c)
pk ≥ 0,∀k ∈ K, (13d)
tk ≥ 0,∀k ∈ K, (13e)
Dk − lk
tk
≤ Rk,∀k ∈ K. (13f)
Due to the non-convex nature of constraint (13f), problem
(13) is non-convex in the current form. However, it can be
transformed into a convex form by the appropriate convex
approximation method, which is shown in the next section.
IV. PROPOSED JOINT OPTIMIZATION SCHEMES
In this section, two schemes are proposed to slove the
problem (13). The first scheme is a joint application of DCA
and Lagrange dual method, which gives a sub-optimal solution
of the problem (13). The second scheme is a direct application
of the Karush Kuhn Tucker (KKT) conditions and has a lower
complexity compared to the first scheme.
A. Joint Application of DCA and Lagrange Dual Method
Although the objective function in the problem (13) is
affine, its constraint (13f) is non-convex, which results in that
the problem (13) is a nonconvex optimization problem. To
facilitate the following description, let xk
∆
= (lk, pk, tk). Then,
by using (5), we can derive (13f) as
f (xk)− g (xk) ≤ 0,∀k ∈ K, (14)
where f (xk) and g (xk) are











respectively. Obviously, f (xk) and g (xk) are convex func-
tions and the left expression of (14) is a form of subtraction
of two convex functions. The optimization problems involving
difference of convex functions (DC) are called DC program-
ming problems [40], which can be solved efficiently by the
DCA method.
5Using the DCA method, we replace the (16) with its first or-












= g (xnk ) +∇g(xnk )T(xk−xnk ) , k=1, 2, ....,K.
(17)
Then, (14) can be approximated as
f (xk)− gˆ (xk;xnk ) ≤ 0,∀k ∈ K, (18)














(pk−pnk ) ≤ 0,∀k ∈ K. (19)
Accordingly, the original non-convex optimization problem
(13) can be transformed into a new optimization problem at























+ pktk + α (Dk − lk)
)
, (20)
subject to (13b), (13c), (13d), (13e) and (19).
Using the DCA method, Algorithm 1 is proposed to solve
the optimization problem (13). Its convergence has been
discussed in previous works [41], [42].
Algorithm 1 Solving the problem (13) by the DCA method
(DCA scheme)








(∀k ∈ K) as an initial feasible
point and set n = 0.
2: repeat
3: Use the feasible point xnk to update the constraints (19)
for all k ∈ K;
4: Solve the optimization problem (20) and obtain the
solution as xn+1k (∀k ∈ K);
5: Update the number of iterations: n = n+ 1.
6: until




Lemma 2: For any optimization problem with a convex
feasible set, if the constraint function is differentiable and can
be written as the difference of two convex functions, the KKT
point can be obtained by the DCA method.
Proof: See Appendix B.
Lemma 2 indicates that Algorithm 1 will converge to at least
one KKT point. In the following, we will discuss how to solve
the problem (20) by using the Lagrange dual technique [43].
The Lagrangian function of (20) is given as





















λk (f (xk)−gˆ (xk;xnk )), (21)
where µ ≥ 0 and λk ≥ 0 (∀k ∈ K) denotes the Lagrange
multipliers associated with the delay constraint for offloading
in (13b) and the k-th secure offloading constraint in (19),
respectively. Let λ ∆= [λ1, ..., λK ]
†. Then, the corresponding
dual function is given as
Φ (λ, µ) = min
l,t,P
L (l, t,P, λ, µ) (22a)
s.t. 0 ≤ lk ≤ min (Dk, fmaxk T/Ck) , pk ≥ 0, tk ≥ 0,∀k ∈ K.
(22b)
Therefore, the dual problem of (20) is
max
λ,µ
Φ (λ, µ) (23a)
s.t. µ ≥ 0, λk ≥ 0,∀k ∈ K. (23b)
Using the dual decomposition theory [44], the Lagrange
dual problem (23) can be decomposed into two levels of opti-
mization. At the lower level, the problem (22) can be divided
into 2K subproblems as follow. The first K subproblems are








− ωkαlk − λklk (24a)
s.t. 0 ≤ lk ≤ min (Dk, fmaxk T/Ck) . (24b)
Meanwhile, the remaining K subproblems are used to jointly

















s.t. pk ≥ 0, tk ≥ 0. (25b)
Since the subproblems in (24) and (25) are convex and





(∀k ∈ K) for any given (λ, µ) ∈ S can be obtained by
Theorem 1 and Theorem 2.
Theorem 1: For any given (λ, µ) ∈ S in (24) , the optimal









,∀k ∈ K. (26)
Proof: By deriving the first-order derivative of the k-th
subproblem in (24) with respect to lk, the following equation











− ωkα− λk = 0. (27)
6Then, the optimal solution of bit allocation for local compu-
tation can be obtained in (26).
Theorem 2: For any given (λ, µ) ∈ S in (25), the optimal
solution of power allocation is given as
p∗k=






, if ‖gk‖2 > ‖ek‖2
,∀k∈K, (28)












,∀k ∈ K. (30)
Proof: Deriving the first-order derivatives of the k-th
































Then, the optimal solution of power allocation can be derived
in (28).
Due to the secure offloading constraint, the offloading rate
of MD cannot exceed its achievable secrecy rate to the AP,
i.e., rk ≤ Rk (∀k ∈ K), therefore, the offloading time of MD
satisfies tk = (Dk − lk)/rk ≥ (Dk − lk)/Rk(∀k ∈ K). To
minimize the energy consumption for offloading at MD k, we
derive the optimal solution of timeslots allocation as (29).
At the upper level, the master problem in charge of updating
the Lagrange multipliers is shown as (33), where l∗k, p
∗
k
and t∗k (∀k ∈ K) can be obtained in (26), (28) and (29),
respectively. The dual function Φ (λ, µ) is usually concave
but not differential. Therefore, a method based on subgradient
such as ellipsoid method can be used to solve the problem
(33) to update (λ, µ). The ellipsoid method is an iterative
method for solving convex problems, which is guaranteed to
converge in polynomial time [45]. With the ellipsoid method,
a dual-maximization-based joint resource-allocation algorithm
is proposed in Algorithm 2.
B. Low Complexity Algorithm
Since the joint application of DCA and Lagrange dual
method requires two levels of iterations, it needs a large
amount of computations to solve the optimization problem
(13). To reduce the computation complexity, the KKT condi-
tions are considered to directly solve the problem (13) in a
semiclosed form. Let λk ≥ 0 (∀k ∈ K) and µ ≥ 0 represent
the Lagrangian multiplier associated with the time allocation
Algorithm 2 Solving the optimization problem (20) at the
(n+ 1)-th iteration in Algorithm 1







3: Let λk = λmk and µ = µ





k using (26), (28) and (29), respectively.




k into the optimization problem






5: Update the number of iterations: m = m+ 1.
6: until





constraint in (10c) and the secure offloading constraint in
(10h), respectively. Then, the Lagrangian function of (13) can
be written as



































> 0, l+k =0
= 0, l+k ∈(0, Dk)









> 0, t+k =0










> 0, p+k =0















(∀k ∈ K) and µ+ denote the optimal
value of the Lagrangian multipliers. From (35)-(37), Theo-
rem 3 can be derived as follows.









, l+k ∈(0, Dk)
0, l+k =0







, l+k ∈ [0, Dk)

























































,∀k ∈ K. (42)
Proof:
In l+k = Dk case, ∂U
/
∂l+k < 0 can be obtained by (35),
which indicates that all computing tasks are computed locally
without offloading. Therefore p+k = 0 and t
+
k = 0 can be
obtained easily.
In l+k ∈ (0, Dk) case, ∂U
/
∂l+k = 0 can be obtained from
(35), then the solution of bit allocation for local computation
at each MD k can be given in (38). Since part of the computing
tasks will be offloaded, i.e., p+k > 0 and t
+







λ+k B can be obtained from (37), and it is known that R
+
k







. Therefore, p+k can be given in (39). Combined with
theorem 2, t+k can be obtained in (40).




k are the same
as above case when l+k ∈ (0, Dk).
It should be noted that the solutions of (38), (39), and (40)
are only functions of λ+k . Further, the value range of λ
+
k can
be derived from (35) as following theorem.

















when l+k ∈ [0, Dk). For facilitate the following description,
















τ2k − ωkα − λ+k ≥ 0
can be obtained from (35) when l+k ∈ [0, Dk). Therefore, the
value range of λ+k can be derived by simple mathematical
transformation.
Using Theorem 4, the approximate solution can be obtained
by Algorithm 3.
C. Complexity Analysis
The complexity of Algorithm 1 comes from two aspects.
The first aspect is from the DCA method for updating the
constraints (19). The second aspect is from the the complexity
of Algorithm 2. The complexity of Algorithm 2 comes from
Algorithm 3 Low complexity scheme





2: while λhk − λlk ≥ ε do








k=1 tk by (40) for
the given λmk ;
4: if
∑K
k=1 tk > T then









10: Substitute λhk into (38), (39) and (40) to obtain the





the ellipsoid method for computing the Lagrange multipliers
and the application of CVX for solving the dual problem.
Let L1 and L2 denote the number of iterations required for
Algorithm 1 and Algorithm 2, respectively. Let ρ denote the
tolerance error for the ellipsoid method. Thus, according to



















The complexity of Algorithm 3 comes from the bisection
method for obtaining the optimal solution. This sub-optimal
algorithm has low computation complexity. Specifically, let
d denote the largest bisection-search interval. Given a so-
lution accuracy ε > 0, the bisection method will call for
log2 (d/ε) times of comparison operations, and thus has
the order of complexity log (1/ε). For each iteration, the
resource-allocation complexity is O(K). Therefore, the total
computation complexity of algorithm 3 is O (K log (1/ε)).
V. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed
algorithms. The number of users accessing the AP simultane-
ously in the MEC system will not be large due to the limitation
of communication and computing resources [35], [46], [47].
In the simulated MEC system, the numbers of antennas at the
AP and the eavesdropper are set to 8 and 2, respectively. We
assume that the spectral bandwidth for offloading is B = 2
GHz and the noise power at the receiver is σ2= 10−10 W.
Moreover, the effective capacitance coefficient is ξk = 10−28,
the number of CPU cycles required per bit for local computing
8is Ck = 103 cycles/bit, and the energy consumption per bit
at the MEC server is α=10−4 J/bit [16]. The path loss of the
channel is modelled as PL (dB) = 10αlog10 (d) + β + Xσ ,
where α=1.08, β=70.9, d represents the distance between
the nodes, and Xσ represents the shadow fading portion, and
σ=2.5dB [48]. Without loss of generality, it is assumed that
the distances from all MDs to the AP are identical and the
distances from all MDs to the eavesdropper are the same.
Moreover, all MDs have the same sizes of computing tasks. To
facilitate the following descriptions, the distances from MDs
to the AP and the eavesdropper are named as the offloading
distance and the leaking distance, respectively.
To evaluate the performance of the proposed algorithms,
two benchmark schemes are considered for performance com-
parison.
1) Local computing scheme: All MDs complete the overall
computing tasks locally, i.e. lk = D,∀k ∈ K. Then, the
weighted sum of the energy consumption of computing









2) Full offloading scheme: All MDs choose to offload the
overall computing tasks to the AP. Accordingly, the
weighted sum of the energy consumption of computing
tasks is equivalent to the solution of problem (10) by
setting lk = 0,∀k ∈ K.
Both Fig. 3 and Fig. 4 show the average energy consump-
tion versus the size of computing tasks. The numbers of MDs
in Fig. 3 and Fig. 4 are 5 and 20, respectively. Moreover, the
offloading distance is 20 m, the leaking distance is 20 m, and
the duration of blocks is 10 ms. In Fig. 3, it is observed that
the average energy consumption of all schemes increases with
the increase of the size of computing tasks. It should be noted
that the proposed DCA scheme obtains the lowest average
energy consumption and the gap between the proposed DCA
scheme and the proposed low complexity scheme is quite
small. In particular, when the size of computing tasks is small,
the local computing scheme outperforms the full offloading
scheme, and approximates to the proposed DCA scheme. This
is because the local computing capacity of MD is sufficient to
complete most computing tasks while satisfying the delay con-
straints. However, when the size of computing tasks is large,
the local MDs cannot complete computing tasks independently
within the delay constraints. Then, offloading more computing
tasks to the AP can guarantee the delay constraints while
keeping low energy consumption. For this reason, when the
size of computing tasks increases, the performance of the full
offloading scheme gradually approaches that of the proposed
DCA scheme, which means that nearly all computing tasks of
MDs have been offloaded to the AP. Moreover, it is observed
that Fig. 3 has the similar insight to Fig. 4. Therefore, the





















The size of computing tasks per MD,D (x105bits)
 Proposed DCA scheme
 Proposed low complexity scheme
 Local computing scheme
 Full offloading scheme
Fig. 3. The average energy consumption versus the size of computing tasks
(5 MDs)





















The size of computing tasks per MD,D (x105bits)
 Proposed DCA scheme
 Proposed low complexity scheme
 Local computing scheme
 Full offloading scheme
Fig. 4. The average energy consumption versus the size of computing tasks
(20 MDs)
proposed schemes can also be applied to MEC systems having
more users.
Figure 5 shows the average energy consumption versus the
leaking distance, where the number of MDs is 5, the size of
computing tasks is 3× 105 bits, the offloading distance is 20
m, and the duration of blocks is 10 ms. It can be observed that
the proposed DCA scheme obtains the lowest average energy
consumption. The gap between the proposed DCA scheme and
the proposed low complexity scheme decreases with the in-
crease of the leaking distance. Particularly, the average energy
consumption of the local computing scheme does not change
with the leaking distance. Because all computing tasks of MDs
are computed locally, and no power consumption is needed
for offloading. However, the capacity of leaking channels
decreases with the increase of the leaking distance, which
results in the decrease of the average power consumption for




























The leaking distance (m)
 Proposed DCA scheme
 Proposed low complexity scheme
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Fig. 5. The average energy consumption versus the leaking distance
the full offloading scheme. the proposed DCA scheme and
the proposed low complexity scheme. Moreover, when the
leaking distance exceeds a certain value, the average power
consumption of the full offloading scheme, the proposed DCA
scheme, and the proposed low complexity scheme does not
change with the leaking distance. Then, the capacities of
leaking channels are too small for the eavesdropper to steal
the offloading data.
Figure 6 shows the average energy consumption versus the
duration of blocks, where the number of MDs is 5, the size
of computing tasks is 3× 105 bits , the offloading distance is
20 m, and the leaking distance is 20 m. It can be observed
that the proposed DCA scheme requires the lowest average
energy consumption and the gap between the proposed DCA
scheme and the proposed low complexity scheme decreases
with the increase of the duration of blocks. Specially, the
average energy consumption of the full offloading scheme
remains stable with the delay constraint. Because the increase
of the delay constraint only reduces the CPU frequency
of the local MDs, which indicates that the increase of the
duration of blocks reduces the average energy consumption
of all schemes except the full offloading scheme. Moreover,
when the duration of blocks is sufficiently large, the local
computing scheme and the proposed two schemes obtain
the approximately same performance and outperform the full
offloading scheme significantly. The reason is that when the
delay constraints are not strict, nearly all computing tasks
can be done locally, the power consumption for wireless
transmission of data offloading greatly will be further saved.
Figure 7 shows the average energy consumption versus
the number of MDs, where the size of computing tasks is
3 × 105 bits, the offloading distance is 20 m, the leaking
distance is 20 m, and the duration of blocks is 10 ms. It is
observed that the average energy consumption of all schemes
increases with the number of MDs. It can be noted that the


























The duration of  blocks,T (ms)
 Proposed DCA scheme
 Proposed low complexity scheme
 Local computing scheme
 Full offloading scheme
Fig. 6. The average energy consumption versus the duration of blocks
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Fig. 7. The average energy consumption versus the number of MDs
proposed DCA scheme requires the lowest average energy
consumption. The gap between the proposed DCA scheme and
the proposed low complexity scheme is small. Moreover, the
energy consumption of the full offloading scheme is slightly
higher than that of the local computing scheme and the
performance gain obtained by the proposed DCA scheme is
significant.
Figure 8 shows the offloading rate and the achievable
secrecy rate versus the size of computing tasks, where the
number of MDs is 1, the offloading distance is 20 m, the
leaking distance is 20 m, and the duration of blocks is 10 ms.
It is observed that the offloading rate keeps lower than the
achievable secrecy rate with the increase of the size of com-
puting tasks. It is indicated that the computation offloading of
each MD strictly adheres to the secure offloading constraint
proposed in this paper. In particular, the gap between the
offloading rate and the achievable secrecy rate decreases with
the increase of the size of computing tasks. The reason is
10
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Fig. 8. Offloading rate and achievable secrecy rate versus the size of
computing tasks


































Fig. 9. The convergence of the proposed DCA scheme
that MDs tend to offload more computing tasks to the AP to
reduce the energy consumption as the size of computing tasks
increases, a higher offloading rate is needed to meet the delay
constraints.
Figure 9 shows the convergence performance of the pro-
posed DCA scheme for different numbers of MDs. It can be
seen from Fig. 9 that irrespective of the number of MDs,
the average energy consumption decreases very quickly and
converges within 3 iterations. It is indicated that the proposed
DCA scheme will obtain fairly good solutions within a very
short computation time in practical systems.
VI. CONCLUSIONS
This paper has analyzed the resource allocation problem
with physical layer security in MEC systems. Based on the
MEC system model for secure offloading, we established the
energy consumption model for local computing, offloading,
and MEC. To minimize the system energy consumption, two
schemes were proposed in this paper to optimize jointly the
allocation of local computing tasks, local CPU frequency,
offloading power, and offloading timeslots, while ensuring
the computing tasks being completed successfully and the
secure offloading constraints being met. The simulation results
have verified the effectiveness of the proposed schemes.
Specifically, when the leaking distance exceeds a certain
distance, the existence of the eavesdropper has almost no
impact on task offloading, and the energy consumption of the
computing tasks is almost stable. Therefore, a safe area and
long leaking distance can reduce the power consumption for
secure offloading.
APPENDIX
A. Difference of Convex Algorithm




f0 (x)− g0 (x) (45)
s.t. fi (x)− gi (x) ≤ 0, i = 1, ...,m, (46)
where fi (x) and gi (x) (i = 0, ...,m) are convex functions.
The concave convex procedure (CCCP) from the optimiza-
tion literature can be employed to convexify the problem
(45), which approximates the concave function (−gi (x))
with its first order Taylor expansion around a feasible point




f0 (x)−g0 (xn)−∇g0(xn)T (x−xn) (47)
s.t. fi (x)−gi (xn)−∇gi(xn)T (x−xn)≤0, i=1, ...,m. (48)
Since the problem (45) has been transformed into a convex
optimization problem (47), it can now be solved by the stan-
dard convex optimization technique. Let xn+1 represent the
solution of the optimization problem (47), the solution will be
further improved by convexifing (45) on the new point xn+1
similar to the procedure performed on xn. This sequential
programming process continues for several iterations.
Lemma 3: All feasible points of the optimization problem
(47) are feasible points of the optimization problem (45).
Proof: Let gˆi (x;xn) denote the first-order Taylor ex-
pansion of gi (x) around xn. Since the first-order Taylor
expansion is a global overestimator, we can obtain
fi (x)−gˆi (x;xn) ≤ fi (x)−gi (x) ≤ 0, (i = 1, ...,m) , (49)
which indicates that the feasible points, which satisfy all
constraints in (48), also satisfy all constraints in (46).
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B. Proof of Lemma 2
Let xn+1 denote the optimal solution of (47) at the (n+ 1)-
th iteration, gi (x) is replaced with its first-order Taylor
expansion gˆi (x;xn) to form the (n+ 1)-th problem. Three
properties of DCA method are provided in the follow com-
bined with Lemma 3.
1) The inequality (49) in Lemma 3 holds for arbitrary x
and xn;






3) The gradient of gˆi (x;xn) is given by









= ∇gi (xn)+∇ (x−xn) . (51)
Then, the gradient of gˆi (x;xn) when x takes xn can
be given as
∇gˆi (xn;xn)=∇gi (xn)+∇ (xn−xn)=∇gi (xn) .
(52)
Since (49), (50) and (52) are sufficient conditions for the
convergence to a KKT point [49], the DCA method will
converge to a KKT point.
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