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Abstract
We propose a novel approach to jointly perform 3D
shape retrieval and pose estimation from monocular im-
ages. In order to make the method robust to real-world
image variations, e.g. complex textures and backgrounds,
we learn an embedding space from 3D data that only in-
cludes the relevant information, namely the shape and pose.
Our approach explicitly disentangles a shape vector and a
pose vector, which alleviates both pose bias for 3D shape
retrieval and categorical bias for pose estimation. We then
train a CNN to map the images to this embedding space, and
then retrieve the closest 3D shape from the database and es-
timate the 6D pose of the object. Our method achieves 10.3
median error for pose estimation and 0.592 top-1-accuracy
for category agnostic 3D object retrieval on the Pascal3D+
dataset, outperforming the previous state-of-the-art meth-
ods on both tasks.
1. Introduction
The tasks of estimating 3D shape and pose from monoc-
ular images (see Figure. 1) are highly correlated and under-
constrained. Solving these two problems jointly is an im-
portant research direction, which has a broad range of appli-
cations in many areas such as augmented reality, 3D scene
understanding and robotics. For the 3D shape retrieval task,
an essential problem is how to deal with the pose variance
of an object. To this end, many of the existing methods learn
a pose-invariant embedding, using multi-view rendered im-
ages of CAD models in different poses [1, 2, 13, 10]. How-
ever, there is a significant gap between rendered images
and real images due to distracting factors such as varying
lighting conditions, camera response functions and back-
grounds. Moreover, one has to render a large number of
images from CAD models with different textures and poses
Figure 1. Given a single RGB image of an object, our method re-
trieves its closest 3D shape from a database and estimates its 6D
pose.
in order to cover the appearance variation. However, sim-
ulating all possible variations graphically is prohibitive and
still generalizes poorly when applied to natural images.
In order to alleviate this problem, [10] proposes 1) to
render depth images instead of RGB images to circumvent
the real vs. synthetic domain gap due to texture, lighting
and background, and 2) to first estimate the pose of the ob-
ject and only render the 3D models in the estimated pose,
which significantly reduces the rendering cost during test-
ing. However, they still have to render the 3D models in
densely sampled poses for training, and more importantly,
errors in the pose estimation lead to failures in 3D shape
retrieval.
In this paper, we propose a novel approach to joint 3D
shape retrieval and pose estimation based on learning a dis-
entangled shape and pose embedding. Our method consists
of two stages: In the first stage, we train a CNN to learn
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an embedding space from 3D data, which only encodes the
relevant scene independent information, namely shape and
pose, and therefore is free of environment dependent fac-
tors. Comparing to learning from images, this allows us
to eliminate the distracting factors such as texture, lighting
and background, because they do not exist in the 3D data.
Furthermore, we explicitly disentangle the shape and pose
embedding. To this end, we train the network with 3D vol-
umes of occupancy grids of the objects in different poses
and map them to a pair of embedding vectors, i.e. a shape
vector and a pose vector. In the second stage, we train an-
other CNN to map the 2D image to the embedding vectors,
which allows us to retrieve the 3D shape and estimate its 3D
pose simultaneously from the image.
Benefiting from the disentanglement of shape and pose,
the learned shape embedding is invariant to the pose and
the pose embedding is invariant to the shape. The disen-
tanglement alleviates both the categorical bias for pose es-
timation and pose bias for shape retrieval. On the one hand,
our shape retrieval does not rely on the pose estimation and
outperforms the existing methods by a large margin. On
the other hand, we achieve state-of-the-art pose estimation
performance using just a single category-agnostic network,
which is in contrast to many existing methods that utilize
one sub-network per category to exploit category dependent
pose distributions. Furthermore, our approach does not rely
on generating multi-view rendered images with pose varia-
tions, which is difficult in practice. Instead, our volumetric
training samples in different poses are generated efficiently
in an online manner.
In summary, our contributions are as follow:
• We propose to learn the disentangling of the shape and
the pose embedding spaces, which allows us to remove
categorical bias in both pose and shape representation
and therefore improves the performance of both tasks.
• We propose a new pose estimation method that extends
the 6D-rotation-representation-based method of [35]
to the hybrid classification-regression strategy.
• We show that our proposed approach outperforms the
state-of-the-art methods on the Pascal3D+ dataset [32]
on both 3D shape retrieval and pose estimation tasks.
2. Related work
There is a rich literature on image based object retrieval
and pose estimation. We will limit the discussion in this sec-
tion to the topics that are most related to our work: image-
based 3D shape retrieval, 3D pose estimation and joint rep-
resentation learning.
Image-based 3D Shape Retrieval. Methods for 3D shape
retrieval rely on synthesized images of 3D models to per-
form matching between images and 3D models [1, 2, 13,
10]. However, it is challenging to perform direct compar-
ison between CNN features of rendered images and real
images due to the domain gap. To circumvent the prob-
lem arising from the use of rendered images, many have
attempted to use the intrinsic representation of 3D models
directly instead of rendered images to represent 3D mod-
els. Li et al. [17] mapped image features to light field de-
scriptors computed from 3D models. Tasse et al. [28] used
the word2vec [8] as an embedding space and map differ-
ent input modalities such as 3D model, image and sketch
drawing to the same space. Girdhar et al. [7] used voxel re-
construction as embedding space but did not consider pose
variations.
Our proposed method has several advantages over exist-
ing works. We consider fine-grained instance level retrieval,
unlike [17, 28], where they only consider category-level re-
trieval. Grabner et al. [10] need to render 3D model in es-
timated viewpoint and search among multiple models, as
they does not explicitly decouple pose in their representa-
tion. This leads to failure in 3D shape retrieval when pose
estimation fails. In our method, our shape embedding is
invariant to input’s pose and vice versa. This allows us
to simply match against shape embeddings from any view-
points, without having to take into consideration variations
in shape embedding due to viewpoint differences. Unlike
[17, 7], where only the shape is encoded in the embedding,
our disentangled embeddings encode both shape and pose.
3D Pose Estimation. There are two main categories of ap-
proaches to 3D pose estimation. The first category is based
on keypoints detection. These approaches assume that the
3D model of the object is available and predict 2D key-
points with known correspondences on the 3D model. Then
a perspective-n-point problem (PnP) is solved to find the
transformation parameters, which minimizes the distance
from 2D projection of 3D points to detected 2D keypoints
[14, 15, 36].
This technique is commonly used on the specific object
classes with limited variations across object instances, for
example, on faces. To make this technique applicable to
general objects, the objects are typically approximated by
their 3D bounding boxes and the 8 or 9 points of the enclos-
ing cubes are predicted [23, 10]. However, it it necessary
to be provided ground truth 3D dimensions [23] or to learn
to predict the 3D dimension of the box in addition to the
keypoints [10]. In our approach, we directly output a rota-
tion matrix and requires no additional information, which is
more scalable across more object categories.
The second category of approaches directly predict the
transformation parameters. Su et al. [29] represent rotations
as bins in Euler angles and formulate pose estimation as a
classification problem. However, the quantization of angles
introduces inaccuracy, even though the classification pre-
dictions are accurate. Su et al. [27] address the problem us-
ing a geometry aware soft weighted classification scheme.
Mahendran et al. [18] attempt to improve on it by treating
it as a regression problem, which is a more natural formu-
lation of the task. They represent rotations in axis-angle or
quaternion space and use geodesic distance as an alternative
to L2 distance. However, their method cannot outperform
the classification approach in [27].
Recently, hybrid approaches based on classification fol-
lowed by residual regression [24, 11, 25] have become pop-
ular for a variety of different tasks. Such approaches have
been applied to pose estimation to achieve state-of-the-art
performance on Pascal3D+ dataset [19, 16]. We adopt this
hybrid strategy in our framework for pose estimation. Com-
paring to existing methods, our approach achieves addi-
tional robustness afforded by the guidance from the “pure”
information learned from 3D data, which is free from dis-
tracting factors in the images.
Joint Representation Learning. The idea of using a com-
mon and meaningful embedding space has a rich history. A
typical use is to construct joint image-to-text embeddings
[9, 6], where images and text can be compared directly, fa-
cilitating text to image retrieval or vice versa. Following the
same idea, common embedding space for shape was pro-
posed in [28], where multiple modalities (3D mesh, image,
text etc.) are embedded using the word2vec semantic space.
Different input modalities for embeddings have been inves-
tigated such as shapes and text [3], shapes and images [30],
and sketches and 3D shapes [4]. Majority of the existing
works are concerned with cross modal retrieval and did not
consider such embedding spaces to be an effective proxy
for improving task specific performance. In our proposed
method, we learn a task specific embedding space shared by
images and 3D shapes, which encodes the shape and pose
information in a disentangled way. Our experiments show
that such a disentangled embedding space is effective for
improving the performance of both tasks.
3. Method
As shown in Figure 2, our method consists of two stages.
In the first stage, we train a CNN (referred as embedding
network) to learn a disentangled embedding space for shape
and pose. In the second stage, we train another CNN (re-
ferred as regression network) to map a monocular 2D im-
age to the embedding vector, which allows us to retrieve the
3D shape and estimate the 3D pose simultaneously from the
images.
3.1. Learning the Embedding from 3D Data (Stage I)
Voxel-based Learning of Embeddings. Our disentangled
shape and pose embedding is illustrated in Figure 2 Stage
I. We use the 3D volumetric occupancy grid, which is a
natural representation for 3D objects, as the input, and learn
a pure shape and pose embedding from it. The input 3D
Figure 2. Our method consists of two stages: First, we learn
disentangled embedding space from 3D data, which is free of dis-
tracting factors. Then, we train a CNN to map the 2D images to
the embedding vectors, which allows us to retrieve the 3D shape
and estimate the pose simultaneously for the images.
volumetric occupancy grid is generated with the binvox [21]
tool using the CAD models of the objects. The resolution of
the input volume is 32×32×32. We map the input volume
to the concatenated embedding vectors of shape and pose
using an architecture similar to VoxNet [20], which consists
of two 3D convolution layers and one fully connected layer.
Shape Embedding. For training the shape embedding, we
impose a cross entropy loss for shape classification. Note
that the cross entropy loss can be replaced with a pair-wise
distance metric such as triplet ranking loss [26], when deal-
ing with a dataset that consists of a large amount of objects,
e.g. the ObjectNet3D dataset [31]. In our experiments,
we use the Pascal3D+ dataset [32] that contains 79 objects,
where the cross entropy loss is more efficient for training.
Pose Embedding. In order to learn the pose embedding, we
apply random rotations on the 3D volumes during training.
Note that the translation is not encoded in the pose embed-
ding, since we observe that the translation is dependent on
the image cropping. Therefore, we regress the translation
from the input image directly in the second stage.
Pose Estimation. We formulate pose estimation task as hy-
brid classification-regression problem, which is also called
bin and delta technique in the literature [16, 19]. We first
solve the classification problem by predicting a coarsely
discretized rotation bin, followed by a fine-grained regres-
sion step which predicts a continuous delta rotation within
the bin. The predicted rotation R is obtained via the equa-
tion
R = RˆTRd, (1)
where Rˆ is predicted discrete rotation bin obtained from
classification and Rd is the regressed delta rotation. The
set of rotation bins {Ri}i=1,...,N is obtained by discretizing
SO(3) into n equal bins using the method and software pro-
vided by [33]. We then minimize the binary cross entropy
loss.
Lbin r(x, y) = 1
N
N∑
i
yi log(xi)+(1−yi) log(1−xi) (2)
Where x and y are probability of the predicted rotation bin
and the ground truth respectively. N is the number of rota-
tion bins. We use a soft labeling scheme for y where
yi =

1 if GD(Ri, Rgt) = 0
α if GD(Ri, Rgt) < β
0
(3)
GD(R1, R2) is the geodesic distance which can be com-
puted as:
GD(R1, R2) = cos
−1
(
tr(R1R
T
2 )− 1
2
)
(4)
Our delta rotations are formulated as 6-dimensional rep-
resentation, which avoids the continuity problems present
in other rotation representations such as Euler angles, axis-
angles or quaternions, as shown by [35]. Specifically, we
predict a 6-dimensional representation {a1, a2} ∈ R3×2
which is transformed into an orthogonal rotation matrix R
by the following procedure:
f
 a1 a2
 =
 b1 b2 b3
 (5)
bi =


N(a1) if i=1
N(a2 − (b1 · a2)b1) if i=2
b1 × b2 if i=3
 (6)
N(a) =
a
‖a‖ (7)
Delta rotations are learnt by minimizing the geodesic
distance of all the bins activated by Eq. 3 and their cor-
responding rotations, written as:
Ldelta r = 1
N
N∑
i
GD(Rˆdi, Rdi) (8)
We note that this soft labelling scheme is reminiscent of the
geometric structure aware loss function introduced by [27],
which applies the soft labels on Euler angles. However, ours
is more geometrically meaningful due to the uniform quan-
tization of the rotation group and the use of geodesic dis-
tance as a metric to measure closeness of rotations.
3.2. 3D Shape Retrieval and Pose Estimation from
Images (Stage II)
In the second stage of our method, we retrieve the 3D
shape and estimate the 6D pose of the object. As shown in
Figure 2 Stage II, we train a ResNet [12] to map the im-
age to the ground truth embedding vectors with the L1 loss,
Lembed . The ground truth embedding vectors are obtained
by applying the embedding network on the 3D volume of
the ground truth shape in the ground truth rotation. In addi-
tion, similarly to the embedding network, the regression net-
work contains a sub-network for shape classification trained
with a cross-entropy loss, Lcls and another sub-network for
the rotation regression trained with an bin and delta loss
similar to Eq. 2 and 8.
The absolute 3D translation of the object cannot be ob-
tained without knowing the camera intrinsic parameters, the
image cropping and the dimension of the object. However,
in order to be able to overlay the object onto the image, we
estimate the up-to-scale 3D translation with respect to the
image cropped with the object bounding box, assuming a
common camera model and normalized 3D shape. Regres-
sion of the 3D translation is performed similarly as the ro-
tation regression with a sub-network trained using bin and
delta loss. To this end, the translation bins are obtained by
dividing the Euclidean space into equal cubes centered at
tbin. During training, we normalize the residual translation
tdelta using the dimension of the corresponding bin cube to
constrain it within range [0, 1]. We use cross entropy loss for
the bin classification, Lbin t and Huber loss for regressing
the translation residual within the bin, Ldelta t The overall
loss function for training the regression network is thus:
L = Lembed + Lcls + Lbin r + Ldelta r + Lbin t + Ldelta t (9)
During testing, we only feed a single image into the re-
gression network and find the bin with the highest score and
apply the corresponding deltas to obtain 6-DOF pose esti-
mation prediction. For retrieval, we obtain the shape label
by finding the closest 3D model embedding via L2 distance.
iˆ = argmin
i
‖f(xi)− x‖, (10)
where f(xi) is the 3D shape embedding in canonical pose
obtained from the embedding network and x is the image-
based shape embedding from the regression network. Note
that we can choose to obtain f(xi) under any pose as our
shape embeddings are disentangled from pose.
3.3. Implementation Details
For training the embedding network in Stage I, we use
a similar architecture as VoxNet [20]. The dimensional-
ity of the embedding vectors for both shape and pose is
512. For our regression network in Stage II, we use the
ResNet50 [12] pre-trained on ImageNet [5] as the back-
bone network. Our networks are trained with Adam opti-
mizer with a learning rate of 10−4. We train the embedding
network for 100 epochs and we generate 10,000 samples
during each epoch. Our regression network is also trained
for 100 epochs, where each epoch constitutes all the train-
ing examples in the dataset. We also apply small jittering of
5% of the object’s dimension and blurring with a probabil-
ity of 20%. For training the regression network, the range
of the translation vector is restricted to x ∈ [−0.25, 1.5],
y ∈ [−0.25, 1.5] and z ∈ [0.5, 10.0], which is determined
by the translation range in the training data. More detailed
information including network architecture can be found in
our supplementary material.
Dataset. We used the Pascal3D+ [32] dataset for our
training data. In this dataset, there are 13,898 object in-
stances that appear in 8,505 images from PASCAL VOC
images. Additionally, 22,394 images from ImageNet are
annotated. For every object instances, pose of the 3D ob-
ject which aligned with the images are annotated in Euler
angles along with ground truth bounding boxes and most
similar 3D CAD models. There are 12 general categories
and 79 unique CAD models.
4. Experiments
To evaluate the effectiveness of our approach, we con-
duct experiments on the benchmark dataset Pascal3D+ [32].
We first provide the qualitative results and quantitative com-
parisons with the state-of-the-art methods for both 3D shape
retrieval and pose estimation tasks. Then, we evaluate the
importance of each main component of our approach. Fi-
nally, we perform an error analysis to discuss the failure
cases.
4.1. Comparison to the State-of-the-Art
Following many existing methods [10, 27, 29], we use
the images cropped with the ground truth object bounding
boxes as input to our method. To evaluate our method qual-
itatively, we render the retrieved 3D CAD model in the es-
timated pose. These qualitative results with comparison to
the ground truth are shown in Figure. 3, where one example
is shown for each category. In the following, we provide
the quantitative comparisons on 3D pose estimation and 3D
shape retrieval tasks.
3D Pose Estimation. For 3D pose estimation task, We pro-
vide a quantitative comparison against the existing methods
on two metrics MedErr and Accpi6 . MedErr is a robust mea-
sure of pose prediction accuracy by considering the median
of pose errors on all instances quantified as the geodesic dis-
tance between ground truth rotation and the predicted rota-
tion. Geodesic distance between two rotations is given by
Eq. 4. Accpi6 is the percentage of the instances, for which
the pose errors are smaller than 30◦. Following the standard
evaluation protocol, we exclude truncated and occluded ob-
jects from the test dataset.
Our results are shown in Table. 1. Note that all the
compared methods except for [10, 34] are category-specific.
Their pose prediction network is composed of a collection
of networks tailored for each category. For Pascal3D+,
there will be 12 pose prediction networks for each 12 cat-
egory. The reason for this is to exploit the biases in view
point angle in the training data for a specific category. In
contrast, our pose estimation is category-agnostic by using
a single sub-network for all categories, which is more scal-
able to datasets with a large amount of object categories.
In addition, their reported numbers are achieved by using
ground truth category labels to select the specific pose net-
works, which is impractical in real world scenarios. There-
fore, for fair comparisons, we split Table. 1 to two groups.
We can see that, our approach significantly outperforms the
state-of-the-art method of [10] in the category-agnostic set-
ting. Our method even outperforms all the category-specific
methods in MedErr and has comparable performance with
[10] for Accpi6 metric, although we do not use any ground
truth labels. The current state-of-the-art on this dataset is
achieved by [19]. However, it is achieved by utilizing a
vast amount of rendered data provided by [27]. If we com-
pare under the same setting, our approach significantly out-
performs their method, achieving MedErr (10.3) and Accpi6
(0.8358), as compared to their MedErr (14.3) and Accpi6
(0.7506). In addition, our category-agnostic results are even
comparable to the category-specific results of [10], outper-
forming their MedErr (10.9) and almost equivalent Accpi6
(0.8392). This supports our argument that disentanglement
is effective in removing categorical biases.
3D Shape Retrieval. We evaluate 3D shape retrieval per-
formance of our approach using the Top-1-Acc metric and
compare against [10], which reported the state-of-the-art 3D
shape retrieval results on Pascal3D+ dataset. This task is
challenging because some models in Pascal3D+ are quite
similar to each other. The results for 3D shape retrieval are
given in Table 2. Our approach achieved a mean Top-1-Acc
of 0.592, which outperforms the state-of-the-art method
of [10] (0.460) by a large margin. A disadvantage of their
method is that its retrieval performance depends on not only
the retrieval method, but also the pose estimation, since
their retrieval is based on depth images rendered with the
estimated pose. Therefore, an error in pose estimation will
drastically exaggerate the errors in shape retrieval. In con-
trast, our approach explicitly disentangles the shape and
Table 1. Pose estimation comparison on Pascal3D+. Best results are highlighted in bold separately for category-specific and category-
agnostic settings. * indicates the method is trained using additional rendered data from ShapeNet. [34] has provided an incorrect mean for
Accpi
6
and MedErr in their work. We provide their corrected results by averaging the Accpi
6
and MedErr across 12 categories.
category-specific
aero bike boat bottle bus car chair dtable mbike sofa train tv Mean
↓MedErr ([29]) 13.8 17.7 21.3 12.9 5.8 9.1 14.8 15.2 14.7 13.7 8.7 15.4 13.6
↓MedErr ([22]) 13.6 12.5 22.8 8.3 3.1 5.8 11.9 12.5 12.3 12.8 6.3 11.9 11.1
↓MedErr ([27]) * 15.4 14.8 25.6 9.3 3.6 6.0 9.7 10.8 16.7 9.5 6.1 12.6 11.7
↓MedErr ([10]) 10.0 15.6 19.1 8.6 3.3 5.1 13.7 11.8 12.2 13.5 6.7 11.0 10.9
↓MedErr ([19]) 12.2 21.9 27.0 8.9 2.8 5.3 14.6 25.3 17.5 16.7 6.1 13.4 14.3
↓MedErr ([19])* 8.5 14.8 20.5 7.0 3.1 5.1 9.3 11.3 14.2 10.2 5.6 11.7 10.1
↑Accpi6 ([29]) 0.81 0.77 0.59 0.93 0.98 0.89 0.80 0.62 0.88 0.82 0.80 0.80 0.8075↑Accpi6 ([22]) 0.78 0.83 0.57 0.93 0.94 0.90 0.80 0.68 0.86 0.82 0.82 0.85 0.8103↑Accpi6 ([27]) * 0.74 0.83 0.52 0.91 0.91 0.88 0.86 0.73 0.78 0.90 0.86 0.92 0.8200↑Accpi6 ([10]) 0.83 0.82 0.64 0.95 0.97 0.94 0.80 0.71 0.88 0.87 0.80 0.86 0.8392↑Accpi6 ([19]) 0.77 0.63 0.54 0.94 0.97 0.90 0.76 0.54 0.71 0.66 0.79 0.80 0.7506↑Accpi6 ([19])* 0.87 0.81 0.64 0.96 0.97 0.95 0.92 0.67 0.85 0.97 0.82 0.88 0.8588
category-agnostic
aero bike boat bottle bus car chair dtable mbike sofa train tv Mean
↓MedErr ([10]) 10.9 12.2 23.4 9.3 3.4 5.2 15.9 16.2 12.2 11.6 6.3 11.2 11.5
↓MedErr ([34]) 10.1 14.5 30.0 9.1 3.1 6.5 11.0 23.7 14.1 11.1 7.4 13.0 12.8
↓MedErr (Ours) 10.0 13.8 21.1 7.5 2.8 4.8 11.4 10.5 12.9 9.9 5.4 13.2 10.3
↑Accpi6 ([10]) 0.80 0.82 0.57 0.90 0.97 0.94 0.72 0.67 0.90 0.80 0.82 0.85 0.8133↑Accpi6 ([34]) 0.82 0.86 0.50 0.92 0.97 0.92 0.79 0.62 0.88 0.92 0.77 0.83 0.8167↑Accpi6 (Ours) 0.82 0.84 0.58 0.93 0.97 0.91 0.79 0.76 0.86 0.90 0.83 0.83 0.8358
Table 2. 3D model retrieval accuracy using ground truth detections on Pascal3D+ in terms of Top-1-Acc.
Method aero bike boat bottle bus car chair table mbike sofa train tv mean
[10] 0.48 0.31 0.60 0.41 0.78 0.41 0.29 0.19 0.43 0.36 0.65 0.61 0.460
Ours w/o embedding 0.66 0.50 0.76 0.51 0.72 0.51 0.37 0.52 0.63 0.33 0.50 0.66 0.557
Ours w/o disentangling 0.70 0.55 0.75 0.54 0.73 0.54 0.32 0.52 0.62 0.51 0.54 0.59 0.576
Ours 0.64 0.55 0.77 0.57 0.75 0.51 0.39 0.67 0.63 0.38 0.53 0.72 0.592
pose embedding, and thus each embedding representation
is invariant to the other. Note that our accuracy is even
higher than the highest accuracy reported in [10] (0.4967),
which is achieved by using the ground truth poses, and thus
can be considered to be the theoretical upper bound of their
method.
4.2. Ablation Study
In order to evaluate the importance of the disentan-
gled embedding learning, we conduct experiments with two
baseline methods: 1) Ours w/o embedding, where we only
train the regression network purely on image input in a sin-
gle stage pipeline. 2) Ours w/o disentangling, where in-
stead of having two separate embedding vectors of dimen-
sion 512 for both pose and shape, we use a single embed-
ding vector of dimension 1024. The results of the exper-
iments are presented in Table. 2 and Table. 3. In the fol-
lowing, we discuss the results of these experiments for both
shape retrieval and pose estimation tasks.
4.2.1 3D Shape Retrieval
From Table. 2, comparing Ours w/o embedding against
Ours w/o disentangling, we can observe two stages of im-
provement. First is the benefit of using 3D information
free from distracting image-dependant factors in the setting
Ours w/o disentangling. This results in 0.02 improvement.
Second, our disentangled approach further enhances perfor-
mance by another 0.02 by removing pose information from
the shape embedding. This indicates that the pose variation
is also distracting for the 3D shape retrieval, which has to
be removed for improved performance.
4.2.2 3D Pose Estimation
Improvement by Disentangled Embedding. From Ta-
ble. 3, we can see that our disentangled embedding learning
is able to significantly improve on the baseline for the pose
estimation task (Ours w/o embedding 32 bins vs. Ours).
When comparing Ours w/o embedding against Ours w/o
disentangling, we can see that the pose estimation perfor-
mance degrades significantly if we use a common embed-
ding for shape and pose to guide our regression network.
Our interpretation of this is as follows: The random poses
applied on the 3D data is sampled from a uniform distribu-
tion. However, the pose distribution for specific category is
highly biased. Therefore, if we do not disentangle the pose
and shape to make the pose invariant to the categories, the
distribution of our 3D training data does not resemble the
distribution of the image data. In contrast, the distribution
of the category-independent pose embedding is closer to a
uniform distribution.
Number of Rotation Bins. We also study the effect of dif-
ferent numbers of rotation bins on the pose estimation task
and present results in Table. 3. The experiments are run for
100 epochs and the best result is reported. Using one bin
is equivalent to direct regression and our result is compara-
ble to the results presented in [18], which also performs di-
rect regression. However, we note that direct regression can
achieve similar performance if run for a sufficiently long
period of time. Our experiments show that direct regression
may need as much as around 500 epochs to reach similar
performance in Accpi6 to 32 bins configuration. However,
in terms of MedErr metric, it is always consistently lower
by about 1◦. We conclude that the bin and delta technique
helps in two aspect. First, classification results in a stronger
supervisory signal allowing for faster convergence. Second,
delta regression is helpful in achieving more precise predic-
tion due to the smaller range each delta sub-network has
to cover. 32 bins setting corresponds to approximately 57◦
geodesic distance between the nearest rotation for any ro-
tation bin. Although 72 bins setting is slightly better, we
did not use it as it performs similarly to the 32 bins setting
and 32 bins require less memory and time for training. The
degradation which occurs at 576 bins can be understood as
an over-fitting problem. As the number of delta networks
increases, the amount of training samples seen by each net-
work drastically decreases.
Alternate Representation of Rotations. We have per-
formed evaluation of multiple rotation representations, such
as axis-angles, quaternions and direct regression to rotation
matrices.The interested reader can refer to the supplemen-
tary material for the experiments.
Visualization of Disentangled Embeddings. We also pro-
vide visualizations of both our shape and pose embeddings
in the supplmentary material, where one can clearly observe
the meaningful embeddings learnt for both and shape.
4.3. Error Analysis
We now provide a detailed analysis of our failure cases.
Both shape retrieval and pose estimation failure cases share
some of the common causes: 1) blurry or small object in-
stances, 2) ambiguity of the ground truth label and 3) trun-
Table 3. Ablation study on pose estimation performance.
Method ↓MedErr ↑Accpi6
Grabner et. al.[10] 11.5 0.8133
Ours w/o embedding (1 bin) 14.1 0.7787
Ours w/o embedding (8 bins) 12.5 0.8043
Ours w/o embedding (32 bins) 11.0 0.8130
Ours w/o embedding (72 bins) 11.0 0.8104
Ours w/o embedding (576 bins) 12.8 0.7246
Ours w/o disentangling (32 bins) 12.1 0.7951
Ours (32 bins) 10.3 0.8358
Table 4. Error analysis based on object characteristics.
Retrieval
Setting Top-1-Acc
Default 0.592
Small Objects 0.533
Large Objects 0.611
Occluded Objects 0.498
Truncated Objects 0.464
Pose
Setting ↓MedErr ↑Accpi6
Default 10.26 0.8358
Small Objects 13.17 0.7428
Large Objects 9.70 0.8583
Occluded Objects 18.61 0.6521
Truncated Objects 21.23 0.6119
cated or occluded objects. We provide an analysis of our
failure modes in terms of object characteristics in Table.
4. We define ’Large Objects’ to be the top one third of in-
stances sorted by bounding box size and ’Small Objects’ to
be the bottom one third. We also show the results for trun-
cated and occluded objects for pose estimation task even
though they are excluded from evaluation shown in Table.
1. We can see that both 3D shape retrieval and pose estima-
tion has similar levels of degradation across different object
characteristics and truncated objects present the most diffi-
culty for both tasks.
Category specific failure modes are significantly differ-
ent for shape retrieval and pose estimation. For retrieval, we
obtain the lowest accuracy on chairs and sofas. We attribute
this mainly to large intra-class variation among object in-
stances in the images and the fact that one can not find the
exact or sufficiently similar 3D objects from the database.
We also note that there are several ambiguities in the anno-
tation. An example can be seen in Figure. 5 (2nd row right)
where it can be difficult to determine if the ground truth bus
model is closer to the image or our retrieved model.
For pose estimation, the boat score is significantly lower
than other categories. There are large intra-class differences
for the boat category. There is also significant ambiguity in
many instances of boats where it is unclear which part of
Figure 3. Qualitative results for the pose estimation and 3d model retrieval on Pascal3D+ dataset. We show example results for all 12
categories. For each instance, the first column is the original image, the second column is image rendered using ground truth pose and
model and the last column is rendered our predicted pose and model.
Figure 4. Example failure cases for the pose estimation task. We
render the figures using predicted pose and 3D shape. Therefore,
it maybe possible that both pose and retrieval are wrong in the ex-
amples. However, all the examples here have incorrect pose. Un-
like the evaluation where we exclude both truncated and occluded
samples, we included them in this visualization.
the boat is front and back. In such cases, we typically fail
by confusing front and back. Although we have observed
this phenomenon across all object categories (See Figure.
4 second row left), this problem is particularly frequent for
the boat category where more than 40% of the errors are
greater than 140◦, which can be interpreted as almost 180◦
flip along the axis of gravity. Other causes of error are sim-
ilar to retrieval, where blurry images and ambiguity in an-
notation lead to errors. Failure cases for pose estimation are
shown in Figure. 4.
Figure 5. Example failure cases for the 3D model retrieval task.
Similar to Figure. 4, we render the figures using predicted pose
and 3D shape. All the examples in this figure have incorrect shape.
5. Conclusion
Joint 3D shape retrieval and pose estimation from
monocular images is an important and challenging task that
has a wide range of applications in robotics and augmented
reality applications. To factor out the distracting factors in
the images, we learn an embedding space explicitly disen-
tangled for shape and pose from pure 3D data, which is
free from distracting factors in the images. Our disentan-
gled representation allows us to learn separated and more
complete manifolds for pose and shape, which improves
the generalization performance of our method on images of
objects under unseen poses. Our proposed method outper-
forms the previous state-of-the-art methods on both shape
retrieval and pose estimation tasks on the challenging Pas-
cal3D+ dataset. As our future work, we wish to explore al-
ternate the representation of 3D models for better discrim-
inativity. We are also motivated to explore further in the
same direction where we map real world images to useful
and task specific representation spaces.
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