Entwicklung robuster Quantengatter auf infrarot-aktiven Qubits in MnBr(CO)5 by Schneider, Brigitte
Dissertation zur Erlangung des Doktorgrades der Fakultät für Chemie









Diese Dissertation wurde im Sinne von 13 Abs. 3 bzw. 4 der Promotionsord-
nung vom 29. Januar 1998 von Frau Prof. Dr. R. de Vivie-Riedle betreut.
Ehrenwörtliche Versicherung
Diese Dissertation wurde selbständig, ohne unerlaubte Hilfe erarbeitet.
München, am 22.Oktober 2007
1. Gutachterin Prof. Dr. R. de Vivie-Riedle
2. Gutachter Prof. Dr. S. Glaser
Dissertation eingereicht am 22.Oktober 2007
Mündliche Prüfung am 20.Dezember 2007
Kurzfassung
Die vorliegende Arbeit behandelt die experimentell umsetzbare Implemen-
tierung von Molekularem Quantencomputing, wie es in der Arbeitsgruppe
um R. deVivie-Riedle entwickelt wurde. Dieses Konzept beruht auf Laser-
vermittelter Kontrolle intramolekularer Schwingungsdynamik. So fungieren aus-
gewählte Normalmoden eines polyatomaren Moleküls als Quanteninformations-
einheiten (Qubits), wobei die Information in den Schwingungseigenzuständen
kodiert wird. Diese lässt sich durch kurze geformte infrarote Lichtpulse, die als
logische Gatter operieren, kontrolliert manipulieren.
Für die Prozessoreinheit wird Mangan-pentacarbonyl-bromid (MnBr(CO)5)
gewählt und ein Zwei-Qubit-System mit den beiden stärksten IR-aktiven CO-
Streckschwingungen (2000 cm−1 bzw. 2050 cm−1) deﬁniert. In den quantenme-
chanischen Untersuchungen wird das System durch seine Schwingungseigenfunk-
tionen repräsentiert. Das zugrunde liegende Modell ergibt sich durch sorgfältige
Anpassung an neueste spektroskopische Daten des MnBr(CO)5. Ein dafür im
Rahmen dieser Arbeit entwickeltes komplexes Optimierungsverfahren ermög-
licht die eﬃziente Konstruktion des Modells.
Einen Schwerpunkt bildet die Berechnung und Untersuchung eines universel-
len Satzes globaler Quantengatter bestehend aus den Operationen NOT, CNOT,
Π und Hadamard. Diese werden mit einem multi-target-Optimal-Control-
Algorithmus optimiert, der die simultane Optimierung der relevanten Übergänge
des jeweiligen Gatters unter Berücksichtigung aller berechneten Eigenfunktio-
nen erlaubt. Schalteﬃzienz und Struktur des resultierenden Laserfelds hängen
dabei maßgeblich von der gewählten Pulsdauer ab. Durch die individuelle Wahl
einer günstigen Dauer (5 ps - 11 ps), die sich nach den spektroskopischen Anfor-
derungen der logischen Operationen richtet, ergeben sich erstmals für alle Gatter
hocheﬃziente und einfach strukturierte Pulse.
Besondere Beachtung ﬁndet in dieser Arbeit die Gewährleistung experimen-
teller Umsetzbarkeit des Molekularen Quantencomputings. Untersuchungen zur
Erzeugung der optimierten Pulse sind dabei von primärer Bedeutung. Pulszer-
legung und die Berechnung von Maskenfunktionen zeigen, dass sich sowohl indi-
rektes als auch direktes Pulsformen für die Generierung der Laserfelder eignen.
Gegen dabei entstehende Abweichungen von der optimalen Pulsstruktur sind die
Gatter robust. Um die Laser-Molekül-Wechselwirkung im Experiment zusätzlich
zu steigern, können die Prozessoreinheiten ﬁxiert und ausgerichtet werden. Dies
lässt sich durch Immobilisierung in der Kristallstruktur eines Zeoliths erreichen,
wie erste Rechnungen ergeben. Darüber hinaus wird die Relevanz potentieller
Störungen des Qubitsystems wie Dissipation und interner Schwingungsumver-
iii
teilung überprüft. Die Ergebnisse zeigen, dass das Qubitsystem einen nahezu
dekohärenzfreien Raum für die Informationsverarbeitung bietet.
Durch die sorgfältige Wahl einer geeigneten molekularen Spezies und die auf
das Qubitsystem individuell abgestimmten Pulsdauern ist es gelungen, Moleku-




Im Zusammenhang mit dieser Dissertation entstanden folgende Publikationen:
• B. M. R. Korﬀ, U. Troppmann, K. L. Kompa and R. de Vivie-Riedle:
MnBr(CO)5 as candidate for a molecular qubit system operated in the IR-
regime,
J. Chem. Phys. 123, 244509 (2005)
• C. Gollub, B. M. R. Korﬀ, K. L. Kompa and R. de Vivie-Riedle:
Chirp-driven vibrational distribution in transition metal carbonyl comple-
xes,
Phys. Chem. Chem. Phys. 9, 369-376 (2007)
• B. M. R. Schneider, C. Gollub, K. L. Kompa and R. de Vivie-Riedle:
Robustness of quantum gates operating on the high frequency modes of
MnBr(CO)5,





2 Theoretische Grundlagen 3
2.1 Quantenmechanik . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.1 Quantenchemie molekularer Systeme . . . . . . . . . . . 4
2.1.2 Quantendynamik und Schwingungsanregung im IR . . . 8
2.1.3 Berechnung von Schwingungseigenfunktionen . . . . . . . 12
2.1.4 Infrarote Lichtpulse und Optimal-Control-Theory (OCT) 13
2.2 Quantencomputing . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 Universeller Quantencomputer . . . . . . . . . . . . . . . 21
2.2.2 Molekulares Quantencomputing . . . . . . . . . . . . . . 24
3 MnBr(CO)5 als Qubitsystem 27
3.1 Wahl eines geeigneten Moleküls . . . . . . . . . . . . . . . . . . 27
3.2 Experimentelle Charakterisierung von MnBr(CO)5 . . . . . . . . 30
3.3 Deﬁnition des Zwei-Qubit-Systems . . . . . . . . . . . . . . . . 33
3.4 Quantenmechanische Beschreibung . . . . . . . . . . . . . . . . 35
3.4.1 Konstruktion der Potentialﬂäche . . . . . . . . . . . . . . 36
3.4.2 Modell I . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.3 Modell II . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4 Logische Operationen für das Qubitsystem 49
4.1 Betrachtung praktischer Aspekte der Durchführung von Optimie-
rungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Optimierte Gatterpulse . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.1 Universeller Satz für die E-Mode (Modell I) . . . . . . . . 52
4.2.2 Universeller Satz für die A1-Mode (Modell I) . . . . . . . 61
4.2.3 Zusammenfassender Vergleich der Quantengatter in Modell I 66
4.2.4 Gatterpulse für Modell II . . . . . . . . . . . . . . . . . . 71
4.3 Eﬀekte unterschiedlicher Systemparameter . . . . . . . . . . . . 76
4.4 Abschätzung günstiger Pulsdauern . . . . . . . . . . . . . . . . 79
vii
Inhaltsverzeichnis
5 Untersuchungen zur Realisierung von Quantencomputing mit
MnBr(CO)5 81
5.1 Realisierung der Gatterpulse . . . . . . . . . . . . . . . . . . . . 82
5.1.1 Indirektes Formen von Pulsen . . . . . . . . . . . . . . . 82
5.1.2 Direktes Formen von Pulsen . . . . . . . . . . . . . . . . 84
5.2 Diskussion potentieller Störungen des Qubitsystems . . . . . . . 90
5.2.1 Thermische Anregung der Qubitmoden . . . . . . . . . . 90
5.2.2 Kopplung mit thermisch angeregten Moden . . . . . . . 91
5.2.3 Unkontrollierter Populationstransfer (Dissipation und IVR) 94
5.2.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . 95
5.3 Immobilisierung des MnBr(CO)5 in einem Zeolith-Gitter . . . . 96
6 Zusammenfassung und Ausblick 101
A Logische Operationen 105
B Berechnung des Dampfdrucks von MnBr(CO)5 109
C Modiﬁkation von 1D-Potentialen 111
D Frequenzauﬂösung und Pulsdauer 113
E Gatterpulse für Modell II 117
E.1 Universeller Satz für die E-Mode . . . . . . . . . . . . . . . . . 117
E.1.1 NOTE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
E.1.2 CNOTE . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
E.1.3 ΠE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
E.1.4 Hadamard (HadE) . . . . . . . . . . . . . . . . . . . . . 124
E.2 Universeller Satz für die A1-Mode . . . . . . . . . . . . . . . . . 126
E.2.1 NOTA1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
E.2.2 CNOTA1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
E.2.3 ΠA1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
E.2.4 Hadamard (HadA1) . . . . . . . . . . . . . . . . . . . . . 131




3.1 Schwingungsfrequenzen in Modell I . . . . . . . . . . . . . . . . 43
3.2 Schwingungsfrequenzen in Modell II . . . . . . . . . . . . . . . . 47
4.1 Gatter für Modell I im Überblick . . . . . . . . . . . . . . . . . 69
4.2 Gatter für Modell II im Überblick . . . . . . . . . . . . . . . . . 71
5.1 Eﬃzienz des NOTE bei thermischer Anregung . . . . . . . . . . 93




2.1 Pseudopotential . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Puls mit Chirp . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Puls-Shaping . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Mn2(CO)10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 IR-Spektrum von Mn2(CO)10 . . . . . . . . . . . . . . . . . . . 30
3.3 MnBr(CO)5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 IR-Spektrum von MnBr(CO)5 . . . . . . . . . . . . . . . . . . . 32
3.5 Deﬁnition des Zwei-Qubit-Systems . . . . . . . . . . . . . . . . 33
3.6 Potential und Dipolmoment von MnBr(CO)5 . . . . . . . . . . . 34
3.7 Optimierung von Auslenkungskoordinaten I . . . . . . . . . . . . 38
3.8 Optimierung von Auslenkungskoordinaten II . . . . . . . . . . . 39
3.9 Transientes Spektrum von MnBr(CO)5 . . . . . . . . . . . . . . 44
3.10 Potential- und Dipolmomentﬂächen aus Modell II . . . . . . . . 46
4.1 3000 fs-Puls für das NOTE-Gatter . . . . . . . . . . . . . . . . . 54
4.2 5000 fs-Puls für das NOTE-Gatter . . . . . . . . . . . . . . . . . 55
4.3 5000 fs-Puls für das CNOTE-Gatter . . . . . . . . . . . . . . . . 57
4.4 5000 fs-Puls für das ΠE-Gatter . . . . . . . . . . . . . . . . . . . 58
4.5 8991 fs-Puls für das HadE-Gatter . . . . . . . . . . . . . . . . . 60
4.6 7000 fs-Puls für das NOTA1-Gatter . . . . . . . . . . . . . . . . 62
4.7 7000 fs-Puls für das CNOTA1-Gatter . . . . . . . . . . . . . . . 64
4.8 6000 fs-Puls für das ΠA1-Gatter . . . . . . . . . . . . . . . . . . 65
4.9 9000 fs-Puls für das HadA1-Gatter . . . . . . . . . . . . . . . . . 67
4.10 Leveldiagramm der Qubitmoden (Modell I) . . . . . . . . . . . . 70
4.11 Leveldiagramm der Qubitmoden (Modell II) . . . . . . . . . . . 73
4.12 Spektrum des CNOTA1-Gatters . . . . . . . . . . . . . . . . . . 75
5.1 Robustheit des CNOTE-Gatters . . . . . . . . . . . . . . . . . . 83
5.2 Maskenfunktionen für das CNOTE-Gatter . . . . . . . . . . . . 86
5.3 Maskenfunktionen für Gatter auf dem E-Qubit (Modell I) . . . . 88
5.4 Maskenfunktionen für Gatter auf dem A1-Qubit (Modell I) . . . 89
5.5 δ-Moden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
xi
Abbildungsverzeichnis
5.6 IR-Absorptionsspektrum des MFI . . . . . . . . . . . . . . . . . 97
5.7 Schematische Darstellung des MFI . . . . . . . . . . . . . . . . 98
5.8 Minimumspositionen des MnBr(CO)5 im MFI-Käﬁg . . . . . . . 99
B.1 Gasphasen-Spektrum von MnBr(CO)5 . . . . . . . . . . . . . . 109
C.1 Lokale Potentiale . . . . . . . . . . . . . . . . . . . . . . . . . . 112
D.1 Vergleich: Gauß- und sin2-Puls . . . . . . . . . . . . . . . . . . . 114
E.1 8000 fs-Puls für das NOTE-Gatter . . . . . . . . . . . . . . . . . 118
E.2 7000 fs-Puls für das CNOTE-Gatter . . . . . . . . . . . . . . . . 121
E.3 9000 fs-Puls für das CNOTE-Gatter . . . . . . . . . . . . . . . . 122
E.4 8000 fs-Puls für das ΠE-Gatter . . . . . . . . . . . . . . . . . . . 123
E.5 10997 fs-Puls für das HadE-Gatter . . . . . . . . . . . . . . . . . 125
E.6 7000 fs-Puls für das NOTA1-Gatter . . . . . . . . . . . . . . . . 127
E.7 Spektrum des NOTA1-Gatters . . . . . . . . . . . . . . . . . . . 127
E.8 7000 fs-Puls für das CNOTA1-Gatter . . . . . . . . . . . . . . . 129
E.9 Spektrum des CNOTA1-Gatters . . . . . . . . . . . . . . . . . . 129
E.10 7000 fs-Puls für das ΠA1-Gatter . . . . . . . . . . . . . . . . . . 130
E.11 9001 fs-Puls für das HadA1-Gatter . . . . . . . . . . . . . . . . . 132
F.1 Maskenfunktionen für Gatter auf dem E-Qubit in Modell II . . . 133
















CNOT controlled NOT (kontrollierte NOT-Operation)
Cr(CO)6 Chrom-hexacarbonyl
dip das Dipolmoment betreﬀend
DFT Dichte-Funktional-Theorie




FROG Frequency Resolved Optical Gating






IVR Intramolecular Vibrational Redistribution (intramolekulare
Umverteilung der Schwingungsenergie)
KS Kohn-Sham






NMR Nuclear Magnetic Resonance (Kernspinresonanz)




PES Potential Energy Surface (Potentialﬂäche)
QED Quantenelektrodynamik
RSA Verschlüsselungsverfahren nach Rivest, Shamir und Adelman
SPO Split-Operator Methode
W(CO)6 Wolfram-hexacarbonyl
XFROG Cross Correlated Frequency Resolved Optical Gating
6-31G Basissatz
xiv
Liste der verwendeten Symbole
A Absorption
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ε(t) elektrisches Feld (E-Feld) des Laserpulses
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K potenzielle Kopplung zweier Moden: E|01〉←|00〉 − E|11〉←|10〉
M(Ω) Frequenzverteilung
m Masse
mredA1 reduzierte Masse der A1-Qubitmode
xv
mredE reduzierte Masse der E-Qubitmode
~µ Dipolmoment
µˆ Dipolmoment-Operator
µ Übergangsdipolmoment in Debye
nA1 Anzahl der Quanten in der A1-Qubitmode
nE Anzahl der Quanten in der E-Qubitmode
ν Frequenz, auch Anregungsfrequenz einer Normalmode
ν¯ Wellenzahl bzw. Absorptionswellenzahl
ω0 Trägerfrequenz des Laserpulses
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Tˆ Operator kinetischer Energie
Tn Funktion der Transmissionsmaske mit n Pixeln
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τFWHM Halbwertsbreite des Laserpulses
Uˆ(t, t0) Zeitentwicklungsoperator, Propagator







Verwendung der Einheit cm-1
Jede Normalmode eines Moleküls schwingt mit der ihr eigenen Frequenz ν, Ein-
heit Hertz (1Hz = 1 s−1). Sie absorbiert daher Licht einer bestimmtenWellenlän-
ge λ, deren Angabe gewöhnlich in (Nano-)Metern erfolgt. Beide Größen können
mit Hilfe der Lichtgeschwindigkeit c = 2, 998 · 108 m/s ineinander umgerechnet
werden.
ν = c/λ (0.1)
In der IR-Spektroskopie ist es üblich die zur Wellenlänge inverse Größe Wellen-
zahl ν¯ = 1/λ in cm−1 anzugeben. Energien E und Energiediﬀerenzen können in
diesem Zusammenhang ebenfalls in Form von Wellenzahlen angegeben werden.
Die Umrechnung in Joule (J) erfolgt über die Lichtgeschwindigkeit c und das
Planck'sche Wirkungsquant h = 6, 626 · 10−34 J s:
E = h · c · ν¯ . (0.2)
Für Angaben in Elektronenvolt (eV) wird zusätzlich durch die Elementarladung
e = 1, 602 · 10−19 As geteilt.
Alle hier besprochenen Einheiten sind durch Konstanten ineinander überführ-
bar und können somit äquivalent gebraucht werden. Im Rahmen dieser Arbeit
wird daher bei der Diskussion infraroter Laserpulse für alle Größen die in der






c = 2,998 ·108 m/s Lichtgeschwindigkeit
0 = 8,854 ·10−12 C2/(Jm) Dielektrizitätskonstante des Vakuums
~ = 1,0546 ·10−34 J s h/2pi
h = 6,626 ·10−34 J s Planck'sches Wirkungsquant
k = 1,38066 ·10−23 J/K Boltzmann-Konstante
NA = 6,02214 ·1023 mol−1 Avogadro Zahl
R = k NA = 8,31441 J/(Kmol) Gaskonstante
1 aua = 0,9106 ·10−30 kg Masse (1 kg = 6, 02214 · 1026 amub)
1 au = 0,52917 ·10−10 m Länge
1 au = 24,19 ·10−18 s Zeit
1 au = 2,1947 ·105 cm−1 Wellenzahlen = (Frequenz)−1
1 au = 5,1422GV/cm elektrische Feldstärke
1 au = 4,360 ·10−18 J Energie (1 J = 6, 2415 · 1018 eV)
aau = atomic units
bamu = atomic mass units
Berechnung der Intensität I eines Laserpulses aus der Amplitude ε0 seines
E-Felds:
I [W/cm2] = 0,5 ·c · 0 · (ε0 [au] · 5, 1422 [GV/cm])2
mit: 0,5 ·c [m/s] ·0 [As/Vm] = 13,272 · 1014 [A/V]
Berechnung der Gesamtenergie Eges eines Laserpulses:
Eges [J] =
∫
I [W/cm2] dt · F [cm2]
mit: Fläche des Laserfokus F = 2 pi r2 = 2, 5 · 10−5 cm2, für einen Durchmesser




Mit dem Beginn der modernen Chemie um 1800 entwickelte sich auch die Erfor-
schung der Struktur von Atomen und Molekülen. Doch erst die Quantenmecha-
nik (19251) ermöglichte die Erklärung chemischer Bindung und physikalischer
Sachverhalte auf atomarer Ebene. In der Folgezeit wurden immer mehr Aspekte
der Chemie mit quantenmechanischen Methoden bearbeitet, woraus sich Quan-
tenchemie und Quantendynamik entwickelten.
Auf ähnliche Weise hielt die Quantenmechanik auch in andere technische
Forschungsgebiete Einzug. Inzwischen hat sie mit einigen Techniken wie Foto-
voltaik, Kernspintomograﬁe oder Lasertechnologie  beträchtliche Bedeutung im
modernen Alltag erlangt. Auch bei der Miniaturisierung elektronischer Bauteile,
wie sie mit der Entwicklung von Computern einhergeht, spielen Quanteneﬀek-
te eine immer größere Rolle. Daher müssen bereits heute klassische Konzepte
durch quantenmechanisch basierte Techniken ergänzt werden, um die Leistung
der Rechner weiter zu steigern.
Die Nutzung von Quanteneﬀekten eröﬀnet eine neue Art der Informationsver-
arbeitung: das Quantencomputing. Dabei dienen Quantenzustände als elementa-
re Informationseinheiten (Qubits). Diese können, im Gegensatz zum klassischen
Bit, durch Linearkombinationen α|0〉+β|1〉 mit komplexen Koeﬃzienten α und
β beliebige Werte annehmen. Die Quantenparallelität, die aus Superposition
und Verschränkung der Qubitbasiszustände erwächst, gestattet eine simultane
Durchführung von Rechenoperationen. Das ermöglicht vollkommen neuartige
Algorithmen, wie zum Beispiel den Shor-Algorithmus [10, 11] zur eﬃzienten
Faktorisierung großer Zahlen und den Grover-Algorithmus [12] für eine schnelle
Datenbanksuche.
Die Realisierung von Quantencomputing ist ein wachsendes Feld interdis-
ziplinärer Forschung [13]. Dementsprechend gibt es dazu bereits eine Viel-
zahl von Ansätzen. Mit Quantenelektrodynamik in optischen Resonatoren
[14], Ionenfallen [15, 16], NMR-Techniken [17, 18] und molekularen Rotations-
Schwingungszuständen auf elektronisch angeregten Flächen [19] konnten diese
1In diesem Jahr formulierten Heisenberg, Born und Jordan [24] die Matritzenmechanik und




Konzepte bereits mit einer begrenzten Anzahl von Qubits experimentell umge-
setzt werden.
Ausgehend von den Arbeiten A. Zewails [20] zur Femtochemie (Nobelpreis
1999) entstand das Forschungsgebiet der kohärenten Kontrolle molekularer Sys-
teme mit ulrakurzen Lichtpulsen. Auf diesem Konzept aufbauend entwickelten
C. Tesch und R. de Vivie-Riedle das Molekulare Quantencomputing [2124].
Dabei fungieren molekulare Schwingungsmoden als Qubits, auf denen logische
Operationen mit geformten Femto- bis Pikosekunden-Lichtpulsen durchgeführt
werden. Am initialen Modellsystem Acetylen konnte die prinzipielle Eignung des
Konzepts für die Quanteninformationsverarbeitung nachgewiesen werden. Für
eine Umsetzung bedurfte es nun eines experimentell gut zugänglichen Systems.
Der erste Schritt für die vorliegenden Arbeit war daher die Auswahl eines
geeigneten Moleküls. Experimentelle Arbeiten von Witte et al. [25] zur geziel-
ten Laseranregung von Carbonyl-Komplexen gaben dabei die Suchrichtung vor.
Für das so gefundene, neu gewählte Molekül wurden anschließend durch Op-
timierungen und Simulationen Laserparameter für Quantengatter erzeugt. Ziel
dieser Arbeit war es, durch die theoretische Ermittlung von Parametern, eine




Theoretische Untersuchungen molekularer Systeme basieren im Allgemeinen auf
der Simulation quantenmechanischer Eﬀekte. Dabei ist eine möglichst naturge-
treue Beschreibung des Systems essentiell, um die Zuverlässigkeit der aus den
Berechnungen abgeleiteten Aussagen für die realen Verhältnisse zu gewährlei-
sten. Dadurch können z. B. intramolekulare Vorgänge während der Schwingungs-
anregung mit infraroten Lichtpulsen untersucht werden, die sonst nur mit enor-
mem experimentellen Aufwand zugänglich sind. Quantenchemische und quan-
tendynamische Methoden, die bei Simulationsrechnungen im Rahmen der vor-
liegenden Arbeit verwendet wurden, sind in Kap. 2.1 zusammengestellt.
Die Simulation von Quantensystemen ist durch die Quantenparallelität sehr
rechenintensiv. Feynman hatte daher die Idee, die Parallelität selbst für die
Simulation zu nutzen [26]. Die daraus entstandene Quanteninformationsverar-
beitung bietet logische Operationen und sehr leistungsfähige Algorithmen, die
kein klassisches Analogon besitzen. Zur eﬃzienten Umsetzung dieser neuartigen
Informationsverarbeitung bedarf es der quantisierten, kontrollierbaren Prozes-
soreinheit eines Quantencomputers. Zu dessen Realisierung gibt es bereits viele
Ansätze. Einer davon ist das Konzept des Molekularen Quantencomputings, das
in der vorliegenden Arbeit unter besonderer Berücksichtigung experimenteller
Realisierbarkeit implementiert wurde. Kapitel 2.2 gibt einen Überblick zu dieser
Thematik.
2.1 Quantenmechanik
Die Grundlage dieser Arbeit bildet die quantenchemische Beschreibung von Mo-
lekülen und anderen chemischen Systemen. Sie basiert auf der Lösung der zeitun-
abhängigen Schrödingergleichung. Durch die Born-Oppenheimer-Näherung wer-
den Kern- und Elektronen-Komponenten separierbar. Das ermöglicht, auch bei
größeren Molekülen, eine approximative Lösung der elektronischen Schrödinger-
gleichung. Kommerziell erhältliche Programm-Pakete bieten dafür verschiedene




Mit deren Hilfe lassen sich elektronische Potentialﬂächen (Potential Energy
Surface : PES) und Dipolmoment-Flächen berechnen, die das quantenchemische
System beschreiben. Durch eine Relaxationsmethode werden, unter Verwendung
der PES und dem Hamiltonoperator für die Kernbewegung, Eigenzustände und
zugehörige Wellenfunktionen berechnet. Die Dynamik der vielen wechselwir-
kenden Freiheitsgrade wird durch kohärente Kontrolle  vermittelt über kurze
kohärente Lichtpulse (Laserpulse)  beherrschbar. Diese ﬂießt durch die Verwen-
dung der Optimal-Control-Theory (OCT) in Berechnungen und Simulationen
mit ein. Wie bei allen hier durchgeführten quantendynamischen Untersuchungen
liegt ihr die zeitabhängige nicht-relativistische Schrödingergleichung der Kerne
zugrunde.
2.1.1 Quantenchemie molekularer Systeme
Alle quantenmechanischen Informationen über die stationären Eigenschaften
eines Moleküls sind in den Lösungen der zeitunabhängigen nicht-relativistischen
Schrödingergleichung
Hˆmol Ψ(r, R) = E Ψ(r, R) (2.1)
enthalten. Ihre Lösung erzeugt die Wellenfunktionen Ψ der Eigenzustände
des Systems, hier in Koordinaten der Elektronen r und der Kerne R angegeben,
mit den zugehörigen Energieeigenwerten E. Der molekulare Hamiltonoperator
Hˆmol umfasst die kinetische Energie der Kerne Tˆnuc, die kinetische Energie der
Elektronen Tˆel, die repulsive Coulomb-Wechselwirkung der Elektronen Vˆel−el,
sowie der Kerne Vˆnuc−nuc und die attraktive Kern-Elektronen-Wechselwirkung
Vˆnuc−el.
Hˆmol = Tˆnuc + Vˆnuc−nuc + Tˆel + Vˆel−el + Vˆnuc−el︸ ︷︷ ︸
Hˆel
. (2.2)
Bei der praktischen Lösung von Gl. 2.1 wird ausgenutzt, dass sich die Elektro-
nen aufgrund der großen Massendiﬀerenz (mel/mnuc < 10−3) deutlich schneller
bewegen als die Kerne. Daher kann das Elektronensystem zunächst bei sta-
tischen Kernpositionen betrachtet werden. Der dafür benötigte elektronische
Hamiltonoperator Hˆel umfasst daher nur die elektronischen Terme von Hˆmol.
Zu diesem Hamiltonoperator wird das Eigenwertproblem der elektronischen
Schrödingergleichung
Hˆel Ψel(r, R¯) = Eel(R) Ψel(r, R¯), (2.3)
durch die elektronische Wellenfunktion Ψel(r, R¯) und die Energieeigenwerte
Eel(R) gelöst. Erstere ist eine Funktion der Elektronenkoordinaten r und enthält
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die Kernkoordinaten R als Parameter, da die zugehörige Eigenwertgleichung in
Abhängigkeit von R unterschiedliche Lösungen Ψel und Eel(R) besitzt. Durch
die Coulomb-Wechselwirkung mit den Kernen Vnuc−el sind die elektronischen
Eigenenergien Eel(R) direkt mit den Kernkoordinaten R verbunden.
Die Gesamtwellenfunktion aus Gl. 2.1 kann nun als Produkt der elektronischen
und der Kernwellenfunktionen angesetzt werden:
Ψ(r, R) = Ψel(r, R¯) Ψnuc(R). (2.4)
Wird dieses Produkt in die Gesamtschrödingergleichung eingesetzt, so ergibt
sich unter Verwendung der Lösung der elektronischen Schrödingergleichung
(Gl. 2.3) die Schrödingergleichung der Kerne
(Tˆnuc + Vˆnuc−nuc(R) + Eel(R)) Ψnuc(R) = E Ψnuc(R). (2.5)
Dabei wurde unter Annahme der Born-Oppenheimer-Näherung die Wirkung
von Tˆnuc auf Ψel(r, R¯) vernachlässigt.
Die elektronische Wellenfunktion Ψel aus Gl. 2.3 ist im allgemeinen Fall eine
Vielteilchenwellenfunktion. Sie lässt sich als Slaterdeterminante der Spinorbitale
φ (Einelektronenwellenfunktion) aller beteiligten Elektronen formulieren




φ1(r1) . . . φN(r1)
...
...
φ1(rN) . . . φN(rN)
∣∣∣∣∣∣∣ . (2.6)
Die Spinorbitale können in unterschiedlichen Basen entwickelt werden. Da eine
vollständige Basis unendlich ist, gilt es durch geschickte Wahl eines endlichen
Satzes von Basisfunktionen den Fehler eines frühzeitigen Abbruchs zu minimie-
ren. Der einfachste Basissatz besteht aus Slaterorbitalen. Diese bilden einen Satz
von Funktionen, die exponentiell mit dem Abstand vom Atomkern abfallen. Üb-
licherweise werden diese ihrerseits als Linearkombination von Gauß-Funktionen
genähert.
Für die Slaterdeterminante muss mit zunehmender Anzahl von Elektronen
eine immer größere Zahl von Ein- und Zweielektronenintergralen berechnet wer-
den, was bei schweren Atomen zu einem enormen Rechenaufwand führt. Daher
wurde der Ansatz eines Pseudopotentials entwickelt [27]. Dieser Formalismus er-
setzt die komplexen Zusammenhänge zwischen dem Atomkern und den inneren
Elektronen durch ein eﬀektives Potential (Pseudopotential). Dabei werden nur
die chemisch relevanten Valenzelektronen weiterhin durch eine Wellenfunktion
beschrieben. So können schwerere Homologe aufgrund der gleichen Valenzelek-
tronenkonﬁguration, wenn auch mit unterschiedlichen Pseudopotentialen, ohne
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größeren Aufwand berechnet werden. Die mit dem Pseudopotential erhaltenen
Wellenfunktionen unterscheiden sich besonders im kernnahen Bereich von den
realen Wellenfunktionen. Das Pseudopotential wird jedoch so gewählt, dass im
Valenzbereich eine gute Approximierung erreicht wird (siehe Abb. 2.1). Die ge-
ringe Potentialtiefe des Pseudopotentials erlaubt bereits mit einer geringen An-
zahl von Basisfunktionen eine gute Näherung der Wellenfunktion.
Abbildung 2.1: Vergleich einer Wellenfunktion im Coulomb-Potential des
Kerns (blau) mit einer Wellenfunktion im Pseudopotential Ψpseudo (rot).
Oberhalb des Grenzradius rc sind Coulomb- und Pseudopotential sowie die
zugehörigen Wellenfunktionen deckungsgleich.
Mit Hilfe der Pseudopotentiale lässt sich der Rechenaufwand zur Lösung der
Schrödingergleichungen Gl. 2.3 und Gl. 2.5 deutlich reduzieren. Die Potential-
ﬂächen können über vielfältige quantenchemische Methoden berechnet werden.
Im Rahmen dieser Arbeit wurde jedoch ausschließlich die Dichte-Funktional-
Theorie (DFT) angewendet.
Bei dieser Methode steht die Elektronendichteverteilung ρ(r) im Vordergrund.
Die zu Grunde liegenden Hohenberg-Kohn-Theoreme [28] besagen, dass die
Grundzustandsenergie E0 eines Vielteilchensystems bis auf eine additive Kon-
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stante eindeutig über seine Elektronendichte bestimmt ist (Theorem 1). Daraus
folgt, dass jede andere Dichte ρ(r) bei gleicher Elektronenzahl eine höhere Ener-
gie als die Grundzustandsdichte ρ0(r) besitzt (Theorem 2).
E(ρ) ≥ E(ρ0) ≡ E0 (2.7)
Die Grundzustandsenergie E0 kann daher nach dem Variationsprinzip ermit-
telt werden: Dafür wird ein nicht wechselwirkendes Referenzsystem konstru-
iert, das die gleiche Elektronendichte wie das eigentliche System besitzt. Die
Energie wird nun so formuliert, dass nur die Elektronen-Kern-Wechselwirkung
Vel−nuc vom eigentlichen Molekül stammt. Die reinen Elektronenterme, wie
die kinetische Energie Tel und die klassische Coulomb-Wechselwirkung, wer-
den molekülunspeziﬁsch über das Referenzsystem deﬁniert. Sie sind Teil des
Hohenberg-Kohn-Funktionals und daher nur von den Eigenschaften der elek-
tronischen Freiheitsgrade abhängig. Die Diﬀerenz zwischen eigentlichem und
Referenzsystem bezüglich der kinetischen Energie, sowie nicht-klassische Antei-










|r − r′| + EXC(ρ) . (2.8)
Die Elektronendichte wird mit dem Variationsprinzip bestimmt, wobei für
die Energie die stationäre Bedingung1 δE(ρ)/δρ = 0 erfüllt sein muss. Aus den
Kohn-Sham-Gleichungen




|r − r′| + VXC(r)] ϕ
KS





werden über die Kohn-Sham-Orbitale ϕKSa (r) die zugehörigen Elektronendich-
ten ρ(r) =
∑
a |ϕKSa (r)|2 und Orbitalenergien KSa berechnet. Für das unbe-
kannte Austausch-Korrelationspotential VXC(r) = δEXC(ρ(r))/δρ(r) können
unterschiedliche Näherungsfunktionale eingesetzt werden, die sich an den nu-
merischen Ergebnissen bekannter Testsysteme orientieren. Eine Gruppe solcher
Näherungen, die sowohl bindende als auch antibindende Systeme gut beschrei-
ben, sind die Hybridfunktionale. Diese enthalten eine Mischung (Hybrid) der
DFT-Austausch-Korrelation und dem Hartree-Fock-Austausch.
Bei DFT-Rechnungen im Rahmen dieser Arbeit kam Beckes Drei-Parameter-





X − ELSDAX ) + aX∆EB88X + aC∆EPW91C (2.10)
1Unter der Annahme, die Anzahl der Elektronen des betrachteten Systems bliebe konstant.
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Die Grundlage dieser Linearkombination bilden die potentielle Energie aus der
Lokalen-Spin-Dichte Austausch-Korrelationsnäherung (LSDA) ELSDAXC und die
exakte Hartree-Fock  Austausch-Energie EexactX . Weiterhin enthält das Funk-
tional eine Gradientenkorrektur für die Korrelation nach Perdew und Wang
∆EPW91C [30] sowie Beckes Gradientenkorrektur für den Austausch ∆E
B88
X
[31]. Diese Terme sind über die drei semiempirischen Koeﬃzienten a0 = 0, 2 ,
aX = 0, 72 und aC = 0, 81 gewichtet, die durch Anpassung der mit Gl. 2.10
erhaltenen Ergebnisse an experimentell bestimmte Atomisierungsenergien, Ioni-
sationspotentiale und Protonenaﬃnitäten kleiner Moleküle bestimmt wurden
[29]. In kommerziellen Programmpaket Gaussian03 [1], das bei den DFT-
Rechnungen in der vorliegenden Arbeit zur Anwendung kam, wird in der Me-
thode B3PW91 ein geringfügig von Gl. 2.10 abweichendes Funktional verwendet
(siehe zugehöriges Handbuch).
Dichte-Funktional-Theorie bietet besonders für die Untersuchung größerer
Moleküle einen guten Mittelweg. Im Vergleich zu hoch komplexen, wellenfunk-
tionsbasierten Methoden ist DFT numerisch günstig. Es liefert dennoch, insbe-
sondere bei Verwendung von Hybridfunktionalen, zuverlässigere Ergebnisse als
zum Beispiel die Hartree-Fock-Methode.
Die aus den DFT-Rechnungen resultierenden Potentialﬂächen wurden im
Rahmen dieser Arbeit zusätzlich auf komplexe Weise an die experimentellen
Daten des untersuchten Systems Mangan-pentacarbonyl-bromid (MnBr(CO)5)
angepasst. Die genaue Vorgehensweise, ausgehend vom Modell des anharmoni-
schen Oszillators, wird in Kap. 3.4 beschrieben.
2.1.2 Quantendynamik und Schwingungsanregung im IR
Ein grundlegender Aspekt der vorliegenden Arbeit ist die molekulare
Schwingungsanregung mit infraroten Lichtpulsen. Um diesen Vorgang zu ver-
stehen, ist es wichtig, die Dynamik des Systems adäquat zu beschreiben. Die
Kerndynamik kann dabei unter Berücksichtigung der Quantennatur der Kerne




Ψ(t) = Hˆ Ψ(t) (2.11)
behandelt werden. Die zeitliche Entwicklung der Kernwellenfunktion Ψ(t) wird
über den Hamiltonoperator Hˆ vermittelt. Als Hamiltonmatrix in der Energie-











0 0 · · · HN
 . (2.12)
Für ein ungestörtes System sind die Außerdiagonalterme, die für die Kopplung
verschiedener Schwingungsenergieniveaus vn stehen und durch die Eigenfunktio-
nen ψn repräsentiert werden, ausnahmslos null. Das ändert sich jedoch, wenn die
zeitliche Entwicklung des Systems gestört wird. Dieser Fall tritt zum Beispiel
durch Wechselwirkung des elektrischen Felds ε(t) eines Lichtpulses mit dem Di-
polmoment µˆ des Moleküls ein. Der Hamiltonoperator erhält dann zusätzlich




H0 〈ψ0| − µˆε(t)|ψ1〉 · · · 〈ψ0| − µˆε(t)|ψN〉




〈ψN | − µˆε(t)|ψ0〉 〈ψN | − µˆε(t)|ψ1〉 · · · HN
 = Hˆ0−µˆε(t)
(2.13)
Wird die zeitliche Veränderung formal durch einen Zeitentwicklungsoperator
Uˆ(t, t0) (auch Propagator genannt) dargestellt,
Ψ(t) = Uˆ(t, t0)Ψ(t0) , (2.14)
Uˆ(t, t0) = e
− i~ Hˆ ∆t , (2.15)
so erhält man nur für den ungestörten Teil des Hamiltonoperators eine exakte
Beschreibung. Für den Wechselwirkungsterm ist diese Beschreibung lediglich
eine Näherung und setzt voraus, dass der Zeitschritt ∆t = t−t0 so klein gewählt
wird, dass die Änderung des Hamiltonoperators während dieses Zeitintervalls




~ (Hˆ0 − µˆε(t0))∆t Ψ(t0) . (2.16)
Im konkreten Fall der Anregung mit IR-Lichtpulsen wird eine Eigenfunktion
von Hˆ oder eine deﬁnierte Überlagerung von N Eigenfunktionen ψn als Start-
wellenfunktion Ψ(t0) gewählt. Der Beitrag jeder Eigenfunktion wird dabei über
den zugehörigen Koeﬃzienten cn(t0) berücksichtigt. Für den Schwingungsgrund-
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Durch Laseranregung ändert sich die Zusammensetzung der Wellenfunktion und
die Koeﬃzienten cn werden eine Funktion der Zeit.
Ψ(t) = e−
i











n = 1. Die Wellenfunktion darf
also nicht an Population verlieren. Im Rahmen dieser Arbeit erfolgt die Lösung
der Bewegungsgleichungen (Gl. 2.18) numerisch. Da sie linear sind, kann die
Entwicklung des gesamten Wellenpakets als Summe der Einzelentwicklungen
der Eigenzustände dargestellt werden.
Das aus der Laserwechselwirkung erhaltene Schwingungswellenpaket
Ψ =
∑
n cnψn durchläuft auch ohne Lasereinwirkung eine kontinuierliche Ver-
änderung. Durch die unterschiedlichen Eigenfrequenzen ωn = En~ ändern sich
die relativen Phasen ∆θ(∆t) = |θn(∆t)− θm(∆t)| der beteiligten Eigenfunktio-
nen. Folglich erhält das Wellenpaket eine zeitliche Dynamik und oszilliert im




|cn(t0)| e−iθn(∆t) ψn . (2.19)
Für die Simulation der Kernwellenpaketdynamik auf der elektronischen Po-
tentialﬂäche werden Wellenpaket und Fläche auf einem endlichen Gitter im
Ortsraum {Ri} mit einem Gitterpunktabstand ∆R deﬁniert. Dabei werden
kartesische oder wie in dieser Arbeit  Normalmodenkoordinaten verwendet.
Wirkt nun der Hamiltonoperator auf die Wellenfunktion Ψ(Ri; tj), müssen so-
wohl potentieller als kinetischer Operator betrachtet werden. Da der potentielle
Hamiltonoperator in der Ortsbasis lokal ist, ergibt sich für ihn eine einfache
Multiplikation Vnuc(Ri)Ψ(Ri; tj). Der kinetische Energieoperator Tˆnuc ist dage-
gen nicht-lokal in dieser Darstellung, jedoch lokal im Impulsraum. Mit Hilfe des
Fast-Fourier-Transform-Algorithmus (FFT) wird die Wellenfunktion in den
Impulsraum transformiert Ψ(Ri, tj) → Ψ(Pi, tj), sodass die Wirkung von Tˆnuc
seinerseits durch punktweise Multiplikation in der Basis {Pi} berechnet werden
kann.




Ψ(Pi, tj) ≡ Ψ¯(Pi, tj) (2.20)
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Im letzten Schritt der FFT wird Ψ¯(Pi, tj) in den Ortsraum zurück transfor-
miert. Alle drei Schritte können in einer Gleichung zusammengefasst werden:











sorgt dafür, dass gilt: 1
N
· FFT−1 · FFT = 1.
Die Verwendung dieser Fourier-Gitter-Methode für die Untersuchung von
Kerndynamik geht auf Kosloﬀ und Kosloﬀ [32] zurück. Eine grundlegende Vor-
aussetzung für die Anwendbarkeit dieser Methode ist, dass die Wellenfunktion
sowohl im Ortsraum, wie auch im Impulsraum innerhalb der Grenzen des Git-
ters liegt. Die FFT eignet sich auch für große Gitter, da der Rechenaufwand
mit der Anzahl k der Gitterpunkte nur mit k log k skaliert. Eine zusätzliche
Beschleunigung des Rechenvorgangs wurde im Rahmen dieser Arbeit durch die
Verwendung einer parallelisierten Variante, der FFTW (Fastest Fourier Trans-
form in the West) [3335] erreicht.
Zur Betrachtung der zeitlichen Entwicklung eines Systems wird die Wirkung
des Propagators Gl. 2.15 auf die Wellenfunktion Ψ berechnet (siehe Gl. 2.14).
Wird dabei eine diskrete Zeitachse mit Zeitschritten ∆t verwendet, so ergibt
sich:
|Ψ(t+ ∆t)〉 = Uˆ(t+ ∆t, t)|Ψ(t)〉 . (2.22)
Da der kinetische Operator Tˆnuc und der potentielle Operator Vˆnuc nicht kom-
mutieren, gilt
Uˆ(t+ ∆t, t) 6= e− i~ Tˆnuc∆t e− i~ Vˆnuc∆t . (2.23)
Zur Lösung der Zeitentwicklungsgleichungen Gl. 2.14 und Gl. 2.16 sind daher
verschiedene Näherungsverfahren gebräuchlich. Einen Überblick über diese nu-
merischen Methoden gibt [36, 37]. Die in der vorliegenden Arbeit verwendete
Split-Operator-Methode (SPO) basiert auf einer symmetrischen Zerlegung von
kinetischem und potentiellem Part.
Uˆ(t+ ∆t, t) = e−
i
~∆t(Tˆnuc+Vˆnuc) ≈ e− i2 ~ Vˆnuc∆t e− i~ Tˆnuc∆t e− i2 ~ Vˆnuc∆t +O(∆t3)
(2.24)
Durch kleine Zeitschritte ∆t wird auch der Fehler O(∆t3) klein, sodass über
dieses schnelle Verfahren Ergebnisse mit guter Genauigkeit erzielt werden. Dabei
bleibt die Norm erhalten, die Energieerhaltung ist bei diesem Verfahren dagegen
nicht gegeben. Die Propagation mit dem SPO ist besonders eﬃzient und wird
daher in der vorliegenden Arbeit ausschließlich verwendet.
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2.1.3 Berechnung von Schwingungseigenfunktionen
Einem N -atomigen, nichtlinearen Molekül stehen 3N − 6 Freiheitsgrade  in
Form von Schwingungsnormalmoden  zur Speicherung von Energie zur Verfü-
gung. Diese wird quantisiert in die Schwingungseigenfunktionen der Normal-
moden aufgenommen. Durch Anregung mit geformten kurzen Lichtpulsen kön-
nen Schwingungsübergänge induziert werden, wobei Energie gezielt zwischen
den Eigenfunktionen transferiert wird. Dies bildet die Grundlage für das in die-
ser Arbeit angewendete Konzept des Molekularen Quantencomputings (siehe
Kap. 2.2.2).
Die Schwingungseigenfunktionen ψn und ihre Energieeigenwerte En werden
über die Lösung der zeitunabhängigen Schrödingergleichung für die Kernbewe-
gung
Hˆ0ψn = Enψn (2.25)
ermittelt. Im Lösungsansatz wird der Hamiltonoperator Hˆ0 diagonalisiert, wo-
bei die vollständige Basis jedoch zu umfangreich ist. Über eine Filteroperation
[38] kann das System aber auf die relevanten Eigenvektoren bzw. das wesentliche
Energieintervall reduziert werden. Damit wird auch der durch die Diagonalisie-
rung entstehende Fehler minimiert. Für die Filterung wird die Eigenfunktions-
basis mit der Relaxationsmethode [39] voroptimiert. Hier bildet eine möglichst
umfangreiche Superposition von Schwingungseigenzuständen das Ausgangswel-
lenpaket Ψ(t). Dies wird in imaginärer Zeit (−i∆t), unter Verwendung des Zeit-
entwicklungsoperators
Uˆ(t− i∆t, t) = e− i~ Hˆ0(−i∆t) (2.26)
propagiert. Dabei wird Ψ(t) gedämpft und das System konvergiert gegen den
energetisch niedrigsten Eigenzustand der Superposition, weil dieser langsamer
abklingt als die höher energetischen Zustände.
ψ˜n ≡ e− i~ Hˆ0(−i∆t) Ψ(t) = e− 1~ Hˆ0∆t Ψ(t) (2.27)
Nach ausreichend langer Propagation wird der so berechnete Eigenzustand ψ˜n
ausprojiziert und die Wellenfunktion normiert. Durch wiederholtes Durchlaufen
des Verfahrens werden die Eigenzustände des Systems in energetisch aufsteigen-
der Folge ermittelt. Dabei handelt es sich jedoch nur um eine erste Näherung,
da das Verfahren mit dem sich fortpﬂanzenden Fehler der Propagation behaftet
ist. Auch das Ausprojizieren stellt eine Fehlerquelle dar. Im weiteren Verlauf
können die ermittelten Eigenvektoren aber als Basis für die Diagonalisierung
der Hamiltonmatrix Hij herangezogen werden, um einen verbesserten Satz von
Eigenfunktionen ψn zu erhalten.
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2.1.4 Infrarote Lichtpulse und Optimal-Control-Theory
(OCT)
Um kontrolliert in die Dynamik des Moleküls einzugreifen werden im Rahmen
dieser Arbeit gepulste elektromagnetische Felder (kohärente Lichtpulse) mit Fre-
quenzen des mittleren infraroten Wellenlängenbereichs (2,5  50 µm) eingesetzt.
Wie in Kapitel 2.1.2 beschrieben, kommt es dabei zur Wechselwirkung zwischen
dem elektrischen Feld ε(t) des Laserpulses und dem Dipolmoment ~µ des Sys-
tems. Um diesen Vorgang adäquat zu simulieren, muss nicht nur das System,
sondern auch das Laserfeld quantenmechanisch korrekt beschrieben werden.
Das E-Feld ε(t) eines Lichtpulses (siehe Abb. 2.2) kann über seine langsam
variierende Einhüllende s(t) und die schnelle Trägerfrequenz ω0 deﬁniert werden.
ε(t) = s(t) eiω0t eiϕ(t) (2.28)
Für die Formgebung der Einhüllenden eignen sich verschiedene Funktiona-
le, wie zum Beispiel Gauß- und sin2-Funktionen (vgl. Abb.D.1, S. 114). Bei





2 ln2 wird der Puls über seine Amplitude ε0 und seine Halb-
wertsbreite τFWHM charakterisiert. Das durch diese Funktion erzeugte langsame
Anschwingen und Abklingen der Pulse ist eine grundlegende Voraussetzung für
die experimentelle Realisierbarkeit. Die Phasenbeziehung von Einhüllender und
Trägerfrequenz sowie Abweichungen von ω0 werden in der Phasenfunktion ϕ(t)
berücksichtigt. Als Taylorreihe entwickelt, hat sie die Form











(t− t0)2 + . . . (2.29)
= ϕCEP + ω
′∆t+ δ ∆t2 + . . . (2.30)
Dabei ist der zeitunabhängige Term ϕCEP die relative Phase der Trägerfre-
quenz zur Einhüllenden zum Zeitpunkt t0, die als carrier envelope phase (CEP)
bezeichnet wird. Eine allgemeine Verschiebung der Trägerfrequenz um einen kon-
stanten Faktor geht durch ω′ ein. Ist δ im dritten Term Gl. 2.30 ungleich null, so
ergibt sich eine lineare Modulation der Trägerfrequenz, auch Chirp genannt.
Für δ < 0 ist die Bezeichnung Upchirp, für δ > 0 Downchirp eingeführt, da
die Trägerfrequenz mit der Zeit zu- bzw. abnimmt.
Solche gechirpten Laserpulse werden in der Kohärente Kontrolle [4042]
eingesetzt. Diese strebt danach, selektiv in molekulare Prozesse einzugreifen
und die Molekulardynamik zielgerichtet zu beeinﬂussen. In ladder climbing-
Experimenten ist es so zum Beispiel möglich, je nach Chirp unterschiedliche
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Abbildung 2.2: oben  Skizze des E-Felds ε(t) (rot) eines Lichtpulses mit
Chirp: die Einhüllende s(t) (schwarz) leitet sich von einer sin2-Funktion ab
und gewährleistet sanftes Anschwingen und Abklingen; da das Maximum
von ε(t) und s(t) zusammenfallen (Zeitpunkt t0), ist die carrier envelope
phase ϕCEP =0; die abnehmende Trägerfrequenz ω(t) zeigt den Chirp des
Pulses; unten  im Frequenz-Zeit-Diagramm des oben gezeigten Pulses ist
die Linearität des Downchirps erkennbar.
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Populationsverteilungen über die Eigenzustände der Schwingungsleiter einer se-
lektiv angeregten Normalmode zu erhalten [25]. Die gezielte Besetzung (An-
regung) eines einzelnen Schwingungseigenzustands kann durch einen linear ge-
chirpten Puls jedoch nicht erreicht werden. Das wird erst durch Amplituden- und
Phasenmodulation der Lichtpulse ermöglicht. Zum Auﬃnden einer eﬃzienten
Pulsform kann im experimentellen Aufbau eine computergestützte Lernschleife
implementiert werden. Sie variiert dann die Modulation mit dem Ziel, ein de-
diziertes Signal zu maximieren. Dieses closed loop-Konzept wurde bereits in
mehreren Experimenten verschiedener naturwissenschaftlicher Forschungsberei-
che erfolgreich eingesetzt [4349].
Die Herausforderung der Kontrolle molekularer Quantensysteme wurde u. a.
von den Arbeitsgruppen um Rabitz, sowie Tannor und Rice angenommen. Sie
entwickelten unabhängig voneinander Funktionale zur Kontrolle von molekula-
ren Quantensystemen in Simulationen [5053]. Diese Funktionale basieren auf
Variationsrechnungen und sind eine Anwendung der Optimal-Control-Theory.
Diese kommt auch bei der theoretischen Behandlung anderer dynamischer, sich
zeitlich entwickelnder Systeme, wie zum Beispiel in Wirtschaftssimulationen
oder der Medizin [54], zum Einsatz.
Im Rahmen der vorliegenden Arbeit dient die Optimal-Control-Theory
(OCT) der Quantenkontrolle. Dabei werden die Schwingungseigenzustände des
betrachteten Systems durch ein Laserfeld selektiv ineinander überführt. Puls-
form und Intensität werden für diese Aufgabe mittels OCT optimiert, um einen
eﬃzienten  und im optimalen Fall adiabatischen2  Transfervorgang zu errei-
chen. Die Berücksichtigung mehrerer Ausgangs- und Zielzustände ist mit einem
multi-target-OCT-Funktional (MTOCT) möglich [22, 55]. Die Vorgehensweise
bei der Optimierung entspricht der von Variationsrechnungen, wobei das Funk-
tional maximiert wird.
Für die Optimierung werden N Schwingungseigenfunktionen als Ausgangszu-
stände ψik vorgegeben und die logisch zugehörigen Zielzustände ψfk deﬁniert.
Ein Laserfeld ε(t), das alle N Übergänge gleichermaßen kontrolliert, lässt sich
mit dem MTOCT-Funktional,





























2Bei adiabatischem Populationstransfer ist die intermediäre Energieaufnahme des Moleküls




ermitteln. Dieses setzt sich aus drei Termen zusammen. Der erste gibt den Über-
lapp der N Zielzuständen ψfk = φfk mit den N Ausgangswellenfunktionen ψik
zum Ende der Laserpulsdauer T wieder. Das Kontrollziel ist es, diesen Überlapp
zu maximieren. Der zweite Term beschränkt die Intensität und Komplexität des






Die Einhüllende s(t) gewährleistet ebenfalls ein langsames Anschwingen und
Ausklingen des E-Feldes [56], wodurch eine Grundvoraussetzung zur experimen-
tellen Realisierbarkeit der optimierten Laserfelder erfüllt wird.
Der dritte Term enthält die Lagrange-Multiplikatoren ψfk(t), über die die
Nebenbedingung in das Funktional einﬂießt. Diese erfasst die zeitliche Entwick-
lung des molekularen Systems durch dessen Bewegungsgleichung, die im Fall von
Schwingungsanregung im IR mit der zeitabhängigen Schrödingergleichung und
dem Hamiltonoperator Hˆ = Vˆnuc + Tˆnuc − µˆε(t) (siehe Kap. 2.1.2) beschrieben
wird.
Eine Laseroptimierung mit dem MTOCT-Funktional wird gewöhnlich mit
einem sin2- oder gaußförmigen Laserpuls begonnen. Verschiedene Aspekte zur
günstigen Wahl der Gesamtpulsdauer T werden in Kap. 4 besprochen. Weitere
frei wählbare Variablen sind der Kontrollfaktor α0 und die Einhüllende s(t).
Die Variation des Funktionals in Bezug auf seine veränderlichen Größen er-
gibt für die Systemwellenfunktion ψik(t) und den Lagrange-Multiplikator ψfk(t)









ψfk(t) = [Hˆ − µˆε(t)]ψfk(t); ψfk(T ) = φfk (2.34)
Die Optimierung beginnt mit einer Rückwärtspropagation der vorgegebenen
Zielwellenfunktionen ψfk(T ) = φfk mit dem Startlaserfeld ε(t). Im anschließen-
den Schritt wird φfk(0) mit dem alten Laserfeld εd(t), ψik(0) = φik dagegen mit
dem neuen Laserfeld εd+1(t) vorwärts propagiert, das in jedem Zeitschritt mit
der folgenden Gleichung bestimmt wird.









Das neue Laserfeld wird anschließend für die erneute Rückwärtspropagation
der Zustände φfk herangezogen. Auf diese Weise wird das Laserfeld iterativ
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optimiert, bis es den Ausgangszustand in ausreichender Genauigkeit auf den
Zielzustand abbildet (selbstkonsistente Lösung).
Der Vorfaktor C in Gl. 2.35 wird dem Optimierungsziel entsprechend gewählt
und ergibt sich in der Standardvariante des MTOCT zu C = 〈ψik(t)|ψfk(t)〉.
Diese Deﬁnition zielt ausschließlich auf den Populationstransfer. Es hat sich je-
doch gezeigt, dass die Phasenbeziehung der optimierten Übergänge eine wichtige
Nebenbedingung ist. Zur Pulsoptimierung für phasenrichtigen Transfer wird auf
die von Palao und Kosloﬀ entwickelte Formulierung der Güte [57, 58] unitärer
Transformationen in einem n-Zustandssystem zurückgegriﬀen. Die sich daraus
ergebende Konstruktionsvorschrift für das modiﬁzierte Laserfeld









enthält keinen expliziten Term für die Phasenbeziehung der 2N gekoppelten
Bewegungsgleichungen, jedoch kann diese durch die Vorgabe von Zielzuständen
mit passender Phase erreicht werden.
Zur Charakterisierung der MTOCT-optimierten Lichtpulse wird als erstes die
Pulsstruktur anhand der Amplitudenvariation betrachtet. Die Wirkung dieser
E-Felder auf das betrachtete Quantensystem wird durch Propagation der be-
teiligten Eigenzustände oder ihrer Überlagerungen unter Berücksichtigung der
Lasereinwirkung simuliert und in Form von Populationstransfer-Mechanismen
visualisiert. Weiterhin geben maximale Amplitude, genäherte Gesamtintensität
und Frequenzbandbreite Auskunft über die Einhaltung experimenteller Rah-
menbedingungen. Die Bestimmung dieser Grenzwerte stellt eine besondere Her-
ausforderung dar, da die Änderung des elektrischen Feldes mit der Zeit im Expe-
riment nicht direkt beobachtbar ist. Techniken wie Frequency Resolved Optical
Gating (FROG) [59, 60] und Spectral Phase Interferometry for Direct Electric-
ﬁeld Reconstruction (SPIDER) [61, 62] ermöglichen jedoch die Analyse einfach
geformter Lichtpulse. Für die häuﬁg sehr komplex strukturierten Pulse aus ei-
ner Optimierung genügt eine solche Beschreibung allerdings nicht. Daher kommt
hier das Cross Correlated Frequency Resolved Optical Gating (XFROG) zum
Einsatz, eine in Kontrollexperimenten häuﬁg angewendete Methode mit gefen-
sterter Fourier-Transformation [59, 60]. Dabei wird der optimierte Lichtpuls
mit einem einfach strukturierten Fensterpuls bzw. Referenzpuls in einem
nicht-linearen Medium überlagert. Das resultierende Spektrum wird bei unter-
schiedlichen Verzögerungen der beiden Pulse gemessen. Aus diesen Daten ergibt
sich die zeitliche Entwicklung der Frequenzanteile des zu untersuchenden Licht-
pulses. Die Dauer des Fensterpulses bestimmt dabei den Informationsgehalt des
XFROGs. So erhöht eine zunehmende Referenzpulsdauer die Frequenzauﬂösung,
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verringert jedoch im Gegenzug die Zeitauﬂösung. Im Experiment sind Fenster-
und optimierter Puls aus technischen Gründen meist annähernd gleich lang. Da-
gegen besitzen die in dieser Arbeit gewählten Referenzpulse nur 1/10 bis 1/30
der Pulsdauern der zu untersuchenden, optimierten Pulse (siehe Kap. 4.2 und
AnhangE). Pulsstrukturen werden so deutlicher herausgestellt und Zusammen-
hänge zwischen Struktur und zugehörigem Schaltmechanismus erkennbar.
Eine experimentell gebräuchliche Methode zur Amplituden- und Phasenmo-
dulation ist das direkte Formen (Shaping) des Laserfelds im Frequenzraum
mit Hilfe einer Flüssigkristall-Maske (siehe Abb. 2.3). Für diese optische Kom-
ponente können auf theoretischem Weg Maskenfunktionen [63] zur Verfügung
gestellt werden. Zur Berechnung eines Fourier-limitierten Startpulses wird das
Frequenzspektrum ε(Ω) des optimierten E-Feldes in eine gaußförmige Einhüllen-
de εG(Ω) eingepasst. So ist gesichert, dass der Startpuls alle für den optimierten
Puls benötigten Frequenzen Ω enthält. Die Maskenfunktion ergibt sich aus dem
Verhältnis der zwei Frequenzverteilungen M(Ω) = ε(Ω)/εG(Ω). Durch Darstel-
lung als diskrete, komplexe Funktion
Mn = Tn e
iφn (2.37)
können die Transmissionsmaske Tn und die Phasenmodulation φn direkt abgelei-
tet werden. Im Experiment ist der Einsatzbereich des Maskenshapens allgemein
durch eine begrenzte Frequenzbandbreite ∆Ω des Pulses und die Anzahl der ver-
fügbaren Maskenpixel n limitiert. Kommerziell erhältliche Masken3 stellen der-
zeit bis zu 640 Pixel zur Verfügung. Die Pixelauﬂösung dω = 2∆Ω/n = 2pi/T
wird positiv von einer schmalen Frequenzbandbreite ∆Ω bzw. einer langen Ge-
samtpulsdauer T beeinﬂusst. Dennoch können diese Masken nicht im Infraroten
eingesetzt werden, da Flüssigkristall-Modulatoren in diesem Wellenlängenbe-
reich undurchlässig sind [64]. Erst die Verwendung von akustooptischen Modu-
latoren ermöglicht neuerdings ein direktes Formen von Amplitude und Phase
im IR [65].
Eine andere Möglichkeit der Realisierung optimierter infraroter Laserfelder
im Experiment ist das indirekte Formen von Pulsen [64]. Dabei wird ein Puls
nach oben beschriebenem Verfahren in einem zugänglichen Frequenzbereich mo-
duliert. Anschließend wird die Modulation durch nicht-lineare optische Prozesse
wie diﬀerence-frequency mixing (DFM) auf die gewünschten Frequenzen über-
tragen. Diese Technik erlaubt die Erzeugung von Pulszügen deﬁnierter zeitlicher
Abfolge und Phasenbeziehung. Sie eignet sich daher bevorzugt für die Erzeu-
gung einfach strukturierter Pulse. Daher werden die optimierten Laserfelder der
3z. B. Jenoptik SLM-S640
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Abbildung 2.3: Puls-Shaping im Experiment (Skizze); v.l.n.r.: über ein opti-
sches Gitter und einen Fokalspiegel werden die Frequenzanteile des Licht-
pulses gleichmäßig auf die Pixelzeile (Flüssigkristall- oder akustooptischer
Modulator) der Shaper-Maske (mitte) verteilt, der frequenz- und phasenmo-
dulierte Puls wird ggf. durch nichtlineare Optik in den benötigten Wellen-
längenbereich transferiert, bevor er im Experiment zur Anwendung kommt.
Quantengatter zeitlich in ihre Subpulse zerlegt und mit entsprechenden gauß-
förmigen Pulsen rekonstruiert. Für jeden der k Subpulse werden die folgenden
Parameter bestimmt:
• maximale elektrische Feldstärke ε0,k,
• Zeitpunkt t0,k maximaler Intensität,
• Pulsdauer (FWHM) τG,k,
• Trägerfrequenz ω0,k gegebenenfalls mit Frequenz-Variations-Parameter
δchirp,k und
• carrier envelope phase ϕCEP,k (Abb. 2.2, S. 14).






−((t−t0,k)/τG,k)2 cos [(ω0,k − δchirp,k(t− t0,k))(t− t0,k) + ϕCEP,k] .
(2.38)
Dieses Verfahren erweist sich in der experimentellen Umsetzung als anspruchs-
voll, da die einzelnen Subpulse phasengenau aufeinander folgen müssen. Bereits
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geringe Abweichungen haben hohe Eﬃzienzeinbußen zur Folge. Jedoch ist eine
verlustfreie Variation der Pulsabstände in Schritten von 2pi möglich (Kap. 5.1).
Ungenauigkeiten bezüglich der Einhüllenden wirken sich dagegen kaum auf die




Quantencomputing bezeichnet die Datenverarbeitung unter Ausnutzung quan-
tenmechanischer Gesetzmäßigkeiten. Für die Durchführung solcher Prozesse
bedarf es eines Computers, dessen Informationseinheit aus Quantenbits, kurz
Qubits, besteht. Als unbegrenzt manipulierbare Zweizustands-Quantensysteme
können diese durch Superposition und Verschränkung im Verlauf eines Verarbei-
tungsprozesses beliebige Werte annehmen. Erst durch Messung wird das Qubit
wieder in einen der beiden Zustände, null oder eins, gezwungen. Das ermöglicht
logische Operationen und damit auch Algorithmen, die auf einem konventio-
nellen Computer keine eﬃzienten oder überhaupt keine Analoga haben. Diese
sind für viele Forschungs- und Anwendungsbereiche von großem Interesse. Eini-
ge Realisierungsansätze konnten bereits vielversprechende Ergebnisse vorweisen,
sodass die Realisierbarkeit von Quantencomputing als gesichert gilt.
In Kapitel 2.2.2 wird ein spezielles Konzept der Quanteninformationsverarbei-
tung vorgestellt, das Molekulare Quantencomputing [21]. Dabei dienen einzel-
ne Moleküle als Informationsträger. Jedes von ihnen stellt hypothetisch so viele
Qubits zur Verfügung, wie es Schwingungsmoden besitzt. Logische Operationen
werden über amplituden- und phasenmodulierte infrarote Lichtpulse vermittelt.
Ihre Form wird mit Hilfe des MTOCT-Funktionals (siehe Kap. 2.1.4) so opti-
miert, dass ein einziger Puls jeden potentiellen Zustand der Qubitbasis logisch
richtig schaltet. Die Berücksichtigung der gesamten Qubitbasis macht diese lo-
gischen Operationen zu globalen Quantengattern.
2.2.1 Universeller Quantencomputer
Das Qubit als kleinstmögliche Informationseinheit des Quantencomputers be-
steht aus einem Zweizustands-Quantensystem. Durch kohärente Überlagerung
seiner zwei Eigenzustände, die als Qubitbasis dienen, kann es jeden beliebigen
Zustand annehmen.
|Ψ〉 = α|0〉+ β|1〉 ; α, β ∈ C (2.39)
Die Zusammensetzung der Superposition wird dabei durch die komplexen Ko-
eﬃzienten α und β bestimmt, die über |α|2 + |β|2 = 1 in Beziehung stehen. Sie
kann als Punkt auf der Oberﬂäche einer Bloch-Kugel4 veranschaulicht werden.
Der Messvorgang beim Auslesen der Information führt zum Kollaps der Wel-
lenfunktion, sodass das System den zum Messwert gehörigen Eigenzustand |0〉
oder |1〉 erhält. Da es nur diese beiden Observablen besitzt, wird der Daten-
strom, wie beim konventionellen Computer, als Reihe von Nullen und Einsen
4Herleitung und Anwendung der Bloch-Kugel werden zum Beispiel in [67] beschrieben.
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erhalten. Dabei ist die Wahrscheinlichkeit eine 0 bzw. eine 1 zu detektieren
proportional zu |α|2 bzw. |β|2. Die in der Phase der Basiszustände gespeicherte
Information geht folglich beim Messen verloren. Sie kann jedoch intermediär in
Quantenalgorithmen genutzt werden. So ermöglicht der 2N -dimensionale Hil-
bertraum eines N Qubits umfassenden Systems die simultane Verarbeitung von
bis zu 2N Werten in einer Superposition. Die hohe Eﬃzienz eines Quantencom-
puters beruht zu großen Teilen auf dieser Quantenparallelität. Sie kann über




(|0〉 ± |1〉) . (2.40)
Die erneute Anwendung dieser Transformation projiziert die in der Überlagerung
gespeicherte Information wieder in die Basiszustände.
Zusammen mit den logischen Operationen NOT, controlled NOT (CNOT)
und Π bildet die Hadamard-Transformation einen universellen Satz elementarer
Quantengatter. Jeder derzeit bekannte Quantenalgorithmus lässt sich als eine
Abfolge dieser vier Gatter konstruieren [68]. So sorgt das NOT für den Transfer
zwischen den Qubitbasiszuständen. Das CNOT, als einziges Zwei-Qubit-Gatter
des Satzes, dient dagegen dem Informationsaustausch und der Korrelation zweier
Qubits, indem die NOT-Operation in Abhängigkeit eines zweiten Qubits (Kon-
trollqubit) geschaltet wird. Die Manipulation der Phase erfolgt durch das Π-
Gatter, das für den Zustand |1〉 eine Phasendrehung der Qubit-Wellenfunktion
um denWert pi bewirkt. Auch diese Operation kann, dem CNOT analog, als kon-
trollierte Zwei-Qubit-Transformation durchgeführt werden, die zu einer interme-
diären Verschränkung der beiden Qubits führt. Die kleinstmögliche Basis besteht
daher aus zwei Qubits |q1〉⊗ |q2〉, die die vier Basiszustände |00〉, |01〉, |10〉 und
|11〉 bilden. Zur Nutzung des gesamten Hilbertraums wird je ein Satz elementa-
rer Operationen für jedes der beiden Qubits benötigt, wodurch der vollständige
universelle Satz einer Zwei-Qubit-Basis acht Quantengatter umfasst. Zur For-
mulierung der Gatter siehe AnhangA.
Mit diesen Voraussetzungen kann ein Quantencomputer zusätzlich zu den
klassischen Algorithmen auch Quantenalgorithmen durchführen, die ihm bei
manchen Aufgabenstellungen einen erheblichen Vorsprung an Rechenleistung
verschaﬀen. Im Jahr 1985 stellte Deutsch den ersten Quantenalgorithmus
vor [69]. Dieser ermöglicht die Untersuchung einer unbekannten Funktion
f : {0, 1} → {0, 1}, sodass mit einer Messung bestimmt werden kann, ob
f (0) ⊕ f (1) = 0 oder 1 ist. Anschaulich beschrieben erlaubt der Deutsch-
Algorithmus beim Münzwurf in nur einem Schritt festzustellen, ob die Münze
echt (balanciert: eine Seite Kopf, andere Seite Zahl) oder falsch (konstant: bei-
de Seiten Kopf bzw. beide Seiten Zahl) ist. Die allgemeinere Formulierung, der
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Deutsch-Jozsa-Algorithmus [70], lässt darüber hinaus Aussagen für boolesche
Funktionen f : {0, 1}n → {0, 1} in einem n-Qubit-Register zu. Dabei steigt
die Rechenzeit nur linear mit der Größe des Registers, wogegen der klassische
Weg einen exponentiellen Aufwand erfordert. Ähnlich verhält es sich beim Shor-
Algorithmus [71] zur Faktorisierung großer Zahlen, der eine polynomiale Lauf-
zeit besitzt. Sein zentrales Element ist die Quantenfouriertransformation [72].
Besondere Bedeutung hat dieser Algorithmus durch das derzeit führende Ver-
schlüsselungsverfahren RSA5 [73] erlangt, das seine Sicherheit aus der Ineﬃzienz
klassischer Faktorisierungsmethoden bezieht. Der Grover-Algorithmus [74] zur
schnellen Datenbanksuche reduziert den Rechenaufwand für n Datenbankeinträ-
ge dagegen von n auf
√
n maximale Schritte. Für eine ausführliche Behandlung
von Quantenalgorithmen siehe [67].
Gleichzeitig mit dem ersten Quantenalgorithmus veröﬀentlichte Deutsch 1985
drei allgemein formulierte Anforderungen [69] an einen Quantencomputer. Diese
wurden von DiVincenzo auf fünf Punkte erweitert [75] und gelten inzwischen als
grundlegende, physikalische Voraussetzungen für realisierbares Quantencompu-
ting [76]. So bedarf es eines skalierbaren physikalischen Systems zur Kodierung
deﬁnierter Qubits (1), in dem ein einfach strukturierter Ausgangszustand (z. B.
| 0 0 0 . . . 0 〉 ) präpariert werden kann (2). Durch lange Dekohärenzzeiten im
Vergleich zu den Schaltzeiten (3) kann eine relativ ungestörte Implementierung
des universellen Satzes elementarer Quantengatter erfolgen (4). Anschließend
sollte das Ergebnis messbar sein (5). Im Hinblick auf Quanten-Kommunikation
wurde diese Liste um zwei weitere Punkte ergänzt, die die Umwandlung sta-
tionärer und mobiler Qubits ineinander, sowie die Übertragung mobiler Qubits
betriﬀt. Als Prüfstein für die erfolgreiche Realisierung von Quantencomputing
gilt der oben beschriebene Deutsch-Jozsa-Algorithmus [70].
Einer der ersten Realisierungsansätze für einen Quantencomputer, vorgestellt
1995 von Cirac und Zoller [15], basiert auf den elektronischen Spinzuständen
von Ionen in einer elektromagnetischen Falle. Laser induzieren die gewünschten
Schaltoperationen im Spinsystem [77, 78]. Dieses Grundkonzept wurde von vie-
len Arbeitsgruppen aufgenommen und modiﬁziert [16, 7786]. Ein weiterer Vor-
schlag leitet sich von Kernspinresonanz (Nuclear Magnetic Resonance: NMR)
in Flüssigkeiten [17, 87, 88] ab. Er ist mit sieben funktionsfähigen Qubits [89]
das derzeit erfolgreichste Konzept. Dabei werden die Qubits in Kernspinzustän-
den kodiert und durch NMR-Techniken manipuliert. Allerdings arbeitet dieses
Konzept nicht mit reinen Quantenzuständen, sondern startet mit einem Spin-
Ensemble. Dennoch resultieren aus dieser Arbeit viele wertvolle Erkenntnisse,
insbesondere in Bezug auf Quantenalgorithmen. Bei der Verwendung elektroni-
5Benannt nach seinen Erﬁndern: Rivest, Shamir und Adelman
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scher Freiheitsgrade in Festkörpern liegt die Herausforderung in der Manipula-
tion der Spins und der Überwindung ihrer starken Kopplung mit der Umgebung.
Dieser Ansatz bietet derzeit die besten Voraussetzungen für ein weitgehend frei
skalierbares System. Er wurde bereits für eine begrenzte Zahl von Qubits in
Form von einzelnen Elektronenspins in Quanten-Dots [9095] und mit Supra-
leitungsströmen in Josephson-Kontakten [96, 97] experimentell umgesetzt. Für
Quantenkommunikation werden dagegen Photonen in linearer und nicht-linearer
Optik eingesetzt. Als ﬂying qubits übermitteln sie Informationen bereits über
längere Strecken [98]. Der Rücktransfer der Information in ein stationäres Qubit-
system von Atomen oder Ionen kann in einem optischen Resonator (cavity
Quanten-Elektro-Dynamik) erfolgen [99101].
Neben den hier skizzierten Ansätzen gibt es noch weitere Vorschläge zur Im-
plementierung von Quantencomputing und ihre Zahl wächst stetig. Um ein Kon-
zept zu entwickeln, das alle DiVincenzo-Kriterien erfüllt, bedarf es vermutlich
des Zusammenspiels mehrerer Grundideen, wie die Kombination von Photonen
und cavity QED zeigt. Auf dem Weg zur Realisierung stößt die Technik immer
wieder an ihre Grenzen, sodass ständig neue, weiterführende Verfahren erarbei-
tet werden müssen. Dabei ergeben sich stets neue Erkenntnisse, die zu einem
besseren Verständnis der Quantenmechanik führen. Diesen Prozess unterstützen
auch Realisierungsansätze für spezialisierte Quantencomputer. So wird z. B. an
der Konstruktion eines Quantensimulators für einzelne Quantengatter [102, 103]
und der Entwicklung eines Einweg-Quantencomputers [104, 105] ausgehend
von massiv verschränkten Clusterzuständen gearbeitet.
2.2.2 Molekulares Quantencomputing
Das in dieser Arbeit angewendete Konzept des Molekularen Quantencompu-
tings [21, 22, 55] beruht auf der selektiven Schwingungsanregung IR-aktiver
Normalmoden, den Qubitmoden. Sein zentrales, informationsverarbeitendes
Element besteht aus neutralen Molekülen im elektronischen Grundzustand.
Je zwei Schwingungseigenzustände der Qubitmoden deﬁnieren die Qubitba-
sis, auf der die Quantengatter operieren. Diese werden über geformte Femto-
bis Pikosekunden-Lichtpulse im infraroten Wellenlängenbereich implementiert
(Kap. 2.1.4). Denkbare, konzeptinhärente Störeinﬂüsse wie Dekohärenz durch
intramolekulare Schwingungsumverteilung (IVR) und unvollkommene Schalt-
vorgänge konnten bereits durch Untersuchungen als vernachlässigbar [106] ein-
gestuft werden. Auch eine Erweiterung des Konzepts im Hinblick auf Skalier-
barkeit [107] und die Speicherung von Informationen wurde schon begonnen.
Im Rahmen der vorliegenden Arbeit werden zusätzlich molekulare Umgebungs-
eﬀekte einer immobilisierenden Festkörperstruktur untersucht (siehe Kap. 5.3).
24
2.2 Quantencomputing
Diese soll Translation und Rotation des Moleküls verhindern, um Eﬃzienzver-
luste beim Schaltvorgang zu minimieren.
Diese Art des Molekularen Quantencomputings, der sich seit Kurzem auch
andere Forschergruppen widmen [108110], wurde in der Arbeitsgruppe von
R. de Vivie-Riedle an einem Acetylen-basierten Modell entwickelt und seine
Funktionsfähigkeit auf theoretischem Weg bewiesen [2124, 55]. Experimentell
realisierten Witte et al. die selektive Schwingungsanregung dagegen imWolfram-
hexacarbonyl W(CO)6 [111]. Eine stärkere Verzahnung von Theorie und Experi-
ment erfordert zunächst die Wahl eines gemeinsamen molekularen Systems. Die
Berücksichtigung physikalischer Randbedingungen (siehe Kap. 3.1) und präex-
perimentelle Berechnungen helfen dabei, die Eignung eines Moleküls abzuschät-
zen. Über begleitende Simulationen werden Amplituden- und Phasenmodulatio-
nen günstiger Startpulse für die experimentelle Laseroptimierung [112] ermittelt.
Diese können zum Beispiel über Flüssigkristall- bzw. akustooptische Modulato-
ren (Kap. 2.1.4) im Experiment erzeugt werden.
Die Vorgehensweise bei der theoretischen Umsetzung des Molekularen Quan-
tencomputings verbindet die unter Kap. 2.1 beschriebenen Methoden. So wird
quantenchemisch eine mehrdimensionale Fläche potentieller Energie (PES) be-
rechnet (Kap. 2.1.1), wobei jede Qubitmode eine Dimension aufspannt. Gleich-
zeitig werden zugehörige Dipolmomentﬂächen erzeugt. Die in Kap. 2.1.3 be-
schriebene Relaxationsmethode liefert die Schwingungseigenfunktionen des Mo-
leküls von denen je zwei pro Normalmode als Qubitbasiszustände bestimmt
werden. Diese gehen als Ausgangs- und Zielzustände bei der Pulsoptimierung in
das MTOCT-Funktional ein (Kap. 2.1.4). Dabei werden auch die Dipolmoment-
ﬂächen als Vermittler der Laser-Molekül-Wechselwirkung berücksichtigt.
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Bei der anwendungsorientierten Auswahl eines Moleküls für Molekulares Quan-
tencomputing sind sowohl spektroskopische als auch geometrische Aspekte zu
berücksichtigen. Aufgrund der vielversprechenden Ergebnisse experimenteller
Arbeiten zur gezielten Schwingungsanregung von Witte et al. [25, 111] em-
pﬁehlt es sich, ein Molekül aus der Klasse der Carbonylkomplexe zu wählen.
Der Selektionsprozess, der in Kap. 3.1 beschrieben ist, führte von Dimangan-
dekacarbonyl (Mn2(CO)10) über Mangan-pentacarbonyl-chlorid (MnCl(CO)5)
zu Mangan-pentacarbonyl-bromid (MnBr(CO)5).
Mit seinen fünf CO-Gruppen ist MnBr(CO)5 ein guter IR-Absorber
(Kap. 3.2). Im mittleren Infrarot (zwischen 1250 cm−1 und 3333 cm−1) weist es
ein klares, gut separiertes Spektrum mit drei Absorptionsbanden auf. Die drei
zugehörigen Normalschwingungen sind daher potentiell als Qubitmoden geeig-
net. Die Mode mit dem schwächsten Übergangsdipolmoment bleibt jedoch bei
der Deﬁnition des Qubitsystems (Kap. 3.3) unberücksichtigt.
In quantenmechanischen Untersuchungen wird das Qubitsystem durch seine
Eigenfunktionen repräsentiert. Diese werden über die von den Qubits aufge-
spannte Potentialﬂäche berechnet (Kap. 3.4). Im Hinblick auf die experimentel-
le Verwertbarkeit der theoretischen Ergebnisse ist es wichtig, die Qubitmoden
physikalisch korrekt zu beschreiben. Daher wurde im Rahmen dieser Arbeit ein
Optimierungsverfahren entwickelt, das eine Anpassung der PES an spektrosko-
pische Daten wie Anregungsfrequenz und Anharmonizität ermöglicht.
3.1 Wahl eines geeigneten Moleküls
Bei der experimentellen Realisierung von Molekularem Quantencomputing sind
vorangehende sowie begleitende Berechnungen und Simulationen der Vorgänge
im Qubit-System erforderlich. Folglich muss das ausgewählte Molekül sowohl
die Anforderungen des Experiments, als auch die Voraussetzungen für eine aus-
reichend genaue theoretische Beschreibung erfüllen.
Von Seiten der Theorie ergeben sich Einschränkungen bezüglich der Größe,
Komplexität und Symmetrie des Moleküls. Dabei wird die maximale Molekül-
größe bei gegebener Rechnerleistung durch die erforderliche Präzision der Be-
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rechnungen und die verfügbare Rechenzeit limitiert. Mit zunehmender Größe
nimmt außerdem, bedingt durch die Anzahl der beteiligten Atome, die Komple-
xität der Normalmoden zu. Das erschwert das Aufstellen des Hamiltonoperators
eines potentiellen Qubitsystems. Ein Aspekt grundlegender konzeptinhärenter
Bedeutung ist die Symmetrie des molekularen Systems. So besitzen Symme-
triegruppen wie z. B. D4d und D2h Normalschwingungen, deren Obertöne bzw.
Kombinationsmoden weder IR- noch Raman-aktiv und somit schwingungsspek-
troskopisch nicht ansprechbar sind. Diese dunklen Zustände führen zu unkon-
trollierbaren Bereichen im Qubitsystem.
Aus experimenteller Sicht muss das IR-Spektrum des Moleküls gut separierte
Banden aufweisen, damit gezieltes Anregen einzelner Moden möglich ist. Haben
diese ein starkes Übergangsdipolmoment, kann die Anregung bereits mit gerin-
gen Laserintensitäten erfolgen. Dies ist ein wichtiger Aspekt, da die Lichtpulse
viel Intensität durch das Formen (siehe Kap. 2.1.4) verlieren. Geringe Pulsin-
tensitäten haben zusätzlich den Vorteil, dass sich die Probe weniger erwärmt.
Chemische Stabilität des Moleküls gewährleistet darüber hinaus eine lange Le-
bensdauer der Probe, was die experimentelle Umsetzung erleichtert.
Carbonylgruppen gehören zu den stärksten bekannten IR-Absorbern [113].
Daher besitzen Normalschwingungen mit starker CO-Gruppen-Beteiligung ein
großes Übergangsdipolmoment. Den experimentellen Kriterien folgend, war
Dimangan-dekacarbonyl (Mn2(CO)10) (Abb. 3.1) mit seinen zehn CO-Gruppen
der Ausgangspunkt der Suche nach einem geeigneten Kandidaten zur Realisie-
rung von Molekularem Quantencomputing. Sein Spektrum (Abb. 3.2) weist drei
Banden mit einem Abstand von jeweils ca. 30 cm−1 im mittleren Infrarot auf1.
Die Übergangsdipolmomente der zugehörigen Normalmoden werden nach Gl. 3.1
aus diesem Spektrum berechnet und betragen µB2(1980 cm−1) = 0,65Debye,
µE1(2012 cm−1) = 1,12Debye und µB2(2045 cm−1) = 0,66Debye. Da das Deka-
carbonyl jedoch die Symmetrie D4d besitzt, treten dunkle Kombinationsmoden
auf, die die Wahl der Qubitbasis stark einschränken. Bei näherer Untersuchung
zeigt sich außerdem, dass die theoretische Bearbeitung dieses zweikernigen Kom-
plexes wegen seiner Größe sehr aufwändig ist.
Im weiteren Verlauf der Suche werden deshalb nur noch bedeutend kleinere,
einkernige Carbonylkomplexe in Betracht gezogen. Soll dabei weiterhin, wie im
Mn2(CO)10, das Zentralatom oktaedrisch und ausschließlich von CO-Liganden
umgeben sein, so kommen nur die Elemente der sechsten Nebengruppe Chrom,
Molybdän und Wolfram als Kerne in Frage. Diese Komplexe besitzen aufgrund
ihrer hochsymmetrischen Struktur jedoch nur eine dreifach entartete IR-aktive
1Für eine detailliertere Diskussion siehe [114].
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Abbildung 3.1: Struktur des Dimangan-dekacarbonyls (Mn2(CO)10). Die
Mangan-Atome (grün) sind zu einem Doppelkern verbrückt. Jedes der Zen-
tralteilchen ist jeweils von fünf Carbonylgruppen (C grau, O rot) okta-
edrisch koordiniert. Die sechste Koordinationsstelle wird vom benachbarten
Mangan besetzt.
Schwingung mit starkem Übergangsdipolmoment und sind daher für ein mehr-
dimensionales Qubitsystem ungeeignet.
Durch Zulassen einfach negativ geladener Liganden können auch vom
Mn2(CO)10 auf direktem Weg einkernige oktaedrische Komplexe abgeleitet wer-
den. Dabei wird eine Hälfte des zweikernigen Komplexes durch einen negati-
ven Liganden ersetzt. Um im Spektrum keine zusätzlichen Banden durch den
Fremdliganden zu erzeugen, kommen nur einatomige Liganden wie Hydrid-
oder Halogenid-Ionen in Frage. Die günstigsten Spektren mit mehreren star-
ken, klar getrennten Banden im mittleren IR weisen dabei die Mangan-
pentacarbonyl-halogenide auf. Da für die theoretische Behandlung eines Mole-
küls eine geringe Anzahl von Elektronen vorteilhaft ist, wurden zunächst Rech-
nungen mit Mangan-pentacarbonyl-chlorid (MnCl(CO)5) durchgeführt. Es be-
sitzt im mittleren IR drei gut separierte Banden (1998 cm−1, 2056 cm−1 und
2142 cm−1 siehe z. B. [115]). Dennoch ist MnCl(CO)5 für eine experimentelle
Umsetzung nicht geeignet, da es zu Zersetzung unter Bildung von Mangan-
chlorid und Kohlenmonoxid neigt. Bei den Mangan-pentacarbonyl-halogeniden
nimmt die Komplex-Stabilität jedoch mit steigender Ordnungszahl des Halo-
gens zu [116]. Deutlich stabiler ist daher das schwerere Homologe Mangan-
pentacarbonyl-bromid (MnBr(CO)5). Es ist wie zu erwarten  demMnCl(CO)5
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Abbildung 3.2: IR-Spektrum einer 0,24-millimolaren Lösung von Dimangan-
dekacarbonyl (Mn2(CO)10) in Tetrachlorkohlenstoﬀ. Die drei Hauptbanden
können Schwingungen der Symmetrie B2, E1 und B2 (v.l.n.r.) zugeordnet
werden. Eine Verunreinigung von MnCl(CO)5 ist für die zusätzliche Ban-
de (*) bei 2056 cm−1 verantwortlich. Spektrum aufgenommen mit: Perkin
Elmer System 2000 FT-IR-Spektrometer.
spektroskopisch sehr ähnlich und daher insgesamt für den Einsatz im Experi-
ment besser geeignet. Werden bei der theoretischen Bearbeitung Basissätze mit
Pseudopotentialen (Kap. 2.1.1) verwendet, beschränkt sich der Rechenaufwand
auf die Valenzelektronen. Somit bedeutet der Bromidligand keinen rechnerischen
Mehraufwand gegenüber einem Chloridliganden. Daher fällt die endgültige Wahl
auf MnBr(CO)5.
3.2 Experimentelle Charakterisierung von
MnBr(CO)5
Bei Raumtemperatur ist Mangan-pentacarbonyl-bromid ein gelber kristalliner
Feststoﬀ, der sich nicht in Wasser aber gut in Tetrachlorkohlenstoﬀ (CCl4) löst.
Chemisch-technische Daten sind für MnBr(CO)5 soweit bekannt nicht tabel-
liert. Eigene Messungen ergeben, dass es sich kaum sublimieren lässt und einen
Dampfdruck von p=0,05mbar besitzt. Somit ist die bei Raumtemperatur in
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der Gasphase erreichbare Konzentration relativ gering im Vergleich zu Cr(CO)6
(0,35mbar) oder W(CO)6 (1,40mbar) und anderen ﬂüchtigen Metallcarbonylen.
Ein Gasphasen-Experiment, wie bei Witte et al. [25], ist daher mit MnBr(CO)5
nicht möglich.
Mangan-pentacarbonyl-bromid (Abb. 3.3) gehört zur Verbindungsklasse der
Carbonylkomplexe. Diese besitzen mindestens einen CO-Liganden, der mit dem
Elektronenpaar am Kohlenstoﬀ eine Donorbindung zum Zentralatom aufbaut.
In Mangan-pentacarbonyl-bromid wird das zentrale Mangan durch fünf solcher
Carbonyl- und einen Bromidliganden verzerrt oktaedrisch koordiniert (Symme-
trie C4v), wobei die vier CO-Gruppen in der Ebene leicht zum Brom geneigt
sind [117].
Abbildung 3.3: Struktur des Mangan-pentacarbonyl-bromid (MnBr(CO)5):
Das Zentralatom Mangan (grün) ist verzerrt oktaedrisch von fünf Carbonyl-
gruppen (C grau, O rot) und einem Bromidliganden (braun) umgeben. Die
vier äquatorialen CO-Liganden sind leicht zum Brom geneigt.
Als nicht-lineares zwölfatomiges Molekül besitzt Mangan-pentacarbonyl-
bromid 3 · 12 − 6 = 30 Schwingungsfreiheitsgrade, von denen 23 IR-aktiv
sind. Im mittleren Infrarot sind es nur drei Absorptionsbanden, die von zwei
A1-symmetrischen Schwingungen (2000 cm−1 und 2140 cm−1) und einer E-
symmetrischen Schwingung (2050 cm−1) herrühren [118]. Alle anderen infraroten
Absorptionen liegen unterhalb 645 cm−1 [119].
Das Spektrum (Abb. 3.4) von MnBr(CO)5 liefert experimentelle Referenzwer-
te für die Stärke der Absorption im mittleren Infrarot. Ein direkter Vergleich mit
theoretischen Ergebnissen (Molekül im Vakuum) ist jedoch nur bedingt mög-
lich, da aufgrund der geringen Flüchtigkeit auf eine Lösung von MnBr(CO)5
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Abbildung 3.4: IR-Spektrum einer 4,4-millimolaren Lösung von MnBr(CO)5
in Tetrachlorkohlenstoﬀ. Den drei Absorptionsbanden können Schwingun-
gen der Symmetrie A1, E und A1 (v.l.n.r.) zugeordnet werden. Spektrum
aufgenommen mit: Perkin Elmer System 2000 FT-IR-Spektrometer.
in CCl4 zurück gegriﬀen werden muss. Im Fall des Spektrums Abb. 3.4 betrug
die Konzentration der Lösung c ′ = 4, 4 · 10−3mol/l. Für jede der drei Absorp-
tionsbanden im mittleren IR wird das Übergangsdipolmoment µ als Maß der










Adν¯ ′ . (3.1)
Dabei enthält der erste Term die Naturkonstanten Planck'sches Wirkungsquan-
tum h, Lichtgeschwindigkeit c, Dielektrizitätskonstante des Vakuums 0 und
Avogadro Zahl NA. Probenspeziﬁsche Werte, wie die Konzentration c ′ und die
Schichtdicke d werden im zweiten, die Absorptionswellenzahl ν¯ der betreﬀenden
Bande im dritten Term berücksichtigt. Eine gute Näherung des Integrals über
die Absorption A ergibt sich durch Multiplikation der halben Höhe des Peaks
mit seiner Basis dν¯ ′, was der Beschreibung der Fläche unter dem Peak durch
ein Dreieck entspricht.
Aus Gl. 3.1 wird für die A1-Mode bei 2000 cm−1 ein Übergangsdipolmoment
von µ = 0, 402Debye erhalten. Für die E-Mode beträgt es µ = 0, 634Debye.
2Zur Herleitung siehe [120].
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Mit µ = 0, 101Debye besitzt die A1-symmetrische Schwingung bei 2140 cm−1
die schwächste Absorptionsbande. Als stark absorbierende Moden werden die
A1-symmetrische Schwingung bei 2000 cm−1 und die zweifach entartete E-
symmetrische Schwingung (siehe Abb. 3.5) zur Kodierung des Zwei-Qubit-
Systems ausgewählt.
3.3 Deﬁnition des Zwei-Qubit-Systems
Im Zwei-Qubit-System wird die A1-Mode als erstes Qubit, die E-Mode als zwei-
tes Qubit festgelegt. Für beide Moden wird der Schwingungsgrundzustand (keine
Anregung) als | 0 〉A bzw. | 0 〉E deﬁniert, die Anregung mit einem Quant (Funda-
mentale) entsprechend als | 1 〉A bzw. | 1 〉E. Somit spannt jede der Moden einen
zwei-dimensionalen Hilbertraum, HA bzw. HE auf. Jedes MnBr(CO)5-Molekül
stellt daher den gesamten Hilbertraum HAE zur Verfügung, der sich aus dem
Produkt von HA und HE ergibt.
A 1
1. Qubit
0 Quanten | 0 〉A






HAE = HA ⊗HE
E
2. Qubit
0 Quanten | 0 〉E
1 Quant | 1 〉E
Abbildung 3.5: Zwei-Qubit-System im MnBr(CO)5  unterschiedliche Anre-
gungszustände der A1-Mode (links) und der x-polarisierten Komponente
der E-Mode (rechts) bilden die Qubitbasis analog Gl. 3.3.
Unter der Annahme, dass die gezielte Schwingungsanregung mit linear po-
larisiertem Laserlicht durchgeführt wird, ist es zulässig, eine der Komponenten
der entarteten E-Mode zu vernachlässigen. Für die verbleibende E-Komponente
und die A1-Mode wird die ab initio Potentialﬂäche (Abb. 3.6 (a)) mit den zu-
gehörigen Dipolmomentﬂächen (Abb. 3.6 (c)+(d)) über DFT (siehe Kap. 2.1.1)
im kommerziellen Quantenchemie-Programmpaket Gaussian03 [1] berechnet.
Eine ausführliche Beschreibung der Vorgehensweise erfolgt in Kap. 3.4. Aus den
Berechnungen folgt für die A1-Mode ein stark asymmetrisches Potential, dessen
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Anharmonizität sich aus dem transienten Absorptionsspektrum zu 21,9 cm−1
ergibt [121]. Das Potential der E-Mode ist dagegen symmetrisch bezüglich der



























Abbildung 3.6: (a) PES des Qubitsystems; (b) Deﬁnition der Auslenkungs-
koordinaten rA1 und rE (Abstand zwischen Kohlenstoﬀ- und Sauerstoﬀ-
Schwerpunkt), die die PES und Dipolmomentﬂächen (c)+(d) der Qubitba-
sis aufspannen. Bei allen drei Flächen gilt: -39,6 pm ≥ rA1 ≥ 39,6 pm und
-28,0 pm ≥ rE ≥ 28,0 pm.
Der kinetische Hamiltonoperator Tˆnuc für die Schwingungsbewegung wird in
kartesischen Koordinaten aufgestellt. Rotation des Moleküls bleibt dabei un-
berücksichtigt. Zur Beschreibung der E-Mode werden die an der Schwingung
beteiligten Komponenten, die sich gleichzeitig in dieselbe Richtung bewegen, in
einem Schwerpunkt zusammengefasst. So ergibt sich ein Schwerpunkt für die
C-Atome, die sich in der Ebene gegenüberliegen, und einer für die zugehörigen
O-Atome. Die relative Position der Schwerpunkte zueinander deﬁniert die Aus-
lenkungskoordinate rE (siehe Abb. 3.6 (b)). Die A1-Mode kann als lokale C-O-
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Schwingung mit der Koordinate rA1 beschrieben werden. Der gesamte kinetische
Hamiltonoperator

































Der gesamte Hamiltonoperator ergibt sich aus (Gl. 3.2) und der potentiel-
len Energie (PES). Mit diesem werden die Eigenzustände und Eigenfunktio-
nen des Qubitsystems durch Wellenpaketpropagation in imaginärer Zeit (siehe
Kap. 2.1.3) berechnet. Die Bezeichnung der Eigenzustände erfolgt in der redu-
zierten Normalmoden-Notation (nA1nE), wobei an erster Stelle die Anzahl der
Schwingungsquanten in der A1-Mode und an zweiter Stelle die Zahl der Quanten
in der E-Mode stehen. Die Qubitbasis wird analog zur Anzahl der aufgenomme-
nen Quanten deﬁniert:
(00) = |00〉 (01) = |01〉 (10) = |10〉 (11) = |11〉 (3.3)
3.4 Quantenmechanische Beschreibung
In quantendynamischen Rechnungen wird das Zwei-Qubit-System durch seine
Schwingungseigenfunktionen repräsentiert, die durch Filterdiagonalisierung mit
der zwei-dimensionalen Potentialﬂäche (PES) erhalten werden. Die PES bildet
somit indirekt die Grundlage der Optimierungen. Nur wenn sie die physikali-
schen Eigenschaften der Qubitmoden korrekt wiedergibt, ist es möglich, experi-
mentell verwertbare Ergebnisse zu erzielen.
Für die Beschreibung des Qubitsystems wurde anfänglich eine Potentialﬂäche
berechnet (Modell I), bei der sich die Absorptionsfrequenzen der Qubitmoden
an den spektroskopischen Daten des MnBr(CO)5 (Abb. 3.4, S. 32) orientieren.
Die Anharmonizitätswerte leiten sich dagegen aus experimentellen Daten von
Cr(CO)6 [25, 111] ab, da vergleichbare Werte für MnBr(CO)5 zu dem Zeitpunkt
noch nicht zur Verfügung standen. Erst Experimente von E. Torres [121] liefer-
ten genaue Informationen zur Anharmonizität der gewählten Qubitmoden. Eine
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an diese neuen Daten angepasste Potentialﬂäche (Modell II) ermöglicht Simu-
lationen unter realistischen Bedingungen und folglich zuverlässige Vorhersagen
für das System.
3.4.1 Konstruktion der Potentialﬂäche
Zur Berechnung einer PES werden Energiewerte für verschiedene Auslenkun-
gen der Qubitmoden bestimmt. Die dafür benötigten Auslenkungsvektoren, die
die Bewegung jedes einzelnen Atoms während der Schwingung beschreiben, er-
zeugt das Programmpaket Gaussian03 (G03) [1] durch eine Frequenzanalyse
in Form einer xyz-Matrix. Um die verschiedenen Punkte auf der PES zu er-
rechnen, werden Bruchteile der Vektoren zur Gleichgewichtsgeometrie addiert
und durch G03-Singlepoint-Rechnungen die zugehörigen Energien ermittelt. So
werden in gleichmäßigen Abständen bis zu 40x40 Werte berechnet. Die maxi-
male Auslenkung richtet sich dabei nach dem benötigten Ausschnitt aus der
Potentialﬂäche. Aufgrund der Symmetrie des Potentials entlang der E-Mode
genügt es, in dieser Richtung nur eine Hälfte der PES zu berechnen und die
andere durch Spiegelung hinzuzufügen. Um die Auﬂösung bei Optimierungen
und Simulationen zu erhöhen, wird die gesamte Fläche auf 64x64 Punkte mit-
tels Thin-Plate-Spline-Interpolation verfeinert [122]. Diese Punktanzahl ist ein
guter Kompromiss zwischen Genauigkeit und Rechenaufwand.
Für Frequenzanalyse und Singlepoint-Rechnungen wurde das DFT-
Funktional B3PW91 (Kap. 2.1.1) verwendet. Diese Methode gab im Vergleich zu
B3LYP und B3P86 bei der Frequenzanalyse das IR-Spektrum des MnBr(CO)5
präziser wieder. Die C- und O-Atome wurden mit dem Basissatz 6-31G be-
rechnet. Für Mangan und den Bromidliganden kam der auf Pseudopotentialen
(Kap. 2.1.1) aufgebaute Basissatz LanL2DZ [123, 124] zum Einsatz.
Bei jeder Singlepoint-Rechnung ermittelt Gaussian03 neben den Energien
auch Dipolmomentwerte. Da das Dipolmoment eine vektorielle Größe ist, las-
sen sich diese Werte auf die drei Raumrichtungen projizieren. Für jede Richtung
wird dann  der Energie analog  eine Fläche mit 64x64 Punkten interpoliert, so-
dass zu jeder PES drei Dipolmomentﬂächen erhalten werden. Diese sind bei der
Simulation der Laser-Molekül-Wechselwirkung essentiell (siehe Kap. 2.1.4) und
können nach Bedarf3 einzeln oder punktweise summiert implementiert werden.
Der experimentelle Kontrollwert für das Dipolmoment ~µ ist das Übergangsdi-
3Um z.B. die Laseranregung einer Normalmode zu simulieren, deren Ausrichtung sich aus-
schließlich entlang der x-Koordinate orientiert, genügt es, das auf x projizierte Dipolmo-
ment zu implementieren. Für die Untersuchung von Moden mit Auslenkungsvektoren in
mehreren Raumrichtungen oder einer Kombination unterschiedlicher Moden, müssen die
Dipolmomentﬂächen der jeweiligen Koordinaten summiert werden.
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polmoment µ (siehe Gl. 3.1, S. 32). Aus den theoretischen Berechnungen ergibt
sich dieser Wert bei der Anregung vom Grundzustand (v0) in den ersten schwin-
gungsangeregten Zustand (v1) durch die jeweiligen Wellenfunktionen ψ0 und ψ1:
µ = 〈ψ1|~µ|ψ0〉 (3.4)
Die Energiediﬀerenz vom nullten zum ersten Schwingungszustand gibt die
fundamentale Anregungsfrequenz an. Eine Analyse der energetischen Abstände
aller Niveaus lässt Rückschlüsse auf die Anharmonizität A des Potentials und
die potenzielle (statische) Kopplung K zwischen den Qubitmoden zu.
Bei einer PES, erzeugt durch lineare Auslenkung der Moden entlang der Vek-
toren, werden nur bedingt physikalisch sinnvolle Ergebnisse erzielt. Da G03 mit
einer harmonischen Näherung von Potentialen arbeitet, wird bei einer um die
Gleichgewichtslage symmetrischen Potentialkurve, wie bei der E-Qubitmode,
eine symmetrisch-anharmonische Potentialkurve erzeugt. Sie besitzt keine Dis-
soziationsenergie Ediss und zeigt ein unphysikalisch invertiertes anharmonisches
Verhalten (der Abstand der Eigenzustände nimmt mit zunehmender Schwin-
gungsquantenzahl zu). Zur Bestimmung eines physikalisch sinnvollen Potentials
mit zugehörigen Dipolmomentwerten wird zunächst ein analytisches Potential
V (x) berechnet (Gl. 3.5), das die gewünschte Absorptionsfrequenz und Anhar-
monizität vermittelt. Die dafür verwendete Formel leitet sich vom Reihenansatz
für das Morse-Potential ab. Für eine um das Gleichgewicht symmetrische Po-
tentialkurve V (x) bleiben nur Terme mit geradzahligem Exponenten erhalten:
V (x) = Ediss · ((β2 · x2)− a · (β4 · x4) + b · (β6 · x6)− · · ·+ · · ·) , (3.5)
β = ν ·
√
2 · pi2 ·m
Ediss
.
Mittels der Vorfaktoren (a, b) vor den Termen wird die Anharmonizität an ex-
perimentell ermittelte Werte angepasst. Der Faktor β berücksichtigt sowohl die
Anregungsfrequenz ν der Mode wie auch deren reduzierte Masse m und ihre
Dissoziationsenergie Ediss.
Ein Optimierungsverfahren (Abb. 3.7) liefert dann Koordinaten, mit denen
das analytische Potential V (x) durch G03-Singlepoint-Rechnungen abgebildet
wird. Anschließend kann eine von den beiden Qubitmoden aufgespannte 2D-
Potentialﬂäche berechnet werden, indem Kombinationen partieller Auslenkun-
gen beider Moden die Koordinaten für ergänzende Singlepoint-Rechnungen bil-
den. Dies liefert gleichzeitig die zugehörigen Dipolmomentﬂächen.
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Aus Testrechnungen (siehe AnhangC) ergibt sich für die E-Mode, dass eine
Korrektur der Auslenkung auf die C-Atome beschränkt werden kann. Die neuen
Koordinaten werden mittels eines iterativen Optimierungsmechanismus (siehe
Abb. 3.8) bestimmt. Die Auslenkungskoordinate aus der ursprünglichen G03-
Rechnung wird dabei beibehalten, sodass die Schwerpunktbewegung erhalten
bleibt. Das analytische Potential V (x) liefert für eine Schwerpunktauslenkung
xS einen Energiewert Epot(xS). Der Abstand der C-Atome zu ihrem Schwer-
punkt wird dann so variiert, dass sich der analytische Wert Epot(xS) ergibt.
Dabei ist zu beachten, dass durch die Variation der Kohlenstoﬀpositionen für
jede Schwerpunktlage wiederum ein parabelartiges Potential Epot(xC) entsteht
(Abb. 3.7 (rechts)).
Abbildung 3.7: Optimierung von Auslenkungskoordinaten: Aus dem ana-
lytischen Potential (links) wird der optimale Energiewert Epot(xS) zur
Schwerpunktauslenkung xS ermittelt. Durch Variieren der Kohlenstoﬀposi-
tionen ergeben sich bei gegebener Schwerpunktlage unterschiedliche Ener-
giewerte (rechts). Es gilt einen der zur gesuchten Energie Epot(xS) passen-
den C-C-Abstände ? zu bestimmen.
Um ein Potential nachzubilden, muss sich der analytische Wert Epot(xS) auch
im Wertebereich von Epot(xC) beﬁnden. Liegt der analytische Wert niedriger als
das Minimum von Epot(xC), ist die Grenze dieser Methode erreicht. Das bedeu-
tet, dass sich mit dieser Methode nur mäßige Korrekturen am Potential vorneh-
men lassen. Bei geringeren Korrekturen liegt der analytische Wert fast immer
oberhalb des Minimums von Epot(xC). Der Wert ist dann auf dem Parabelast po-
sitiver Steigung wie auch auf dem Ast negativer Steigung vorhanden (Abb. 3.7).
Der analytische Wert wird also bei zwei verschiedenen Koordinaten erreicht. Es
werden dann diejenigen Koordinaten verwendet, deren Dipolmomentwert sich
in die Dipolmomentkurve mit den benachbarten Koordinaten einfügt.
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Abbildung 3.8: Iteratives Verfahren zur Bestimmung der Koordinaten: (a) zu-
sätzlich zur Singlepoint-Rechnung mit unbearbeiteten Koordinaten (Gaus-
sian03 [1]) wird eine weitere Rechnung mit beliebig gewähltem C-C-Abstand
(initial guess) durchgeführt; (b) mit diesen beiden Punkten wird die Ge-
radengleichung einer Näherungsgeraden (grün) aufgestellt, aus der ein neu-
er Kohlenstoﬀabstand xneu abgeleitet wird; (c) eine Singlepoint-Rechnung
mit den aus xneu erstellten Koordinaten liefert den zugehörigen Energie-
wert; (d) zusammen mit dem zuvor berechneten Punkt wird erneut eine
Näherungsgerade und damit ein verbesserter Koordinatensatz bestimmt.
Die Schritte (c) und (d) werden so häuﬁg wiederholt, bis die angestrebte
Energie Epot(xS) in ausreichender Genauigkeit reproduziert wird.
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Auch für die A1-Qubitmode kann die Potentialkurve mit einem analytischen
Morse-Potential angepasst werden, um die experimentellen Werte zu reprodu-
zieren. Die 1D-Potentiale und Dipolmomente der beiden Qubitmoden werden
für anschließende Optimierungen und Simulationen zu zweidimensionalen Flä-
chen vervollständigt, die das gesamte Qubitsystem repräsentieren. Singlepoint-
Rechnungen mit partieller Auslenkung in beiden Moden liefern die fehlenden
Energie- und Dipolmomentwerte.
3.4.2 Modell I
Für dieses zu Beginn der vorliegenden Arbeit konstruierte Modell des Zwei-
Qubit-Systems werden die experimentell ermittelten Absorptionsfrequenzen der
Qubitmoden dem Spektrum Abb. 3.4 (S. 32) entnommen. Als weitere Eckdaten
für die Berechnung der PES werden Anharmonizitätswerte der Moden benö-
tigt. Diese sind jedoch nicht mit einfachen spektroskopischen Mitteln erhältlich
und waren zum Zeitpunkt der Konstruktion des Modells für Normalmoden im
MnBr(CO)5 auch nicht aus der Literatur bekannt. Ein in dieser Hinsicht je-
doch umfassend untersuchter Carbonylkomplex ist das Cr(CO)6 [25, 111]. Es
besitzt eine der E-symmetrischen Qubitmode entsprechende Schwingung mit ei-
ner Anharmonizität von 15 cm−1 [25]. Aufgrund der leicht unterschiedlichen Bin-
dungsverhältnisse im MnBr(CO)5 erscheint ein Anharmonizitätswert im Bereich
von 15 cm−1 bis 20 cm−1 für die E-Qubitmode plausibel. Die analytische Kurve
zur Optimierung der Koordinaten des E-Qubits wurde mit der Funktion Gl. 3.5
(S. 37) konstruiert, die den anharmonischen Potentialverlauf korrekt vorgibt.
Die Faktoren und molekülspeziﬁschen Werte belaufen sich auf: Dissoziations-
energie Ediss = 800 · 103 cm−1, Vorfaktoren a=3,5, b=8,0, Anregungsfrequenz
ν= c · 2036 cm−1 und reduzierte Masse m=mredE =25006,508 au.
In der resultierenden Potentialkurve beläuft sich der fundamentale Übergang
auf νv1←v0 = c · 2052 cm−1 und die Anharmonizität auf A = 21,5 ± 1,5 cm−1. Das
aus der zugehörigen Dipolmomentkurve berechnete Übergangsdipolmoment er-
gibt sich zu µE = 0,519Debye · 2 = 1,038Debye4. Die Abweichung zum experi-
mentell ermittelten Wert (0,634Debye) ist dabei tolerierbar, da sich der Betrag
des Übergangsdipolmoments bei der Pulsoptimierung nur auf die Pulsintensi-
tät auswirkt. Bei der experimentellen Erzeugung der Pulse muss die Intensität
entsprechend skaliert werden.
Die Anharmonizität A der jeweiligen Mode ist im Rahmen dieser Arbeit als
Diﬀerenz der Übergangsfrequenzen νv1←v0 und νv2←v1 deﬁniert. In der Literatur
4Der berechnete Wert von 0,519Debye entspricht dem Übergangsdipolmoment des E-Qubits,
das jedoch nur eine Hälfte der E-Mode ist. Für die gesamte Mode ergibt sich also der
doppelte Betrag. Dieser ist mit dem experimentell ermittelten Wert vergleichbar.
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wird dagegen oft die Größe χeω mit dem Anharmonizitätsparameter χe und der
harmonischen Frequenz der Mode ω angegeben. Diese hängen wie folgt mit der
hier vorgestellten Deﬁnition der Anharmonizität zusammen [125]:
A ∝ 2χe ω (3.6)
Bei der Beschreibung der A1-symmetrischen Qubitmode bedurfte es einer an-
deren Vorgehensweise, da es im Cr(CO)6 keine analoge Schwingung gibt. Daher
wurde ein lokales Potential für das dem Brom gegenüberliegende Kohlenstoﬀ-
atom berechnet. Dabei wird ausschließlich der Kohlenstoﬀ entlang der vierzäh-
ligen Molekülachse ausgelenkt, während alle anderen Atome in der Gleichge-
wichtslage verbleiben. An die so erhaltene Potentialkurve V (x) wird ein Morse-
Potential (Gl. 3.7) angepasst, an dem sich die Kohlenstoﬀauslenkung während
der Schwingung orientiert.
V (x) = Ediss · (1− e−β·x)2 (3.7)
β = ν ·
√
2 · pi2 ·m
Ediss
Mit Ediss = 17000 · 103 J, ν= c · 2000 cm−1 und m=mredA1 =12503,254 au.
Der fundamentale Übergang ist für diese Potentialkurve νv1←v0 = c · 1992 cm−1.
Mit den darüber liegenden Zuständen ergibt sich eine Anharmonizität von
28,5 cm−1, die schnell fällt und sich asymptotisch dem Wert 20 ± 2 cm−1 nähert.
Das zugehörige Übergangsdipolmoment hat den Wert µA1 = 0,421Debye und
gibt den experimentellen Wert von 0,402Debye gut wieder.
Gleichzeitiges Auslenken beider Qubitmoden ermöglicht die Berechnung ei-
ner zweidimensionalen Potentialﬂäche. In den zu Grunde liegenden ab initio
Singlepoint-Rechnungen werden die an den 1D-Potentialen optimierten Ko-
ordinaten verwendet, wodurch die korrigierte Schwingungsbewegung in das
2D-Modell übernommen wird. Dabei kommt es zu einer Verschiebung der
Übergangsenergien und Anharmonizitäten gegenüber den 1D-Potentialen, wo-
durch die Absorptionsfrequenzen des 2D-Modells bis zu 70 cm−1 über den expe-
rimentellen Anregungsenergien liegen. Der Abstand der beiden fundamentalen
Übergänge beträgt nur noch 5 cm−1. Dieser Fehler kann erst mit einem auf die
zweidimensionale Fläche erweiterten Optimierungsverfahren, wie es für das Mo-
dell II verwendet wird, behoben werden.
Durch Filterdiagonalisierung (Kap. 2.1.3) werden die dreißig energetisch nied-
rigsten 2D-Eigenfunktionen berechnet (eine Auswahl zeigt Tab. 3.1). Aus der
Diﬀerenz der Übergangsenergien: E|01〉←|00〉−E|11〉←|10〉, bzw. E|10〉←|00〉−E|11〉←|01〉
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ergibt sich die potenzielle zweidimensionale Kopplung K der betrachteten Mo-
den. Sie lässt sich als Stärke der Wechselwirkung von A1- und E-Mode inter-
pretieren, vermittelt also die Verschränkung der beiden Qubits, und beträgt in
diesem Modell 6 cm−1. Durch die Kopplung sinken alle Eigenzustände  außer
dem Schwingungsgrundzustand  energetisch gegenüber denen eines ungekop-
pelten Systems ab.
Die vier Qubitbasiszustände |00〉, |01〉, |10〉 und |11〉 dienen im weiteren Ver-
lauf bei der Laseroptimierung mit dem MTOCT-Funktional (Gl. 2.31, S. 15) als
Ausgangs- und Zielzustände. Die restlichen sechsundzwanzig der dreißig berech-
neten Schwingungseigenfunktionen (Obertöne und Kombinationsmoden) stehen
dem Optimierungsalgorithmus generell als Freiheitsgrade zur Verfügung5. So-
mit ist sichergestellt, dass die optimierten Gatter für das gesamte Qubitsystem
gültig sind.
3.4.3 Modell II
Für eine verbesserte Systembeschreibung werden wie zuvor analytische Kurven
zur Optimierung der Atombewegungen für beide Qubitmoden ermittelt. Ein zu-
sätzlicher Schritt berechnet zudem ein vorläuﬁges 2D-Potential des Zwei-Qubit-
Systems, an dem die Werte von Frequenz und Anharmonizität überprüft werden.
Diese lassen sich nun durch Variation der 1D-Koordinaten an die experimentell
bestimmten Werte anpassen, sodass die resultierende Potentialﬂäche das System
schließlich exakt beschreibt. Verschiebungen der Schwingungseigenzustände bei
der Konstruktion des 2D-Potentials, wie im Fall von Modell I, werden so ver-
mieden.
Darüber hinaus kann nun auf Anharmonizitätswerte des MnBr(CO)5 zurück
gegriﬀen werden. Diese lassen sich aus dem von E. Torres [121] gemessenen tran-
sienten Absorptionsspektrum (siehe Abb. 3.9, S. 44) des MnBr(CO)5-basierten
Qubitsystems ermitteln6. Die Anharmonizität der A1-Qubitmode beträgt dem-
nach 21,9 cm−1 und die der E-Qubitmode 13,6 cm−1.
In diesem Konstruktionsverfahren wird Funktion Gl. 3.5 (S. 37) zur Be-
rechnung der analytischen Kurve für das E-Qubit zusätzlich mit den Term
− c · (β8 · x8) erweitert, um eine präzisere Anpassung zu ermöglichen. Für
die Faktoren und molekülspeziﬁschen Werte ergibt sich: Dissoziationsenergie
5Die Relevanz der Schwingungseigenfunktionen nimmt mit steigender Quantenzahl ab.
6Der negative Anteil bei ca. 4870 nm =̂ 2054 cm−1 dem fundamentalen Übergang (v1 ← v0)
in der E-Qubitmode. Der nachfolgende positive Bereich wird durch den nächsten Übergang
(v2 ← v1) erzeugt: 4905 nm =̂ 2039 cm−1. Für die E-Mode ergibt sich somit eine Anharmo-
nizität von 2054 cm−1 − 2039 cm−1 =15 cm−1. Analog berechnet sich die Anharmonizität
der A1-Mode zu 2005 cm−1 − 1983 cm−1 =22 cm−1.
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Tabelle 3.1: Energien ausgewählter Eigenfunktionen des 2D-Qubitsystems in
Modell I im Vergleich mit experimentellen Werten.
Zustand En-E0 (cm−1) En-En−1 (cm−1) En-En−1 (cm−1)
(nA1nE) (berechnet) (berechnet) (experimentell)a
(10) 2072,96 2072,96 2000
(20) 4120,60 2052,64 n.b.b
(30) 6156,16 2030,56 n.b.
(40) 8164,07 2007,91 n.b.
(01) 2078,29 2078,29 2050
(02) 4132,27 2053,98 n.b.
(03) 6165,27 2033,00 n.b.
(04) 8176,67 2011,40 n.b.
(11) 4157,14 2084,18c/2078,85d n.b.
(12) 6214,73 2057,59 n.b.
(13) 8251,02 2036,29 n.b.
(21) 6215,63 2058,49e n.b.
(31) 8253,68 2038,05 n.b.
aaus Abb. 3.4 S. 32, eigene Messung
bn.b.=nicht bekannt
cin Bezug auf (10)
din Bezug auf (01)
ein Bezug auf (11)
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Abbildung 3.9: Transientes Spektrum von MnBr(CO)5 [121] in CHCl3;
aufgetragen ist die optische Dichte (∆OD) über die Wellenlänge:
5000 nm =̂ 2000 cm−1. Negative Bereiche zeigen die Depopulierung der
Grundzustände von E- und A1-Mode an. Positive Bereiche entstehen durch
Besetzung der Obertöne.
Ediss = 800 · 103 cm−1, Vorfaktoren a=2,66, b=6,35, c= 8,8, Anregungsfre-
quenz ν= c · 2000 cm−1 und Masse m=mredE =25006,508 au. Zur Beschreibung
der A1-symmetrischen Qubitmode wird wieder auf die Funktion Gl. 3.7 zurück-
gegriﬀen, da die experimentell gefundene Anharmonizität schon gut mit dem
genäherten Wert aus Kap. 3.4.2 übereinstimmt. Auch die Werte für Dissozia-
tionsenergie Ediss = 17000 · 103 cm−1 und Anregungsfrequenz f =2000 cm−1
bleiben gleich. Die stark überhöhte Absorptionsfrequenz im Fall genäherter Pa-
rameter wird hier durch leichtes Anheben der Masse auf m=mredA1 =13400 au
abgesenkt. Diese Annahme ist legitim, da bereits eine geringe Beteiligung des
Bromidliganden an der Schwingung eine solche Zunahme der reduzierten Masse
verursacht.
Zur Beschreibung des Qubitsystems werden mit dem resultierenden 2D-
Potential (Abb. 3.10 (a)) die vierzig energetisch niedrigsten 2D-Eigenfunktionen
durch Filterdiagonalisierung (Kap. 2.1.3) berechnet. Tabelle 3.2 zeigt ei-
ne Auswahl. Der fundamentale Übergang in der E-Qubitmode beträgt
ν|01〉←|00〉= c · 2054 cm−1 und ist damit exakt an den experimentell ge-
fundenen Wert angepasst. In der A1-Qubitmode liegt der Wert mit
ν|10〉←|00〉= c · 2001 cm−1 um 4 cm−1 unter dem experimentellen Wert von E. Tor-
res (Abb. 3.9), jedoch 1 cm−1 über der in CCl4 gefundenen Absorptionsfrequenz
(Abb. 3.4, S. 32). Der berechnete Wert liegt also in einem realistischen Bereich.
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Die Anharmonizität der E-symmetrischen Schwingung ergibt sich zu
12, 3 ± 2, 3 cm−1 und beträgt im ersten Schritt νv1←v0− νv2←v1 = c· 14,6 cm−1
(experimentell 13,6 cm−1). Für die A1-symmetrische Mode wird eine Anharmo-
nizität von 19,7 ± 1,6 cm−1 ermittelt (νv1←v0− νv2←v1 = c· 18,1 cm−1). Sie liegt
damit etwas unter dem experimentellen Wert von 21,9 cm−1. Die potenzielle
Kopplung der beiden Moden ist gegenüber der Beschreibung mit genäherten
Parametern kaum verändert und beträgt K =5 cm−1.
Das Übergangsdipolmoment für die E-Qubitmode berechnet sich zu
µE = 0, 351Debye · 2 = 0, 702Debye 7 (experimentell 0,634Debye) und für die
A1-Mode zu µA1 = 0, 557Debye (experimentell 0,402Debye). In beiden Mo-
den liegt der berechnete über dem aus der Messung (Abb. 3.4, S. 32) abge-
leiteten Wert. Die Abweichungen von 0,068Debye bzw. 0,155Debye bewirkt
eine allgemeine Verringerung der Pulsintensität, die bei einer experimentellen
Realisierung durch Skalieren der Amplitude ausgeglichen werden kann. Abbil-
dung 3.10 zeigt neben den Dipolmomentﬂächen für die E-Qubitmode und die
A1-Qubitmode auch die Summe beider Flächen als gesamtes Dipolmoment des
Qubitsystems.
7Der berechnete Wert bezieht sich nur auf eine Hälfte der E-Mode, das E-Qubit. Durch
Verdopplung wird das Übergangsdipolmoment der vollständigen Mode erhalten, das mit
dem experimentell ermittelten Wert vergleichbar ist.
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Abbildung 3.10: Potential- und Dipolmomentﬂächen aus Modell II: (a) PES
des Qubitsystems; (b) Deﬁnition der Auslenkungskoordinaten rA1 und rE
(Abstand zwischen Kohlenstoﬀ- und Sauerstoﬀ-Schwerpunkt), die die PES
und Dipolmomentﬂächen (c)-(e) der Qubitbasis aufspannen. Die Auslen-




Tabelle 3.2: Energien ausgewählter Eigenfunktionen des 2D-Qubitsystems in
Modell II im Vergleich mit experimentellen Werten.
Zustand En-E0 (cm−1) En-En−1 (cm−1) En-En−1 (cm−1)
(nA1nE) (berechnet) (berechnet) (experimentell)a
(10) 2001,34 2001,34 2005
(20) 3984,56 1983,22 1983
(30) 5947,63 1963,07 n.b.b
(40) 7889,99 1942,36 n.b.
(01) 2054,04 2054,04 2054
(02) 4093,53 2039,49 2041
(03) 6122,51 2028,98 n.b.
(04) 8140,04 2017,53 n.b.
(11) 4060,68 2059,34c/2006,64d n.b.
(12) 6103,07 2042,39 n.b.
(13) 8135,71 2032,64 n.b.
(21) 6048,75 1988,07e n.b.
(31) 8016,98 1968,23 n.b.
aaus Abb. 3.9, Messung E. Torres [121]
bn.b.=nicht bekannt
cin Bezug auf (10)
din Bezug auf (01)
ein Bezug auf (11)
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4 Logische Operationen für das
Qubitsystem
Im Folgenden werden Lichtpulse für die logischen Operationen vorgestellt, die
einen universellen Satz (siehe AnhangA) von Quantengattern für die in Kap. 3.3
gewählte Qubitbasis bilden. Im Vorfeld der Pulsoptimierung sind jedoch einige
praktische Aspekte zu berücksichtigen (Kap. 4.1), um hocheﬃziente Gatterpulse
zu erhalten. Ein Vergleich der resultierenden Laserfelder bezüglich Struktur,
Frequenzverteilung und Schaltmechanismen ermöglicht bereits Vorhersagen für
andere potentielle Qubitsysteme.
4.1 Betrachtung praktischer Aspekte der
Durchführung von Optimierungen
Von zentraler Bedeutung bei der Optimierung von Lichtpulsen für logische Ope-
rationen ist die Wahl der Gesamtpulsdauer T . Diese ist im MTOCT-Funktional
(Gl. 2.31, S. 15) ein konstanter Parameter und wird dementsprechend nicht mit-
optimiert. Dennoch ist die Dauer direkt mit der Frequenzauﬂösung ∆ω eines
Lichtpulses verknüpft (siehe AnhangD). Numerisch wird dieser Zusammenhang
durch die Energie-Zeit-Unschärfe1 wie folgt beschrieben:
∆ω ≥ 1
2pi · c · T . (4.1)
Bei Gattern, die ausschließlich einen Populationstransfer2 erfordern (Flip-
Gatter), ergibt sich die benötigte Auﬂösung aus der energetischen Lage der
Qubitbasiszustände und der zugehörigen Obertöne sowie Kombinationsmoden.
Daraus resultiert eine bestimmte Mindestpulsdauer, um die fraglichen Übergän-
ge gegeneinander zu diskriminieren und die Energie auf die relevanten Frequen-
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dabei die minimale Bandbreite bei gegebener Pulslänge vor. Bei der Optimie-
rung erhält der Puls jedoch meist eine Struktur mit kürzeren Subpulsen, welche
einzeln betrachtet eine wesentlich breitere Frequenzverteilung besitzen als der
Ausgangspuls. Durch Interferenz kann dennoch eine schmale Pulsform im Fre-
quenzraum resultieren (siehe Abb. 4.12, S. 75).
Eine Einschätzung der gewählten Pulsdauer ist durch Vergleich der Gesamt-
energien optimierter Pulse möglich. Diese richten sich in erster Linie nach der
Größe des Dipolmoments, über das der Puls mit dem Molekül wechselwirkt. Je
kürzer dieser in der Zeitdomäne wird, desto breiter ist er im Frequenzraum. Um
die relevanten Übergangsfrequenzen mit der gleichen Intensität anzusprechen
wie ein optimaler Puls, muss ein kürzerer Puls insgesamt eine höhere Energie
besitzen. Um trotz breiterer Frequenzverteilung und höherer Energie die An-
regung von Obertönen zu verhindern, können entsprechende Frequenzen durch
Interferenz von Subpulsen unterdrückt werden (vgl. Abb. 4.12). In anderen Be-
reichen des Spektrums, die nicht mit dem Qubitsystem interagieren, verbleibt
jedoch noch Energie und der Puls verliert infolgedessen an Eﬃzienz. Daher
kann die Gesamtpulsenergie zusammen mit der Schalteﬃzienz beim Vergleich
von Pulsen zur Beurteilung der gewählten Pulsdauer herangezogen werden.
Die Kontrolle der Phasenbeziehung von Basiszuständen hängt dagegen nicht
direkt von der Dauer eines Pulses ab. Vielmehr beeinﬂusst dessen relative
Phase ∆CEP3 die Phasenentwicklung der Qubits während der Laser-Molekül-
Wechselwirkung [66, 126]. U. Troppmann konnte in einem parametrischen Zwei-
Qubit-System am Beispiel eines Hadamard-Gatters zeigen, dass nur der opti-
mierte Puls (∆CEP = 0) alle erforderlichen Transformationen richtig steuert.
Gleiche Pulse mit identischer Einhüllenden und einer ∆CEP von 0,5pi bzw. 1pi
können dagegen nur einen Teil des Hadamard-Gatters ausführen.
Bei der Optimierung von Quantengattern, die die Phase der Basiszustän-
de kontrollieren, ergibt sich mit dem Standard-MTOCT-Algorithmus (Gl. 2.31,
S. 15) ein grundsätzliches Problem, da das Optimierungsziel die relative Phase
zwischen den Qubits nicht berücksichtigt. Um trotzdem phasenrichtige Gatter
zu erzeugen, wird statt der Standard-Basis der vier einzelnen Qubitzustände
eine Fourier-Basis aus Superpositionszuständen verwendet.
1√
4
(|00〉+ |01〉+ |10〉+ |11〉)
1√
4
(|00〉+ |01〉 − |10〉 − |11〉)
1√
4
(|00〉 − |01〉+ |10〉 − |11〉)
3CEP = Carrier-Envelope-Phase , siehe Kap. 2.1.4
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1√
4
(|00〉 − |01〉 − |10〉+ |11〉)
Durch diese Deﬁnition der Ausgangs- und Zielzustände kann auch im MTOCT-
Funktional Gl. 2.31 die Phase in das Optimierungsziel mit einbezogen werden.
Dennoch ist die Optimierung auf diese Weise unbefriedigend, da der Algorith-
mus keine direkte Kontrolle über die relative Phase ∆CEP des Pulses besitzt.
Die Folge ist, dass die Güte innerhalb mehrerer Iterationen oszilliert und eine
Konvergenz der Optimierung ausbleibt. Daher kombinierte U. Troppmann den
in Kap. 2.1.4 vorgestellten MTOCT-Algorithmus mit der von Palao und Kos-
loﬀ vorgestellten Methode zur Kopplung der Qubitphasen. Die Deﬁnition des
Kontrollziels F (τ) für zwei Übergänge k und l lautet in dieser Variante des
MTOCT-Funktionals










c∗l ck . (4.2)
Da F (τ) reell ist, kann es direkt maximiert werden. Es wird dann maximal,
wenn in den beiden komplexen Koeﬃzienten cl = |cl|eiϕl und ck = |ck|eiϕk die
gleiche Phase ϕl = ϕk vorliegt. Auf diese Weise wird die Phasenkorrelation mit
optimiert.
Der phasenkorrelierte MTOCT-Algorithmus und die Fourier-Basis ermögli-
chen bei der Optimierung eines Hadamard-Gatters im Allgemeinen das Errei-
chen der Konvergenz bereits innerhalb der ersten hundert Iterationen. Für die
Güte ist gerade bei dieser logischen Operation auch die Pulsdauer entschei-
dend, da Phase und Populationstransfer simultan kontrolliert werden müssen.
Um in diesem Fall eine günstige Pulsdauer abzuschätzen, wird die freie Entwick-
lung (ohne Lasereinwirkung) der Qubitbasiszustände analysiert. Zeitspannen, in
denen die Superpositionszustände 1√
2
(|00〉 + |01〉) und 1√
2
(|10〉 + |11〉) für ein





für ein Hadamard-Gatter auf dem zweiten Qubit genau entgegengesetzte Phasen
erreichen, haben sich als günstige Pulsdauern erwiesen.
Neben der Pulsdauer ist der Begrenzungsfaktor α0 eine frei wählbare Größe,
die während der Optimierung nicht verändert wird. Dennoch hat auch dieser
Faktor erheblichen Einﬂuss auf die resultierende Pulsstruktur, da er die Am-
plitudenvariation des E-Felds einschränkt. Für Optimierungen im Zwei-Qubit-
System des MnBr(CO)5 hat sich gezeigt, dass mit den verwendeten Pulsdauern
ein α0-Wert unter 10 komplex strukturierte Laserfelder mit sehr hohen Intensi-
täten erzeugt. Schalteﬃzienzen um 90% lassen sich so leicht erreichen, jedoch ist
die Optimierung dann nur schwer kontrollierbar, sodass sie selten konvergiert.
Dies verhindert letztendlich eine Steigerung der Eﬃzienz auf > 99%. Darüber
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hinaus sind diese Laserfelder aufgrund ihrer komplexen Struktur experimentell
kaum realisierbar. Die Verwendung höherer α0-Werte schränkt die Variation der
Amplitude stärker ein, sodass einfachere Pulsformen resultieren. Die nachfolgend
vorgestellten Gatterpulse sind alle mit α0 =30 optimiert.
4.2 Optimierte Gatterpulse
Die Laserfelder für die logischen Operationen des universellen Satzes von Quan-
tengattern (NOT, CNOT, Π und Hadamard (AnhangA)) werden im Folgenden
getrennt nach Pulsen zur Manipulation der E-symmetrischen Qubitmode und
Pulsen zum Schalten der A1-symmetrischen Qubitmode vorgestellt. Alle wur-
den unter Einbeziehung der gesamten Qubitbasis zu globalen Quantengattern
optimiert. Als solche induzieren sie für jeden möglichen Zustand der Basis den
richtigen Übergang. Die Gesamtenergien der Pulse sind für einen Laserfokus von
40µm Durchmesser berechnet. Dies entspricht dem bei experimentellen Arbei-
ten von Ventalon et al. [127] angegebenen Wert.
Für alle Gatter wird das elektrische Feld und das zeitaufgelöste Frequenz-
spektrum (XFROG-Diagramm, siehe auch Kap. 2.1.4) des optimierten Licht-
pulses gezeigt. Das Farbschema des XFROGs entspricht dabei einer linearen
elfstuﬁgen Skala der Amplitude im Frequenzraum, sodass sich z. B. die spek-
trale Halbwertsbreite (Frequenzbandbreite) abschätzen lässt. Die Schaltmecha-
nismen veranschaulichen die Besetzungsumverteilung während der Laseranre-
gung in Abhängigkeit der möglichen Ausgangszustände. Auch die Population
der jeweils nächsten Obertöne und Kombinationsmoden ist in den Graphen der
Schaltmechanismen als schwarze Linien dargestellt. Die Eﬃzienz eines Gatters
wird für jeden Übergang in Prozent angegeben. Die Breiten der Diagramme sind
proportional zur jeweiligen Pulsdauer gewählt.
4.2.1 Universeller Satz für die E-Mode (Modell I)
Bei der Optimierung der Gatter erfordern die verschiedenen logischen Opera-
tionen eine individuelle Wahl der Gesamtpulsdauern. Für die vier Gatter des
universellen Satzes zum Schalten der E-symmetrischen Qubitmode liegen sie im
Bereich 5000 fs bis 8990 fs. Die optimierten Pulse besitzen Gesamtenergien unter
0,1µJ und erreichen Schalteﬃzienzen über 99,1%.
Am Beispiel der NOT-Operation wird die Auswirkung verschiedener Puls-
dauern auf Pulsstruktur und Schalteﬃzienz veranschaulicht. Für die anderen
drei Gatter werden ausschließlich Pulse gezeigt, die bei möglichst kurzer Dauer
und hoher Eﬃzienz eine einfache Pulsstruktur besitzen. Im Zusammenhang mit
52
4.2 Optimierte Gatterpulse
dem NOT- und dem CNOT-Gatter werden zudem Parallelen und Unterschie-
de im Qubitsystem des MnBr(CO)5 und dem bereits umfassend von Tesch und
Troppmann untersuchten Modellsystem Acetylen [2124] diskutiert.
NOTE
Das logische NOTE-Gatter induziert im E-Qubit  ungeachtet seines Zustands 
den Übergang |0〉 ↔ |1〉. Zudem muss das Schalten unabhängig vom A1-Qubit
erfolgen. Dieses Ziel kann mit Pulsen unterschiedlicher Dauer erreicht werden.
Abbildung 4.1 zeigt beispielsweise einen Puls von 3000 fs. Die zeitliche Entwick-
lung des elektrischen Felds weist dabei eine komplexe Struktur mit vielen kurzen
Subpulsen auf, die stark in Dauer und Intensität variieren. Die maximale Inten-
sität beträgt 203, 74 · 109 W/cm2 bei einer Gesamtpulsenergie von 1,019µJ. Zu-
gehörige Mechanismen oﬀenbaren einen vielstuﬁgen Schaltvorgang mit starker
intermediärer Beteiligung der Schwingungsobertöne bzw. Kombinationsmoden,
der in einer Schalteﬃzienz von 97% bis 99% resultiert.
Dagegen führt die Optimierung eines 5000 fs-Pulses für dieselbe Operation
zu einem vergleichsweise einfach strukturierten Puls (Abb. 4.2). Er besteht aus
drei deutlich separierten Subpulsen: einem schwachen Vorpuls, gefolgt von ei-
nem wesentlich intensiveren Hauptpuls und einem sehr schwachen Nachpuls.
Die XFROG-Darstellung, erzeugt mit einem Referenzpuls von 291 fs, zeigt aus-
schließlich den Hauptpuls aufgrund der Intensitätsverhältnisse zwischen den
Pulsen. Die Trägerfrequenz beträgt 2080 cm−1 mit einer spektralen Breite von
40 cm−1 (Halbwertsbreite). Damit liegt sie zwischen den Frequenzen der für
das NOTE relevanten Übergänge |00〉 ↔ |01〉 (2078 cm−1) und |10〉 ↔ |11〉
(2084 cm−1), erfasst sie aber dennoch beide. Die maximale Pulsintensität ist
mit 3, 27 · 109 W/cm2, wie auch die Gesamtpulsenergie von 0,097µJ, wesentlich
geringer als beim NOT-Puls mit 3000 fs. Die Schalteﬃzienz liegt dagegen mit
> 99,1% in allen vier Übergängen über der des kurzen Pulses. Die Mechanismen
zeigen einen adiabatischen, direkten Schaltvorgang. Intermediäre Obertonanre-
gung wird nahezu vollständig unterdrückt. Nur ein kleiner Teil der Population
gelangt in den jeweiligen ersten Oberton |02〉 bzw. |12〉. Beide werden aber zum
Ende des NOTE-Pulses wieder vollständig entleert.
Der direkte, einfache Mechanismus für das NOT-Gatter ist eine Folge der ge-
ringen Anharmonizität, die zu nahezu identischen Schaltfrequenzen für die vier
relevanten Übergänge führt. Dies ist ein Vorteil des im MnBr(CO)5 deﬁnierten
Qubitsystems gegenüber anderen wie z. B. dem Vorgängermodell in Acetylen
[24].
53
4 Logische Operationen für das Qubitsystem
Abbildung 4.1: 3000 fs-Puls für das NOTE-Gatter; das E-Feld (oben links) und
das XFROG-Diagramm (oben rechts) zeigen die komplexe Struktur des
Pulses; die Schaltmechanismen (unten) für die vier möglichen Ausgangs-
zustände lassen vielstuﬁge Vorgänge bei der Besetzungsumverteilung mit
intermediärer Population mehrerer Obertöne (schwarz) erkennen.
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Abbildung 4.2: 5000 fs-Puls für das NOTE-Gatter; der einfach strukturierte
Puls mit drei Subpulsen (oben links) besitzt ein schmales Frequenzband, das
vorwiegend die zwei relevanten Frequenzen 2078 cm−1 und 2084 cm−1 um-
fasst (oben rechts); dementsprechend sind die Schaltvorgänge direkt (mitte
und unten) und Obertonanregung (gestrichelte schwarze Linie) ﬁndet kaum
statt.
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CNOTE
Das controlled NOTE manipuliert die E-Mode in Abhängigkeit von der A1-
Mode, die als Kontroll-Qubit fungiert. So wird in der E-Mode nur dann eine
NOT-Operation durchgeführt, wenn sich die A1-Mode im Zustand |1〉 beﬁndet.
Somit muss der Übergang |10〉 ↔ |11〉 geschaltet werden, während in |00〉 ↔ |01〉
kein Nettotransfer stattﬁnden darf. Das für diese Aufgabe optimierte Laserfeld
besitzt eine zeitlich symmetrische Doppelpulsstruktur, wie E-Feld und XFROG-
Diagramm (Abb. 4.3) zeigen. Seine Schalteﬃzienz liegt über 99,2%.
Bei einer Pulsdauer von 5000 fs erfordert das CNOTE-Gatter ein E-Feld mit
maximaler Amplitude von 0,00067 GV/cm, was einer Intensität von 6,25 ·
108 W/cm2 entspricht. Die Energie des CNOTE-Pulses beträgt 0,031µJ und liegt
damit deutlich unter der experimentell für geformte Lichtpulse im mittleren IR
erreichten Pulsenergie von 2,2µJ [127]. Die Zentralfrequenz der beiden Subpulse
liegt bei 2083 cm−1 mit einer spektralen Halbwertsbreite von 37 cm−1. Die Trä-
gerfrequenz entspricht nahezu exakt der Frequenz des Übergangs |10〉 ↔ |11〉
von 2084 cm−1. Dieser ist nur um 6 cm−1 gegenüber dem nicht zu schaltenden
Übergang |00〉 ↔ |01〉 bei 2078 cm−1 verschoben. Daher werden die beiden Über-
gänge nicht durch ihre Frequenz voneinander unterschieden, was sich in den Me-
chanismen (Abb. 4.3 mitte und unten) widerspiegelt. So wird die Population der
Ausgangszustände |10〉 und |11〉 adiabatisch in die entsprechenden Zielzustände
überführt. Ebenso beeinﬂusst das Laserfeld auch die Qubitzustände |00〉 und
|01〉 mit dem Kontroll-Qubit in |0〉. In allen vier Fällen induziert der erste Sub-
puls die Bildung der intermediären Superpositionszustände (a1|00〉+a2|01〉)eiφ1
und (b1|10〉 + b2|11〉)eiφ2 . Diese werden durch ihre Phasenentwicklung φ1 und
φ2 voneinander unterschieden. Der zweite Subpuls vervollständigt den Popu-
lationstransfer für die Zustände |10〉 und |11〉, wogegen er die Population bei
|00〉 und |01〉 wieder in die jeweiligen Ausgangszustand zurück transferiert. Da-
her ist der Nettoumsatz in diesen Zuständen für den CNOTE-Puls null, wie es
für die CNOT-Operation erforderlich ist. Obertonanregungen spielen bei diesem
Prozess keine Rolle.
Der CNOTE-Puls für das MnBr(CO)5 hat eine große strukturelle Ähnlichkeit
mit dem 800 fs CNOT-Puls, der für das erste Modellsystem Acetylen [24] opti-
miert wurde. In beiden Fällen ergibt sich ein zeitlich symmetrischer Pulszug aus
zwei Subpulsen. Die Abstände der relevanten Übergangsfrequenzen sind in den
zwei Molekülen jedoch sehr unterschiedlich. Im MnBr(CO)5 beträgt der aufzu-
lösende Frequenzabstand des CNOT-Gatters aufgrund der geringen potentiellen
Kopplung nur K = 6 cm−1. Daher werden die Übergänge in diesem Fall mit Hil-
fe der Phasenentwicklung unterschieden. Dagegen kann die Unterscheidung im
Acetylen-Modell über den Frequenzunterschied (120 cm−1) erfolgen. Dies zeigt
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sich in den Schaltmechanismen der Zustände |00〉 und |01〉, die im Qubitsystem
des Acetylens über die gesamte Pulsdauer vollkommen unbeeinﬂusst bleiben.
Die unterschiedlichen Abstände der Schwingungsniveaus wirken sich allerdings
nur auf die Kontroll-Mechanismen der nicht zu schaltenden Zustände aus. Die
Mechanismen für den Populationstransfer zeigen in beiden Molekülen das glei-
che adiabatische Schaltverhalten.
Abbildung 4.3: 5000 fs-Puls für das CNOTE-Gatter; der zeitlich symmetri-
sche Puls besteht aus zwei Subpulsen (oben links), deren Spektrum (oben
rechts) neben der relevanten Frequenz 2084 cm−1 auch intensive Anteile
bei 2078 cm−1 enthält; in den vier zugehörigen Schaltvorgängen (mitte und
unten) ist die Anregung der Obertöne (gestrichelte Linie) vernachlässigbar.
ΠE
Beim Quantencomputing erfolgt eine Manipulation der Information, die in der
relativen Phase der Qubits kodiert ist, über das Quantengatter Π. Die Optimie-
rung wird in der Fourier-Basis (siehe AnhangA) ausgeführt, die sich aus Line-
arkombinationen der Basiszustände ergeben. Der für diese Operation auf dem
E-Qubit berechnete Lichtpuls (Abb. 4.4) erreicht Schalteﬃzienzen von > 99,4%.
In der Struktur seines elektrischen Felds sind vier, sich überlagernde Subpulse
erkennbar. Die zwei intensiven, stark überlappenden Hauptpulse werden dabei
von einem schwachen Vor- und einem etwas intensiveren Nachpuls ﬂankiert. Die
Gesamtenergie des Pulses beträgt 0,057µJ. Das XFROG-Diagramm zeigt die
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beiden Hauptpulse als einen leicht strukturierten Puls mit einer Frequenzband-
breite von ca. 30 cm−1. Vor- und Nachpuls sind aufgrund der relativ geringen
Intensitäten im XFROG nicht bzw. nur diﬀus zu erkennen.
Während des Schaltvorgangs ändert sich die Zusammensetzung des vorge-
gebenen Superpositionszustands durch intermediären Populationstransfer. Zum
Ende des Gatters stellt der Nachpuls die Populationsverteilung des Ausgangszu-
stands fast vollständig wieder her. Die Schaltmechanismen (Abb. 4.4 mitte und
unten) zeigen außerdem eine geringe intermediäre Obertonanregung.
Abbildung 4.4: 5000 fs-Puls für das ΠE-Gatter; elektrisches Feld (oben links)
und XFROG-Diagramm (oben rechts); als Ausgangs- und Zielzustände die-
nen die zwei positiven und die zwei negativen Superpositionen der Qubit-
basis (mitte und unten).
Hadamard (HadE)
Die Hadamard-Transformation kontrolliert gleichzeitig die Phase der Wellen-
funktion und einen Populationstransfer. Sie dient dazu, Überlagerungszustände
zu erzeugen (siehe Gl. 2.40, S. 22) bzw. wieder aufzulösen. Bei der Pulsoptimie-
rung für diese Operation werden Überlagerungen von zwei bzw. vier Qubitba-
siszuständen (siehe AnhangA) als Ausgangs- und Zielwellenfunktionen einge-
setzt. Der MTOCT-Algorithmus mit Phasenkorrelation im Kontrollziel (Gl. 4.2,
S. 51) ermöglicht hier eine schnelle Konvergenz. Um eine günstige Pulsdauer für
das HadE zu ermitteln, wird in der freien Phasenentwicklung die Zeitspanne
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bestimmt, in der die Zustände 1√
2
(|00〉 + |10〉) und 1√
2
(|01〉 + |11〉) entgegen-
gesetzte Phasen entwickeln. Da die beiden sehr ähnliche Frequenzen besitzen,
ergibt sich dabei für das HadE eine vergleichsweise lange Pulsdauer von 8991 fs.
Der in Abb. 4.5 gezeigte HadE-Puls besteht aus zwei klar getrennten Puls-
einheiten, die ihrerseits aus mehreren stark überlagerten Pulsen zusammenge-
setzt sind. Bei einer maximalen Intensität von 1, 27 · 109 W/cm2 beträgt die
Gesamtpulsenergie Eges=0,024µJ. Das XFROG-Diagramm  erzeugt mit ei-
nem Referenzpuls von 484 fs  zeigt einen weitgehend unstrukturierten Puls,
dessen schmales Frequenzband sich mit dem intensiven Subpuls bei 4500 fs
auf ca. 35 cm−1 ausweitet. Die Hauptfrequenz von 2084 cm−1 entspricht einem
der beiden relevanten Übergänge |10〉 ↔ |11〉 und ist gegenüber dem zweiten
|00〉 ↔ |01〉 (2078 cm−1) um 6 cm−1 blau-verschoben. Der Puls erreicht eine
Schalteﬃzienz von > 99,9% in allen acht Übergängen. Intermediäre Oberton-
anregung ist dabei kaum erkennbar. Alle Schaltmechanismen zeigen eine leichte
Oszillation, die den adiabatischen Populationstransfer stört und zu einer gering-
fügigen temporären Besetzungsinversion führt. Analoge Schaltvorgänge haben
bei diesem HadE-Gatter starke Ähnlichkeit. Besitzt das passive Qubit zudem
den selben Wert, z. B. |00〉 → 1√
2
(|00〉 + |01〉) und |01〉 → 1√
2
(|00〉 − |01〉),
gleichen sie sich sogar vollkommen.
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Abbildung 4.5: 8991 fs-Puls für das HadE-Gatter; im E-Feld (oben links) ist
bei 4000 fs eine scharfe Trennung der zwei Untereinheiten des Pulses zu
erkennen; das XFROG-Diagramm (oben rechts) zeigt diese Unterteilung
nicht; bei den Schaltmechanismen der acht optimierten Übergänge ist eine




4.2.2 Universeller Satz für die A1-Mode (Modell I)
Die Gatterpulse für die A1-symmetrische Qubitmode des MnBr(CO)5 sind wie
im E-Qubit so optimiert, dass sie bei möglichst kurzer Dauer und hoher Eﬃzi-
enz eine einfache Pulsstruktur besitzen. Als direkte Folge ergeben sich adiabati-
sche, weiche Schaltmechanismen. Die Eﬃzienzen der vier Gatter liegen allesamt
oberhalb 99,3%. Bei Pulsdauern von 7000 fs bis 9000 fs betragen die Gesamt-
pulsenergien maximal 0,09µJ.
NOTA1
Das unbedingte Schaltgatter für das A1-Qubit, NOTA1, umfasst die Übergänge
|00〉 ↔ |10〉 (2073 cm−1) und |01〉 ↔ |11〉 (2079 cm−1). Durch Optimierung eines
7000 fs-Pulses (Abb. 4.6) wird eine dem NOTE nahezu identische Pulsstruktur
mit drei deutlich separierten Subpulsen erhalten. Die Gesamtpulsenergie beläuft
sich auf 0,089µJ. Der intensive Hauptpuls besitzt eine maximale Intensität von
1,93·109 W/cm2.
Die Zentralfrequenz des NOTA1-Pulses beträgt 2076 cm−1 und liegt somit mit-
tig zwischen den zwei relevanten Übergangsfrequenzen. Er erfasst beide durch
seine spektrale Breite von ca. 40 cm−1. Der Umfang beteiligter Frequenzen spie-
gelt sich auch in der unterschiedlich starken intermediären Anregung der Obertö-
ne wider. So kommt es zu einer deutlich erkennbaren vorübergehenden Populie-
rung des Zustands |21〉, da der Hauptpuls noch ca. 25% der Maximalamplitude
bei der Frequenz 2058 cm−1 besitzt, was dem Übergang |11〉 ↔ |21〉 entspricht.
Die Frequenz 2053 cm−1 (|10〉 ↔ |20〉) ist dagegen kaum noch im Frequenzband
des Pulses vertreten. Die zwischenzeitliche Besetzung des Zustands |20〉 ﬁndet
daher nur zu einem vernachlässigbaren Prozentsatz statt.
Der NOTA1-Puls schaltet die vier optimierten Übergänge mit Eﬃzienzen über
99,3%. Die Schaltmechanismen zeigen, dass der vom Vorpuls eingeleitete Po-
pulationstransfer durch den Hauptpuls in einem adiabatischen Schritt vervoll-
ständigt wird. Die geringen Anteile der Population, die den Zielzustand nicht
erreichen, verbleiben vorwiegend im Ausgangszustand.
CNOTA1
Im Gegensatz zum NOTA1-Gatter müssen die relevanten Übergänge beim
CNOTA1 gegeneinander diskriminiert werden. So gilt es den Übergang |01〉 ↔
|11〉 (2073 cm−1) eﬃzient zu schalten, ohne einen eﬀektiven Populationstransfer
im Übergang |00〉 ↔ |10〉 (2079 cm−1) mit dem Kontroll-Qubit in 0 zu induzie-
ren. Der geringe spektrale Abstand, der sich für das NOT-Gatter vereinfachend
auswirkte, erfordert dabei ein besonders hohes Auﬂösungsvermögen.
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Abbildung 4.6: 7000 fs-Puls für das NOTA1-Gatter; das E-Feld (oben links)
weist drei Subpulse auf; aufgrund der Intensitätsverhältnisse sind im
XFROG-Diagramm (Referenzpulsdauer: 315 fs) nur Vor- und Hauptpuls
zu sehen (oben rechts); die optimierten Schaltvorgänge (mitte und unten)
zeigen eine geringe Obertonanregung (gestrichelte schwarze Linie).
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Der für das CNOTA1 optimierte 7000 fs-Puls (Abb. 4.7) besitzt nicht die aus-
geprägte Doppelpuls-Struktur des CNOTE. Er besteht dagegen aus mehreren
Subpulsen nahezu gleicher Intensität (5, 18 · 108 W/cm2), die stark überlagert
sind. Seine Gesamtenergie beträgt 0,037µJ. Die Hauptfrequenz des Pulses von
2080 cm−1 liegt nur geringfügig oberhalb des zu schaltenden Übergangs. Auf-
grund der Bandbreite von ca. 30 cm−1 wird die Frequenz 2073 cm−1 in der Inten-
sitätsverteilung nicht vollständig unterdrückt, wodurch es zu einem Populations-
austausch zwischen |00〉 und |10〉 kommt. Die erste Hälfte des CNOTA1-Pulses
erzeugt somit ebenfalls wie der CNOTE-Puls  bei allen vier Schaltvorgängen
Superpositionszustände. Die zweite Hälfte des Pulses führt den Schaltvorgang
für die Zustände |01〉 und |11〉 adiabatisch zu Ende. Für die Überlagerung der
Zustände mit dem Kontroll-Qubit in 0 induziert die zweite Pulshälfte dagegen
einen Rücktransfer der Population in die Ausgangszustände |00〉 und |10〉. Auf
diese Weise erreicht der gesamte Puls eine Schalteﬃzienz von > 99,8%.
Obwohl E-Feld und XFROG-Diagramm (Referenzpuls: 315 fs) eine asym-
metrische Strukturierung mit mehreren Subpulsen erahnen lassen, zeigen die
Schaltmechanismen einen stufenlosen, zeitlich symmetrischen Populationstrans-
fer. Aufgrund der schmalen Bandbreite und der hohen Zentralfrequenz besitzt
der CNOTA1-Puls keine nennenswerte Intensitäten bei Frequenzen unterhalb
2060 cm−1. Daher ist in allen vier Übergängen keine Obertonanregung zu beob-
achten.
ΠA1
Das ΠA1-Gatter dient der Manipulation von Information, die in der Phase des
A1-Qubits kodiert ist. Wie zuvor beim Phasengatter des E-Qubits werden Li-
nearkombinationen der Basiszustände als Ausgangs- und Zielzustände (siehe
AnhangA) verwendet, um die Kontrolle der globalen Phasenverschiebungen der
beteiligten Wellenfunktionen zu optimieren.
Mit einem 6000 fs-Puls lässt sich für die Phasendrehung um pi eine Schalteﬃzi-
enz von > 99,9% in allen vier Übergängen erreichen. Der resultierende ΠA1-Puls
(Abb. 4.8) setzt sich aus zwei Untereinheiten zusammen. Diese bestehen ihrer-
seits aus jeweils zwei stark überlagerten Subpulsen nahezu gleicher Amplitude
mit einer Intensität von bis zu 3,51 ·108 W/cm2. Die Gesamtpulsenergie beträgt
0,016µJ. Das zeitlich aufgelöste Spektrum (XFROG) zeigt einen langgezogenen
Puls von 2095 cm−1 mit einer Bandbreite von 30 cm−1 bis 40 cm−1. Die bezüglich
3000 fs nahezu symmetrische Doppelpulsstruktur wird erst in Frequenzbereichen
geringer Intensität erkennbar.
Obwohl die Pulse für das Phasengatter in den beiden Qubits nur wenig gemein
haben, induzieren sie doch ähnliche Schaltmechanismen. So erfolgt die Rotation
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Abbildung 4.7: 7000 fs-Puls für das CNOTA1-Gatter; das E-Feld (oben links)
des Pulses besteht aus mehreren stark überlagerten Subpulsen gleicher In-
tensität; das XFROG-Diagramm (oben rechts) zeigt das schmale Frequenz-
band des Pulses um 2080 cm−1; die Population der Ausgangszustände wird
adiabatisch in die entsprechenden Zielzustände überführt (mitte und un-




der Phase durch das ΠA1-Gatter ebenfalls über eine intermediäre Besetzungs-
umverteilung von ca. 25% bzw. 35% zwischen den Basiszuständen der jeweili-
gen Superpositionszustände. In allen vier Fällen ist der Transfervorgang zeitlich
nahezu symmetrisch, adiabatisch, sowie stufenlos und stellt das Besetzungsver-
hältnis mit hoher Eﬃzienz wieder her. Der Mechanismus des Übergangs von der
positiven in die negative Überlagerung gleicht dem jeweiligen Mechanismus des
entgegengesetzten Übergangs. Jedoch wird bei jeder der vier Ausgangsüberla-
gerungen jeweils ein anderer Basiszustand depopuliert.





(|00〉 − |10〉) und 35% bei 1√
2
(|01〉 + |11〉) ↔ 1√
2
(|01〉 − |11〉) wird
durch die unterschiedlich starke Beteiligung der Frequenzen 2073 cm−1 (|00〉 ↔
|10〉) und 2079 cm−1 (|01〉 ↔ |11〉) am ΠA1-Puls bedingt.
Abbildung 4.8: 6000 fs-Puls für das ΠA1-Gatter; das E-Feld (oben links) zeigt
vier, zum Teil stark überlagerte Subpulse; im XFROG-Diagramm (oben
rechts), erzeugt mit einem Referenzpuls von 533 fs, erscheint der Puls als
zeitlich symmetrischer Doppelpuls; als Ausgangs- und Zielzustände dienen
die zwei positiven und die zwei negativen 50:50-Überlagerungen der Qubit-
basis (mitte und unten), die jeweiligen Obertöne (schwarze gestrichelte Li-
nien) bleiben unbeteiligt.
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Hadamard (HadA1)
Das HadA1-Gatter dient dem Schalten zwischen Standard- und Fourier-Basis mit
der A1-Mode als aktivem Qubit. Der für diese Operation optimierte 9000 fs-Puls
(Abb. 4.9) setzt sich aus mehreren unterschiedlich stark überlagerten Subpulsen
zusammen, die sehr in Dauer und Intensität (Spitzenintensität 2, 10·109 W/cm2)
variieren. Die Gesamtenergie beläuft sich auf 0,069µJ. Das XFROG-Diagramm,
erzeugt mit einem Referenzpuls von 860 fs, oﬀenbart einen Down-Chirp im
zentralen Bereich des Pulses. Die Hauptfrequenz ist mit 2082 cm−1 gegenüber
den beiden relevanten Übergängen |01〉 ↔ |11〉 (2079 cm−1) und |00〉 ↔ |10〉
(2073 cm−1) blau-verschoben. Das Frequenzband beträgt ca. 35 cm−1. Durch den
drastischen Intensitätsabfall unterhalb 2072 cm−1 werden Obertonfrequenzen
abgeschnitten. Eine Anregung der Obertöne ist daher bei keinem der acht Über-
gänge zu beobachten.
Der Puls erreicht eine Schalteﬃzienz von > 99,9% in allen acht Übergän-
gen. Die Schaltmechanismen zeigen leichte bis mäßig ausgeprägte Oszillationen.
Diese unterbrechen den adiabatischen Populationstransfer und führen teilweise
zu einer geringfügigen temporären Besetzungsinversion. Besonders auﬀällig ist,
dass analogen Schaltvorgängen mit demselben Wert des passiven Qubits, z. B.
|00〉 → 1√
2
(|00〉+ |10〉) und |10〉 → 1√
2
(|00〉 − |10〉) identische Mechanismen zu
Grunde liegen.
4.2.3 Zusammenfassender Vergleich der Quantengatter in
Modell I
Die bisher vorgestellten Gatterpulse sind sich in Frequenzverteilung, Schaltme-
chanismen und Form zum Teil sehr ähnlich. Das Zwei-Qubit-System, auf dem
sie operieren, wird durch seine Schwingungseigenfunktionen repräsentiert, die
über die zweidimensionale ab initio Potentialﬂäche des Systems berechnet wer-
den. Diese PES besitzt in der einen Koordinate die Form des symmetrischen
Potentials der E-Mode und in der anderen das stark asymmetrische Potential
der A1-Mode. Trotz der verschiedenen Symmetrien unterscheiden sich jedoch
die Potentialverläufe, und damit auch die Eigenfunktionen, im relevanten Be-
reich um die Gleichgewichtslage kaum. Ein Vergleich der beiden Sätze logischer
Operationen zeigt daher auch, dass sich für beide Qubitmoden vergleichbare
Wirkungsweisen bei analogen Gatterpulsen ergeben.
Die Absorptionsfrequenzen der beiden Moden sind im Modell I um bis zu
73 cm−1 gegenüber den experimentell beobachteten Werten erhöht. Der Abstand
von A1- und E-Mode verringert sich von 50 cm−1 auf 5 cm−1 (siehe Tab. 3.1,
S. 43). Dennoch zeigen die Pulse, dass die Qubits gezielt separat mit hoher Efﬁ-
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Abbildung 4.9: 9000 fs-Puls für das HadA1-Gatter; das E-Feld (oben links)
besteht aus mehreren, zum Teil stark überlagerten Subpulsen; im XFROG
(oben rechts) wird der Chirp sichtbar; analoge Schaltvorgänge mit dem sel-
ben Wert des passiven Qubits besitzen identische Mechanismen, die Popu-
lierung der Obertöne (schwarze gestrichelte Linien) ist in allen acht Fällen
vernachlässigbar.
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zienz (> 99,1%) angesprochen werden können. Alle Gatter erzeugen daher nahe-
zu adiabatischen Populationstransfer mit nur geringer Obertonbeteiligung. Da-
für haben sich je nach logischer Operation Pulsdauern von 5000 fs bis ca. 11000 fs
als günstig erwiesen.
Werden die Gatterpulse bezüglich ihrer Pulsdauern verglichen, so zeigt sich,
dass Schaltvorgänge im A1-Qubit tendenziell eine längere Zeit benötigen als
im E-Qubit. Aus der um 8 cm−1 höheren Anharmonizität der E-symmetrischen
Qubitmode resultiert ein größerer Abstand ihrer Basiszustände und der Obertö-
ne (Abb. 4.10). Die zu unterdrückenden Frequenzen liegen folglich weiter ausein-
ander als beim A1-Qubit. Daher ist bei letzterem eine höhere Frequenzauﬂösung
 entsprechend eine längere Pulsdauer  erforderlich, um vergleichbare Struktu-
ren und Schalteﬃzienzen zu erreichen.
Ein Beispiel hierfür ist das NOT-Gatter. So gelingt die einheitliche und hoch-
eﬃziente Kontrolle des E-Qubits bereits mit einem 5000 fs-Puls (Abb. 4.2, S. 55).
Um im A1-Qubit ähnliche Schalteﬃzienzen und Komplexität zu erhalten, bedarf
es dagegen einer wesentlich längeren Pulsdauer von 7000 fs. Bezüglich ihrer Form
unterscheiden sich die Pulse dagegen nicht. In der XFROG-Darstellung der Pul-
se ist die höhere Auﬂösung des NOTA1 durch die geringere Frequenzbreite des
Pulses zu erkennen.
Auch für das CNOT-Gatter erweist sich im E-Qubit eine Pulsdauer von 5000 fs
(Abb. 4.3, S. 57) und im A1-Qubit von 7000 fs (Abb. 4.7, S. 64) als günstig. In die-
sem Fall unterscheiden sich jedoch die Pulsformen (Doppelpuls/langgezogener
Einzelpuls) deutlich stärker als bei den NOT-Pulsen. Sowohl der CNOTE- wie
auch der CNOTA1-Puls kann die beiden relevanten Übergänge aufgrund des ge-
ringen Abstands von 5 cm−1 nicht allein durch ihre Frequenzen diskriminieren.
Beide benötigen die unterschiedliche Phasenentwicklung der Superpositionszu-
stände zur Unterscheidung der Übergänge. Obertonanregung wird dagegen di-
rekt über die Frequenzen ausgeschlossen.
Die Lichtpulse für Π- und Hadamard-Gatter auf der E- und der A1-Mode
ähneln sich wesentlich weniger. Dennoch gleichen sich die zu Grunde liegenden
Schaltmechanismen teilweise viel mehr, als es die Pulsstrukturen vermuten las-
sen. Gerade bei den Hadamard-Gattern (HadE/HadA1) ﬁnden sich aber auch
Ähnlichkeiten in der Struktur des Spektrums, wie die entsprechenden XFROG-
Diagramme zeigen. Tabelle 4.1 gibt einen Überblick über die Eckdaten der bis
hierher vorgestellten acht Pulse.
Als vektorielle Größe im dreidimensionalen Raum lässt sich das Dipolmoment
mathematisch in die drei Raumrichtungen zerlegen. Auch die Auslenkungsvek-
toren der beiden Qubitmoden können je einer Koordinate im kartesischen Raum
zugeordnet werden (siehe Abb. 3.6, S. 34). Alle bisher vorgestellten Gatterpulse
wurden ausschließlich mit dem für sie relevanten Dipolmoment DipE bzw. DipA1
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Tabelle 4.1: Überblick über die in Kap. 4.2.1 und Kap. 4.2.2 vorgestellten lo-
gischen 2D-Quantengatter
Gatter Eﬃzienz T Pulsenergie
NOTE > 99,1% 5000 fs 0,031µJ
CNOTE > 99,2% 5000 fs 0,097µJ
ΠE > 99,7% 5000 fs 0,057µJ
HadamardE > 99,9% 8991 fs 0,024µJ
NOTA1 > 99,3% 7000 fs 0,037µJ
CNOTA1 > 99,8% 7000 fs 0,089µJ
ΠA1 > 99,9% 6000 fs 0,016µJ
HadamardA1 > 99,8% 9000 fs 0,069µJ
und folglich polarisiert optimiert. Wird die Simulation mit der Dipolmomentﬂä-
che des gesamten Systems DipE,A1=DipE + DipA1 durchgeführt, sind die Pulse
bezüglich der E- und der A1-Mode nicht mehr selektiv. Kontrollierter Popula-
tionstransfer in einem System mit geringem Abstand der Absorptionsfrequenzen
in den fundamentalen Übergängen |00〉 ↔ |01〉 und |00〉 ↔ |10〉 erfordert so-
mit polarisierte Lichtpulse, die das Molekül in einem deﬁnierten Winkel treﬀen
müssen. In einem experimentellen Aufbau mit gasförmiger oder gelöster Probe
bedeutet das aufgrund der Molekülbewegung eine große Herausforderung, und
auch in einer Festkörpermatrix kann Rotation nicht immer ausgeschlossen wer-
den. Ob tatsächlich zur Kontrolle des im MnBr(CO)5 gewählten Qubitsystems
polarisierte Laserpulse nötig sind, lässt sich erst mit dem verbesserten Modell
klären (siehe Kap 3.4.3).
Die Ergebnisse für Modell I zeigen jedoch bereits, dass bei Verwendung po-
larisierter Laserfelder sogar entartete Moden als individuelle Qubits deﬁniert
werden können, solange eine räumliche Fixierung des Qubitsystems gewährlei-
stet ist. Somit ließe sich das Zwei-Qubit-System auf einfache Weise um ein zu-
sätzliche Dimension erweitern, indem auch die mit der E-Qubitmode entarteten
Normalschwingung als Qubit genutzt wird.
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Abbildung 4.10: In den Schwingungsleitern (rechts und links) ist die ungefähre
energetische Lage der Schwingungseigenzustände des Qubitsystems in Mo-
dell I skizziert; die Notation der Qubitzustände |nA1nE〉 und der Obertöne
bzw. Kombinationszustände (nA1nE) gibt die Anzahl n, der in die jewei-
lige Mode aufgenommenen Quanten an; die vier Pfeile (schwarz, rot, gelb
und blau) kennzeichnen die vier relevanten Übergänge; die genaue Lage der
Übergänge ist im mittleren Diagramm aufgetragen; der Vergleich zeigt: bei
genäherten Parametern ist der Abstand zwischen Qubit-Qubit-Übergängen
(schwarz und gelb) und Qubit-Oberton-Übergängen (rot und blau) in der
E-Mode größer als in der A1-Mode.
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4.2.4 Gatterpulse für Modell II
Um präzisere Vorhersagen im Hinblick auf die experimentelle Realisierung des
Molekularen Quantencomputings mit MnBr(CO)5 machen zu können, wird der
universelle Satz logischer Quantengatter für das gesamte Qubitsystem mit dem
in Kap. 3.4.3 vorgestellten Modell erneut optimiert. Dabei werden Gatterpulse
erhalten, die in ihren Pulsstrukturen mit denen bisher gezeigter Pulse vergleich-
bar sind.
So bestehen die CNOT-Gatter aus zwei gleichen gaußförmigen Subpulsen, die
sich zu einem zeitlich symmetrischen Doppelpuls überlagern (S. 121 und S. 129).
Die NOT-Gatter setzen sich dagegen aus drei Untereinheiten  schwacher Vor-,
starker Haupt- und schwacher Nachpuls  zusammen (S. 118 und S. 127). Eine
Ausnahme bilden die Π-Gatter, da zwei unterschiedliche Pulsformen aufteten. So
weist das ΠE (S. 123) Doppelpuls-Charakter auf, wogegen das ΠA1 (S. 130) nur
ein Maximum besitzt. Für die Hadamard-Gatter (S. 125 und S. 132) erzeugt die
Optimierung ebenfalls uneinheitliche Struktur mit zwei bis drei Untereinheiten
aus stark überlagerten Subpulsen.
Aufgrund der strukturellen Ähnlichkeit mit den bereits vorgestellten Pulsen
unterscheiden sich auch die Kontrollmechanismen der Gatter qualitativ kaum.
Die Laserfelder werden daher an dieser Stelle nur zusammenfassend verglichen
und Besonderheiten diskutiert. Einen Überblick über die Daten der acht Pulse
gibt Tabelle 4.2, für eine ausführliche Besprechung siehe AnhangE.
Tabelle 4.2: Überblick über die in AnhangE vorgestellten logischen 2D-
Quantengatter.
Gatter Eﬃzienz T Pulsenergie
NOTE > 99,4% 8000 fs 0,065µJ
CNOTE > 99,8% 7000 fs 0,025µJ
ΠE > 99,2% 8000 fs 0,020µJ
HadamardE > 99,6% 10997 fs 0,049µJ
NOTA1 > 99,0% 7000 fs 0,108µJ
CNOTA1 > 99,6% 7000 fs 0,038µJ
ΠA1 > 99,6% 7000 fs 0,024µJ
HadamardA1 > 99,8% 9001 fs 0,102µJ
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Allgemeine Tendenzen
Im realistischen Modell ist die Anharmonizität der E-Mode mit 14 cm−1 um
5 cm−1 gegenüber der A1-Mode vermindert. Das führt zu einem geringeren Ab-
stand der Basiszustände und der Obertöne im E-Qubit (Abb. 4.11). Die zu dis-
kriminierenden Frequenzen liegen folglich näher beieinander, sodass eine höhere
Frequenzauﬂösung  entsprechend eine längere Pulsdauer4  erforderlich ist. Da-
durch fallen das NOT- und das Hadamard-Gatter im E-Qubit 1000 fs bis 2000 fs
länger aus als im A1-Qubit, wenn Pulse vergleichbarer Güte erzielt werden sol-
len. Beim Π-Gatter ergibt sich ebenfalls eine Verlängerung von 1000 fs. Da die
erforderliche Auﬂösung des CNOT-Pulses ausschließlich von der potenziellen
Kopplung K der Moden abhängt, kann das CNOT in beiden Fällen mit der
gleichen Pulsdauer (7000 fs) auf hohe Schalteﬃzienzen optimiert werden. Die
Frequenzdiﬀerenz von 50 cm−1 der fundamentalen Übergänge der beiden Mo-
den hat generell keinen Einﬂuss auf Pulsstruktur und Frequenzverteilung der
Gatter und spiegelt sich somit nur im Abstand der jeweiligen Trägerfrequenzen
der Pulse für E- und A1-Qubit wider.
NOT-Gatter
Das NOT-Gatter zur Kontrolle des E-Qubits (Abb. E.1, S. 118) weist eine sehr
ähnliche Struktur wie das NOTA1 (Abb. E.6, S. 127) auf. Dabei wurde die Puls-
dauer des NOTA1 von dem mit genäherten Systemparametern optimierten Gat-
ter übernommen, da das A1-Qubit in beiden Fällen sehr ähnliche Anharmonizi-
täten besitzt. Davon ausgehend wurde die Pulsdauer für das NOTE abgeschätzt.
Die relativ geringe Schalteﬃzienz des NOTA1 von weniger als 99,2% und die ho-
he Pulsenergie (0,108µJ) geben einen Hinweis darauf, dass die Pulsdauer mit
7000 fs etwas zu kurz gewählt ist. Der Wert von 8000 fs für das NOTE ist dage-
gen wesentlich günstiger, worauf die geringere Pulsenergie (0,065µJ) und eine
höhere Eﬃzienz hinweisen.
Im XFROG-Diagramm des NOTA1-Pulses (S. 127) lässt sich erkennen, dass
das Maximum der Frequenzverteilung des Hauptpulses zum energetisch höhe-
ren Übergang verschoben ist. Wie aus dem zeitlich nicht aufgelösten Spektrum
(S. 127) jedoch hervorgeht, sind die beiden relevanten Frequenzen mit gleicher
Intensität im Spektrum des gesamten NOTA1-Pulses enthalten. Die detaillierte
Untersuchung des Laserfelds zeigt, dass die Ursache dafür eine Interferenz von
Vor- und Hauptpuls ist.
4Da die Auﬂösung bei gleicher Form von der Dauer des Pulses abhängt und sich für die Gat-




Abbildung 4.11: In den Schwingungsleitern (rechts und links) ist die ungefähre
energetische Lage der Schwingungseigenzustände des Qubitsystems in Mo-
dell II skizziert; die Notation der Qubitzustände |nA1nE〉 und der Obertöne
(nA1nE) gibt die Anzahl n, der in die jeweilige Mode aufgenommenen Quan-
ten an; die vier Pfeile (schwarz, rot, gelb und blau) kennzeichnen die vier
relevanten Übergänge; die genaue Lage der Übergänge ist in den mittleren
Diagrammen aufgetragen; der Vergleich zeigt, dass bei realistischen Para-
metern der Abstand zwischen Qubit-Qubit-Übergängen (schwarz und gelb)
und Qubit-Oberton-Übergängen (rot und blau) in der E-Mode geringer ist
als in der A1-Mode.
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CNOT-Gatter
Für das CNOT-Gatter erweist sich eine Pulsdauer von 7000 fs in beiden Qubits
als günstig (Abb. E.2 und Abb. E.8). Die zwei Pulse sind nahezu identisch und
besitzen die CNOT-typische Doppelpulsstruktur. Durch Vergleich von CNOTE-
Gatterpulsen unterschiedlicher Dauer (siehe Tab. E.1 S. 120) können zwei Grenz-
strukturen ermittelt werden: der Doppelpuls mit zwei klar getrennten Unter-
einheiten und der Einzelpuls. Beiden liegen verschiedene Kontrollmechanismen
zugrunde. Zwischen den Grenzstrukturen gibt es einen ﬂießenden Übergang,
sodass die Ausprägung mit der Pulsdauer korreliert. Auch die für das realisti-
sche Modell optimierten 7000 fs-Pulse zeigen diese strukturelle Mischform, da
sie die jeweiligen relevanten Übergänge aufgrund des geringen Abstands von
5 cm−1 nicht allein durch ihre Frequenzen diskriminieren können. Beide benö-
tigen die unterschiedliche Phasenentwicklung der Superpositionszustände zur
Unterscheidung der Übergänge. In der Fourier-Transformierten des CNOTA1-
Pulses (Abb. 4.12) stellt sich das als destruktive Interferenz der Subpulse dar,
durch die die Frequenz des nicht zu schaltenden Übergangs im Spektrum unter-
drückt wird.
Ein Vergleich der CNOT-Pulse für die beiden Moden zeigt, dass trotz glei-
cher Anforderungen an die Frequenzauﬂösung die Pulsdauer von 7000 fs für die
Operation des CNOTE günstiger ist als für das CNOTA1-Gatter. Dieser Befund
kann jedoch durch Berücksichtigung der unterschiedlichen Trägerfrequenzen der
Lichtpulse plausibel erklärt werden. So ist der Abstand der Subpulse des CNOTE
um eine Schwingung größer als beim CNOTA1, wodurch eine höhere Schalteﬃ-
zienz bei geringerer Gesamtpulsenergie resultiert.
Π-Gatter
Die Struktur der Gatter-Pulse für die logische Operation Π ist sowohl im E-, wie
auch im A1-Qubit zeitlich nahezu symmetrisch. Weitere strukturelle Gemein-
samkeiten besitzen die Pulse nicht. So zeigt das ΠE eine klare Unterteilung in
zwei Subpulse, während das ΠA1 aus nur einem einheitlichen Puls besteht. Den-
noch weisen die Schaltmechanismen große Ähnlichkeiten auf. So erfolgt die Pha-
senrotation grundsätzlich über einen oszillierenden Populationstransfer. Je zwei
Übergänge werden mit einer Eﬃzienz von 99,99% geschaltet. Bei den anderen
beiden Übergängen wird nach intermediärer Auﬂösung die 50:50-Überlagerung
nicht mehr vollständig wieder hergestellt.
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Abbildung 4.12: Spektrum des CNOTA1-Gatterpulses (schwarz), sowie der
Subpulse (rot); die Frequenz des zu schaltenden Übergangs ist durch die
senkrechte schwarze Linien gekennzeichnet, der unterdrückte Übergang
(2001 cm−1) und die Obertöne (1983 cm−1 und 1988 cm−1) durch blaue Li-
nien.
Hadamard-Gatter
Zur Bestimmung einer günstigen Pulsdauer zur Optimierung der Hadamard-
Gatter wurde im Vorfeld die freie Phasenentwicklung der Fourierbasis analy-
siert. Danach wird für das HadA1 eine Dauer von ca. 9000 fs und für das HadE
ein fast 2000 fs längerer Puls von 10997 fs gewählt. Die optimierten Lichtpulse
gleichen sich in Form und Frequenzverteilung kaum. So besitzt das HadA1 eine
zeitlich nahezu symmetrische Struktur mit zwei Untereinheiten, während das
XFROG-Diagramm des stark fragmentierten HadE-Pulses eine Unterteilung in
drei Abschnitte impliziert. Eine zeitliche Symmetrie ist nicht erkennbar. Trotz
der strukturellen Unterschiede der Pulse unterliegt der Populationstransfer in
beiden Fällen vergleichbaren Schaltvorgängen. Die bei beiden Gattern auftreten-
de oszillierende Besetzungsumverteilung ist den Mechanismen der reinen Pha-
sengatter ähnlich.
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Fazit
Wird die Laser-Molekül-Wechselwirkung unter Verwendung des Gesamtdipol-
moments (Abb. 3.10 (e), S. 46) simuliert, so bleibt die Selektivität der optimier-
ten Pulse erhalten. Der Abstand von 50 cm−1 genügt somit bereits, um die
Qubits gezielt separat anzusprechen. Daher muss bei der Kontrolle des Qubit-
systems nicht auf polarisierte Lichtpulse zurückgegriﬀen werden, wie es in Sys-
temen mit deutlich geringerem energetischen Abstand der Moden erforderlich
ist. Im Experiment ist daher keine Fixierung und Ausrichtung des MnBr(CO)5
erforderlich.
4.3 Eﬀekte unterschiedlicher Systemparameter
Im vorangehenden Kapitel 4.2 wurde jeweils ein kompletter Satz von Quan-
tengattern für das Zwei-Qubit-System, optimiert bei genäherten Parametern
bzw. im realistischen Modell vorgestellt. Die zwei Qubitmoden besitzen an sich
bereits unterschiedliche Symmetrie, Absorptionsfrequenz, Anharmonizität und
Dipolmomentwerte. Darüber hinaus diﬀerieren diese Größen  bis auf die Sym-
metrie  in den beiden Modellen. Auch die Kopplung K der Qubitmoden ist bei
beiden Systembeschreibungen verschieden. Rein formal werden so vier Qubit-
moden unterschiedlicher Eigenschaften erhalten. Damit lassen sich Tendenzen
für die logischen Operationen ableiten und Zusammenhänge zwischen Puls- und
Systemparametern erkennen.
Die Symmetrie einer Schwingung leitet sich von ihrer Geometrie ab. Sie
gibt in Verbindung mit der Punktgruppe des Moleküls Auskunft über die IR-
Aktivität und entscheidet daher über die grundsätzliche Eignung der Mode als
Qubit für das Molekulare Quantencomputing mit infraroten Lichtpulsen. Die
Geometrie der Mode bedingt darüber hinaus die resultierende Potentialform,
wobei zwei prinzipiell verschiedene, anharmonische Formen unterschieden wer-
den können. So wird für die A1-Qubitmode eine asymmetrische Potentialkurve,
ähnlich einem Morse-Potential erhalten. Für die E-Mode ergibt sich dagegen ein
um die Gleichgewichtslage symmetrisches Potential. Die Ähnlichkeit der Pulse
insbesondere von NOT und CNOT deuten darauf hin, dass bei der Optimie-
rung von Gatterpulsen nur die Potentialform um die Gleichgewichtsgeometrie
ausschlaggebend ist, die sich bei beiden Moden sehr ähnelt. Ihr Einﬂuss auf
die Ausführung der logischen Operationen kann jedoch nicht eindeutig durch
Vergleich der bisher vorgestellten Pulse für die A1- und die E-Mode geklärt
werden, da sich beide Qubitmoden zusätzlich noch in anderen physikalischen
Größen unterscheiden. Systematische Arbeiten von C. Gollub et al., die darauf-
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hin durchgeführt wurden, zeigen jedoch, dass die in einem symmetrischen Po-
tential optimierten Gatterpulse die gleichen Operationen unverändert in einem
asymmetrischen Potential gleicher Systemparameter ausführen [128].
Die Anregungsfrequenz ν einer Mode bestimmt in erster Linie die Träger-
frequenz der für sie optimierten Gatterpulse. Die jeweilige formgebende Einhül-
lende der Pulse ist formal von ν unabhängig (Kap. 2.1.4). So werden auch in an-
deren Systemen mit Frequenzen von ν = c · 1400 cm−1 [128] oder ν = c · 700 cm−1
[24] ähnliche Pulsstrukturen und Mechanismen für das CNOT-Gatter gefunden.
Π- und Hadamard-Gatter besitzen ebenfalls trotz unterschiedlicher Strukturen
und Pulsdauern vergleichbare Schaltmechanismen.
Das Dipolmoment ~µ vermittelt die Laser-Molekül-Wechselwirkung (siehe
Kap. 2.1.2). Für einzelne Moden berechnet sich daraus das Übergangsdipolmo-
ment µ. Je höher sein Wert, desto eﬃzienter kann die Energie des Lichtpul-
ses auf die Schwingung übertragen werden. Eine geringere Pulsenergie ist die
Folge. Trotz unterschiedlicher Übergangsdipolmomente lassen sich jedoch keine
eindeutigen Tendenzen bei den Gesamtenergien der bisher vorgestellten Pulse
ableiten (Tab. 4.1 und 4.2). Da die µ-Werte der Qubitmoden mit 0,35Debye bis
0,56Debye alle die gleiche Größenordnung besitzen, fällt die resultierende Ände-
rung der Gesamtpulsenergien nur gering aus. Darüber hinaus wird dieser Eﬀekt
von der Energievariation durch nicht ganz optimale Pulsdauern5 überlagert. Der
Einﬂuss des Dipolmoments auf die logischen Operationen hat somit eher grund-
legenden Charakter, solange die Größenordnung beibehalten wird. Der direkte
Zusammenhang von Dipolmoment und Pulsenergie macht beide zu unkritischen
Parametern für die Optimierung. Abweichungen von den experimentellen Di-
polmomentwerten führen nur zu kleinen Fehlern bei der Abschätzung der Puls-
energie und können bei der Realisierung auf einfache Weise durch entsprechende
Variation der Pulsintensität ausgeglichen werden.
Anharmonizität und Kopplung der Qubitmoden bestimmen die relative
energetische Lage der Schwingungseigenzustände des Zwei-Qubit-Systems (vgl.
Abb. 4.10 und 4.11). Sie entscheiden damit generell über seine Kontrollierbarkeit,
die vom Abstand der Übergangsfrequenzen innerhalb der Qubitbasis und der Se-
parierung dieser von den Obertonanregungen abhängt. Dabei bedingt die An-
harmonizität den Abstand der Energieniveaus innerhalb einer Mode und gibt so
die relevanten Frequenzen für das NOT-, sowie das Π- und das Hadamard-Gatter
an. Aus der Kopplung resultiert dagegen die relative Lage der Schwingungslei-
tern der Moden zueinander. Im Sinne des Quantencomputings vermittelt sie die
5Damit relevanten Frequenzen die gleiche Intensität in der Frequenzverteilung zukommt, wie
bei einem optimalen Puls, muss ein kürzerer Puls aufgrund der breiteren Frequenzvertei-
lung insgesamt eine höhere Energie besitzen.
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Verschränkung der Qubits und bildet somit die Basis für das CNOT-Gatter.
Hohe Werte für Anharmonizität bzw. Kopplung bedeuten geringe erforderliche
Frequenzauﬂösung und somit kurze Pulsdauern für die jeweiligen logischen Ope-
rationen (siehe Kap. 4.2.4 bzw. AnhangE). Prinzipiell entscheiden diese beiden
Parameter also über Dauer und Komplexität der Quantengatter.
Bei der experimentellen Umsetzung des Molekularen Quantencomputings ge-
währleisten einfach strukturierte Laserfelder geringer Intensität die Realisier-
barkeit. Da das Ziel darin besteht, mit diesen Gatterpulsen umfangreiche Quan-
tenalgorithmen zu konstruieren, sind darüber hinaus kurze Pulsdauern und sehr
hohe Schalteﬃzienzen für eine schnelle und robuste Informationsverarbeitung
erforderlich. Auf der Grundlage dieser Anforderungen und den Erkenntnissen
über die Auswirkung der unterschiedlichen Parameter auf die Umsetzung der
logischen Operationen lassen sich besonders günstige Moleküleigenschaf-
ten für die Realisierung des Molekularen Quantencomputings formulieren. So
garantiert ein starkes Dipolmoment eﬃziente Schaltvorgänge bei geringen
Intensitäten. Eine große Anharmonizität ermöglicht die Kontrolle logischer
Operationen wie NOT und Hadamard mit kurzen Pulsen einfacher Struktur. Für
das CNOT wird dies durch eine große Kopplung K der Qubitmoden erreicht.
Darüber hinaus zeigen Ergebnisse von C. Gollub et al. [128], dass sich stark
unterschiedliche Größen von Anharmonizität und Kopplung bei der
Realisierung aller elementaren Gatter günstig auswirken. Ähnliche Größenord-
nungen führen dagegen zu geringen Abständen zwischen Übergangsfrequenzen
innerhalb der Qubitbasis und zu nächsten Obertönen. Komplexe Laserfelder und
Mechanismen mit starker Obertonanregung sind die Folge.
Das im MnBr(CO)5 gewählte Zwei-Qubit-System mit Anharmonizitäten von
14 cm−1 bzw. 19 cm−1 und einer wesentlich kleineren Kopplung von K = 5 cm−1
ist generell für eine experimentelle Realisierung des Molekularen Quanten-
computings günstig. Da auch die Intensitäten der optimierten Gatterpulse in-
nerhalb des technisch Machbaren liegen, erfüllt dieses System ebenfalls die
Anforderungen bezüglich des Dipolmoments. Die absoluten Werte von An-
harmonizität und Kopplung sind jedoch im Vergleich zu anderen denkbaren
Qubitmoden, wie z. B. OH-Streckschwingungen mit einer Anharmonizität von
A = 2 · 90 cm−1 =180 cm−1 [109] (vgl. Gl. 3.6, S. 41), relativ klein. Folglich re-
sultieren für einfach strukturierte Laserfelder allgemein sehr lange Pulsdauern.
Diesbezüglich entsteht durch die vergleichsweise geringe Kopplung K für das
CNOT ein zusätzliches Deﬁzit. Es benötigt im hier vorgestellten Zwei-Qubit-
System ein drei- bzw. vierfach höheres Auﬂösungsvermögen als die anharmo-
nizitätsabhängigen Gatter. Dennoch kann es durch die für das CNOT übliche
Doppelpulsstruktur mit vergleichbaren Pulsdauern optimiert werden.
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Wie das Beispiel des CNOT zeigt, ist vor der Optimierung ohne zusätzliche In-
formationen noch keine deﬁnitive Aussage über die Frequenzauﬂösung des opti-
mierten Pulses möglich. Für ein bestimmtes Gatter wird allerdings immer wieder
die gleiche oder eine ähnliche Struktur erhalten (siehe Kap. 4.2 und AnhangD).
Ist diese optimale Pulsform bekannt, lässt sich davon ausgehend allerdings eine
passende Pulsdauer bereits vor der Optimierung berechnen.
So kann ausgehend vom CNOTE, optimiert bei genäherten Systemparame-
tern, eine günstige Pulsdauer für das CNOTE bei realistischen Parametern be-
stimmt werden. Die Anforderungen für das erstgenannte Gatter sind: Schal-
ten mit einer Übergangsfrequenz von 2084 cm−1 und Auﬂösen der Kopplung
mit 6 cm−1. Der optimierte Puls lässt sich mit zwei gaußförmigen Subpulsen
der Halbwertsbreite 992 fs rekonstruieren (siehe Abb. 5.1). Daraus ergibt sich
nach Gl.D.2 und Gl.D.1 eine Bandbreite von ∆ω =12,6 cm−1, was etwa dem
doppelten Wert der erforderlichen Auﬂösung entspricht. Die einhüllende Gauß-
Funktion der Subpulse wird bei ca. 4,7σ abgebrochen, sodass sich eine Pulsdauer
von TSub =1938,5 fs ergibt. Der Abstand zwischen den beiden Subpulsen beträgt
∆Tmax =2033 fs = 127 · 2pi 6 (siehe Kap. 5.1.1). Die Gesamtpulsdauer T setzt
sich wie folgt zusammen: T = ∆Tmax + 2 · TSub = 2033 fs+2 · 1938, 5 fs= 6000 fs.
Im realistisch beschriebenen System beträgt die Schaltfrequenz des CNOTE
2059 cm−1 (2pi =̂ 16, 19 fs), die aufzulösende Kopplung 5 cm−1. Wird für die Sub-
pulse ebenfalls der doppelte Wert der erforderlichen Auﬂösung angenommen
(∆ω =10 cm−1), so ergibt sich eine Halbwertsbreite von 1249 fs. Durch Abbruch
der Gauß-Funktion bei 4,7σ folgt daraus eine Pulsdauer von TSub = 2493 fs. Der
Abstand der Subpulse ∆Tmax beläuft sich auf 127 · 2pi =2056 fs. Die Gesamt-
pulsdauer beträgt somit T = ∆Tmax + 2 · TSub = 2056 fs+2 · 2493 fs= 7042 fs.
Diese Pulsdauer kann als Richtwert im Vorfeld einer Optimierung herangezo-
gen werden. Durch Variation der Auﬂösungsanforderung der Subpulse oder des
Abbruchkriteriums der einhüllenden Gauß-Funktion kann dieser Wert allerdings
um einige 100 fs schwanken. Dies ist jedoch unkritisch, da sich auch bei der Opti-
mierung zusätzlicher Spielraum durch veränderliche Subpulsdauern und variable
zeitliche Verzögerungen zwischen den Subpulsen ergibt (siehe Kap 5.1.1).







Im vorangegangenen Kapitel wurden Gatterpulse für das im MnBr(CO)5 deﬁ-
nierte Zwei-Qubit-System vorgestellt. Bei der experimentellen Erzeugung dieser
geformten Lichtpulse stehen zwei verschiedene Ansätze zur Verfügung. So kön-
nen einerseits einfache Felder durch indirektes Formen im Frequenzraum als
Pulszüge teilweise überlappender Subpulse erzeugt werden (Kap. 2.1.4). Ande-
rerseits ist im direkten Verfahren die unmittelbare Frequenz- und Phasenmo-
dulation eines fourierlimitierten Eingangspulses im Infraroten durch Shaper-
Masken mit akustooptischen Modulatoren (AOM) denkbar [65]. In Kap. 5.1
werden beide Arten der Pulserzeugung am Beispiel eines CNOT-Gatters de-
monstriert und Maskenfunktionen für alle Gatter vorgestellt.
Obwohl die technischen Voraussetzungen für die Erzeugung der Gatterpul-
se erfüllt sind und das molekulare System sehr sorgfältig ausgewählt wurde
(siehe Kap. 3.1), ist eine störungsfreie Quanteninformationsverarbeitung nicht
gesichert. So ist das Qubitsystem im Experiment vielen potentiellen Störungen
ausgesetzt. Intramolekulare Eﬀekte1 und äußere Störeinﬂüsse, wie thermische
Anregung oder dissipativer Energieverlust, sind im realen System allgegenwär-
tig. In wie weit diese für die Umsetzung des Molekularen Quantencomputings
relevant sind, wird in Kap. 5.2 durch theoretische Überlegungen abgeschätzt.
Informationsverluste, die durch Rotation und Translation der Moleküle ent-
stehen, lassen sich durch Immobilisierung der MnBr(CO)5-Moleküle verhindern.
Das kann z. B. über Adsorption in einem Festkörper erreicht werden. Silicium-
oxid in der Kristallstruktur von Zeolithen bietet Kanäle und Käﬁge, die einen
Einbau des MnBr(CO)5 ermöglichen. Die Durchführung erster Simulationen mit
1Zu intramolekularen Eﬀekten, die das Qubitsystem beeinträchtigen, zählen in erster Linie
Wechselwirkungen zwischen Molekülschwingungen.
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einem über 500 Atome umfassenden Ausschnitt der Struktur eines MFI-Zeoliths
und daraus resultierende Erkenntnisse werden in Kap. 5.3 vorgestellt.
5.1 Realisierung der Gatterpulse
Experimentelles Formen ultra-kurzer Lichtpulse geschieht üblicherweise mit ei-
nem Flüssigkristall-Modulator und ist somit technisch bedingt auf den sichtba-
ren Wellenlängenbereich beschränkt. Daher entwickelten Witte et al. [64] das
Verfahren des indirekten Shapings, bei dem Frequenz- und Phasenmodulation
in den infraroten Wellenlängenbereich übertragen werden. Da sich diese Tech-
nik besonders eﬃzient auf einfach strukturierte Pulse anwenden lässt, wird die
Realisierbarkeit der Gatter am Beispiel des CNOTE (Abb. 4.3, S. 57) untersucht.
Aufgrund der enormen Fortschritte beim Masken-Shapen mit akustooptischen
Modulatoren [65] besteht inzwischen auch die Möglichkeit, Pulse direkt im IR
zu modulieren. Maskenfunktionen [129] für die im vorangegangenen Kapitel vor-
gestellten Gatterpulse erlauben eine Abschätzung der experimentellen Realisier-
barkeit mit direktem IR-Shapen. Sowohl die Grundlagen des indirekten und des
direkten Verfahrens zur Pulsformung, wie auch der experimentelle Aufbau (siehe
Abb. 2.3 S. 19) wurden bereits am Ende von Kap. 2.1.4 erläutert.
5.1.1 Indirektes Formen von Pulsen
Das indirekte Formen von Pulsen im IR ermöglicht, die Limitierungen der
Flüssigkristall-Modulatoren bezüglich der Frequenz zu umgehen. Für dieses Ver-
fahren, das U. Troppmann et al. bereits für das Acetylen theoretisch adaptier-
te [24, 66], wird das Masken-Shapen im sichtbaren Frequenzbereich mit nicht-
linearen optischen Prozessen wie dem diﬀerence-frequency mixing (DFM) ver-
knüpft [64]. So können einfache Modulationen von Amplitude und Phase ins
Infrarote transferiert werden. Auch komplexe Laserfelder sind mit dieser Tech-
nik realisierbar, wenn sie sich als Pulszug überlappender gaußförmiger Subpulse
mit deﬁnierter zeitlicher Folge und Phasenbeziehung rekonstruieren lassen.
So kann zum Beispiel das Laserfeld des CNOTE (Abb. 4.3, S. 57), mit seinen
nahezu vollständig separierten Subpulsen, in zwei Untereinheiten aufgeteilt wer-
den. Die Rekonstruktion ist in Abb. 5.1 (mitte) dargestellt. Das resultierende E-
Feld und das zugehörige XFROG-Diagramm zeigen die zwei gaußförmigen Pulse
gleicher Intensität, Trägerfrequenz (2084 cm−1) und Dauer (992 fs FWHM), die
in einem Abstand von 2033 fs mit den Qubits wechselwirken2. Die CEP der zwei
2Beim optimierten Puls beträgt der Abstand zwischen den Maxima 2038 fs, was 127,5·2pi
entspricht und bereits die Verschiebung um pi beinhaltet.
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Subpulse ist um pi verschoben, wie es bereits bei rekonstruierten CNOT-Pulsen
für das Acetylen-Modell gefunden wurde [24, 66]. Die gute Übereinstimmung der
E-Felder von optimiertem und konstruiertem CNOTE zeigt, dass dieses Gatter
sehr gut mit zwei gaußförmigen Pulsen erzeugt werden kann. Dies unterstrei-
chen auch die unverändert adiabatischen und eﬃzienten Schaltmechanismen.
Die Verlängerung der Gesamtpulsdauer um 1000 fs bei der Rekonstruktion ent-
steht durch das sanftere Anschwing- und Abklingverhalten der gaußförmigen
gegenüber den optimierten Subpulsen.
Abbildung 5.1: CNOTE-Gatter; links: optimierter Puls, vgl. Abb. 4.3 S. 57;
mitte und rechts: Konstruktion des CNOTE-Gatters mit gaußförmigen Sub-
pulsen, rechts mit zusätzlichen 640 fs Abstand; von oben nach unten: E-Feld,
XFROG-Darstellung und Schaltmechanismen (gestrichelte Linien zeigen
den jeweiligen ersten Oberton |12〉 bzw. |02〉).
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Der zeitliche Abstand der Subpulse ist ein variabler, aber dennoch kritischer
experimenteller Parameter. Dieser kann in Schritten von 2pi (hier: 15,99 fs)3 ver-
ändert werden. Dabei lässt sich beobachten, dass die Vergrößerung des Abstands
die Schalteﬃzienz in den unteren Qubitzuständen |00〉 und |01〉 verringert, wäh-
rend der Übergang |10〉 ↔ |11〉 eﬃzienter wird. Ein guter Kompromiss ist in
diesem Fall ein Abstand von 2033 fs + 10 · 2pi = 2193 fs bei dem eine Eﬃzienz
von ≥ 99, 9% in den unteren Zuständen bzw. ≥ 99, 4% im oberen Übergang
erreicht wird. Bis zu einer Verlängerung um 40 · 2pi = 640 fs ist kein signiﬁ-
kanter Verlust der Eﬃzienz zu beobachten (Abb. 5.1 rechts). Der Schaltvorgang
|10〉 ↔ |11〉 wird mit diesem konstruierten Laserfeld weiterhin zu über 99% aus-
geführt, während die Güte für die formal unbeeinﬂussten Qubitzustände nur um
ca. 3% gegenüber dem optimierten CNOTE-Puls abnimmt. Dieses Verhalten ver-
anschaulicht sowohl die Robustheit, wie auch die Flexibilität des CNOT-Gatters
und lässt allgemein auf eine hohe Toleranz bezüglich Pulsdauer und -form der
Quantengatter im Rahmen des Molekularen Quantencomputings schließen.
Diese Ergebnisse stimmen qualitativ mit den Befunden im Acetylen überein
[126]. So kann die logische CNOT-Operation problemlos als Pulszug einfacher
gaußfömiger Pulse mit ﬂexiblen Abständen konstruiert werden. Sie lässt sich
daher gut mit dem indirekten Verfahren zur Pulsformung realisieren. Grund-
sätzlich ist diese Technik für nahezu alle Quantengatter, die im Zusammenhang
mit MnBr(CO)5 vorgestellt wurden, anwendbar, da sie einfache Strukturen mit
wenigen Subpulsen besitzen.
5.1.2 Direktes Formen von Pulsen
Beim Masken-Shapen kommen seit Kurzem neben Flüssigkristall-Modulatoren
auch akustooptische Modulatoren zur Anwendung [65]. Diese haben den Vorteil,
in einem sehr breiten Spektralbereich einsetzbar zu sein. Dadurch ermöglichen
sie die unmittelbare Modulation von Laserfeldern bei infraroten Wellenlängen.
Für das Formen der Pulse werden zwei Modulatoren hintereinander geschaltet:
einer zur Variation der Amplitude und einer zur Einstellung der Phase zwischen
den Frequenzkomponenten. Zur Steuerung der Maske bedarf es daher sowohl
einer Transmissions- als auch einer Phasenfunktion. Beide können  ausgehend
vom elektrischen Feld bzw. dem Spektrum des Lichtpulses  nach dem auf S. 18
erläuterten Verfahren berechnet werden.
Auf diese Weise ergeben sich z. B. für das CNOTE-Gatter (Abb. 5.1 linke
Spalte), dessen Realisierbarkeit bereits im vorangegangenen Abschnitt mit dem
3Der Wellenzahl ν¯ = 2084 cm−1 entspricht eine Frequenz von ν = 6252 · 109 fs−1. Für einen
Wellenzug (2pi) ergibt sich daher 1/ν = 15, 99 fs.
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indirekten Verfahren demonstriert wurde, die in Abb. 5.2 (obere Zeile) gezeigten
Maskenfunktionen mit 121Pixeln und einer Auﬂösung von 0,95 cm−1/Pixel 4. Da
sich die Transmissionsfunktion durch Überlagerung des modulierten Spektrums
mit der gaußförmigen Frequenzverteilung des fourierlimitierten Ausgangspulses
ergibt, ist sie ein  zu den Randbereichen der Maske hin kontinuierlich stär-
ker verzerrtes  Abbild des Spektrums. Im zentralen Bereich (40. bis 82. Pixel)
weist sie daher drei unterschiedlich stark beteiligte Frequenzkomponenten auf,
die mit den drei Peaks zwischen 2060 cm−1 und 2120 cm−1) im Spektrum des
Pulses korrespondieren. Auﬀällig ist, dass die beiden stärksten Frequenzanteile
die gleiche Phase von − 0, 2 pi besitzen. Dagegen ist die Phase außerhalb die-
ses Bereichs veränderlich. Für das Schaltverhalten des Gatters (Schaltfrequenz:
2084 cm−1) ist das jedoch nicht von Bedeutung, da ausschließlich die Kompo-
nente bei 2080 cm−1 bis 2090 cm−1 den Schaltvorgang ausführt.
Zum besseren Verständnis der Zusammenhänge werden ebenfalls die Mas-
kenfunktionen der aus zwei gaußförmigen Subpulsen konstruierten, idealisierten
Form des CNOTE-Gatters (Abb. 5.1 mittlere Spalte) berechnet. Dieser Pulszug
schaltet das Gatter ebenso eﬃzient, wie das optimierte Laserfeld und kann da-
her uneingeschränkt als Modell herangezogen werden. Entscheidender Vorteil
des Pulszugs ist die Gauß-Form seiner Subpulse. Eine Fourier-Transformation
erzeugt dadurch wiederum rein gaußförmige Verteilungen. Das so berechnete
Spektrum und die Maskenfunktionen zeigen folglich nur die für das Gatter es-
sentiellen Merkmale. Eﬀekte, die durch die unregelmäßige Form der Subpulse
des optimierten Laserfelds entstehen, treten somit nicht mehr auf.
Dies zeigt sich beispielsweise beim Vergleich der Spektren (Abb. 5.2 links,
oben und unten). So ist die spektrale Zusammensetzung beider Pulse im Bereich
2065 cm−1 bis 2082 cm−1 nahezu identisch. Außerhalb dieses Bereichs weist das
Spektrum des optimierten Pulses jedoch zusätzlich eine geringfügige Beteiligung
weiterer Frequenzen auf, die beim konstruierten Feld fast vollständig fehlen. Sie
sind demnach der unregelmäßigen Form der optimierten Subpulse zuzuschreiben
und für die Erzeugung eines eﬃzienten Gatterpulses nicht essentiell.
Der in die Maske einfallende Lichtpuls ist für beide Laserfelder ein Fourier-
limitierter Gaußpuls mit TFWHM = 835 fs. Unterschiede in den Maskenfunktio-
nen gehen somit ausschließlich auf Veränderungen des Spektrums zurück. So be-
steht die Modulation der Amplitude, durch den reduzierten Frequenzumfang des
konstruierten Pulses, lediglich aus den drei zentralen Peaks (35. bis 85. Pixel).
4Bei der zu Grunde liegenden Fourier-Transformation wird der gesamte Spektralbereich des
5000 fs-Pulses mit dessen limitierter Anzahl an Punkten erfasst. Daher ist die Auﬂösung im
relevanten Frequenzabschnitt sehr gering (21Pixel auf 160 cm−1). Zur Berechnung der hier
gezeigten Maskenfunktionen und des Spektrums wurde deshalb ein um 30000 fs =̂ 1239000
neutrale Datenpunkte expandiertes Laserfeld verwendet.
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Abbildung 5.2: Spektrum des CNOTE-Gatters ν|00〉↔|01〉 = 2078 cm−1 und
ν|10〉↔|11〉 = 2084 cm−1 (DFT = Diskrete Fourier-Tansformation), sowie zu-
gehörige Transmissions- und Phasenfunktion;
oben: optimierter Puls (E-Feld siehe Abb. 5.1 linke Spalte);
unten: Zug gaußförmiger Subpulse (E-Feld siehe Abb. 5.1 mittl. Spalte).
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Weitere Variationen in den Randbereichen der Maske sind  im Gegensatz zur
Transmissionsfunktion des optimierten Pulses  vernachlässigbar. Die zugehöri-
ge Phasenfunktion ist über die gesamte Maske nahezu konstant bei − 0, 2 pi 5.
Nur in den Randbereichen kommt es zu kleineren Phasensprüngen. Diese ent-
stehen dort, wo der Real- und/oder der Imaginärteil des Spektrums nahezu null
ist. In solchen Bereichen bewirken bereits unbedeutende Abweichungen der Am-
plitude eine starke Änderung der Phase. Daher sind die Sprünge als Artefakte
einzustufen und besitzen für die Erzeugung des CNOTE-Pulses keine Relevanz.
Eine Modulation der Phase ist für das Gatter folglich nicht erforderlich.
Zusammenfassend ist festzustellen: die für die Realisierung des CNOTE-
Gatters benötigten Maskenfunktionen liegen mit einfach strukturierten Modu-
lationen, 121Pixeln und einer Auﬂösung von 0,95 cm−1/Pixel im Rahmen ak-
tueller technischer Möglichkeiten [65]. Der Gatterpuls kann somit nicht nur im
indirekten Verfahren, sondern auch durch direktes Formen im IR mit akusto-
optischen Modulatoren erzeugt werden (experimenteller Aufbau siehe Abb. 2.3
S. 19). Die Maske generiert dabei  analog dem Spektrum des Doppelpulses 
drei Frequenzkomponenten, die mit gleicher Phase laufen. Wie die Transmis-
sionsfunktion des idealisierten CNOTE-Pulses zeigt, ist bei der Erzeugung des
Pulses nur der für den Schaltvorgang relevante Frequenzbereich von Bedeutung.
Da dieser auf den zentralen Pixelabschnitt der Maske projiziert wird, können
Modulationen in den Randbereichen vernachlässigt werden. Die im Folgenden
vorgestellten Maskenfunktionen sind daher nur noch im relevanten Ausschnitt
gezeigt.
Einen Überblick über die Spektren und Maskenfunktionen jeglicher bisher
besprochener Gatterpulse geben die Abbildungen 5.3 und 5.4, bzw. F.1 (S. 133)
sowie F.2 (S. 134). Die Funktionen sind mit 97 bis 567 Pixeln und Auﬂösungen
von 0,61 cm−1 bis 0,95 cm−1/Pixel nur von mäßiger bis geringer Komplexität.
Ein Vergleich der CNOT-Gatter zeigt, dass die Transmissionsfunktionen in al-
len vier Fällen eine große Ähnlichkeit besitzen. Die zugehörigen Phasenfunk-
tionen sind konstant und liegen mit Ausnahme des im realistischen Modell
optimierten CNOTE  um 0 pi. Auch die Maskenfunktionen der NOT-Gatter äh-
neln sich stark. So sind jeweils nur die zwei Frequenzkomponenten zum Schalten
der Übergänge des Gatters vertreten. Im Gegensatz zum CNOT- laufen beim
NOT-Gatter die Komponenten mit um pi/2 verschiedenen Phasen. Das NOTE
optimiert im realistischen Modell stellt dabei wiederum eine Besonderheit dar,
weil bei ihm invers zu den anderen Gattern die erste Komponente einen höheren
Phasenwert besitzt als die zweite Komponente. Dies korreliert mit der zeitlichen
5Dies stimmt mit dem Wert im relevanten Bereich des optimierten Pulses überein.
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Inversion gegenüber den restlichen drei NOT-Gatterpulsen, die sich bereits in
seinem Laserfeld und den Kontrollmechanismen zeigt.
Abbildung 5.3: Spektren der Gatter NOT, CNOT, Π und Hadamard (v.l.n.r)
auf dem E-Qubit in Modell I ν|00〉↔|01〉 = 2078 cm−1 und ν|10〉↔|11〉 =
2084 cm−1 (DFT = Diskrete Fourier-Tansformation), sowie zugehörige
Transmissions- und Phasenfunktionen; wurde die Phase entfaltet, ist die
ursprüngliche Funktion ebenfalls angegeben (grüne Linie); Laserfelder sie-
he Kap. 4.2.1.
Obwohl die Laserfelder der analogen Π- und Hadamard-Gatter strukturell
kaum Gemeinsamkeiten aufweisen, sind die relativen Intensitätsverhältnisse
ihrer spektralen Zusammensetzungen und die zugehörigen Phasenfunktionen
durchaus vergleichbar. So werden für das ΠA1- bzw. ΠE-Gatter in den ver-
schiedenen Modellen ähnliche Muster der Frequenzverteilungen erhalten. Die
Verläufe der Phasenfunktionen gleichen sich dagegen eher bei den im selben
Modell optimierten Gattern. Dies triﬀt auch auf die Spektren und Phasen der
Hadamard-Gatter zu, wobei die Ähnlichkeiten hier nicht so stark ausgeprägt
sind.
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Abbildung 5.4: Spektren der Gatter NOT, CNOT, Π und Hadamard (v.l.n.r)
auf dem A1-Qubit in Modell I ν|00〉↔|10〉 = 2073 cm−1 und ν|01〉↔|11〉 =
2079 cm−1 (DFT = Diskrete Fourier-Tansformation), sowie zugehörige
Transmissions- und Phasenfunktionen; wurde die Phase entfaltet, ist die
ursprüngliche Funktion ebenfalls angegeben (grüne Linie); Laserfelder sie-
he Kap. 4.2.2.
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5.2 Diskussion potentieller Störungen des
Qubitsystems
In den bisher vorgestellten Berechnungen und Simulationen wurde das Qubitsys-
tem, bestehend aus den Qubitbasiszuständen und den zugehörigen Obertönen
der Qubitmoden als störungsfreier, isolierter Raum betrachtet. Unter realen Be-
dingungen sist jedoch eine thermische Anregung der Moden ebenso denkbar, wie
die Störung des Systems durch Kopplung mit seiner intra- und intermolekularen
Umgebung. Beide Aspekte erhöhen die Gefahr für unkontrollierten Energietrans-
fer aus den bzw. in die Qubitmoden, der zu Verlust oder Verfälschung kodierter
Information führen kann. Die Robustheit der Quanteninformationsverarbeitung
gegen diese potentiellen Störeffekte lässt sich unter anderem mit Simulationen
überprüfen oder anhand experimenteller Daten abschätzen.
5.2.1 Thermische Anregung der Qubitmoden
Der interne Zustand des freien ungestörten MnBr(CO)5 wird maßgeblich durch
die Temperatur T seiner Umgebung bestimmt. Die damit verbundene thermi-
sche Energie Etherm = R · T bedingt den Grad der Anregung der Normalmoden.
Die Besetzungswahrscheinlichkeit der Schwingungseigenzustände kann über die
Boltzmann-Verteilung berechnet werden. Die Besetzung N eines beliebigen Zu-





Bei Raumtemperatur T = 298, 15K =̂ 207, 223 cm−1 beﬁnden sich Moden mit
Frequenzen über 207 cm−1 vorwiegend im Schwingungsgrundzustand und nur
zu einem geringen Prozentsatz in schwingungsangeregten Zuständen. Diese An-
regung konzentriert sich in erster Linie auf den ersten schwingungsangeregten
Zustand (v=1) und nimmt mit zunehmender Anregungsfrequenz exponentiell
ab.
Im Vergleich dazu liegen die Qubitmoden mit ≥ 2000 cm−1 energetisch sehr
hoch. Bei ihnen tritt, nach Gl. 5.1, erst ab Temperaturen über 3100K eine sig-
niﬁkante Besetzung von v = 1 auf. Bei Raumtemperatur besitzen die Moden
dagegen eine Anregungswahrscheinlichkeit von weniger als 0, 6 · 10−3% und be-
ﬁnden sich somit nahezu ausschließlich im Schwingungsgrundzustand. Dadurch
erfüllt das Qubitsystem bereits intrinsisch das zweite DiVincenzo-Kriterium für
realisierbares Quantencomputing (Kap. 2.2.1), das einen deﬁnierten Anfangszu-
stand fordert, bei dem die Qubits vorzugsweise im Zustand |0〉 anzutreﬀen sind.
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Somit entfällt eine vorbereitende Präparation des Grundzustands und zu verar-
beitende Information kann direkt kodiert werden. Zudem ist eine Störung der
Quantenalgorithmen oder die Verfälschung der Ergebnisse durch unkontrollierte
thermische Anregung der Qubitmoden nicht zu befürchten.
Der Verlust von CO durch Dissoziation ist ebenfalls auszuschließen, da dieser
Prozess die Anregungsenergie der Qubitmoden bei weitem übersteigt. So beläuft
sich die Energie für die Abspaltung des axialen CO-Liganden auf 18515 cm−1
und entspricht damit z. B. dem neunten Schwingungseigenzustand der A1-
Qubitmode. Darüber hinaus tritt selbst bei einer deutlich höheren Anregung
keine Kopplung in die dissoziative Koordinate auf, wie Simulationen gezeigt ha-
ben [128]. Da sich zudem die Populationsverteilung durch die optimierten Gat-
terpulse auf die untersten drei Schwingungsniveaus beschränkt, besteht auch
während des Quantencomputings nicht die Gefahr der Dissoziation.
5.2.2 Kopplung mit thermisch angeregten Moden
Neben den beiden Qubitmoden besitzt das MnBr(CO)5 achtundzwanzig weite-
re Schwingungsfreiheitsgrade (Kap. 3.2). Diese wechselwirken geometrisch zum
Teil stark mit den Qubitmoden. Nach der Deﬁnition von Normalmoden sind sie
jedoch voneinander unabhängig, da ihre Einheitsvektoren senkrecht aufeinander
stehen. Das Skalarprodukt der Vektoren, das den Überlapp bzw. die Kopplung
zwischen den Moden angibt, ist somit null. Ein Energietransfer ist daher aus-
geschlossen. Diese Aussage ist jedoch nur so lange gültig, wie die Schwingungs-
freiheitsgrade nicht oder nur wenig angeregt sind und eine Beschreibung durch
harmonische Oszillatoren zulässig ist.
Da die zehn energetisch niedrigsten Moden des MnBr(CO)5 bei Raumtem-
peratur bereits in hohem Maß angeregt sind, triﬀt die harmonische Näherung
nicht mehr zu. Je weiter sich Moden aus dem Grundzustand entfernen, desto
stärker wird ihr Vektor aus der senkrechten Position heraus gedreht. Der Über-
lapp  und dazu proportional die Wahrscheinlichkeit eines Übergangs  nimmt
folglich stetig zu. Somit wird eine Beeinträchtigung der logischen Operationen
in den Qubits durch die thermisch angeregten Moden denkbar. Drei dieser Mo-
den, die mit der E-Qubitmode geometrisch wechselwirken, sind exemplarisch in
Abb. 5.5 gezeigt. Um diese Beeinﬂussung zu untersuchen, werden exemplarisch
das E-Qubit und die E-symmetrische Deformationsschwingung δ mit einer Fre-
quenz von 116 cm−1 ausgewählt. Nach der in Kap. 3.3 beschriebenen Methode
wird die 2D-Potentialﬂäche berechnet, die die beiden Schwingungen aufspannen.
Sie enthält damit intrinsisch die potentielle Kopplung der Moden, sodass die zu
untersuchenden Wechselwirkungen direkt an diesem System simuliert werden
können.
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Abbildung 5.5: Drei exemplarisch gewählte Deformationsmoden (Absorptions-
frequenzen: 97 cm−1, 116 cm−1 und 117 cm−1), schwarze Pfeile zeigen die
Bewegungsrichtungen von Atomen bzw. Atomgruppen an; die resultierende
Verzerrung der Molekülgeometrie wirkt sich auch auf die Qubitmoden aus,
wie der Vergleich mit dem E-Qubit (oben rechts) zeigt.
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Die ausgewählte δ-Mode ist bei 300K bereits merklich bis zu v=5 (4,4%)
besetzt. Um ihren Einﬂuss auf das E-Qubit zu überprüfen, wird bei steigender
Schwingungsanregung der Deformationsmode das NOTE-Gatter auf seine Eﬃ-
zienz untersucht. Diese nimmt, wie Tabelle 5.1 zeigt, schon bei Besetzung des
ersten angeregten Zustands geringfügig ab und sinkt mit zunehmender Anregung
weiter. Dieses Verhalten ist eine Folge der Verformung des E-Qubit-Potentials,
die durch die δ-Mode verursacht wird. Beim Einﬂuss der thermisch angeregten
Mode handelt es sich um einen rein statischen Eﬀekt. Er lässt sich auf die Unvoll-
ständigkeit des reduzierten 2D-Modells zurück führen, auf dessen Grundlage die
Gatter optimiert wurden und tritt daher nur in der Simulation auf. Bei der expe-
rimentellen Realisierung ist der Hamilton-Operator des Qubitsystems dagegen
auf natürliche Weise vollständig, sodass der Einﬂuss von Moleküldeformationen
bereits enthalten ist und nicht separat berücksichtigt werden muss.
Tabelle 5.1: Eﬃzienz des NOTE bei unterschiedlicher thermischer Anregung
der δ-Mode (Anregungsfrequenz: 116 cm−1).
Übergang Eﬃzienz
(nE nδ) (%)
(00)↔ (10) ≥ 98,5
(01)↔ (11) ≥ 97,3
(02)↔ (12) ≥ 96,6
(03)↔ (13) ≥ 96,2
(04)↔ (14) ≥ 95,4
(05)↔ (15) ≥ 95,2
Darüber hinaus werden keine plötzlichen Änderungen bezüglich der NOTE-
Eﬃzienz beobachtet, wie sie durch resonante dynamische Kopplung von Moden
entstehen. Die Zuverlässigkeit bzw. Stabilität der Quantengatter wird somit
nicht durch thermisch angeregte, niederfrequente Moden beeinﬂusst. Daher ist
auch keine Erhöhung der Komplexität der Laserfelder im Hinblick auf die experi-
mentelle Umsetzung zu erwarten. Die Beeinträchtigung der logischen Operatio-
nen durch Kopplung der Qubitmoden mit stark besetzten hohen Schwingungs-
eigenzuständen von Nicht-Qubit-Moden kann somit auch bei Raumtemperatur
ausgeschlossen werden. Ein Abkühlen der Probe ist daher nicht notwendig, er-
höht aber die Reinheit der initialen Qubitbasis im Grundzustand.
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5.2.3 Unkontrollierter Populationstransfer (Dissipation
und IVR)
Die Kopplung der Qubitmoden miteinander und mit dem Rest des Moleküls
entscheidet  neben der Stabilität der Quantengatter  auch über die Stabilität
der Information im Qubitsystem. Nur bei einer weitgehenden Entkopplung der
Qubits ergeben sich lange Lebensdauern der Population in den Basiszuständen.
Experimentelle Daten dazu sind für das MnBr(CO)5  soweit bekannt  noch
nicht veröﬀentlicht. Jedoch ﬁndet sich für den strukturell sehr ähnlichen Kom-
plex Wolfram-pentacarbonyl-monothiocarbonyl (W(CO)5(CS)) eine detaillierte
Untersuchung der Schwingungsdynamik in Lösung (Heptan) [130]. Die dabei
gemessenen Abklingzeiten belaufen sich auf 130 ps (A1-Mode) bzw. 145 ps (E-
Mode). Diese werden maßgeblich von dissipativen Vorgängen6 bestimmt, in die-
sem Fall Wechselwirkung mit dem Lösungsmittel.
Auch für MnBr(CO)5 lassen sich daher unter vergleichbaren Bedingungen
Zeitkonstanten mit über 100 ps erwarten. Im Hinblick auf die experimentel-
le Umsetzung von Molekularem Quantencomputing kann Dissipation somit als
kontrollierbar eingestuft werden, da es die Dauer der Gatter um mindestens das
Zehnfache übersteigt. Darüber hinaus ist es möglich, die Wechselwirkung mit
der Umgebung durch die Wahl geeigneter Medien zu verringern (siehe Kap. 5.3)
und die Lebensdauer damit beträchtlich zu verlängern.
Für intramolekulare Schwingungsumverteilung (IVR = intramolecular vibra-
tional redistribution) werden im oben genannten Wolfram-Komplex Zeitkon-
stanten von 10 ps (A1-Mode) bzw. 20 ps (E-Mode) angegeben. Ein Austausch
des CS-Liganden gegen eine CH3CN-Gruppe führt zu einer stärkeren Entkopp-
lung, sodass sich der IVR-Prozess auf 25 ps verlängert [130]. Dieser Wert wird
auch in anderen wenig gekoppelten Übergangsmetall-Carbonylen, wie z. B. ei-
nem CO-Häm-Modellkomplex7, für den IVR-bedingten Populationsverlust des
ersten schwingungsangeregten Zustands ν = 1 angegeben [127]. Da CO-Häm
und MnBr(CO)5 bezüglich ihrer Dynamik vergleichbar sind [132], ist für IVR
im Qubitsystem des Mangankomplexes ebenfalls eine Zeitkonstante von 25 ps
zu erwarten.
Damit ist IVR in erster Linie bei der Konservierung schwingungsangeregter
Zustände relevant. Für Ergebnisse, die darin kodiert sind, besteht die Gefahr,
6Dissipation bezeichnet den Energieverlust eines oﬀenen, dynamischen Systems. Dabei wird
die Energie durch Wechselwirkung irreversibel an die Umgebung abgegeben.
7Im CO-Häm-Modell besetzt der CO-Ligand eine der sechs Koordinationsstellen am zentra-
len Eisen, ein Porphyrin-Ligand die vier äquatorialen und ein Imidazol-Ligand die pro-
ximale Position. Theoretische Untersuchungen von Kühn [131] zeigen eine weitgehende
Entkopplung des CO vom Rest des Komplexes.
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dass sie durch den Umverteilungsprozess unkontrolliert und irreversibel über die
Moden des Komplexes verteilt werden. Daher ist es erforderlich, Information,
die erst verzögert ausgelesen oder weiterverarbeitet wird, zur Speicherung in
stabilere Systeme zu transferieren. Beim eigentlichen Vorgang der Quantenin-
formationsverarbeitung ist die Schwingungsumverteilung jedoch kein kritischer
Stör-Prozess, da die bestimmende Zeitkonstante mindestens das 2,5-fache der
Dauer von Quantengattern (7 ps bis 11 ps) in MnBr(CO)5 beträgt.
Kommt es dennoch  in Folge IVR oder dissipativer Vorgänge  zu geringfügi-
gem Populationstransfer in Nicht-Qubitmoden, ist die Störung auf Verlust der
Signalstärke begrenzt. Verfälschung nachfolgend verarbeiteter Information ist
ausgeschlossen, da die Population den informationsverarbeitenden Raum dabei
verlässt. Kritischer sind diesbezüglich Verluste durch unvollständig operierende
Gatterpulse, da hierbei Restpopulation in den Qubitbasiszuständen verbleibt.
Der so verursachte Fehler potenziert sich mit jeder weiteren logischen Opera-
tion. Daher gilt: je umfangreicher ein Algorithmus, desto wichtiger ist eine hohe
Eﬃzienz der Gatter. Da ein hundertprozentiger Populationstransfer kaum zu
erreichen ist, wurden bereits Codes zur Fehlerkorrektur entwickelt [133, 134].
Somit müssen Deﬁzite bei der Eﬃzienz der Gatter zwar berücksichtigt werden,
jedoch stehen sie einer Realisierung des schwingungsbasierten Quantencompu-
tings nicht generell entgegen.
5.2.4 Zusammenfassung
Die Untersuchung potentieller Störungen hat gezeigt, dass das Qubitsystem
einen nahezu dekohärenzfreien Raum für die Informationsverarbeitung bietet:
• So bleibt das System bereits aufgrund seiner energetischen Lage von ther-
mischen Eﬀekten unbeeinﬂusst. Dies bringt gleichzeitig einen deﬁnierten
Ausgangszustand mit sich, wie er nach DiVincenzo gefordert ist.
• Auch die Zerstörung des MnBr(CO)5 durch Verlust von CO ist aufgrund
der hohen Dissoziationsenergie nicht zu erwarten. Selbst bei einer Anre-
gung über den neunten Schwingungseigenzustand der A1-Qubitmode tritt
wegen zu geringer Kopplung keine Dissoziation auf.
• Die resonante dynamische Kopplung mit thermisch angeregten Deforma-
tionsmoden kann durch Simulationsrechnungen ausgeschlossen werden.
• Dissipative Prozesse sind mit einer Zeitkonstanten von > 100ps anzuset-
zen und haben daher ebenfalls keinen Einﬂuss auf das Quantencomputing.
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• Mit einer Zeitkostanten von ca. 25 ps ist IVR zwischen den Qubitmoden
für gespeicherte Information und umfangreiche Algorithmen relevant. Die
Störung bewirkt allerdings ausschließlich eine Verringerung der Signalstär-
ke, da die Population das Qubitsystem verlässt.
• Nur durch unvollständig operierende Gatterpulse entstehen Fehler, die
während des weiteren Computingprozesses stören. Diese können jedoch
durch Fehlerkorrektur (Quantum error correction) kompensiert werden.
5.3 Immobilisierung des MnBr(CO)5 in einem
Zeolith-Gitter
Neben den bereits diskutierten potentiellen Störungen, die auf thermischen und
kopplungsbasierten Eﬀekten beruhen, können sich bei der experimentellen Rea-
lisierung des Molekularen Quantencomputings auch die externen Freiheitsgrade
Translation und Rotation  nachteilig auswirken. Verlässt z. B. ein Molekül den
Laserfokus während eines Algorithmus, hat dies eine Schwächung des Signals zur
Folge. Der Wiedereintritt zu einem späteren Zeitpunkt verfälscht darüber hin-
aus die verarbeitete Information. Abhilfe schaﬀt eine räumliche Fixierung des
Systems, die das Molekül während der gesamten Durchführung eines Quantenal-
gorithmus im Laserfokus hält.
Mögliche Medien zur Immobilisierung der Moleküle sind unter anderem Fest-
körper und Polymerﬁlme, auf deren Oberﬂächen kontrolliert zweidimensionale
Strukturen erzeugt werden können. Die Verwendung poröser Materialien, wie
z. B. Zeolithe, lässt sogar regelmäßige dreidimensionale Anordnungen zu. Dar-
über hinaus erlaubt ein solches Wirtsgitter eine Steigerung der Molekülkon-
zentration und verhindert gleichzeitig Kollisionen und unkontrollierte Molekül-
Molekül-Wechselwirkungen8. Dies ermöglicht das Arbeiten mit großen Molekül-
ensembles, was sich positiv auf das Signal-zu-Rausch-Verhältnis der Messun-
gen auswirkt. Durch die Festkörperumgebung ist nur eine geringe Veränderung
der spektroskopischen Eigenschaften gegenüber der Gasphase zu erwarten, wie
z. B. die Untersuchung von Eisen-pentacarbonyl in verschiedenen Zeolithen [135]
zeigt.
Um die Positionierung der molekularen Prozessoreinheit in einem Zeolith-
Gitter theoretisch zu untersuchen, wird ein Modellsystem erstellt. Die Grundlage
dafür bildet das Silicalit1, das in der Zeolithstruktur des MFI-Typs (Abb. 5.7)
kristallisiert. Dieses ist im relevanten Bereich infraroter Wellenlängen optisch
8Dies gilt jedoch nicht für hydrophile Zeolithe, da es hier zu häuﬁgen Kollisionen mit Was-
sermolekülen kommt.
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transparent, wie das Absorptionsspektrum (Abb. 5.6) zeigt, und erfüllt so die
Grundvoraussetzung für einen Einsatz bei der Realisierung Molekularen Quan-
tencomputings mit MnBr(CO)5.
Abbildung 5.6: Absorptionsspektrum des MFI-Zeoliths Silicalit1 (blau) [136]
im Vergleich mit dem IR-Spektrum einer 4,4-millimolaren Lösung von
MnBr(CO)5 in Tetrachlorkohlenstoﬀ (grau).
Charakteristisch für den MFI-Strukturtyp sind zwei Arten orthogonaler Kanä-
le mit linearem bzw. zick-zack-förmigem Verlauf. An ihren Kreuzungsstellen be-
ﬁnden sich Hohlräume (Käﬁge) mit Eintrittsfenstern von 5Å bis 6Å Durchmes-
ser [137]. Ein Gastmolekül ist mit hoher Wahrscheinlichkeit in diesen Räumen
lokalisiert. Daher konzentriert sich das Modell auf diesen Bereich der Struktur.
Für die Konstruktion des Modellsystems wurden die kristallographisch be-
stimmten Atompositionen des MFI von der Online-Datenbank [137] der In-
ternational Zeolite Association (IZA) übernommen. Der Ausschnitt aus der
Struktur wird so gewählt, dass das Modell einen gesamten Käﬁg mit einer zu-
sätzlichen Koordinationssphäre von ein bis zwei Atomlagen umfasst. Der Aus-
schnitt des Modellsystems entspricht dem 1,5-fachen der Einheitszelle und ist
zudem entlang der Gittervektoren a und b verschoben, sodass sich in Einheiten
der Gitterkonstanten folgende Abmessungen ergeben: 0,5 ≥ a ≥ 1,5 , 0,25 ≥ b ≥
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Abbildung 5.7: Schematische Darstellung der Kristallstruktur des MFI-
Strukturtyps; die Struktur besteht aus eckenverknüpften SiO4-Tetraedern,
gezeigt sind jedoch ausschließlich die Silicium-Atome, verbrückende
Sauerstoﬀ-Atome fehlen; gepunktete Linien markieren die Einheitszelle.
1,25 und -0,25 ≥ c ≥ 1,25. Um ein neutrales Modell zu erhalten, werden periphe-
re Siliciumatome entfernt, sodass sich eine Grenzschicht aus Sauerstoﬀatomen
ergibt. Deren freie Koordinationsstellen werden mit Wasserstoﬀatomen abgesät-
tigt (siehe Abb. 5.8). Unter Verwendung relativer Parameter9 wird schließlich
das bereits optimierte MnBr(CO)5 in dem Hohlraum ﬂexibel positioniert. Das
Modell enthält damit 546 Atome.
Zur Untersuchung der Lage des Mangancarbonyls im Käﬁg werden verschie-
dene Startpositionen gewählt. Bei der anschließenden Optimierung mit Gaussi-
an03 [1] (B3LYP, Basissatz: STO-3G) werden die Atomkoordinaten des Zeoliths
und die internen Koordinaten des Carbonyls eingefroren. Somit sind nur die Pa-
rameter, die die relative Lage des Moleküls im Wirtsgitter deﬁnieren, zur Varia-
tion frei gegeben. Auf diese Weise werden drei energetisch günstige Positionen
ermittelt (siehe Abb. 5.8). Das globale Minimum wird erhalten, wenn sich der
Ligand mit dem größten Platzbedarf, das Brom, im linearen Kanal ausrichtet. In
den anderen Raumrichtungen orientiert sich das Molekül so, dass das zusätzliche
Raumangebot in den Eintrittsbereichen des etwas kleineren Zick-Zack-Kanals
9Abstand, Winkel und Diederwinkel mit drei beliebig gewählten Atomen des Zeolith-Gitters
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genutzt wird. Die beiden lokalen Minima liegen 36 cm−1 bzw. 957 cm−1 über dem
globalen Minimum. Daher wird letztere Position mit einer höheren Wahrschein-
lichkeit eingenommen als die anderen beiden. Die Energiediﬀerenz der Minima
ist zudem größer als die Rotationstemperatur von etwa 0,03K =̂ 0, 022 cm−1. Da-
her kann angenommen werden, dass die Barrierenhöhe zwischen den Positionen
ausreicht, um den Erhalt der Orientierung des MnBr(CO)5 zu gewährleisten.
Abbildung 5.8: Die drei energetisch günstigsten Positionen des MnBr(CO)5
im MFI-Käﬁg; die relativen Energien betragen v. l. n. r. 0 cm−1, 36 cm−1 und
957 cm−1; Kreise und Pfeile markieren die Eintrittsfenster des Zick-Zack-
Kanals, die Richtungen der Pfeile deuten zudem seinen Verlauf außerhalb
des Modellsystems an.
Diese Untersuchungen zeigen, dass sich bereits mit der MFI-Struktur eine ori-
entierte Fixierung des MnBr(CO)5 erreichen lässt. Der Einbau in einen Zeolithen
kann somit bei der experimentellen Umsetzung des Molekularen Quantencom-
putings eine optimale Laser-Molekül-Wechselwirkung ermöglicht. Eine spezielle
Funktionalisierung des Kristallgitters ist nicht erforderlich. Zusammenfassend
lässt sich feststellen, dass Zeolithe ein mögliches Medium zur Immobilisierung
der Prozessoreinheit sind.
Für weiterführende Untersuchungen empﬁehlt es sich, zunächst die Struktur
des MnBr(CO)5 in der Zeolithumgebung zu bestimmen, da eine leichte Defor-
mation gegenüber dem Molekül im wechselwirkungsfreien Raum zu erwarten
ist. Darauf aufbauend kann dann ein neues Modell des MnBr(CO)5-basierten
Qubitsystems konstruiert werden. Mit diesem lässt sich überprüfen, in wie weit
die für den freien Komplex berechneten Gatter zur Kontrolle des Qubitsystems
im ﬁxierten Molekül geeignet sind und ob eine störungsfreie Informationverar-





Quantencomputing bezeichnet im Allgemeinen die Informationsverarbeitung
unter Ausnutzung quantenmechanischer Gesetzmäßigkeiten. Dies ermöglicht lo-
gische Operationen und Algorithmen ohne klassisches Analogon, die für vie-
le Forschungs- und Anwendungsbereiche von großem Interesse sind. Einer der
vielfältigen Realisierungsansätze ist das Molekulare Quantencomputing, das von
unserer Arbeitsgruppe vorgeschlagen und in theoretischen Untersuchungen be-
stätigt wurde. Bei diesem Konzept fungieren Normalschwingungen eines poly-
atomaren Moleküls als Qubits, auf denen kurze geformte Lichtpulse als logische
Gatter operieren. Die Wahl einer geeigneten Verbindung für die experimentelle
Umsetzung von Molekularem Quantencomputing und die Entwicklung robuster
Quantengatter zur Kontrolle des gewählten Systems sind Ziel und Gegenstand
dieser Arbeit.
Für eine eﬃziente spektroskopische Kontrolle molekularer Schwingungen ist
es günstig, stark absorbierende Normalmoden zu adressieren. Solche ﬁnden sich
insbesondere bei Carbonyl-Komplexen im Bereich infraroter Wellenlängen. Un-
tersuchungen an Wolfram-hexacarbonyl zeigen, dass sich auch in dieser Fre-
quenzdomäne eine gezielte Anregung von Molekülschwingungen experimentell
erreichen lässt. Die Wahl eines geeigneten Moleküls für die Realisierung von
Molekularem Quantencomputing konzentriert sich daher auf die Verbindungs-
klasse der Metall-Carbonyle und fällt letztlich wegen der günstigen chemi-
schen und spektroskopischen Eigenschaften  auf Mangan-pentacarbonyl-bromid
(MnBr(CO)5). Seine A1-symmetrische Streckschwingung bei 2000 cm−1 und die
benachbarte E-symmetrische Mode bei 2050 cm−1 sind gut separiert und starke
IR-Absorber, da sie ein großes Übergangsdipolmoment besitzen. Sie eignen sich
somit gut für die Deﬁnition eines Zwei-Qubit-Systems und werden entsprechend
ihrer Symmetrie als A1- bzw. E-Qubit bezeichnet.
In quantenmechanischen Untersuchungen wird dieses Qubitsystem durch sei-
ne Schwingungseigenfunktionen repräsentiert. Sie lassen sich mit dem Hamilton-
operator des Systems berechnen, dessen Anteil potentieller Energie die von A1-
und E-Qubit aufgespannte Potentialﬂäche (PES) bildet. Wellenpaketpropaga-
tion in imaginärer Zeit liefert die zugehörigen Eigenzustände und -funktionen.
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6 Zusammenfassung und Ausblick
Schon eine Fläche, deren ab initio ermittelte 2D-Potentialform mit Hilfe von
Anregungsfrequenzen und bereits bekannten Anharmonizitäten ähnlicher Car-
bonylkomplexe eingestellt wird, beschreibt das System ausreichend genau, um
grundlegende Aussagen über seine Kontrollierbarkeit machen zu können (Modell
I). Zur Steigerung der experimentellen Verwertbarkeit der theoretischen Ergeb-
nisse wird die Systembeschreibung durch eine sorgfältige Anpassung die PES an
die neuesten spektroskopischen Daten des MnBr(CO)5 weiter verbessert (Modell
II). Dafür wurde im Rahmen dieser Arbeit ein komplexes Optimierungsverfah-
ren entwickelt.
Im Hinblick auf die Implementierung von Quantenalgorithmen gilt es, einen
universellen Satz globaler Quantengatter zu berechnen. Diese werden durch si-
multane Optimierung relevanter Übergänge unter Berücksichtigung aller berech-
neten Eigenfunktionen mit dem multi-target-Optimal-Control-Algorithmus er-
halten. Dabei entscheidet die gewählte Pulsdauer über Schalteﬃzienz und Struk-
tur des resultierenden Laserfelds. Eine eingehende Analyse der spektroskopi-
schen Anforderungen jeder einzelnen logischen Operation ermöglicht die indi-
viduelle Wahl einer günstigen Dauer, die für das Qubitsystem in MnBr(CO)5
zwischen 5 ps und 12 ps liegt. Dadurch ergeben sich erstmals für alle Gatter
hocheﬃziente und einfach strukturierte Lichtpulse.
Für die unterschiedlichen Operationen resultieren zum Teil charakteristi-
sche Pulsformen, wie die zeitlich symmetrische Doppelpulsstruktur der CNOT-
Gatter, die durch Interferenz der zwei Subpulse die erforderliche hohe Frequenz-
selektivität erzeugt. Allgemein besteht eine große strukturelle Ähnlichkeit ana-
loger Gatterpulse in den zwei verschiedenen Modellen des Qubitsystems. Simu-
lationen unter realistischen Bedingungen ergeben, dass eine Polarisierung der
Laserfelder nicht erforderlich ist, um die Quantengatter in E- und A1-Mode
selektiv zu implementieren.
Die Generierung der Gatter kann sowohl durch indirektes Pulsformen als auch
durch direktes Pulsformen erfolgen. Das indirekte Verfahren erfordert eine Zer-
legung geformter Laserfelder in einen Zug gaußförmiger Subpulse. Testrechnun-
gen für die CNOT-Operation zeigen, dass das Gatter bezüglich der Variation
des Abstands der Subpulse robust ist, solange deren Phasenbeziehung erhal-
ten bleibt. Für das direkte Formen berechnete Maskenfunktionen vermitteln
 analog zu den Spektren der optimierten Felder  einfach strukturierte Varia-
tionen der Amplitude und moderate Modulationen der relativen Phase zwischen
den Frequenzkomponenten. Die geringe Komplexität der optimierten Lichtpul-
se, die damit einhergehende niedrige Gesamtpulsenergie von < 1µJ und ihr
begrenzter Frequenzumfang lassen eine experimentelle Erzeugung mit beiden
Verfahren zu. Wird dabei mit Molekülensembles gearbeitet, lässt sich die Laser-
Molekül-Wechselwirkung durch räumliche Fixierung in der Kristallstruktur ei-
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nes Zeoliths maximieren. Untersuchungen potentieller interner Störungen hin-
sichtlich der Realisierung des Molekularen Quantencomputings mit MnBr(CO)5
zeigen, dass das Qubitsystem einen nahezu dekohärenzfreien Raum für die In-
formationsverarbeitung bietet.
Die Konstruktion dafür benötigter Algorithmen steht derzeit noch aus. In die-
sem Zusammenhang ist zu beachten, dass die Laserfelder für NOT- und CNOT-
Operationen bislang ausschließlich Populationstransfer kontrollieren. Quan-
tenalgorithmen erfordern allerdings eine durchgehende Kontrolle der Phase. Da-
her empﬁehlt sich für weitere Arbeiten im Qubitsystem des Mangancarbonyls
eine phasensensitive Optimierung dieser Gatter.
Zur Realisierung kompletter Quantenalgorithmen bedarf es darüber hinaus
einer Erweiterung des Systems auf deutlich mehr als zwei Qubits1. Mit insge-
samt 23 IR-aktiven Schwingungsfreiheitsgraden bietet das Mangancarbonyl im
Prinzip die Möglichkeit zur Skalierung des Qubitsystems. Auf wie viele Dimen-
sionen sich das Qubitsystem in MnBr(CO)5 jedoch unter realen Bedingungen
erweitern lässt, müssen weiterführende Untersuchungen zeigen.
Da eine erfolgreiche experimentelle Umsetzung des Molekularen Quantencom-
putings voraussichtlich auch von der Immobilisierung der Prozessoreinheiten ab-
hängt, ist eine detailliertere Untersuchung des MnBr(CO)5 in der Zeolithumge-
bung zweckmäßig. Von besonderem Interesse ist dabei, in wie weit die Gastmo-
leküle untereinander wechselwirken können. Bei zusätzlicher Verwendung einer
zweiten molekularen Spezies mit günstigen Eigenschaften zur Speicherung von
Information, ist eine Ergänzung der Prozessoreinheiten mit Speichermodulen
denkbar. Können beide Spezies zudem physikalisch verknüpft werden, z. B. mit
einer Kette von Kohlenstoﬀen, entfällt eine aufwändige Positionierung relativ
zueinander. Darüber hinaus eröﬀnet sich die Möglichkeit einer kontrollierten,
lasergesteuerten Informationsübertragung.
MnBr(CO)5 erfüllt die Anforderungen an eine Prozessoreinheit teilweise schon
sehr gut. Höchstwahrscheinlich gibt es jedoch auch andere chemische Verbin-
dungen, die sich für Molekulares Quantencomputing eignen. So können nicht
nur in der Stoﬀklasse der Carbonyl-Komplexe spektroskopische Eigenschaften
potentieller Qubitmoden durch Austausch des zentralen Metallatoms und Va-
riation der Liganden nahezu kontinuierlich eingestellt werden. Es ist daher auch
denkbar, dass sich andere Spezies ﬁnden lassen, die sogar einige der vielfältigen
Anforderungen besser erfüllen. Bevor ein solcher Kandidat für eine Prozessor-
einheit gefunden werden kann, bedarf es allerdings noch sehr umfangreicher
spektroskopischer und theoretischer Untersuchungen.





Für die formale Beschreibung von Quantengattern gibt es verschiedene
Darstellungsarten. Die drei häuﬁgsten sind die Wahrheitswertetabelle, die
Transformationsvorschrift und die Matrix. Dabei leitet sich die Transformations-
vorschrift direkt aus der Wertetabelle ab.
Ausgangszustand Zielzustand Transformationsvorschrift
|00〉 |01〉 |00〉 → |01〉




Eine allgemeinere Schreibweise ist die Matrix. Jede ihrer Reihen steht für
einen Ausgangszustand (AZ), jede Spalte für einen Zielzustand (ZZ). Eine 1
markiert die durch die logische Operation verbundenen Zustände.
ZZ








0 1 0 0
1 0 0 0
0 0 · ·







Für ein Zwei-Qubit-System besteht der komplette Satz elementarer Quantengat-
ter aus acht Einzelgattern. Die beiden NOT-Gatter (Gl. A.1 undA.2) bewirken
einen unbedingten Flip des betreﬀenden Qubits.
NOT1 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0





0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 bzw. |00〉 ↔ |01〉|10〉 ↔ |11〉 (A.2)
Die einzige echte Zwei-Qubit-Operation im universellen Satz ist das
controlled-NOT (CNOT). Dabei wird das Zielqubit nur dann geschaltet, wenn
sich das Kontrollqubit im Zustand |1〉 beﬁndet.
CNOT1 =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
 bzw. |00〉 → |00〉|10〉 → |10〉|01〉 ↔ |11〉 (A.3)
CNOT2 =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 bzw. |00〉 → |00〉|01〉 → |01〉|10〉 ↔ |11〉 (A.4)
Ein Π-Gatter wirkt ausschließlich auf die Phase. Ist das Qubit im Zustand |1〉
wird seine Phase um pi gedreht.
Π1 =

1 0 0 0
0 1 0 0
0 0 −1 0















1 0 0 0
0 −1 0 0
0 0 1 0










(|10〉+ |11〉) ↔ 1√
2
(|10〉 − |11〉)
Eine Überlagerung der beiden Basiszustände |0〉 und |1〉 wird über Hadamard-
Gatter (Gl. A.7 und A.8) erreicht. Sie induzieren sowohl einen Populationstrans-







1 0 1 0
0 1 0 1
1 0 −1 0





(|00〉+ |01〉) ↔ 1√
4
(|00〉+ |01〉+ |10〉+ |11〉)
1√
2
(|10〉+ |11〉) ↔ 1√
4





1 1 0 0
1 −1 0 0
0 0 1 1





(|00〉+ |10〉) ↔ 1√
4
(|00〉+ |01〉+ |10〉+ |11〉)
1√
2
(|01〉+ |11〉) ↔ 1√
4
(|00〉 − |01〉+ |10〉 − |11〉)




B Berechnung des Dampfdrucks
von MnBr(CO)5
Da soweit bekannt keine chemisch-technischen Daten für MnBr(CO)5 tabelliert
sind, werden zur Bestimmung des Dampfdrucks eigene Messungen durchgeführt.
Dafür wird eine 10 cm lange Glaszelle mit ca. 0,01 g festem MnBr(CO)5 befüllt
und anschließend evakuiert. Aus dem nachfolgend aufgenommenen Gasphasen-
IR-Spektrum (Abb.B.1) ergibt sich der Dampfdruck p über die Gleichung
p =
A · kT
σ · d · log e ,
mit der Absorption A, Boltzmann-Konstante k, Temperatur T und Schichtdi-
cke der Probe d. Der Absorptionsquerschnitt σ kann aus dem Spektrum mit
deﬁnierter Stoﬀ-Konzentration (Abb. 3.4, S. 32) abgeleitet werden.
Abbildung B.1: IR-Spektrum von gasförmigem Mangan-pentacarbonyl-






Wird das symmetrische Potential der E-Qubitmode aus den zugehörigen Auslen-
kungsvektoren wie in Kap. 3.4.1 beschrieben  durch Singlepoint-Rechnungen
erzeugt, besitzt es eine unphysikalisch invertierte Anharmonizität. Bei der Be-
schränkung auf eindimensionale Simulationen könnten auf experimentelle Wer-
te zugeschnittene analytische Potentiale und Dipolmomentkurven zum Einsatz
kommen. Um eine physikalisch korrekte PES für das gesamte 2D-Qubitsystem
zu berechnen, bedarf es jedoch eines Verfahrens, dem auch Bereiche mit partiel-
ler Auslenkung in beiden Moden zugänglich sind (siehe Kap. 3.4.1).
Ein solches Verfahren kann über die Korrektur der Auslenkungsbewegung der
von der Schwingung betroﬀenen C- und O-Atome auf die Form der PES Einﬂuss
nehmen. Bei der rudimentären Berechnungsmethode, die ausschließlich auf den
Auslenkungsvektoren basiert, wird eine gleichmäßige Auslenkung der schwingen-
den Atome in positive, wie negative Richtung vorausgesetzt. Dieses Verhalten
ist jedoch unwahrscheinlich angesichts der repulsiven Wechselwirkungen (siehe
Abb.C.1), die jedes Atom in seiner molekularen Umgebung erfährt. Vernach-
lässigung dieses Umstands führt zu unrealistischen Koordinatenkonstellationen,
die die unphysikalische Anharmonizität des Potentials verursachen.
Für die korrekte Beschreibung der Schwingung muss sowohl die Bewegung
der O- wie auch der C-Atome modiﬁziert werden. Die Bewegungsrichtung kann
dabei unverändert bleiben, da es keine Hinweise auf falsche Auslenkungsvektoren
gibt. Lediglich die Schrittweite muss abhängig von der Auslenkung bestimmt
werden.
Eine simultane Anpassung der C- und O-Bewegung ist sehr aufwändig und
unsicher bezüglich der physikalischen Korrektheit, da es keine genauen Angaben
zur Abhängigkeit von Auslenkung und Schrittweite gibt. Wesentlich einfacher
ist es dagegen, ausschließlich die Bewegung des C-Atoms anzupassen und für das
O-Atom eine gleichförmige Schrittgröße beizubehalten. Aus physikalischer Sicht
ist die Beschreibung der Bewegung dann zwar immer noch nicht korrekt, die
erforderliche Veränderung eines Potentials ist so aber in begrenztem Umfang
möglich. Die Kohlenstoﬀbewegung kann dabei sowohl den CO- wie auch den
MnC-Wechselwirkungen Rechnung tragen. Daher erscheint es gerechtfertigt, die
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C Modiﬁkation von 1D-Potentialen
Abbildung C.1: Lokale Potentiale, aus DFT-Singlepoint-Rechnungen entlang
der Auslenkungsvektoren analog dem in Kap. 3.4.1 beschriebenen Verfah-
ren; darüber gezeigte Skizzen veranschaulichen die jeweilige Bewegung, da-
bei werden ausschließlich die durch gestrichelte Linien markierte Bindungen
variiert, der Rest des Moleküls bleibt statisch.
Modiﬁkation auf das C-Atom zu beschränken und zu Gunsten eines praktika-





Für die Analyse der an einem Lichtpuls beteiligten Frequenzen wird mittels
Fourier-Transformation das Spektrum das Laserfelds berechnet. Die Dauer ei-
nes unstrukturierten Pulses im Ortsraum bedingt unmittelbar seine Breite im
Frequenzraum. Beide Größen sind umgekehrt proportional zueinander. Im Um-
kehrschluss lassen sich daher bei bekannten Anforderungen auch günstige Puls-
dauern vorhersagen.
Bei der Verwendung von Lichtpulsen als logische Gatter ist es essentiell, auch
nahe liegende Übergangsfrequenzen getrennt voneinander anzusprechen bzw.
zu unterdrücken. Um den Populationstransfer in einem von zwei benachbarten
Übergängen zu verhindern, muss die Amplitude bei seiner Frequenz auf 10-20%
des Verteilungsmaximums abgesunken sein (siehe Abb. 4.6, S. 62). Der Wert der
doppelten Standardabweichung, 2σ-Wert, ist mit 13,5%1 (Gauß-Puls) der ma-
ximalen Amplitude in diesem Fall optimal für die Deﬁnition der Frequenzselek-
tivität geeignet.
Die Frequenzauﬂösung ∆ω eines einzelnen gaußförmigen Lichtpulses wird
durch seine Dauer T festgelegt. Für ihn gilt nach der Energie-Zeit-Unschärfe2
∆ω =
1
2pi · c · σ . (D.1)
1Für eine Gauß-Verteilung der Funktion F (gauss) gilt:
F (gauss) = N · e− 12 ( x−µσ )2
mit dem Normierungsfaktor N = 1/(σ · √2pi) und dem x-Wert maximaler Amplitude µ.
Liegt die Verteilung um null ist µ = 0. Der Wert der doppelten Standardabweichung wird
durch Einsetzen von x = 2σ erhalten:
F (gauss) = N · e− 12 ( 2σσ )2 = N · e−2 = N · 0, 135
Der 2σ-Wert entspricht somit dem 0,135-fachen (13,5%) der maximalen Amplitude.
2∆t = ~/∆E
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D Frequenzauﬂösung und Pulsdauer




2 · √2 · ln2 . (D.2)
Ein Puls mit gaußförmigem E-Feld besitzt auch im Frequenzraum ein gauß-
förmiges Proﬁl, wie die Fourier-Transformation zeigt. Die dem 2σ-Wert des
E-Felds zugehörige Frequenzbreite entspricht daher auch der doppelten Stan-
dardabweichung im Frequenzraum. Für einen gaußförmigen Puls der Halbwerts-
breite TFWHM = 2500 fs, analog einem sin2-Puls der Länge 5000 fs (Abb.D.1),
berechnet sich die Standardabweichung nach Gl.D.2 zu σ = 1061,65 fs, die Fre-
quenzbreite nach Gl.D.1 zu ∆ω = 4,997 cm−1 =̂ 5 cm−1. Der 2σ-Wert beträgt
dementsprechend 10 cm−1. Dabei stellt ein gaußförmiger Puls das Optimum dar.
Für andere Pulsformen ist Gl.D.1 eine Ungleichung (siehe Gl. 4.1, S. 49) und es
ergibt sich eine geringere Frequenzauﬂösung.
Abbildung D.1: Gauß-Verteilung mit 2500 fs FWHM (rot) und einhüllende
sin2-Funktion für eine Pulsdauer von 5000 fs (blau).
Die Frequenzselektivität eines Lichtpulses verändert sich auch mit seiner
Form. Besteht er z. B. aus mehreren kurzen Subpulsen, so besitzt jeder einzelne
von ihnen eine wesentlich geringere Frequenzauﬂösung als der fourierlimitier-
te Ausgangspuls. Durch Wechselwirkung der Subpulse kann die Selektivität je-
doch wieder deutlich gesteigert werden. Ein eindrucksvolles Beispiel dafür ist das
CNOT-Gatter, das eine besonders hohe Frequenzselektivität benötigt (Abb. 4.10
und Abb. 4.11). Durch Optimierung wird für dieses Gatter immer wieder eine
zeitlich symmetrische Doppelpulsstruktur in unterschiedlicher Ausprägung ge-
funden. Dieses Phänomen lässt sich sowohl auf der Basis des Spektrums, als
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auch des XFROG-Diagramms (zeitaufgelöst) plausibel erklären. Die komple-
xen Zusammenhänge können jedoch erst durch die kombinierte Analyse beider
Spektren erfasst werden.
Im zeitaufgelösten Spektrum, dem XFROG-Diagramm (z. B. Abb. 4.3 S. 57)
spiegelt sich die symmetrische Doppelpulsstruktur des E-Feldes wider. Hier
ist erkennbar, dass die Subpulse eine relativ geringe Frequenzauﬂösung von
ca. 30 cm−1 besitzen. Daher kommt es durch den ersten Subpuls auch im vermie-
denen Übergang zu einem Populationstransfer in einen intermediären Superposi-
tionszustand, wie die Schaltmechanismen zeigen. Dieser wird durch den zweiten
Subpuls wieder aufgelöst, sodass kein Nettopopulationstransfer stattﬁndet. Eine
Analyse des Laserfelds ergibt, dass die Diﬀerenz der CEP (relative Phase) der
beiden Subpulse pi beträgt. Untersuchungen eines CNOT-Pulses für das Acety-
len zeigen den selben Zusammenhang [24]. Die für das MnBr(CO)5 berechneten
CNOT-Pulse bestätigen die Ergebnisse der Arbeiten von U. Troppmann et al.,
dass die zeitliche Verzögerung zwischen den Subpulsen variiert werden kann,
wogegen die relative Phase für die richtige Ausführung des Schaltvorgangs es-
sentiell ist [66].
Auch im Frequenzspektrum (Abb. E.9, S. 129) lässt sich die Diskriminierung
der beiden relevanten Frequenzen beobachten. Hier stellt sich diese jedoch als de-
struktive Interferenz der Subpulse dar. Die Frequenz des vermiedenen Übergangs
wird dabei fast vollständig unterdrückt. Die wesentlich geringere Frequenzauf-
lösung der einzelnen Subpulse und die intermediäre Bildung des Superpositions-
zustands bleibt bei ausschließlicher Analyse des Puls-Spektrums verborgen.
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E Gatterpulse für Modell II
Im Folgenden werden die Gatterpulse  optimiert mit Modell II  detailliert be-
sprochen. Analog Kapitel 4.2 wird zunächst der universelle Satz logischer Opera-
tionen zur Manipulation des E-Qubits vorgestellt. Pulse, die auf dem A1-Qubit
operieren, ﬁnden sich im anschließenden Unterkapitel E.2.
E.1 Universeller Satz für die E-Mode
Die Gesamtpulsdauern der Gatterpulse für die E-symmetrische Qubitmode sind
auch hier wie schon mit genäherten Parametern  so gewählt, dass bei mög-
lichst kurzer Dauer eine Mindesteﬃzienz von 99% erreicht wird. Eine weitere
Voraussetzung für optimale Pulse sind einfache Pulsstrukturen, die eine expe-
rimentelle Realisierbarkeit gewährleisten. Die Schalteﬃzienzen der vier Gatter
liegen alle oberhalb 99,5%. Bei Pulsdauern von 7000 fs bis 10997 fs betragen die
Gesamtpulsenergien maximal 0,07µJ.
E.1.1 NOTE
Die logische Operation NOT für das E-Qubit, NOTE, schaltet die Übergänge
|00〉 ↔ |01〉 (2054 cm−1) und |10〉 ↔ |11〉 (2059 cm−1). Für diese Operation
wurde ein 8000 fs-Puls optimiert (Abb. E.1). Sein elektrisches Feld weist eine
dreigeteilte Struktur auf. Dem kurzen, sehr schwachen Vorpuls folgt der ca.
4000 fs lange Hauptpuls mit einer maximalen Intensität von 1, 42 · 109 W/cm2.
Dieser geht in den schwächeren Nachpuls über. Die Gesamtpulsenergie beträgt
0,065µJ.
Im XFROG-Diagramm (Referenzpulsdauer: 484 fs) tritt der Vorpuls aufgrund
seiner geringen Intensität nicht in Erscheinung. Das Diagramm zeigt daher über-
wiegend den Hauptpuls mit einer Zentralfrequenz von ca. 2059 cm−1. Der Nach-
puls erscheint bei gleicher Frequenz. Diese entspricht dem Übergang |10〉 ↔ |11〉.
Die spektrale Breite des Pulses von ca. 25 cm−1 gewährleistet auch für die Ope-
ration |00〉 ↔ |01〉 ausreichende Intensität. Die Anregungsfrequenzen der ersten
Obertöne (2039 cm−1 bzw. 2033 cm−1) sind dagegen nur noch schwach im Spek-
trum des Pulses vertreten. Population höherer Obertöne ﬁndet nicht statt.
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Der NOTE-Puls erreicht in den vier optimierten Übergängen Eﬃzienzen über
99,4%. In den Schaltmechanismen ist sichtbar, dass der Vorpuls kaum eine Wir-
kung besitzt. Erst der Hauptpuls führt zu einem merklichen, adiabatischen Po-
pulationstransfer, der nach etwa 4000 fs unterbrochen wird. Es folgt ein vorüber-
gehender geringer Rücktransfer, der erst mit dem Nachpuls gestoppt wird, bevor
dieser den Schaltvorgang vervollständigt. Die geringen Anteile der Population,
die den Zielzustand nicht erreichen, verbleiben vorwiegend im Ausgangszustand.
Im Vergleich mit dem NOTE-Puls für Modell I (Abb. 4.2, S. 55) ergibt sich
eine sehr ähnliche Pulsstruktur. Auch die Intensitätsverhältnisse der Subpulse
untereinander sind vergleichbar. Jedoch sind Vor- und Nachpuls bezüglich ihrer
relativen Intensitäten vertauscht.
Abbildung E.1: 8000 fs-Puls für das NOTE-Gatter; das E-Feld (oben links)
weist drei Subpulse auf; aufgrund der Intensitätsverhältnisse zeigt das
XFROG-Diagramm nur Haupt- und Nachpuls (oben rechts); die optimier-
ten Schaltvorgänge (mitte und unten) zeigen eine geringe Obertonanregung
(gestrichelte schwarze Linie).
E.1.2 CNOTE
Die Herausforderung des CNOTE-Gatters besteht darin, den Übergang |10〉 ↔
|11〉 (2059 cm−1) eﬃzient zu schalten, ohne einen eﬀektiven Populationstransfer
im Übergang |00〉 ↔ |01〉 (2054 cm−1) mit dem Kontrollqubit in 0 zu induzie-
ren. Beide Übergänge unterscheiden sich energetisch nur um 5 cm−1, also 1 cm−1
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weniger als bei genäherten Parametern. Somit wird eine etwas längere Pulsdau-
er als für das CNOTE in Kap. 4.2.1 benötigt, um ein vergleichbares Resultat zu
erhalten.
Das CNOTE wird daher bei einer Dauer von 7000 fs optimiert. Der resul-
tierende Puls (Abb. E.2) besteht aus zwei Subpulsen nahezu gleicher Intensi-
tät (2, 80 · 108 W/cm2), die stark überlagert sind. Seine Gesamtenergie beträgt
0,025µJ. Die Hauptfrequenz des Pulses von 2059 cm−1 liegt auf dem zu schal-
tenden Übergang. Aufgrund der Bandbreite von ca. 30 cm−1 wird die Frequenz
2054 cm−1 in der Intensitätsverteilung nicht vollständig unterdrückt, wodurch es
zu einem Populationsaustausch zwischen |00〉 und |10〉 kommt. Die erste Hälfte
des CNOTE-Pulses erzeugt so eine 30:70-Überlagerung der Ausgangszustände.
Die zweite Hälfte des Pulses führt den Schaltvorgang für die Zustände |01〉 und
|11〉 adiabatisch zu Ende. Für die Überlagerung der Zustände mit dem Kon-
trollqubit in 0 induziert die zweite Pulshälfte dagegen einen Rücktransfer der
Population in die Ausgangszustände |00〉 und |10〉. Auf diese Weise erreicht der
gesamte Puls eine Schalteﬃzienz von > 99,8%.
Obwohl E-Feld und XFROG-Diagramm durch ihre leichte Strukturierung drei
Subpulse erahnen lassen, geben die Schaltmechanismen keinen Hinweis auf ei-
ne Unterteilung des Pulses. Aufgrund der schmalen Bandbreite und der hohen
Hauptfrequenz besitzt der Puls keine nennenswerte Intensitäten bei Frequenzen
unterhalb 2040 cm−1. Daher ist in allen vier Übergängen keine Obertonanregung
zu beobachten.
Dieser CNOTE-Puls mit 7000 fs besitzt eine ähnliche Pulsstruktur wie der
analoge 5000 fs-Puls (Abb. 4.3, S. 57) im System mit genäherten Parametern.
Jedoch sind die beiden Subpulse hier deutlich stärker überlagert. Dieser Eﬀekt
resultiert vorwiegend aus der verlängerten Pulsdauer, wie die Optimierung eines
CNOTE mit 9000 fs (Abb. E.3) zeigt. Bei letzterem sind die zwei Subpulse fast
zu einem Puls überlagert. Tabelle E.1 gibt einen Überblick über die technischen
Daten der drei CNOTE-Pulse.
Aus dieser Beobachtung lassen sich zwei Grenzstrukturen ableiten: der Dop-
pelpuls mit zwei klar getrennten Untereinheiten und der Einzelpuls. Je kürzer die
Pulsdauer, desto ausgeprägter ist die Doppelpulsstruktur, da der Abstand der
Subpulse proportional steigt. Die Dauer  und damit das Auﬂösungsvermögen 
der Subpulse verringert sich folglich überproportional (Kap. 4.4). Bei Verlänge-
rung des Pulses geht die Doppelpulsstruktur dagegen ﬂießend in den Einzelpuls
über. Die Länge der Subpulse TSub nähert sich dabei immer mehr der Gesamt-
pulsdauer T an. Die vollständige Überlagerung der Subpulse (TSub = T ) tritt
dann ein, wenn die Gesamtpulsdauer ausreicht, um die erforderliche Auﬂösung
mit einem einzelnen Puls zu erreichen.
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Den beiden Grenzstrukturen können zwei unterschiedliche Kontrollmechanis-
men zugeordnet werden. So induziert der Einzelpuls ausschließlich einen Popu-
lationstransfer im zu schaltenden Übergang. Der Doppelpuls erzeugt dagegen
in allen Übergängen intermediäre Überlagerungszustände, die er über ihre Pha-
senentwicklung unterscheidet. Theoretisch kann die Pulsdauer so weit verrin-
gert werden, bis der erste Subpuls in allen Übergängen eine 50:50-Überlagerung
erzeugt und die Kontrolle ausschließlich über die Phasenentwicklung der Su-
perpositionen stattﬁndet. Die Ausprägung der Superposition im vermiedenen
Übergang ist somit auch ein Maß für den Doppelpulscharakter.
In diesem Zusammenhang kann die Form des CNOTA1-Pulses (Abb. 4.7, S. 64)
als zwei nahezu vollständig überlappende Subpulse interpretiert werden. Im
Umkehrschluss sollte sich das CNOTA1 bei genäherten Systemparametern auch
schon mit einem wesentlich kürzeren Puls schalten lassen. Da die erforderliche
Auﬂösung des CNOT nur vom Ausmaß der Kopplung K der Qubit-Moden ab-
hängt, müsste sich  analog dem CNOTE (Abb. 4.3, S. 57)  auch ein 5000 fs-Puls
für das CNOTA1 auf eine Eﬃzienz über 99% optimieren lassen.
Tabelle E.1: Technische Daten dreier CNOTE-Pulse im Vergleich.
CNOTE CNOTE CNOTE
Abb. 4.3, S. 57 Abb. E.2, S. 121 Abb. E.3, S. 122
Modell genähert realistisch realistisch
Pulsdauer 5000 fs 7000 fs 9000 fs
max. Intensität 6, 25 · 108 W/cm2 2, 80 · 108 W/cm2 2, 10 · 108 W/cm2
Gesamtenergie 0,031µJ 0,025µJ 0,021µJ
Bandbreite 37 cm−1 30 cm−1 20 cm−1
Schalteﬃzienz > 99,8% > 99,8% > 99,9%
E.1.3 ΠE
Wird das Phasengatter auf dem E-Qubit mit einem 8000 fs-Puls optimiert, so
besitzt es eine zeitlich fast symmetrische Doppelpulstruktur (Abb. E.4). Beide
Subpulse haben die gleiche maximale Amplitude mit einer Intensität von 2,60
·108 W/cm2. Die Gesamtpulsenergie des ΠE beträgt 0,020µJ. Die Frequenzver-
teilung über den zeitlichen Verlauf (XFROG, Referenzpulsdauer: 557 fs) zeigt
für beide Subpulse die gleiche Zusammensetzung mit der Trägerfrequenz um
2057 cm−1 und einer Bandbreite von ca. 20 cm−1.
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Abbildung E.2: 7000 fs-Puls für das CNOTE-Gatter; das elektrische Feld (oben
links) besteht aus zwei stark überlagerten Subpulsen gleicher Intensität;
das XFROG-Diagramm (oben rechts), erzeugt mit einem Referenzpuls von
315 fs, zeigt die geringe spektrale Breite des Pulses um 2059 cm−1; bei al-
len vier Schaltvorgängen ﬁndet keine Anregung der Obertöne (gestrichelte
Linie) statt.
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Abbildung E.3: 9000 fs-Puls für das CNOTE-Gatter; das E-Feld (oben links)
besteht aus zwei Subpulsen gleicher Intensität, die nahezu zu einem Puls
überlagert sind; das XFROG-Diagramm (oben rechts), erzeugt mit einem
Referenzpuls von 339 fs, zeigt das schmale Frequenzband des Pulses um
2060 cm−1; bei allen vier Schaltvorgängen ﬁndet keine Anregung der Ober-
töne (gestrichelte Linie) statt.
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Wie bei den anderen bereits vorgestellten Π-Pulsen, erfolgt auch die Pha-
sendrehung durch dieses ΠE-Gatter über eine intermediäre Besetzungsumvertei-
lung zwischen den Basiszuständen der jeweiligen Superpositionszustände. Die
Schalteﬃzienz im Übergang 1√
2
(|10〉 + |11〉) ↔ 1√
2
(|10〉 − |11〉) beträgt über




(|00〉 − |01〉) wird dagegen nur mit
einer Eﬃzienz von > 99,2% geschaltet. Die Schaltmechanismen für diese Ope-
ration zeigen, dass es zwischenzeitlich zu einer vollständigen Entmischung der
Superposition kommt.
Im Vergleich mit den Π-Pulsen, die mit genäherten Systemparametern op-
timiert wurden, hat dieser ΠE-Puls von 8000 fs eine größere strukturelle Ähn-
lichkeit mit dem zuvor vorgestellten 6000 fs ΠA1- als mit dem 5000 fs ΠE-Puls
(Abb. 4.4, S. 58).
Abbildung E.4: 8000 fs-Puls für das ΠE-Gatter; das E-Feld (oben links) und
das XFROG-Diagramm (oben rechts) zeigen die zeitlich symmetrische Dop-
pelpulsstruktur des Pulses; als Ausgangs- und Zielzustände dienen die zwei
positiven und die zwei negativen Superpositionen aus jeweils zwei Qubitba-
siszuständen (mitte und unten), die jeweiligen Obertöne (schwarze gestri-
chelte Linie) werden bei der Operation nicht populiert.
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E.1.4 Hadamard (HadE)
Das HadE schaltet im E-Qubit zwischen der Standard- und Fourier-Basis.
Die zugehörigen acht Übergänge werden mit einem 10997 fs-Puls optimiert.
Der resultierende Gatterpuls (Abb. E.5) besteht aus mehreren unterschiedlich
stark überlagerten Subpulsen, die in Dauer und Intensität (Spitzenintensität
2, 31 · 109 W/cm2) diﬀerieren. Die Gesamtenergie beläuft sich auf 0,049µJ. Im
XFROG-Diagramm, erzeugt mit einem Referenzpuls von 436 fs, lässt sich der
Puls in drei Untereinheiten aufteilen. Der vordere Part bis 4000 fs und der hin-
tere ab 7000 fs besitzen eine Trägerfrequenz von 2059 cm−1, was dem Über-
gang |01〉 ↔ |11〉 entspricht. Im intensiveren mittleren Teil zwischen 4000 fs und
7000 fs beträgt die Hauptfrequenz 2080 cm−1. Sie ist gegenüber allen Übergängen
im Qubitsystem deutlich blau-verschoben. Durch die Bandbreite werden den-
noch alle relevanten Übergangsfrequenzen erfasst, sodass ein intermediärer Po-
pulationstransfer mit Mehrfach-Oszillation stattﬁndet. Das XFROG-Diagramm
zeigt in diesem Bereich darüber hinaus ein zweites wesentlich geringeres Maxi-
mum bei 2025 cm−1. Obertonanregung wird jedoch nicht beobachtet.
Der Puls erreicht eine Schalteﬃzienz von ≥ 99, 6 % in allen acht Übergängen.
Da analogen Schaltvorgängen mit demselben Wert des passiven Qubits, z. B.
|00〉 → 1√
2
(|00〉 + |01〉) und |00〉 → 1√
2
(|00〉 − |01〉), identische Mechanismen
zu Grunde liegen, sind in Abb. E.5 stellvertretend nur die Übergänge mit Be-
teiligung der positiven Superpositionen gezeigt. Den Schaltmechanismen liegt
generell ein oszillatorisches Verhalten zu Grunde. Dieses führt teilweise zu einer
geringfügigen Besetzungsinversion.
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Abbildung E.5: 10997 fs-Puls für das HadE-Gatter; das E-Feld des Pulses
(oben links) besteht aus mehreren, zum Teil stark überlagerten Subpul-
sen; im XFROG (oben rechts) lassen sich aufgrund der unterschiedlichen
Trägerfrequenzen drei Abschnitte deﬁnieren, wobei der mittlere neben dem
Hauptanteil bei 2080 cm−1 ein weiteres Maximum bei 2025 cm−1 besitzt;
stellvertretend für die acht optimierten Übergänge sind die Schaltmecha-
nismen der vier Übergänge mit Beteiligung der positiven Superpositionen
gewählt, die Populierung der Obertöne (gestrichelte Linien) ist in allen Fäl-
len vernachlässigbar.
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E.2 Universeller Satz für die A1-Mode
Da sich für die A1-symmetrische Qubitmode die Anharmonizität kaum gegen-
über der Systembeschreibung mit genäherten Parametern verändert hat, orien-
tieren sich die Dauern an den Werten der in Kap. 4.2.2 vorgestellten Pulse. Die
um 1 cm−1 verringerte Kopplung K der Qubitmoden wirkt sich nicht verlän-
gernd auf das CNOTA1 aus, sodass alle Gatter in 7000 fs bis 9001 fs mit einer
Eﬃzienz von > 99,0% durchgeführt werden können. Die Pulsenergien betragen
zwischen 0,024µJ und 0,108µJ.
E.2.1 NOTA1
Als Flipgatter im A1-Qubit schaltet das NOTA1 sowohl den Übergang |00〉 ↔
|10〉 (2001 cm−1) wie auch |01〉 ↔ |11〉 (2007 cm−1). Der 7000 fs-Puls erhält durch
die Optimierung die bereits bekannte Struktur eines NOT-Gatters. Jedoch ist
die dreigeteilte Form leicht abgewandelt, da keine klare Trennung von Haupt-
und sehr schwachem Nachpuls mehr möglich ist. Die Spitzenintensität beträgt
2, 68 · 109 W/cm2 und die Gesamtpulsenergie beläuft sich auf 0,108µJ.
Das XFROG-Diagramm (Referenzpulsdauer: 315 fs) zeigt aufgrund der In-
tensitätsverhältnisse nahezu ausschließlich den Hauptpuls, der wie der Vorpuls
eine Zentralfrequenz von ca. 2005 cm−1 besitzt. Sie liegt zwischen den beiden re-
levanten Übergängen. Zur genaueren Analyse der Frequenzverteilung wird das
Spektrum des Pulses (Abb. E.7) herangezogen. Dadurch wird sichtbar, dass das
Maximum der Verteilung des Vorpulses etwa 1 cm−1 unter dem des Hauptpulses
liegt. Die Fouriertransformierte des gesamten Pulses oﬀenbart die destrukti-
ve Interferenz der beiden Untereinheiten. Diese führt zu zwei Maxima, eines
bei 2000 cm−1 und das andere bei 2009 cm−1. So ﬂankieren die Maxima die zu
schaltenden Frequenzen und beide Übergänge sind zu gleichen Teilen in der
Frequenzverteilung vertreten.
Der NOTA1-Puls schaltet die vier optimierten Übergänge mit Eﬃzienzen
über 99,0%. Die Schaltmechanismen zeigen, dass der Vorpuls eine 20:80-
Überlagerung von Ausgangs- und Zielzustand erzeugt. Diese wird durch den
Hauptpuls zum Teil wieder aufgelöst, bevor er den Populationstransfer in einem
adiabatischen Schritt vervollständigt. Die geringen Anteile der Population, die
den Zielzustand nicht erreichen, verbleiben vorwiegend im Ausgangszustand.
E.2.2 CNOTA1
Das kontrollierten NOT-Gatter in der A1-Mode muss den Übergang |01〉 ↔ |11〉
(2007 cm−1) schalten, während im Übergang |00〉 ↔ |10〉 (2001 cm−1) kein ef-
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Abbildung E.6: 7000 fs-Puls für das NOTA1-Gatter; das E-Feld (oben links)
unterteilt sich in Vor- und Hauptpuls; im XFROG-Diagramm (oben rechts)
ist vornehmlich der Hauptpuls zu sehen; die Schaltvorgänge (mitte und
unten) lassen eine geringe Obertonanregung (gestrichelte schwarze Linie)
erkennen.
Abbildung E.7: Spektrum des NOTA1-Gatterpulses (schwarz), sowie der Un-
tereinheiten: Vorpuls (braun) und Hauptpuls (rot); die Frequenzen der zu
schaltenden Übergänge sind durch senkrechte schwarze Linien gekennzeich-
net, die unterdrückten Obertöne (1983 cm−1 und 1988 cm−1) durch blaue
Linien.
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fektiver Populationstransfer erfolgen darf. Da sich die Energiediﬀerenz der bei-
den Übergänge nicht von dem energetischen Abstand unterscheidet, der beim
CNOTE aufgelöst werden muss, lässt sich für das CNOTA1 ebenfalls mit 7000 fs
ein hocheﬃzienter Puls optimieren. Dieses Laserfeld (Abb. E.8) hat eine Spit-
zenintensität von 4, 41 · 108 W/cm2 und seine Gesamtpulsenergie beläuft sich
auf 0,038µJ. Es besitzt die CNOT-typische, zeitlich symmetrische Doppelpulss-
truktur. Die Darstellung im Frequenzraum (XFROG-Diagramm: erzeugt mit
einem 242 fs-Referenzpuls) zeigt, dass beide Subpulse eine Trägerfrequenz von
2005 cm−1 besitzen. Das Spektrum des E-Felds veranschaulicht die Interferenz
der Subpulse, die das Maximum der Verteilung auf die Frequenz des Über-
gangs |01〉 ↔ |11〉 verschiebt. Gleichzeitig wird die Frequenz von |00〉 ↔ |10〉
fast vollständig unterdrückt (Abb. E.9). Dadurch lässt sich bereits der Netto-
Populationstransfer erklären. In der zeitlich aufgelösten Darstellung (Abb. E.8)
ist dagegen sichtbar, dass die beiden relevanten Frequenzen ähnlich stark im
Spektrum vertreten sind. Daher tritt auch mit dem ersten Subpuls in beiden
Übergängen ein Schaltvorgang auf, den der zweite Subpuls im einen Fall inver-
tiert, im anderen Fall adiabatisch vervollständigt. Es wird eine Schalteﬃzienz
von über 99,6% erreicht. Obertonanregung spielt bei diesem Prozess keine Rolle.
Ein Vergleich der CNOT-Pulse für die E- und die A1-Moden zeigt, dass das
CNOTE-Gatter mit einer um 0,2% höheren Eﬃzienz und ca. 0,01µJ geringeren
Pulsenergie geschaltet wird. Dies ist ein Hinweis darauf, dass die Pulsdauer von
7000 fs für die Operation des CNOTE günstiger ist als für das CNOTA1-Gatter
(vgl. Kap. 4.1). Das ist bemerkenswert, da die Anforderungen an die Frequenz-
auflösung in beiden Moden identisch sind. Dieser Befund kann jedoch durch
Berücksichtigung der unterschiedlichen Trägerfrequenzen der Lichtpulse plau-
sibel erklärt werden. Eine genaue Analyse der Pulsstrukturen ergibt für den
CNOTE-Puls einen Abstand der Subpulse von ca. 2097 fs, was bei einer Fre-
quenz von 2059 cm−1 129,5 Schwingungen entspricht. Beim CNOTA1-Puls ist
der Abstand mit ca. 2134 fs größer, jedoch entspricht das bei einer Frequenz von
2004 cm−1 nur 128,5 Schwingungen. Wie die Ergebnisse in Kap. 5.1.1 zeigen,
variiert die Schalteﬃzienz eines CNOT-Gatters mit der Anzahl der Schwingun-
gen zwischen den Subpulsen. Die zusätzliche Schwingung, die aus der höheren
Trägerfrequenz des CNOTE resultiert, ist somit der Hintergrund für die höhere
Schalteﬃzienz bei geringerer Gesamtpulsenergie.
E.2.3 ΠA1
Die Optimierung eines Laserfelds von 7000 fs führt bei dieser logischen Ope-
ration zu einem einzigen langgezogenen Puls (Abb. E.10) mit einer maxima-
len Intensität von 5, 02 · 108 W/cm2. Die Gesamtpulsenergie beträgt 0,024µJ.
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Abbildung E.8: 7000 fs-Puls für das CNOTA1-Gatter; das E-Feld (oben links)
besteht aus zwei stark überlagerten Subpulsen gleicher Intensität; das
XFROG-Diagramm (oben rechts) zeigt die geringe spektrale Breite des Pul-
ses um 2005 cm−1; bei allen vier Schaltvorgängen ﬁndet keine Anregung der
Obertöne (gestrichelte Linie) statt.
Abbildung E.9: Spektrum des CNOTA1-Gatterpulses (schwarz), sowie der
Subpulse (rot); die Frequenz des zu schaltenden Übergangs ist durch die
senkrechte schwarze Linien gekennzeichnet, der unterdrückte Übergang
(2001 cm−1) und die Obertöne (1983 cm−1 und 1988 cm−1) durch blaue Li-
nien.
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Im XFROG-Diagramm (Referenzpulsdauer: 171 fs) wird eine gleichmäßige Fre-
quenzverteilung um 2012 cm−1 über den zeitlichen Verlauf sichtbar. Die maxi-
male Bandbreite beteiligter Frequenzen beläuft sich auf ca. 53 cm−1.
Die Schalteﬃzienz für die Phasendrehung um pi ist in den Übergängen
1√
2
(|00〉 + |10〉) ↔ 1√
2
(|00〉 − |10〉) über 99,9%. Intermediär kommt es zu ei-
ner Besetzungsumverteilung zwischen den Basiszuständen der Superpositionen




(|01〉 − |11〉) werden nur mit
einer Eﬃzienz von > 99,6% geschaltet. Die Schaltmechanismen zeigen, dass zwi-
schenzeitlich eine wesentlich stärkere Entmischung der Superpositionen  bis auf
ein Verhältnis von 90:10  stattﬁndet, als bei den Übergängen mit dem passiven
Qubit in |0〉. In allen vier Fällen ist der Transfervorgang zeitlich nahezu sym-
metrisch und adiabatisch. Der Mechanismus des Übergangs von der positiven
in die negative Überlagerung gleicht dem jeweiligen Mechanismus des entgegen-
gesetzten Übergangs. Jedoch wird bei jeder der vier Ausgangsüberlagerungen
jeweils ein anderer Basiszustand depopuliert. Obertonanregung ﬁndet während
des Schaltvorgangs nicht statt.
Abbildung E.10: 7000 fs-Puls für das ΠA1-Gatter; das E-Feld (oben links)
und das XFROG-Diagramm (oben rechts) weisen nur einen langgezogenen
Puls aus; wie die Schaltmechanismen zeigen (mitte und unten), werden die
jeweiligen Obertöne (schwarze gestrichelte Linie) nicht populiert.
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E.2.4 Hadamard (HadA1)
Die Optimierung eines Pulses von 9001 fs Dauer erzeugt für das HadA1-
Gatter eine zeitlich nahezu symmetrische Struktur mit Doppelpuls-Charakter
(Abb. E.11). Jede der beiden Untereinheiten besteht ihrerseits aus mehreren
stark überlagerten Subpulsen mit kontinuierlich steigender bzw. fallender Inten-
sität. Ihr Spitzenwert beträgt 1, 90 ·109 W/cm2 im ersten Maximum der zweiten
Untereinheit. Die Energie des gesamten HadA1-Pulses beläuft sich auf 0,102µJ.
Analog zum elektrischen Feld zeigt das XFROG-Diagramm (Referenzpulsdauer:
533 fs) zwei zeitlich aufeinander folgende Maxima, wobei das erste einen leich-
ten Downchirp, das zweite einen Upchirp aufweist. Die Hauptfrequenzen liegen
zwischen 2010 cm−1 und 2020 cm−1 und sind damit gegenüber den relevanten
Übergängen (2007 cm−1 bzw. 2001 cm−1) deutlich blau-verschoben. Durch die
Bandbreite beteiligter Frequenzen kann der Puls das System dennoch kontrol-
lieren. Er erreicht so eine Schalteﬃzienz von ≥ 99, 8 % in allen acht Übergän-
gen. Analogen Schaltvorgängen mit demselben Wert des passiven Qubits, z. B.
|00〉 → 1√
2
(|00〉+ |10〉) und |00〉 → 1√
2
(|00〉 − |10〉), liegen identische Mechanis-
men zu Grunde. Daher sind in Abb. E.11 stellvertretend nur die Übergänge mit
Beteiligung der positiven Superpositionen gezeigt. Während der Schaltvorgän-
ge wird die Population ausschließlich zwischen den beteiligten Basiszuständen
umverteilt, da keine Anregung der Obertöne auftritt.
131
E Gatterpulse für Modell II
Abbildung E.11: 9001 fs-Puls für das HadA1-Gatter; das zeitlich nahezu sym-
metrische Laserfeld (oben links) mit Doppelpuls-Charakter weist auch spek-
tral zwei aufeinander folgende Maxima auf (oben rechts), das erste mit
einem leichten Downchirp, das zweite mit einem Upchirp; stellvertretend
für die acht optimierten Übergänge sind die Schaltmechanismen der vier
Übergänge mit Beteiligung der positiven Superpositionen gewählt, die in-
termediäre Besetzung der Obertöne (gestrichelte Linien) ist in allen Fällen
vernachlässigbar.
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Gatterpulse in Modell II
Abbildung F.1: Spektren der Gatter NOT, CNOT, Π und Hadamard (v.l.n.r)
auf dem E-Qubit in Modell II ν|00〉↔|01〉 = 2054 cm−1 und ν|10〉↔|11〉 =
2059 cm−1 (DFT = Diskrete Fourier-Tansformation), sowie zugehörige
Transmissions- und Phasenfunktionen; wurde die Phase entfaltet, ist die
ursprüngliche Funktion ebenfalls angegeben (grüne Linie); Laserfelder sie-
he Anhang E, Kap. E.1.
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F Maskenfunktionen für die Gatterpulse in Modell II
Abbildung F.2: Spektren der Gatter NOT, CNOT, Π und Hadamard (v.l.n.r)
auf dem A1-Qubit in Modell II ν|00〉↔|10〉 = 2001 cm−1 und ν|01〉↔|11〉 =
2007 cm−1 (DFT = Diskrete Fourier-Tansformation), sowie zugehörige
Transmissions- und Phasenfunktionen; tritt im gezeigten Ausschnitt Fal-
tung auf (grüne Linie), wird die Phase mit pi/2 entfaltet; Laserfelder siehe
Anhang E, Kap. E.2.
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