Abstract Many model selection criteria proposed over the years have become common procedures in applied research. However, these procedures were designed for complete data. Complete data is rare in applied statistics, in particular in medical, public health and health policy settings. Incomplete data, another common problem in applied statistics, introduces its own set of complications in light of which the task of model selection can get quite complicated. Recently, few have suggested model selection procedures for incomplete data with varying degrees of success. In this paper we explore model selection by the Akaike Information Criterion (AIC) in the multivariate regression setting with ignorable missing data accounted for via multiple imputation.
multiple regression framework, (ii) elucidate the consequence of using computationally simple, but naïve, methods for model selection in incomplete data, and (iii) the need for generalization of complete data model selection procedures in light of incomplete responses and covariate data. Section 2 describes the regression model of interest for our simulation study. Section 3 gives a brief discussion of variable selection, missing data assumptions, and MI. Section 4 provides the simulation setup and results.
Model and notation
Consider the usual multiple regression model
where y is a n-dimensional vector, X is a n 9 p matrix, b is a p-dimensional vector, and e is the n-dimensional (uncorrelated) error term which is normally distributed with zero mean and constant variance (r 2 ). It is assumed that n is sufficiently larger than p to ensure estimability of the parameters. Let D represents the data in rectangular form, which is partitioned as (D obs ; D mis ), where D obs is the observed part of D and D mis is the missing part of D: Consider R, a matrix of the same dimension as D; indicating whether cells in D are observed (R ij = 1) or missing (R ij = 0). Furthermore, let / be the missingness parameter and h ¼ ðb; r 2 Þ be the data parameter for the model given by Eq. (1).
Methods

Variable or model selection in complete data using the AIC
A variable selection method intends to select the ''best'' subset of predictor variables for a specific purpose such as interpretation or prediction. The term ''best'' usually refers to a balance between the number of explanatory variables and goodness of fit. In the search for the ''best'' model(s), it is possible for the true data generating model to not be in the collection of models being considered in the analysis phase. Also, there is no guarantee that the subset of predictors deemed as ''best'' will be unique. Earlier variable selection criteria centered around (adjusted) residual sums of squares, stepwise methods for selecting significant variables, or information theoretic approaches (Rao and Wu 2001; Miller 2002) . Akaike (1974) introduced the Akaike Information Criterion (AIC), an information theoretic approach for model/variable selection, via Kullback-Leibler divergence. AIC is one of the most common model selection procedures that is available in most statistical software packages. Under the setting of model (1), when D is fully observed, AIC is given as follows:
wherer 2 mle is the maximum likelihood estimate of r 2 . Under this selection criterion the model with the smallest AIC value is deemed as ''best''. The popularity of AIC is due to the fact that it adheres to the concept of parsimony and is easy to implement in models such as (1). Like any model selection criterion, AIC is not foolproof. Many researchers have shown that for small samples, AIC is inconsistent and leads to overfitting (see, e.g., Hurvich and Tsai 1989) . However, AIC has several advantages-it is asymptotically efficient, allows for simultaneous comparison of multiple nested or non-nested models (see Chamberlain 1890) , and allows for model-averaged inference. For further details refer to Hurvich and Tsai (1990) , Rao and Wu (2001), Miller (2002) , Burnham and Anderson (2004) , and Claeskens and Consentino (2008) .
Missing data and assumptions
The mechanism of missingness relates the probability of missing values to the observed and other missing values in a data set. When the likelihood of a missing response is dependent on the observed data (D obs ) and not on the missing part of the data (D mis ) then the missing mechanism is MAR; i.e. PrðRjD; /Þ ¼ PrðRjD obs ; /Þ: When the likelihood of a missing response depends on neither observed nor missing values in the data then the missing mechanism is MCAR; i.e. PrðRjD; /Þ ¼ PrðRj/Þ: In contrast, when the likelihood of an observed response depends on both observed and unobserved data then the missingness mechanism is NMAR. The concept of ignorability addresses the important question of whether or not to model the missing data process. Missing data mechanism is termed as ignorable if data is MAR, and the parameter of interest (h) and the parameter describing the missing data (/) are distinct (i.e. Pðh; /Þ ¼ PðhÞPð/Þ). A missing data mechanism is nonignorable when at least one of the conditions of ignorability is not met. The mechanism of missingness allows for the weakest set of conditions (ignorable) under which the distribution of R does not need to be taken into account in the inference about h (Rubin 1976) . In general, the true missing-data mechanism is unknown and assumptions about the missing-data mechanism for the imputation model are untenable. The general rule of thumb for the imputation model is to include all available variables in D: Collins et al. (2001) and Schafer and Graham (2002) have shown that inclusion of auxiliary variables make this ignorability assumption more plausible.
Multiple imputation
MI is a technique in which each missing value is replaced by (m [ 1) simulated values. The simulated values are realizations from the posterior predictive distribution of the missing values given the observed values. These imputed data maintain the relationships observed in the original data. Rubin (1987) introduced the framework of MI and developed its rules and assumptions. MI consists of three stages: (i) Imputation, (ii) Analysis, and (iii) Combining. The imputation phase relies on assumptions about the missing-data mechanism. Assuming a classification for the missing-data mechanism results in an imputation model which yields m imputed data sets -D 1 ; . . .; D m : If Q represents the parameter of interest, then the analysis phase of MI consists of obtaining point and variance estimates for Q from each of the m imputed data sets. In the combining stage, ifQ is (approximately) normally distributed, then m point and variance estimates are combined using Rubin's rules (Rubin 1987) to make inferences about the unknown quantity Q. WhenQ is non-normal, a transformation ofQ to approximate normality is considered (Rubin 1976 ) and the transformed estimates are then combined using Rubin's rules (see, e.g., Harel 2009 ).
Simulations
Simulation setup
We designed a simulation study that considers 64 distinct data configurations. The various data configurations result from varying data parameters-number of observations (n = 50, 100), number of predictor variables (k = 3, 4), variance (r 2 ; r = 0.3, 0.5, 0.75, 1, 2, 4, 6, 8) of the error term in (1), percentages of missingness (c = 25 %, 50 %). With respect to the choices for sample size (n) relative to p, since there is no golden rule for determining if n is sufficiently large, we consider at least 10 cases per predictor as n being sufficiently larger than p. For c, we chose 25 % (one-fourth of the responses are missing) and 50 % (one-half of the responses are missing) to reflect a practical situation in favor of appropriately handling missing cases rather than ignoring them in analysis.
Complete data generation: For each combination of (n, k) Let x k represents the kth column of X. These coefficients were chosen to reflect a fairly strong linear relationship between y and x 1 , x 2 . As per the correlation structure R X ; this was chosen to reflect some multicollinearity in the data and also to adhere to the assumption of ignorable type of missingness.
Missingness mechanism: Missing values in y were assumed to be MAR with nonresponse rates (c) of 25 % and 50 %. We introduce this type of missingness as follows: If U À1 c ðx 3 Þ represents the (1 -c)100th percentile of x 3 , then y i is missing if
Method for handling missing data and imputation algorithm: In this paper we focus on MI as the method for handling missing data. We use a joint normal imputation model. Imputations are created via the standard approach of using a Bayesian predictive model for the missing data given the observed data (Schafer 1997, p. 154) . We used 30 imputations rather than the usual 5, based on the recommendations in Harel (2007) .
Model selection via AIC and AIC variants: For model selection, we focus on AIC because this criterion is common in practice and is readily available in most statistical software. In the case of partially observed data, the AIC values for each of the 2 p models vary across the imputed data sets. The issue is how to combine these results. Suppose the regression model (1) for incomplete data is multiply imputed m times. Let s j 2 represent the maximum likelihood estimate of r 2 from the jth imputed data set, j ¼ 1; . . .; m: We consider the Arithmetic Mean (AM) and Geometric Mean (GM) of these m point estimates (of r 2 ) to construct the AIC variants: 
Comparing success rate of the AIC types
In the simulation results that follow, correct model refers to the model with x 1 and x 2 ; Imputation model refers to the model with x 1 , x 2 and x 3 when p = 3, and x 1 , x 2 , x 3 and x 4 when p = 4; and Over-fitted models refers to models that contain x 1 and x 2 along with some other variables. In our discussion we only presents results for r = 1 because the results were similar across the levels of r considered in our simulations; detail results for each level of r are provided in the appendix section.
The proportion of times a model was selected (over 1,000 simulations) by each AIC type for r = 1 and c = 25 % are summarized in Tables 1 and 2 . In Table 1 , for the case n = 50, we find that none of the criteria considered work properly. The AIC types tend to select the model with x 1 and x 3 ; we also observe that the pattern of model selection by AIC AM and AIC GM is very similar to that of AIC full . However, when n = 100 the good model selection rate (i.e. correct model and over-fitted model) chosen by each AIC type increases to 100 %. The correct model success rate of AIC CCA (83 %) is much closer to AIC full (85 %). This unexpected finding may be result of 25 % rate of missingness not being large enough, when n = 100, to reflect the inefficiency of CCA. Similarly, the correct model success rate of AIC SI (57 %), though relatively higher than AIC AM and AIC GM , is not advocated because this method assumes that imputed values are the true data values. The results of AIC AM and AIC GM tend to over-fit, which is a known natural tendency of AIC (Hurvich and Tsai 1989) .
In Table 2 , for the case n = 50, we again find that none of the criteria work properly. The AIC types tend to select models with x 1 and variables other than x 2 , followed by models not containing x 1 , x 2 or both; we also observe that the pattern of model selection by AIC AM and AIC GM is very similar to that of AIC full . The results for the case with n = 100 still aren't promising because the none of the criteria select the good models (i.e. correct, imputation, or over-fitted models). The AIC types almost always select models with x 2 and variables other than x 1 ; we again observe that the pattern of model selection by AIC AM and AIC GM is very similar to that of AIC full .
When comparing results of Tables 1 to 2, we notice that the addition of another (correlated) variable in the data drastically affects the success rate of AIC full . Furthermore, the usual assumption of including all predictors in the imputation model results in the imputation model variables competing with the data generating variables. Though some correlation between variables is good for the imputation model, our simulations show that this has a negative impact on model selection in the analysis phase. Hence, by no means should AIC be considered a golden standard for model selection and this was clearly illustrated in our simulation results. The cases where c = 50 % gave similar results (see appendix), thus, for brevity these results are not discussed. 
Conclusion
Model selection is an important problem in applied research. Moreover, the problem of incomplete data occur in almost all data collection endeavor. Combining these two complications can cause hardship to data analysts. Commonly used model selection procedures such as AIC is assumed to work similarly in complete and incomplete data (there is almost no work published on this topic). But this assumption is far from the truth.
In our simulations we noticed that in some of the data configurations the pattern of AIC AM and AIC GM was almost similar to that of AIC full . However, this does mean we advocate their use because AIC full itself may be unreliable for good model selection (correct and over-fitted models). For example, in our simulations good model selection rate of AIC full was drastically reduced when the number of predictor variables in the data was increased to k = 4 even when n = 100. Though, our simulations considered a simplistic regression with only 3 or 4 predictors, we were able demonstrate the uncertainty of AIC in model selection even when n = 100 appears to be sufficiently larger than p = 4. The poor performance of AIC in the case with p = 4 may be attributed to n = 50, 100 not being sufficiently larger p, but the question remains how large of n should be considered when the focus is on model selection, i.e. the rate at which sample size affects reliability of a model selection procedure. Furthermore, our simulations indicate that the issue of model selection with imputed data is not only a question of how to combine model selection results from imputed data, but is also about the impact of the assumed imputation model on model selection in the analysis phase. The importance of additional variables in the imputation model is exaggerated in the analysis phase when performing model selection and this exaggerated importance increases with rate of missingness. This complexity can't be resolved by merely increasing the number of imputations. Thus, one should not assume that MI will be forgiving when interest lies on model selection in the analysis phase. There is a need for generalization of complete data model selection procedures that addresses these concerns for data with incomplete response and covariate data. We hope that this work entices researchers to further explore this issue and recent work published on this matter.
Additional comments
In our simulation study we also considered model selection using the Bayesian Information Criterion (BIC) and found similar model selection rates (hence, results not included). This is not surprising because AIC and BIC formulae differ only in penalty term. The issue is still about generalizing such model selection procedures to account for impact of imputation model on model selection in the analysis phase.
Appendix
In order to interpret the simulation results that follow, we use certain labels to indicate variables (model) selected by each AIC type as ''best''. These labels are as follows: C indicates the variables in the true data generating model i.e. fx 1 x 2 g; I indicates the variables in the true imputation model i.e. {x 1 x 2 x 3 } when p = 3 and {x 1 x 2 x 3 x 4 } when p ¼ 4; I x1 indicates the model with x 1 and variables other than x 2 ; I x2 indicates the model with x 2 and variables other than x 1 ; O indicates over-fitted models that contain true data generating variables and some other variables (for p ¼ 3; I ¼ O), W indicates models not containing any of the true data generating variables (Tables 3, 4, 5, 6, 7, 8, 9, 10) . 
