Identifying High Velocity Objects in Complex Natural Environments Using Neural Networks  by Buller, Kyle
 Procedia Computer Science  95 ( 2016 )  185 – 192 
Available online at www.sciencedirect.com
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology
doi: 10.1016/j.procs.2016.09.311 
ScienceDirect
Complex Adaptive Systems, Publication 6 
Cihan H. Dagli, Editor in Chief 
Conference Organized by Missouri University of Science and Technology 
2016 - Los Angeles, CA 
Identifying High Velocity Objects in Complex Natural 
Environments Using Neural Networks 
Kyle Buller* 
Missouri University of Science and Technology, Rolla, MO USA 
Abstract 
Real-time tracking of highly dynamic and complex objects has been an important aspect of testing in the aerospace 
industry for several decades.  This paper proposes a methodology to identify complex, high velocity targets of 
interest in a video stream.  The targets used in this case are aircrew escape systems, ejection seats, as they are 
propelled from a dynamic aircraft test bed.  Additionally, the testing environment is cluttered with natural and man-
made artifacts that affect the background appearance and make the video stream data visually noisy.  The object 
identification problem involves the extraction of critical information from the video stream and feeding it into a 
neural network that determines the position of the target of interest within the field of view.  The results of the 
computer simulation and analysis were mixed, and show that the proposed methodology is a potentially viable 
solution but will require continued development. 
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1. Introduction  
Since the advent of modern jet powered 
flight, crew safety has been of significant 
importance.  Crew escape technology has 
progressed from simple parachutes to highly 
sophisticated escape pods capable of 
negotiating harsh environmental extremes 
to safely return pilots and crews to the 
ground from crippled aircraft.  The US 
Dept. of Defense spends significant time 
and effort testing crew escape systems to 
ensure that the crews of modern military 
aircraft have significant probability of 
survival should the need arise. 
The US Dept. of Defense performs 
demonstration testing on crew escape 
systems in near realistic conditions.  High 
speed test facilities, such as the Holloman 
High Speed Test Track [1], use rocket-
powered sleds to accelerate test articles to 
velocities that simulate flight conditions.   
Crew escape systems have been tested at 
sled velocities ranging from 0 ft/sec to over 1000 ft/sec [2].  Video data collected during the tests is used for 
performance analysis and validation of crew escape systems.  
The inherent complexity of the items under test and the test environment can make object identification within the 
video stream difficult.  The object of interest changes as the test progresses.  Initially, the object of interest is the 
rocket sled itself as the test bed is accelerated to test velocities.  When the sled has achieved the proper test 
conditions, the object of interest changes to the crew escape system.  The crew escape system is the object of interest 
as it transitions from being a component of the sled test bed to a dispensed dynamic projectile.  The object of interest 
changes again as the crew escape system splits into two objects, the ejection seat itself and the manikin that 
represents the human in the system. 
The test environment is also very complex as it is comprised of natural and man-made artifacts that may disguise or 
Figure 1: Rocket Sled Test Bed 
Figure 2: Object of Interest at different test phases a) sled / crew escape system separation b) manikin / seat separation
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camouflage the object of interest.  Natural artifacts may include changing landscapes, flora and on rare occasions 
fauna.  Man-made artifacts may include buildings, vehicles and test equipment structures.  The combination of high 
test velocities, dynamic test conditions, natural landscape and man-made artifacts results in a very noisy and 
cluttered environment.   
This paper proposes a methodology to identify objects of interest in a noisy environment within a video stream using 
an artificial neural network.  The paper explains the design, training and testing of the neural network and finally 
discusses the results and conclusions. 
2. Literature Review 
While the human visual system has little difficulty recognizing and distinguishing disparate objects, it can be 
overwhelming for a machine.  Neural networks, which are inspired by, and heavily modeled after, biological 
nervous systems [3], have demonstrated the capacity to perform complex classifications such as object identification 
in a video stream [4].  Several architectures, such as the Multi-Layer Feed Forward Network [5], Competitive 
Recurrent Networks [6], and Convolution Networks [7] have been shown to be particularly adept at object tracking.  
The methodology in this paper looks to use a real-time object tracking approach that was successfully demonstrated 
on flying aircraft [8] and apply  it to the identification of complex targets in a more dynamic and noisy environment.  
3. Data  
Source data for this paper was acquired through open sources.  Video clips were procured from a variety of sources 
on the internet (YouTube, Historical Repositories, and Associated Press).  The source data videos were recorded in 
standard .AVI format over a range of resolutions and many had been converted over from film to video format.  All 
videos were resized to 320x240 for consistency and computational simplicity.  A total of 13 videos clips were 
acquired, resulting in over 8000 useable frames of data. 
Each video frame was evaluated to determine the actual target coordinate values to be used in training.  The target 
values were composed of row and column pixel coordinates of the center of mass for the object of interest in the 
frame.  The object of interest, for the purposes of this paper, was the manikin.  Prior to sled / crew system separation 
an approximation of manikin location within the sled structure was used.  Prior to seat / manikin separation center of 
mass of the combined crew escape system was used.  After seat / manikin separation center of mass of the manikin 
was used. 
4. Approach  
The approach selected uses a neural network to operate as a functional approximator between the video input and a 
pixel location of the object of interest.  A multi-layer network with a sigmoid (non-linear) transfer function in the 
hidden layer, and a linear transfer function in the output layer works together as a universal approximator [9].  The 
multi-layer network consists of three layers: input, hidden and output.   
Figure 3: Representation of Multi-Layer Feed Forward Network Architecture
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4.1. Input Layer 
The number of inputs to the network is determined by the number of data elements.  The performance of the 
network must be balanced between the precision of the input and computational resources needed to process the 
data.  Some preprocessing of the data must be performed to reduce the size and dimensionality of the input data.  
The preprocessing occurs in 4 steps.  First, the color image is converted to grayscale by eliminating the hue and 
saturation information while retaining the luminance for each pixel using the MATLAB function rgb2gray.  The 
MATLAB rgb2gray function utilizes following equation: 
ݕ ൌ ሺǤ ʹͻͺͻሻݎ ൅ ሺǤ ͷͺ͹Ͳሻ݃ ൅ ሺǤ ͳͳͶͲሻܾሺͳሻ
where y is the grayscale value and r, g, and b are the red, green and blue components of the input image.  Second, 
the input image is down-sampled by keeping every 4th data element in both the row and columns, and removing the 
rest.  Resulting in 80x60 data elements.  These first two steps reduce the number of data elements from (3x320x240) 
= 230400 down to (1x80x60) = 4800. 
Third, the down-sampled data is normalized from a range of [0, 255] to a range [0.0 1.0] using the following: 
ݕ௡௢௥௠ ൌ 
ݕ
ʹͷͷ
ሺʹሻ
where ynorm is the normalized value.  Lastly, the 80x60 matrix is converted into a vector that has 4800 data elements. 
4.2. Hidden Layer 
The hidden layer extracts characteristic traits within the data set [3]  and reduces the dimensionality even further.  
The number of neurons in the hidden layer must also be balanced between accuracy and computational costs.  
Variations between 50 and 150 neurons were used, with slightly better speed with fewer neurons and slightly better 
accuracy with more neurons.  Ultimately, it was decided that 100 neurons provided an acceptable balance of 
accuracy and computational performance.  The hyperbolic tangent sigmoid transfer function was selected over the 
log sigmoid transfer function as it typically provide better performance [9].  This resulted in a vector, a1, at the 
output of the hidden layer defined by: 
ࢇ૚ ൌ ሺࢃ૚ כ ࢖ ൅ ࢈૚ሻሺ͵ሻ
where p is the data elements input vector, W1 is the weight matrix between the inputs and the hidden neurons, and 
b1 is the bias vector for the hidden neurons.   
4.3. Output Layer 
The output layer was designed based on the down sampled inputs and the desired outputs.  In this case the two 
outputs needed to represent the row and column coordinates of the object of interest.  The row and column output 
values correspond to the dimensions of the down sampled image.  The range of the row values is [0, 80] and the 
range for the column values is [0, 60].  The output layer transfer function is linear such that the input is equal to the 
output values.  This results in a vector, a2, at the output layer defined by: 
ࢇ૛ ൌ ሺࢃ૛ כ ࢇ૚ ൅ ࢈૛ሻሺͶሻ
where a1 is the input vector from the hidden layer, W2 is the weight matrix between the hidden layer and the output 
layer, and b2 is he bias vector for the output layer neurons.  The value of a2 is multiplied by a factor of 4 to get final  
row and column values that correspond to the original image dimensions of  320x240. 
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4.4. Training 
The training of the network was conducted using a variety of algorithms available in the MATLAB Neural Network 
Toolbox (Release R2015b). Each algorithm, shown below in Table 1, was evaluated for the networks ability to 
converge, the number of epochs required to converge, the amount of time required to converge, and the MSE at the 
time of convergence.   
Evaluations of each method showed that variants of the conjugant gradient method was the only method able to 
adequately train the network.  The scaled conjugant gradient algorithm provided the optimal results with the 
quickest training time.  
Prior to training the network the original data set was subdivided into two subsets: training and testing.  The training 
data set is the largest at 85%, and the testing set is 15%.  The training subset is used to train the network by 
modifying the synapse weights and biases.   The training was stopped when the mean square error (MSE) between 
the network output and the target values reached a value of less than 1 pixel.  The testing subset is used to determine 
the overall performance of the trained network. 
Table 1: Evaluations of Training Algorithms for Suitability 
Method MATLAB 
Function 
Number 
of Epochs 
Time 
(mm:ss) 
MSE Comments 
Gradient Descent (GD) traingd 6 0:26 N/A Did not converge 
GD w/ Momentum traingdm 6 0:14 N/A Did not converge 
GE w/ Adaptive Learning Rate traingda 121 3:09 3602.9 Did not converge 
GD w/ Momentum & Adaptive Learning 
Rate
traindx 171 4:26 1972.7 Did not converge 
Levenberg-Marquardt trainlm N/A N/A N/.A Memory Constraints 
Scaled Conjugant Gradient (CG) trainscg 559 5:04 .0995  
CG w/ Powell-Beale Restarts traincgb 596 12:39 .0991  
CG w/ Polak-Ribiere Updates traincgp 593 11:28 .0995  
CG w/ Fletcher-Reeves Updates Traincgf 658 12:50 .0998  
      
4.5. Testing and Analysis 
Early testing of the network showed a significant tendency to output locations near the center of the field of view 
even when the object of interest was near the edges of the frame.  Inspection of the source data showed that there 
was a preponderance of data points clustered around the center of the field of view.  Many boundary areas had no 
data points to use in the training.  To counteract the heavy density around the center of the field of view, the source 
data was sampled at 1:10 ratio which allowed for a more uniform distribution of target data in the output space.  
Figure 4 depicts the density of the in the input target data for sampling ratios of 1:1 and 1:10. 
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The network was exercised using both the training and testing data subsets.  The training data set was sampled at 
1:10 ratio and was comprised of 8 different seat eject sequences.  The test data set was comprised of an edited 
ejection sequence taken from the training data set.  Data that had been used to train the network would optimally not 
be included in the testing set, but with the limited amount of source data it was deemed necessary.  The test data set 
was sampled at a 1:1 ratio so that 9 of every 10 data sets would not have been previously seen by the network. 
The results of a comparative analysis, using the network outputs, and the target truth data shows that the network 
output correlates closely to the target truth data, as depicted in Figure 5.  This close correlation demonstrates that the 
network was able to adequately learn to identify the objects of interest in the training data set.   
Figure 4: Data Set Coverage of the Output Space a) 1:1 b) 1:10
Figure 5: Comparative Analysis of Training Data Set Network Output vs. Target Truth
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When the network was exercised using the testing data set, which contained 90% data points that the network has 
not seen before, the results were mixed.  The overall MSE was 2.6 pixels for the column output and 3.0 pixels row 
output, however, the variance was very high and did not indicate a close correlation between network output and 
target truth data.  The variance for the column output was 8.8 pixels and the variance for the row output was 15.7 
pixels.  The graphical representation of the analysis is shown in Figure 6.   
The large variance experienced in the network output was due, in large part, to the target being camouflaged in 
ground clutter.  The network was unable to accurately distinguish the target when the background of the input data 
image was visually noisy.   Figure 2a) is an example of a visually noisy image, where the background scenery can 
camouflage or confuse the network. Once the object of interest moved above the background clutter the 
performance of the network improved dramatically, as shown in Figure 7.   
Figure 6: Comparative Analysis of Testing Data Set Network Output vs. Target Truth
Figure 7: Network MSE over Time (Frame Count)
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5. Conclusions 
In summary, the application of an artificial neural network to identify objects of interest, within crew escape system 
video frame, produced mixed results.  The data available from open sources was limited, with only 13 distinct 
ejection runs found that were able to be used to train the network.  While many of the crew escape systems 
themselves were not classified, much of the test video footage was considered proprietary, and was thus not easily 
accessible for research purposes.  Further, the target objects within the video streams were tightly clumped together, 
with the highest density of points occurring near the center of the field of view and decreasing to zero near the frame 
edges.  Additionally, the need to down sample the input data resulted in data loss and likely had a deleterious effect 
on the accuracy of the system.  In order to minimize the loss of data, a pixel area averaging scheme may result in 
greater detection accuracy. 
For the test data, that was usable, the network was unable to distinguish targets hidden in the ground clutter of the 
image frame.  However, once the target cleared the background clutter the network performed much better, being 
able to consistently identify the target. 
No conclusions could be drawn on the network ability to properly identify targets of interest at critical points in the 
sequence.  The sled / seat separation point of the sequence occurred during a phase when the ground clutter was 
effecting the network. 
The multilayer feed forward network was relatively simple to implement, but was not robust enough a solution for 
this engineering problem.  Noise reduction through pre-processing, or other image processing techniques, may 
provide a better input data set to the network.  Other network architectures may produce better results in a noisy 
environment.  Multilayer convolution networks, in particular, have demonstrated an ability to accurately recognize 
handwritten characters [7] and other patterns that can have extensive deviations from nominal.   
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