A parallel implementation of 3-D Alternating Direction Implicit (3-D ADI) method on 3-D Telegraph problem on a distributed computing environment through Parallel Virtual Machine (PVM) is reported. The numerical method is implicit and is based on a splitting strategy which is applied alternately at each half time step. The parallelization is implemented by a Domain Decomposition (DD) strategy on a distributed system with Single Program Multiple Data (SPMD) model on a PVM platform. The parallelization strategy and performance are discussed. Different strategies to improve the computational efficiency are proposed.
INTRODUCTION
Due to the ever-increasing clock frequency and the aggressively shrinking feature sizes of the very large scale integration technology, robust power distribution network is crucial to ensure the quality of power delivery. This makes the issues of parallel and distributed applications very important. Parallel computing environments based on distributed computing has become effective and economical platforms for high performance computing by providing controlled access to a much larger and richer computational resource [20] . Distributed systems can increase application performance by significant amount and the incremental enhancement of a network based concurrent computing environment is usually straight forward because of the availability of high bandwidth networks [2, 3] . Attempts have also been made towards parallel solutions on distributed memory MIMD machines. Large scale computational scientific and engineering problem, such as time dependent and 3D flows of viscous elastic fluids, required large computational resources with a performance approaching some tens of giga (10 9 ) floating point calculations per second, an alternative and cost effective means of achieving a comparable performance is by way of distributed computing, using a system of processors loosely connected through a local area network [4] . Relevant data need to be passed from processor to processor through a message passing mechanism [12, 6, 19, 16] . The natural programming style under a distributed system is therefore the Multiple Instructions Multiple Data (MIMD) [22] . The basic idea is to split a program into a few smaller tasks and to allocate these tasks to several processors to be executed simultaneously. Thus the total execution time can be reduced to just a fraction of that of a uni-processor computer. Generally, there are three issues relating to parallel computing: (1) The first issue is how to break up the program into smaller tasks, and how to properly sequence these tasks, ( 2) The second is the communication between processors, which is necessary because some intermediate results have been exchanged among these processors and (3) The issue of the synchronization of computations on different processors. All these three problems strongly influence the performance of the parallel computation.
Methods by which processors exchange information; parallel computers can either be of shared memory or distributed memory (message-passing) architectures. With the shared memory architectures, there is a global share memory which can be accessed by all processors. Processors communicate by writing into and reading from the global memory. This mode of communication is convenient in terms of program writing, but memory access by different processors can generate potential memory conflicts. With distributed memory architectures, each processor has its local memory, and processors communicate through an interconnection network. Inefficient communication is the main problem for this type of communication. To help with the program development under a distributed computing environment, a number of software tools have been developed: PVM, Theoretical Chemistry Message Passing Tool Kit (TCMSG), Parasoft Express (EXPRESS), Network Linda (LINDA), and Message Passing Interface (MPI). PVM [13, 14] is chosen here since it has a large user group with possibly the best support for heterogeneous environment.
functional decompositions have also been used in parallel implementations.
In this paper, we present a parallel program for the solution of the 3-D Telegraphic problem using the 3-D ADI method. We employed the DD strategy, and mapped it onto a distributed computing environment with a synchronous iteration and a message passing master -slave construction. The program was executed in a distributed memory system under PVM. The numerical method is based on the double sweep methods of Peaceman and Rachford (DS-PR) [19] . We computed some examples to test the parallel algorithm. The effects of the various parameters on the performance of the algorithm are discussed. The prime objective of our platform is not to be specific to one problem; it should be able to solve a wide variety of time-dependent partial differential equations (PDE) for various applications [24, 25] . This paper is organized as follows: Section 2 introduces the model for the 3-D Telegraphic problem and introduces the 3-D ADI method. Section 3 introduces the parallel implementation. Section 4 introduces the results and discussion. Finally, a conclusion is included in section 5.
Previous Research Work
The ADI method for the partial differential equations (PDEs) proposed by Peaceman and Rachford [16] has been widely used for solving algebraic systems resulting from finite difference method analysis of PDEs in several scientific and engineering applications. On the parallel computing front, Rathish Kumar, et. al., have proposed a parallel ADI solver for linear array of processors. Chan and Saied have implemented ADI scheme on hypercube. Later Lixing et. al., have parallelized the ADI solver on multiprocessors. The ADI method in [18] has been used for solving heat equation in 2-D. Other works on parallel implementation of 2-D Telegraph problem on cluster systems have been done in [10, 11] . Hence, parallelization of the ADI method has been tried in [22] . Several numerical approaches dealing with telegraphic equation problems have been carried out in [1, 8] and [9] . In [15] the unconditional stability of the alternating difference schemes has similarity to our scheme and shows that the unconditional stability application is useful to its speedup and efficiency as studied. Our implementation compared to others is a way of proofing stability and convergence in parallel platform of a distributed system. We also note the various constant improvement on speedup, efficiency performance analysis in [25] using the overlapping domain decomposition method.
TELEGRAPH EQUATION
the frequency and time domains. A number of iterative methods are developed in the literature to solve the Telegraph equation using iterative solution [18] . Some of these iterative schemes are employed in various parallel platforms [2, 20] . The speed of convergence of iterative scheme is examined for the synchronous communication approaches in parallel environment. We consider the second order Telegraph 
although this simple implicit scheme is unconditionally stable, we need to solve a heptadiagonal system of algebraic equations at each time step. Therefore, the computational time is extremely huge.
3-D ADI Method on the Telegraph Problem
In this section, we derive the 3-D ADI method of the simple implicit finite difference method by using a general ADI procedure [18] extended to (2.1). The ADI method is a wellknown method for solving the partial differential equation (PDE). The main feature of ADI is to sweep directions alternatively. In contrast to the standard finite-difference formulation with only one iteration to advance from the nth to (n + 1)th time step, the formulation of the ADI method requires multilevel intermediate steps to advance from the nth to (n + 1)th time step. Equation (2.2) can be rewritten as:
where the operators of I, A m s, and the constants of C o , C 1 are define as: 
which is a prediction of
v by the extrapolation method.
Then splitting (2.3) by using an ADI procedure as in [18] , we get a set of recursion relations as follows:
are the intermediate solutions and the desired solution is
and A 3 on the left side of (2.14) and (2.16), we get the 3-D ADI algorithm as in Table 1 .
PARALLEL IMPLEMENTATION 3.1 The Parallel Platform
The implementation was on a distributed computing environment (Armadillo Generation Cluster) consisting of 16 Intel Pentium at 1.73GHZ and 0.99GB RAM. Communication is through a fast Ethernet of 100 MBits per seconds connected through fast Ethernet running Linux. The cluster performance has high memory bandwidth with a message passing supported by PVM which is public-domain software from Oak Ridge National Laboratory [13] . PVM is a software system that enables a collection of heterogeneous computers to be used as a coherent and flexible concurrent computational resource. PVM consist of two parts: a daemon process that any user can install on a machine, and a user library that contains routines for initiating processes on other machines, for communicating between processes, and for changing the configuration of machines. PVM supports program executed on each machine in a user-configurable pool, and present a unified, general, and powerful computational environment for concurrent applications. The program, written in Fortran, C, or C++, are provided access to PVM through calling PVM library routines for functions such as process initiation, message transmission and reception, and synchronization via barriers or rendezvous. PVM is ideally suited for concurrent applications composed o many interrelated parts, and is very useful for the study of large-scale parallel computation.
Domain Decomposition
The parallelization of the computations is implemented by means of grid partitioning technique [5] . The computing domain is decomposed into many blocks with reasonable geometries. Along the block interfaces, auxiliary control volumes containing the corresponding boundary values of the neighboring block are introduced, so that the grids of neighboring blocks are overlapped at the boundary. When the domain is split, each block is given an I-D number by a "master" task, which assigns these sub-domains to "slave" tasks running in individual processors. In order to couple the sub-domains' calculations, the boundary data of neighboring blocks have to be interchanged after each iteration. The calculations in the sub-domains use the old values at the subdomains' boundaries as boundary conditions. This may affect the convergence rate; however, because the algorithm is implicit, the blocks strategy can preserve nearly same accuracy as the sequential program.
Parallel Algorithm
The algorithm can be transformed to master-slave model by sending out the computing tasks on each block to each processor in the Armadillo Generation Cluster system. The master task reads in the input data file, generates the grid data, initializes the variables, and sends all the data and parameters to the slaves. It then sends a block 3-D to each slave process, which in turn computes the coefficients of the relevant equations and solves for the solution of this block. This solution is then sent back to the master task and this processor wait for the next task. The master task receives the solution results from the slaves sequentially in an asynchronous manner, rearranges the data, calculates the global residuals of each equation, and determines if convergence has been reached. If the convergence has not been reached, the current solution vector is sent to all slaves, and a new iteration is started. Therefore, all the variables stored in the local memory of slaves are updated at every iteration. The following pseudo codes summarize the algorithm for the master and the slave program: 
Master Program

Read in the input data
Speedup and Efficiency
The performance metric most commonly used is the speedup and efficiency which gives a measure of the improvement of performance experienced by an application when executed on a parallel system [21] . Speedup is the ratio of the serial time to the parallel version run on N processors. Efficiency is the ability to judge how effective the parallel algorithm is expressed as the ratio of the speedup to N processors.The concept of speedup has yet to find a widely accepted definition. In traditional parallel systems it is widely define as:
where S(n) is the speedup factor for the parallel computation, T(s) is the CPU time for the best serial algorithm, T(n) is the CPU time for the parallel algorithm using N processors, E(n) is the total efficiency for the parallel algorithm. However, this simple definition has been focus on constant improvements. A generalized speedup formula is the ratio of parallel to sequential execution speed. A thorough study of speedup models, together with their advantages and disadvantages, is presented by Sahni [23] , and observed that speedup is normally defined as the execution time of the best sequential algorithm also known as absolute speedup, therefore implying that the sequential and parallel might be different. A different approach known as relative speedup, considers the parallel and sequential algorithm to be the same. While the absolute speedup calculates the performance gain for a particular problem using any algorithm, relative speedup focuses on the performance gain for a specific algorithm that solves the problem. The total efficiency is usually decomposed into the following equations
where E num , is the numerical efficiency, represents the loss of efficiency relative to the serial computation due to the variation of the convergence rate of the parallel computation. E load is the load balancing efficiency, which takes into account the extent of the utilization of the processors, and E par is the parallel efficiency, which is define as the ratio of CPU time taken on one processor to that on N processors. The parallel efficiency and the corresponding speedup are commonly written as follows:
the parallel efficiency takes into account the loss of efficiency due to data communication and data management owing to domain decomposition. The CPU time for the parallel computations with N processors can be written as follows:
where T m (n) is the CPU time taken by the master program, T sd (n) is the average slave CPU time spent in data communication in slaves, T sc (n) is the average CPU time expressed in computation in slaves. Generally,
therefore, the speedup can be written as: .10) represents the increase in the number of iterations required by the parallel method to achieve a specified accuracy compared to the serial method.
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Load Balancing
With static load balancing, the computation time of parallel subtasks should be relatively uniform across processors; otherwise, some processors will be idle waiting for others to finish their subtasks. Therefore, the domain decomposition should be reasonably uniform. A better load balancing is achieved with the pool of tasks strategy, which is often used in master -slave programming [7] : the master task keeps track of idle slaves in the distributed pool and sends out the next task to the first available idle slave. With this strategy, the processors are kept busy until there is no further task in the pool. If the tasks vary in complexity, the most complex tasks are sent out to the most powerful processor first. With this strategy, the number of sub-domains should be relatively large compared to the number of processors. Otherwise, the slave solving the last sent block will force others to wait for the completion of this task; this is especially true if this processor happens to be the least powerful in the distributed system. The block size should not be too small either, since the overlap of nodes at the interfaces of the sub-domains become significant. This results in a doubling of the computations of some variables on the interfacial nodes, leading to a reduced efficiency. Increasing the block number also lengthens the execution time of the master program, which leads to a reduced efficiency.
Results and Discussion
Benchmark Problem
In order to test the validation and the performance of the distributed code for the 3-D Telegraph problem at various grid sizes was computed. The solution domain was divided into rectangular blocks. The numerical results are indistinguishable to those obtained from a serial finite difference code. Consider the Telegraph Equation of the form: 
Parallel Efficiency
To obtain a high efficiency, the slave computational time fig. 4 and Fig. 5 , respectively, with block number B as a parameter.The results above show that the parallel efficiency increases with increasing grid size for given block number, and decreases with the increasing block number for given grid size. Given other parameters the speed-up increases with the number of processors. At a large number of processors, Amdahl's law starts to operate, imposing a limiting speed-up due to the constant serial time.
Note that the elapsed time is a strong function of the background activities of the cluster. When the number of processors is small, the wall time decreases with the number of processors. As the number of processors become large, however, the wall time increases with the number of processors. The total CPU time is composed of three parts: the CPU time for the master task, the average slave CPU time for data communication and the average slave CPU time for computation,
.
at the end of every iteration is necessary in this strategy. Indeed, the updated values of the solution variables on full domain are multicast to all slaves after each iteration since a slave can be assigned a different sub-domain under the poolof-task paradigm. The master task includes sending updated data to slaves, assigning the task tid to slaves, waiting for message from processors, and receiving the result from slaves.
For given grid size, the CPU time for send task tid to slaves increase with block number, but the timing for other tasks does not change significantly with block number. In Tables Table 7 . The wall time T W , the master time T M , the slave data time T SD , the slave computational time T SC , the total time T, the parallel speed-up S par and the efficiency E par for a mesh of 210x210x6, with B = 100 blocks and Niter = 100.
a.
b.
c. 
Numerical Efficiency
The numerical efficiency Table 12 , we listed the total CPU time distribution over various grid sizes and block numbers running with only one processor. Using this table, the DD efficiency E DD can be calculated, and the result are shown in Fig. 3 . Note that the DD efficiency can be greater than one, even with one processor. Fig. 3 also shows that the optimum number of sub-domains, which maximizes the DD efficiency E DD , increases with the grid size. The convergence rate behavior N o / N 1 , the ratio of the iteration number for the best sequential CPU time on one processor and the iteration number for the parallel CPU time on n processor, describes the increase in the number of iterations required by the to the serial method. This increase is caused mainly by the deterioration in the rate of convergence with increasing number of processors and sub-domains. Because the best serial algorithm is not known generally, we take the existing parallel program running on one processor to replace it. Now the problem is that how the decomposition strategy affects the convergence rate? The results are summarized in Table 13 and Fig. 4 , and Table 14 decreases with increasing block number and increasing number of processors for given grid size. The larger the grid size, the higher the convergence rate. For a given block number, a higher convergence rate is obtained with less processors. This is because one processor may be responsible for a few sub-domains at each iteration. If some of this subdomains share some common interfaces, the subsequent blocks to be computed will use the new updated boundary values, and therefore, an improved convergence rate results. The convergence rate is reduced when the block number is large. The reason for this is evident: the boundary conditions propagate to the interior domain in the serial computation after one iteration. But this is delayed in the parallel computation. In addition, the values of variables at the interfaces used in the current iteration are the previous values obtained in the last iteration. Therefore, the parallel algorithm is less "implicit" than the serial one. Despite these inherent short comes. A high efficiency is obtained for large scale problems. 
Total Efficiency
We implemented the serial computations on one of the processors, and calculated the total efficiencies. The total efficiency E(n) for grid sizes 70x70x6 and 120x120x6 have been showed respectively. From Eq. . When the processor number becomes large, E(n) decreases with n due to the effect of both the convergence rate and the parallel efficiency.
CONCLUSIONS
This paper presented a study on the parallelization of 3-D ADI scheme on 3-D Telegraph problem with PVM, on a distributed memory system using SPMD model on a masterslave platform. The system allows a parallel collection of overlapping communication to avoid unnecessary synchronization and to have the impact of parallel convergence. In addition to the use of ease of our platform, compared to other approaches show negligible overhead with effective load scheduling over various mesh sizes, which produce the expected inherent speedups. It was also confirmed that flexible scheduling for the overlapping communication are important, and this is easy on the masterslave platform with SPMD model as seen from the Tables and  Figures. The convergence rate depends upon the block numbers and the number of processors for a given grid. For a given number of blocks, the convergence rate increases with decreasing number of processors, and for a given number of processors, it decreases with increasing block number. Computational results obtained have clearly shown the benefits of parallelization. The DD greatly influences the performance of the 3-D ADI scheme on the parallel computers. On the basis of the current parallelization strategy, more sophisticated models can be attacked efficiently. 
