We present a boundary integral equation method for the numerical conformal mappings and their inverses of bounded multiply connected regions onto circular and parallel slits regions. The method is based on two uniquely solvable boundary integral equations with Neumann-type and generalized Neumann kernels. These boundary integral equations are constructed from a boundary relationship satisfied by a function analytic on a multiply connected region. A method to calculate the inverse mapping functions from circular and parallel slits regions onto the original region is presented. Some numerical examples and numerical results with the graphical user interface are presented to illustrate the efficiency of the presented method.
INTRODUCTION
There are several types of canonical slit regions of conformal mapping 1, 2 . Reformulations of conformal mappings from bounded and unbounded multiply connected regions onto the five canonical slit regions as Riemann-Hilbert (RH) problems are discussed in Refs. [3] [4] [5] . An integral equation with the generalized Neumann kernel is then used to solve the RH problem as developed in Ref. 6 . Amano 7 and DeLillo et al 8 have constructed charge simulation method and least squares method, respectively, for approximate conformal mapping onto circular and radial slits regions.
A different integral equation approach for conformal mapping of bounded multiply connected regions onto canonical slits regions have been discussed in Refs. 9, 10. Two papers are concerned with disc 11 and annulus 12 with slits which improve the work of Murid and Hu 13, 14 .
This paper presents a new integral equation method with the adjoint generalized Neumann and Neumann-type kernel for conformal mappings and their inverses of bounded multiply connected regions onto a circular slits region and parallel slits region which extends the work presented in Refs. 9, 10. Unlike the methods presented in Refs. 9, 10 that require solving three integral equations, this paper involves two integral equations only.
We derive integral equations related to f for circular slits region Ω 1 and parallel slits region Ω 2 , where f is a conformal mapping of bounded multiply connected regions onto Ω 1 and Ω 2 . Methods to compute the interior and inverse mapping functions for Ω 1 and Ω 2 are also given. We give some examples to illustrate our boundary integral equation method. We also give some descriptions about graphical user interface for circular and parallel slits maps. 
NOTATION AND AUXILIARY MATERIALS
Let Ω be a bounded multiply connected region of connectivity M + 1 with 0 ∈ Ω. The boundary Γ consists of M + 1 smooth Jordan curves Γ j , j = 0, 1, . . . , M (Fig. 1) .
The curves Γ j are parameterized by 2π-periodic twice continuously differentiable complex functions z j (t) with non-vanishing first derivatives
where t ∈ J j = [0, 2π] for each j = 0, 1, . . . , M . The total parameter domain J is the disjoint union of M + 1 intervals J 0 , . . . , J M . We define a parameterization z(t) of the whole boundary Γ on J by
Let H * be the space of all real Hölder continuous 2π-periodic functions ω(t) of the parameter t on J j for j = 0, 1, . . . , M , i.e.,
and H(z)/(T (z)Q(z)) satisfies the Hölder condition on Γ . Then the interior relationship is defined as follows.
A complex-valued function P(z) is said to satisfy the interior relationship if P(z) is analytic in Ω and satisfies the non-homogeneous boundary relationship
where G(z) is analytic in Ω, Hölder continuous on Γ , and G(z) = 0 on Γ . The boundary relationship (2) also has the following equivalent form:
The following theorem from Ref. 9 gives an integral equation for an analytic function satisfying the interior non-homogeneous boundary relationship (2) or (3).
Theorem 1 If the function P(z) satisfies the interior non-homogeneous boundary relationship
where
For every fixed points z, w ∈ Γ , the limit K(z, w) exists as w → z and
where q(t) = Q(z(t)), ρ(t) = c(z(t)), and the minus sign in the superscript denotes the limit from the exterior.
LetÂ(t) be a complex continuously differentiable 2π-periodic function for all t ∈ J. The generalized Neumann kernel formed withÂ is defined by 6 
This kernel is continuous witĥ
The adjoint function to the functionÂ is given bỹ
The generalized Neumann kernelÑ (s, t) formed withÃ is given bỹ
is the adjoint kernel of the generalized Neumann kernelN (s, t) 6 . Define the Fredholm integral operatorN * bŷ
In this paperÂ(t) = z(t). It is known that λ = 1 is an eigenvalue of the kernelN with multiplicity 1 and λ = −1 is an eigenvalue ofN with multiplicitŷ M 15 . The eigenfunctions ofN corresponding to the eigenvalue λ = −1 are
Define the spaceŜ bŷ
and define an integral operatorĴ by
The following theorem will be useful in the following sections for calculating the piecewise real function h(t) in canonical slit representation 9 .
Theorem 2 Suppose the functions
are boundary values of an analytic functiong (z) in
where φ [ j] are solutions of the following integral equations
CIRCULAR SLITS MAP
Assume that an analytic function w = f (z) maps the boundaries Γ j , for j = 0, 1, . . . , M , of Ω onto the circular slits of Ω 1 ( Fig. 1 ). The mapping function f (z) is uniquely determined by assuming that f (a) = 0 and f (0) = ∞, where 0 ∈ Ω and a = 0 is a fixed point in Ω such that the residue of the function f at 0 is equal to 1 2 . Hence f can be written in the form
where g is an analytic function on Ω 3, 4 . Note that the boundary values of f can be represented in the form
for j = 0, 1, . . . , M , where 0 t β j , θ j are the boundary correspondence functions of Γ j , and µ j are the radii of the circular slits. From (10) and (11) we obtain the following equation
This equation can be written aŝ
By obtaining h 0 , h 1 , . . . , h M from (8), we obtain
The unit tangent to Γ at z(t) is denoted by T (z(t)) = z (t)/|z (t)|. It can be shown that
and squaring both sides gives
Then the function D(z) defined by
is analytic in Ω.
Combining (14), (13) and (10) we obtain the following boundary relationship
for z ∈ Γ . Comparing (15) and (3) leads us to the choice of
for z ∈ Γ , where
Write the preceding integral equation as
.
Using the single-valuedness of f leads to the following conditions
Applying Cauchy's integral formula we obtain the following conditions
Thus the integral equation (16) should give a unique solution provided the parameters µ j , j = 0, 1, . . . , M , that appear in N T (z, w) are known. By solving the integral equation (9) we obtain, for j = 0, 1, . . . , M , φ [ j] , which then gives h j through (8), which in turn gives µ j through (12) . By solving (16) with the known values of µ j we obtain F (z). Substituting (10) into (13) to get
Then taking the complex logarithm gives
where z ∈ Γ , and the complex logarithm is defined by Log(z) = ln|z| + i Arg(z), such that 0 Arg(z) 2π. Finally, the approximate boundary values of f (z) are obtained from (10), i.e.
The approach presented here is an improvement over Sangawi et al 9 such that no integral equation for θ (t) is required here for the computation of f (z).
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PARALLEL SLITS MAP
Assume a parallel slit region Ω 2 in the w-plane subtending a given angle θ with the positive real axis. Assume that an analytic function w =f (z) maps Ω in the z-plane onto Ω 2 . It is uniquely determined by assuming thatf (0) = ∞ so that the Laurent expansion off near z = 0 has the form
Hence the functionf can be written in the form
whereĝ is analytic in Ω 3, 4 . Note that the boundary values off can be represented in the form
Af (z) = e r p +iS p (t) with A = e −i(π/2−θ ) . From (18) and (19) we obtain the following equation
By using h 0 , h 1 , . . . , h M from (8), we obtain
Using the unit tangent to Γ at z(t): T (z(t)) = z (t)/|z (t)|, it can be shown that 10
Define the function E(z) by
which is analytic in Ω. Combining (24) and squaring both sides of (23) we obtain the following boundary relationship
By comparing (25) and (3), we are led to the choice of
, and H(z) = 0. Theorem 1 yields
where K(z, w) is equal to
Write the integral equation (26) as
where z ∈ Γ and
Using the single-valuedness of the mapping function f , we are led to the following conditions
for j = 1, 2, . . . , M . By Cauchy's integral formula, we obtain the following conditions
Thus the integral equation (27) should give a unique solution provided the parameters |F (z(t))| = e r j (t) , j = 0, 1, . . . , M , that appear in N T (z, w) are known.
By solving the integral equation (9) we obtain φ [ j] , j = 0, 1, . . . , M , which gives h j through (8) which in turn gives r j through (22). By solving integral equation (27) with the known values of r j we obtain F 1 (z). From the definition of F 1 (z), we obtain
Taking the complex logarithm on both sides of (25) gives the explicit form ofĝ(z) aŝ
where the complex logarithm is explained in the previous section. Finally, from the preceding explicit form ofĝ(z) and (18), the approximate boundary values off (z) andf (z) are given bŷ
f (z(t))z (t) = AF (z(t))z (t) e (A/z(t))+z(t)ĝ(z(t)) (z(t) ∈ Γ ). (33)
The approach presented here is an improvement over Sangawi et al 10 so that no integral equation for S (t) is required here for the computation of f (z).
INTERIOR AND INVERSE MAPPING FUNCTIONS
The approximate interior values of the functions f (z) andf (z) are calculated by Cauchy's integral formula 9, 10 
where z ∈ Ω. Numerically, the formulas (34) and (35) have the advantage that the denominators compensate for the error in the numerators 16 . The integrals in (34) and (35) are approximated by the trapezoidal rule.
The inverse mapping functionf −1 (w) = z are computed by Cauchy's integral formula together with the fact thatf −1 (∞) = 0, i.e.,
By introducing ζ(t) =f (z(t)), we obtain z ∈ Ω by
wheref = f for circular slit region Ω 1 andf =f for parallel slit region Ω 2 .
NUMERICAL EXAMPLES
The trapezoidal rule is the most accurate method for integrating periodic functions numerically 17 . Nyström's method with the trapezoidal rule 18 is used for solving the above integral equations. The computational details are similar to those in Refs. 3, 4, 13, 14.
For numerical experiments, we have used some test regions of connectivity one, four, eight and fifteen. All the computations were done using MAT-LAB 7.12.0.635(R2011a). The number of points used in the discretization of each boundary component Γ j is n. The test regions and their corresponding images are shown in Figs. 2-9 .
Example 1 Consider the region Ω bounded by the unit circle Γ : {z(t) = e it },
Then the exact mapping functions for circular slit and parallel slit, respectively, are given by
and r = 0. Fig. 2 and Fig. 3 show the numerical results based on our method. See Table 1 and  Table 2 for the results.
Example 2
Let Ω be the region bounded by 3 Γ 0 : {z(t) = (10 + 3 cos 3t) e it }, Γ 1 : {z(t) = −3.5 + 6i + 0.5 e −iπ/4 (e it + 4 e −it )}, Γ 2 : {z(t) = 5 + 0.5 e iπ/4 (e it + 4 e −it )}, Γ 3 : {z(t) = −3.5 − 6i + 0.5 e iπ/4 (e it + 4 e −it )}, where 0 t 2π. We chose a = 8.5 + 0.1i and θ = π/2 in circular and parallel slits regions, respectively. Fig. 4 and Fig. 5 show the numerical results based on our method. See Table 3 and Table 4 for the comparison between our computed values of µ i , r i , i = 0, . . . , 3, with those computed in Nasser 3 .
www.scienceasia.org www.scienceasia.org Table 2 Error norm for Example 1 (unit circle). tively. Mapping function from the original region onto the circular and parallel slits regions and the inverse mapping functions from the circular and parallel slits regions onto the original region. The numerical results are presented in Fig. 6 and Fig. 7 . See Table 5 for our computed values of µ i and r i , i = 0, 1, . . . , 7.
Example 4 Consider the region of connectivity fifteen with boundaries z j (t) = ξ j + e iσ j (a j cos t + ib j sin t) ( j = 0, . . . , 14).
We chose a = −2 + 1.2i and θ = π/2 in circular and parallel slits regions, respectively. The values of the complex constants ξ j and the real constants a j , b j , and σ j are as in Table 6 . The numerical results are presented in Figs. 8-9 . See Table 7 for our computed values of µ i and r i , i = 0, 1, . . . , 14. 
GRAPHICAL USER INTERFACE
In this section, we presented a graphical user interface (GUI) to illustrate our finding. The graphical user interface was created by using MATLAB. More numerical results including graphical and image transformation can be computed by using GUI. There are two modes in the GUI which is graph mode or image mode. To have a graphical result, we choose the graph mode and set the input values for the numbers of nodes and the parameters for size. The image can be cropped based on the boundaries selected on the image or the growcut algorithm 19 . The parameterization of the cropped image by growcut algorithm is based on parametric cubic spline, which approximate two real functions x(t) and y(t) using periodic cubic spline and the parameterization z(t) is defined as 20, 21 z(t) = x(t) + i y(t) (0 t 2π).
The computation of the transformation is similar as the graph mode. The quality of the transformed image improves with increasing number of nodes. Fig. 10 presents a GUI about slits mapping. The boundary options in GUI are circle, ellipse and star shapes. Fig. 11 presents image transformation results from GUI for image cropped based on selected boundaries. Fig. 12 presents image transformation results from GUI for image cropped based on growcut algorithm.
CONCLUSIONS
In this paper, we have constructed new boundary integral equations for conformal mapping of bounded multiply connected regions onto a circular slit region and parallel slit region. The advantage of our method is that our boundary integral equations are all linear and continuous. Several mappings of the test regions of connectivity one, four and fifteen were computed numerically using the proposed method. After the boundary values of the mapping www.scienceasia.org function are computed, the interior values of the mapping function and its inverse are calculated by means of Cauchy integral formula. The numerical examples presented for the three canonical regions have illustrated that our boundary integral equation method has high accuracy.
