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Determination of local scour at bridge piers is one of the 
critical problems in the design of bridge foundations to 
resist the erosive action of oncoming flows. Estimation of 
local pier scour depth has been studied by large numbers of 
researchers in noncohesive alluvial materials but very little 
effort has been devoted to the study of pier scour in cohesive 
materials. Artificial neural network (ANN) is one such 
technique with flexible mathematical structure which is 
capable of identifying complex non-linear relationship 
between input and output data without attempting to reach 
understanding in to the nature of the phenomena. In this 
study a multiplayer perceptron neural network is used for 
estimation the maximum scour depth around bridge piers in 
cohesive sediment. The performances of this network were 
compared with estimated results by available experimental 
relation.  The results show the best agreement between the 
estimated results by neural network and experimental data.  
I. INTRODUCTION 
The estimation of scour depth around bridge piers is a 
major concern of bridge engineers. Underestimation of 
depth of scour and it’s a real extend results in design of 
too shallow a function which may consequently get 
exposed to the flow endangering the safety of the bridge 
[1]. Overestimation of the scour depth results in 
uneconomical design the most common cause of bridge 
failures is scouring at bridge piers and abutments mainly 
during flood events [2].  As a consequence, local scour at 
bridge functions has long concerned engineers. Local 
scour around a bridge pier is affected by large number of 
variables primarily the flow, fluid, sediment and pier 
characteristics. The process of local scour has been 
studied extensively for cohesive less alluvial materials [3]. 
However, often riverbeds and banks are found to be 
composed of mixture of bars of gravel, sand, clay and silt. 
Little is known so far about the effect of the presence of 
cohesive material on pier scour [4].  A literature review 
indicates that the Scour depth estimation at bridge piers 
has attracted considerable research interest, and numbers 
of prediction methods exists at present. Since piers are 
important infrastructural components of bridges 
transmitting loads superimposed on slabs to the function, 
the phenomenon of scouring around these elements has 
long been studied. Although there is a need to define 
accurately the scour around bridge piers [5]. Aware of the 
lack of accurate methods to predict local scour at bridge 
piers, several studies have been completed since the 
beginning of the 1980s (e.g., at Auckland University).     
Artificial Neural Network (ANN) is a mathematical 
tool, which tries to represent low-level intelligence in 
natural organisms and it is a flexible structure, capable of 
making a non-linear mapping between input and output 
spaces [6].  
In this study the maximum scour depth around bridge 
piers were obtained by using the multiplayer perceptron 
(MLP) neural network.  
II. DIMENSIONAL ANALYSIS  
 Dimensional analysis that has been used for correlating 
the variables affecting the local scour depth at bridge piers 
has been extended to include cohesive soil properties in 
order to account for the cohesive bed material. The 
variables used in the analysis are parameters defining the 
soil, the fluid, and the geometry of the modeled system. 
Depth of pier scour, Ds, which is the dependent variable 
in this analysis, can be expressed as a function of the 
following independent variables: 
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In which Ds = depth of scour; Y = depth of approach 
flow; b = pier width; V = velocity of approach flow; D50 
= mean sediment diameter; σg = standard deviation of 
sediment size; φ = pier shape factor; ρs=density of 
sediment particles; t= time; g = gravitational acceleration; 
ρ = fluid density; ν = fluid kinematics viscosity; S = soil 
shear strength; CC= clay content; Mn = origin of clay 
minerals (e.g. Kaolinite, Illite, Montmorillonite); C = 
degree of compaction; and IWC = initial water content. 
Applying the dimensional analysis using b, V, and ρ as 
repeating variables, and using appropriate simplifications, 
the following set of dimensionless parameters can be 
Obtained [7]: 
  
Figure1. Multi Layer Perceptron Neural Network Learning in 
ANNs  
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In which Fr is the approach Froude number 
( gYV /= ). In deriving equation 2, the clay content 
(CC) was eliminated as a variable since the effects of this 
parameter was found to be an independent factor only up 
to 12 percent clay content. In the cohesive pier scour 
experiments in Montmorillonite clays, the clay content 
was kept constant at 32 percent. 
III.  ARTIFICIAL NEURAL NETWORK 
Artificial Neural Network (ANN) is a mathematical 
tool, which tries to represent low-level intelligence in 
natural organisms [6], and it is a flexible structure, capable 
of making a non-linear mapping between input and output 
spaces. 
Neural network processing is based on performance of 
many simple processing units called neuron, cell, node or 
PE. Each neuron in each layer is connected to all elements 
in the previous and the next layer with links, each has an 
associative weight. The general ability of an ANN is to 
learn and to simulate the natural and complex phenomena. 
If we consider the X=[x1, x2 …, xn] as input vector and 
W= [w1, w2 …, wn] as network parameter (weight) 
vector and if the goal is approximating the multi variate 
function )(xf , the learning procedure is to find the best 
weight vector (W) to have the best approximation of 
the )(xf . In this paper, Multi layer perceptron (MLP) 
With back propagation learning rule is used. 
A. Multi layer perceptron (MLP) 
The MLP network (Sometimes is called Back 
Propagation (BP) network) is shown in Figure 1 is 
probably the most popular ANN in engineering problems 
in the case of non-linear mapping and is called “Universal 
Approximator”. The learning process is performed using 
the well-known BP algorithm [8]. In this study, the 
standard BP algorithm based on the delta learning rule is 
used. 
Two main processes are performed in a BP algorithm, a 
forward pass and a backward pass. In the forward pass an 
output pattern is presented to the network and its effect 
propagated through the network, layer by layer. For each 
neuron, the input value is calculated as follows: 
∑
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Where  
n
inet  is the input value of ith neuron in nth layer;  
n
jiw  is the connection weight between ith neuron in nth 
layer and jth neuron in the (n-1)th layer;  
1−n
jO  is the output of jth neuron in the (n-1)th layer;    
M    is the number of neurons in the (n-1)th layer.  
In each neuron, the value calculated from Eq. (3) is 
transferred by an activation function. The common 
function for this purpose is the sigmoid function, is given 
by: 
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Hence the output of each neuron is computed and 
propagated through the next layer until the last layer. 
Finally, the computed output of the network is prepared to 
compare with the target output. In this regard, an 
appropriate objective function such as the Sum of Square 
Error (SSE) or Root Mean Square Error (RMSE) is 
calculated as follows: 
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 Where 
pjT  is the jth element of the target output related to the 
pth pattern; 
pjO  is the computed output of jth neuron related to the 
pth pattern; 
pn  is the number of patterns; 
on  is the number of neurons in the output layer. 
 
After calculating the objective function, the second step 
of the BP algorithm, i.e. the backward process is started 
by back propagation the network error to the previous 
layers. Using the gradient descent technique, the weights 
are adjusted to reduce the network error by performing the 
following equation [8]: 
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Where: 
)1( +∆ mwnji  is the weight increment at the (m+1)th 
iteration (Epoch); 
η  is the learning rate (Rumelhart & McClelland, 1986) 
α  is the momentum term )1,0( ≤≤ αη  
This process is continued until the allowable network 
error occurred. 
IV. TRAINING THE NETWORK AND VERIFICATION OF 
RESULTS 
For designing the artificial neural network, the 
experimental data obtained by reference [7], were used. 
The experiments were conducted in Colorado State 
University for the Federal Highway Administration. In the 
experiments, 1-m long cylindrical piers made of clear 
Plexiglas with 0.152- m and 0.102-m diameters were used. 
The scour depth development was measured against time 
utilizing three measuring tapes attached to the interior wall 
of each pier and a periscope manufactured by the use of a 
small inclined mirror. Also a homogeneous soil containing 
clay, silt, and fine sand particles, in which cohesion plays 
a predominant role, was used. Utilizing the X-Ray 
Diffraction Test, the dominant clay mineral was found to 
be Montmorillonite. The cohesive soil was also classified 
as medium plasticity clay and the texture as clay loam. 
Pier scour analysis was conducted under two major 
categories:  
1) Unsaturated Montmorillonite clay scour and                   
2) saturated Montmorillonite clay scour. The distinction is 
made since for saturated cohesive materials, parameters 
such as Torvane shear strength and compaction have no 
physical significance; whereas these parameters are 
important in unsaturated cohesive material scour. The 
experimens limited itself to conditions in which the 
oncoming flows do not scour the approach reach (clear 
water conditions). The duration of experiments in the 
study was long enough to maintain the equilibrium 
condition for at least 4 hours. The detail of experimental 
arrangement is presented in reference [7].The number of 
available data collected for this study is 58. The data set 
were shuffled; 33 of them were used for the learning 
process, the 15 sets were used for testing and the 10 set 
were used for verification respectively. The range of 
variables is summarized in table 1. The network was 
designed with two parameters of Equation (2) as input 
pattern, and the scour depth dimensionless (ds/b) as output 
pattern. The configuration of designed neural networks is 
shown in figure 2. 
The number of neurons in the hidden layer and the 
parameter α  were determined by calibration through 
several run tests. Figure 3 shows the comparison between 
measured and estimated values of ds/b for Train pattern. 
Here the number of neurons in the hidden layer is 7. 
Figure 4 shows the best agreement between measured and 
estimated values for test pattern and figure 5 shows the 
best agreement between measured and estimated values 
for verification pattern.  
 
 
 
 
Figures 3, 4, 5 shows that the designed neural network 
is giving acceptable result. Hence one can conclude that 
the ANN is suitable tool for predicting scour depth. 
V. COMPARISON WITH PREVIOUS STUDIES 
In order to compare the results of designed neural 
network with previous empirical equation, the following 
equation which was given by Reference [7] was used: 
The maximum scour depth around bridge piers in 
cohesive sediment with unsaturated condition is as follow: 
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Where the initial water content (IWC) and compaction 
(C) are in percent. In deriving this expression, the initial 
water content ranged from 15 to 50 percent, and 
compaction ranged from 50 to 100 percent. The 
development of equation 8 is based on laboratory tests in 
which Froude numbers ranged from 0.18 to 0.37, and soil 
shear strength values ranged from 0.1 to 0.45 kg/cm2.  
For saturated Montmorillonite clay soils, equation 2 can 
be simplified further by eliminating the dimensionless soil 
shear strength parameter, (S/ ρV2), since this term has no 
physical meaning for saturated clays at high initial water 
contents (it approaches to 0). Also, for saturated 
conditions the compaction of cohesive soils, C, is mainly 
related to the water content and can therefore be removed 
from the list of independent variables. 
Introducing the pier scour initiating Froude number, Fi, 
to define threshold conditions for pier scour and replacing 
Fr by the excess Froude number, (Fr-Fi), equation 2 
becomes: 
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TABLE 1.   
 RANGE OF USED VARIABLES. 
Variable Ranges 
C 58-87 
Fr 0.161-1.76 
 
 
 
 
Figure2. Multi Layer Perceptron Neural Network Learning in 
ANNs  
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Figure 3.  Comparison between measured and ANN estimated values for 
Train patterns. 
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Figure5. Comparison between Measured and ANN estimated values 
for test patterns.  
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Figure3. Comparison between measured and ANN estimated values 
for verification patterns. 
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Figure6. Comparison between measured and estimated values for train 
patterns.  
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Figure7. Comparison between Measured and estimated values for test 
patterns. 
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Figure8. Comparison between Measured and estimated values for 
verification patterns.  
Using the results of experimental study, Fi and Ds / b 
are determined as: 
2)(
350
IWC
Fi =      (10) 
And 
6.014.1 )()(0288.0 irs FFIWCb
d
−=   (11) 
For approach Froude numbers less than the pier scour 
initiating Froude number (i.e., Fr <Fi), depth of scour is 
zero. For supercritical approach conditions, the value of 
experimental coefficient 0.0288 was found to be 0.0131. 
 Figure 6, 7, 8 shows the agreement between measured 
and estimated values by above equation for train, test and 
verification patterns.  
For comparison the results, a discrepancy ratio 
mds / b = (ds / b)c (ds / b)  was used. The mean value 
and the standard deviation for test pattern are presented in 
table 2. If the mean value and standard deviation are close 
to 0 and 1 respectively, the estimated results are closer to 
experimental results. Thus it maybe concluded that the 
present model gives better results than available 
experimental relation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 9 shows the variation of estimated results (
b
d s ) 
by artificial neural networks against two input parameters 
(
r
FC, ). It maybe concluded that the maximum depth of 
scour is increased by decreasing the Compaction (C ) and 
increasing the Froud number (
r
F ). 
 
VI. CONCLUSION 
The application of ANNs for prediction of scour depth 
around bridge piers in cohesive sediment is introduced. It 
was shown that the neural network model can be 
successfully applied for the prediction of scour depth 
around bridge piers. 
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TABLE 2.   
 ACCURACY OF FORMULA FOR SCOUR DEPTH. 
Method Mean Standard 
deviation 
Federal Highway 
Administration(2003) 
1.06284 0.43052 
Presented ANN Model 1.00182 0.24574 
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Figure9. the area of result by neural network 
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