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Abstract
We show that the mean curvature blows up at the first finite singular time for a closed smooth
embedded mean curvature flow in R3.
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1 Introduction
Let x0 : Σ
n → Rn+1 be a closed smooth embedded hypersurface in Rn+1. A one-parameter family
of immersions x(p, t) : Σn → Rn+1 is called a mean curvature flow, if x satisfies the equation
∂x
∂t
= −Hn, x(0) = x0, (1.1)
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where H denotes the mean curvature of the hypersurface Σt := x(t)(Σ) and n denotes the unit
normal vector field of Σt. In [30], Huisken proved that if the flow (1.1) develops a singularity at time
T < ∞, then the fundamental form will blow up at time T . A natural conjecture is that the mean
curvature will blow up at the finite singular time of a mean curvature flow. There are many results
toward this conjecture(c.f. Cooper [4], Le-Sesum [22][23][24], Lin-Sesum [25], Xu-Ye-Zhao [49] ...).
This conjecture is also proposed in page 42 of Mantegazza’s book [37] as an open problem. In this
paper, we confirm this conjecture in dimension two:
Theorem 1.1. If x(p, t) : Σ2 → R3(t ∈ [0, T )) is a closed smooth embedded mean curvature flow
with the first singular time T < +∞, then
sup
Σ×[0,T )
|H|(p, t) = +∞.
It is interesting to compare the extension problem of mean curvature flow with Ricci flow. In
[27] Hamilton proved that the Riemann curvature tensor will blow up at the finite singular time of
a Ricci flow. In [38] Sesum extended Hamilton’s result to the Ricci curvature by using Perelman’s
noncollapsing theorem. In a series of papers [40][41][12] Wang and Chen-Wang provided several
conditions which can be used to extend Ricci flow, and they gave a different proof of Sesum’s result. It
is also conjectured that the Ricci flow can be extended if the scalar curvature stays bounded. Important
progresses have been made by Zhang [50], Bamler-Zhang [1] and Simon [39].
The mean curvature flow with convexity conditions has been well studied during the past several
decades. If the initial hypersurface satisfies some convexity conditions, like mean convex or two con-
vex, then the mean curvature flow has some convexity estimates (c.f. Huisken [30], Huisken-Sinestrari
[32][33], Haslhofer-Kleiner [28]). These convexity estimates are important for studying the surgery
of mean curvature flow (c.f. Huisken-Sinestrari[34], Brendle-Huisken [2], Haslhofer-Kleiner [29]).
In [44] [45] White also gave some important properties of the singularities of a mean curvature flow
with mean convex initial hypersurfaces. However, all these results rely on the convexity condition of
initial hypersurfaces, and it is very difficult to study general cases (c.f. Colding-Minicozzi [16] [17],
T. Ilmanen [35]). Theorem 1.1 can be viewed as an attempt to study the general singularities without
assuming convexity conditions.
Now we sketch the proof of Theorem 1.1. Assume that the mean curvature is bounded along the
flow (1.1) and the first singular time T < +∞. Consider the corresponding rescaled mean curvature
flow (∂x
∂t
)⊥
= −
(
H − 1
2
〈x,n〉
)
n, ∀ t ∈ [0,∞). (1.2)
Then the mean curvature decays exponentially to zero along the flow (1.2). We have to show that the
flow (1.2) converges smoothly to a plane with multiplicity one. The proof consists of two steps:
Step 1. Convergence of the rescaled mean curvature flow with multiplicities.
In this step, we first follow the ideas of Chen-Wang [7] [8] to develop the weak compactness
theory of mean curvature flow with certain properties, which are basically area doubling property
together with bounded mean curvature H and bounded energy
∫
Σ |A|2. Note that the energy
∫
Σ |A|2
can be bounded by H and topology, via the Gauss-Bonnett theorem(c.f. (4.5)). To prove such weak
compactness, there are two main technical ingredients:
• The two-sided, long-time pseudolocality theorem.
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• The energy concentration property.
The short-time forward pseudolocality theorem for mean curvature flow was studied under the local
graphic condition, which says that the surface can be written locally as a graph of a single-valued
function. See Ecker-Huisken [19] [20], M.T. Wang [43], Chen-Yin [3] and S.Brendle [2]. In our case,
we need to remove this graphic condition since the flow may converge with multiplicities. Under
the assumption that the mean curvature is bounded, we will show a new short-time, two-sided pseu-
dolocality type theorem(c.f. Theorem 3.7). Moreover, the pseudolocality theorem can be improved
as long-time version(c.f. Theorem 3.8) whenever the mean curvature is very small. Then the energy
concentration property follows from the pseudolocality theorem. Once we have the long-time, two-
sided pseudolocality theorem and the energy concentration property (c.f. Lemma 3.10), we can show
the weak compactness of mean curvature flow and get the “flow” convergence of the rescaled mean
curvature flow. Since the limit is both minimal and self-shrinking, we obtain the limit must be a plane
passing through the origin, with possibly more than one multiplicity.
Step 2. Show that the multiplicity of the convergence is one.
In this step, we use the ideas from the compactness of self-shrinkers and minimal surfaces (c.f.
Colding-Minicozzi [14][15], L.Wang [42]) to show that the multiplicity is one. For otherwise we can
construct a sequence of positive solutions to the corresponding parabolic equations on compact sets of
the limit surface away from singularities. However, we shall show that the existence of such a solution
contradicts the fact that the limit is a plane with multiplicities. To obtain the contradiction, there are
also two main technical ingredients:
• Uniform estimates of the sequence of positive solutions.
• The L-stability of the limit surface across the singular set.
To show uniform estimates of these positive solutions, we introduce a new “almost” decreasing quan-
tity along the rescaled mean curvature flow, and use this quantity with the parabolic Harnack inequality
to control the positive solutions. After normalization and taking the limit, we get a positive solution
with good estimates on the limit surface away from singularities. Using these estimates, we show
that the limit surface is L-stable away from singularities. Recall that a hypersurface Σ is called L-
stable(c.f. Colding-Minicozzi [15]) if for any compactly supported function u, we have∫
Σ
−uLu e− |x|
2
4 ≥ 0,
where L is the operator Lu = ∆u+ |A|2u− 12〈x,∇u〉+ u2 defined by Colding-Minicozzi [16]. Fol-
lowing the argument of Gulliver-Lawson [21] in minimal surfaces, we show that the limit surface is
actually L-stable across the singular set. However, the limit surface is a plane which is not L-stable.
Thus we obtain the desired contradiction. This contradiction forces that the convergence of (1.2) must
have multiplicity one and hence in the smooth topology.
Once the rescaled mean curvature flow (1.2) converges smoothly to a plane with multiplicity one,
we use Huisken’s monotonicity formula and White’s regularity theorem to show that the mean curva-
ture flow (1.1) actually has no singular points at time T . This finishes the proof of Theorem 1.1.
The strategy of the proof of Theorem 1.1 is very similar to the one used in the study of the
Ka¨hler Ricci flow on Fano manifolds by Chen-Wang [8](See [9] and [10] for the published version)
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and Chen-Sun-Wang [6]. Actually, in Chen-Wang [8], the flow weak-compactness was setup for the
normalized Ka¨hler Ricci flow, which is comparable to the step 1 mentioned above. Then in Chen-
Sun-Wang [6], the limit and convergence topology can be improved to be “smooth” whenever the
underlying manifold is K-stable. This is related to our step 2 described above. However, here we
used the L-stability of the limit surfaces, instead of the K-stability of the the underlying manifolds
to rule out the possible singularities. Not surprisingly, the strategy can also be applied to study the
extension problem for the 4-dimensional Ricci flow with bounded scalar curvature. Actually, based
on the calculation of M. Simon(c.f. [39]), we have uniform bounded energy
∫
M
|Rm|2 along the flow.
Then the weak-compactness of the parabolic normalized Ricci flows(compared with equation (1.2))
∂tg = −2(Ric− g)
follows from Chen-Wang [7](See also [1] for a different approach). The limit of the above flow is
then a Ricci-flat gradient shrinking soliton with finite singular points, which is nothing but a flat met-
ric cone over S3/Γ for some finite subgroup Γ of O(4). Similar to the step 2 mentioned above, the
4-dimensional Ricci flow extension problem will be confirmed if one can develop methods to rule out
the nontrivial Γ’s.
We remark that the weak compactness of the mean curvature flow, i.e., step 1, is based on the
observation that locally the structure of the mean curvature flow with bounded H and energy
∫
Σ |A|2
is modeled by the structure of minimal surfaces with uniformly bounded topology. Similar obser-
vation is also the key for the weak compactness of the Ricci flow with bounded energy
∫
M
|Rm|m2
and bounded scalar curvature R. The two-sided, long-time pseudo-locality(c.f. Chen-Wang [7], [8]
and [11]) and the energy concentration are the technical tools for writing down the observation in
rigorous analysis estimates. It seems that such observation holds for many other geometric flows, e.g.,
the harmonic map flow and the Calabi flow.
The organization of this paper is as follows. In Section 2 we recall some basic facts on mean
curvature flow and minimal surfaces. In Section 3 we develop the weak compactness theory of mean
curvature flow under some geometric conditions. In Section 4 we show the rescaled mean curvature
flow with the exponential decay of mean curvature converges smoothly to a plane with multiplicity
one. Finally, we finish the proof of Theorem 1.1 in Section 5.
Acknowledgements: H. Z. Li would like to thank Professors T.H. Colding, W. P. Minicozzi
II and X. Zhou for insightful discussions. Part of this work was done while he was visiting MIT
and he wishes to thank MIT for their generous hospitality. B. Wang would like to thank Professors
T. Ilmanen, L. Wang and O. Hershkovits for helpful discussions. Both authors are grateful to the
anonymous referees for many useful suggestions to improve the exposition of this paper.
2 Preliminaries
Let x(p, t) : Σn → Rn+1 be a family of smooth embeddings in Rn+1. {(Σn,x(t)), 0 ≤ t < T} is
called a mean curvature flow if x(t) satisfies
∂x
∂t
= −Hn, ∀ t ∈ [0, T ), (2.1)
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and called a rescaled mean curvature flow if x(t) satisfies
(∂x
∂t
)⊥
= −
(
H − 1
2
〈x,n〉
)
n, ∀ t ∈ [0, T ), (2.2)
Sometimes we also write xt as x(t) for short. It is easy to check that the rescaled mean curvature flow
is equivalent to the mean curvature flow after rescalings in space and a reparameterization of time. We
denote by Br(p) the open ball in R
3 centered at p with radius r.
It is well known that the volume ratio is bounded from below along the flow (2.1). See, for
example, Lemma 2.9 of Colding-Minicozzi [16].
Lemma 2.1. Let {(Σn,x(t)), 0 ≤ t < T} be a mean curvature flow (2.1). Then there is a constant
N = N(Vol(Σ0), T ) > 0 such that for all r > 0 and p0 ∈ Rn+1 we have
Vol(Br(p0) ∩ Σt) ≤ Nrn, ∀ t ∈ [0, T ).
A hypersurface x : Σn → Rn+1 is called a self-shrinker, if it satisfies the equation
H =
1
2
〈x,n〉. (2.3)
By Corollary 2.8 of Colding-Minicozzi [16], we have
Lemma 2.2. (Corollary 2.8 of [16]) If Σ is a self-shrinker and the mean curvature is zero, then Σ is
a minimal cone. In particular, if Σ is also smooth and embedded, then it is a hyperplane through 0.
Observe that the equation (2.1) is invariant under the rescaling
x˜(p, s) = λ
(
x(p, T +
s
λ2
)− p0
)
, ∀ (p, s) ∈ Σ× [−Tλ2, 0), (2.4)
where λ > 0. In fact, under the rescaling (2.4) we have the relations
A˜ij = λAij , g˜ij = λ
2gij , H˜ =
1
λ
H, |A˜| = 1
λ
|A|,
where A˜, g˜ and H˜ denote the second fundamental form, the induced metric and the mean curvature of
the surface Σ˜ = x˜(Σ) respectively. Moreover, by direct calculation we have
Lemma 2.3. Let Σ2 be a smooth surface in R3. The area ratio and the L2 norm of the second
fundamental form are invariant under (2.4). Namely, we have
Areag(Br(p) ∩ Σ)
πr2
=
Areag˜(Br˜(p˜) ∩ Σ˜)
πr˜2
and ∫
Br(p)∩Σ
|A|2 dµ =
∫
Br˜(p˜)∩Σ˜
|A˜|2 dµ˜,
where r˜ = λr, p˜ = λ(p − p0) and Σ˜ = λ(Σ− p0).
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Now we recall some facts on compactness of immersed hypersurfaces in Rn+1. For any BR(p) ⊂
R
n+1, we say an immersed (or embedded) hypersurface Σn ⊂ Rn+1 properly immersed (or embed-
ded) in BR(p), if either Σ is closed or ∂Σ has distance at least R from the point p. We say that a
sequence {Σi} converges in Ck,αloc topology to a hypersurface Σ, if for any p ∈ Σ each Σi is locally
(near p) a graph over the tangent space TpΣ and the graph of Σi converges to the graph of Σ in the
usual Ck,αloc topology.
The following theorem is well known and it shows the convergence of properly immersed surfaces
under the second fundamental form bound. The readers are referred to [48] for the details.
Theorem 2.4 (Compactness of minimal surfaces). Let {Σni } be a sequence of smooth, properly
immersed hypersurfaces in BR(p) ⊂ Rn+1. If the second fundamental form supΣi∩BR(p) |Ai| ≤ Λ
for a constant Λ > 0 and all i ≥ 1, then there is a subsequence of {Σni } converges in C1,
1
2 topology,
possibly with multiplicities, to an immersed hypersurface Σ∞. Moreover, if the hypersurfaces {Σni }
are minimal, then the convergence is in smooth topology.
To study the convergence of mean curvature flow, we define the convergence of a sequence of
one-parameter hypersurfaces as follows.
Definition 2.5. We say that a sequence of one-parameter smoothly immersed hypersurfaces {Σni,t,−1 <
t < 1} inRn+1 converges in smooth topology, possibly with multiplicities, to a limit flow {Σ∞,t,−1 <
t < 1} away from a space-time singular set S ⊂ Rn+1 × (−1, 1), if for any t ∈ (−1, 1), any p ∈
Σ∞,t\St and large i, there exists r > 0 and ǫ > 0 such that the hypersurface Σi,s∩Br(p) with s ∈ [t−
ǫ, t+ǫ] can be written as a collection of graphs of smooth functions {u1i (x, s), u2i (x, s), · · · , uNi (x, s)}
over the tangent plane of Σ∞,t at the point p. Moreover, for each k ∈ {1, 2, · · · , N} the functions
uki (x, s) converges smoothly in x and s as i→ +∞.
In the above definition, St is defined by St = {x ∈ Rn+1 | (x, t) ∈ S}. If St is independent of t,
then we can also replace the space-times singular set S simply by St0 for some t0.
The following compactness result of mean curvature flow is well-known. See, for exmaple, page
481-482 of [3] for a detailed proof.
Theorem 2.6 (Compactness of mean curvature flow). Let {(Σni ,xi(t)),−1 < t < 1} be a se-
quence of mean curvature flow properly immersed in BR(0) ⊂ Rn+1(i.e. for each t ∈ (−1, 1) the
hypersurface Σi,t is properly immersed in BR(0)). Suppose that
sup
Σi,t∩BR(0)
|A|(x, t) ≤ Λ, ∀ t ∈ (−1, 1)
for some Λ > 0. Then a subsequence of {Σi,t ∩ BR(0),−1 < t < 1} converges in smooth topology
to a smooth mean curvature flow {Σ∞,t,−1 < t < 1} in BR(0).
3 Weak compactness of the mean curvature flow
In this section, we follow the arguments of Ricci flow by Chen-Wang in [7][8] and minimal surfaces
by Choi-Schoen in [5] to study the weak compactness of mean curvature flow under some geometric
conditions. This weak compactness result will be used to prove the convergence of rescaled mean
curvature flow in the next section.
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3.1 The pseudolocality theorem
The pseudolocality type results of the mean curvature flow were studied by Ecker-Huisken [19] [20],
M. T. Wang [43], Chen-Yin [3] and Brendle-Huisken [2]. However, all these pseudolocality theorems
above require the condition that the initial hypersurface can be locally written as a graph of a single-
valued function. In our case, we need to remove this graphic condition since the flow may converge
with multiplicities. Here, we give a different type of pseudolocality theorem under the assumption
that the mean curvature along the flow is uniformly bounded.
Definition 3.1. For any r > 0, p ∈ Rn+1 andΣn ⊂ Rn+1, we denote byCx(Br(p)∩Σ) the connected
component of Br(p) ∩Σ containing x ∈ Σ.
Lemma 3.2. (c.f. Lemma 7.1 of [3]) Let Σn ⊂ Rn+1 be properly embedded in Br0(x0) for some
x0 ∈ Σ with
|A|(x) ≤ 1
r0
x ∈ Br0(x0) ∩Σ.
Let {x1 · · · , xn+1} be the standard coordinates in Rn+1. Assume that x0 = 0 and the tangent plane
of Σ at x0 is x
n+1 = 0. Then there is a map
u :
{
x′ = (x1, · · · , xn)
∣∣∣ |x′| < r0
96
}
→ R
with u(0) = 0 and |∇u|(0) = 0 such that the connected component containing x0 ofΣ∩{(x′, xn+1) ∈
R
n+1 | |x′| < r096} can be written as a graph {(x′, u(x′)) | |x′| < r096} and
|∇u|(x′) ≤ 36
r0
|x′|.
Using Lemma 3.2, we show that the local area ratio of the surface is very close to 1.
Lemma 3.3. Suppose that Σn ⊂ Br0(p) ⊂ Rn+1 is a hypersurface with ∂Σ ⊂ ∂Br0(p) and
sup
Σ
|A| ≤ 1
r0
.
For any δ > 0, there is a constant ρ0 = ρ0(r0, δ) such that for any r ∈ (0, ρ0) and any x ∈ B r0
2
(p)∩Σ
we have
VolΣ(Cx(Br(x) ∩ Σ))
ωnrn
≤ 1 + δ. (3.1)
Proof. By Lemma 3.2, for any x ∈ B r0
2
(p) ∩ Σ the component Cx(Bρ0(x) ∩ Σ) with ρ0 = r0192
can be written as a graph of a function u over the tangent plane at x, which we assume to be P =
{(x1, · · · , xn, xn+1) ∈ Rn+1 | xn+1 = 0}, with |∇u|(x′) ≤ 72r0 |x′| where x′ = (x1, · · · , xn). For
any r ∈ (0, ρ0), the volume ratio of Cx(Br(x) ∩ Σ) is given by
VolΣ(Cx(Br(x) ∩Σ))
ωnrn
≤ 1
ωnrn
∫
Br(x)∩P
√
1 + |∇u|2 dµ ≤
√
1 +
5184
r20
r2.
Thus, we can choose r sufficiently small such that (3.1) holds. The lemma is proved.
The next result shows that we can control the local volume ratio along the mean curvature flow
with bounded mean curvature.
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Lemma 3.4. Let {(Σn,x(t)),−T ≤ t ≤ T} be a smooth embedded mean curvature flow (2.1) with
maxΣt×[−T,T ] |H(p, t)| ≤ Λ. Then for any t1, t2 ∈ [−T, T ] we have
Volg(t2)(Cpt2 (Br2(pt2) ∩ Σt2))
ωnrn2
≤ f(t1, t2,Λ, r2)
Volg(t1)(Cpt1 (Br1(pt1) ∩ Σt1))
ωnrn1
(3.2)
where pt = xt(p, t) for some p ∈ Σ and
r1 = r2 + 2Λ|t2 − t1|,
f(t1, t2,Λ, c, r2) = e
Λ2|t2−t1|
(
1 +
2Λ
r2
|t2 − t1|
)n
Proof. Since the mean curvature is bounded, for any Ω ⊂ Σ we calculate∣∣∣ d
dt
Volg(t)(Ω)
∣∣∣ = ∣∣∣ ∫
Ω
|H|2 dµt
∣∣∣ ≤ Λ2Volg(t)(Ω), (3.3)
which implies that
e−Λ
2|t1−t2|Volg(t2)(Ω) ≤ Volg(t1)(Ω) ≤ eΛ
2|t1−t2|Volg(t2)(Ω). (3.4)
Note that for any p, q ∈ Σ, we have
−4Λ|x(p, t)− x(q, t)| ≤ ∂
∂t
|x(p, t)− x(q, t)|2
= 2〈x(p, t) − x(q, t),−H(p, t)n(p, t) +H(q, t)n(q, t)〉
≤ 4Λ|x(p, t) − x(q, t)|.
Therefore, we have
−2Λ ≤ ∂
∂t
|x(p, t)− x(q, t)| ≤ 2Λ.
It follows that
|x(p, t1)− x(q, t1)| ≤ |x(p, t2)− x(q, t2)|+ 2Λ|t1 − t2|. (3.5)
Let pt = x(p, t). Then we have
x(t2)
−1(Cpt2 (Br(pt2) ∩ Σt2)) ⊂ x(t1)−1(Cpt1 (Br+2Λ|t1−t2|(pt1) ∩ Σt1)).
Therefore, we have the estimates
Volg(t2)(Cpt2 (Br(pt2) ∩Σt2))
≤ Volg(t2)(x(t1)−1(Cpt1 (Br+2Λe|t1−t2|(pt1) ∩ Σt1)))
≤ eΛ2|t1−t2|Volg(t1)(Cpt1 (Br+2Λ|t1−t2|(pt1) ∩ Σt1)), (3.6)
where we used (3.4) in the last inequality. For any x ∈ Σn ⊂ Rn+1 and r2 > 0, we have
Volg(t2)(Cpt2 (Br2(pt2) ∩ Σt2))
ωnr
n
2
≤ eΛ2|t1−t2| ·
(r1
r2
)n
· Volg(t1)(Cpt1 (Br1(pt1) ∩Σt1))
ωnrn1
= eΛ
2|t1−t2| ·
(r1
r2
)n
· Volg(t1)(Cpt1 (Br1(pt1) ∩Σt1))
ωnrn1
,
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where r1, r2 satisfy the following relations:
r1 = r2 + 2Λ|t1 − t2|.
The lemma is proved.
Using the idea of the monotonicity formula of minimal surfaces, we show that the volume ratio is
almost monotone if the mean curvature is bounded. See, for example, Proposition 1.12 in Colding-
Minicozzi [13].
Lemma 3.5. Let Σn ⊂ Rn+1 be a properly embedded hypersurface in Br0(x0) with x0 ∈ Σ and
|H| ≤ Λ. Then for any s ∈ (0, r0) we have
VolΣ(Bs(x0) ∩ Σ)
ωnsn
≤ eΛr0 · VolΣ(Br0(x0) ∩ Σ)
ωnr0n
.
In particular, letting s→ 0 we have
VolΣ(Br(x0) ∩Σ) ≥ e−Λrωnrn, ∀ r ∈ (0, r0].
Proof. Note that the function f(x) = |x− x0| satisfies the identity
∆Σf
2 = 2n− 2H〈x− x0,n〉.
By the Stokes’ theorem, we have
2nVol({f ≤ s}) =
∫
{f≤s}
∆Σ f
2 + 2
∫
{f≤s}
H〈x− x0,n〉
= 2
∫
{f=s}
|(x− x0)T |+ 2
∫
{f≤s}
H〈x− x0,n〉. (3.7)
The coarea formula implies that
Vol({f ≤ s}) =
∫ s
0
∫
{f=r}
|∇Σf |−1. (3.8)
Combining the identities (3.7)-(3.8), we have
d
ds
(
s−nVol({f ≤ s})
)
= −ns−n−1Vol({f ≤ s}) + s−n
∫
{f=s}
|x− x0|
|(x− x0)T |
= s−n−1
∫
{f=s}
|(x− x0)N |2
|(x− x0)T | − s
−n−1
∫
{f≤s}
H〈x− x0,n〉
≥ −Λ · s−nVol({f ≤ s}).
Let F (s) = s−nVol({f ≤ s}). Then for any s ∈ (0, r0) we have
F (s) ≤ F (r0)eΛ(r0−s) ≤ F (r0)eΛr0 .
Thus, the lemma is proved.
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Lemma 3.6. For any C > 0, there exists δ = δ(n,C) > 0 satisfying the following property. Any
complete smooth minimal hypersurface Σn ⊂ Rn+1 with bounded second fundamental form |A| ≤ C
and volume ratio
VolΣ(Br(p) ∩ Σ)
ωnrn
< 1 + δ, ∀ r > 0 (3.9)
must be a hyperplane.
Proof. Suppose not, there exists a sequence of non-flat minimal hypersurfaces Σi with |Ai| ≤ C and
Vol(Br(pi) ∩ Σi)
ωnrn
< 1 + δi, ∀ r > 0 (3.10)
where pi ∈ Σi and δi → 0. Since Σi are non-flat, we can assume that |Ai|(pi) = 1. By Theorem 2.4,
a subsequence of Σ˜i = Σi− pi converges smoothly to a complete smooth minimal hypersurfaces Σ∞
with |A∞|(0) = 1 and volume ratio
Vol(Br(0) ∩Σ∞)
ωnrn
= 1, ∀ r > 0. (3.11)
(3.11) implies that Σ∞ is a hyperplane(c.f. Corollary 1.13 of Colding-Minicozzi [13]), which contra-
dicts the equality |A∞|(0) = 1. Thus, the lemma is proved.
Combining the above results, we show the following pseudolocality theorem.
Theorem 3.7 (Two-sided pseudolocality). For any r0 ∈ (0, 1],Λ, T > 0, there exist η = η(n,Λ), ǫ =
ǫ(n,Λ) > 0 satisfying
lim
Λ→0
η(n,Λ) = η0(n) > 0, lim
Λ→0
ǫ(n,Λ) = ǫ0(n) > 0 (3.12)
and the following properties. Let {(Σn,x(t)),−T ≤ t ≤ T} be a closed smooth embedded mean
curvature flow (2.1). Assume that
(1) the second fundamental form satisfies |A|(x, 0) ≤ 1
r0
for any x ∈ Cp0(Br0(p0) ∩ Σ0) where
p0 = x0(p) for some p ∈ Σ;
(2) the mean curvature of {(Σn,x(t)),−T ≤ t ≤ T} is bounded by Λ.
Then for any (x, t) satisfying
x ∈ Cpt(Σt ∩B 1
16
r0
(p0)), t ∈
[
− ηr
2
0
2(Λ + Λ2)
,
ηr20
2(Λ + Λ2)
]
∩ [−T, T ] (3.13)
where pt = xt(p), we have the estimate
|A|(x, t) ≤ 1
ǫr0
.
Proof. The proof consists of the following steps:
Step 1. Without loss of generality, we assume r0 = 1. By Lemma 3.3 and the assumption (1), for
any fixed δ > 0 there exists a constant ρ˜0 = ρ˜0(δ) ∈ (0, 12 ] such that for any r ∈ (0, ρ˜0] we have
Volg(0)(Cy0(Br(y0) ∩ Σ0))
ωnrn
≤ 1 + δ, ∀ y0 ∈ Cp0(B 1
2
(p0) ∩ Σ0). (3.14)
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For any ρ0 ∈ (0, ρ˜0], we define
η0(n, ρ0, δ) := sup
{
η ∈ (0, 1
8
]
∣∣∣ eη(1 + 2η
ρ0 − 2η
)n
(1 + δ) ≤ 1 + 2δ
}
. (3.15)
For any given Λ > 0, we choose ρ0 = ρ0(n, δ,Λ) ∈ (0, ρ˜0] such that
ρ0(n, δ,Λ) := sup
{
ρ0 ∈ (0, ρ˜0]
∣∣∣ eΛ(ρ0−2η0(n,ρ0,δ))(1 + 2δ) ≤ 1 + 3δ}, (3.16)
where η0 is defined by (3.15). Note that ρ0 and η0 have positive lower bounds depending only on n
and δ as Λ→ 0.
Step 2. By Lemma 3.4, (3.14) and (3.15), for any t ∈ [−T, T ] with Λ|t|+ Λ2|t| ≤ η0 we have
Volg(t)(Cyt(Bρ1(yt) ∩ Σt))
ωnρ
n
1
≤ eΛ2|t|
(
1 +
2Λ|t|
ρ1
)nVolg(0)(Cy0(Bρ0(y0) ∩ Σ0))
ωnρ
n
0
≤ 1 + 2δ, (3.17)
where yt = xt(x
−1
0 (y0)), y0 is any point in Cp0(B 1
2
(p0) ∩ Σ0) and ρ1 := ρ0 − 2η0(n, ρ0, δ). Note
that ρ1 > 0 by (3.15). Let η1 =
√
η0
2(Λ+Λ2)
. Then (3.17) holds for any t ∈ [−2η21 , 2η21 ] ∩ [−T, T ].
By Lemma 3.5, (3.16), (3.17) and the definition of ρ1, for any s ∈ (0, ρ1] and any t ∈ [−2η21 , 2η21 ] ∩
[−T, T ] we have
Volg(t)(Cyt(Bs(yt) ∩ Σt))
ωnsn
≤ eΛρ1Volg(t)(Cyt(Bρ1(yt) ∩ Σt))
ωnρn1
≤ 1 + 3δ. (3.18)
Let ρ¯ := 14 − η0. Then by the definition of η0 we have 18 ≤ ρ¯ ≤ 14 . By the assumption (2), we have
pt ∈ Bρ¯(p0) ∩ Σt 6= ∅ for any t ∈ [−2η21 , 2η21 ] ∩ [−T, T ] since
|pt − p0| ≤ Λ|t| ≤ 2Λη21 =
η0
1 + Λ
< η0 ≤ 1
8
≤ ρ¯.
Using the assumption (2) again, for any qt ∈ Cpt(Bρ¯(p0) ∩ Σt) with t ∈ [−2η21 , 2η21 ] ∩ [−T, T ] we
have q0 := x0(x
−1
t (qt)) ∈ Cp0(B 1
2
(p0) ∩Σ0) since
|q0 − p0| ≤ |q0 − qt|+ |qt − p0| < 1
8
+ ρ¯ ≤ 1
2
.
Combining this with (3.18), for any t ∈ [−2η21 , 2η21 ] ∩ [−T, T ] and q ∈ Cpt(Bρ¯(p0) ∩ Σt) we have
Volg(t)(Cq(Bs(q) ∩Σt))
ωnsn
≤ 1 + 3δ, ∀ s ∈ (0, ρ1]. (3.19)
Step 3. Suppose there exist Λ > 0, a sequence of ǫ → 0, ǫ ∈ (0, η1] and smooth solutions to the
mean curvature flow xt : Σ
n → Rn+1 for t ∈ [−T, T ] with T ≥ 2η21 such that |A|(x, 0) ≤ 1 for any
x ∈ Cp0(B1(p0) ∩ Σ0), and there exists (x1, t1) satisfying t1 ∈ [−η21, η21 ] and x1 ∈ Cpt1 (B 116 (p0) ∩
Σt1) such that
Q1 := |A|(x1, t1) > 1
ǫ
. (3.20)
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Note that pt1 ∈ B 1
16
(p0) ∩Σt1 since
|pt1 − p0| ≤ Λη21 ≤
η0
2(1 + Λ)
≤ 1
16
.
FixK > 0 such that K > 12Λǫ and 2Kǫ <
1
16 . Check whether there exists a point
(x, t) ∈ Cx1,t(BKQ−11 (x1) ∩ Σt)× [t1 −
1
2
Q−21 , t1] (3.21)
satisfying |A|(x, t) > 2Q1. Here we define x1,t = xt(x−1t1 (x1)). Note that x1,t ∈ BKQ−11 (x1) ∩ Σt
since
|x1 − x1,t| ≤ Λ|t| ≤ 1
2
ΛQ−21 < KQ
−1
1 , ∀ t ∈ [t1 −
1
2
Q−21 , t1].
If there is no such point, then we stop. Otherwise, we can find a point, which we denote by (x2, t2),
satisfying (3.21) and Q2 := |A|(x2, t2) > 2Q1. Then we check whether there exists a point
(x, t) ∈ Cx2,t(BKQ−12 (x2) ∩ Σt)× [t2 −
1
2
Q−22 , t2] (3.22)
satisfying |A|(x, t) > 2Q2. We can also check that x2,t ∈ BKQ−12 (x2)∩Σt. If there is no such point,
then we stop. Otherwise, we can find a point which we denote by (x3, t3). Repeating the process, we
can find a sequence of points (xk, tk). Note that
tk ≥ t1 − 1
2
(
Q−2k−1 +Q
−2
k−2 + · · · +Q−21
)
≥ t1 − ǫ2 > −2η21
and the Euclidean distance
d(xk, p0) ≤ d(xk, xk−1) + d(xk−1, xk−2) + · · ·++d(x1, p0)
≤ K
(
Q−1k−1 +Q
−1
k−2 + · · ·+Q−11
)
+ d(x1, p0)
≤ 2Kǫ+ 1
16
≤ 1
8
≤ ρ¯,
where we choose K = ǫ−
1
2 and ǫ small. Since Qk := |A|(xk, tk) ≥ 2k−1Q1 → +∞ as k → +∞,
the process will stop at some finite k and we get a point (x¯, t¯) satisfying the following properties:
• (x¯, t¯) ∈ Cpt¯(Bρ¯(p0) ∩Σt¯)× (−2η21 , t1];
• |A|(x, t) ≤ 2|A|(x¯, t¯) for any point (x, t) ∈ Cx¯,t(BKQ¯−1(x¯) ∩ Σt) × [t¯ − 12Q¯−2, t¯], where
x¯,t := xt(x
−1
t¯
(x¯)) and Q¯ := |A|(x¯, t¯). Note that [t¯− 12Q¯−2, t¯] ⊂ [−2η21 , t1].
Step 4. We rescale the flow by
x˜(p, s) = Q¯
(
x(p, t¯+
s
Q¯2
)− x¯
)
, ∀ (p, s) ∈ Σ× [−(T + t¯)Q¯2, (T − t¯)Q¯2].
Then the rescaled flow Σ˜s := x˜s(Σ) is a mean curvature flow satisfying the following properties:
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• For any (x, s) ∈ C
x˜s(x˜
−1
0 (0))
(B
ǫ−
1
2
(0)∩Σ˜s)×[−12 , 0], we have |AΣ˜s |(x, s) ≤ 2 and |AΣ˜0 |(0, 0) =
1;
• For any r ∈ (0, ǫ− 12 ) we have the volume ratio
Vol(C0(Br(0) ∩ Σ˜0))
ωnrn
≤ 1 + 3δ.
Here we used (3.19), (3.20) and the facts that KQ¯−1 ≤ KQ−11 ≤ ǫ
1
2 < ρ1 when ǫ is small.
• The mean curvature of the flow Σ˜s satisfies |H˜| ≤ ΛQ¯−1.
Since ǫ → 0 and Q¯ → +∞, the flow C
x˜s(x˜
−1
0 (0))
(B
ǫ−
1
2
(0) ∩ Σ˜s)× [−12 , 0] converges smoothly to a
complete smooth minimal surface Σ∞ with supΣ∞ |AΣ∞ | ≤ 2, |AΣ∞ |(0) = 1 and volume ratio
Vol(Br(0) ∩ Σ∞)
ωnrn
≤ 1 + 3δ, ∀ r > 0.
If we choose δ = 13δ0 where δ0 = δ0(n) is the constant in Lemma 3.6, then Σ∞ is a hyperplane,
which contradicts |AΣ∞ |(0) = 1. The theorem is proved.
A direct corollary of Theorem 3.7 is the following long time pseudolocality theorem. The long-
time-pseudolocality type theorem originates from the study of the Ka¨hler Ricci flow by Chen-Wang(c.f.
Theorem 1.4 of Chen-Wang [8], or Proposition 4.15 and Remark 5.3 of Chen-Wang [11]). It will be
inspiring to compare the following theorem with its Ka¨hler Ricci flow counterpart.
Theorem 3.8 (Long-time, two-sided pseudolocality). For any r0 ∈ (0, 1], T > 0, there exist δ =
δ(n, r0, T ), ǫ = ǫ(n) > 0 with the following properties. Let {(Σn,x(t)),−T ≤ t ≤ T} be a closed
smooth embedded mean curvature flow (2.1). Assume that
(1) the second fundamental form satisfies |A|(x, 0) ≤ 1
r0
for any x ∈ Cp0(Br0(p0) ∩ Σ0) where
p0 = x0(p) for some p ∈ Σ;
(2) the mean curvature of {(Σn,x(t)),−T ≤ t ≤ T} is bounded by δ.
Then for any (x, t) ∈ Cpt(Σt ∩B 1
16
r0
(p0))× [−T, T ] where pt = xt(p), we have the estimate
|A|(x, t) ≤ 1
ǫr0
.
Proof. We apply Theorem 3.7 for Λ = δ, then we get the constant η(n, δ) and ǫ(n, δ). By (3.13), the
conclusion holds for any t ∈ [−T, T ] if
η(n, δ)r20
2(δ + δ2)
≥ 2T. (3.23)
Since η0(n) = limδ→0 η(n, δ) > 0, there exists a constant δ = δ(n, r0, T ) such that (3.23) holds.
Note that limδ→0 ǫ(n, δ) = ǫ0(n) > 0 by (3.12). Thus, the theorem is proved.
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3.2 Energy concentration property
In [5], Choi-Schoen showed the following energy concentration property for minimal surfaces. This
property says that the energy near a point with large curvature cannot be small .
Lemma 3.9. (Choi-Schoen [5]) Fix ρ ≤ 1. There is a number ǫ0 > 0 such that if Σ2 ⊂ R3 is a
minimal surface with ∂Σ ⊂ ∂Bρ(x) with |A|(x) ≥ ρ−1, then∫
B ρ
2
(x)∩Σ
|A|2 dµ ≥ ǫ0.
Motivated by Choi-Schoen’s result, we show that the energy concentration property holds for
mean curvature flow with bounded mean curvature by using the pseudolocality theorem.
Lemma 3.10 (Energy concentration). For any Λ,K, T > 0, there exists a constant ǫ(n,Λ,K, T ) >
0 with the following property. Let {(Σn,x(t)),−T ≤ t ≤ T} be a closed smooth embedded mean
curvature flow (2.1). Assume that maxΣt×[−T,T ] |H|(p, t) ≤ Λ. Then we have∫
Σ0∩BQ−1 (q)
|A|n dµ0 ≥ ǫ(n,Λ,K, T ) (3.24)
whenever q ∈ Σ0 with Q := |A|(q, 0) ≥ K.
Proof. Let x0 ∈ Σ0 such thatQ := |A|(x0, 0) ≥ K . We define the function f(x) = |A|(x, 0)d(x, ∂Ω)
on Ω := BQ−1(x0) ∩ Σ0. Here d denotes the Euclidean distance in Rn+1. Note that f = 0 on the
boundary ∂Ω, if ∂Ω 6= ∅, and f = 1 at the center point x0.
Case 1. maxΩ f < 10. We rescale the flow by x˜(p, t) = Q(x(p,Q
−2t) − x0) and let Ω˜ :=
B1(0)∩ Σ˜0, where Σ˜0 := x˜(0)(Σ). Note that the mean curvature of Σ˜t(−K2T ≤ t ≤ K2T ) satisfies
max
Σ˜t×[−K2T,K2T ]
|H˜|(p, t) ≤ Λ
Q
≤ Λ
K
, (3.25)
andmaxΩ˜ |A˜|d(x, ∂Ω˜) = maxΩ f < 10. Thus, we have |A˜|(x, 0) < 10d(x,∂Ω˜) for any x ∈ B1(0)∩ Σ˜0.
In particular, inside B 1
2
(0) ∩ Σ˜0 we have |A˜| < 20. Theorem 3.7 implies that there exists δ0 =
δ0(n,Λ,K, T ) ∈ (0, 1) such that |A˜|(p, t) ≤ 1δ0 for any t ∈ [−δ20 , δ20 ] and p ∈ Σ˜t∩Bδ0(0). Therefore,
there exists δ1 = δ1(n,Λ,K, T ) ∈ (0, δ0) such that we have all higher order curvature estimates in
Bδ1(0) ∩ Σ˜t for any t ∈ [−δ21 , δ21 ]. Note that |A˜|(0, 0) = 1, the higher order curvature estimates
implies that |A˜|(q, 0) ≥ 12 on Bδ2(0) ∩ Σ˜0 for some δ2(n,Λ,K, T ) ∈ (0, δ1). Therefore, we have∫
BQ−1 (x0)∩Σ0
|A|n dµ0 =
∫
B1(0)∩Σ˜0
|A˜|n dµ˜0 ≥
∫
Bδ2 (0)∩Σ˜0
|A˜|n dµ˜0
≥ 1
2n
VolΣ˜0(Bδ2(0) ∩ Σ˜0)
≥ 1
2n
· ωne−
Λδ2
K δn2 ,
where we used Lemma 3.5 in the last inequality.
Case 2. maxΩ f ≥ 10. Let y0 be the point where f achieve the maximum and Q′ := |A|(y0, 0).
Note that
Q′ ≥ 10
d(y0, ∂Ω)
≥ 10Q ≥ 10K.
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We rescale the flow by x˜(p, t) = Q′(x(p,Q′−2t)− x0) and we define
y˜0 := Q
′(y0 − x0), Ω˜ := BQ′Q−1(0) ∩ Σ˜0,
where Σ˜0 := x˜(0)(Σ). Then the function f˜(x, 0) := |A˜|(x, 0)d(x, ∂Ω˜) achieves the maximum at
the point y˜0 and the mean curvature of Σ˜t is bounded by
Λ
10K for any t ∈ [−Q′2T,Q′2T ]. Moreover,
|A˜|(y˜0, 0) = 1 and d(y˜0, ∂Ω˜) ≥ 10. For any x ∈ B1(y˜0) ∩ Σ˜0, we have
|A˜|(x, 0) ≤ d(y˜0, ∂Ω˜)
d(x, ∂Ω˜)
|A˜|(y˜0, 0) ≤ d(y˜0, ∂Ω˜)
d(y˜0, ∂Ω˜)− 1
≤ 2.
Then using the backward pseudolocality as in case 1, we obtain that∫
B1(y˜0)∩Σ˜0
|A˜|n dµ˜0 ≥ ǫ(n,Λ,K, T )
for some ǫ(n,Λ,K, T ) > 0.Using the scaling invariance, we have
∫
B
Q′−1 (y0)∩Σ0 |A|
n dµ0 > ǫ(n,Λ,K, T ).
By the definition of y0, we have Q
′−1 ≤ 110d(y0, ∂Ω). Therefore, BQ′−1(y0) ⊂ BQ−1(x0) and we
have the inequality ∫
BQ−1 (x0)∩Σ0
|A|n dµ0 > ǫ(n,Λ,K, T ).
The lemma is proved.
A direct corollary of Lemma 3.10 is the following result.
Corollary 3.11 (ǫ-regularity). There exists ǫ0(n) > 0 satisfying the following property. Suppose
{(Σn,x(t)),−1 ≤ t ≤ 1} is a closed smooth embedded mean curvature flow (2.1). Suppose that the
mean curvature satisfies maxΣt×[−1,1] |H|(p, t) ≤ 1. For any q ∈ Σ0, if∫
Σ0∩Br(q)
|A|n dµ0 ≤ ǫ0(n) (3.26)
for some r > 0, then we have
max
B r
2
(q)∩Σ0
|A| ≤ max{1, 2
r
}. (3.27)
Proof. For any p ∈ B r
2
(q) ∩ Σ0, if Q := |A|(p, 0) satisfies Q−1 < r2 and Q > 1, then by Lemma
3.10 we have ∫
Br(q)∩Σ0
|A|n dµ0 ≥
∫
B
Q−1 (p)∩Σ0
|A|n dµ0 ≥ ǫ0(n),
where ǫ0 is the constant determined by choosing K = Λ = 1 in Lemma 3.10. Therefore, we have
Q ≤ 1 or Q−1 ≥ r2 , which implies (3.27). The corollary is proved.
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3.3 Weak compactness
In this subsection, we focus on the case n = 2. As in Ricci flow [7], we study the refined sequence
of mean curvature flow, which can be viewed as a sequence blown up from a rescaled mean curvature
flow with bounded mean curvature and bounded energy.
Definition 3.12 (Refined sequences). Let {(Σ2i ,xi(t)),−1 ≤ t ≤ 1} be a one-parameter family of
closed smooth embedded surfaces satisfying the mean curvature flow equation (2.1). It is called a
refined sequence if the following properties are satisfied for every i :
(1) There exists a constant D > 0 such that d(Σi,t, 0) ≤ D, where d(Σ, 0) denotes the Euclidean
distance from the point 0 ∈ R3 to the surface Σ ⊂ R3.
(2) The mean curvature satisfies the inequality
lim
i→+∞
max
Σi,t×[−1,1]
|Hi|(p, t) = 0. (3.28)
(3) There is a uniform constant Λ such that∫
Σi,t
|Ai|2 dµi,t ≤ Λ, ∀ t ∈ [−1, 1]. (3.29)
(4) There is uniform N > 0 such that for all r > 0 and p ∈ R3 we have
r−2Areagi(t)(Br(p) ∩ Σi,t) ≤ N, ∀ t ∈ [−1, 1]. (3.30)
(5) There exist uniform constants r¯, κ > 0 such that for any r ∈ (0, r¯] and any p ∈ Σi,t we have
r−2Areagi(t)(Br(p) ∩ Σi,t) ≥ κ, ∀ t ∈ [−1, 1]. (3.31)
Proposition 3.13 (Weak compactness of refined sequences). If {(Σ2i ,xi(t)),−1 ≤ t ≤ 1} is a
refined sequence in the sense of Definition 3.12, then there exists a finite set of points S0 ⊂ R3 and
a smooth embedded minimal surface Σ∞ such that a subsequence of {(Σ2i ,xi(t)),−1 < t < 1}
converges in smooth topology, possibly with multiplicity at most N0, to {Σ∞} away from a finite set
S0 of at mostM0 points. The number N0 andM0 can be chosen as
N0 =
[
N
κ
]
+ 1, M0 =
[
Λ
ǫ0
]
+ 1, (3.32)
where [·] means the integer part of a nonnegative number, N,κ,Λ and ǫ0 are the numbers in (3.30),
(3.31), (3.29) and (3.26) respectively. Furthermore, the subsequence also converges to Σ∞ in (extrin-
sic) Hausdorff distance.
Proof. We follow the argument of compactness of minimal surfaces (c.f. White [47][48], or Colding-
Minicozzi [13]). Fix large ρ > 0 and let Ω = Bρ(0) ⊂ R3. By Property (1) in Definition 3.12, we
have Σi,0 ∩ Ω 6= ∅ for large ρ. For any U ⊂ Ω, we define the measures νi by
νi(U) =
∫
U∩Σi,0
|Ai|2 dµi,0 ≤ Λ.
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The general compactness of Radon measures implies that there is a subsequence, which we still denote
by νi, converges weakly to a Radon measure ν with ν(Ω) ≤ Λ.We define the set
S0 = {x ∈ Ω | ν(x) ≥ ǫ0},
where ǫ0 is the constant in Corollary 3.11. It follows that S0 contains at most Λǫ0 points, which is
independent of ρ. Given any y ∈ Ω\S0. There exists some s ∈ (0, 15) such that B10s(y) ⊂ Ω and
ν(B10s(y)) < ǫ0. Since νi → ν, for i sufficiently large we have∫
B10s(y)∩Σi,0
|Ai|2 dµi,0 < ǫ0.
Corollary 3.11 implies that for i sufficiently large we have the estimate
max
B5s(y)∩Σi,0
|A|(x, 0) ≤ max{1, 1
5s
} ≤ 1
5s
. (3.33)
Note that by Property (2) in Definition 3.12 the mean curvature of Σi,t tends to zero. By Theorem 3.8
there exists a universal constant ǫ > 0 such that for large i and any small s ∈ (0, 15) we have
max
B 1
16 r0
(y)∩Σi,t
|A|(x, t) ≤ 1
ǫr0
, ∀ t ∈ [−1, 1], (3.34)
where r0 = 5s. Therefore, we have all higher order estimates of the second fundamental form at
any point away from the singular set. By Theorem 2.6 and a diagonal sequence argument we can
show that a subsequence of {(Σ2i ,xi(t)),−1 < t < 1} converges in smooth topology, possibly with
multiplicities, to an embedded minimal surface Σ∞ away from the singular set S0. Property (4)-(5)
imply that the multiplicity of the convergence is bounded by some constant N0. The choice of N0
and M0 in (3.32) is clear from the above discussion. Since Σ∞ is minimal and the convergence is
smooth outside S0, the same argument as in Proposition 7.14 of Colding-Minicozzi [13] shows that
Σ∞ ∪ S0 is a smooth embedded minimal surface and the convergence is also in Hausdorff distance.
The proposition is proved.
To study the multiplicity, we define a function
Θ(x, r, t) := lim
i→+∞
Areagi(t)(Σi,t ∩Br(x))
πr2
, ∀ (x, t) ∈ Σ∞ × (−1, 1). (3.35)
Then the multiplicity at (x, t) ∈ Σ∞ × (−1, 1) is give by
m(x, t) := lim
r→0
Θ(x, r, t). (3.36)
It is clear that m(x, t) is an integer.
Lemma 3.14. Under the assumption of Proposition 3.13, the function m(x, t) is a constant integer on
Σ∞ × (−1, 1). Namely, m(x, t) is independent of x and t.
Proof. We divide the proof into several steps.
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Step 1. For each t ∈ (−1, 1), m(x, t) is constant on Σ∞\S0. Fix t0 ∈ (−1, 1) and x0 ∈ Σ∞\S0.
Since x0 is a regular point, there exists r0 > 0 such that for large i,
|A|(x, t0) ≤ 1
r0
, ∀ x ∈ Br0(x0) ∩ Σi,t0 . (3.37)
By Lemma 3.2, we can assume r0 small such that Br0(x0) ∩ Σ∞ can be written as a graph over the
tangent plane of Σ∞ at x0. Let r1 = r04 . For any p ∈ Br1(x0) ∩ Σi,t0 , we have B r02 (p) ⊂ Br0(x0).
Thus, (3.37) implies that
|A|(x, t0) ≤ 2
r0
, ∀ x ∈ B r0
2
(p) ∩ Σi,t0 . (3.38)
By Lemma 3.3 for any δ > 0 there exists ρ0 = ρ0(r0, δ) > 0 such that for any r ∈ (0, ρ0) and any
p ∈ Br1(x0) ∩ Σi,t0 we have
Areagi(t0)(Cp(Br(p) ∩ Σi,t0))
πr2
≤ 1 + δ. (3.39)
On the other hand, by Lemma 3.5 we can choose ρ0 small such that for any r ∈ (0, ρ0), on each
component of Br(p) ∩ Σi,t0 we obtain
Areagi(t0)(Cp(Br(p) ∩ Σi,t0))
πr2
≥ 1− δ. (3.40)
Suppose that Br1(x0) ∩ Σi,t0 has mi connected components, where mi is an integer bounded by a
constant independent of i by Proposition 3.13. After taking a subsequence of {Σi,t0} if necessary, we
can assume that mi are the same integer denoted by m with m ≥ 1. For any x ∈ B r1
2
(x0) ∩ Σ∞,
we denote by αx the normal line passing through x of Σ∞. Since each component of Br1(x0)∩Σi,t0
converges to Br1(x0) ∩ Σ∞ smoothly and Br1(x0) ∩ Σ∞ is a graph over the tangent plane of Σ∞ at
x0, αx intersects transversally each component of Σi,t0 at exactly one point. Suppose that
αx ∩
(
Br1(x0) ∩Σi,t0
)
= {p(1)i , p(2)i , · · · , p(m)i }.
Then (3.39) and (3.40) imply that for any integer j with 1 ≤ j ≤ m and any r ∈ (0, ρ0),
1− δ ≤
Areagi(t0)(Cp(j)i
(Br(p
(j)
i ) ∩Σi,t0))
πr2
≤ 1 + δ. (3.41)
Since for any 1 ≤ j ≤ m we have p(j)i → x and Cp(j)i (Br(p
(j)
i ) ∩ Σi,t0) converges smoothly to
Br(x) ∩ Σ∞, (3.41) implies that
m(1− δ) ≤ lim
i→+∞
Areagi(t0)(Br(x) ∩Σi,t0)
πr2
≤ m(1 + δ). (3.42)
In other words, for any x ∈ B r1
2
(x0) ∩ Σ∞ and any r ∈ (0, ρ0) we have
m(1− δ) ≤ Θ(x, r, t0) ≤ m(1 + δ). (3.43)
Taking r → 0 in (3.43), we have
m(x, t0) = m, ∀ x ∈ B r1
2
(x0) ∩ Σ∞.
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By the connectedness of Σ∞\S0, we know that m(x, t0) is constant on Σ∞\S0.
Step 2. For each t ∈ (−1, 1), m(x, t) is constant on Σ∞. It suffices to consider a singular point
p0 ∈ S0. Fix t0 ∈ (−1, 1). Suppose that Br(p0) ∩ Σ∞ has no other singular points except p0 for any
r ∈ (0, r0). Then all points in (Br(p0)\Bǫ(p0)) ∩ Σ∞ are regular and (Br(p0)\Bǫ(p0)) ∩ Σi,t0 has
m connected components. Thus, we have
Areagi(t0)(Σi,t0 ∩Br(p0)) ≤ Areagi(t0)(Σi,t0 ∩ (Br(p0)\Bǫ(p0))) + Areagi(t0)(Σi,t0 ∩Bǫ(p0))
≤ Areagi(t0)(Σi,t0 ∩ (Br(p0)\Bǫ(p0))) +Nǫ2, (3.44)
where we used (3.30) in the last inequality. Since each component of Σi,t0 ∩ (Br(p0)\Bǫ(p0)) con-
verges to (Br(p0)\Bǫ(p0)) ∩ Σ∞ smoothly, we have
lim
i→+∞
Areagi(t0)(Σi,t0 ∩ (Br(p0)\Bǫ(p0))) = mAreag∞(Σ∞ ∩ (Br(p0)\Bǫ(p0))), (3.45)
wherem is the number of components of Σi,t0∩(Br(p0)\Bǫ(p0)). Note thatm is also the multiplicity
at each regular point in Σ∞ by Step 1. Combining (3.44) with (3.45), we have
mAreag∞(Σ∞ ∩ (Br(p0)\Bǫ(p0)))
≤ lim
i→+∞
Areagi(t0)(Σi,t0 ∩Br(p0))
≤ mAreag∞(Σ∞ ∩ (Br(p0)\Bǫ(p0))) +Nǫ2. (3.46)
Taking ǫ→ 0 in (3.46), we have
lim
i→+∞
Areagi(t0)(Σi,t0 ∩Br(p0)) = mAreag∞(Σ∞ ∩Br(p0)). (3.47)
Thus, we have
m(p0, t0) = lim
r→0
Areagi(t0)(Σi,t0 ∩Br(p0))
πr2
= m lim
r→0
Areag∞(Σ∞ ∩Br(p0))
πr2
= m.
This implies that the multiplicity of each singular point is the same as that of any regular point.
Step 3. m(x, t) is constant in t. Let x0 ∈ Σ∞ and ǫi := maxΣi,t |H| → 0. Similar to the proof of
(3.5), for any t1, t2 ∈ (−1, 1) we have
|xi(p, t2)− x0| ≤ |xi(p, t1)− x0|+ ǫi|t1 − t2|. (3.48)
Thus, we have
x(t1)
−1(Br(x0) ∩ Σi,t1) ⊂ x(t2)−1(Br1(x0) ∩ Σi,t2), (3.49)
where
r1 = r + ǫi|t2 − t1|. (3.50)
Recall that the evolution of area element along mean curvature flow is dominated by |H|2 as in (3.3).
Therefore (3.49) implies that
Areagi(t1)(Br(x0) ∩ Σi,t1) ≤ eǫ
2
i |t2−t1|Areagi(t2)(Br1(x0) ∩ Σi,t2). (3.51)
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Combining (3.51) with (3.50), we have
Θ(x0, r, t1) = lim
i→+∞
Areagi(t1)(Br(x0) ∩ Σi,t1)
πr2
≤ lim
i→+∞
eǫ
2
i |t2−t1|Areagi(t2)(Br1(x0) ∩ Σi,t2)
πr2
= lim
i→+∞
Areagi(t2)(Br1(x0) ∩ Σi,t2)
πr2
= Θ(x0, r, t2). (3.52)
Letting r → 0 in (3.52), we have
m(x0, t1) ≤ m(x0, t2).
Since t1 and t2 are arbitrary in (−1, 1), we have that m(x, t) is constant in t.
4 Multiplicity-one convergence of the rescaled mean curvature flow
In this section, we show that a rescaled mean curvature flow with mean curvature exponential decay
will converge smoothly to a plane with multiplicity one.
Theorem 4.1. Let {(Σ2,x(t)), 0 ≤ t < +∞} be a rescaled mean curvature flow
(∂x
∂t
)⊥
= −
(
H − 1
2
〈x,n〉
)
n (4.1)
satisfying
d(Σt, 0) ≤ D, and max
Σt
|H(p, t)| ≤ Λ0e−
t
2 (4.2)
for two constants D,Λ0 > 0. Then there exists a sequence of times tj → +∞ such that Σtj converge
in smooth topology to a plane passing through the origin with multiplicity one.
We sketch the proof of Theorem 4.1. First, we show the weak compactness for any sequence of
the rescaled mean curvature flow in Lemma 4.2. Suppose that the multiplicity is at least two. By using
the decomposition of spaces(c.f. Definition 4.4) we can select a special sequence {ti} in Lemma 4.8.
This special sequence is needed to control the upper bound of the function wi by using the parabolic
Harnack inequality (c.f. Lemma 4.14). Then we can take the limit for the function wi and obtain a
positive function w with uniform bounds(c.f. Proposition 4.9). The function w satisfies the linearized
rescaled mean curvature flow equation. The bounds of w imply the L-stability of the limit plane (c.f.
Lemma 4.16 and Lemma 4.17). However, the plane is not L-stable and we obtain a contradiction.
4.1 Convergence away from singularities
Lemma 4.2. Under the assumption of Theorem 4.1, for any sequence ti → +∞, there is a plane Σ∞
passing through the origin and a finite set S0 ⊂ Σ∞ of points satisfying the following properties. For
any T > 0, there is a subsequence, still denoted by {ti}, such that {Σti+t,−T < t < T} converges in
smooth topology, possibly with multiplicities at most N0, to the plane Σ∞ away from the space-time
singular set S = {(x, t) | t ∈ (−T, T ), x ∈ e t2S0}.
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Proof. The proof divides into the following steps.
Step 1. The energy of Σt is uniformly bounded along the flow (4.1). In fact, we rescale the flow
Σt by
s = 1− e−t, Σˆs =
√
1− sΣ− log(1−s) (4.3)
such that {Σˆs, 0 ≤ s < 1} is a mean curvature flow satisfying (2.1). Moreover, the mean curvature Hˆ
of Σˆs satisfies
max
Σˆs
|Hˆ| = 1√
1− s maxΣt |H| = e
t
2 max
Σt
|H| ≤ Λ0, (4.4)
where we used the assumption (4.2). Note that the scalar curvature Sˆ of Σˆs satisfies Sˆ = Hˆ
2 − |Aˆ|2,
where Aˆ denotes the second fundamental form of Σˆs. By the Gauss-Bonnet theorem we have∫
Σˆs
|Aˆ|2 dµˆs =
∫
Σˆs
|Hˆ|2 dµˆs − 4πχ(Σ0) ≤ Λ20Area(Σ0)− 4πχ(Σ0) =: Λ. (4.5)
where we used the fact that Area(Σˆs) is non-increasing in s. Here χ(Σ) denotes the Euler character-
istic of Σ. Therefore, by Lemma 2.3 the energy of Σt satisfies the inequality∫
Σt
|A|2 dµt ≤ Λ. (4.6)
Step 2. For any sequence ti → +∞, we can obtain a refined sequence converging to a limit
minimal surface Σ˜∞. For any sequence ti → +∞, we can rescale the flow Σt by
s = 1− e−(t−ti), Σ˜i,s =
√
1− s Σti−log(1−s) (4.7)
such that for each i the flow {Σ˜i,s, 1− eti ≤ s < 1} is a mean curvature flow satisfying (2.1) with the
following properties:
(a). For any small λ > 0, the mean curvature of Σ˜i,s satisfies
lim
i→+∞
max
Σ˜i,s×[1−eti ,1−λ]
|H˜i|(p, s) = 0;
(b). The energy of Σ˜i,s satisfies (4.6);
(c). Uniform upper bound on the area ratio;
(d). Uniform lower bound on the area ratio;
(e). There exists a constant D′ > 0 such that d(Σ˜i,s, 0) ≤ D′ for any i.
In fact, Property (a) and (e) follow from the assumption (4.2), and Property (b) follows from (4.6).
Property (c) follows from Lemma 2.1 and Lemma 2.3, and Property (d) follows directly from Lemma
3.5. Therefore, by Definition 3.12 for any T0 > 2, small λ ∈ (0, 1) and any s0 ∈ [−T0 + 1,−λ]
the sequence {Σ˜i,s0+τ ,−1 < τ < 1} is a refined sequence. By Proposition 3.13 a subsequence of
{Σ˜i,s0+τ ,−1 < τ < 1} converges in smooth topology, possibly with multiplicity at most N0, to a
smooth embedded minimal surface Σ˜∞ away from a finite set of points S˜ = {q1, · · · , ql} such that
l ≤
[
Λ
ǫ0
]
+ 1 =M0, (4.8)
where we used (3.32) and (4.6).
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Claim 4.3. Under the above assumptions, there exists a subsequence of {Σ˜i,s,−T0 < s < 1 − λ}
such that it converges in smooth topology, possibly with multiplicity at most N0, to the limit minimal
surface Σ˜∞ away from the singular set S˜ = {q1, · · · , ql}. Furthermore, Σ˜∞ and S˜ are independent
of T0 and λ.
Proof. Let T0 = N + β where N ∈ N, N ≥ 2 and β ∈ [0, 1). For the interval I0 := (−2, 0),
we have a subsequence of {ti}, which we denote by {i(1)k }, such that {Σ˜i(1)k ,s, s ∈ I0} converges in
smooth topology, possibly with multiplicity at most N0, to a limit minimal surface Σ˜∞ away from a
singular set S˜ = {q1, · · · , ql}. Consider the interval I ′0 := (−1 − λ, 1 − λ) with λ ∈ (0, 1). Since
I ′0∩I0 6= ∅, we can take a further subsequence of {i(1)k }, denoted by {i(2)k }, such that {Σ˜i(2)
k
,s
, s ∈ I ′0}
converges to the same limit surface Σ˜∞ away from the same singular set S˜ . Similarly, we consider
I2 = (−2 − β,−β). Since I0 ∩ I2 6= ∅, we can take a subsequence of {i(2)k }, denoted by {i(3)k },
such that {Σ˜
i
(3)
k
,s
, s ∈ I2} converges to the same limit surface Σ˜∞ away from the same singular set
S˜ . Repeating this process for the interval Ij = (−j − β,−j − β + 2) for j = 3, · · · , N and we get a
subsequence {i(N+1)k } of {ti}, such that {Σ˜i(N+1)k ,s,−T0 < s < 1 − λ} converges to Σ˜∞ away from
S˜ . By the construction of Σ˜∞ and S˜ , we know that Σ˜∞ and S˜ are independent of the choice of T0
and λ. The Claim is proved.
Step 3. Each limit Σ˜∞ must be a plane through the origin. In fact, by Huisken’s monotonicity
formula, along the rescaled mean curvature flow (4.1) we have
d
dt
∫
Σt
e−
|x|2
4 dµt = −
∫
Σt
e−
|x|2
4
∣∣∣H − 1
2
〈x,n〉
∣∣∣2 dµt. (4.9)
This implies that ∫ ∞
0
∫
Σt
e−
|x|2
4
∣∣∣H − 1
2
〈x,n〉
∣∣∣2 dµt < +∞.
For any ti → +∞, we rescale the flow (4.1) by (4.7) such that for each i the flow {Σ˜i,s, 1− eti ≤ s <
1} is a mean curvature flow satisfying (2.1) and we denote the solution by x˜i,s. Therefore, for fixed
T0 > 0, small λ > 0 and large i we have
lim
i→+∞
∫ 1−λ
−T0
ds
∫
Σ˜i,s
e
− |x˜i,s|
2
4(1−s)
∣∣∣H˜i − 1
2(1 − s)〈x˜i,s,n〉
∣∣∣2 dµ˜i,s
= lim
ti→+∞
∫ ti−log λ
ti−log(1+T0)
∫
Σt
e−
|x|2
4
∣∣∣H − 1
2
〈x,n〉
∣∣∣2 dµt = 0.
Since {Σ˜i,s,−T0 < s < 1− λ} converges locally smoothly, possibly with multiplicity at most N0, to
Σ˜∞ away from S˜ , we have∫ 1−λ
−T0
ds
∫
Σ˜∞
e
− |x˜∞|
4(1−s)
∣∣∣H˜ − 1
2(1− s)〈x˜∞,n〉
∣∣∣2 dµ˜∞,s = 0.
Therefore, {(Σ˜∞, x˜∞(p, s)),−T0 < s < 1− λ} satisfies the equation
H˜ − 1
2(1− s)〈x˜∞,n〉 = 0
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Figure 1: Decomposition of the space
away from the singular set S˜. Since Σ˜∞ is a smooth embedded minimal surface, we have H˜ =
〈x˜∞,n〉 = 0. By Lemma 2.2 we know Σ˜∞ must be a plane passing through the origin. Let xi(p, t) =
x(p, ti+t) and Σi,t = Σti+t. Since {Σ˜i,s,−T0 < s < 1−λ} converges locally smoothly to Σ˜∞ away
from S˜ , the flow {Σi,t,− log(1 + T0) < t < − log λ} also converges locally smoothly to the plane
Σ˜∞ away from the singular set S = {(x, t) | t ∈ (− log(1 + T0),− log λ), x ∈ e t2 S˜}.Moreover, by
Claim 4.3 Σ˜∞ and S˜ are independent of T0 and λ. The lemma is proved.
4.2 Decomposition of spaces and a “monotone decreasing” quantity
Note that if one limit plane in Lemma 4.2 has multiplicity one, then the proof of Theorem 4.1 is done.
Therefore, we can assume that every limit plane has multiplicity more than one. Consequently, we
can decompose the space as follows.
Definition 4.4. (1). We define the set S = S(ǫ,Σt) = {y ∈ Σt | |y| < ǫ−1, |A|(y, t) > ǫ−1}.
(2). The ball Bǫ−1(0) can be decomposed into three parts as follows:
• the high curvature part H, which is defined by H = H(ǫ,Σt) = {x ∈ R3 | |x| <
ǫ−1, d(x,S) < ǫ2}. Here d denotes the Euclidean distance in R3.
• the thick part TK, which is defined by
TK = TK(ǫ,Σt)
=
{
x ∈ R3
∣∣∣ |x| < ǫ−1, there is a continuous curve γ ⊂ Bǫ−1(0)\(H ∪ Σt)
connecting x and some y with B(y, ǫ) ⊂ Bǫ−1(0)\(H ∪ Σt)
}
.
• the thin part TN, which is defined by TN = TN(ǫ,Σt) = Bǫ−1(0)\(H ∪TK).
We remind the readers that the decomposition in the above definition depends on the fact that the
limit plane has multiplicity more than one. Intuitively, the high curvature part H is the neighborhood
of points with large second fundamental form(c.f. Figure 1). The thin partTN is the domain between
the top and bottom sheets. The thick part is the union of path connected components of the domain
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Figure 2: Decomposition in the limit space
“outside” the sheets. Note that in the above definition, the existence of curve γ is to guarantee the
path-connectedness. Because of the boundary issue, some points in TK may be very close to the
points in TN orH.
Remark 4.5. The decomposition of space is motivated by the decomposition of Ricci flow time slices
in Chen-Wang [8].
Lemma 4.6. For each fixed ǫ, we have lim
t→∞ |TN(ǫ,Σt)| = 0. Here the notation |Ω| denotes the
volume of Ω with respect to the standard metric on R3.
Proof. For otherwise, we can find an ǫ and a sequence ti →∞ such that
lim
i→∞
|TN(ǫ,Σti)| ≥ κ0 > 0. (4.10)
However, Σti converges locally smoothly to a plane Σ∞ passing through the origin away from the
singular set S0 ⊂ Σ∞. Therefore, the sets S(ǫ,Σti) converge to S0 as i → +∞. Without loss of
generality, we can assume that Σ∞ is determined by x3 = 0 and the singular set S0 = {(1, 0, 0)}.
Then the high curvature parts H(ǫ,Σti) converge to B ǫ2 ((1, 0, 0))(c.f. Figure 2).
Note that Bǫ−1(0)\(Σ∞ ∪B ǫ2 ((1, 0, 0))) contains two parts Bˆ+ ∪ Bˆ−, where
Bˆ+ =
{
(x1, x2, x3)
∣∣∣ x21 + x22 + x23 < ǫ−2, (x1 − 1)2 + x22 + x23 > ǫ24 , x3 > 0
}
,
Bˆ− =
{
(x1, x2, x3)
∣∣∣ x21 + x22 + x23 < ǫ−2, (x1 − 1)2 + x22 + x23 > ǫ24 , x3 < 0
}
.
Fix an arbitrary point x ∈ Bˆ+. It is not hard to see that x can be connected to (0, 0, 1) by a continuous
curve γ ⊂ Bˆ+. Furthermore, it is clear that Bǫ((0, 0, 1)) ∩ Bǫ((1, 0, 0)) = ∅. Similar argument
applies for Bˆ−. Therefore, we see that Bˆ+ ∪ Bˆ− are contained in the limit of TK(ǫ,Σti). Recall
that H(ǫ,Σti) converges to B ǫ2 ((1, 0, 0)). Following the definition of TN, the Hausdorff limit of
TN(ǫ,Σti) is a subset of (Bǫ−1(0)∩Σ∞)\B ǫ2 ((1, 0, 0)). Thus, for large ti we know TN(ǫ,Σti) lies
in a small neighborhood of (Bǫ−1(0)∩Σ∞)\B ǫ2 ((1, 0, 0)). In other words, for any δ > 0 and large ti
we have TN(ǫ,Σti) ⊂ Ωǫ,δ, where
Ωǫ,δ =
{
(x1, x2, x3) ∈ Bǫ−1(0)
∣∣∣ (x1 − 1)2 + x22 + x23 ≥ ǫ216 , |x3| < δ
}
.
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Then for large ti,
|TN(ǫ,Σti)| ≤ |Ωǫ,δ|. (4.11)
Taking i→∞ in (4.11) we have that the limit of |TN(ǫ,Σti)| is arbitrary small. This contradicts the
assumption (4.10).
It is not hard to observe that
Lemma 4.7. If Σ∞ has multiplicity more than one, then for sufficiently large ti we have
|TN(ǫ,Σti)| > 0.
Proof. Since Σt is embedded and Σti converges locally smoothly to the limit plane Σ∞, all compo-
nents of (Σti ∩Bǫ−1(0))\H(ǫ,Σti ) lie in the ǫ2 -neighborhood of the plane Σ∞ for large ti. If Σ∞ has
multiplicity more than one, the space between the top and bottom sheets of (Σti∩Bǫ−1(0))\H(ǫ,Σti )
belongs to TN. Thus, by the definition of TN we have that TN(ǫ,Σti) is nonempty and
|TN(ǫ,Σti)| > 0.
However, in general we do not know whether |TN(ǫ,Σt)| is a continuous function of t, but we
can choose ti carefully such that |TN(ǫ,Σt)| is bounded on a time interval. Combining Lemma 4.6
with Lemma 4.7, we have
Lemma 4.8. There is a sequence of times ti →∞ such that
sup
ti≤t≤ti+i
|TN(ǫ,Σt)| ≤ 2|TN(ǫ,Σti)|. (4.12)
Proof. By Lemma 4.7 we can find s1 ≥ 1 such that
|TN(ǫ,Σs1)| > 0. (4.13)
We search for time t ∈ [s1, s1 + 1] satisfying |TN(ǫ,Σt)| > 2|TN(ǫ,Σs1)|. If no such time exists,
then we set t1 = s1. Otherwise, we choose such a time and denote it by s
(1)
1 . Then we search the time
interval [s
(1)
1 , s
(1)
1 + 1]. Inductively, we search [s
(k)
1 , s
(k)
1 + 1]. If we have
sup
t∈[s(k)1 ,s(k)1 +1]
|TN(ǫ,Σt)| ≤ 2|TN(ǫ,Σs(k)1 )|,
then we denote t1 = s
(k)
1 and stop the searching process. Otherwise, we choose a time s
(k+1)
1 ∈
[s
(k)
1 , s
(k)
1 + 1] with more than doubled |TN| value and continue the process. Note that
|TN(ǫ,Σ
s
(k)
1
)| ≥ 2k|TN(ǫ,Σs1)| → ∞, as k →∞,
where we used (4.13). Since by Lemma 4.6 |TN(ǫ,Σt)| tends to zero , this process must stop in finite
steps. After we find t1, set s
(0)
2 = t1+1 and continue the previous process to find time in [s
(0)
2 , s
(0)
2 +2]
with more than doubled |TN|-value, with slight change that the time-interval has length 2. Similarly,
for some finite k, we have
sup
t∈[s(k)2 ,s(k)2 +2]
|TN(ǫ,Σt)| ≤ 2|TN(ǫ,Σs(k)2 )|.
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Then we define t2 = s
(k)
2 . Inductively, after we find tl, we set s
(0)
l+1 = tl+ l. Then we start the process
to search time in [s
(0)
l+1, s
(0)
l+1+ l+1] with more than doubled |TN| value. This process is well defined.
From its construction, it is clear that ti →∞ and satisfies (4.12). The lemma is proved.
Let O(3) be the group of all rotations in R3. It is clear that O(3) is compact and preserves many
geometric quantities including distance, mean curvature and second fundamental form. Suppose x(t)
is a rescaled mean curvature flow solution of (4.1), then σ ◦ x is again a solution of (4.1) for each
fixed σ ∈ O(3). Therefore, up to rotations, we can always assume the limit plane in Lemma 4.2
to be a horizonal plane. For if Σi,t converges to some plane P
′ passing through the origin, we can
choose a rotation σ such that σ(P ′) is a horizontal plane. Then it is clear that σ ◦ Σi,t converges to
the horizontal plane σ(P ′). It is also important to note that the quantities defined in Definition 4.4
are invariant under the action of σ ∈ O(3). Consequently, for the flow σ ◦ Σi,t, the estimate (4.12)
becomes
sup
ti≤t≤ti+i
|TN(ǫ, σ ◦ Σt)| ≤ 2|TN(ǫ, σ ◦ Σti)|.
Therefore, replacing Σi,t by σ ◦ Σi,t if necessary, we can always assume the limit plane is horizontal
and (4.12) holds.
4.3 Construction of auxiliary functions
Let P be the horizontal plane
P := {(x1, x2, x3) |x3 = 0} ⊂ R3. (4.14)
For each pair of fixed positive numbers r1, r2 with r1 < r2, we define
Ann(r1, r2) :=
(
Br2(0)\Br1(0)
)
∩ P. (4.15)
Based on the choice of ǫ and subsequences in Lemma 4.8, on Ann(ǫ, ǫ−1)× [0,∞), we shall construct
an auxiliary smooth function w which will be used to show the L-stability of the plane P in the next
subsection(c.f. Lemma 4.16 and Lemma 4.17). The existence of such w, which is the main result of
this subsection, is provided by the the following proposition.
Proposition 4.9. Under the assumption of Theorem 4.1, if the multiplicity of the convergence is at least
two, then for each sufficiently small ǫ > 0, we can find a smooth function w defined on Ann(ǫ, ǫ−1)×
[0,∞) such that
∂w
∂t
= Lw := ∆0w − 1
2
〈x,∇w〉 + 1
2
w, (4.16)
where∆0 is the standard Laplacian operator on the plane P. Furthermore, there is a constant C > 0
independent of t such that
0 < w(x, t) < C, ∀ (x, t) ∈ Ann(ǫ, ǫ−1)× [0,∞), (4.17)
w(x, 0) >
1
C
, ∀ x ∈ Ann(ǫ, ǫ−1). (4.18)
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The function w in (4.16) is the renormalized “height-difference” function. Its existence boils down
to the discussion in subsection 4.1 and subsection 4.2. In summary, before we prove Proposition 4.9,
we already have the following properties in the remainder discussion in this subsection.
(1). ǫ is fixed.
(2). The sequence {ti} is chosen as in Lemma 4.8. Thus, the volume ofTN increases slowly in the
sense that
sup
ti≤t≤ti+i
|TN(ǫ,Σt)| ≤ 2|TN(ǫ,Σti)|. (4.19)
(3). For any T > 0, there is a subsequence, still denoted by {ti}, such that {Σi,t,−T < t < T}
converges to a limit flow, with multiplicity N0, on the plane
Σ∞ = P = {(x1, x2, x3) |x3 = 0} ⊂ R3. (4.20)
Here we assumed Σi,t = Σti+t as before. The convergence is smooth away from S =
{(x, t) | x ∈ St, t ∈ (−T, T )}, which satisfies
St = e
t
2S0, (4.21)
The set S0 = {p1, p2, · · · , pl} satisfies
l ≤M0, (4.22)
whereM0 is the constant in the right-hand side of (4.8).
(4). By Lemma 4.2, the limit plane P and S0 are independent of the choice of T. In other words, for
different T we have different subsequences of {Σi,t,−T < t < T} but these two subsequences
converge to the same limit plane P with the same S0.
The following lemma is a direct consequence of (4.21).
Lemma 4.10. There exists tǫ > 0 depending only on ǫ and S0 such that
Ann(ǫ, ǫ−1) ∩ St = ∅, ∀ t > tǫ. (4.23)
Furthermore, if 0 /∈ S0, then (4.23) can be improved as(
Bǫ−1(0) ∩ P
)
∩ St = ∅, ∀ t > tǫ. (4.24)
Proof. In light of (4.21), all points in St\{0} will move further away from the point {0} when t is
increasing. Set
minS0 := min{|y| | y ∈ S0\{0}} > 0, tǫ := 2 log 1
ǫminS0 . (4.25)
Then for any t ≥ tǫ and any y0 ∈ S0\{0} we have e t2 |y0| ≥ ǫ−1. This implies that
(St\{0}) ∩Bǫ−1(0) = ∅, ∀ t > tǫ. (4.26)
Then both (4.23) and (4.24) follow from (4.26).
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Figure 3: An alternate base point of the limit plane
For the convergence from Σi,t to Σ∞, it is clear that the origin 0 is a natural base point. It is
possible that 0 ∈ S0. If this is the case, then 0 ∈ St for each t, which is very different from all
other singular points in S0 by Lemma 4.10. Therefore, if 0 ∈ S0, it is essential in the sense that it
cannot be perturbed away by varying t. However, for later application, we prefer to choose a base
point uniformly away from singular set, whose existence is guaranteed by the following lemma.
Lemma 4.11. There exists a point x0 ∈ Ann(2ǫ, 1) such that
(B4ǫ(x0) ∩ Σ∞) ∩ St = ∅, ∀ t ∈ (−∞,∞). (4.27)
Proof. Denote by γj = {spj | s ≥ 0}, where pj is any point in S0 = {p1, p2, · · · , pl}. It is clear that
γj is the ray passing through pj with the initial point 0 if pj 6= 0 and γj = {0} if pj = 0. Recall
that the number of points in S0 is uniformly bounded by (4.8) and ǫ is very small, we can find a point
x0 ∈ Ann(2ǫ, 1) such that
(B4ǫ(x0) ∩ Σ∞) ∩ (∪lj=1γj) = ∅. (4.28)
One can see Figure 3 for intuition, where the case l = 3 was illustrated. Then (4.27) follows from the
combination of (4.21) and (4.28).
Fix an interval I = (−T, T ) and choose t ∈ I . By (4.27), it is clear that the convergence from Σi,t
to Σ∞ around point x0 is smooth with multiplicity N0. Let αx0 be the vertical line passing through
x0 ∈ P . For large i, we have
Σi,t ∩ αx0 =
{
z
(1)
i,t , z
(2)
i,t , · · · , z(N0)i,t
}
, (4.29)
where the points z
(j)
i,t are ordered increasingly by their x3-coordinates. Namely, we have
x3
(
z
(1)
i,t
)
< x3
(
z
(2)
i,t
)
< · · · < x3
(
z
(N0)
i,t
)
. (4.30)
Note that near x0, the smooth convergence guarantees that the normal directions of Σi,t are almost
perpendicular to the horizontal plane P . Therefore, the vertical line αx0 intersects Σi,t transversally.
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Together with the embeddedness of Σi,t, this forces that all the inequalities in (4.30) are strict. By
Lemma 3.14, the multiplicity is independent of time. Therefore, for large i, (4.30) holds for each
t ∈ (−T, T ). In particular, we have
x3
(
z
(j)
i,t
)
< x3
(
z
(k)
i,t
)
, ∀ t ∈ (−T, T ); ⇔ x3
(
z
(j)
i,0
)
< x3
(
z
(k)
i,0
)
. (4.31)
We define
Ωǫ(t) := (Σ∞ ∩Bǫ−1(0))\ ∪p∈St Bǫ(p), (4.32)
Ωˆǫ(t) := {(x1, x2, x3) ∈ R3 | (x1, x2, 0) ∈ Ωǫ(t), x3 ∈ R}, (4.33)
Ωǫ(I) :=
⋂
t∈I
Ωǫ(t). (4.34)
By its definition in (4.32), it is clear that the convergence around Ωǫ(t) is smooth. Therefore, Σi,t ∩
Ωˆǫ(t) is a multi-sheet graph of exactly N0 sheet(c.f. Lemma 3.14). We define the connected compo-
nent of Σi,t ∩ Ωˆǫ(t) to be the j-th sheet if this component contains the point z(j)i,t . By (4.30), we know
that this is well defined and the choice of j is independent of time. Furthermore, each component of
Σi,t ∩ Ωˆǫ(t) is a graph of smooth functions u(j)i (·, t) over Ωǫ(t) such that
u
(1)
i (q, t) < u
(2)
i (q, t) < · · · < u(N0)i (q, t), ∀ q ∈ Ωǫ(t), t ∈ (−T, T ). (4.35)
According to their construction, it is clear that
u
(j)
i (x
′
0, t) = x3
(
z
(j)
i,t
)
, ∀ j ∈ {1, 2, · · · , N0},
where x′0 is the orthogonal projection image of x0 from R
3 to the horizontal plane P = Σ∞. The
j-th component of Σi,t ∩ Ωˆǫ(t) is called top sheet if j = N0 and it is called bottom sheet if j = 1.
For simplicity of notation, let u+i (x, t) and u
−
i (x, t) be the functions representing the top and bottom
sheets, i.e.,
u+i (x, t) := u
(N0)
i (x, t), u
−
i (x, t) := u
(1)
i (x, t). (4.36)
Then we denote the graphs of u±i (x, t) over Ωǫ by Σ
±
i,t respectively. It is not hard to see that u
±
i (x, t)
satisfy an evolution equation determined by the rescaled mean curvature flow. We write down the
details for the convenience of the readers.
Lemma 4.12. The functions u+i (x, t) and u
−
i (x, t) satisfy the equation on Ωǫ(I)× I
∂u
∂t
= ∆0u− ∇
2u(∇u,∇u)
1 + |∇u|2 −
1
2
〈x,∇u〉+ u
2
. (4.37)
Proof. Let Ω ⊂ P = {(x1, x2, x3) |x3 = 0}. Consider the graph of the function u : Ω× I → R
Graphu = {(x1, x2, u(x1, x2, t)) | (x1, x2) ∈ Ω, t ∈ I}.
The upward pointing unit normal and the mean curvature are given by
n =
(−ux1 ,−ux2 , 1)√
1 + |∇u|2 , H = −div
( ∇u√
1 + |∇u|2
)
(4.38)
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respectively. Thus, we have
H − 1
2
〈x,n〉 = −div
( ∇u√
1 + |∇u|2
)
+
x1ux1 + x2ux2 − u
2
√
1 + |∇u|2 , (4.39)
where x = (x1, x2, u(x1, x2, t)) denotes a point on Graphu. On the other hand, we have
〈∂x
∂t
,n〉 = ∂u
∂t
1√
1 + |∇u|2 . (4.40)
Combining (4.39) and (4.40) with the equation of rescaled mean curvature flow (1.2), we have
∂u
∂t
=
√
1 + |∇u|2div
( ∇u√
1 + |∇u|2
)
− 1
2
〈x,∇u〉+ u
2
, (4.41)
where x = (x1, x2, 0) ∈ Ω and 〈x,∇u〉 = x1ux1 + x2ux2 . Direct calculation shows that (4.41)
implies (4.37). Note that u+i (x, t) and u
−
i (x, t) denote the graph functions ofΣ
+
i,t andΣ
−
i,t respectively.
Therefore, u+i (x, t) and u
−
i (x, t) satisfy (4.37). The lemma is proved.
Let ui = u
+
i − u−i and fi,s = u−i + sui for s ∈ [0, 1]. Then fi,0 = u−i and fi,1 = u+i . We define
G(s) :=
∇2fi,s(∇fi,s,∇fi,s)
1 + |∇fi,s|2 .
Therefore, we have
G(1)−G(0) =
∫ 1
0
∂G(s)
∂s
ds = apqui,pq + b
pui,p, (4.42)
where
apq =
∫ 1
0
(
(1 + |∇fi,s|)−1∇pfi,s∇qfi,s
)
ds, (4.43)
bp =
∫ 1
0
(
2(1 + |∇fi,s|)−1∇k∇pfi,s∇kfi,s
−2(1 + |∇fi,s|)−2∇pfi,s∇2fi,s(∇fi,s,∇fi,s)
)
ds. (4.44)
Combining (4.37) with (4.42), we get the equation of ui
∂ui
∂t
= ∆0ui − 1
2
〈x,∇ui〉+ ui
2
− apqui,pq − bpui,p (4.45)
for any (x, t) ∈ Ωǫ(I) × I . Since Σ+i,t and Σ−i,t converge locally smoothly to Σ∞ as i → +∞, all
derivatives of u+i and u
−
i converge to zero on Ωǫ(I) × I . Therefore, by the expression (4.43)-(4.44)
all Ck,α norms of apq and bp are uniformly bounded when ti is large and tends to zero as ti → +∞.
Clearly, ui are positive solutions satisfying ui → 0. We shall normalize ui to obtain wi which
satisfies the linearization of the equation satisfied by ui. For this purpose, we need a space-time base
point with uniform regularity. Note that the space-time singular set S has good regularity (4.21) and
the number of points in S0 is uniformly bounded by (4.22). It is not hard to see that
Ω ǫ
8
(0) ⊂ Ω ǫ
10
(t), ∀ t ∈ [−2ǫ′, 2ǫ′] (4.46)
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for some ǫ′ = ǫ′(S0, ǫ) > 0. Then (x0, ǫ′) is a good space-time base point. We now normalize the
function ui by
wi(x, t) :=
ui(x, t)
ui(x0, ǫ′)
, ∀ (x, t) ∈ Ωǫ(I)× I. (4.47)
Then wi(x, t) is a positive function on Ωǫ(I)× I satisfying wi(x0, ǫ′) = 1 and
∂wi
∂t
= ∆0wi − 1
2
〈x,∇wi〉+ wi
2
− apqwi,pq − bpwi,p, (4.48)
where apq and bp are defined by (4.43) and (4.44).
The estimate of |TN| in (4.19) provides information on the growth rate of wi, through the ap-
plication of the following Lemma. It basically means that the volume of the thin part is almost the
volume of the region between the top and bottom sheets.
Lemma 4.13. For large ti, we have∫
Ωǫ(t)
ui(x, t) dµ∞ ≤ |TN(ǫ,Σi,t)| ≤
∫
Ω ǫ
5
(t)
ui(x, t) dµ∞, (4.49)
where dµ∞ denotes the standard volume form of Σ∞.
Proof. For each t and large ti, we define
Φ(ǫ,Σi,t) = {(x1, x2, x3) ∈ R3 | x′ := (x1, x2, 0) ∈ Ωǫ(t), u−i (x′, t) ≤ x3 ≤ u+i (x′, t)}.
Then the Euclidean volume of Φ(ǫ,Σi,t) can be calculated by
|Φ(ǫ,Σi,t)| =
∫
Ωǫ(t)
ui(x, t) dµ∞. (4.50)
We claim that
Φ(ǫ,Σi,t) ⊂ TN(ǫ,Σi,t) ⊂ Φ( ǫ
5
,Σi,t). (4.51)
One can check Figure 4 for intuition, where the case St = {p1} is addressed and p′1 is the (x1, x2)
coordinate of the point p1.
Now we prove (4.51) rigorously. Note that Σi,t converges locally smoothly to Σ∞ away from St.
For each t, the set S(ǫ,Σi,t) converges to St. So for large i, we have
S(ǫ,Σi,t) ⊂ B ǫ
10
(St) = ∪p∈StB ǫ10 (p).
By the definition ofH in Definition 4.4, we have
H(ǫ,Σi,t) ⊂ B 3
4
ǫ(St) ∩Bǫ−1(0). (4.52)
For any x = (x1, x2, x3) ∈ Φ(ǫ,Σi,t), we have (x1, x2, 0) ∈ Ωǫ(t), which implies that (x1, x2, x3) 6∈
Bǫ(St). Therefore, x 6∈ H(ǫ,Σi,t) and we have Φ(ǫ,Σi,t) ⊂ TN(ǫ,Σi,t) when ti is large. On the
other hand, for any x ∈ TN(ǫ,Σi,t), we have x 6∈ TK(ǫ,Σi,t) and x 6∈ H(ǫ,Σi,t), which implies
that d(x,S) ≥ ǫ2 by the definition of H. Since St consists of finite many points, d(x,St) is attained
by some point q0 ∈ St. Thus, we have
d(x,St) = min
y∈St
d(x, y) = d(x, q0) ≥ max
z∈S∩B ǫ
10
(q0)
(d(x, z) − d(z, q0)) ≥ ǫ
4
, (4.53)
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Figure 4: Thin part is almost the region between the top and bottom sheets
where we used the fact that d(x, z) ≥ ǫ2 and d(z, q0) ≤ ǫ10 . Moreover, since x 6∈ TK(ǫ,Σi,t), x
is sufficiently close to Σ∞. This together with (4.53) implies that x ∈ Φ( ǫ5 ,Σi,t) when i is large.
Therefore, (4.51) is proved. Thus, the inequality (4.49) follows from (4.50) and (4.51). The lemma is
proved.
Combining the previous discussion, we obtain some uniform estimates on the functions wi.
Lemma 4.14. For any compact set K ⋐ Ann(2ǫ, 12ǫ
−1), T > tǫ + 2, there exist two constants
C1 = C1(ǫ,K,S0, x0) > 0, C2 = C2(ǫ,S0, T, x0) > 0
such that for large ti, we have
C2(ǫ,S0, T, x0) < wi(x, t) ≤ C1(ǫ,K,S0, x0), ∀ (x, t) ∈ K × [tǫ + 1, T − 1]. (4.54)
Moreover, at time t = tǫ + 1 there exists C3 = C3(ǫ,S0, x0) > 0 independent of T such that
wi(x, tǫ + 1) ≥ C3(ǫ,S0, x0) > 0, ∀ x ∈ K. (4.55)
Proof. We divide the proof into several steps.
Step 1. wi(x, 0) is bounded from above onK . By the definition of ǫ
′ in (4.46), all points of Ω ǫ
8
(0)
are regular for any t ∈ [−2ǫ′, 2ǫ′]. Thus, the equation (4.48) of wi can be written as
∂wi
∂t
= a˜pqwi,pq + b˜
pwi,p +
1
2
wi, ∀ (x, t) ∈ Ω ǫ
8
(0)× (−2ǫ′, 2ǫ′), (4.56)
where a˜pq = δpq − apq and b˜p = −12xp − bp. Here δpq = 0 if p 6= q and δpq = 1 if p = q. Since
the sequence {Σi,t,−T < t < T} converges locally smoothly to the plane P away from the singular
set S, the coefficients apq and bp tend to zero on Ω ǫ
8
(0) × (−2ǫ′, 2ǫ′). Thus, a˜pq and b˜p satisfy the
conditions (A.2)-(A.3) in Appendix A. We set
Ω := Ω ǫ
8
(0), Ω′ := Ω ǫ
5
(0), Ω′′ := Ω ǫ
6
(0). (4.57)
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It follows from the definition (4.32) that we have the relationship
Ω′ ⋐ Ω′′ ⋐ Ω. (4.58)
Since Ω′ is compact, we can cover Ω′ by finite many balls contained in Ω′′ with radius r = ǫ100 and
the number of these balls is bounded by a constant depending only on ǫ. Moreover, Ω′′ has a positive
distance δ = δ(ǫ) > 0 from the boundary of Ω. Thus, applying Theorem A.4 for such Ω,Ω′,Ω′′ and
the time interval (−2ǫ′, 2ǫ′), we have
wi(x, 0) ≤ C(ǫ, ǫ′, x0)wi(x0, ǫ′) = C(ǫ, x0,S0), ∀ x ∈ Ω′. (4.59)
Here C(ǫ, x0,S0) means that C depends only on ǫ, x0,S0.
Step 2. wi(x, t) is bounded from above onK × [tǫ +1, T − 1]. Integrating both sides of (4.59) on
Ω′, we have ∫
Ω ǫ
5
(0)
wi(x, 0) ≤ C(ǫ, x0,S0). (4.60)
By Lemma 4.8 and Lemma 4.13, for large ti and any t ∈ [0, T ) ⊂ [0, i] we have∫
Ωǫ(t)
ui(x, t) dµ∞ ≤ |TN(ǫ,Σti+t)| ≤ 2|TN(ǫ,Σti)|
≤ 2
∫
Ω ǫ
5
(0)
ui(x, 0) dµ∞. (4.61)
Combining (4.61) with the definition (4.47) ofwi, for large ti and any t ∈ [0, T )we have the following
inequality ∫
Ωǫ(t)
wi(x, t) dµ∞ ≤ 2
∫
Ω ǫ
5
(0)
wi(x, 0) dµ∞ ≤ C(ǫ, x0,S0), (4.62)
where we used (4.60) in the last inequality. Note that by Lemma 4.10, for t ∈ [tǫ, T ) we have
Ωǫ(t) = Bǫ−1(0) ∩Σ∞ if 0 /∈ S0 and Ωǫ(t) = Ann(ǫ, ǫ−1) if 0 ∈ S0. Let
Ω := Ann(ǫ, ǫ−1), Ω′ := Ann(2ǫ,
1
2
ǫ−1), Ω′′ := Ann(
3
2
ǫ,
2
3
ǫ−1). (4.63)
Then we have Ω′ ⋐ Ω′′ ⋐ Ω. Moreover, Ω′ can be covered by finite many balls contained in Ω′′ with
radius r = ǫ100 and the number of these balls is bounded by a constant depending only on ǫ. For any
K ⊂⊂ Ω′, applying Theorem A.4 for such Ω,Ω′,Ω′′ and the interval [tǫ, T − 1] as in Step 1, we have
wi(x, t) ≤ C(ǫ)wi(y, t+ 1
2
), ∀ x, y ∈ K, t ∈ [tǫ + 1, T − 1]. (4.64)
Integrating both sides of (4.64) for y ∈ K , we have
wi(x, t) ≤ C(ǫ,K)
∫
K
wi(y, t+
1
2
) dµ∞(y)
≤ C(ǫ,K)
∫
Ωǫ(t+
1
2
)
wi(y, t+
1
2
) dµ∞(y)
≤ C(ǫ, x0,S0,K), ∀ (x, t) ∈ K × [tǫ + 1, T − 1], (4.65)
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where we used (4.62) and the fact that
K ⊂⊂ Ann(2ǫ, 1
2
ǫ−1) ⊂ Ann(ǫ, ǫ−1) ⊂ Ωǫ(t), ∀ t ∈ [tǫ, T ).
Therefore, wi(x, t) is bounded from above.
Step 3. wi(x0, tǫ+
1
2) is bounded from below by a constant independent of i. By (4.27) and (4.34),
we have (Bǫ(x0) ∩ Σ∞) ⊂ Ωǫ((−T, T )). Therefore, applying Theorem A.3 for (Bǫ(x0) ∩ Σ∞) ×
[0, tǫ + 1] we have
wi(x0, tǫ +
1
2
) ≥ C(ǫ, x0,S0)wi(x0, ǫ′) = C(ǫ, x0,S0), (4.66)
where we used wi(x0, ǫ
′) = 1. Thus, wi(x0, tǫ + 12) is bounded from below.
Step 4. wi(x, t) has a positive lower bound onK × [tǫ + 1, T − 1]. Note that by Lemma 4.11 we
have x0 ∈ Ann(2ǫ, 12ǫ−1). We set Ω,Ω′ and Ω′′ as in (4.63) and we have K ∪ {x0} ⊂ Ω′. Thus, we
apply Theorem A.4 for such Ω,Ω′ and the interval [tǫ, T − 1] to get
wi(x, t) ≥ C(ǫ, x0, t− (tǫ + 1
2
),S0)wi(x0, tǫ + 1
2
), ∀ (x, t) ∈ K × [tǫ + 1, T − 1]. (4.67)
Combining (4.67) with (4.66), we have
wi(x, t) ≥ C(ǫ, x0, T,S0), ∀ (x, t) ∈ K × [tǫ + 1, T − 1]. (4.68)
In particular, if we take t = tǫ + 1 in (4.67), then we have
wi(x, tǫ + 1) ≥ C(ǫ, x0,S0)wi(x0, tǫ + 1
2
) ≥ C(ǫ, x0,S0), ∀ x ∈ K. (4.69)
Note that the constant C in (4.69) doesn’t depend on T . The lemma is proved.
Lemma 4.15. The same conditions as in Lemma 4.14. As ti → +∞, we can take a subsequence of
the functions wi(x, t) such that it converges in C
2 topology on K × [tǫ + 1, T − 1], where K is any
compact set satisfying K ⊂⊂ Ann(2ǫ, 12ǫ−1), to a positive function w(x, t) satisfying
∂w
∂t
= Lw := ∆0w − 1
2
〈x,∇w〉 + 1
2
w, ∀ (x, t) ∈ K × [tǫ + 1, T − 1]. (4.70)
Moreover, there exist constants C1(ǫ,K,S0, x0), C2(ǫ,S0, T, x0) > 0 such that
C2(ǫ,S0, T, x0) ≤ w(x, t) ≤ C1(ǫ,K,S0, x0), ∀ (x, t) ∈ K × [tǫ + 1, T − 1], (4.71)
and at time t = tǫ + 1 there exists C3 = C3(ǫ,S0, x0) > 0 independent of T such that
w(x, tǫ + 1) ≥ C3(ǫ,S0, x0) > 0, ∀ x ∈ K. (4.72)
Proof. Let I = [tǫ + 1, T − 1]. By Lemma 4.14, the function wi(x, t) is bounded from above and
below by some constants independent of i. Since the function wi satisfies the equation (4.56) on
any K × I , we can use the interior Ho¨lder estimate (c.f. Theorem 4.9 of [26], or Theorem B.1 in
Appendix B) to get the local space-time C2,α estimates, which implies that a subsequence converges
uniformly in C2 to a positive function w(x, t) on (x, t) ∈ K × I satisfying (4.70)-(4.72). The lemma
is proved.
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Now we are able to finish the proof of Proposition 4.9.
Proof of Proposition 4.9. Note that by Property (4) in the beginning of this subsection, P and S0 are
independent of T , and by Lemma 4.10 we see that tǫ is also independent of T . Moreover, (4.71)
implies that the space-times C2,α norm of w is bounded by a constant independent of T onK × [tǫ+
1, T − 1] (c.f. Theorem 4.9 of [26], or Theorem B.1 in Appendix B). Thus, we can take T → ∞
in Lemma 4.15 and obtain a function, still denoted by w, defined on Ann(3ǫ, 13ǫ
−1) × [tǫ + 1,∞)
satisfying (4.70), (4.71) and (4.72). Replacing ǫ by 13ǫ and t by t− t ǫ3 − 1, we know that the function
w is defined on Ann(ǫ, ǫ−1) × [0,∞) and satisfies (4.16), (4.17) and (4.18). The proposition is
proved.
4.4 Proof of the multiplicity-one convergence
In this subsection, we shall show Theorem 4.1, i.e., the limit plane is multiplicity one, under the special
condition H decays exponentially fast. Our argument largely follows that of Colding-Minicozzi [15].
However, some new technical difficulties need to be addressed. For example, the proof of the limit
surface to be L-stable(c.f. Lemma 4.16) is technically different from the classical one. Due to the
loss of general self-shinker equation, we need to delicately choose subsequence and apply parabolic
version of maximum principle. The final contradiction relies heavily on the existence of the auxiliary
function w constructed in Proposition 4.9.
Lemma 4.16. Let P be the horizontal plane defined in (4.14). For any function φ ∈W 1,2c (P\{0}),we
have
−
∫
P
(φLφ)e−
|x|2
4 ≥ 0. (4.73)
Here W 1,2c (P\{0}) denotes the set of all functions φ ∈ W 1,2(P ) with compact support in P\{0},
and L is the operator defined by (4.70) on the plane P .
Proof. Given a function φ ∈W 1,2c (P\{0}), there exists ǫ > 0 such that
Supp(φ) ⊂ Ann(2ǫ, 1
2
ǫ−1).
For such ǫ, we choose {ti} as in Lemma 4.8 and we denote by Σ∞ the limit plane of the sequence
{Σti}. Up to rotation in R3, we may assume Σ∞ to be P . In light of Proposition 4.9, we obtain a
positive function w defined on Ann(ǫ, ǫ−1) × [0,∞) satisfying (4.16), (4.17) and (4.18). Let v :=
logw. It follows from (4.16) that v satisfies the equation
∂v
∂t
= ∆0v +
1
2
− 1
2
〈x,∇v〉+ |∇v|2, ∀ (x, t) ∈ Ann(ǫ, ǫ−1)× [0,∞).
Then integration by parts implies that
0 =
∫
P
div
(
φ2e−
|x|2
4 ∇v
)
=
∫
P
(
2φ〈∇φ,∇v〉 +
(∂v
∂t
− 1
2
− |∇v|2
)
φ2
)
e−
|x|2
4
≤
∫
P
(
|∇φ|2 − 1
2
φ2 +
∂v
∂t
φ2
)
e−
|x|2
4 .
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The above inequality can be rewritten as
−
∫
P
(φLφ)e−
|x|2
4 =
∫
P
(
|∇φ|2 − 1
2
φ2
)
e−
|x|2
4
≥ −
∫
P
∂v
∂t
φ2e−
|x|2
4 = − d
dt
∫
P
vφ2e−
|x|2
4 . (4.74)
Fix T > 0. Integrating both sides of (4.74), we have
−
∫ T
0
dt
∫
P
(φLφ)e−
|x|2
4 ≥
∫
P
vφ2e−
|x|2
4
∣∣∣
t=0
−
∫
P
vφ2e−
|x|2
4
∣∣∣
t=T
≥ −C, (4.75)
where C is independent of T by (4.17) and (4.18) in Proposition 4.9. Thus, we have
−
∫
P
(φLφ)e−
|x|2
4 ≥ −C
T
. (4.76)
Letting T → +∞ in (4.76) we obtain (4.73). The proof of Lemma 4.16 is complete.
Following the argument of Gulliver-Lawson [21], we show that the plane is L-stable across the
singular set S. In other words, we have the following Lemma.
Lemma 4.17. The same assumption as in Lemma 4.16. For any smooth function φ with compact
support in the plane P, we have
−
∫
P
(φLφ)e−
|x|2
4 ≥ 0. (4.77)
Proof. Choose 0 < δ < R < 1 and define the function
η(x) =
{
logR
log |x| , 0 < |x| < R,
1, |x| ≥ R
and the function β(x) = β(|x|) such that β(x) = 0 for |x| < δ2 , β(x) = 1 for |x| ≥ δ, 0 ≤ β(x) ≤ 1
and |∇β| ≤ 3
δ
. Suppose that φ is any function with compact support on P . Moreover, we can check
that ∫
P
|∇η|2e− |x|
2
4 ≤ C| logR| , and
∫
P
|∇β|2e− |x|
2
4 ≤ C, (4.78)
where C are universal constants. Note that ηβφ has compact support in P\{0}. Using the inequality
(a+ b+ c)2 ≤ 2
(
1 +
1
τ
)
(a2 + b2) + (1 + τ)c2, ∀ τ > 0,
we have
|∇(ηβφ)|2 ≤ 2
(
1 +
1
τ
)
φ2
(
β2|∇η|2 + η2|∇β|2
)
+ (1 + τ)η2β2|∇φ|2. (4.79)
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We normalize φ such that |φ| ≤ 1. Note that ηβφ ∈ W 1,2c (P\{0}). Combining (4.79) with Lemma
4.16, we have
0 ≤ −
∫
P
(
ηβφ · L(ηβφ)
)
e−
|x|2
4
=
∫
P
(
|∇(ηβφ)|2 − 1
2
(ηβφ)2
)
e−
|x|2
4
≤ (1 + τ)
∫
P
(
|∇φ|2 − 1
2
φ2
)
e−
|x|2
4 +C
(
1 +
1
τ
) 1
| logR| + C
( logR
log δ
)2
+
1
2
∫
P
(
1 + τ − (ηβ)2
)
φ2 e−
|x|2
4 ,
where C are universal constants. Taking δ → 0 and then R→ 0, we have
0 ≤ (1 + τ)
∫
P
(
|∇φ|2 − 1
2
φ2
)
e−
|x|2
4 +
τ
2
∫
P
φ2 e−
|x|2
4 .
Letting τ → 0, we get the inequality∫
P
(
|∇φ|2 − 1
2
φ2
)
e−
|x|2
4 ≥ 0. (4.80)
The lemma is proved.
The rest of the argument is the same as that in Colding-Minicozzi [15]. Let ρ : R → [0, 1] be a
smooth cutoff function with ρ(s) = 1 for s ≤ R, ρ = 0 for s ≥ R+ 1, 0 ≤ ρ(s) ≤ 1 and |ρ′(s)| ≤ 2
for s ∈ R. Let φ(x) = ρ(|x|) for any x ∈ P , where P is defined in (4.14). Then Lemma 4.17 implies
that
0 ≤ −
∫
P
(φLφ)e−
|x|2
4 =
∫
P
(
|∇φ|2 − 1
2
φ2
)
e−
|x|2
4
≤
∫
P
(
(ρ′(|x|))2 − 1
2
ρ(|x|)2
)
e−
|x|2
4
≤ 4
∫
P\BR(0)
e−
|x|2
4 − 1
2
∫
BR(0)∩P
e−
|x|2
4 . (4.81)
Note that the right hand side of (4.81) is negative when R is sufficiently large. Therefore, we get a
contradiction. Thus, for the sequence of times {ti} in Lemma 4.8, the multiplicity of the convergence
of {(Σ,x(ti + t)),−T < t < T} is one and the convergence is smooth everywhere. Theorem 4.1 is
proved.
5 Proof of the extension theorem
For the convenience of readers, we copy down the statement of our main extension theorem, i.e.,
Theorem 1.1 as follows.
Theorem 5.1. If x(p, t) : Σ2 → R3(t ∈ [0, T )) is a closed smooth embedded mean curvature flow
with the first singular time T < +∞, then sup
Σ×[0,T )
|H|(p, t) = +∞.
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Proof. Suppose not, we can find (x0, T ) such that the mean curvature flowx(p, t) blows up at x0 ∈ R3
at time T with
Λ0 := sup
Σ×[0,T )
|H|(p, t) < +∞. (5.1)
Then Corollary 3.6 of [18] implies that for all t < T we have
d(Σt, x0) ≤ 2
√
T − t, (5.2)
where d(Σt, x0) denotes the Euclidean distance from the point x0 to the surface Σt. We can rescale
the flow Σt by
s = − log(T − t), Σ˜s = e
s
2
(
ΣT−e−s − x0
)
such that the flow {(Σ˜s, x˜(p, s)),− log T ≤ s < +∞} satisfies the following properties:
(1) x˜(p, s) satisfies the equation
(∂x˜
∂s
)⊥
= −
(
H˜ − 1
2
〈x˜,n〉
)
n; (5.3)
(2) the mean curvature of Σ˜s satisfies |H˜(p, s)| ≤ Λ0e− s2 for some Λ0 > 0;
(3) d(Σ˜s, 0) ≤ 2.
By Theorem 4.1, there exists a sequence of times si → +∞ such that Σ˜si converges smoothly to a
plane passing through the origin with multiplicity one. Consider the heat-kernel-type function
Φ(x0,T )(x, t) =
1
4π(T − t)e
− |x−x0|
2
4(T−t) , ∀ (x, t) ∈ Σt × [0, T ).
Huisken’s monotonicity formula(c.f. Theorem 3.1 in [31]) implies that
Θ(Σt, x0, T ) := lim
t→T
∫
Σt
Φ(x0,T )(x, t) dµt = limsi→+∞
1
4π
∫
Σ˜si
e−
|x|2
4 dµ˜si = 1,
which implies that (x0, T ) is a regular point by Theorem 3.1 of B. White [46]. Thus, the unnormal-
ized mean curvature flow {(Σ,x(t)), 0 ≤ t < T} cannot blow up at (x0, T ), which contradicts our
assumption. The theorem is proved.
Appendix A The parabolic Harnack inequality
In this appendix, we include the parabolic Harnack inequality from Krylov-Safonov [36]. First, we
introduce some notations. Let x = (x1, x2, · · · , xn) ∈ Rn. Denote
|x| =
( n∑
i=1
(xi)2
) 1
2
, BR(x) = {y ∈ Rn | |x− y| < R},
Q(θ,R) = BR(0) × (0, θR2).
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Consider the parabolic operator
Lu = −∂u
∂t
+ aij(x, t)uij + b
i(x, t)ui − c(x, t)u, (A.1)
where the coefficients are measurable and satisfy the conditions
µ|ξ|2 ≤ aij(x, t)ξiξj ≤ 1
µ
|ξ|2, (A.2)
|b(x, t)| ≤ 1
µ
, (A.3)
0 ≤ c(x, t) ≤ 1
µ
. (A.4)
Here b(x, t) = (b1(x, t), · · · , bn(x, t)). Then we have
Theorem A.1. (Theorem 1.1 of [36]) Suppose the operator L in (A.1) satisfies the conditions (A.2)-
(A.4). Let θ > 1, R ≤ 2, u ∈W 1,2n+1(Q(θ,R)), u ≥ 0 inQ(θ,R), and Lu = 0 onQ(θ,R). Then there
exists a constant C , depending only on θ, µ and n, such that
u(0, R2) ≤ C u(x, θR2), ∀ x ∈ BR
2
(0). (A.5)
Moreover, when 1
θ−1 and
1
µ
vary within finite bounds, C also varies within finite bounds.
Note that in our case the equation (4.48) doesn’t satisfy the assumption that c(x, t) ≥ 0 in (A.4).
Therefore, we cannot use Theorem A.1 directly. However, the Harnack inequality still works when
c(x, t) is a constant. Namely, we have
Theorem A.2. Let θ > 1, R ≤ 2. Suppose that u(x, t) ∈ W 1,2n+1(Q(θ,R)) is a nonnegative solution
to the equation
Lu = −∂u
∂t
+ aij(x, t)uij + b
i(x, t)ui + cu = 0, (A.6)
where c is a constant and the coefficients satisfy (A.2)-(A.3). Then there exists a constant C , depending
only on θ, µ, c and n, such that
u(0, R2) ≤ C u(x, θR2), ∀ |x| < 1
2
R. (A.7)
Proof. Since u(x, t) is a solution of (A.6) and c is a constant, the function v(x, t) = e−ctu satisfies
− ∂v
∂t
+ aij(x, t)vij + b
i(x, t)vi = 0. (A.8)
Applying Theorem A.1 to the equation (A.8), we have
v(0, R2) ≤ C v(x, θR2), ∀ |x| < 1
2
R,
where C depends only on θ, µ and n. Thus, for any x ∈ BR
2
(0) we have
u(0, R2) ≤ Ce−c(θ−1)R2u(x, θR2) ≤ C ′u(x, θR2),
where C ′ depends only on θ, µ, c and n. Here we used R ≤ 2 by the assumption. The theorem is
proved.
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We generalize Theorem A.2 to a general bounded domain in Rn.
Theorem A.3. Let Ω be a bounded domain in Rn. Suppose that u(x, t) ∈ W 1,2n+1(Ω × (0, T )) is a
nonnegative solution to the equation
Lu = −∂u
∂t
+ aij(x, t)uij + b
i(x, t)ui + cu = 0, (A.9)
where c is a constant and the coefficients satisfy (A.2)-(A.3) for a constant µ > 0. For any s, t
satisfying 0 < s < t < T and any x, y ∈ Ω with the following properties
(1). x and y can be connected by a line segment γ with the length |x− y| ≤ l;
(2). Each point in γ has a positive distance at least δ > 0 from the boundary of Ω;
(3) s and t satisfy T1 ≤ t− s ≤ T2 for some T1, T2 > 0;
we have
u(y, s) ≤ C u(x, t), (A.10)
where C depends only on c, n, µ,min{s, δ2}, l, T1 and T2.
Proof. Let γ be the line segment with the property (1) and (2) connecting x and y. We set
p0 = y, pN = x, pi = p0 +
x− y
N
i ∈ γ
for any 0 ≤ i ≤ N. Here we choose N to be the smallest integer satisfying
N > max
{2(t− s)
s
,
l
min{
√
s
4 ,
δ
4}
}
. (A.11)
We define
R =
2l
N
, θ = 1 +
t− s
R2N
. (A.12)
We can check that R ≤ δ2 . For any s, t ∈ (0, T ), we choose {ti}Ni=0 such that t0 = s, tN = t and
ti − ti−1 = t− s
N
(A.13)
for all integers 1 ≤ i ≤ N . Note that (A.11)-(A.13) imply that for any 0 ≤ i ≤ N − 1,
ti+1 − θR2 ≥ s− θR2 = s−R2 − t− s
N
≥ s
4
> 0
and
|pi+1 − pi| = |x− y|
N
≤ l
N
=
R
2
.
Therefore, for any 0 ≤ i ≤ N−1we have (ti+1−θR2, ti+1) ⊂ (0, T ) and pi+1 ∈ BR
2
(pi). Applying
Theorem A.2 on BR(pi)× (ti+1 − θR2, ti+1) ⊂ Ω× (0, T ), we have
u(pi, ti) ≤ C u(pi+1, ti+1), (A.14)
where C depends only on c, n, µ and 1
θ−1 =
R2N
t−s . Here we used the fact that ti = (ti+1− θR2)+R2.
Therefore,
u(y, s) = u(p0, t0) ≤ CNu(pN , tN ) = C ′u(x, t) (A.15)
where the constant C ′ in (A.15) depends only on c, n, µ,min{s, δ2}, l, T1 and T2. The theorem is
proved.
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A direct corollary of Theorem A.3 is the following result.
Theorem A.4. Let Ω be a bounded domain in Rn. Suppose that u(x, t) ∈ W 1,2n+1(Ω × (0, T )) is a
nonnegative solution to the equation
Lu = −∂u
∂t
+ aij(x, t)uij + b
i(x, t)ui + cu = 0, (A.16)
where c is a constant and the coefficients satisfy (A.2)-(A.3) for a constant µ > 0, and Ω′,Ω′′ are
subdomains in Ω satisfying the following properties:
(1). Ω′ ⊂ Ω′′ ⊂ Ω, and Ω′′ has a positive distance δ > 0 from the boundary of Ω;
(2). Ω′ can be covered by k balls with radius r, and all balls are contained in Ω′′.
Then for any s, t satisfying 0 < s < t < T and any x, y ∈ Ω′, we have
u(y, s) ≤ C u(x, t), (A.17)
where C depends only on c, n, µ,min{s, δ2}, t− s, r and k.
Proof. By the assumption, we can find finite many points A = {q1, q2, · · · , qk} such that
Ω′ ⊂ ∪q∈ABr(q) ⊂ Ω′′. (A.18)
For any x, y ∈ Ω′, there exists two points in A, which we denote by q1 and q2, such that x ∈ Br(q1)
and y ∈ Br(q2). Then x and y can be connected by a polygonal chain γ, which consists of two line
segments xq1, yq2 and a polygonal chain with vertices inA connecting q1 and q2. Clearly, the number
of the vertices of γ is bounded by k + 2 and the total length of γ is bounded by (k + 2)r. Moreover,
by the assumption we have γ ⊂ Ω′′ and each point in γ has a positive distance at least δ > 0 from the
boundary of Ω.
Assume that the polygonal chain γ has consecutive vertices {p0, p1, · · · , pN} with p0 = y, pN =
x and 1 ≤ N ≤ k+2. We apply Theorem A.3 for each line segment pipi+1 and the interval [ti, ti+1],
where {ti} is chosen as in (A.13). Note that
t− s
k + 2
≤ ti+1 − ti = t− s
N
≤ t− s.
Thus, for any 0 ≤ i ≤ N − 1 we have
u(pi, ti) ≤ Cu(pi+1, ti+1), (A.19)
where C depends only on c, n, µ,min{s, δ2}, r, k and t− s, and (A.19) implies (A.17). This finishes
the proof of Theorem A.4.
Appendix B The interior estimates of parabolic equations
In this appendix, we present the interior estimates of parabolic equations from G. Lieberman’s book
[26] for the reader’s convenience.
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Let X = (x, t) be a point in Rn+1 and x = (x1, x2, · · · , xn) ∈ Rn. The norms on Rn and Rn+1
are given by
|x| =
( n∑
i=1
(xi)2
) 1
2
, |X| = max{|x|, |t| 12}.
Let Ω be a domain in Rn+1. Let d(X,Y ) = min{d(X), d(Y )} where d(X) = dist(X,PΩ ∩ {t <
t0}). Here PΩ denotes the parabolic boundary of Ω. We define
|f |0 = sup
Ω
|f |.
If b ≥ 0, we define
|f |(b)0 = sup
X∈Ω
d(X)b|f(X)|.
If a = k + α > 0 and a+ b ≥ 0, where k is a nonnegative integer and α ∈ (0, 1], we define
[f ](b)a = sup
{ ∑
|β|+2j=k
d(X,Y )a+b
|DβxDjt f(X)−DβxDjt f(Y )|
|X − Y |α : X 6= Y in Ω
}
,
〈f〉(b)a = sup
{ ∑
|β|+2j=k−1
d(X,Y )a+b
|DβxDjt f(X)−DβxDjt f(Y )|
|X − Y |1+α : X 6= Y in Ω, x = y
}
,
|f |(b)a =
∑
|β|+2j≤k
|DβxDjt f |(|β|+2j+b)0 + [f ](b)a + 〈f〉(b)a .
We also define |f |∗a = |f |(0)a , and define the spaces
H∗a = {f : |f |∗a <∞}, H(b)a = {f : |f |(b)a <∞}.
With these notations, we have the following result.
Theorem B.1. (Theorem 4.9 of [26]) Let Ω be a bounded domain in Rn+1, and let aij ∈ H(0)α and
bi ∈ H(1)α satisfy
λ|ξ|2 ≤ aijξiξj ≤ Λ|ξ|2, [aij ](0)α ≤ A, (B.1)
|bi|(1)α ≤ B (B.2)
for some constants A,B, λ and Λ. Let c ∈ H(2)α satisfy
|c|(2)α ≤ c1 (B.3)
for some constant c1 and let f ∈ H(2)α . If u ∈ H∗2+α is a solution of
− ∂u
∂t
+ aijuij + b
iui + cu = f (B.4)
in Ω, then there is a constant C determined only by A,B, c1, n, λ and Λ such that
|u|∗2+α ≤ C(|u|0 + |f |(2)α ). (B.5)
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