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RESUME 
Le travail de recherche presente dans ce memoire est consacre au developpement d'une 
nouvelle classe de codes correcteurs d'erreurs intitules : codes convolutionnels a temps 
variant quasi aperiodiques. Ces codes ont pour mission d'elargir la structure aleatoire 
des codes convolutionnels classiques en faisant varier dans le temps, et de maniere 
aleatoire, les connexions d'un codeur convolutionnel sur une longue periode. Cette 
variation sur une longue periode permet d'elargir 1'ensemble des codes sur lequel notre 
code particulier est choisi. Le decodage mis au point pour decoder ce type de codes est 
un decodeur de Viterbi adaptatif qui s'adapte aux variations du codeur. 
Les codes modernes de type Turbo ou LDPC sont des codes tres puissants, ils permettent 
de se rapprocher de maniere exceptionnelle de la limite theorique imposee par Shannon 
en termes de performance d'erreur. Cependant, ces systemes peuvent s'averer 
complexes, quant a leur mise en ceuvre, et souffrent de delai associe au decodage 
important. A 1'inverse, les codes convolutionnels sont connus pour etre plus simples a 
implementer et offrent peu de latence au decodage. C'est la raison pour laquelle malgre 
que les performances d'erreur des codes convolutionnels soient inferieures a celles des 
codes de type Turbo ou LDPC, les codes convolutionnels avec decodage de Viterbi 
demeurent largement utilises dans les systemes de communication actuels. 
Dans cette optique, le systeme de codage propose a pour objectif de garder la 
composante pratique et optimale du decodage de Viterbi tout en ajoutant de l'alea par 
rapport aux codes convolutionnels classiques. Ce travail de recherche constitue une 
premiere approche. II analyse le rapport entre performance d'erreur et complexite de 
certains codes convolutionnels a temps variant quasi aperiodiques. Les codes non 
systematiques ainsi que les codes recursifs systematiques sont etudies. 
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ABSTRACT 
The research presented in this thesis is focused on the development of a new class of 
error correcting codes named: Quasi-Non Periodic Time Varying Convolutional Codes. 
The purpose of these codes is to enlarge the random structure of classical convolutional 
codes by varying in time and in a random manner, the connections of a convolutional 
encoder over a long period of time. This variation over a long period of time allows the 
enlargement of the set of codes from which our specific code is chosen. As a decoder, 
we develop an adaptive version of the Viterbi algorithm that consists to follow the 
variations of the coding system. 
Modern codes, such as Turbo or LDPC are very powerful; they allow us to come very 
close to the Shannon theoretical limit in terms of error performance. However these 
systems can prove to be complex when it comes to their practical applications. On the 
other hand convolutionnal codes are known for being more easily implemented. This is 
the reason why, in spite of the error performances of convolutional codes being inferior 
to that of modern codes, the convolutional codes with the Viterbi Decoder are still 
widespread in today's communication systems. 
With that in mind, the purpose of the coding system proposed in this work is to maintain 
the practical aspect of the Viterbi decoder, while adding a random structure to classical 
convolutional codes. This work analyzes the connection between error performances 
versus complexity of certain quasi-non periodic time varying convolutional codes. The 
non systematic and recursive systematic codes are presented. 
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Le codage de canal a pour objectif d'ameliorer la transmission numerique d'information 
a travers un canal bruite. Cette amelioration peut se traduire soit par un gain en vitesse 
de transmission, soit par une economie en puissance selon les applications. Le gain 
procure par le codage ne peut depasser une certaine limite. Cette limite appelee capacite 
du canal fut etablie il y a soixante ans par Claude Shannon dans un article fondamental 
qui s'intitule « une theorie mathematique des communications » [1]. Shannon dans cet 
article demontra analytiquement que pour atteindre cette limite ultime, il fallait utiliser 
un systeme de codage pseudo aleatoire de tres grande dimension. II n'indiqua cependant 
pas de systemes concrets capables de telles prouesses. 
Peter Elias prouva en 1955 d'un point de vue theorique, que n'importe quel code lineaire 
construit a l'aide d'une matrice generatrice, choisie de fagon aleatoire, et de dimension 
assez grande pouvait atteindre la capacite a l'encodage. Malheureusement, le probleme 
residait dans le decodage. II s'agissait de le decoder avec un decodage optimal, en 
comparant le mot de code recu avec tous les autres mots de code possibles. Compte tenu 
de la tres grande longueur du code, la complexity devenait vite extremement elevee. II 
decida alors de chercher des codes avec plus de structures et inventa les codes 
convolutionnels [2]. 
En 1967 Andrew Viterbi inventa un decodage a maximum de vraisemblance pouvant 
decoder les codes convolutionnels de fa?on optimale [3]. A partir de cet instant les codes 
convolutionnels ont depasse la plupart des systemes de codage existants. Le decodage de 
Viterbi connut un reel succes et fut l'objet d'un impact economique majeur. 
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Ce n'est que 25 ans plus tard, pour la premiere fois qu'un systeme de codage fut capable 
d'atteindre a quelques fractions de dB pres de la capacite. Ce sont deux chercheurs 
franQais et leur etudiant; Berrou, Glavieux et Thitimajshima qui furent a l'origine de 
cette invention. lis proposerent un systeme de codage base sur la concatenation de deux 
codeurs convolutionnels, separes par un long entrelaceur pseudo aleatoire [4]. 
L'entrelaceur avait pour mission d'introduire de l'alea a l'encodage et pour particularite 
de pouvoir etre decode par un decodeur iteratif. Ce systeme original fut baptise Turbo. 
Les codes Turbo ont donne naissance a d'autres systemes de codage tres performants 
[5-7]. lis partagent tous principalement les memes particularites. lis contiennent un long 
entrelaceur pseudo aleatoire et sont pour la plupart decodes par des techniques iteratives. 
Malgre les performances exceptionnelles que procurent les codes de type Turbo, les 
codes convolutionnels decodes a l'aide du decodage de Viterbi restent parmi les 
systemes les plus utilises en pratique. lis sont actuellement integres a travers la planete 
dans plus d'un milliard de telephones cellulaires, et l'entreprise Qualcomm a estime 
recemment a plus de 1015 le nombre de bits decodes a chaque seconde par 1'algorithme 
de Viterbi, dans les televiseurs numeriques [8]. La popularity du decodage de Viterbi est 
due au fait qu'il beneficie de tres bonnes performances pour une faible complexite. Mais 
aussi que la latence au decodage est pratiquement inexistante contrairement aux codes 
de type Turbo ou la latence ne peut etre negligee. 
Ainsi pour pouvoir beneficier de l'optimalite de 1'algorithme de Viterbi, et introduire la 
composante aleatoire indispensable aux systemes de codage modernes, nous avons 
elabore un systeme de codage nouveau. Ce systeme est base sur la permutation de fagon 
pseudo aleatoire et quasi non repetitive dans le temps des connexions d'un codeur 
convolutionnel, permettant ainsi de creer des codes moins structures que les codes 
convolutionnels classiques. Cette permutation quasi non repetitive ; et done tres longue 
dans le temps, peut etre apparentee au long entrelaceur des codes de type Turbo, puisque 
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qu'elle a pour objectif de generer l'alea indispensable au codage aleatoire. L'avantage de 
ce systeme est de produire un codage de type aleatoire pouvant etre decode par un 
decodage de Viterbi adaptatif. Ce decodage est optimal et consiste a trouver le plus court 
chemin dans un treillis, ou les symboles assignes aux branches a chaque instant 
dependent des connexions specifiques de l'encodeur a ce meme instant. Ces symboles 
varient ainsi dans le temps et ne sont plus identiques comme cela etait le cas entre deux 
memes etats, dans un decodeur de Viterbi classique [9]. 
Ce memoire a done pour objectif d'illustrer cette nouvelle technique de codage, d'en 
calculer ses performances d'erreur dans un canal Gaussien, d'en etudier la complexite et 
d'en etablir les limitations. 
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1.2 Contributions 
Les contributions apportees par ce travail sont les suivantes : 
1. Decouverte et elaboration des codes convolutionnels a temps variant quasi 
aperiodiques. 
2. Mise en ceuvre d'une structure de decodage de Viterbi adaptatif capable de 
decoder des codes de types pseudo aleatoires. 
3. Conception de programmes capables de simuler le systeme de codage et 
decodage des codes convolutionnels a temps variant quasi aperiodiques, pour des 
codes recursifs et non recursifs, pour des taux de codage de 1/2 et 1/3 . 
4. Analyse et evaluation des performances d'erreur associees a la classe des codes 
convolutionnels a temps variant quasi aperiodiques. 
Les simulations ont ete effectuees a l'aide d'ordinateurs munis de processeurs Pentium" 
IV d'Intel" cadences a 3 et 1.5 GHz et possedant respectivement 1 Gb et 512 Mb de 
RAM sous l'environnement Windows XP. Les logiciels de programmation Matlab' et 
Microsoft Visual studio" ont ete utilises pour concevoir les simulateurs. 
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1.3 Organisation du memoire 
Le memoire se divise en cinq parties : 
• Premiere partie - concepts theoriques fondamentaux 
Nous commengons tout d'abord par presenter les systemes de communication 
numerique dans un canal Gaussien, pour ensuite discuter de l'impact du codage de 
canal sur ces systemes, et aboutir enfin au developpement analytique permettant de 
construire un systeme de codage optimal. 
• Deuxieme partie - Principales techniques de codage 
Nous presentons les systemes de codage les plus populaires. Nous discutons des 
contraintes inherentes aux systemes pratiques. Et nous faisons le lien avec la partie 
precedente en montrant que les systemes de codage modernes les plus performants, 
respectent au maximum 1'aspect theorique du codage de canal. 
• Troisieme partie - codage a temps variant et algorithme de Viterbi adaptatif 
Cette partie represente le coeur du memoire. Elle illustre un nouveau systeme de 
codage de type pseudo aleatoire, qui a la particularite de pouvoir etre decode par un 
algorithme de Viterbi adaptatif, qui est optimal. Ce systeme s'inspire des deux 
parties precedentes. II essaye effectivement de prendre en compte la theorie du 
codage aleatoire, sans pour autant denigrer 1'aspect realisation, des systemes de 
codage pratiques. 
• Quatrieme partie - Introduction de la recursivite 
Dans cette section nous diminuons la complexite au decodage des codes non 
systematiques en introduisant de la recursivite aux codeurs systematiques. 
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• Cinquieme partie - synthese et travaux futurs 
La cinquieme partie resume 1'ensemble des travaux effectues et propose certaines 




ELEMENTS DE LA THEORIE DU CODAGE DE CANAL 
2.1 Introduction 
L'objectif principal de ce chapitre est de presenter les bases de la theorie du codage 
correcteur d'erreurs pour un canal Gaussien. Cette theorie, developpee par Shannon [1], 
permet d'une part d'etablir des limites superieures sur le taux de transmission et d'autre 
part, indique comment mathematiquement, il est possible de coder 1'information afin 
d'atteindre ces memes limites tout en assurant une transmission avec une probabilite 
d'erreur aussi petite que desiree. Neanmoins, avant de definir les bases et les hypotheses 
de travail indispensables a ce developpement et a notre recherche en general, nous 
continuons la section d'introduction en presentant le modele de transmission numerique. 
2.1.1 Modele de transmission numerique 
La figure 2.1 represente le schema d'un systeme de communication numerique. II est 
organise de facon symetrique par rapport au canal de transmission. 
La source est en general analogique, elle est numerisee puis compressee par Yencodeur 
de source pour delivrer une sequence binaire. La compression sert principalement a 
eliminer la redondance presente dans la sequence originale. Cet aspect ne sera pas traite 
dans ce memoire. 
La sequence binaire qui represente l'information compressee, est encodee par le codeur 
de canal, qui la transforme en une autre sequence binaire. Cette operation a pour objectif 
Codeur de 
source 








Figure 2.1: Schema d'un systeme de communication numerique 
d'ameliorer la transmission a travers le canal bruite. La forme la plus simple de codage 
est la repetition; en repetant chaque bit plusieurs fois, l'information presente dans le 
message code est ainsi mieux protegee. II est possible de diviser les techniques de 
codage en trois categories principales ; les codes en blocs, les codes convolutionnels et 
les codes en graphes. Le codage algebrique en blocs, consiste a construire entre autres, 
des codes qui maximisent la distance minimale1, alors que le codage convolutionnel et le 
codage en graphe sont plus concernes a trouver des classes de codes, qui optimisent la 
performance moyenne, en fonction de la complexite du decodage [10]. Les plus 
populaires des codes en blocs sont les codes de Hamming [11], de Golay [12], de Reed-
Muller [13], BCH [14-15], et de Reed-Solomon [16]. Ces codes font en general appel a 
une construction algebrique tres complexe. Les codes modernes, ultra performants, 
comme les codes LDPC [17] ou les codes Turbo [4], entrent dans la classe des codes en 
graphes. Ces codes sont directement inspires de l'approche probabiliste du codage de 
Shannon [1]. Le codage de canal, convolutionnel a temps variant quasi aperiodique, 
1 La distance minimale d'un code lineaire correspond au poids de Hamming (le nombre de composantes 
non nulles) minimal de tous les mots du code de poids non nul. Cette notion sera traitee plus en detail dans 
le prochain chapitre 
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presente dans ce memoire, espere faire lien entre le codage convolutionnel classique, et 
le codage dit probabiliste (codes en graphes). Enfin, le codage s'applique principalement 
a deux regimes distincts : le codage binaire pour les applications limitees en puissance et 
le codage multiniveaux, pour les applications limitees en frequence qui disposent d'une 
energie relativement abondante [10]. Seul le codage binaire sera considere dans ce 
memoire. 
La sequence binaire a la sortie du codeur de canal est ensuite transmise au modulateur. 
Ce dernier assigne un signal analogique, a un ou plusieurs symboles codes selon la 
modulation utilisee, permettant ainsi la transmission a travers le canal. 
Le canal est le medium qui vehicule l'information. Dans le cas d'une liaison spatiale, le 
canal est l'espace intersideral. Pour une communication telephonique, il peut etre une 
fibre optique, un lien micro-ondes ou encore l'atmosphere s'il s'agit d'une 
communication sans fil. Une des difficultes majeures en telecommunication est la 
modelisation du canal. Les perturbations causees par ce dernier ne sont pas 
deterministes. C'est la raison pour laquelle sa modelisation fait appel a des outils 
mathematiques complexes, tels que les processus stochastiques. Dans le cas d'une 
transmission telephonique filaire ou d'une communication spatiale, le modele du canal 
accepte est le canal Gaussien, alors que pour les applications mobiles, les canaux dits de 
Raleigh sont plus appropries [18]. Le modele du canal, utilise pour notre recherche est le 
canal Gaussien. Ce choix provient du fait, que la majorite des decouvertes et des travaux 
de recherche dans le domaine du codage ont ete effectues pour un canal Gaussien, mais 
aussi parce qu'il constitue le point de reference, pour la comparaison entre plusieurs 
systemes de codage differents. 
Le demodulateur a la fonction inverse du modulateur, il change chaque signal 
analogique recu en une sequence de symboles numeriques. 
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Le decodeur quant a lui, a pour mission de retrouver le mot de code original associe a la 
sequence re§ue, qui a ete degrade par les perturbations du canal. Comme mentionne dans 
Fintroduction, le decodage souffre souvent de latence et de temps de calcul excessifs. Le 
codeur et le decodeur sont tres lies, et ils ne peuvent etre imagines separement. Les 
systemes de codage les plus performants tels que les codes LDPC [17], ou les codes 
Turbo [4] sont des exemples en termes de compatibilite entre le codeur et le decodeur. 
Le decodage propose dans ce memoire est un decodage de Viterbi adaptatif considere a 
la fois pour son optimalite, mais aussi pour sa capacite a s'adapter au codeur. 
Inversement, le systeme de codage propose se veut d'avoir les proprietes du codage 
aleatoire, tout en pouvant etre decode par Falgorithme de Viterbi [3]. 
Enfin, le decodeur de source reconstruit le message original numerique ou non, 
correspondant a la sequence d'information numerique fournie par le decodeur. 
Apres avoir indique que le canal utilise dans notre recherche etait Gaussien, et le type de 
codage binaire, nous allons faire un bref historique de F evolution du codage pour les 
missions spatiales [19]. Ces applications sont souvent couteuses en termes de largeur de 
bande et extremement couteuses en termes de puissance. Le codage de canal est done 
egalement binaire, et le bruit genere par le canal de transmission est uniquement 
Gaussien. 
2.1.2 Historique des codes pour les missions spatiales 
La premiere technique de codage utilisee etait un code convolutionnel de taux 1/2, et de 
longueur de contrainte 20, pour la mission Pioneer en 1968. Le recepteur utilisant une 
quantification douce a 3-bit, etait un decodeur sequentiel [24] de 1 MHz de cadence 
d'horloge. Le gain reel de codage pour ce systeme etait de 3.3 dB, pour une probability 
de bit en erreur de 5 • 10~3 [19]. 
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Ensuite dans les annees 70 le standard est devenu une concatenation d'un code 
convolutionnel interne de taux 1/3 d'une longueur de contrainte de 6, avec un code 
externe (255, 223, 33) de Reed Solomon [16]. Ces systemes pouvaient atteindre un gain 
de codage de 8.3 dB pour une probabilite de bit en erreur delO-6. 
C'est en 1992 pour la Mission Galileo que le plus grand decodeur Viterbi fut developpe. 
Le systeme utilise etait une concatenation d'un code convolutionnel de taux 1/4 et de 
longueur de contrainte 14 comme code interne, et un code externe de Reed Solomon a 
longueur variable. Le gain reel de codage pour ce systeme a ete de 10.6 dB, pour une 
probabilite de bit en erreur de 2 • 10~7 [19]. 
Enfin, le standard actuel est un systeme de codage Turbo, developpe par la NASA qui se 
rapproche de maniere significative (moins de ldB) de la limite de Shannon [22]. 
Les applications spatiales sont d'excellentes references en termes d'evolution des 
systemes de codage de canal. Effectivement, un gain de codage d'une fraction de dB a 
un impact economique majeur. Les techniques de codage les plus puissantes ont ete 
developpees pour ces applications, et nous pouvons remarquer que le decodage de 
Viterbi fut utilise pendant plus de 30 ans. Le travail de recherche effectue pour ce 
memoire fut inspire par 1'evolution du codage pour ce genre d'application et c'est la 
raison pour laquelle il nous a paru essentiel d'en faire la presentation. 
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2.2 Canal AWGN 
Dans cette section nous presentons les principaux parametres du canal a bruit additif 
Gaussien (Additif White Gaussian Noise Channel: AWGN). Par le biais du systeme 
numerique a modulation d'amplitude (Pulse Amplitude Modulation: PAM), nous 
etablissons le lien entre les parametres du canal a temps continu et celui a temps discret. 
Une fois, ce lien etabli, le systeme de la figure 2.1 peut etre modelise de maniere 
entierement discrete, 1'analyse des signaux dans un espace Euclidien est alors possible, 
et le theoreme de la capacite du canal de Shannon [1] devient alors demontrable. 
2.2.1 Modulateur PAM 
Considerons la figure 2.2, le vecteur d'entree x =lxj),j = \ TV est en general une 
sequence aleatoire. Dans notre cas, cette sequence represente la sortie de l'encodeur. 
Pour eviter le phenomene de crenelage (repli de spectre), d'apres le theoreme de Nyquist 
[20], il doit entrer jusqu'a 2Wsymboles par seconde dans le modulateur PAM, lorsque la 
largeur de bande B dans l'intervalle de frequences positives est egale a W(Hz). 
Figure 2.2: Systeme PAM 
Le signal a la sortie du modulateur PAM est egal a 
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x(t) = £xj#j(t) (2.1) 
./=' 
ou les <f>j{t) = p(t — jT), j = 1,2 AT sont des fonctions de base orthonormees. Le 
processus aleatoire Gaussien n(t) de densite de puissance spectrale unilaterale No qui 
represente le bruit genere par le canal, qui s'ajoute au signal x(t): 
y(t) = x(t) + n(t) (2.2) 
L'echantillonnage a la sortie du filtre adapte s'effectue tous les 
t = jT secondes, 7 = 1,2 N, la sequence de sortie discrete y ={y/}» j
I = l N, ou les 
elements 3;. sont donnes par : 
+00 
Vj= jy(T)p(T-jT)dr (2.3) 
La puissance moyenne du signal d'entree est denotee P. Le rapport signal a bruit pour ce 
canal est donne par : 
SNR=—— (2.4) 
N0W 
ou SNR represente le rapport entre la puissance du signal et la puissance du bruit, dans 
toute la largeur de bande de transmission. 
Comme nous l'avons indique au debut de la section, nous voulons faire le lien entre les 
parametres a temps continu et ceux a temps discret. Le developpement de Karhunen et 
Loeve [57] permet, dans le cas des recepteurs optimaux (filtres adaptes), de decomposer 
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le bruit blanc Gaussien stationnaire en serie de fonctions membres de processus 
stochastiques : 
n(0 = S^(0 (2-5) 
ou les fonctions de base orthonormees 0.(0 sont les memes que celles utilisees pour le 
signal d'entreex(0- Par consequent, le bruit n = \ni],j = \,2....N est une sequence 
Gaussienne dont les elements sont independamment et identiquement distribues avec 
une moyenne egale a zero et une variance de N0/2. n le bruit d'entree a un spectre de 
densite de puissance egale a N0/2. 
En fonction du choix des fonctions de base orthonormees, jt. peut prendre plusieurs 
valeurs. Pour le codage binaire JC., _/ = 1,2 N est egale a ±a. Le modele a temps 
discret de la figure 2.3 ci-dessous equivaut au modele a temps continu de la figure 2.2 . 
n 
-x 
Figure 2.3: Modele du canal a temps discret 
La figure 2.3 est definie comme le modele du canal vectoriel. Le probleme de la 
transmission d'une fonction du temps a toutes les T secondes revient done a celui de la 
transmission d'un vecteur /V dimensionnel rcqu sous une forme corrompue par un 
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vecteur aleatoire Gaussien a N dimensions. Nous verrons a la fin de ce chapitre que la 
modelisation du canal a temps discret a permis d'etablir les fondements du codage 
aleatoire de Shannon. 
2.2.2 Capacite du canal 
La formule de la capacite du canal, pour un canal Gaussien, est sans doute la formule, la 
plus importante en telecommunication. C'est une borne superieure sur le debit 
d'information envoye a travers le canal qui garantit une probability d'erreur qui tend 
vers 0. Afin de definir cette borne, il est essentiel de presenter en premier lieu, la notion 
d'efficacite spectrale et de taux de transmission. La figure 2.4 represente le codeur qui 
transforme K bits d'information en N symboles codes, ou N > K. 
-£bits- Encodeur —N symboles codes-
Figure 2.4: Modele de Vencodeur 
Le taux de transmission definit comme R est le nombre de bits par seconde delivres par 
la source. L'efficacite spectrale est le rapport entre le taux de transmission et la largeur 
de bande : 
p = — (bits/s./Hz) (2.6) 
Sous l'hypothese de l'echantillonnage au taux de Nyquist, nous pouvons envoyer 
jusqu'a 2W symboles par seconde. Le rapport entre l'efficacite spectrale du canal a 
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temps continu et celui a temps discret devient alors immediat. Effectivement, le nombre 
de bits par seconde par Hertz envoye sur le canal devient le nombre de bits par symbole 
complexe. 
K R p 2K „ ^ 
— = = ^^p = (2.7) 
N 2W 2 N 
Encore une fois, l'analogie entre le canal a temps continu et celui a temps discret est 
etablie. L'efficacite spectrale qui est une mesure qui prend en compte la largeur de 
bande est maintenant facile a obtenir. Par exemple, dans le cas d'une transmission 2-
PAM sans codage, l'efficacite spectrale serait 2 puisque nous pouvons envoyer un bit 
par dimension, ou 8 s'il s'agissait de 256-QAM. 
La seule contrainte evoquee jusqu'a maintenant etait l'echantillonnage. Pour les 
applications spatiales par exemple, malgre que le canal dispose de beaucoup de 
frequence, nous ne pouvons pas augmenter 2W symboles par seconde autant que nous le 
souhaitons. La probabilite d'erreur du systeme doit etre controlee. La formule de la 
capacite du canal de Shannon, qui est une borne sur le taux transmission ou sur 
l'efficacite spectrale dans un canal a bruit blanc et Gaussien s'exprime a l'aide de la 
relation suivante [1]: 
[R < C = W log2 (1 + SNR) (bits/s.) 
I p < pc = log2 (1 + SNR) (bits/s./Hz) 
Ces relations indiquent qu'il est possible theoriquement, de transmettre l'information a 
un taux de transmission egal a C, avec une probabilite d'erreur aussi faible que desiree, 
en utilisant un code correcteur d'erreur approprie. Mais inversement, si le debit de 
transmission est superieur a cette capacite C alors il sera impossible d'assurer que la 
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probability d'erreur tende vers 0. L'efficacite spectrale et le taux de codage sont 
equivalents a un facteur de 2 pres. Le taux de codage est le nombre de bits d'information 
par symbole code K/N envoyes dans le canal alors que l'efficacite spectrale est egale a 
2K/N. Pour un regime limite en puissance, le taux de codage sera inferieur a 1 et 
l'efficacite spectrale inferieure a 2. A partir de la relation (2.9), nous pouvons determiner 
le rapport signal a bruit minimal (Eh I A
r
0)min a partir duquel il est possible de transmettre 
l'information de maniere fiable. Le tableau ci-dessous fournit ce rapport pour plusieurs 
taux de codage differents. 
Tableau 2.1 : Limite des Eh IN0 pour plusieurs taux de codage. 
























Malgre le fait que theoriquement, il soit possible de transmettre l'information aux 
valeurs Eh IN0 minimaux illustres, ce n'est que tres recemment que Ton a decouvert des 
systemes de codage capables de pouvoir transmettre l'information a des rapports signal a 
bruit aussi faibles. Shannon, en etablissant ces relations a suscite un veritable defi pour 
des generations de chercheurs qui 1'ont suivi. Pendant plus de 50 ans, mathematiciens et 
ingenieurs ont cherche sans grand succes des codes et des techniques de decodage 
pratiques qui pouvaient se rapprocher de ces limites. 
Apres avoir illustre les parametres essentiels a temps discret et les limites pour une 
transmission fiable, nous finirons le chapitre 2 en illustrant la notion de codage aleatoire 
de Shannon. 
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2.3 Codage aleatoire 
Les travaux de Shannon, ont permis de montrer que pour transmettre de maniere efficace 
1'information a un taux se rapprochant de la capacite, il fallait coder l'information de 
maniere pseudo aleatoire. Par aleatoire, nous entendons simplement que le code utilise 
provient d'un ensemble de codes, dont chaque symbole est choisi de maniere 
independante et aleatoire. 
2.3.1 Ensembles aleatoires et decodage optimal 
Dans le but d'illustrer l'efficacite du codage aleatoire. Nous allons, montrer comment il 
est possible d'un point de vue theorique, de transmettre l'information par le biais du 
codage, a un taux aussi proche que possible de la limite ultime de Shannon. Pour cela, 
nous devons utiliser la theorie des ensembles aleatoires, le decodage a maximum de 
vraisemblance, la borne de Chernoff, la loi faible des grands nombres [Annexe I], ainsi 
que l'un des resultats de la theorie des grandes deviations [56]. Mais avant tout, il est 
indispensable de recourir a l'un des resultats de la section precedente qui permet de 
modeliser un systeme de communication numerique de maniere entierement discrete. 
Pour reprendre le modele precedent, et sans perte de generalite, y = x + n represente le 
vecteur a la sortie du canal. Le taux de transmission est de 2W symboles par seconde et 
l'energie moyenne allouable par dimension est SX=P/2W. L'ensemble de codes 
aleatoires de Shannon est defini comme suit. Chaque symbole ct,i = \,2,....N de chaque 
mot de code ce C est choisi de maniere independante et aleatoire parmi un ensemble de 
codes suivant une distribution Gaussienne de moyenne 0 et de variance Sx, ou l'energie 
moyenne par symbole (dimension) sur l'ensemble des codes est aussi Sx. En appliquant 
la loi des grands nombres, l'energie moyenne par symbole sur n'importe quels codes en 
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particulier est egalement Sx. Nous pouvons a present considerer la probability d'erreur 
selon plusieurs scenarios. Un code C est choisi aleatoirement parmi l'ensemble decrit ci-
dessus et ensuite un mot de code particulier c0 est designe a la transmission. Le canal 
ajoute un bruit Gaussien avec une moyenne 0 et une variance Sn=N0/2 par symbole. 
Le recepteur connait le code C utilise et regoit j> = co + n. Le decodeur a maximum de 
vraisemblance implemente une regie de decision simple. S'il y a un seul mot de code 
ceCespace d'une distance au carre \y-c\\ egale a N-(Sn±£)ou Nest le nombre de 
symboles codes, il decide c sinon il arrete le decodage. Une erreur de decision peut se 
produire seulement dans l'un des deux cas de figure : 
1) La distance au carre | j -c 0 | "ent re y et le mot de code transmis c0 n'est pas dans 
l'intervalle N-(Sn±e). 
2) La distance au carre LV-^, entre y et un autre mot de code c;. *c0 est dans 
l'intervalle N-(Sn±e). 
En appliquant la borne de Chernoff et la loi faible des grands nombres [Annexe I], la 
probability que le premier type d'erreur se produise tend vers zero de maniere 
exponentielle, lorsque N tend vers l'infini. 
Definissons a present comme typique le mot de code ci ^c0 dont la distance au carre 
r y - c j est egale a N-(Sn±£). Base sur l'un des resultats de la theorie des grandes 
deviations [56], la probabilite qu'un mot de code c . ̂  c0 soit typique tend vers 0 lorsque 
e~NE tend vers 0. 
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L'exposant E est donne a un terme pres d'ordref par l'entropie relative (Kullback-
Leibler divergence) [60]. 
D(PxrUpxpr) = ]dxdyPxY(x,y)\og P**[
x^ (2.9) 
ou les distributions px(x), pY(y)sont les densites de probabilite respectives de la 
sequence codee et de la sequence recue a la sortie du canal, et pXY(x,y) represente la 
distribution conjointe entre la sequence codee et la sequence recue. Dans le cas ou la 
base du logarithme est 2, l'entropie relative est egale a l'information mutuelle I(X;Y) : 
[60]. 
/ (X;y) = g „ ^ l l p 8 2 ^ 5 . -
( y - ^ % l l o g 2 2 ^ 5 y + ^ 
' • (2.10) 
1 i 5 v . . t = — log, —- bits 
2 2 S „ 
ou Sx =SX + Sn. D'apres le developpement precedent la probabilite qu'un mot de code 
c. ^c0 soit typique tend vers 0 lorsque 2
_ N ( / ( ' )_ (f)) tend vers 0 ou 8(e) tend vers 0 
a mesure que e tende vers 0. II est possible a present d'en deduire, d'apres la relation 
(2.10) et la borne union que la probabilite de n'importe lequel des M - 1 < 2pNI2 mots de 
code c • ^c0 soit typique est donnee par : 
r i „N» -Ndlog2^--S(e)) 
P{2em type d'erreur} < 2/>A'/22 2 s" (2.11) 
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Par consequent, afin que la probabilite des deux types d'erreurs tende vers zero a mesure 
que N augmente il faut s'assurer que : 
p < | l o g - ^ = log(l + SNR) (2.12) 
Cette analyse demontre qu'en dessous de la limite log(l + SNR), qui est la limite de 
Shannon sur l'efficacite spectrale (2.8), une probabilite d'erreur aussi faible que possible 
peut etre atteinte, a condition d'utiliser les ensembles aleatoires, un code de grande 
dimension et le decodage a maximum de vraisemblance."" 
L'analyse effectuee montre que sur l'ensemble des codes aleatoires de Shannon, il est 
possible d'atteindre la capacite. Cependant, afin de montrer qu'un code en particulier est 
capable d'atteindre la capacite, il faut observer que si en moyenne, sur l'ensemble des 
codes il est possible d'atteindre une probabilite d'erreur aussi petite soit elle, il y a au 
moins un code de l'ensemble qui peut atteindre une performance similaire. Mais il est 
interessant aussi de considerer les autres codes de l'ensemble. Notons Pe la probabilite 
d'erreur moyenne, pas plus que 1/ K des codes de l'ensemble ont une probabilite 
d'erreur superieure a KPe. Ce qui signifie qu'au moins 99% des codes de l'ensemble ont 
une probabilite d'erreur inferieure a \00Pe. Etant donne que Pe est sense etre 
arbitrairement faible, 100P, reste une tres bonne performance. 
2 Ce developpement s'inspire d'un des developpements du cours en ligne «Principles of Digital 




Apres avoir introduit les bases de la theorie du codage, nous avons presente la notion de 
capacite du canal. Nous avons vu qu'il est possible, en theorie, de transmettre 
l'information de maniere optimale, en utilisant les ensembles aleatoires et le decodage a 
maximum de vraisemblance. Malheureusement, en pratique, il est difficile de concevoir 
des systemes reels capables d'atteindre de telles performances. En effet, la complexite 
de calculs et la latence au decodage sont des exemples de phenomenes que Ton ne peut 
negliger. Le prochain chapitre presentera les systemes de codage les plus populaires et 
essayera de faire le lien entre la theorie et la pratique, en montrant comment, les 




PRINCIPALES TECHNIQUES DE CODAGE 
3.1 Introduction 
Dans ce chapitre, on presente les principales techniques de codage. Comme mentionne 
precedemment, il est possible de les diviser en trois categories : les codes en blocs 
(codage algebrique), les codes convolutionnels et les codes en graphes. Historiquement, 
les premiers codes developpes ont ete les codes en blocs. Ces codes n'ont jamais reussi a 
se rapprocher de maniere pratique et significative de la limite de Shannon [10]. Us ne 
sont utilises en pratique que pour des applications tres specifiques [21]. Neanmoins, ils 
represented les bases du codage de canal et sont utiles a la comprehension de ce 
memoire. C'est la raison pour laquelle nous en donnerons un apergu general. Les codes 
convolutionnels avec decodage de Viterbi et les codes en graphes sont, quant a eux, 
utilises dans diverses applications telles que les transmissions spatiales [22] ou la 
telephonie mobile [8]. Ces codes sont etroitement lies a la nouvelle classe de codes 
proposee dans notre travail de recherche. Par consequent, ils constituent la partie 
essentielle de ce chapitre. 
3.2 Codes en blocs lineaires 
3.2.1 Definition 
Un code binaire, lineaire en blocs C, transforme un bloc d'information de K bits en un 
bloc de N symboles ; N > K. Le code est done constitue de 2K mots de code ayant 
chacun N symboles. Pour pouvoir assurer la linearite de ce dernier, les elements qui le 
constituent doivent former un espace vectoriel sous F2. II est possible de prouver que les 
seules conditions necessaires a la linearite d'un code binaire sont que n'importe quel 
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ensemble sur les 2K mots de code aie la propriete de fermeture, sous 1'addition modulo-
2 element par element de chaque symbole, et que le mot de code (0,0,0, 0)^ fasse 
partie du code. 
\ci®c]=ce ou {ci,cj,ce} e C 
I (000 0)N e C 
Afin de completer cette definition, les notions de distance et de poids de Hamming 
doivent etre definies. 
" Le poids de Hamming WH (x) d'un mot de code x de longueur N, est le nombre 
de composantes non nulles dans x. 
• La distance de Hamming dH{x,y) entre deux mots de codexet j est le nombre 
de positions ou les deux mots de code different. 
Prenons pour exemple, les mots de code x - (010101011) et y = (111001 111), les poids 
de Hamming sont WH (x) = 5 et WH(x) = 7 et la distance de Hamming dH(x,y) est 
egale a 4. 
Nous pouvons ainsi representer un code par le triplet (N,K,d) ou iV est le nombre de 
symboles codes, K le nombre de bits d'information et d la distance minimale. La 
distance minimale correspond a la plus petite distance de Hamming entre n'importe 
quels mots de code. II est simple de prouver que puisque le code est lineaire, d equivaut 
au mot de code z n'incluant pas (0,0,0, 0)^ , ayant un poids de Hamming minimal. 
WH(z) = d= min dH(x,y) (3.2) 
25 
3.2.2 Principales caracteristiques des codes en blocs 
II est possible de definir un code lineaire, en utilisant uniquement leurs fonctions 
generatrices. 
Illustrons comme exemple le code (3,2,2) constitue de quatre mots de code 
{000, Oil, 110, 101}. Les deux fonctions generatrices sont g,=101et g2=110. En 
effectuant toutes les combinaisons lineaires {cclgl+a2g2 |flr,,flr2 e F2}, on obtient le 
code dans son integralite. 
Les fonctions generatrices sont representees par les mots de code lineairement 
independants entre eux. Une maniere simple de les construire est de choisir n'importe 
quel mot de code cx different de (0,0,0, 0)^ comme premiere fonction generatrice, 
puis un autre mot de code c2 lineairement independant de c, et ainsi de suite. 
L'operation generate d'encodage peut etre representee par un ensemble de N equations : 
K-l 
Cm,j =T.
an,j8l.j aVeC 8lJ e F2 etJ=0^ ' ^ ^ ( 3 3 ) 
/=0 
ou de maniere plus simple, sous forme matricielle : 
C = {uG avec«e{F2}"} (3.4) 












Une deuxieme representation possible du code, sous forme de controle de parite est 
donnee par le systeme d'equations suivant: 
C = {y te\ queyHT =0} (3.6) 












La majeure partie des codes lineaires peuvent etre definis ainsi. Les meilleurs codes en 
blocs ont deux caracteristiques principales ; ils font en sorte de maximiser la distance 
minimale et contiennent assez de structure pour pouvoir etre decodes avec une 
complexite raisonnable. En guise d'exemple, nous presentons les codes de Reed-Muller 
[13]. Nous essayons ensuite, de maniere intuitive de comprendre pourquoi, ce genre de 
codage ne fut pas 1'instrument ideal pour se rapprocher de la capacite [10]. 
3.2.3 Codes de Reed Muller 
Les codes de Reed Muller, denotes codes RM sont une famille de codes (N,K,d) qui 
presente un bon compromis entre performance et complexite. Les codes RM(r,m) sont 
caracterises par les parametres retm,0<r<m, tels que N = 2m et d = 2 m _ r . Par 
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exemple le code RM(0,m) est le code binaire a repetition constitue uniquement de deux 
mots de code (0,0,....,0)^ et (1,1, ,1)^ et RM(ra,m) est le code ou K=m=N, qui 
represente toutes les 2'" combinaisons possibles. La construction des codes Reed Muller 
s'effectue par recursivite. RM(r,m) provient de R M ( r - l , m - l ) et RM(r,ra-l) 
suivant la regie : 
RM(r,m) = { (u,u + v)| « e RM(r,ro-l), ve RM(r - l ,m- l ) j (3.8) 
Le decodeur associe a cette classe de code a ete introduit par Reed [23]. II repose sur un 
simple decodeur a quantification dure qui etait attrayant pour la technologie des annees 
cinquante. 
Nous avons montre dans la section 2.3.1 que le theoreme de la capacite du codage de 
Shannon a ete prouve grace aux ensembles aleatoires et au decodage optimal, lorsque la 
longueur du code tendait vers l'infini. La relation (3.8) temoigne de la structure 
inherente a la construction des codes de Reed Muller. Ce qui presente un inconvenient, 
car cette construction ne s'inspire pas reellement de l'approche probabiliste, ou tous les 
symboles de chaque mot de code sont choisis de maniere aleatoire. Le deuxieme point 
faible est lie a la dimension finie ainsi qu'a la complexite du decodage qui augmente de 
maniere exponentielle avec la longueur du code N. Nous montrons dans la prochaine 
section, comment, il est possible d'encoder 1'information avec des codes de longueur 
infinie, ou la complexite ne depend pas de la longueur du code, mais tout en ayant la 
possibilite de les decoder avec un decodage a maximum de vraisemblance [3]. 
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3.3 Codes convolutionnels 
Dans cette section, le fonctionnement et la structure des codes convolutionnels sont 
illustres. Nous nous interessons aux codes systematiques ainsi qu'aux codes non 
systematiques et enfin aux codes recursifs. En termes de decodage, nous presentons 
exclusivement l'algorithme de Viterbi, etant donne qu'il est optimal et qu'il represente la 
base du decodage developpe dans ce projet. 
3.3.1 Bref historique 
Les codes convolutionnels ont ete inventes en 1955 au MIT (Massachussetts Institute of 
Technology) par Elias [2]. Ces codes ont ete mis au point dans le but, entre autres, de 
creer des codes de longueur dite infinie contenant assez de structure, pour pouvoir etre 
decodes en duree de temps polynomiale. En 1961 Wozenscraft et Reiffen ont introduit le 
premier decodeur pratique capable de decoder les codes convolutionnels appele 
decodage sequentiel [24]. En 1963, Massey a propose le decodage a seuil pour les codes 
en blocs ainsi que les codes convolutionnels [25]. Cet algorithme utilise les equations de 
parite et est optimal pour plusieurs sortes de codes en blocs, mais reste sous optimal 
quand on l'applique aux codes convolutionnels. Quelques annees plus tard, Fano et 
Jelinek [26-27] ont introduit un algorithme de decodage sequentiel modifie qui ameliore 
les performances de l'algorithme de Wozenscraft et Reiffen. Cependant, cet algorithme 
demeure encore sous optimal. Viterbi a introduit en 1967 une troisieme sorte de 
decodage pour les codes convolutionnels, et demontra que son algorithme etait 
asymptotiquement optimal [3]. Ce n'est que cinq ans plus tard que Forney prouva que 
l'algorithme de Viterbi etait en fait un decodage a maximum de vraisemblance done 
optimal, pour les codes convolutionnels [9]. 
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3.3.2 Principe d'encodage 
Un codeur convolutionnel de taux \/n bit par symbole peut etre represents comme une 
machine lineaire a nombre d'etats finis consistant en un registre a decalage de K cellules 
et n additionneurs modulo-2, connectes a certaines cellules du registre. La figure 3.1 
illustre le schema de ce type de codeur convolutionnel. L'encodage est le mecanisme qui 
consiste a passer la sequence d'information u dans le registre a decalage un bit a la fois 
et en generer chacun des n symboles codes a la sortie de chaque additionneur modulo-2. 
registre a decalage de K cellules 
Figure 3.1 : Schema d'un codeur convolutionnel de taux 1/n a I'aide d'un registre a 
decalage 
II est possible de decrire le code a I'aide du vecteur, appele vecteur des connexions 
Gj=(8j\>8j2>8j3> g;jf).7 = 1.2,..../i qui exprime la presence ou l'absence de 
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connexions entre l'additionneurj et les K cellules du registre. Une cellule est connectee 
a un additionneur dans le cas d'une valeur 1 et ne Test pas si la valeur est 0. On nomme 
K la longueur de contrainte. La memoire du code pour un code de taux de codage \/n bit 
par symbole est egale a M = K -1. 
La figure 3.2 presente une autre maniere d'illustrer le meme codeur que celui de la 
figure 3.1. Dans ce memoire nous utiliserons, en fonction du contexte l'une ou 1'autre de 
ces deux representations. 
K -1 unites de retard -*• 
Figure 3.2: Schema d'un codeur convolutionnel de taux 1/n a I'aide d'unites de retard 
Dans l'objectif de mieux conceptualiser les codes convolutionnels, il est interessant de 
definir la matrice generatrice du code. Pour cela, il est preferable de reecrire le vecteur 
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des connexions sous une forme un peu differente G- ={g\i,g2i->Sy,-> £,„•)» i = \,2,....K ,
3 
(schema 3.1) qui ex prime la presence ou 1'absence de connexions entre la cellule du 
registre i et les n additionneur .ou chaque composante du vecteur indique la connexion 
de tous les additionneurs avec une cellule particuliere et non la connexion de toutes les 




































Le vecteur c" = (c" ,cl c") des sorties codees correspondantes a l'entree u, est obtenu 
par le produit matriciel modulo-2 de u = {uvu2,....uk) qui designe le vecteur des entrees 
au registre a decalage avec la matrice generatrice G. 
c" =uG (3.10) 
Selon la definition de Forney [28] les polynomes generateurs 




3 Le symbole * est une notation, il ne represente ni la transpose ni la complexe conjugue du vecteur. 
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En associant les sequences en D qui est une variable temporelle appelee unite de retard, 
le code est defini suivant la relation : 
C = {u(D)g(D) \u(D)e¥2(D)} (3.12) 
ou g{D) = {Gj(D), j = 1,2 n}et u{D) equivaut a l'information u sous forme 
polynomiale. g{D) denote egalement G(D) en fonction des elements de retard D fait 
souvent reference a la matrice generatrice sous forme polynomiale du code. 
Prenons pour exemple le codeur de la figure 3.3 : 
0 7 =[1111] , G2=[1101] (3.13) 
Le code qu'il genere peut etre entierement defini sous forme polynomiale 
g(D) = [\ + D + D2 + D3,1 + D + D 3] . 
bits d'entree 








+ 1 • 
^ D 
yik= "*+«*-!+MA-3 
Figure 3.3: Codeur convolutionnel de taux 1/2, n=2, M=3 ayant 
g(D) = [\ + D + D2+D\\ + D + D*] 
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Le codeur convolutionnel de taux 1/n peut etre generalise en un codeur convolutionnel 
de taux b/n,(b>\) ou le registre a K cellules est alors remplace par un ensemble de b 
registres a bxK cellules en parallele. Chacun des registres peut etre pergu comme un 
codeur convolutionnel binaire defini par ses propres vecteurs de connexion, done 
peuvent etre differents. Dans ce cas il est plus commode de parler de la memoire de 
codeur et non de sa longueur de contrainte. 
3.3.3 Representations graphiques 
Un code convolutionnel peut etre represente de plusieurs fagons : diagramme d'etat, 
arbre ou encore par le biais d'un treillis d'encodage. 
3.3.3.1 Diagramme d'etat 
Le codeur convolutionnel est une machine a etats finis, il peut done etre caracterise par 
un diagramme d'etat. Comme mentionne precedemment, la sortie du codeur a un instant 
donne depend du bit d'information entre dans le codeur et de l'etat du codeur, soit le 
contenu des K-l dernieres cellules du registre. La figure 3.4 decrit le diagramme d'etat 
associe au codeur de la figure 3.3. Les etats sont representes par des cercles, les 
transitions du codeur d'un etat a l'autre sont definies comme les branches reliant les 
differents etats. Le premier chiffre qui se trouve sur les branches indique le bit entrant 
dans le codeur et les deux autres chiffres qui suivent la barre oblique designent les 
symboles codes. Le diagramme d'etat est un outil pratique pour la caracterisation des 
codes, il ne permet cependant pas de suivre leurs evolutions dynamiques dans le temps. 
Pour pallier a cet inconvenient, deux representations plus completes sont alors utilisees : 
la representation en arbre et la representation en treillis. Ces dernieres fournissent une 
information temporelle essentielle au suivi de revolution du code dans le temps. Nous 
pourrons constater dans le chapitre suivant, lorsque nous traiterons de la nouvelle classe 
de codes introduite dans ce travail de recherche, que le diagramme d'etat est inadapte et 
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que seules les representations sous forme d'arbre ou de treillis peuvent caracteriser les 
codes convolutionnels a temps variant. 
Figure 3.4: Diagramme d'etat associe au codeur convolutionnel de la figure 3.3 
3.3.3.2 Representation en arbre 
Cette representation de l'operation du codage est plus complete, car elle prend en 
compte 1'evolution du code dans le temps. Les transitions entre les etats du code sont 
illustrees comme un cheminement a partir d'un etat a un autre, ou l'etat de depart est 
souvent choisi comme etant zero. Un arbre se compose de noeuds et de branches. Dans le 
cas binaire, deux branches sortent de chaque noeud. Chaque nceud illustre un etat du 
codeur, la branche superieure correspond a un bit '0' d'information qui entre dans le 
35 
codeur et la branche inferieure a un bit d'information ' 1 ' , les symboles codes a la sortie 
du codeur sont indiques sur chacune des branches. La figure 3.5 illustre l'arbre 
correspondant au codeur de la figure 3.3 ou les S.,j-\,2 8 representent les huit 
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Figure 3.5: Arbre associe au codeur convolutionnel de la figure 3.3 
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3.3.3.3 Representation en treillis 
Le treillis est un outil important, il permet de decrire revolution temporelle du code de 
maniere plus compacte que dans la representation sous forme d'arbre. Effectivement, le 
treillis offre l'avantage d'unir les chemins passant par le meme etat. Dans les prochaines 
sections, nous verrons que le treillis est necessaire a la comprehension du decodage de 
Viterbi 
La figure 3.6 illustre le treillis correspondant au code convolutionnel de la figure 3.3. De 
maniere similaire a la representation sous forme de diagramme d'etat, les etats sont 
representes par des cercles, les transitions du codeur d'un etat a l'autre sont representees 
par des branches reliant les differents etats. Le premier chiffre indique le bit entrant dans 
le codeur et les deux autres chiffres qui suivent la barre oblique designent les symboles 
codes. Chaque chemin partant de l'etat initial (zero) et se prolongeant a travers le treillis 
represente un mot de code particulier. De cette maniere, tous les mots de code sont 
representes par l'ensemble des chemins possibles traversant le treillis. Les codes 
convolutionnels sont par definition lineaires, puisque la premiere partie de la relation 
(3.1) s'applique entre chaque colonne d'etats et s'etend naturellement sur tout le treillis. 
Si la sequence d'information u qui entre dans le codeur est une sequence finie, nous 
parlons de codes convolutionnels de longueur finie. Nous verrons que ces notions sont 
importantes dans le decodage de Viterbi. 
Si deux sequences d'information sont identiques sauf sur n bits consecutifs, alors les 
sequences codees correspondantes seront distinctes sur (n + K -1) branches 
consecutives. Dans le cas ou deux chemins differents ont (K-]) bits d'information 
consecutifs identiques, alors ces deux arbres reconvergent et les sous-arbres emergeant 
du point de reconvergence sont identiques. 
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Figure 3.6: Treillis associe au code convolutionnel de la figure 3.3 
Plusieurs notions de distances peuvent etre definies pour les codes convolutionnels. 
• La distance minimale dmin est la distance minimale entre les chemins de deux 
mots de code de longueur K branches et qui ont leur premiere branche 
differente. 
• la distance des colonnes d'ordre q dc(q) est la distance de Hamming minimale 
entre deux mots de code de longueur q branches qui ont leur premiere branche 
differente. 
• m̂in correspond aussi a la distance de colonne d'ordre q=K: 
dmin=dc(K) (3.14) 
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• La distance libre dfree quant a elle, est la limite de la distance de colonne lorsque 
q tend vers l'infini : 
dfm=\imdc(q) (3.15) 
Par definition : 
dfre^dmn (3.16) 
La distance libre dfreeest la distance minimale entre deux mots de code de longueur 
infinie qui ont leur premiere branche differente. Sa determination n'est pas systematique 
peut etre quelque peu elabore, generalement dfree est egale a 3 ou 4 fois la longueur de 
contrainte K. 
3.3.4 Codes convolutionnels systematiques 
Dans le cas d'un codeur convolutionnel systematique de taux 1/n bit par dimension, les 
symboles codes a la sortie du codeur sont constitues d'un bit d'information et de n-1 
symboles de parite. La figure 3.7 illustre un tel code. II est plus simple de decoder les 
codes systematiques. Plusieurs systemes tels que le decodage a seuil de Massey [25] ou 
bien encore le decodage iteratif developpe par Cardinal, Haccoun et Gagnon [29], au 
laboratoire de communication avancee de l'Ecole Polytechnique de Montreal sont 
adaptes aux codes systematiques. Les codeurs systematiques ont la propriete de ne pas 
etre catastrophiques. Un codeur est catastrophique si et seulement si un nombre fini 
d'erreurs sur les symboles codes peut causer un nombre infini de bits d'information 
decodes en erreur. Les codeurs catastrophiques seront traites plus en detail dans le 
prochain chapitre. Les performances des codes systematiques sont en moyenne 
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inferieures a celles des codes convolutionnels non systematiques [28]. Une des fagons de 
pallier a cet inconvenient est 1'introduction des codes recursifs. 
I 
T ?*= Uk+Uk-L+Uk-2+Uk-3 
Figure 3.7: codeur convolutionnel systematique K=4, M=3, R=l/2 
g(D) = [l,\ + D + D2+D3]. 
3.3.5 Codes convolutionnels systematiques recursifs 
Les codes convolutionnels systematiques recursifs sont generes par un codeur 
convolutionnel systematique dont certaines connexions du registre sont effectuees par 
une boucle de retour. Les codes convolutionnels systematiques recursifs permettent de 
beneficier des avantages des codes convolutionnels systematiques sans souffrir de leurs 
inconvenients. Afin d'eclaircir ce point, nous devons etablir la notion de codes 
convolutionnels equivalents. Deux generateurs g(D) et g (D) sont equivalents s'ils 
generent le meme code, et deux generateurs sont equivalents si et seulement si [28] : 
g(D) = u(D)g\D) I w(D)eF2(D), u(£>)*0 (3.17) 
bits d'entree 
M ^ Hi J \A-\ ̂  • • • JAii 




Cette relation permet de decrire un codeur systematique recursif equivalent a celui de la 
figure 3.3, en rempla$ant le generateur g\D) = [1 + D + D2 + Z)3,1 + Z) + D3] par 
] + D + D3 1 
8iD) = [ \ + D + D> + D >
] : 
T 
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Figure 3.8 : codeur convolutionnel recursif g(D) — [1, 
^2* ~ Uk+Uk-l+Uk-3 
1 + D + D3 
] + D + D2 + Di 
Un codeur convolutionnel recursif a la particularite de pouvoir generer un code de 
longueur infinie avec une sequence d'information finie. Prenons pour exemple le codeur 
convolutionnel de la figure 3.3. Si la sequence d'information {1101} entre dans le 
codeur, le mot de code {..00000111000110001010000..} sera genere. Cependant, si la 
meme sequence d'information entre dans le codeur recursif de la figure 3.8, le mot de 
code genere sera {...000011110111010100010001000100010001 ) avec une 
periodejOOOl}. 
41 
3.3.6 Decodage de Viterbi 
Considerons une sequence codee generee a l'aide d'un codeur convolutionnel. Cette 
sequence y(D) = u{D)g(D) est transmise dans un canal Gaussien AWGN en assignant 
a chaque symbole code yjk e {0,1} la valeur s(yjk)e{±a},j = 0,1 etfc =0,1 N par 
le biais de la modulation PAM. La sequence recue au decodeur est: 
r(D) = s(y(D)) + n(D) (3.18) 
ou n(D) est le bruit Gaussien identiquement distribue avec moyenne nulle et une 
variance de N0/2 par dimension. Le decodage a maximum de vraisemblance equivaut a 
trouver la sequence codee y(D) qui minimise la metrique |r(D)-5( iy(D))| [9] pour 
toute les valeurs de s(y(D)). Puisque chaque chemin qui traverse le treillis correspond a 
une sequence codee possible, il est done possible d'assigner la metrique jrk —s(ykW a 
chaque branche du treillis. Pour cela il faut simplement remplacer les valeurs 
y-k € {0,1} par s(yjk)e {±oc) de chaque branche, en assigner a chaque instant la valeur 
recue rk, d'en faire la soustraction puis l'elevation au carre. Une fois que le treillis 
incorpore ces donnees, l'algorithme de Viterbi consiste a trouver le chemin de poids 
minimal sur Fensemble de tous les chemins du treillis. Une question majeure se pose 
alors : Comment est-il possible que la complexite du decodage n'augmente pas avec la 
longueur de la sequence codee ? 
La reduction de calcul (complexite) est possible d'une part grace a la structure 
specifique du treillis et d'autre part grace a la propriete de reconvergence que nous 
avons presente dans la section 3.3.3.3. A chaque instant, l'algorithme garde les 2M 
chemins de poids minimal qui arrivent a chaque noeud, ou M est la memoire du codeur. 
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Ce mecanisme est defini par l'operation dite ACS (Add Compare Select). En effet, si a 
une profondeur donnee dans le treillis, la metrique aux noeuds j a une valeur IV, 
ralgorithme calcule pour chaque branche partant de ce noeud, la somme r . + yi ou y 
est la metrique de branche (Add). Les differentes valeurs obtenues en un meme noeud 
sont alors comparees (Compare) et seule la branche de la metrique minimale est ensuite 
conservee (Select). Ces metriques minimales conservees aux noeuds j permettent a 
chaque instant et pour chacun des 2M etats, de conserver un seul chemin appele 
survivant. Les survivants permettent de conserver a chaque instant, l'information 
necessaire a ralgorithme en seulement 2M chemins differents du treillis au lieu de 2 2 / . 
Ceci reduit considerablement la complexite et empeche son augmentation exponentielle 
avec la longueur de la sequence codee. 
Pour conclure, ralgorithme de Viterbi est un decodage optimal avec une complexite de 
l'ordre de 2M [9], et est utilise dans plusieurs systemes de communication actuels. Les 
codes convolutionnels avec decodage de Viterbi de longueur de contrainte inferieure a 
dix atteignent des performances superieures a la majorite des codes en blocs pour une 
complexite equivalente. Cependant, en pratique, ils n'arrivent malheureusement pas a 
atteindre la limite de Shannon. II est possible d'emettre une hypothese sur les raisons de 
leurs bonnes, mais insuffisantes performances. Pour reprendre le developpement sur le 
codage aleatoire de Shannon decrit dans le chapitre precedent. Les consignes theoriques 
a respecter pour 1'obtention d'un systeme de codage optimal sont: 
1) Codes de longueurs tres grandes. 
2) Decodage optimal a maximum de vraisemblance. 
3) Ensembles aleatoires. 
43 
Les codes convolutionnels avec decodage de Viterbi satisfont aux deux premieres 
conditions, mais malheureusement pas a la troisieme, puisque le codeur genere un code 
suivant une regie bien precise, qui est 1'addition modulo-2 repetitive des connexions 
fixes d'une machine a etats finis. Les symboles des mots de code sont done dependants 
les uns des autres et manquent par consequent d'alea. 
II est cependant important de noter que theoriquement l'algorithme de Viterbi permet 
d'atteindre les performances dictees par Shannon enoncees dans le chapitre precedent. 
Neanmoins, que ce soit lors de 1'introduction de l'algorithme de Viterbi [3] ou des codes 
convolutionnels [2], la condition theorique necessaire a l'obtention de telles 
performances est de choisir un code parmi un ensemble de codes convolutionnels variant 
dans le temps sans periodicite. 
La prochaine section traite des codes en graphes, ces codes a l'oppose des codes 
illustres jusqu'a present, possedent une structure aleatoire. 
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3.4 Codes en graphes 
Le codage probabiliste a vu le jour lors de 1'introduction des codes Turbo a la 
conference ICC de Geneve en 1993 [4]. Ces codes sont capables de se rapprocher de 
maniere significative de la limite de Shannon. Cette decouverte eut un impact 
considerable, elle mit fin a la conjecture qui s'etait installee au fil des annees, a savoir, 
qu'il etait impossible sur le plan pratique, de concevoir un systeme de codage optimal au 
sens de Shannon. La recherche de nouveaux systemes de codages incitee par la 
revolution Turbo permit, peut de temps apres a Spielman [30] et McKay [31] de 
redecouvrir les codes a faible densite de parite (LDPC) de Gallager [17]. lis montrerent 
que les codes LDPC avec une longueur de sequence entre 103 et 104 pouvaient eux aussi 
parvenir a des performances similaires a celles des codes Turbo. Base sur le travail de 
Tanner [32], Wieberg, dans sa these de doctorat [33] montra, que les codes dits 
probabilistes pouvaient etre percus, comme une classe de codes modelises par un graphe 
clairseme et decodes par un algorithme somme-produit. Cette decouverte permit 
d'unifier les codes modernes et donna naissance a un nouvel axe de recherche intitule 
codes en graphes. 
Dans cette section, la representation graphique des codes lineaires est traitee. Afin 
d'etudier 1'aspect probabiliste des codes en graphe, deux sortes de codes sont illustres : 
les codes LDPC et les codes Turbo. 
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3.4.1 Representation graphique des codes lineaires 
Pour pouvoir representer les codes lineaires sous forme de graphe, il est indispensable 
d'exprimer a l'aide d'un systeme d'equations, la relation (3.4) ou (3.6), ou chaque 
equation correspond a une condition que le code doit respecter, incluant des variables 
dites internes et externes. Deux types de graphes sont illustres dans cette section : les 
graphes de Tanner et les graphes de Forney. Les graphes de Forney sont une extension 
de ceux de Tanner. lis simplifient la comprehension du decodage dans certaines classes 
de codes. Afin d'illustrer ces deux representations, prenons comme exemple le code 
(7,4) defini par la matrice generatrice suivante : 
G 
1 1 0 0 1 1 0 
0 0 1 0 1 1 0 
1 0 0 0 0 1 1 
0 0 0 1 1 1 1 
(3.19) 
Cette matrice implique une realisation de sept equations lineaires homogenes sous F2 
incluant quatre variables d'etats : 
y0 = u] + u3 
y2 =
 u2 
y? = « 4 
y4 - u{ + u2 + u4 
y5 = ux + u2 + u3 + u4 
y6 = u3 + uA 
(3.20) 
II est possible d'exprimer ce code grace a un graphe de Tanner ou de Forney a partir de 
la relation (3.20) 
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Figure 3.9: Representation graphique d'un code defini a I'aide de sa matrice 
generatrice (a) graphe de Tanner (b) graphe de Forney 
Les graphes de Forney et de Tanner sont des graphes bipartis [34]. Les graphes de 
Forney et Tanner representes par la figure 3.9 sont en realite deux variantes d'un meme 
type de graphe appele factor graph [41]. Meme si le graphe de Tanner demeure la 
reference [32], le graphe de Forney est de plus en plus utilise, car il facilite d'une part, la 
comprehension du decodage de certains codes en graphes, mais aussi, car il permet 
d'etablir une dualite entre la representation graphique d'un code defini a I'aide de sa 
matrice generatrice et celle oil le code est defini a I'aide de sa matrice de parite [39]. 
Dans le graphe de Tanner de la figure 3.9 les variables externes (symboles codes) sont 
representees par des cercles pleins, les variables internes (bits d'information) par des 
cercles vides et les contraintes par des rectangles de signe plus. Si une variable interne 
est reliee avec une contrainte, cela indique que cette meme variable fait partie d'une des 
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equations du systeme. Le graphe de Forney est different, il represente les variables par 
des arretes, avec une forme speciale en _L pour les variables externes, ou les contraintes 
sont illustrees par des rectangles de signes differents. 
3.4.2 Codes LDPC 
Les codes LDPC sont des longs codes definis par 1'ensemble des 
parite : 
yHT=0 




































































































La distribution des l's est effectuee de maniere aleatoire, elle demeure relativement 
faible, de l'ordre de TV au lieu N2. Le graphe de Forney associe aux codes LDPC est 
illustre par la figure 3.10, ce graphe a l'inverse de l'exemple illustre par la figure 3.9 
represente un code defini l'aide de sa matrice de parite et non a l'aide de sa matrice 
generatrice, le graphe de Forney traduit les equations de parite de la relation (3.21) sous 
N-K equations de 
(3.21) 
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forme de graphe. Le symbole 71 represente une longue permutation reliant les noeuds 
ensemble. Nous verrons que cette permutation permet d'etablir un lien avec d'autres 
classes de codes qui sont munis d'entrelaceurs. Les premiers codes LDPC developpes 
par Gallager en 1961 etaient des codes reguliers [17]. Les codes reguliers ont la 
particularite d'inclure le merae nombre dl de variables externes differentes et d'avoir le 
meme nombre dp de variables externes dans chaque equation du systeme. dx et dp 
peuvent etre aussi interpretes respectivement soit par le nombre de l's de chaque 
colonne et de chaque rangee de la matrice H, soit par le degre des noeuds du cote gauche 
(rectangles de signe egal) et du cote droit (rectangles de signe plus) d'un graphe de 
Forney. Le nombre d'aretes est done egal a : 
NdA=(N-K)d0 (3.23) 
71 
Figure 3.10: Graphe de Forney associe aux codes LDPC 
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A partir de la relation (3.23), il est possible de definir le taux de codage R simplement a 
l'aide des degres dxet dp des noeuds du graphe : 
l.g.Hzl.-L (3.24: 
N dp 
Une fois que la structure du code prend en compte ces deux contraintes, les l's de la 
matrice H sont choisis de facon pseudo-aleatoire. 
Le decodage des codes LDPC s'effectue a l'aide d'une version iterative de ralgorithme 
somme-produit [17]. A chaque iteration, ralgorithme affine les probabilites a posteriori 
{p(y /r),ye C) (APP), ou r represente la sequence recue observable. C'est la raison 
pour laquelle cet algorithme s'appelle aussi belief propagation. L'algorithme somme-
produit est exact lorsque le graphe ne contient aucun cycle [40], ou un cycle d'un graphe 
represente un sous-ensemble ordonne d'arretes, tel que tout couple d'arretes 
consecutives puisse s'ecrire {(w,v),(v,w)}, (u et v sont des sommets)et que la premiere 
arrete et la derniere arrete s'ecrivent (a, b) et (c, a). Contrairement, lorsque le graphe 
contient des cycles, le decodage devient iteratif et n'est plus optimal a maximum de 
vraisemblance. Cependant, les cycles sont indispensables pour reduire la complexite 
[35]. Les techniques de decodage iteratives ont, depuis la redecouverte des codes LDPC, 
connu un succes important, car elles permettent de decoder certains codes de maniere 
quasi optimale en en reduisant considerablement la complexite [35]. La faible densite 
des l's de la matrice H assure que le graphe est defini localement comme un arbre et 
permet le bon fonctionnement de ralgorithme de decodage. Le nombre d'iteration reste 
cependant eleve, entre 100 et 200. 
L'amelioration majeure des codes LDPC depuis leur decouverte dans les annees 
soixante est l'introduction des codes irreguliers [36]. Les codes LDPC irreguliers 
50 
n'imposent aucune contrainte sur les degres des noeuds du graphe. Recemment, un code 
irregulier developpe par S. Y. Chung et al [37] fut capable d'atteindre litteralement la 
capacite en se rapprochant de 0,0045 dB de la limite de Shannon. La reelle amelioration 
des codes LDPC en relaxant la contrainte de regularity, reaffirme 1'importance de la 
notion d'aleatoire. Effectivement, les codes LDPC reguliers contiennent deja une 
structure aleatoire consequente et le fait de relaxer simplement les conditions sur les 
rangees et les colonnes de la matrice H ameliore significativement les performances. 
Apres avoir defini les caracteristiques principales des codes LDPC, et expose dans le 
chapitre 2 les elements essentiels a la realisation d'un codage optimal, nous pouvons 
aisement tenter d'expliquer les raisons de l'excellente performance des codes LDPC. 
Effectivement, les codes LDPC sont en parfait accord avec la theorie, puisqu'ils 
renferment une structure aleatoire, sont longs et sont decodes par un algorithme quasi 
optimal. 
3.4.3 Codes Turbo 
Les codes Turbo sont generes a l'aide de deux codeurs convolutionnels separes par un 
entrelaceur. Comme illustre dans la figure 3.11, les symboles de sortie du codeur sont 
constitues de bits d'informations, de symboles codes generes par le premier codeur 
convolutionnel et de symboles codes provenant des bits d'information permutes puis 
encodes par un deuxieme codeur convolutionnel, qui est en general identique au 
premier, mais qui peut etre different. La permutation s'effectue grace a un entrelaceur. 
Ce dernier joue un role majeur, car il permet d'une part d'ajouter de l'alea, et d'autre 
part de «brasser» l'information et d'augmenter la distance libre du code. Les 
performances d'erreur du code augmentent avec la longueur de 1'entrelaceur. La figure 
3.11 illustre le premier codeur Turbo qui fut presente a la conference ICC en 1993. II 
demeure l'un des meilleurs codes Turbo actuels. II contient deux codeurs 
convolutionnels recursifs de memoire M = 4. L'entrelaceur utilise est de taille L=65536 
51 
bits et le taux de codage est egal a 1/3. Cependant, il est possible de le perforer [38] pour 
obtenir des taux de codage 1/2 ou superieurs a 1/2. Le graphe de Forney associe au code 
Turbo est presente dans la figure 3.12. On retrouve la longue permutation qui 















Figure 3.11: codeur Turbo, R-l/3 ayant 
*< f l ) =* (D )= [ iJt£+D '
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Le decodage des codes Turbo s'effectue egalement a Faide d'une version iterative de 
l'algorithme somme-produit [39], le decodage s'opere sur le graphe en alternant a l'aide 
de la permutation, entre le treillis de gauche et celui de droite. Sur chaque treillis, 
Falgorithme somme-produit est reduit a un algorithme de decodage de bits BCJR [40] ou 
l'algorithme BCJR est un algorithme qui maximise les APP sur un treillis. 
La longue permutation, egalement retrouvee dans le graphe de Forney des codes LDPC, 
signale 1'aspect aleatoire des codes Turbo. Les codes Turbo peuvent atteindre 
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d'excellentes performances. Par exemple, le code genere par le codeur de la figure 3.11 
peut atteindre a la dix-huitieme iteration une probability de bit en erreur de 10~5 a 0,7dB 
de la capacite du canal [4]. Par contre en dessous de cette probability d'erreur, un 
phenomene de plancher d'erreur (error floor) intervient. Ce dernier est cause par la 
faible distance minimale inherente aux codes Turbo [61], meme si la distance minimale 
augmente avec la memoire des codeurs convolutionnels qui integre le codeur Turbo, la 
complexite devient ingerable pour des codes Turbo de memoire superieures a 6. Cette 
distance minimale relativement faible est due en partie au fait que les codeurs 
convolutionnels intervenant dans le systeme Turbo sont petits (longueurs de contrainte K 
faibles). II est montre que les codes Turbo sont asymptotiquement moins performants 
que les codes LDPC et souffrent d'une distance minimale cinq a dix fois inferieure a ces 
derniers [10]. 
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Figure 3.12: Graphe de Forney associe aux codes Turbo 
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Les codes Turbo restent cependant plus attrayants en termes d'application [41]. 
Effectivement, les codes Turbo sont peu complexes et relativement simples a 
implemented Meme si 1'entrelaceur constitue un handicap pour certaines 
communications a temps reel, a cause du delai au decodage important qu'il engendre, les 
codes LDPC sont en comparaison avec les codes Turbo beaucoup plus complexes. Cela 
provient essentiellement du fait que les codes LDPC sont tres longs, ce qui demande de 
tres nombreux calculs tant a l'encodage qu'au decodage, mais aussi que le decodage 
requiert un tres grand nombre d'iteration. 
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3.5 Conclusion 
Dans ce chapitre ont ete exposees trois classes de codes. Le lien entre la theorie de 
Shannon et les systemes de codage les plus performants fut etabli. Le codage aleatoire 
s'est revele etre la pierre angulaire du codage moderne. Les codes LDPC respectent les 
directives de Shannon pour atteindre la capacite et sont asymptotiquement optimaux. 
Cependant, les codes Turbo et les codes convolutionnels avec decodage de Viterbi sont 
les codes les plus utilises en pratique. Les codes Turbo sont superieurs aux codes 
convolutionnels en termes de performance d'erreur, mais souffrent de complexite de 
mise en oeuvre et le delai associe au decodage est eleve. L'objectif de la prochaine 
section et de celui du memoire dans son ensemble, est d'ajouter de l'alea aux codes 
convolutionnels sans souffrir de delai de decodage excessif cause par un entrelaceur, et 
profiter en meme temps de l'optimalite de 1'algorithme de Viterbi. 
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CHAPITRE 4 
CODES CONVOLUTIONNELS A TEMPS VARIANT QUASI APERIODIQUES 
4.1 Introduction 
Comme indique dans les chapitres 2 et 3, la notion d'aleatoire est essentielle a la 
realisation d'un systeme de codage performant, que ce soit sur le plan theorique avec les 
ensembles aleatoires de Shannon, que sur le plan pratique avec les codes en graphes. 
Toutefois, compte tenu de l'excellent rapport entre performance et complexite des codes 
convolutionnels avec decodage de Viterbi, ces derniers font partie des systemes, parmi 
les plus utilises en pratique [54], [55]. Afin de combiner 1'aspect aleatoire des codes 
modernes et l'efficacite pratique des codes convolutionnels avec decodage de Viterbi, 
nous avons pense faire varier les connexions du codeur convolutionnel de maniere 
pseudo-aleatoire sur une longue periode, et de modifier l'algorithme de Viterbi pour 
qu'il puisse s'adapter aux variations des connexions du codeur. Compte tenu du fait que 
ces variations s'effectuent sur une longue periode, nous avons nomme les codes generes 
par ce systeme : codes convolutionnels a temps variant quasi aperiodiques. On note que 
les codes convolutionnels a temps variant ont deja ete introduits dans le passe dans 
divers contextes, que ce soit dans le but d'obtenir une distance minimale superieure aux 
codes fixes [42], [43], ou encore plus recemment, afin de construire une variante des 
codes LDPC [45]. L'originalite de notre travail de recherche se situe dans l'aspect 
aleatoire des connexions choisies sur une longue periode et l'utilisation d'un algorithme 
de Viterbi adaptatif comme technique de decodage pratique. 
Dans la premiere partie de ce chapitre, nous introduisons le mecanisme du codeur pour 
cette nouvelle classe de codes, ainsi que le mecanisme et les proprietes de 1'algorithme 
de Viterbi adaptatif. Ensuite dans la deuxieme partie, nous analysons les codes 
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convolutionnels a temps variant quasi aperiodiques systematiques et non-systematiques. 
La simulation de ces deux systemes sera presentee ainsi que leurs performances d'erreur. 
4.2 Codes convolutionnels a temps variant periodiques 
4.2.1 Principes du codeur 
Un codeur convolutionnel a temps variant periodique (CTV-P) de taux \/n bit par 
symbole peut etre represents comme une machine lineaire a nombre d'etats finis 
consistant en un registre a decalage de K cellules et n modulo-2 additionneurs, connectes 
a chaque instant donne dans une periode T a certaines cellules differentes du registre, 
impliquant que les connexions sont changees a chaque instant. La figure 4.1 illustre le 
schema de ce type de codeur. Les modules connexions actives au-dessus des 
additionneurs modulo-2 ainsi que les connexions en pointilles de la figure 4.1 indiquent 
que les connexions de chaque additionneur modulo-2 sont differentes a chaque instant 
donne dans une periode T, puis se repetent sur une autre periode T et ainsi de suite. 
,7V 
II est possible de decrire les codes CTV-P a l'aide des matrices des connexions G; , 
y = 1,2,..n qui sont definies comme les vecteurs temporels des vecteurs des connexions 
definis dans la section 3.3.1. 
,7V G; '=(G;,G;.....G;) = 
1 2 
8 j,K Sj,K 
Si 
8 j ,K 
, j = l,2,..n (4.1) 
ou chaque G',/ = 1 T equivaut au vecteur des connexions d'un codeur convolutionnel 
fixe tel qu'illustre dans le chapitre precedent. L'indice temporel superieur i indique que 
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les vecteurs des connexions changent avec le temps. La periodicite des codes implique 
que : 
GiJ
+kT =G), i = \,2 T , it = 1,2, I(h-T)/Tj (4.2) 
ou h represente la longueur de la sequence d'information. La memoire du codeur CTV-P 
pour un code de taux \/n bit par symbole est egale a M = K-\. 
•* Kregis t res a decalage -••*-
Connexions Connexions Connexions Connexions 
actives actives actives actives 
+ + 
1 2 ! 
Figure 4.1: Schema d'un codeur CTV-P de taux de codage 1/n 
La matrice des connexions exprime la presence ou l'absence de connexions entre 
l'additionneurj et les K cellules du registre a chaque instant donne de la periode T avec 
j = l,2,..n. Une cellule du registre est connectee a un additionneur si la valeur est egale 
a T et ne Test pas si la valeur est egale a '0'. Afin d'illustrer la matrice generatrice des 
n 
ii symboles codes 
par bit d'entree 
^ . • 
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codes CTV-P, nous devons redefinir la matrice des connexions a l'aide de G-
i = \,2,....K, tel qu'illustre dans le chapitre precedent: 
G^ =(Gf,G? G,r*) i = \,2,....K (4.3) 
Cette nouvelle notation permet d'alleger considerablement la notation de la matrice 




























































Cette matrice est differente de la matrice generatrice des codes convolutionnels fixes 
puisque les rangees ne sont pas strictement repetitives avec un decalage a droite. 
Nous pouvons comparer par exemple, le code fixe de la figure 3.2 et le code CTV-P de 
taux de codage R=l/2, de periode T = 3 et de memoire M — 3 ou les connexions variant 
dans le temps sont dans l'ordre [17 15], [17 13] et [15 13], ou chaque nombre de ces 
connexions correspond au vecteur des connexions G'; i = \,2,....T, j = \,2...n sous 
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forme octale a un instant i donne de la periode T. Etant donne que la periode T du code 
CTV-P est egale a 3 et que le taux de codage est egal a 1/2, dans notre exemple, l'indice 
i = 1,2,3 et l'indice j = 1,2. Les vecteurs des connexions du code fixe et les matrices des 
connexions du code CTV-P sont donnes respectivement par : 
G ^ O l l l K G ^ O l O l ) (4.5) 
G TV 1 = 
1 1 1 1 
1 1 1 1 
1 1 0 1 
G TV 2 = 
1 1 0 1 
1 0 1 1 
1 0 1 1 
(4.6) 
A partir des relations (4.3), (4.5) et (4.6), il est possible de reformuler les vecteurs ainsi 
que les matrices des connexions sous la forme G. et G'.TV, et d'en deduire la matrice 
generatrice du code convolutionnel fixe (4.7), ainsi que celle du code CTV-P (4.8) de 
l'exemple. 
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(4.8) 
Nous constatons que la premiere rangee de la matrice generatrice des codes 
convolutionnels fixes de la relation (4.7) se repete, avec un decalage d'une position, 
d'une rangee a l'autre, alors que dans la matrice generatrice des codes CTV-P de la 
relation (4.8), la repetition s'effectue par blocs de T = 3 rangees, ce qui equivaut a la 
longueur de la periode. Lors de l'introduction du codeur CTV-QA dans la prochaine 
section, la structure de la matrice generatrice sera comparee avec celle d'autres classes 
de codes. 
4.2.2 Generation des codes CTV-P 
Les symboles a la sortie du codeur de la figure 4.1 representent les symboles codes 
faisant partie de l'un des mots de code. Le code CTV-P dans son integralite est obtenu 
par l'ensemble des sequences codees generees par l'ensemble des entrees possibles. Ce 
qui mathematiquement equivaut au produit matriciel modulo-2 de la matrice 
d'information U de dimension (2hxh) avec la matrice generatriceG , ou U represente 
l'ensemble des 1h sequences d'information (MPH2, uh) et h represente la longueur de 
la sequence d'information : 
C = UG (4.9) 
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4.3 Introduction aux codes convolutionnels a temps variant quasi aperiodiques 
Les codes convolutionnels a temps variant quasi aperiodiques (CTV-QA) represented 
une extension des codes CTV-P, lorsque la periode Test longue, entre 103 et 104 bits, 
que la longueur de la sequence d'entree varie entre lOOOxT et 2000x7 et lorsque les 
variations des connexions du codeur sur cette periode s'effectuent de maniere pseudo 
aleatoire. 
4.3.1 Lien avec les codes Turbo et LDPC 
La longue periode des codes convolutionnels a temps variant quasi aperiodiques 
(CTV-QA) donne lieu a une matrice generatrice moins structuree que celle des codes 
CTV-P. Ce qui, comme mentionne a plusieurs reprises dans les chapitres precedents est 
un avantage tant sur le plan pratique que theorique. Le lien que nous tentons d'etablir 
entre les codes CTV-QA et les codes LDPC et Turbo n'a pas pour but de placer les trois 
classes de codes au meme niveau. Nous voulons simplement appuyer les motivations 
sous-jacentes a notre travail de recherche et montrer que le lien entre les codes Turbo et 
LDPC avec les codes CTV-QA est plus prononce que celui avec les codes 
convolutionnels fixes ou avec les codes CTV-P. 
II a ete montre dans le chapitre precedent, que les uns de la matrice de parite H qui 
caracterise les codes LDPC, sont generes de maniere pseudo aleatoire, avec certaines 
conditions pour les codes dits reguliers et aucune pour les codes dits irreguliers. Nous 
avons mentionne egalement, que le fait de relaxer les conditions de regularity ameliore 
les performances du code. De maniere similaire, les codes CTV-QA reproduisent un peu 
le schema des codes LDPC, dans le sens ou les uns de la matrice generatrice sont aussi 
distribues de fagon pseudo aleatoire sur T rangees de longueur nxK. La generation des 
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wis de maniere pseudo aleatoire de la matrice generatrice des codes CTV-QA est liee 
aux variations pseudo aleatoires des connexions du codeur sur une periode T. 
La figure 4.2 illustre la matrice de parite d'un code LDPC irregulier et la matrice 
generatrice d'un code CTV-QA. 
H = 
0 0 0 0 1 0 1 
1 0 0 0 0 0 0 
0 1 0 0 0 0 0 
1 0 1 0 0 1 1 
0 0 0 1 0 0 0 
0 1 0 1 0 0 0 
0 0 0 0 0 1 0 
0 0 0 1 0 0 0 
0 1 0 0 0 1 0 
0 0 0 1 0 0 0 
1 0 0 0 1 0 0 
(a) 
• 0 0" 
• 0 0 
• 1 0 
• 0 0 
• 1 0 
• 0 0 
• 1 1 
• 0 0 
• 0 0 
• 0 0 
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1 0 • 
0 1 • 
0 0 • 
0 0 • 
0 0 • 
0 0 • 
• 1 0 
• 1 1 
• 1 0 
• 0 1 
• 1 0 
• 0 1 
• 1 1 
• 1 0 
• 1 0 
• 0 1 
• 0 1 
(b) 
Figure 4.2: comparaison entre la matrice generatrice des codes LDPC irregulier (a) et 
la matrice generatrice des codes CTVQA (b) 
La comparaison entre les codes Turbo et les codes CTV-QA est moins facile a effectuer. 
Les codes Turbo sont beaucoup moins propices a l'analyse que la majorite des codes 
correcteurs d'erreurs [46]. Le lien entre les codes Turbo et les codes CTV-QA reside 
principalement dans leur structure reciproque. Effectivement, les deux classes de codes 
utilisent les codes convolutionnels classiques comme base. Le codeur Turbo illustre dans 
la figure 3.2 du chapitre precedent est une concatenation de deux codeurs 
convolutionnels separes par un entrelaceur. Comme indique dans le chapitre 3, 
l'entrelaceur a pour objectif partiel d'introduire de l'alea [46]. Nous avons pense qu'il 
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est possible d'assimiler la longue permutation des codes Turbo a la longue periode T sur 
laquelle, de facon pseudo-aleatoire, les connexions du codeur CTV-QA varient. Mais 
d'une certaine maniere ces variations peuvent etre considerees aussi comme une 
modification des bits d'entree pour un certain code convolutionnel fixe. 
4.3.2 Generation des codes CTV-QA 
La generation des codes CTV-QA ressemble a celle des codes CTV-P. La seule 
difference reside dans la fagon de choisir les variations des connexions du codeur. II est 
neanmoins indispensable de noter que pour des codes variant sur une longue periode de 
maniere pseudo-aleatoire, un preprocesseur avant le codeur de la figure 4.1 est sans 
doute indispensable d'un point de vue materiel, afin de garder en memoire toutes les 
futures variations du codeur. D'un point de vue analytique, etant donne qu'un code 
CTV-QA est un code CTV-P avec une longue periode, la representation mathematique 
(4.9) demeure inchangee. 
4.3.3 Representation graphique des codes CTV-QA 
Les codes CTV-QA peuvent etre represented soit sous forme d'arbre adaptatif, soit sous 
forme de treillis adaptatif. Le diagramme d'etat est inapproprie puisqu'il ne prend pas en 
compte 1'evolution temporelle. 
4.3.3.1 Arbre adaptatif 
La representation sous forme d'arbre des codes CTV-QA ressemble a celle des codes 
convolutionnels fixes presentee au chapitre 3. La difference existe uniquement au niveau 
des symboles codes sur les branches. Ces symboles s'adaptent a present aux variations 
des connexions du codeur. La figure 4.3 represente un arbre associe a un code CTV-QA 
de memoire M=3 et de taux de codage R=\/2 ou les connexions du codeur sont choisies 
de facon pseudo aleatoire sur une periode 7=1000. Les quatre premiers ensembles de 
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connexions sur lesquels le codeur varie sont, donnes dans l'ordre, sous forme octale par 
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Figure 4.3: arbre associe au codeur CTV-QA 
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L'arbre de la figure 4.3 illustre seulement le debut du code, ou les symboles codes sur 
les branches, aux endroits ou ils devaient etre identiques dans le cas d'un code 
convolutionnel classique sont soulignes. 
4.3.3.2 Treillis adaptatif 
Le treillis des codes CTV-QA est considere comme un treillis a temps variant. Comme 
dans la representation en arbre, les symboles codes sur les branches evoluent en fonction 
des variations des connexions du codeur. La figure 4.4 illustre un treillis associe au 
meme code utilise pour la representation en arbre. Mais ici, la figure couvre cinq unites 
de temps au lieu de quatre, ou les cinq premiers ensembles de connexions variant dans le 
temps sont, dans l'ordre, sous forme octale : [17 13], [17 15], [15 13], [17 11] et [15 17]. 
ooo ^—-o/oo—>- ooo ^—o/oo—** ooo —0 /00 - »• ooo -o/oo— «3 ooo -o/oo—^ ooo 
*• 100 * 1 0 0 X *• 100 * T O O »• 100 
* 0 1 0 ^ , * 0 1 0 <• } 0 1 0 <~ } 0 1 0 
% o v . 
^ 110 \ % * 110 ^ > 110 >c? ^ 110 
\ *ooi ^k> ^ o 0 1 V\
N%^_ > 0 0 1 
d- ^ 101 #101 #101 
^ 111 1/00 •» 111 1 / 0 1 - - - * 111 
Figure 4.4: treillis associe au codeur CTV-QA 
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Les symboles codes sur chaque branche a chaque unite de temps de la figure 4.4 sont 
inscrits avec un caractere different, afin d'indiquer que les symboles sur les branches qui 
transitent entre deux memes etats ne sont pas obligatoirement identiques a mesure que 
Ton traverse le treillis. Le reste du treillis depend des variations des connexions du 
codeur. Les symboles sur les branches sont encore differents sur T-5 unites de temps, 
ensuite, le meme treillis se repetera sur T unites de temps et ainsi de suite. Maintenant 
que le treillis adapte aux codes CTV-QA a ete presente, nous pouvons introduire 
l'algorithme de Viterbi adaptatif. 
4.4 Algorithme de Viterbi adaptatif 
Avant de presenter l'algorithme de Viterbi adaptatif, il est preferable de clarifier la 
notion d'aleatoire presente dans les codes CTV-QA. Le principe est le meme que celui 
des codes LDPC ou Turbo. Le decodeur est informe des connexions actives du codeur a 
chaque instant de la periode T. Le fait que le decodeur connaisse les connexions actives 
a chaque instant ne denature cependant pas la notion d'aleatoire presente dans les codes 
CTV-QA. Ce point est assez delicat et porte souvent a confusion. Effectivement, comme 
mentionne dans le chapitre precedent, le codage aleatoire consiste entre autres a assurer 
que le code choisi a la transmission fasse partie d'un vaste ensemble. II n'a pas pour 
objectif d'introduire de l'incertitude dans le systeme de transmission. 
Le decodage de Viterbi adaptatif est une variante de l'algorithme de Viterbi classique 
evoluant sur le treillis a temps variant illustre dans la sous-section 4.3.2. Etant donne que 
le treillis incorpore les variations des connexions du codeur, chaque chemin possible de 
ce dernier equivaut a un mot de code eventuel. 
Considerons une sequence codee generee a l'aide d'un codeur CTV-QA. Cette sequence 
est transmise a travers un canal Gaussien AWGN en assignant a chaque yjk e {0,1} le 
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symbole s(yjk)e{±a], par le biais de la modulation 2-PAM. La sequence regue au 
decodeur est: 
r = s(y) + n (4.10) 
ou n est une sequence Gaussienne independamment distribute avec une moyenne 0 et 
une variance NQ/2 par dimension. Le decodage a maximum de vraisemblance equivaut 
comme dans le cas des codes convolutionnels classiques, a trouver la sequence codee y 
qui minimise la metrique I r - s ^ j ) ! pour en deduire ensuite la sequence d'information 
qui a ete transmise. II est possible d'assigner la metrique vrk —s(yk) a chaque branche 
du treillis. Une fois que le treillis incorpore ces donnees, le decodage de Viterbi adaptatif 
consiste a trouver la metrique minimale grace a 1'algorithme ACS illustre dans le 
chapitre precedent, sur l'ensemble du treillis adapte au code CTV-QA transmis. 
L'algorithme de Viterbi adaptatif presente dans cette section garde son optimalite et 
n'est pas plus complexe (temps de calcul) que l'algorithme de Viterbi classique [47]. 
Etant donne que le nombre d'operations a chaque nceud est le meme, puisque nous 
utilisons aussi l'algorithme ACS. La complexity de ce dernier est done egalement de 
l'ordre de 2M , ou M represente la memoire du codeur CTV-QA. 
La prochaine section introduit les codes CTV-QA systematiques La simulation d'un 
systeme de codage CTV-QA systematique pour un canal Gaussien sera aussi presentee. 
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4.5 Analyse des codes CTV-QA systematique 
Nous commengons par introduire les codes CTV-QA systematiques, car se sont, les 
codes CTV-QA les plus simples a mettre en oeuvre d'un point de vue realisation4. La 
figure 4.5 illustre le codeur que nous utilisons pour la simulation des codes CTV-QA 
systematiques de memoire M=4. 
Figure 4.5: Codeur CTV-QA systematiques, R-l/2, M=4 
Le module Connexions actives active certaines connexions a chaque instant sur une 
periode T, reactive 5ces memes connexions sur une autre periode Tet ainsi de suite. 
4 Ce point s'eclaircira lors de l'introduction des codes CTV-QA non systematiques. 
5 Ce mecanisme est possible grace au pretraitement que nous presenterons dans la sous section 4.5.2.1. 
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Le programme elabore pour simuler les codes CTV-QA systematiques incorpore bien 
evidemment un decodeur. Afin d'illustrer son fonctionnement, nous devons presenter 
l'algorithme de Viterbi adaptatif pratique utilise dans la simulation des codes CTV-QA. 
4.5.1 Algorithme de Viterbi adapte aux codes de longueur dite infinie 
L'algorithme de Viterbi differe un peu quand il s'agit des codes convolutionnels de 
longueur dite infinie. Afin de presenter la methode utilisee pour simuler toutes les 
variantes des codes CTV-QA illustres dans ce memoire, nous presentons dans cette 
sous-section, 1'algorithme de decodage de la maniere dont nous l'avons programme. 
Lorsque les codes sont longs, ou de longueur dite infinie il n'est pas raisonnable 
d'attendre que 1'algorithme ait traverse tout le treillis avant de pouvoir decider du mot de 
code (chemin du treillis) qui correspond a la sequence d'information qui a ete 
vraisemblablement transmise. Cela impliquerait d'une part une latence importante au 
decodage, puisque le decodeur devrait attendre la transmission de l'integralite de la 
sequence codee avant de pouvoir decider du premier bit transmis et d'autre part, cela 
obligerait le programme a garder en memoire des matrices de taille 2M xN , ou N est la 
longueur de la sequence codee et M la memoire du codeur. La fagon de contourner ce 
probleme est de prendre une decision a un instant donne sur les symboles codes transmis 
il y'a plus d'un certain temps. Pour cela, il faut reculer d'une distance fixe (traceback 
length) dans le treillis pour prendre une decision. 
Dans le cas d'un code de taux de codage egal a \ln bit par symbole, n symboles sont 
selectionnes sur une branche entre les instants k et k-\ d'apres le chemin de poids 
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cumule minimal sur le treillis entre les noeuds aux instants k et k + th , signifiant que le 
delai au decodage est de th bits. 
-* tb-Distance de retour (Traceback length) *• 
k k + \ k + th (k + \) + t„ 
Figure 4.6: Mecanisme de retour pour Valgorithme de Viterbi adapte aux codes de 
distance dite infinie. 
La figure 4.6 illustre un exemple ou deux chemins de poids minimaux successifs sont 
choisis (ligne pleine en caractere gras et ligne pointillee en caractere gras). Dans cet 
exemple nous pouvons remarquer qu'a l'instant (k + \) + tb tous les chemins minimaux 
arrivant aux 2M noeuds, M=2 proviennent d'un seul et unique chemin avec une forte 
probabilite. Appuyant ainsi la these que si Ton prend une longueur de retour assez 
grande, ce procede permet de ne pas attendre la transmission de la sequence dans son 
integralite pour que 1'algorithme prenne une decision. Ce phenomene est une tendance et 
non une certitude et plus th est choisi assez grand, plus il y a des chances que cette 
tendance se realise. La distance de retour tb choisie pour les codes convolutionnels fixes 
6 Par chemin de poids cumule, nous voulons dire que l'operation ACS s'opere de maniere classique sur 
tout le treillis, et qu'a la profondeur k, les poids sur les noeuds correspondent aux poids des 2 survivants. 
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est generalement de 5M . Dans le cas des codes CTV-QA, les simulations ont montre 
que la longueur de retour egale alOM etait suffisante. 
4.5.2 Simulation des codes CTV-QA-S de taux de codage 1/2 
Le programme de simulation des codes CTV-QA-S est divise en deux parties : un 
pretraitement et un simulateur. 
4.5.2.1 Pretraitement 
Le pretraitement se divise en plusieurs etapes : 
1. Le programme genere des ensembles de connexions de facon pseudo aleatoire 
pour un codeur de memoire donnee, ou le nombre de connexions depend de la 
memoire du codeur. 
2. Le programme teste chaque ensemble de connexions sur un codeur 
convolutionnel fixe avec decodage de Viterbi et retient ceux qui generent des 
performances d'erreur superieures a un seuil predetermine y/. 
3. Une fois que plusieurs ensembles de connexions aient ete selectionnes, le 
programme genere aleatoirement une distribution de ces ensembles de 
connexions sur une periode Tde longueur comprise entrelO3 et 104. 
4.5.2.2 Simulation et analyse des performances 
Une fois le pretraitement termine, le programme de simulation opere aussi en plusieurs 
etapes : 
1. Le programme encode l'information avec le codeur CTV-QA-S ou les 
connexions de ce dernier varient d'apres la distribution des ensembles de 
connexions conservee lors du pretraitement. 
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2. Ensuite le programme ajoute du bruit Gaussien aux symboles codes. 
3. Puis le programme decode le signal re§u a l'aide de l'algorithme de Viterbi 
adaptatif que nous avons presente precedemment. 
4. Finalement, il calcule les performances d'erreur sur une large gamme de valeurs 
deEh/N0. 
~-§-Code CTV-QA-S {M=4) : 




Figure 4.7: Performances d'erreur de codes CTV-QA-S, R=l/2, T=5000, quantification 
douce a 3 bits 
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La quantification utilisee pour le decodeur est une quantification douce a 8 niveaux7. 
La figure 4.7 illustre les performances d'erreur de codes CTV-QA-S pour des codeurs de 
memoires relativement faibles. Le tableau 4.1 relate les ensembles des connexions sous 
forme octale sur lesquels chaque codeur varie de maniere pseudo-aleatoire sur une 
periode T = 5000, ou chacun des ensembles des connexions sous forme octale du 
tableau 4.1 correspond aux j vecteurs des connexions G'; sous forme octale, ou 
j = \,2...n et / peut prendre aleatoirement n'importe quelle valeur entre 1 et T, d'apres la 
distribution generee lors du pretraitement. Le nombre de possibilites d'ensembles de 
connexions pour un code de memoire M est donne par2w~'. 
Tableau 4.1: Ensembles des connexions sur lesquels varie le codeur CTV-QA 
systematique de taux de codage R=l/2 
M Ensembles des connexions 
~4 {[1 33], [1 31], [1 23], [1 25], [1 27], [1 35]} 
~6 {[1 135], [1 137], [1 107], [1 145], [1 153], [1 107], [1 133], [1 175], [1 147], 
[1 115], [1 123], [1 151], [1 173], [1 113], [1 161], [1 131], [1 167]} 
"8 {[1 727], [1 647], [1 757], [1 557], [1 677], [1 755], [1 515], [1 551], [1 661] 
[1 455], [1 433], [1 613], [1 625], [1 465], [1 645], [1 725], [1 467], [1 741], 
[1 547], [1 435], [1 763], [1 573], [1 627], [1 523], [1 745], [1 675], [1 735], 
[1 545], [1 751], [1 463], [1 417], [1 703], [1 527], [1 573], [1 555], [1 655], 
[1 705], [1 763], [1 563], [1 643], [1 745], [1 607], [1 775], [1 543], [1 531], 
[1 613], [1 541], [1 725], [1 567], [1 527], [1 517], [1 447], [1 711], [1 667], 
[1 637], [1 717], [1 637], [1 565],} 
7 La quantification douce utilisee sera detaillee dans l'annexe II 
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Les performances d'erreur de la figure 4.7 indique que les gains de codage obtenus par 
des codes de longueur de memoire M=4, M=6 et M=S sont respectivement de 2,6 dB, 
2,9 dB et 3,5 dB pour une probability de bit en erreur delO-5. 
Les performances d'erreur illustrees par la figure 4.7 sont les resultats obtenus apres 
1'optimisation de plusieurs parametres, tels que le nombre d'ensembles de connexions 
sur lesquels varient le codeur, la longueur de la periode, et le seuil y/. Cette optimisation 
s'est effectue par le biais de plusieurs simulations repetitives de codes CTV-QA pour 
plusieurs de ces parametres. Cependant malgre qu'un gain de codage de 3,6 dB ait ete 
obtenu par un code systematique relativement petit (faible longueur de contrainte), les 
codes presentes sont loin de rivaliser avec la plupart des codes convolutionnels fixes non 
systematiques avec decodage de Viterbi [58]. C'est la raison pour laquelle nous 
n'etendrons pas plus l'analyse de ces codes. 
Une fagon naturelle d'ameliorer les performances des codes CTV-QA systematiques est 
d'introduire les codes CTV-QA non systematiques. Nous verrons cependant, que ces 
codes soulevent d'autres problemes lies a leur mise en oeuvre. 
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4.6 Codeurs catastrophiques 
Les meilleurs codes convolutionnels sont des codes convolutionnels non systematiques 
non recursifs [48], [49]. L'extension aux codes CTV-QA non systematiques non 
recursifs peut paraitre simple. Cependant a partir du moment ou le codeur n'est plus 
systematique, certains problemes peuvent survenir, notamment le fait que le codeur peut 
etre catastrophique. 
4.6.1 Codeurs convolutionnels fixes catastrophiques 
Dans le cas des codes non systematiques le decodage de Viterbi reproduit avec le plus de 
fidelite possible la sequence codee initiale. Un autre module se charge normalement de 
transformer la sequence codee estimee en bits d'information. La figure 4.8 illustre un 
systeme de communication utilisant un codeur convolutionnel non systematique de taux 
de codage b I v et un decodeur de Viterbi classique ou le decodeur est divise en deux 
parties [28]. C'est le dernier module de la figure 4.8 qui a pour mission de retrouver les 
bits d'information qui ont ete transmis a partir de l'estimation du mot de code. Ce 
module est caracterise par la matrice sous forme polynomiale G~l (D) de dimension 
vxb qui resout 1'equation [59] : 
G(D)G~l(D) = IbD
l, pour />0 (4.11) 
ou 7fcest la matrice unite de dimension bxb. 
Jusqu'ici, il n'avait pas pamt essentiel de diviser le decodeur en deux parties, car les 
codes que nous avions simules etaient systematiques. Sachant, que pour les codes 
systematiques, on peut retrouver directement les bits d'information grace a l'operation 

















Figure 4.8: Systeme de transmission incluant un codeur convolutionnel oil le decodeur 
est divise en deux parties 
Un probleme grave peut alors subvenir pour les codes non systematiques, lorsque le mot 
de code decode, contient un simple symbole en erreur qui cause une infinite d'erreurs 
dans la sequence d'information decodee. Le codeur capable de produire un tel scenario 
est appele codeur catastrophique. Puisque les modules G(D) et G (D) sont 
complementaires, un codeur est catastrophique lorsqu'il peut generer une sequence 
codee contenant un nombre fini d'elements differents de 0 avec une sequence 
d'information contenant un nombre infini d'elements differents de 0 [28]. 
Par exemple, le codeur convolutionnel non recursif non systematique de taux 1/1 
caracterise par la matrice generatrice sous forme polynomiale G(D) = \ + D est 
catastrophique. 
un codeur convolutionnel de taux 1/1 comprend une entree et une sortie. 
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Dans le chapitre precedent, les codeurs systematiques recursifs ont ete presentes entre 
autres, comme des codeurs capables, avec une sequence d'information finie, de generer 
des sequences codees de longueur dite infinie. Dans notre cas, la situation est semblable, 
seulement au decodage et non a l'encodage. Effectivement, le polynome inverse de 
l'exemple = ] + D + D2 + D3 , qui doit retrouver la sequence d'information 
transmise a les memes proprietes qu'un codeur systematique recursif. Si le mot de code 
constitue entierement de O's est transmis a travers le canal, et qu'au decodage une 
erreur se produit sur un seul symbole, Vinformation decodee sera constitute d'un 
nombre infini d'elements differents de 0. D'ou la definition de catastrophique, une 
simple erreur perpetree au decodage peut induire un nombre infini de bits en erreur a la 
sortie du systeme .Ce qui correspond aussi a une boucle de poids zero autre que la 
branche qui boucle sur l'etat zero dans le diagramme d'etat. 
Plusieurs methodes existent pour determiner si un codeur convolutionnel est 
catastrophique [50-52]. L'inconvenient principal est que la complexite de ces methodes 
augmente avec la memoire et le nombre d'entrees et de sorties du codeur. 
4.6.2 Codeurs convolutionnels a temps variant catastrophiques 
Que les codes soient des codes convolutionnels fixes ou a temps variant, la definition 
d'un codeur catastrophique reste la meme. Par contre, la determination des codes 
convolutionnels a temps variant catastrophiques [53], implique de mettre en relation les 
codes convolutionnels fixes et ceux a temps variant. D'apres [43], tout code 
convolutionnel a temps variant avec une memoire M et une periode T de taux de codage 
b/v est equivalent a un code convolutionnel fixe de taux de codage bTIvT avec une 
matrice generatrice sous forme polynomiale : 
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(4.13) 
ou les G"\ j = 1,2,...K, u = l,2....T ont ete definis dans la section 4.2 et par convention 
G'f = 0 pour j > K et j < 0 . 
Prenons comme exemple le code convolutionnel a temps variant de taux de codage 
R=\I2 et de periode T = 2 defini par les matrices des connexions Gfv,i-\,2...n 
definies dans la section 4.2 : 











Ce qui correspond aux matrices generatrices sous la forme polynomiale pour chaque 
instant de la periode T = 2 : 
Gl(D) = [\ + D\\ + D + D
2] G2(D)= [\ + D,\ + D*] (4.15) 
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Nous devons a present redefinir les matrices des connexions G( ,/ = 1,2..n sous la forme 






G ^ G f ^ f l l l l ] 
G*I,G*2] = [0110] 
G3*\G3*
2] = [0100] 
G4*\G4*
2] = [1001] 
(4.16) 
La matrice generatrice sous forme polynomial du code convolutionnel fixe equivalent 
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1 1 1 0 " 
0 0 1 1 
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0 D 0 0 
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0 0 0 0 





\ + D 1 D 
D 1 1 
ou T = 2, M = 3, M* = [312~\ =2 et par convention G
u* = 0 pour j>K et j<0 
Inequivalence entre les codes convolutionnels a temps variant et les codes 
convolutionnels fixes etant a present etablie, determiner si un codeur convolutionnel a 
temps variant de taux de codage blv est catastrophique equivaut a determiner si un 
codeur convolutionnel fixe de taux de codage bT I vT est catastrophique. 
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Soit G(D) la matrice generatrice sous forme polynomiale d'un code convolutionnel C 
fixe de taux de codage bT I vT equivalente a celle d'un code convolutionnel a temps 
variant C* de taux de codage b I v et de periode T. Si [50] : 
PGCD(A,(D),A2(D), AF(D)) = D
d (4.18) 
ou A;(D)represente le determinant de la iem des F-
ybT; 
sous matrice de G(D) de 
taille [bTxbT], d >0et PGCD represente le plus grand diviseur commun, alors le code 
convolutionnel a temps variant C* n'est pas catastrophique. 
La complexite de l'algorithme augmente malheureusement de maniere exponentielle 
avec la periode Tear il implique le calcul de plusieurs determinants de matrices de taille 
[bTxbT]. O'Dhonoghu et Burkley [53] utilisent aussi le lien entre les codes 
convolutionnels fixes et ceux a temps variant pour trouver un algorithme qui determine 
si un code convolutionnel a temps variant est catastrophique de maniere plus rapide. Le 
temps de calcul pour definir si un code CTV-QA est catastrophique demeure cependant 
trop eleve, car les codes CTV-QA proposes ont par definition une tres longue periode. 
Nous allons done supposer dans la prochaine section que les codes utilises ne sont pas 
catastrophiques, en faisant varier les connexions du codeur CTV-QA uniquement sur des 
connexions de codeurs fixes non catastrophiques. 
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4.7 Analyse des codes CTV-QA non systematiques 
4.7.1 Realisation du systeme 
La presentation du decodeur divise en deux parties distinctes ainsi que l'equivalence 
entre les codes convolutionnels fixes et ceux a temps variant permettent de definir le 
systeme de transmission utilisant un codeur CTV-QA non systematique. Dans le ca de 
notre recherche nous n'avons pas cherche a retrouver la sequence d'information 
directement a partir de l'algorithme Viterbi adaptatif, ce qui pourrait etre envisageable. 
Sequence 
d'information 




G (D)du codeur A 
fixe equivalent Information 
decodee 






Figure 4.9: Systeme de transmission utilisant un codeur CTV-QA non systematique 
Hormis le fait que le codeur CTV-QA non systematique puisse s'averer catastrophique, 
le systeme de la figure 4.9 ajoute de la complexite au decodage par rapport aux codes 
CTV-QA non systematiques. Car le dernier module de la figure 4.9 inexistant pour les 
codes CTV-QA systematiques, est associe a une matrice sous forme polynomiale 
G~\D) de taille vTxbT, puisqu'un code CTV-QA de taux blv equivaut a un code 
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convolutionnel fixe de taux bT I vT [53], impliquant done une latence au decodage de 
l'ordre de Tet done une complexite additionnelle au decodage de l'ordre 0(T ) 
3x 10 
4.7.2 Simulation des codes CTV-QA de taux de codage 1/2 
La figure 4.10 illustre le codeur que nous utilisons pour la simulation des codes 
CTV-QA non systematiques de taux de codage R=\/2 et de memoire M=4. 
Figure 4.10: Codeur CTV-QA non systematique, R-l/2, M=4 
Le programme qui simule les codes CTV-QA est essentiellement le meme que celui 
developpe pour les codes CTV-QA systematiques a l'exception du fait, que les 
0(n ) correspond a la complexite de la multiplication matricielle de deux matrices de taille nXn 
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-*— Code CTV-QA (M: 
EB/NQ(dB) 
Figure 4.11: Performances d'erreur de codes CTV-QA, T=5000, R=]/2, quantification 
douce a 3 bits 
Les performances d'erreur sont obtenues en comparant la sequence codee transmise 
initiale et celle estimee apres le decodeur de Viterbi adaptatif. Le programme n'inclut 
pas le dernier module de la figure 4.9 qui transforme le mot de code estime en une 
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sequence d'information estimee. Cette operation est censee, du moment ou le codeur 
n'est pas catastrophique, retranscrire avec exactitude la sequence d'information estimee 
[28]. Nous pouvons done ignorer cette etape a condition que nous prenions bien en 
compte le fait que la complexite du systeme a reellement augmente en comparaison avec 
les codes systematiques. La figure 4.11 illustre les performances d'erreur de codes 
CTV-QA generes par des codeurs de memoire 4, 6 et 8. Le tableau 4.2 relate les 
ensembles des connexions sous forme octale sur lesquels chaque codeur varie de 
maniere pseudo-aleatoire sur une periode T = 5000. 
Tableau 4.2 : Ensembles des connexions sur lesquels varie le codeur CTV-QA de taux 
de codage R=l/2 
M Ensembles des connexions 
4 {[25 23], [27 24], [21 36], [23 35], [37 33], [33 27], [21 33], [31 35], [33 35], 
[27 25], [33 37], [21 33], [25 31], [21 26], [33 31]} 
"6 {[151 117], [137 167], [165 136], [125 104], [177 131], [161 123], [131 134], 
[177 115], [133 171], [143 164], [171 126], [117 172], [157 122], [175 115], 
[145 113], [117 172], [157 135]} 
~8 {[521 427], [661 533], [677 575], [457 421], [673 465], [561 753], [607 571], 
[737 453], [433 715], [513 401], [611 477], [565 613], [547 525], [403 627], 
[735 473], [703 421], [661453], [717 471], [561 755], [633 411], [611 523]} 
Nous constatons que les performances d'erreur sont superieures a celles des codes 
systematiques. Le gain de codage obtenu est de 5.1 dB pour une probability de bit en 
erreur del0~5, pour un code de longueur de contrainte K=9. Les performances de ces 
derniers restent malheureusement legerement en dessous des meilleures performances 
des codes convolutionnels fixes pour une meme longueur de contrainte [58]. La raison 
essentielle a cela est que la complexite de l'algorithme de Viterbi adaptatif augmente de 
maniere exponentielle avec la memoire du codeur et oblige done le codeur a dispose 
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d'une memoire relativement faible. Ce qui restreint considerablement l'ensemble sur 
lequel le code est choisit de maniere aleatoire et affaiblit considerablement la 
composante aleatoire du systeme de codage propose dans ce memoire. Les resultats 
obtenus sont le fruit de l'optimisation de plusieurs parametres tels que la periode T, le 
nombre de connexions differentes sur lesquelles le codeur varie ou encore le seuil y/. 
Les resultats presentes viennent confirmer le potentiel qu'offre la nouvelle technique de 
codage proposee dans ce memoire. Malgre que les longueurs de contrainte soient 
relativement faibles, un gain de codage substantiel a ete obtenu. Ce gain ne depasse pour 
le moment pas celui obtenu par les codes convolutionnels fixes avec decodage de Viterbi 
qui generent les meilleures performances pour une meme longueur de contrainte [58] et 
n'est cependant pas suffisant, pour rivaliser avec les techniques de codages modernes 
tels que les codes Turbo ou LDPC. Meme si les codes CTV-QA renferment une 
structure probabiliste, nous pensons que la distance minimale des codes CTV-QA 
simules reste faible. Puisque la distance minimale des codes convolutionnels a temps 
variant est apparentee a celle des codes convolutionnels fixes de meme longueur de 
contrainte [43] et que pour des codes convolutionnels fixes de longueur de contrainte 
comprise entre 5 a 9, la distance minimale des meilleurs d'entre eux est comprise 
respectivement entre 5 et 12 [57]. Une facon simple d'augmenter la distance minimale 
est de simuler des codes de memoires plus grandes. Seulement, comme mentionne 
precedemment, la complexite de l'algorithme de Viterbi augmente de maniere 
exponentielle avec la memoire du codeur. Le simulateur developpe pour cette recherche 
est le premier en son genre, et reste un prototype. Le temps de simulation devient 
ingerable pour des codeurs de memoire superieure a 8. 
Afin d'augmenter la distance minimale des codes CTV-QA sans pour autant augmenter 
la longueur de contrainte de ces derniers, la simulation des codes de taux de codage 1/3 
est presentee. La reduction du taux de codage a cependant quelques desavantages. 
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Hormis le fait que la complexite au decodage ait augmente, ce precede requiert une 
augmentation significative de la largeur de bande. 
4.7.3 Simulation des codes CTV-QA de taux de codage 1/3 
La figure 4.12 illustre le codeur que nous utilisons pour la simulation des codes 
CTV-QA de taux de codage R=\/3 et de memoire M=6. 
Figure 4.12: Codeur CTV-QA non systematique, R =1/3, M=6 
Les ensembles des connexions sur lesquels le codeur CTV-QA varie sont normalement 
choisis a l'aide d'un pretraitement decrit dans la section 4.5.2.1. Neanmoins, apres 
plusieurs simulations, nous avons remarque que pour les codes de memoire 8 il n'y a pas 
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d'interet reel a choisir certains ensembles de connexions particuliers plutot que d'autres. 
Au contraire, le fait que le codeur varie sur une tres large gamme de connexions 
differentes ameliore legerement les performances. La figure 4.13 illustre les 
performances d'erreur des codes CTV-QA de taux de codage 1/3. 
10' 
-*— code CTV-QA (M=6) 
-*— code CTV-QA (M=8) 
2.5 
EB/N0 (dB) 
Figure 4.13: Comparaison entre les codes CTV-Q-RS, R-l/3, M=6 et M=8, T=10000 et 
les codes convolutionnels fixes , R=l/2, M=6 et M=8, quantification douce a 3 bits 
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La figure 4.13 indique que les performances d'erreur des codes CTV-QA de taux de 
codage 1/3 sont nettement superieures a celles des codes CTV-QA de taux de codage 
1/2. Le fait que la distance minimale des codes ait augmente est sans doute la cause de 
cette amelioration. L'amelioration des performances d'erreur implique cependant une 
augmentation de la largeur de bande de 33,33% [57]. Les performances d'erreur des 
codes CTV-QA de taux de codage 1/3 sont malheureusement tout de meme inferieures 
a celles des meilleurs codes convolutionnels fixes de taux de codage 1/3 [48]. Le tableau 
4.3 relate les ensembles des connexions sous forme octale sur lesquels le codeur de 
memoire 6 varie de maniere pseudo aleatoire sur une periode T = 10000. 
Tableau 4.3 : Ensembles des connexions sur lesquels varie le codeur CTV-QA de taux 
de codage R= 1/3 
M Ensembles des connexions 
"6 {[145 157 121], [105 135 147], [157 135 166], [175 121 163], [147 113 175], 
[131 103 177], [163 155 131], [117 125 155], [123 157 105], [127 135 143], 
[1113 127 142], [171 101 113], [161 123 163], [157 177 105],} 
8 Plus de 7000 ensembles de connexions non catastrophiques. 
Nous avons remarque que le fait de supprimer le pretraitement sur le choix des 
ensembles des connexions avait un leger impact positif sur les performances du code de 
memoire 8. Le nombre d'ensembles de connexions sur lesquels notre codeur varie ayant 
augmente, implique que l'ensemble des codes sur lesquels notre code est choisi a lui 
aussi augmente. II semblerait done, qu'il y'ait un conflit de priorite entre 1'importance de 
la distance minimale du code et l'impact de la structure aleatoire de notre codage. II est 
possible qu'en dessous d'une certaine distance minimale, cela n'a pas enormement 
d'interet de chercher a creer un systeme de codage avec une structure aleatoire. 
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4.8 Conclusion 
Dans ce chapitre nous avons presente un systeme de codage base sur la permutation des 
connexions d'un codeur convolutionnel, sur une longue periode de fagon pseudo 
aleatoire, utilisant un algorithme de Viterbi adaptatif comme decodeur. L'objectif etait 
de proposer un systeme de codage pratique, beneficiant des avantages de 1'algorithme de 
Viterbi tout en ajoutant de l'alea par rapport aux codes convolutionnels classiques. 
Les performances d'erreur des codes convolutionnels a temps variant quasi aperiodiques 
systematiques et non systematiques ont ete presentees. Nous n'avons pour le moment 
pas trouve de codes CTV-QA dont les performances d'erreurs sont superieures a eel les 
des codes convolutionnels qui generent les meilleures performances pour une meme 
longueur de contrainte [58]. La raison essentielle a cela, est la limitation du systeme lie a 
la complexite au decodage des codes CTV-QA, qui oblige le codeur a disposer d'une 
memoire relativement faible et restreint considerablement l'ensemble de codes sur 
lequel notre code particulier est choisi de maniere aleatoire. Les codes non 
systematiques se sont reveles etre, en termes de performance, superieurs aux codes 
systematiques. Cependant, nous avons remarque que la longue periode des codes 
proposes dans notre recherche augmente de maniere significative la complexite (temps 
de calcul) au decodage lorsqu'il s'agit d'un systeme de codage non systematique. 
L'objectif premier de la recherche etait de beneficier des avantages de 1'algorithme de 
Viterbi tout en introduisant de l'alea aux codes convolutionnels classiques. Le fait que le 
la complexite (temps de calcul) au decodage des codes CTV-QA non systematique soit 
beaucoup plus elevee que celle des codes convolutionnels fixes equivalents denature de 
fait, un peu notre quete initiale. Dans l'objectif entre autres, de reduire la complexite au 
decodage tout en proposant un systeme de codage competitif en termes de performances, 
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nous introduirons dans le prochain chapitre les codes convolutionnels a temps variant 
quasi aperiodiques systematiques recursifs. 
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CHAPITRE 5 
INTRODUCTION AUX CODES CONVOLUTIONNELS A TEMPS VARIANT 
QUASI APERIODIQUES RECURSIFS SYSTEMATIQUES 
5.1 Introduction 
Nous presentons dans ce chapitre, les codes convolutionnels a temps variant quasi 
aperiodiques recursifs systematiques (CTV-QA-RS). Dans le chapitre precedent, il a ete 
montre que les codes CTV-QA non systematiques sont beaucoup plus complexes que les 
codes convolutionnels fixes non systematiques. Dans le cas des codes convolutionnels 
systematiques (CTV-QA ou fixe), le decodage de Viterbi (adaptatif ou pas) permet de 
retrouver directement la sequence d'information. De fait, la complexite au decodage des 
codes CTV-QA systematiques est nettement inferieure a celle des codes CTV-QA non 
systematiques, car comme nous l'avons vu dans le chapitre precedent, dans le cas des 
codes CTV-QA non systematiques, c'est le module qui se charge de retrouver a partir de 
la sequence decodee, la sequence d'information, qui augmente la complexite au 
decodage de maniere considerable. Les codes CTV-QA-RS sont par definition 
systematiques, ils ont done une complexite (temps de calcul) assez proche de celle des 
codes convolutionnels fixes. Puisque la complexite au decodage des codes CTV-QA-RS 
est reduite a la complexite de 1'algorithme de Viterbi adaptatif, qui, en termes de calcul, 
est tres proche de 1'algorithme de Viterbi classique. 
Dans le chapitre 3, nous avons vu que les codeurs qui generent des codes systematiques 
sont non catastrophiques. Par consequent, les codeurs CTV-QA-RS ne sont eux aussi, 
pas catastrophiques. 
Dans un premier temps, les proprietes des codes CTV-QA-RS qui different de celles des 
codes CTV-QA non recursifs sont definies, ensuite a l'aide de simulations, nous 
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analysons les performances d'erreur de certains codes CTV-QA-RS de taux de codage 
R=\/2 et nous les comparons avec les performances d'erreur des codes convolutionnels 
fixes utilisant 1'algorithme de Viterbi, etant donne que la complexity au decodage des 
codes convolutionnels fixes et des codes CTV-QA-RS est du meme ordre. 
5.2 Proprietes des codes CTV-QA-RS 
Un codeur CTV-QA-RS est un codeur CTV-QA systematique auquel il a ete ajoute une 






Figure 5.1: Codeur CTV-QA-RS, R=l/2, M=4 
Comme dans le cas des codes CTV-QA non recursifs, les modules connexions actives 
au-dessus des additionneurs modulo-2 ainsi que les connexions en pointilles de la figure 
5.1 indiquent que les connexions de chaque modulo-2 additionneur sont differentes a 
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chaque instant d'une periode T. Les matrices des connexions G; ,7=1,2,../? definies 
dans le chapitre precedent ne sont pas bien adaptees a la definition des codes 
CTV-QA-RS. La boucle de retour implique que la matrice generatrice sous forme 
polynomial du code fixe dont les connexions correspondent aux connexions du codeur 
CTV-QA-RS a un instant donne peut etre semi-infinie. De fait, il est plus simple de 
caracteriser les codes CTV-QA-RS a l'aide d'une suite de termes ecrits commodement 
sous forme octale : 
\ L/l,W| | , t*2j , "u-l.l J ] ' L"> ^1.2' 2 . 2 ' " ' n-1.2 J2 I- > IT ' 2 T ' " " ^ / i - l T - l 7 ' ' ^ ' 
Chaque element de (5.1) correspond aux connexions du codeur a un instant donne de la 
periode T. La lettre A donne une information sur les connexions constituant la boucle de 
retour, cette derniere, represente le nombre octal equivalent au nombre binaire 
(X,,X,,JC3 xK), Xj e {0,1}, ou Xj =1 si la sortie a la f
me unite de retard est connectee 
a la boucle de retour et x. -0 dans le cas contraire. Les elements ai . sont definis 
comme les vecteurs des connexions G/,j = \,2,..T, / = l,2,...n-lcorrespondant aux n-\ 
symboles de parite definis dans les chapitres 3 et 4. Par exemple, dans le cas de la figure 
5.1, A=37, ce qui correspond au vecteur binaire (11111), puisque la boucle de retour est 
connectee a la sortie de toutes les unites de retard. 
Dans le chapitre 3, nous avons vu que l'une des particularites des codes convolutionnels 
recursifs est de pouvoir generer un code de longueur infinie avec une sequence 
d'information finie. Cependant, nous avons constate que la sequence infinie generee par 
le codeur recursif contenait une periode. Dans le cas d'un codeur CTV-QA-RS, la 
recursivite implique que la sequence codee est infinie. Seulement, la periode est tres 
longue, de l'ordre de T. Un seul bit non nul d'information peut generer done une 
sequence codee quasi aperiodique. 
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5.3 Simulation des codes CTV-QA-RS de taux de codage 1/2 
Le codeur utilise pour les simulations des codes CTV-QA-RS de memoire M=4 est celui 
de la figure 5.1. A chaque instant donne de la periode T, des connexions differentes sont 
choisies de maniere pseudo aleatoire a l'aide d'un procede identique a celui du chapitre 
precedent decrit dans la section 4.5.2. Le decodage utilise est l'algorithme de Viterbi 
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Figure 5.2: Comparaison entre les codes CTV-Q-RS, R=l/2, M=4 et M=6 T= 10000 et 
les codes convolutionneIs fixes , R-l/2, M=4 et M=6, quantification douce a 3 bits 
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d'erreur des codes CTV-QA-RS et les compare avec les codes convolutionnels qui 
generent les meilleures performances pour une meme longueur de contrainte [58]. 
Nous constatons que les performances des codes CTV-QA-RS sont a peu pres 
equivalentes a celles des codes CTV-QA non recursifs (figure 4.11) mais demeurent 
legerement en dessous de celles des codes convolutionnels qui generent les meilleures 
performances pour une meme longueur de contrainte (figure 5.2). Les ensembles des 
connexions sous forme octale sur lesquels le codeur varie de maniere pseudo aleatoire 
sur une periode T = 10000 sont donnees dans le tableau 5.1. 
Tableau 5.1 : Ensembles des connexions sur lesquels varie le codeur CTV-QA-RS de 
taux de codage R=l/2 
M Ensembles des connexions 
4 {[37 31], [37 27], [37 21], [37 22], [37 33], [37 22], [37 26]} 
6 {[177 131], [177 155], [177 135], [177 127], [177 153], [177 115], [177 131], 
[177 133], [177 132], [177 161]} 
Les codes que nous avons simules sont definis de la maniere ou chaque element de la 
suite de T elements de (5.1) represente un des ensembles des connexions du tableau 5.1 
pour une memoire donnee. 
Les codes convolutionnels fixes que nous avons simules sont des codes non 
systematiques. Les codes systematiques recursifs ou non sont connus pour avoir des 
performances inferieures aux codes non systematiques [59]. Done bien que les 
performances obtenues par les codes CTV-QA-RS soient legerement inferieures a celles 
des codes convolutionnels, il reste cependant important de prendre en compte le fait que 
la composante systematique du code a tendance a degrader les performances d'erreur. 
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5.4 Conclusion 
Dans ce chapitre, nous avons introduit une nouvelle classe de codes intitulee : codes 
convolutionnels a temps variant quasi aperiodiques recursifs systematiques. Ces codes 
sont bases sur la permutation des connexions d'un codeur convolutionnel sur une longue 
periode dans le temps, ou les registres du codeur sont connectes a une boucle de retour. 
De bonnes performances d'erreur ont ete obtenues. Cependant, nous n'avons pas reussi a 
trouver un code CTV-QA-RS qui surpasse, pour une meme longueur de contrainte et 
pour un meme taux de codage, le meilleur des codes convolutionnels fixes existants. La 
raison a cela est la meme que celle qui a ete evoquee dans le chapitre precedent, a savoir 
que les limitations pratiques provenant de la complexite du systeme obligent le codeur a 
dispose d'une memoire relativement faible. La complexite (temps de calcul) au 
decodage des codes CTV-QA-RS est equivalente a celle des codes convolutionnels 
fixes. Nous avons vu dans le chapitre precedent que le decodage des codes CTV-QA non 
recursifs peut s'averer tres complexe, car il implique des manipulations de matrices de 
tres grandes tailles, relatives a la longueur de la periode T. Nous avons egalement 
remarque que les performances d'erreur des codes CTV-QA-RS sont assez proches de 
celle des codes CTV-QA non recursifs. Ainsi, il est possible de conclure que les codes 
CTV-QA-RS sont nettement plus competitifs que les codes CTV-QA non recursifs non 
systematiques en termes de rapport entre performance et complexite. 
Le fait que les recherches n'ont pas abouti a la decouverte d'un code CTV-QA-RS qui 
surpasse le meilleur des codes convolutionnels fixes pour une meme longueur de 
contrainte ne signifie pas qu'il sera impossible dans le futur de trouver un code 
CTV-QA-RS capable d'une telle prouesse. Effectivement, il est tres possible que la 
simulation de codes CTV-QA-RS de memoire plus grande permettra d'atteindre cet 
objectif. Meme si l'augmentation de la memoire reste limitee car la complexite de 




6.1 Bilan de recherche realise 
Dans ce memoire nous avons propose une nouvelle technique de codage basee sur une 
construction aleatoire, dans l'objectif de profiter des avantages de 1'algorithme de 
Viterbi tout en ajoutant de l'alea par rapport aux codes convolutionnels classiques. Cela 
a ete possible grace d'une part, a la realisation d'un codeur convolutionnel dont les 
connexions varient dans le temps de maniere aleatoire et d'autre part, grace a 
l'elaboration d'un algorithme de Viterbi adaptatif approprie au codeur. Nous avons 
presente les codes recursifs et non recursifs et nous avons analyse le rapport entre 
performance et complexity de ces codes. 
Les performances d'erreur obtenues ne sont pour le moment pas suffisantes pour 
justifier l'utilisation de ce systeme de codage dans des systemes de communication 
actuels, car les performances des codes proposes n'ont pas reussi a surpasser les 
meilleurs codes convolutionnels fixes et de ce fait, il n'y a pas pour le moment de 
justification a leurs utilisations sur un plan pratique. La simulation des codes de taux 1/3 
a revele l'impact de la construction aleatoire du codage pour des codes de memoire 8. 
Effectivement, dans ce cas precis, il n'y a pas d'interet reel a choisir certains ensembles 
de connexions particuliers plutot que d'autres. Au contraire, le fait que le codeur varie 
sur une tres large gamme de connexions differentes ameliore legerement les 
performances. 
En termes de complexite au decodage, seuls les codes systematiques se sont reveles etre 
competitifs aux codes convolutionnels fixes. Nous pensons que ceux sont les codes 
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systematiques recursifs qui pourraient etre dans des travaux futurs, competitifs en termes 
de rapport performance contre complexite aux codes convolutionnels fixes. Etant donne 
que les performances d'erreur des codes recursifs systematiques sont nettement 
superieures a celles des codes systematiques non recursifs et sont legerement inferieures 
a celles des meilleurs codes convolutionnels fixes. 
Nous pensons que la composante aleatoire des codes proposes dans ce memoire est 
largement attenuee par les contraintes pratiques qui restreignent le codeur a disposer 
d'une memoire tres petite (inferieure a 8). Dans ce sens, nous envisageons dans la 
section suivante plusieurs ameliorations futures possibles lies a ce probleme. 
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6.2 Ameliorations envisageables 
Dans un premier temps, le moyen de rendre les nouveaux codes proposes dans ce 
memoire plus performants est sans doute la mise en oeuvre d'un codeur de memoire plus 
grande. Malgre, que le temps de calcul au decodage augmente de maniere exponentielle 
avec l'augmentation de la memoire du codeur, celui mis en oeuvre pour ce memoire reste 
un prototype et il est possible de l'optimiser en le realisant en materiel. 
Deuxiemement, une analyse theorique approfondie ainsi que la recherche de bornes 
superieures sur la probability d'erreur du systeme en fonction de la distribution des 
variations des connexions serait necessaire. Cette analyse facilitera la recherche de bons 
codes. 
Ensuite, il serait interessant de tester les codes proposes dans des canaux a 
evanouissement. Effectivement, il se peut que la variation dans le temps ainsi que la 
structure aleatoire des codes proposes dans ce memoire ajoute de la diversite et soit ainsi 
benefique pour ce genre d'application. 
Nous pouvons envisager aussi une extension des codes convolutionnels a temps variant 
quasi aperiodiques recursifs en faisant varier dans le temps les connexions qui sont relies 
a la boucle de retour. 
Finalement, nous pouvons imaginer un systeme de codage identique qui ferait varier les 
connexions d'un codeur convolutionnel sur une longue periode, seulement cette fois le 
codeur serait de memoire beaucoup plus grande et pourrait etre ainsi decode par un 
algorithme sequentiel. Malgre que le decodage ne soit plus optimal, nous pourrions 
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Annexe I 
Loi faible des grands nombres et borne de Chernoff 
1.1 Loi faible des grands nombres 
Si Ton considere N variables aleatoires independantes definies sur un meme espace 
probabilise, ayant meme variance finie et meme esperance notee E(X), la loi faible des 
grands nombres stipule que, pour tout reel e strictement positif, la probability que la 
y +y7+ Y 
moyenne empirique YN = — — s'eloigne de l'esperance de plus de e, tend 
N 
vers 0 lorsque N —> »°. 
1.2 Borne de Chernoff 
Soit SN, la somme de /^variables aleatoires X{,X2, XN uniformement et 
identiquement distribuees avec une moyenne X =EX[X]. Pour tout T>X, la 
probabilite que SN > Nt est borne superieurement par : 
Pr{SN>NT}<e-
NEAr) (1.1) 
ou I'exposant de Chernoff Ec(T) est donne par : 
Ec(T) = max ST-ju(s) (1.2) 
lorsque /i(s) = log Ex [e
s ] . 
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Annexe II 
Quantification du canal 
Dans le cas d'un decodeur de Viterbi ideal, les symboles codes corrompus par le bruit a 
la sortie du canal peuvent prendre n'importe quelle valeur dans D . Seulement en 
pratique, ces derniers sont quantifies en un nombre fini de valeurs discretes afin de 
reduire la complexity de l'algorithme de Viterbi. 
II. 1 Quantification dure 
Dans le cas d'une quantification dure, les symboles codes corrompus par le bruit a la 










Figure II. 1 : Schema d'un quantificateur dure 
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II.2 Quantification douce 
Dans le cas de la quantification douce a A, bits, les symboles codes corrompus par le 
bruit a la sortie du canal vont etre transformed par un quantificateur en 2X valeurs 
discretes (ou binaires) lorsque^, > 2 . 
Afin d'illustrer un exemple de quantification douce a 3 bits, nous allons supposer que les 
composantes du vecteur transmis a l'entree du canal vectoriel sont {±oc} ={±1} et que le 
bruit ajouter par le canal ait une moyenne nulle et une variance egale a NQ / 2 . La figure 































Figure II.2 : Schema d'un quantificateur doux a 3 bits 
10 
ou D est egal a : 
D = 0,5 (II.2) 
i2(Es/N0) 
lorsque Es represente l'energie par symbole. 
