Abstract. In this paper we first prove the existence of a weak solution to a finite dimensional multivalued stochastic differential equation of the form
Introduction
The first aspect we treat in this paper is the problem of the existence of a solution to the following multivalued stochastic differential equation (MSDE), driven by a standard, d -dimensional Brownian motion B: 
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A . Zȃlinescu NoDEA in which the problem was considered in finite dimensional spaces. The infinite dimensional case was investigated in [4] for the particular situation where A was the subdifferential of a convex, proper, lower semicontinuous function. Using the method of singular inputs, this constraint was removed in [13] . We are interested in solving equation (1.1) for only continuous dependence in the state variable of the drift, respectively diffusion coefficients b and σ. But even in the case A ≡ 0, it might not exist a strong solution. The most usual way to deal with this problem is to conceive solutions in the weak sense. A variation on this approach, developed in [14] , formulates the search for the law of a diffusion process with given drift and diffusion coefficients in terms of a martingale problem. We adapt to our case this martingale formulation, which has the advantage of being well suited for the continuity and weak convergence arguments which yield the existence result (Theorem 3.6 ). This will be the subject of the third section.
In the last section we are concerned with an optimal control problem, governed by the state equation
where this time b and σ are allowed to depend on the stochastic control policy u, which takes values in a compact metric space. Here, a control is to be understood in a weak sense. We must emphasize that the main difference between weak and strong controls consists in the fact that the latter are constructed on a a priori given space with its filtration.
Our purpose is to find a control, the so-called optimal control, which minimizes the cost functional Adapting the ideas of [10] to our framework, we prove the existence of an optimal control for an extended problem by allowing the controls to take values in a larger space than the initial one. Under a supplementary convexity assumption on b, σ and g, we are able to go backward and solve the original problem.
Preliminaries

Maximal monotone operators
Let us recall the definition and some properties of maximal monotone operators. The interested reader can find a general development on this topic in [6] , for example.
A multivalued operator on R d is a map A :
If d = 1, every maximal monotone operator on R d can be expressed in this way. As a particular case, we consider the indicator function of a closed convex set
Then the subdifferential of this proper, convex, l.s.c. function is
where Π x denotes the exterior normal cone to K in x. † Given a subset S of a topological space, we denote by Int S, S, and Fr S, the interior, the closure, respectively the boundary of S.
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A. Zȃlinescu NoDEA
Strong solutions of MSDEs
Throughout the paper we consider some fixed T > 0, d, d ∈ N * and a maximal monotone operator A on R d which satisfies
For the sake of simplicity, let us denote 
e. progressively measurable processes with respect to the filtration {F t ⊗ B t } t≥0 .
We say that a pair of d-dimensional stochastic processes (
i) X and K are continuous and {F t } t≥0 -adapted ; ii) K has bounded variation and
1) The last condition formally means that "dK t ∈ A (X t ) dt" a.s. In fact, for x ∈ W, let A (x) be defined as the set of functions
Remark. Using the fact that a monotone function is almost everywhere derivable, one can show that η ∈ A (x) implies that
Since the definition of strong solutions given in [8] was formulated in terms of ii) and also required that X t ∈ Dom A a.s., the above result ensures that our definition is equivalent to that one.
Particular case.
If A is the subdifferential of a proper, convex, l.s.c. function ϕ :
d is a nonempty closed convex set, our problem becomes that of a (normal) reflected diffusion problem (with drift b and diffusion σ) in K.
We will give now some a priori estimations for the solutions of (1.1). The following hypothesis will be needed (α > 0):
where C is a constant depending only on d, T, α, p and A.
We will just sketch the proof because its similitude with the case A ≡ 0 (see for example, [12, Problem 5.3.15] ).
Proof. Throughout the proof we will use the same letter C for constants depending only on d, T , α, p, and A.
Let (X, K) be a solution of (1.1), p ≥ 1, and assume that E|X 0 | 2p < +∞. We suppose first that 0 ∈ Int(Dom A) and 0 ∈ A (0). By Itô formula, we have
By (2.1)-v) and the assumption made on A,
Therefore, using localization, the inequality of Burkholder-Davis-Gundy, and the inequality of Gronwall, one obtains, just like in the case A ≡ 0, that
From (2.4) we also obtain
On the other hand, from (2.1)-v) it follows that a.s., for all 0
The assumption 0 ∈ Int(Dom A) implies that there exists δ > 0 such that B(0; δ) † ⊆ Int(Dom A). Since A is locally bounded on Int(Dom A) (see [6] ), we have
Therefore, a.s., for all 0 ≤ s ≤ t ≤ T ,
According to (2.6), we obtain
Let now suppose that A does not satisfy any longer the hypotheses stated at the beginning of the proof. But this case can be reduced to the particular one as follows:
ThenÃ is a maximal monotone operator, 0 ∈ Int(DomÃ), 0 ∈Ã (0) andb,σ satisfy the assumptions of the proposition. It is also easily seen that (X,K) is a solution of
Then it is just a matter of simple calculations to see that the estimations on X and K also hold.
We state now without proof the main result of existence and uniqueness for strong solutions, which is a slight generalization of [8, Theorem 3] . Suppose that b and σ satisfy, for a constant L > 0: In fact, in [8] , the coefficients depended only on the present state of the dynamics, but the proof works as well when we consider the dependence on time and on the past (see also the Remark below the statement of [8, Theorem 3] ).
Weak solutions
is a stochastic basis, B is a standard, d -dimensional Brownian motion with respect to this basis and (2.1) holds, we say that (Ω, F, P, {F t } t≥0 , B, X, K) is a weak solution of equation (1.1). The probability measure μ :
is called the initial distribution of the solution.
As usual, we impose a growth condition on the coefficients (α > 0):
We shall now show that any class of solutions of equation (1.1) is tight. In order to do this, we will use the following characterization of tightness (cf. [15] ): and, for all ρ > 0,
Theorem 3.2. Let I be an arbitrary set of indexes. For each i
is a weak solution of the equation
with the same α > 0, and
Proof. We will denote by C the different constants which do not depend on i, δ, a and ρ. Of course, as in the proof of Proposition 2.2, we can suppose that 0 ∈ Int(Dom A) and 0 ∈ A(0). Let us consider, for ε > 0 and a > 0, the set
Then K ε,a is a convex compact set included in Int(Dom A), and is nonempty if ε is smaller than a certain ε 0 > 0 (independent of a).
(by convention, sup ∅ = 0). Of course, since A is locally bounded on Int(Dom A), this is a well-defined, non-increasing function. Let us put, for δ > 0 and a > 0,
We estimate now the modulus of continuity of X i , i ∈ I. First of all, by Proposition 2.2, we can find a constant C such that
Let s ∈ [0, T [ be fixed, but arbitrary. Itô formula for
gives 
Let us consider ρ > 0. Then, for each δ > 0 and a > 0, we have
From (3.2) and (3.4) we obtain that, for every i ∈ I :
We recall now that if (M i ) i∈I is a family of continuous local martingales such that (M i 0 ) i∈I is uniformly bounded in probability and ( M i ) i∈I is tight, then (M i ) i∈I is tight [18, Lemma 1] . This allows us to conclude that the processes 
On the other hand, it is easily seen that
According to the "if" part of Proposition 3.1, (X i ) i∈I is then tight in C([0, T ]; R d ). In order to accomplish the proof, we observe that the families of processes
it follows that the family (K i ) i∈I is also tight.
This result is an important step towards the construction (as a limit obtained by a compactness argument) of the law of the solution we are searching for. Therefore, we will work on the canonical space W × W, and follow the "martingale problem" approach, which has the advantage of using only the image laws of the solutions, without (apparently) taking into account the Brownian motion.
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We start by introducing some useful notations:
2) for the definition of A). The sets F a , a ≥ 0, are closed inΩ (in consequenceΩ 0 ∈F), as we can immediately deduce from the next lemma:
Lemma 3.3 (Helly-Bray). Let
for every x ∈ W (i.e. η n w *
−→ η).
If R is a probability measure on (Ω,F ) such that R(Ω 0 ) = 1, let us denote N R the family of R-negligible sets inF andF
are progressively measurable with respect to this basis. The next result, which will be used in the sequel and which is interesting by itself, is a generalization of Lemma 3.3 in the stochastic framework. 
Proposition 3.4. Let
X n , K n : (Ω n , F n , P n ) → W, n ≥ 1,lim a→+∞ sup n≥1 P n ( K n BV > a) = 0 , then K is a.
s. with bounded variation and
whereX andK are the processes defined in (3.7). According to Lemma 3.3, the set
is closed and the restriction of Λ to G a is continuous, for every a > 0. Therefore we can extend this restriction to a function Λ a , continuous on G a . If we denote by R n the distribution of (X n , K n ) and by R 0 the distribution of (X, K), then the condition of the statement is equivalent to
Consequently, the weak convergence of R n to R 0 implies that
On the other hand, for all n ≥ 0 and a > 0,
From this relation and (3.8) we deduce that (
The conclusion of the proposition is derived from the fact that the distributions of
Let us consider the differential operator defined by
Definition. We say that a probability measure R onΩ is a solution of the martingale problem for (1.1) if R(Ω 0 ) = 1 and for each f ∈ C 2 c (R d ) † , the continuous process
. Remark. In order to ensure the existence of the above integrals, one should impose the condition
which is, of course, implied by (3.1). Let us now see which is the connection between the martingale problem and weak solutions.
Definition. Let (Ω, F, P, {F t } t≥0 ) and (Ω,F,P , {F t } t≥0 ) be two stochastic basis. We say that the last one is an extension of the first if there exists a random variable
Remark. Let (Ω,F ,P , {F t } t≥0 ) be an extension of (Ω, F, P, {F t } t≥0 ) with projection θ. 
Proof. We will give only a sketch of the proof, because of its similitude with that of the univalued case (see, for example, [12, Proposition 5.4 
.6]).
Suppose that R is a solution of the martingale problem. Then, for the choices
are continuous local martingales, where a := σσ * . Indeed, we can approximate f by functions in C 2 c (R d ), the result being accomplished by localization.
Applying the Itô formula toX
But a continuous local martingale has bounded variation if and only if it is the null process (see, for instance [12, Exercise 1.5.21]). Hence
Exactly as in the proof of [12, Proposition 5.4.6], we can find an extension
for every 1 ≤ j ≤ d. From (3.9) and the fact that R(Ω 0 ) = 1 it follows easily that (Ω, F, P, {F t } t≥0 , B, X, K) is a weak solution of (1.1). For the converse, let (Ω, F, P, {F t } t≥0 , B, X, K) be a weak solution of (1.1) with E |X 0 | 2 < +∞. Then, applying the Itô formula to the process f (X t ), where
is a martingale, since (3.1) holds and E X 2 W < +∞, cf. Proposition 2.2.
We are now able to prove the main result of the section. 
Proof. For every
The functionals b n and σ n are progressively measurable and satisfy (3.1) uni-
, as n → ∞, uniformly on compacts of W, for almost all t ∈ [0, T ]. We can find a stochastic basis (Ω, F, P, {F t } t≥0 ) , a standard, d -dimensional Brownian B with respect to this basis, and a
n − 1}, one can prove that there exists a unique strong solution (X n , K n ) of the equation
], b n and σ n do not depend on the state variable and therefore we can apply Theorem 2.3.
. By Theorem 3.2 and Prohorov's theorem, the sequence {R n } n∈N * is relatively compact in P(Ω). Hence we can extract a subsequence, which, without loss of generality, we still denote (R n ), converging to a probability measure R 0 ∈ P(Ω). Let us prove that R 0 is a solution of the martingale problem for (1.1).
First we notice that, by Proposition 2.2, there exists C > 0 such that
We show first that R 0 (Ω 0 ) = 1. Indeed, F a (see (3.6) for the definition) is closed for every a ≥ 0, hence
where
Here b 0 and σ 0 stand for b, respectively for σ, in order to unify the notations.
We observe that, for a probability measure R onΩ, an integrable, {F 
It remains to prove that we can pass to the limit as n → ∞ in this relation, in order to obtain it not only for n > 0, but also for n = 0. We note that the function (f (X t )−f (X s ))Γ is bounded and continuous within the uniform convergence topology, hence
On the other hand, since (L n f (r,X)) n≥1 converges uniformly on compacts ofΩ to L 0 f (r,X) for almost all r ∈ [0, T ] and since (R n ) converges to R 0 , we have
From (3.12), Lebesgue's dominated convergence theorem, and Fubini's theorem, it follows that 
(3.14)
Indeed, ΓDf (X s ) (under (Ω,F , R n )), converges in distribution to ΓDf (X s ) (under (Ω,F , R 0 )) and lim a→+∞ sup n≥1 R n ( K n BV > a) = 0. The convergences (3.13) and (3.14) ensure us that we can pass to the limit in (3.11), and hence prove thatM f,0 (which is the same asM f ) is a solution of the martingale problem for (1.1). Obviously, the condition R 0 • X −1 0 = μ is satisfied; therefore, applying once again Proposition 3.5, there exists a weak solution of equation (1.1) with μ as the initial distribution.
The optimal control problem
Let U be a nonempty compact metric space,
d×d two progressively measurable processes (with respect to the filtration {B t ⊗ B(U )} t≥0 ), and μ a probability measure on Dom A. Let us consider the equation As stated at the beginning of the paper, A is assumed to be a maximal monotone operator with Int(Dom A) = ∅. We impose the usual growth condition 
h is l.s.c. and lower bounded,
where β ∈ L 1 (0, T ). The problem we want to solve is that of minimizing the cost functional
over the class of all controls U := (Ω, F, P, {F t } t≥0 , B, X, K, u). Some of the results obtained in the previous section can be easily extended to the current framework, so we will state them without proof. The following result corresponds to Theorem 3.2: We would like to follow the same martingale formulation presented in the case of non-controlled MSDEs in order to find an optimal control, but we do not dispose of an appropriate metric on the space L 0 (0, T ; U ) of measurable functions u : [0, T ] → U which could make possible the same compactness methods. Therefore, following an idea of [10] , we imbed this space into a larger one and introduce relaxed controls.
Let λ be the Lebesgue measure on B(R + ). For t ≥ 0 we consider
and denote U := U T . Recall that U t is a compact metric space under the weak topology. This topology is the same (see [11, 3.2] If R ∈ P(Ω), we denoteF R :=F ∨ N R ,F
