Abstract-Automatic identification and extraction of bone contours from x-ray images is an essential first step task for further medical image analysis. In this paper we propose a 3D statistical model based framework for the proximal femur contour extraction from calibrated x-ray images. The automatic initialization to align the 3D model with the x-ray images is solved by an Estimation of Bayesian Network Algorithm to fit a simplified multiple component geometrical model of the proximal femur to the x-ray data. Landmarks can be extracted from the geometrical model for the initialization of the 3D statistical model. The contour extraction is then accomplished by a joint registration and segmentation procedure. We iteratively updates the extracted bone contours and an instanced 3D model to fit the x-ray images. Taking the projected silhouettes of the instanced 3D model on the registered x-ray images as templates, bone contours can be extracted by a graphical model based Bayesian inference. The 3D model can then be updated by a non-rigid 2D/3D registration between the 3D statistical model and the extracted bone contours. Preliminary experiments on clinical data sets verified its validity.
I. INTRODUCTION
X-ray images are still playing a crucial role in diagnosis and surgery. Accurate extraction of bone contours from x-ray images is an essential component of the computer analysis of medical images for diagnosis [1] [2] [3] , planning [4] [5] [6] or 3D reconstruction of anatomic structures [7] [8] [9] . X-ray images can vary a lot in the image brightness and contrast as well as in the imaged region of anatomy. The homogeneity assumption on the intensity distribution, on which most of the segmentation algorithms depend, are not satisfied for large and complex bones in x-ray images. Occlusion such as the overlap between the femoral head and the pelvis bone also happens so that local features of bone contours can not be reliably identified. Therefore conventional segmentation techniques [1] [5] [6] , which mainly depend on local image features such as the edge information, can not provide a satisfactory solution. Model based segmentation techniques are usually implemented to obtain robust and accurate results [3] [7] [10] [11] [12] .
In [3] [11] [12] [13] [14] , 2D statistical models are constructed from a training image set under the assumption that the images are taken from a certain view direction. 2D statistical models can encode both the shape and texture information learnt from training data set, which is helpful to improve the robustness and accuracy of the segmentation of noisy images. But the 2D statistical model asks for a proper initialization due to its limited convergence region. Fully automatic initialization can be accomplished by the generalized Hough transformation [11] , neural nets [12] or evolutionary algorithms [13] [14] [15] . But both the initialization and segmentation performance rely on whether the view direction assumption can be fulfilled.
3D statistical models [7] [8] [9] have been used for 2D segmentation and 3D reconstruction from calibrated 2D x-ray images. The advantage of their application in segmenting an image taken from an arbitrary view direction is apparent.3D statistical model also need an initialization, which is usually achieved by user interactions in current systems [7] [8] [16] . Due to the dense mesh of the 3D statistical model, fully automated initialization based on evolutionary algorithms is computational expensive [15] .
In this paper we propose a 3D statistical model based fully automatic segmentation framework for the proximal femur bone contour extraction from calibrated x-ray images. The automatic initialization is accomplished by first fitting a simplified multiple component geometrical model of the proximal femur to the x-ray images and then aligning the 3D statistical model to fit the geometrical model. The statistical 3D model based contour extraction is then solved by a joint segmentation/non-rigid registration procedure, which iteratively updates the extracted contours and the instanced 3D model to fit the x-ray images. In our work we use the projected silhouette of the 3D statistical model on each x-ray image as a 2D template and accomplish the template based contour extraction by a Bayesian inference on a graphical model. The update of the 3D model is achieved by a 2D/3D registration to fit an instanced 3D model with the extracted contours.
The remainder of this paper is organized as follows: In Section 2, related work are categorized and discussed. Then, in Section 3, we give an introduction of the calibrated x-ray images and the Principle Component Analysis (PCA) based statistical model. In Section 4 the Estimation of Bayesian Network Algorithm (EBNA) for the automatic initialization of the statistical model is given and the 3D statistical model assisted bone contour extraction is described in Section 5. Results of experiments on clinical data set are discussed in Section 6. Finally we conclude our work in Section 7.
II. RELATED WORK
The problems we are dealing with are essentially MAP estimations, for which Bayesian inference on graphical models works as a general framework. To adopt the framework for a specific application, the task is then to select the proper graphical model to represent the stochastic system and to design an efficient Bayesian inference algorithm to accomplish the MAP estimation. Various algorithms, which can all be interpreted in the language of Bayesian inference on graphical models including particle filtering [17] , particle smoothing [18] , belief propagation (BP), loopy belief propagation (LBP) and generalized belief propagation (GBP) [19] , were invented or adopted in different research fields. In statistical physics, replica Monte Carlo [20] was used on a k-dimensional grid lattice to simulate the phase transition or to find the ground state of the spin glass. In computer science field, survey propagation algorithm [21] was proposed to solve the K-satisfiability problem and belief propagation on a junction-tree was used for graph matching [22] . In signal processing field, a Markov chain was established for the state-space model of the sequentially received signal, on which particle filtering and particle smoothing were implemented to calculate different marginal posterior distributions to solve the model selection problem [17] or to estimate the direction of arrival(DOA) in array signal processing [23] . In telecommunication signal processing, belief propagation and generalized belief propagation on factor graphs were discussed in the decoding of error-correcting codes such as Turbo-code [24] and low density parity check code(LDPC) [25] . In control theory, assumed-density filtering (ADF) and expection propagation (EP) [26] were proposed to approximate posteriors in Bayesian networks. In artificial intelligence or machine learning, Estimation of Distribution Algorithm(EDA) [27] and Estimation of Bayesian Network Algorithm(EBNA) were implemented on the unsupervised learning of Bayeisan network. In computer vision fields, CONDENSATION algorithm [28] , essentially a particle filter, worked on a Markov chain graph of the state space model of the video frames to track object contours. In [29] [30] [31] [32] a multiple component object (human body, hand) with its temporal behavior was model by a dynamic Bayesian network (DBN). Nonparametric belief propagation (NBP) [31] and sequential mean-field Monte Carlo (MFMC) [30] [33] were implemented to accomplish the posteriori probability inference in continuous valued state space for object tracking. Similar to non-parametric belief propagation, PAMPAS [34] is an alternative for continuous valued probability inference method with combines belief propagation with the idea from particle filtering. A data-driven Markov Chain Monte Carlo(MCMC) was used in [35] to estimate human upper body pose in static images. In [3] the lumbar vertebra were segmented by linked Active Appearance Model (ASM). This work also involves information passing among components and can be regarded as a smoothing algorithm for a state-space model. In image processing field, Bayesian network is also exploited for finding deformable shapes [36] [37] , where both the local feature and global shape information can be encoded in a graphical model and belief propagation is carried out to find the solution.
III. CALIBRATED X-RAY IMAGES AND THE STATISTICAL MODEL

A. Calibrated x-ray images
The calibrated x-ray image is an extension of the traditional x-ray image so that not only the x-ray image but also the projection parameters of the x-ray shot are recorded [16] . Therefore the calibrated x-ray images are co-registered with respect to a common reference coordinate system. In our experiment, calibrated x-ray images from C-arm are used. Due to the limited imaging volume of C-arm, we ask for four images of the proximal femur from different view directions, of which two images focus on the femoral head and the other two focus on the femoral shaft. The calibrated x-ray image set is noted by
, where I i is the ith x-ray image and P i is its correspondent projection parameters.
B. Statistical model of the proximal femur
A Principle Component Analysis (PCA) based 3D statistical sufrace model M with 4098 vertices of the proximal femur is constructed from a training data set containing the CT data of 13 bones [16] as shown in Fig. 1. An instance generated from the statistical model with parameter set Q = {α, β 0 , β 1 , . . . , β 11 } can be described as
where
T is the mean shape of the model, α is the scaling factor, λ i and P i are the ith eigenvalue and the the correspondent eigenvector of the correlation matrix of the training data.
IV. AUTOMATED INITIALIZATION OF THE STATISTICAL MODEL
To find the initial rigid transformation T 0 and parameter set Q 0 to align the model instance S(Q 0 ) with the observed x-ray images, a multiple component geometrical model is constructed for the approximal femur. A Bayesian network is established to encode the constraints among the components and an Estimation of Bayesian Network Algorithm (EBNA) to align the geometrical model with the x-ray images. Then T 0 and Q 0 can be calculated from the geometrical model accordingly. 
A. Multiple component geometrical model of the proximal femur
The proximal femur is modeled by a geometrical model consisting of 3 components: head, neck and shaft, which are described by a sphere, a trunked cone and a cylinder with parameter set X geo = {X H , X N , X S } respectively as shown in Fig. 2(a) . The configurations of the three components are constrained by the anatomical structure of the proximal femur.
B. Bayesian network for the geometrical proximal femur model
The constraints among components are encoded in the potentials among the nodes in a graphical model [35] [31] [30] as shown in Fig. 2(b) . The potentials are set to constrain the distances and angles between components so that the geometrical model can represent a meaningful anatomical structure of the proximal femur. In our approach they are all set to be uniform distributions in their allowed parameter spaces based on anatomy knowledge.
C. Geometrical model fitting by EBNA
Fitting the geometrical model with the x-ray images can be easily interpreted as a MAP estimation
where taking the priori distribution of X geo as a uniform distribution, we have P rob(X geo |I) ∝ P rob(I|X geo ) and the latter is called the observation model.
1) Observation model:
The observation model is constructed by a similarity measurement between the x-ray images and the silhouettes of the projected geometrical model on the correspondent image planes. It can be computed on sampled positions along the projected silhouettes in a similar way as the similarity measurement of Adaptive Appearance Model (AAM) as follows
where p E (I i |X geo ) and p I (I i |X geo ) are the edge matching likelihood and the intensity matching likelihood between the ith observed x-ray image and the projected silhouette of the geometrical model on the ith x-ray image respectively.
2 ) (4)
where d E (e k p , e Ii ) is the shortest distance between a sampled position e k p on the projected silhouette of the projected geometrical model and the edge point set of the ith x-ray image e Ii . λ E is a control parameter.
And similarly
is a metric by which the similarity between the intensity distribution of the simulated xray image(by projecting the current geometrical model on the image plane using the projection parameters of each x-ray shot and assuming the intensity distributions of the interior/exterior of the silhouette are dark/bright with fixed intensity values) at the neighborhood of the sampled position e k p and the intensity distribution at the neighborhood of the same position on the x-ray image I i .
Belief propagation based approaches such as nonparametric belief propagation and sequential mean field Monte Carlo [30] [31] ask for a proper initialization so that most of the particles are located near the global optimal solution. Therefore most of the messages carry meaningful and efficient information among nodes of the graphical model to help the algorithm converge. Without a proper initialization, the message passing will show a very low efficiency. Data driven MCMC [35] uses low level feature detectors to identify component candidates of the object from the data to generate proposal distributions for particles to improve the efficiency. But its performance highly depends on the correctness of the low level detectors. In our problem to identify the proximal femur from x-ray images, no proper initialization is available and the detection of proximal femur components based on low-level detectors is not reliable due to the low image quality. We use an Estimation of Bayesian Network Algorithm (EBNA) to accomplish the MAP estimation as given in Algorithm 1.
Initialization
Generate the first generation of particle set with N particles {X 0 geo,i }i=0,...,N−1 from the proposal distributions
Observation
Given the current generation of particle set, calculate the weight of each particle as w n i ∝ P rob(I|X n geo,i ).
Update
Update the proposal distributions as
) is a nonparametric density estimation [38] . Generate the next generation of particle set from the updated proposal distributions.
4. Go to 2 until the particle set converges.
5. After convergence, the configuration of the particle with the highest weight is selected as our final result.
Algorithm 1. EBNA for geometrical model fitting
In fact, our EBNA can also be interpreted as a particle filter if we regard each iteration of the EBNA as a time slot of a dynamic Bayesian network, for which the temporal evolution of the state space is static and the observation of each slot remain the same as our observed x-ray images. The proposal method of the particle filter can then be regarded as a partitioned sampling as in [39] . The reason that the partition sequence of the state space as X S : X N : X H is that it's more reliable to identify the femoral shaft than the femoral head due to the occlusion at hip joints.
D. Statistical model initialization
From the mean shape of the 3D statistical model S 0 , the model vertices can be classified into three regions, femoral head, neck and shaft. The femoral head center and radius, axes of femoral neck and shaft can be determined in the model coordinate space by a 3D sphere fitting to the femoral head region and cylinder fittings to the femoral neck and shaft regions. From the geometrical model, landmarks including the femoral head center, femoral head radius, femoral neck axis and femoral shaft axis, can be easily extracted. On both the geometrical model and the mean shape of the statistical model, a reference 
A. Simulated x-ray and silhouette extraction
Given the current instanced 3D model M : S(Q n ) and the transformation T n , a simulated x-ray can be generated by projecting each triangle patch on the mesh surface of the transformed 3D model on the image plane of each x-ray image I i using the projection parameter P i of that x-ray image as shown in Fig. 5(a) . The silhouette of the simulated x-ray image can be easily obtained using a Canny edge detector as shown in Figure 5(b) . Figure 5 . Simulated x-ray and silhouette extraction the contour and therefore usually lacks of the ability to hold the global structure. ASM/AAM consider both the global shape and the local features. But its shortcoming is that its searching strategy usually independently estimate each point to a new target position by a local search along the normal direction of the contour. Therefore the inaccuracies in this estimation can not be accommodated for during the local search by the global shape information and can only be regularized by a projection to the shape space during the nonrigid registration step. In [36] [37] the shape matching problem is formalized as an Bayesian inference on a graphical model and solved by loopy belief propagation and Bethe free energy approximation respectively. In this approach, a graphical model is established so that the correspondence assignment for each point involves both the global shape and local feature information.
From the silhouette of the projected 3D statistical model, we sample M points(nodes) tracing along the contour as the shape prior. Each point is described by a parameter set q i = {x i , g i , f i }, i = 1, . . . , M , where x i = (x i , y i ) is the position of ith point in the image coordinate system, g i = (g xi , g yi ) is the gradient vector of the x-ray image,f i = 1 if the current node belongs to the femur head projection silhouette and f i = 0 otherwise. The configuration of our model can then be written as Q model = {q i } i=1,...,M , where g i is set as the tangent vector of the template curve at position x i . The configuration of a candidate contour can be written as Q cand = {q i } i=1,...,M . We then establish a partially connected graph with M vertices as:
,where
N Head and N Shaf t determine the number of connected neighbors for the head nodes and the non-head nodes respectively. Larger N Head and N Shaf t will keep the rigidity of the shape but will fail to track deviation from the template. The reason that all the head nodes are connected with the non-head nodes is that we need the non-head nodes(which are supposed to be relatively easier to be located than the head nodes) to guide the localization of the head nodes. On each vertex, a local observation ψ i (q i ) is defined and for each e ij = 1 a pairwise potential is defined as ψ ij (q i , q j ). The correspondent factor graph [19] is shown in Fig. 6(b) .
Given the template Q model = {q i } i=1,...,M , the joint probability distribution of the factor graph with an candidate configuration Q cand = {q i } i=1,...,M is then given by
where ψ(q i ) = dot(g i , g i ),which means to penalize candidates with weak gradient amplitude and inconsistent gradient direction with the model. ψ ij (q i , q j ) = e −(µ
which is set so that the global shape of the model will be kept by penalizing the deviation of the angle and distance between vertices from our model. Under these definitions, a bone contour that keeps the global shape of our model and at the same time locates itself to the strong edge positions can be obtained by a MAP estimation as
In our approach, the candidate positions for each node of the bone contour are sampled along the normal direction of the model and the standard loopy belief propagation [36] is used to approximate the MAP estimation and an example of the contour extraction using Bayesian inference is shown in Fig. 6(c) .
C. 2D/3D nonrigid registration
Given the extracted bone contours, the 3D statistical model can be updated by fitting it to the extracted bone contours {C k,n image } by a 2D/3D nonrigid registration procedure as described in Algorithm 3. An example of the nonrigid registration is shown in Fig. 7 . 1. Correspondence assignment For each point P l on the extracted bone contour and the current projected silhouette of the current instanced statistical model M : S(Q n ) with its transformation T n , a correspondence on the 2D image plane can be established by searching along the normal direction of the contour. Accordingly the correspondence between the back-projection line BP (P l ) of P l and a vertex v corr(P l ) on the model surface can be established as (BP (P l ), v corr(P l ) ). Project v corr(P l ) on BP (P l ) will generate a correspondent 3D point pair (v corr(P l ) , P roj(v corr(P l ) , BP (P l ))).
Rigid transformation
can be calculated from the paired point set {(v corr(P l ) , P roj(v corr(P l ) , BP (P l ))),i=1,...,M } to align the current statistical model M : S(Q n ) to the extracted contours. The rigid transformation can then be updated as T n+1 = T n+1 update T n .
Constrained deformation of the 3D statistical model
The residual error between correspondent point pairs can then be compensated by the constrained deformation of the statistical model [16] to find a updated 3D model M : S(Q n+1 ).
4. Go to 1, until the procedure converges.
Algorithm 3. 2D/3D non-rigid registration algorithm 
VI. EXPERIMENTAL RESULTS
We verified our approach on three set of clinical data, each data set includes four calibrated x-ray images of the proximal femur. The projection parameter of each x-ray shot is recorded by a projection matrix. It can be observed that in each data set the angle between the view directions of the two images focusing on the femoral head is quite small (less than 45 degrees), which will definitely increase the difficulty of identifying the 3D pose of the proximal femur.
To test the robustness of the automatic initialization algorithm, we run the initialization algorithm for 10 trails on each data set using all the 4 images with particle number N = 200. In each trial the proximal femur is correctly identified and the statistical results are shown in Table I . The statistical results show a very robust performance of the initialization algorithm. We believe that the small variation among the results of different trials will have little influence on the following up contour extraction procedure.
We then run our statistical model based contour extraction algorithm on the 2 images that focuse on the femoral head part in each data set with parameters set as M = 35, N Head = 4, N Shaf t = 3, µ = 2, ν = 1 and the extracted proximal femur contours are shown in Fig.  8 .
VII. CONCLUSIONS
In this paper we proposed a 3D statistical model based fully automatic bone contour extraction framework from calibrated x-ray images. Our approach divides the MAP problem into two sub-problems, initialization and model based contour extraction. On each of them the graphical model based Bayesian inference plays a key role. We solve the automatic initialization by fitting a simplified multiple component geometrical 3D model to the observed x-ray images. The 3D model based initialization algorithm does not ask for strict view direction assumption compared with 2D model or 2D image feature based initialization. Since the fitting is accomplished by an evolutionary algorithm, it has a strong capability to overcome local optima and converge to the global optimum. The 3D statistical model based bone contour extraction is solved as a simultaneous 2D/3D registration and segmentation, where the template based segmentation is accomplished by a Bayesian inference procedure which in principle can outperform the active contour and Experiments on clinical data sets verified the validity and performance of this approach. A further observation is that a traditional ICP/ASM alike method is used in our 2D/3D registration to fit the 3D model with the extracted contours. Due to the fact that a proper initial alignment of the 3D model is available, this works well in our approach. It can be expected that introducing the graphical model based Bayesian inference in the process to find the 2D/3D correspondence and the 3D model parameters may further improve its robustness and accuracy.
