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Abstract. In this paper, we address the problem of having characters
with different scales in scene text recognition. We propose a novel scale
aware feature encoder (SAFE) that is designed specifically for encoding
characters with different scales. SAFE is composed of a multi-scale con-
volutional encoder and a scale attention network. The multi-scale convo-
lutional encoder targets at extracting character features under multiple
scales, and the scale attention network is responsible for selecting features
from the most relevant scale(s). SAFE has two main advantages over
the traditional single-CNN encoder used in current state-of-the-art text
recognizers. First, it explicitly tackles the scale problem by extracting
scale-invariant features from the characters. This allows the recognizer
to put more effort in handling other challenges in scene text recognition,
like those caused by view distortion and poor image quality. Second,
it can transfer the learning of feature encoding across different charac-
ter scales. This is particularly important when the training set has a
very unbalanced distribution of character scales, as training with such a
dataset will make the encoder biased towards extracting features from
the predominant scale. To evaluate the effectiveness of SAFE, we design
a simple text recognizer named scale-spatial attention network (S-SAN)
that employs SAFE as its feature encoder, and carry out experiments on
six public benchmarks. Experimental results demonstrate that S-SAN
can achieve state-of-the-art (or, in some cases, extremely competitive)
performance without any post-processing.
1 Introduction
Scene text recognition refers to recognizing a sequence of characters that ap-
pear in a natural image. Inspired by the success [1] in neural machine transla-
tion, many of the recently proposed scene text recognizers [2,3,4,5,6] adopt an
encoder-decoder framework with an attention mechanism. Despite the remark-
able results reported by them, very few of them have addressed the problem of
having characters with different scales in the image. This problem often prevents
existing text recognizers from achieving better performance.
In a natural image, the scale of a character can vary greatly depending on
which character it is (for instance, ‘M’ and ’W’ are in general wider than ‘i’ and
‘l’), font style, font size, text arrangement, viewpoint, etc. Fig. 1 shows some ex-
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recognizers [2,3,4,5,6,7,8] employ only one single convolutional neural network
for feature encoding, and often perform poorly for such text images. Note that a
single-CNN encoder with a fixed receptive field1 (refer to the green rectangles in
Fig. 1) can only effectively encode characters which fall within a particular scale
range. For characters outside this range, the encoder captures either only partial
context information of a character or distracting information from the cluttered
background and neighboring characters. In either case, the encoder cannot ex-
tract discriminative features from the corresponding characters effectively, and
the recognizer will have great difficulties in recognizing such characters.
(b) (c)
(a)
Fig. 1: Examples of text images having characters with different scales. The green
rectangles represent the effective receptive field of a single-CNN encoder. (a) The
character scale may vary greatly because of font style, font size, text arrange-
ments, etc. (b) For characters in the same image with the same font style and
font size, their scales may still vary depending on which characters they are.
For instance, lower case letters ‘l’ and ‘i’ are usually much ‘narrower’ than other
characters. (c) The distortion of text can also result in different character scales
within the same image.
In this paper, we address the problem of having characters with different
scales by proposing a simple but efficient scale aware feature encoder (SAFE).
SAFE is designed specifically for encoding characters with different scales. It
is composed of (i) a multi-scale convolutional encoder for extracting character
features under multiple scales, and (ii) a scale attention network for automat-
ically selecting features from the most relevant scale(s). SAFE has two main
advantages over the traditional single-CNN encoder used in current state-of-the-
art text recognizers. First, it explicitly tackles the scale problem by extracting
scale-invariant features from the characters. This allows the recognizer to put
more effort in handling other challenges in scene text recognition, like those
caused by character distortion and poor image quality (see Fig. 2a). Second, it
can transfer the learning of feature encoding across different character scales.
This is particularly important when the training set has a very unbalanced dis-
tribution of character scales. For instance, the most widely adopted SynthR
dataset [10] has only a small number of images containing a single character
(see Fig. 2b). In order to keep the training and testing procedures simple and
efficient, most of the previous methods [2,3,4,6,8] resized an input image to a
fixed resolution before feeding it to the text recognizer. This resizing operation
1 Although the receptive field of a CNN is large, its effective region [9] responsible for
calculating each feature representation only occupies a small fraction.
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will therefore result in very few training images containing large characters. Ob-
viously, a text recognizer with a single-CNN encoder cannot learn to extract
discriminative features from large characters due to limited training examples.
This leads to a poor performance on recognizing text images with a single char-
acter (see Fig. 2c). Alternatively, [7,11] resized the training images to a fixed
height while keeping their aspect ratios unchanged. This, however, can only par-
tially solve the scale problem as character scales may still vary because of font
style, text arrangement, distortion, etc. Hence, it is still unlikely to have a well-
balanced distribution of character scales in the training set. Training with such a
dataset will definitely make the encoder biased towards extracting features from
the predominant scale and not able to generalize well to characters of different
scales. Unlike the single-CNN encoder, SAFE can share the knowledge of feature
encoding across different character scales and effectively extract discriminative
features from characters of different scales. This enables the text recognizer to

























































Fig. 2: Advantages of SAFE over the single-CNN encoder (1-CNN). (a) SAFE
performs better than 1-CNN in handling distorted or low-quality text images.
(b) The distribution of text lengths in SynthR [10] and the average character
width in text images of different lengths after being resized to 96 × 32. (c)
Detailed performance of recognizers with 1-CNN and with SAFE on recognizing
text of different lengths. All the models are trained using SynthR. 1-CNN96×32 is
trained by resizing the images to 96×32, whereas 1-CNNW×32 is trained by only
rescaling images to a fixed height while keeping their aspect ratios unchanged.
To evaluate the effectiveness of SAFE, we design a simple text recognizer
named scale-spatial attention network (S-SAN) that employs SAFE as its fea-
ture encoder. Following [5,11], S-SAN employs a spatial attention network in its
LSTM-based decoder to handle a certain degree of text distortion. Experiments
are carried out on six public benchmarks, and experimental results demonstrate
that S-SAN can achieve state-of-the-art (or, in some cases, extremely competi-
tive) performance without any post-processing.
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2 Related Work
Many methods have been proposed for scene text recognition in recent years.
According to their strategies of recognizing words in text images, previous text
recognizers can be roughly classified into bottom-up and top-down approaches.
Recognizers based on the bottom-up approach first perform individual char-
acter detection and recognition using character-level classifiers, and then they
integrate the results across the whole text image to get the final word recognition.
In [12,13,14,15], traditional hand-crafted features (e.g., HOG) were employed to
train classifiers for detecting and recognizing characters in the text image. With
the recent success of deep learning, many methods [16,17,18,19] used deep neural
networks to train character classifiers. In [16], Wang et al. employed a CNN to
extract features from the text image for character recognition. [17] first over-
segmented the whole text image into multiple character regions before using a
fully-connected neural network for character recognition. Unlike [16,17] which
used a single character classifier, [18] combined a binary text/no-text classifier,
a character classifier and a bi-gram classifier to compute scores for candidate
words in a fixed lexicon. To recognise text without a lexicon, a structured out-
put loss was used in their extended work [19] to optimize the individual character
and N -gram predictors.
The above bottom-up methods require the segmentation of each character,
which is a highly non-trivial task due to the complex background and differ-
ent font size of text in the image. Recognizers [2,3,4,6,7,8,10,11,20,21] which are
based on the top-down approach directly recognize the entire word in the image.
In [10] and [20], Jaderberg et al. extracted CNN features from the entire im-
age, and performed a 90k-way classification (90k being the size of a pre-defined
dictionary). Instead of using only CNNs, [7,8,21] also employed recurrent neural
networks to encode features of word images. All these three models were opti-
mized by the connectionist temporal classification [22], which does not require
an alignment between the sequential features and the ground truth labelling.
Following the success of the attention mechanism [1] in neural machine trans-
lation, recent text recognizers [2,3,4,5,6,11] introduced a learnable attention net-
work in their decoders to automatically select the most relevant features for
recognizing individual characters. In order to handle distorted scene text, [2,8]
employed a spatial transformer network (STN) [23] to rectify the distortion of
the entire text image before recognition. As it is difficult to successfully train a
STN from scratch, Cheng et al. [6] proposed to encode the text image from mul-
tiple directions and used a filter gate to generate the final features for decoding.
Unlike [2,6,8] which rectified the distortion of the entire image, a hierarchical
attention mechanism was introduced in [5] to rectify the distortion of individual
characters.
Different from [2,5,6,8] which focused on recognizing severely distorted text
images, we address the problem of having character with different scales. This
is a common problem that exists in both distorted and undistorted text recog-
nition. The scale-spatial attention network (S-SAN) proposed in this paper be-
longs to the family of attention-based encoder-decoder neural networks. Unlike
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previous methods [2,3,4,5,6,7,8] which employed only a single CNN as their fea-
ture encoder, we introduce a scale aware feature encoder (SAFE) to extract
scale-invariant features from characters with different scales. This guarantees a
much more robust feature extraction for the text recognizer. Although a similar
idea has been proposed for semantic segmentation [24] to merge segmentation
maps from different scales, it is the first time that the scale problem has been
identified and efficiently handled for text recognition using an attention-based
encoder-decoder framework. Better still, SAFE can also be easily deployed in
other text recognizers to further boost their performance.
3 Scale Aware Feature Encoder
The scale aware feature encoder (SAFE) is conceptually simple: in order to
extract discriminative features from characters with different scales, feature en-
coding of the text image should first be carried out under different scales, and
features from the most relevant scale(s) are then selected at each spatial loca-
tion to form the final feature map for the later decoding. SAFE is thus a natural
and intuitive idea. As illustrated in Fig. 3, SAFE is composed of a multi-scale
convolutional encoder and a scale-attention network. Throughout this paper, we
omit the bias terms for improved readability.
Multi-Scale Convolutional Encoder. The multi-scale convolutional encoder
is responsible for encoding the original text images under multiple scales. The
basic component of the multi-scale convolutional encoder takes the form of a
backbone convolutional neural network. Given a single gray image I as input,
a multi-scale pyramid of images {Xs}Ns=1 is first generated. Xs here denotes
the image at scale s having a dimension of Ws ×Hs (width×height), and X1
is the image at the finest scale. In order to encode each image in the pyramid,
N backbone CNNs which share the same set of parameters are employed in
the multi-scale convolutional encoder (see Fig. 3). The output of our multi-scale
convolutional encoder is a set of N spatial feature maps
{F1,F2, · · · ,FN} = {CNN1(X1),CNN2(X2), · · · ,CNNN (XN )}, (1)
where CNNs and Fs denote the backbone CNN and the output feature map
at scale s ∈ {1, 2, · · · , N} respectively. Fs has a dimension of W ′s × H ′s × C ′
(width×height×#channels).
Unlike dominant backbone CNNs adopted by [2,4,6,7,8] which compress in-
formation along the image height dimension and generate unit-height feature
maps, each of our backbone CNNs keeps the spatial resolution of its feature
map Fs close to that of the corresponding input image Xs. Features from both
text and non-text regions, as well as from different characters, therefore remain
distinguishable in both the width and height dimensions in each feature map. In
order to preserve the spatial resolution, we only apply two 2× 2 down-sampling
layers (see Fig. 3) in each of our backbone CNNs. Each feature map Fs is there-
fore sub-sampled only four times in both width and height (i.e., W ′s = Ws/4 and
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<latexit sha1_base64="vB2LFYqO4BROYazHFYtMY/7wZ4M=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvoqsxIQZdFQVxWsA9oh5JJM21oJhmTTKEM/Q43LhRx68e48 2/MtLPQ1gOBwzn3ck9OEHOmjet+O4W19Y3NreJ2aWd3b/+gfHjU0jJRhDaJ5FJ1AqwpZ4I2DTOcdmJFcRRw2g7Gt5nfnlClmRSPZhpTP8JDwUJGsLGS34uwGQVhejfr18775YpbdedAq8TLSQVyNPrlr95AkiSiwhCOte56bmz8FCvDCKezUi/RNMZkjIe0a6nAEdV+Og89Q2dWGaBQKvuEQXP190aKI62nUWAns5B62cvE/7xuYsJrP2UiTgwVZ HEoTDgyEmUNoAFTlBg+tQQTxWxWREZYYWJsTyVbgrf85VXSuqx6btV7qFXqN3kdRTiBU7gAD66gDvfQgCYQeIJneIU3Z+K8OO/Ox2K04OQ7x/AHzucPR0ORwg==</latexit><latexit sha1_base64="vB2LFYqO4BROYazHFYtMY/7wZ4M=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvoqsxIQZdFQVxWsA9oh5JJM21oJhmTTKEM/Q43LhRx68e48 2/MtLPQ1gOBwzn3ck9OEHOmjet+O4W19Y3NreJ2aWd3b/+gfHjU0jJRhDaJ5FJ1AqwpZ4I2DTOcdmJFcRRw2g7Gt5nfnlClmRSPZhpTP8JDwUJGsLGS34uwGQVhejfr18775YpbdedAq8TLSQVyNPrlr95AkiSiwhCOte56bmz8FCvDCKezUi/RNMZkjIe0a6nAEdV+Og89Q2dWGaBQKvuEQXP190aKI62nUWAns5B62cvE/7xuYsJrP2UiTgwVZ HEoTDgyEmUNoAFTlBg+tQQTxWxWREZYYWJsTyVbgrf85VXSuqx6btV7qFXqN3kdRTiBU7gAD66gDvfQgCYQeIJneIU3Z+K8OO/Ox2K04OQ7x/AHzucPR0ORwg==</latexit><latexit sha1_base64="vB2LFYqO4BROYazHFYtMY/7wZ4M=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvoqsxIQZdFQVxWsA9oh5JJM21oJhmTTKEM/Q43LhRx68e48 2/MtLPQ1gOBwzn3ck9OEHOmjet+O4W19Y3NreJ2aWd3b/+gfHjU0jJRhDaJ5FJ1AqwpZ4I2DTOcdmJFcRRw2g7Gt5nfnlClmRSPZhpTP8JDwUJGsLGS34uwGQVhejfr18775YpbdedAq8TLSQVyNPrlr95AkiSiwhCOte56bmz8FCvDCKezUi/RNMZkjIe0a6nAEdV+Og89Q2dWGaBQKvuEQXP190aKI62nUWAns5B62cvE/7xuYsJrP2UiTgwVZ HEoTDgyEmUNoAFTlBg+tQQTxWxWREZYYWJsTyVbgrf85VXSuqx6btV7qFXqN3kdRTiBU7gAD66gDvfQgCYQeIJneIU3Z+K8OO/Ox2K04OQ7x/AHzucPR0ORwg==</latexit><latexit sha1_base64="vB2LFYqO4BROYazHFYtMY/7wZ4M=">AAAB9HicbVDLSgMxFL1TX7W+qi7dBIvoqsxIQZdFQVxWsA9oh5JJM21oJhmTTKEM/Q43LhRx68e48 2/MtLPQ1gOBwzn3ck9OEHOmjet+O4W19Y3NreJ2aWd3b/+gfHjU0jJRhDaJ5FJ1AqwpZ4I2DTOcdmJFcRRw2g7Gt5nfnlClmRSPZhpTP8JDwUJGsLGS34uwGQVhejfr18775YpbdedAq8TLSQVyNPrlr95AkiSiwhCOte56bmz8FCvDCKezUi/RNMZkjIe0a6nAEdV+Og89Q2dWGaBQKvuEQXP190aKI62nUWAns5B62cvE/7xuYsJrP2UiTgwVZ HEoTDgyEmUNoAFTlBg+tQQTxWxWREZYYWJsTyVbgrf85VXSuqx6btV7qFXqN3kdRTiBU7gAD66gDvfQgCYQeIJneIU3Z+K8OO/Ox2K04OQ7x/AHzucPR0ORwg==</latexit>
F<latexit sha1_base64="mWl4I9IyYDBVEQx+i95tO5m/lLs=">AAAB8XicbVBNS8NAFHypX7V+VT16WSyCp 5KIoMeiIB4r2FpsQ9lsX9qlm03Y3Qgl9F948aCIV/+NN/+NmzYHbR1YGGbeY+dNkAiujet+O6WV1bX1jfJmZWt7Z3evun/Q1nGqGLZYLGLVCahGwSW2DDcCO4lCGgUCH4Lxde4/PKHSPJb3ZpKgH9Gh5CFn1FjpsRdRMwrC7G bar9bcujsDWSZeQWpQoNmvfvUGMUsjlIYJqnXXcxPjZ1QZzgROK71UY0LZmA6xa6mkEWo/myWekhOrDEgYK/ukITP190ZGI60nUWAn84R60cvF/7xuasJLP+MySQ1KNv8oTAUxMcnPJwOukBkxsYQyxW1WwkZUUWZsSRVbgr d48jJpn9U9t+7dndcaV0UdZTiCYzgFDy6gAbfQhBYwkPAMr/DmaOfFeXc+5qMlp9g5hD9wPn8AsT+Q6g==</latexit><latexit sha1_base64="mWl4I9IyYDBVEQx+i95tO5m/lLs=">AAAB8XicbVBNS8NAFHypX7V+VT16WSyCp 5KIoMeiIB4r2FpsQ9lsX9qlm03Y3Qgl9F948aCIV/+NN/+NmzYHbR1YGGbeY+dNkAiujet+O6WV1bX1jfJmZWt7Z3evun/Q1nGqGLZYLGLVCahGwSW2DDcCO4lCGgUCH4Lxde4/PKHSPJb3ZpKgH9Gh5CFn1FjpsRdRMwrC7G bar9bcujsDWSZeQWpQoNmvfvUGMUsjlIYJqnXXcxPjZ1QZzgROK71UY0LZmA6xa6mkEWo/myWekhOrDEgYK/ukITP190ZGI60nUWAn84R60cvF/7xuasJLP+MySQ1KNv8oTAUxMcnPJwOukBkxsYQyxW1WwkZUUWZsSRVbgr d48jJpn9U9t+7dndcaV0UdZTiCYzgFDy6gAbfQhBYwkPAMr/DmaOfFeXc+5qMlp9g5hD9wPn8AsT+Q6g==</latexit><latexit sha1_base64="mWl4I9IyYDBVEQx+i95tO5m/lLs=">AAAB8XicbVBNS8NAFHypX7V+VT16WSyCp 5KIoMeiIB4r2FpsQ9lsX9qlm03Y3Qgl9F948aCIV/+NN/+NmzYHbR1YGGbeY+dNkAiujet+O6WV1bX1jfJmZWt7Z3evun/Q1nGqGLZYLGLVCahGwSW2DDcCO4lCGgUCH4Lxde4/PKHSPJb3ZpKgH9Gh5CFn1FjpsRdRMwrC7G bar9bcujsDWSZeQWpQoNmvfvUGMUsjlIYJqnXXcxPjZ1QZzgROK71UY0LZmA6xa6mkEWo/myWekhOrDEgYK/ukITP190ZGI60nUWAn84R60cvF/7xuasJLP+MySQ1KNv8oTAUxMcnPJwOukBkxsYQyxW1WwkZUUWZsSRVbgr d48jJpn9U9t+7dndcaV0UdZTiCYzgFDy6gAbfQhBYwkPAMr/DmaOfFeXc+5qMlp9g5hD9wPn8AsT+Q6g==</latexit><latexit sha1_base64="mWl4I9IyYDBVEQx+i95tO5m/lLs=">AAAB8XicbVBNS8NAFHypX7V+VT16WSyCp 5KIoMeiIB4r2FpsQ9lsX9qlm03Y3Qgl9F948aCIV/+NN/+NmzYHbR1YGGbeY+dNkAiujet+O6WV1bX1jfJmZWt7Z3evun/Q1nGqGLZYLGLVCahGwSW2DDcCO4lCGgUCH4Lxde4/PKHSPJb3ZpKgH9Gh5CFn1FjpsRdRMwrC7G bar9bcujsDWSZeQWpQoNmvfvUGMUsjlIYJqnXXcxPjZ1QZzgROK71UY0LZmA6xa6mkEWo/myWekhOrDEgYK/ukITP190ZGI60nUWAn84R60cvF/7xuasJLP+MySQ1KNv8oTAUxMcnPJwOukBkxsYQyxW1WwkZUUWZsSRVbgr d48jJpn9U9t+7dndcaV0UdZTiCYzgFDy6gAbfQhBYwkPAMr/DmaOfFeXc+5qMlp9g5hD9wPn8AsT+Q6g==</latexit>
X1
<latexit sha1_base64="S3MXlczo/c89UmUbj/gFJtCp83o=">AAAB83i cbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpZhN2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+ oHx51TZJpxjsskYnuhdRwKRTvoEDJe6nmNA4lfwwnt4X/+MS1EYl6wGnKg5iOlIgEo2gl348pjsMo780G3qDecJvuHGSVeCVpQIn2oP7lDxOWxVwhk9SY vuemGORUo2CSz2p+ZnhK2YSOeN9SRWNugnyeeUbOrDIkUaLtU0jm6u+NnMbGTOPQThYZzbJXiP95/Qyj6yAXKs2QK7Y4FGWSYEKKAshQaM5QTi2hTAub lbAx1ZShralmS/CWv7xKuhdNz21695eN1k1ZRxVO4BTOwYMraMEdtKEDDFJ4hld4czLnxXl3PhajFafcOYY/cD5/APlxkaA=</latexit><latexit sha1_base64="S3MXlczo/c89UmUbj/gFJtCp83o=">AAAB83i cbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpZhN2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+ oHx51TZJpxjsskYnuhdRwKRTvoEDJe6nmNA4lfwwnt4X/+MS1EYl6wGnKg5iOlIgEo2gl348pjsMo780G3qDecJvuHGSVeCVpQIn2oP7lDxOWxVwhk9SY vuemGORUo2CSz2p+ZnhK2YSOeN9SRWNugnyeeUbOrDIkUaLtU0jm6u+NnMbGTOPQThYZzbJXiP95/Qyj6yAXKs2QK7Y4FGWSYEKKAshQaM5QTi2hTAub lbAx1ZShralmS/CWv7xKuhdNz21695eN1k1ZRxVO4BTOwYMraMEdtKEDDFJ4hld4czLnxXl3PhajFafcOYY/cD5/APlxkaA=</latexit><latexit sha1_base64="S3MXlczo/c89UmUbj/gFJtCp83o=">AAAB83i cbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpZhN2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+ oHx51TZJpxjsskYnuhdRwKRTvoEDJe6nmNA4lfwwnt4X/+MS1EYl6wGnKg5iOlIgEo2gl348pjsMo780G3qDecJvuHGSVeCVpQIn2oP7lDxOWxVwhk9SY vuemGORUo2CSz2p+ZnhK2YSOeN9SRWNugnyeeUbOrDIkUaLtU0jm6u+NnMbGTOPQThYZzbJXiP95/Qyj6yAXKs2QK7Y4FGWSYEKKAshQaM5QTi2hTAub lbAx1ZShralmS/CWv7xKuhdNz21695eN1k1ZRxVO4BTOwYMraMEdtKEDDFJ4hld4czLnxXl3PhajFafcOYY/cD5/APlxkaA=</latexit><latexit sha1_base64="S3MXlczo/c89UmUbj/gFJtCp83o=">AAAB83i cbVBNS8NAFHypX7V+VT16WSyCp5KIoMeiF48VbC00oWy2m3bpZhN2X4QS+je8eFDEq3/Gm//GTZuDtg4sDDPv8WYnTKUw6LrfTmVtfWNzq7pd29nd2z+ oHx51TZJpxjsskYnuhdRwKRTvoEDJe6nmNA4lfwwnt4X/+MS1EYl6wGnKg5iOlIgEo2gl348pjsMo780G3qDecJvuHGSVeCVpQIn2oP7lDxOWxVwhk9SY vuemGORUo2CSz2p+ZnhK2YSOeN9SRWNugnyeeUbOrDIkUaLtU0jm6u+NnMbGTOPQThYZzbJXiP95/Qyj6yAXKs2QK7Y4FGWSYEKKAshQaM5QTi2hTAub lbAx1ZShralmS/CWv7xKuhdNz21695eN1k1ZRxVO4BTOwYMraMEdtKEDDFJ4hld4czLnxXl3PhajFafcOYY/cD5/APlxkaA=</latexit>
X2
<latexit sha1_base64="GAIGaTLrlKV92zuFOhr2/0LZ4DU=">AAAB83i cbVDLSsNAFL2pr1pfVZduBovgqiRF0GXRjcsK9gFNKZPppB06mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOkEhh0HW/ndLG5tb2Tnm3srd/cHh UPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2md7nffeLaiFg94izhg4iOlQgFo2gl348oToIw682HjWG15tbdBcg68QpSgwKtYfXLH8UsjbhCJqkx fc9NcJBRjYJJPq/4qeEJZVM65n1LFY24GWSLzHNyYZURCWNtn0KyUH9vZDQyZhYFdjLPaFa9XPzP66cY3gwyoZIUuWLLQ2EqCcYkL4CMhOYM5cwSyrSw WQmbUE0Z2poqtgRv9cvrpNOoe27de7iqNW+LOspwBudwCR5cQxPuoQVtYJDAM7zCm5M6L86787EcLTnFzin8gfP5A/r1kaE=</latexit><latexit sha1_base64="GAIGaTLrlKV92zuFOhr2/0LZ4DU=">AAAB83i cbVDLSsNAFL2pr1pfVZduBovgqiRF0GXRjcsK9gFNKZPppB06mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOkEhh0HW/ndLG5tb2Tnm3srd/cHh UPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2md7nffeLaiFg94izhg4iOlQgFo2gl348oToIw682HjWG15tbdBcg68QpSgwKtYfXLH8UsjbhCJqkx fc9NcJBRjYJJPq/4qeEJZVM65n1LFY24GWSLzHNyYZURCWNtn0KyUH9vZDQyZhYFdjLPaFa9XPzP66cY3gwyoZIUuWLLQ2EqCcYkL4CMhOYM5cwSyrSw WQmbUE0Z2poqtgRv9cvrpNOoe27de7iqNW+LOspwBudwCR5cQxPuoQVtYJDAM7zCm5M6L86787EcLTnFzin8gfP5A/r1kaE=</latexit><latexit sha1_base64="GAIGaTLrlKV92zuFOhr2/0LZ4DU=">AAAB83i cbVDLSsNAFL2pr1pfVZduBovgqiRF0GXRjcsK9gFNKZPppB06mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOkEhh0HW/ndLG5tb2Tnm3srd/cHh UPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2md7nffeLaiFg94izhg4iOlQgFo2gl348oToIw682HjWG15tbdBcg68QpSgwKtYfXLH8UsjbhCJqkx fc9NcJBRjYJJPq/4qeEJZVM65n1LFY24GWSLzHNyYZURCWNtn0KyUH9vZDQyZhYFdjLPaFa9XPzP66cY3gwyoZIUuWLLQ2EqCcYkL4CMhOYM5cwSyrSw WQmbUE0Z2poqtgRv9cvrpNOoe27de7iqNW+LOspwBudwCR5cQxPuoQVtYJDAM7zCm5M6L86787EcLTnFzin8gfP5A/r1kaE=</latexit><latexit sha1_base64="GAIGaTLrlKV92zuFOhr2/0LZ4DU=">AAAB83i cbVDLSsNAFL2pr1pfVZduBovgqiRF0GXRjcsK9gFNKZPppB06mYSZG6GE/oYbF4q49Wfc+TdO2iy09cDA4Zx7uWdOkEhh0HW/ndLG5tb2Tnm3srd/cHh UPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2md7nffeLaiFg94izhg4iOlQgFo2gl348oToIw682HjWG15tbdBcg68QpSgwKtYfXLH8UsjbhCJqkx fc9NcJBRjYJJPq/4qeEJZVM65n1LFY24GWSLzHNyYZURCWNtn0KyUH9vZDQyZhYFdjLPaFa9XPzP66cY3gwyoZIUuWLLQ2EqCcYkL4CMhOYM5cwSyrSw WQmbUE0Z2poqtgRv9cvrpNOoe27de7iqNW+LOspwBudwCR5cQxPuoQVtYJDAM7zCm5M6L86787EcLTnFzin8gfP5A/r1kaE=</latexit>
X3
<latexit sha1_base64="XIl/caRsx2ww3wOx6EQZ3cCJA5U=">AAAB83i cbVDLSsNAFL2pr1pfVZduBovgqiQq6LLoxmUF+4AmlMn0ph06mYSZiVBCf8ONC0Xc+jPu/BunbRbaemDgcM693DMnTAXXxnW/ndLa+sbmVnm7srO7t39 QPTxq6yRTDFssEYnqhlSj4BJbhhuB3VQhjUOBnXB8N/M7T6g0T+SjmaQYxHQoecQZNVby/ZiaURjl3Wn/sl+tuXV3DrJKvILUoECzX/3yBwnLYpSGCap1 z3NTE+RUGc4ETit+pjGlbEyH2LNU0hh1kM8zT8mZVQYkSpR90pC5+nsjp7HWkzi0k7OMetmbif95vcxEN0HOZZoZlGxxKMoEMQmZFUAGXCEzYmIJZYrb rISNqKLM2JoqtgRv+curpH1R99y693BVa9wWdZThBE7hHDy4hgbcQxNawCCFZ3iFNydzXpx352MxWnKKnWP4A+fzB/x5kaI=</latexit><latexit sha1_base64="XIl/caRsx2ww3wOx6EQZ3cCJA5U=">AAAB83i cbVDLSsNAFL2pr1pfVZduBovgqiQq6LLoxmUF+4AmlMn0ph06mYSZiVBCf8ONC0Xc+jPu/BunbRbaemDgcM693DMnTAXXxnW/ndLa+sbmVnm7srO7t39 QPTxq6yRTDFssEYnqhlSj4BJbhhuB3VQhjUOBnXB8N/M7T6g0T+SjmaQYxHQoecQZNVby/ZiaURjl3Wn/sl+tuXV3DrJKvILUoECzX/3yBwnLYpSGCap1 z3NTE+RUGc4ETit+pjGlbEyH2LNU0hh1kM8zT8mZVQYkSpR90pC5+nsjp7HWkzi0k7OMetmbif95vcxEN0HOZZoZlGxxKMoEMQmZFUAGXCEzYmIJZYrb rISNqKLM2JoqtgRv+curpH1R99y693BVa9wWdZThBE7hHDy4hgbcQxNawCCFZ3iFNydzXpx352MxWnKKnWP4A+fzB/x5kaI=</latexit><latexit sha1_base64="XIl/caRsx2ww3wOx6EQZ3cCJA5U=">AAAB83i cbVDLSsNAFL2pr1pfVZduBovgqiQq6LLoxmUF+4AmlMn0ph06mYSZiVBCf8ONC0Xc+jPu/BunbRbaemDgcM693DMnTAXXxnW/ndLa+sbmVnm7srO7t39 QPTxq6yRTDFssEYnqhlSj4BJbhhuB3VQhjUOBnXB8N/M7T6g0T+SjmaQYxHQoecQZNVby/ZiaURjl3Wn/sl+tuXV3DrJKvILUoECzX/3yBwnLYpSGCap1 z3NTE+RUGc4ETit+pjGlbEyH2LNU0hh1kM8zT8mZVQYkSpR90pC5+nsjp7HWkzi0k7OMetmbif95vcxEN0HOZZoZlGxxKMoEMQmZFUAGXCEzYmIJZYrb rISNqKLM2JoqtgRv+curpH1R99y693BVa9wWdZThBE7hHDy4hgbcQxNawCCFZ3iFNydzXpx352MxWnKKnWP4A+fzB/x5kaI=</latexit><latexit sha1_base64="XIl/caRsx2ww3wOx6EQZ3cCJA5U=">AAAB83i cbVDLSsNAFL2pr1pfVZduBovgqiQq6LLoxmUF+4AmlMn0ph06mYSZiVBCf8ONC0Xc+jPu/BunbRbaemDgcM693DMnTAXXxnW/ndLa+sbmVnm7srO7t39 QPTxq6yRTDFssEYnqhlSj4BJbhhuB3VQhjUOBnXB8N/M7T6g0T+SjmaQYxHQoecQZNVby/ZiaURjl3Wn/sl+tuXV3DrJKvILUoECzX/3yBwnLYpSGCap1 z3NTE+RUGc4ETit+pjGlbEyH2LNU0hh1kM8zT8mZVQYkSpR90pC5+nsjp7HWkzi0k7OMetmbif95vcxEN0HOZZoZlGxxKMoEMQmZFUAGXCEzYmIJZYrb rISNqKLM2JoqtgRv+curpH1R99y693BVa9wWdZThBE7hHDy4hgbcQxNawCCFZ3iFNydzXpx352MxWnKKnWP4A+fzB/x5kaI=</latexit>
X4
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Fig. 3: The architecture of SAFE (N = 4). As most of the text images contain
only a single word, the scale problem along the height dimension is not as severe
as that along the width dimension. In our implementation, we resize the input
images to 4 different resolutions, namely 192× 32, 96× 32, 48× 32 and 24× 32
respectively. The saliency maps in the scale attention network represent the scale
attention for the feature maps extracted under 4 different resolutions.  and ⊕
denote element-wise multiplication and summation respectively.
H ′s = Hs/4). More implementation details related to our backbone CNNs can
be found in Section 5.2.
Scale Attention Network. The scale attention network is responsible for
automatically selecting features from the most relevant scale(s) at each spatial
location to generate the final scale-invariant feature map F. In the proposed
scale attention network, the N convolutional feature maps {F1,F2, · · · ,FN}
outputted from the multi-scale convolutional encoder are first up-sampled to
the same resolution
{F′1,F′2, · · · ,F′N} = {u(F1), u(F2), · · · , u(FN )}, (2)
where u(·) is an up-sampling function, and F′s is the up-sampled feature map
with a dimension of W ′×H ′×C ′ (width×height×#channels). Through extensive
experiments, we find that the performances of different up-sampling functions
(e.g., bilinear interpolation, nearest interpolation, etc.) are quite similar. We
therefore simply use bilinear interpolation in our implementation.
After obtaining the up-sampled feature maps, our scale attention network
utilizes an attention mechanism to learn to weight features from different scales.
Since the size of the characters may not be constant within a text image (see
Fig. 3), the computation of attention towards features from different scales takes
place at each spatial location. In order to select the features from the most
relevant scale(s) at the spatial location (i, j), N scores are first computed for
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Fig. 4: Visualization of scale attention in the proposed SAFE. The saliency maps
of the scale attention are superimposed on the images of the corresponding scales.












where fs(i, j) is the score of the C
′-dimensional feature vector F′s(i, j) at location
(i, j) of the corresponding feature map F′s at scale s, and W is the parameter
matrix. The proposed scale attention network then defines the scale attention at





where ωs(i, j) is the attention weight for the feature vector F
′
s(i, j). Finally, the







The final feature map F has the same dimension as each up-sampled feature
map F′s. Note that the scale attention network together with the multi-scale
convolutional encoder are optimized in an end-to-end manner using only the
recognition loss. As illustrated in Fig. 4, although we do not have the ground
truth to supervise the feature selection across different scales, the scale attention
network can automatically learn to attend on the features from the most relevant
scale(s) for generating the final feature map F.
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Fig. 5: The architecture of S-SAN. The saliency maps represent the spatial at-
tention at different decoding steps.  denotes element-wise multiplication.
4 Scale-Spatial Attention Network
To demonstrate the effectiveness of SAFE proposed in Section 3, we design a
scale-spatial attention network (S-SAN) for scene text recognition. S-SAN uses
SAFE as its feature encoder, and employs a character aware decoder composed
of a spatial attention network and a LSTM-based decoder. Fig. 5 shows the
overall architecture of S-SAN.
4.1 SAFE
To extract scale-invariant features for recognizing characters with different scales,
S-SAN first employs SAFE proposed in Section 3 to encode the original text
image. By imposing weight sharing across backbone CNNs of different scales,
SAFE keeps its number of parameters to a minimum. Comparing with previous
encoders adopted by [2,3,4,5,6,7,8,25] for text recognition, SAFE not only keeps
its structure as simple as possible (see Table 1), but also effectively handles
characters with different scales. This enables S-SAN to achieve a much better
performance on recognizing text in natural images (see Table 3 and Table 4).
4.2 Character Aware Decoder
The character aware decoder of S-SAN is responsible for recurrently translating
the scale-invariant feature map F into the corresponding ground truth labelling
y = {y1, y2, ..., yT , yT+1}. Here, T denotes the length of the text and yT+1 is the
end-of-string (eos) token representing the end of the labelling. In this section, we
refer to the process of predicting each character yt as one time/decoding step.
Spatial Attention Network. The function of the spatial attention network is
to generate a sequence of context vectors from the scale-invariant feature map
F for recognizing individual characters. Following [5,11], our spatial attention
network extends the standard 1D attention mechanism [2,3,4,6] to the 2D spatial
domain. This allows the decoder to focus on features at the most relevant spatial
locations for recognizing individual characters, and handle a certain degree of
text distortion in natural images. At a particular decoding step t, we compute
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αt(i, j)F(i, j), (6)
where αt(i, j) is the weight applied to F(i, j) as determined by the spatial at-
tention network. For the recognition of a single character at decoding step t,
the context vector zt should only focus on features at the most relevant spatial
locations (i.e., those corresponding to the single character being recognized). To
compute αt(i, j) at the current decoding step t , we first exploit a simple CNN
to encode the previous attention map αt−1 into
At−1 = CNNspatial(αt−1). (7)
We then evaluate a relevancy score at each spatial location as
rt(i, j) = wTtanh[Mht−1 +UAt−1(i, j) +VF(i, j)], (8)
where ht−1 is the previous hidden state of the decoder (explained later), M, U
and V are the parameter matrices, and w is a parameter vector. Finally, we








LSTM-based Decoder. The actual decoder of S-SAN takes the form of a long
short-term memory layer and a multi-layer perceptron (MLP). Let L denote the
set of 37-class (26 letters + 10 digits + eos) case-insensitive characters in our
task. At the decoding step t, the LSTM-based decoder defines a probability
distribution over L as
ht = LSTM(ht−1,ot−1, zt) (10)







where ht−1 and ht denote the previous and current hidden states respectively,
ot−1 is the one-hot encoding of the previous character yt−1, Wy and Wz are the
parameters of two linear layers in the MLP, and SoftMax denotes the final layer
of the MLP for outputting the probability. The probability of the sequential
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5 Datasets and Implementation Details
5.1 Datasets
Following [2,3,5,7,8,19,20], S-SAN is trained using the most commonly adopted
dataset released by Jaderberg et al. [10] (referred to as SynthR). This dataset
contains 8-million synthetic text images together with their corresponding word
labels. The distribution of text lengths in SynthR is shown in Fig. 2b. The
evaluation of S-SAN is carried out on the following six public benchmarks.
– IIIT5K [26] contains 3,000 word test images collected from the Internet.
Each image has been associated to a 50-word lexicon and a 1K-word lexicon.
– Street View Text (SVT) [13] contains 647 test word images which are
collected from Google Street View. Each word image has a 50-word lexicon.
– ICDAR-2003 (IC03) [27] contains 860 text images for testing. Each image
has a 50-word lexicon defined by Wang et al. [13]. A full lexicon is constructed
by merging all 50-word lexicons. Following [13], we recognize the images
having only alphanumeric words (0-9 and A-Z) with at least three characters.
– ICDAR-2013 (IC13) [28] is derived from ICDAR-2003, and contains 1,015
cropped word test images without any pre-defined lexicon. Previous methods
[2,3,5] recognise images containing only alphanumeric words with at least
three characters, which results in 857 images left for evaluation. In Section
6, we refer to IC13 with 1,015 images as IC13-L and that with 857 images
as IC13-S, where L and S stand for large and small respectively.
– Street View Text Perspective (SVT-P) [29] contains 639 test images
which are specially picked from the side-view angles in Google Street View.
Most of them suffer from a large perspective distortion.
– ICDAR Incidental Scene Text (ICIST) [30] contains 2,077 text images
for testing. Many of them are severely distorted and blurry. To make a fair
comparison with [4,25], we also discard the images with non-alphanumeric
characters in ICIST, which results in 1,811 images for testing. Like IC13, we
refer to ICIST with 2,077 images as ICIST-L and that with 1,811 images
as ICIST-S in Section 6.
5.2 Network Architecture
Scare Aware Feature Encoder. The detailed architecture of the backbone
CNN in SAFE is illustrated in Table 1. The basic backbone CNN consists of nine
convolutional layers. The stride and padding size of each convolutional layer
are both equal to 1. All the convolutional layers use ReLU as the activation
function. Batch normalization [31] is used after every convolutional layer. In
our implementation, the multi-scale pyramid of images used in the multi-scale
convolutional encoder has 4 scales, with images having a dimension of 192× 32,
96× 32, 48× 32 and 24× 32 respectively. The dimensions of the corresponding
feature maps {Fs}4s=1 are 48×8×512, 24×8×512, 12×8×512 and 6×8×512
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Table 1: Comparison of encoders among different text recognizers. ‘STN’,
‘BLSTM’ and ‘SCAN’ denote the spatial transformer network [23], the bi-





Unit 1 Unit 2 Unit 3 Unit 4 Unit 5 Size
CRNN [7] 0 [3, 64]×1 [3, 128]×1 [3, 256]×2 [3, 512]×2
[2, 512]×1 2 0 8.3M
RARE [2] 1 (2,2,2,2) (2,2,2,2) (2,2,1,2) (2,2,1,2) 16.5M
STAR-Net [8] 1
[3, 64]×5 [3, 128]×4 [3, 256]×4 [3, 512]×4
[3, 512]×1 1 0 14.6M
(2,2,2,2) (2,2,2,2) (1,2,1,2) (1,2,1,2)
Char-Net [5] 1
[3, 64]×3 [3, 128]×2





1 0 45.8M[3, 64]×1 [3, 128]×3 [3, 256]×5 [3, 512]×6






[3, 64]×1 [3, 128]×1
[3, 256]×3 [3, 512]×3 [3, 512]×1 0 0 9.03M
SAFE (2,2,2,2) (2,2,2,2) 1 9.04M
SAFEres 0
[3, 64]×2 [3, 128]×3
0 1 38.9M
(2,2,2,2) (2,2,2,2)
[3, 256]×5 [3, 512]×9 [3, 512]×7
The configurations of all the convolutional layers in the backbone CNN follow the format of
[kernel size, number of channels] × number of layers. Cells with a gray background indicate
convolutional blocks with residue connections. For the max-pooling layers, the kernel size and strides
in both width and height dimensions follow the format of (kernelw, kernelh, stridew, strideh).
respectively. In our scale attention network, the spatial resolutions of the up-
sampled2 feature maps {F′s}4s=1 are all 24× 8 (i.e., same as that of F2 which is
extracted from X2 with a dimension of 96× 32).
Character Aware Decoder. The character aware decoder employs a LSTM
layer with 256 hidden states. In the spatial attention network, CNNspatial(·) is
one 7 × 7 convolutional layer with 32 channels. In Eq. (8), ht−1, A(i, j) and
F(i, j) are vectors with a dimension of 256, 32 and 512 respectively, and w is
a parameter vector of 256 dimensions. Consequently, the dimensions of M, U
and V are 256 × 256, 256 × 32 and 256 × 512 respectively. The initial spatial
attention map is set to zero at each position.
5.3 Model Training and Testing.
Adadelta [32] is used to optimize the parameters of S-SAN. During training, we
use a batch size of 64. The proposed model is implemented using Torch7 and
trained on a single NVIDIA GTX1080 GPU. It can process about 150 samples
per second and converge in five days after about eight epochs over the training
dataset. S-SAN is trained in an end-to-end manner only under the supervision of
the recognition loss (i.e., the negative log-likelihood of Eq.(12)). During testing,
for unconstrained text recognition, we directly pick the label with the highest
probability in Eq. (11) as the output of each decoding step. For constrained
recognition with lexicons of different sizes, we calculate the edit distances be-
tween the prediction of the unconstrained text recognition and all words in the
2 We obtain F′1 by actually down-sampling F1.
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Table 2: Ablation study of the proposed SAFE.
Model Image Size IIIT5K SVT IC03 IC13-S IC13-L SVT-P ICIST-S ICIST-L
1-CNN24×32 24× 32 71.0 70.9 82.8 80.2 79.3 54.6 56.1 51.0
1-CNN48×32 48× 32 81.3 81.8 90.5 87.6 86.2 68.8 66.3 60.3
1-CNN96×32 96× 32 82.6 83.2 91.0 89.7 87.7 69.9 67.1 61.7
1-CNN192×32 192× 32 82.1 83.2 90.6 89.5 87.2 68.5 65.1 59.5
1-CNNW×32 W × 32 83.6 82.2 91.3 90.1 89.4 63.3 62.4 57.4
S-SAN
48× 32, 96× 32 84.2 84.7 92.3 89.7 88.3 71.6 70.5 64.4
96× 32, 192× 32 83.7 84.9 92.4 91.1 88.9 72.1 68.8 62.9
24× 32, 48× 32
85.0 84.4 92.0 90.7 89.8 72.9 70.7 64.7
96× 32
48× 32, 96× 32
85.0 84.5 91.9 90.7 89.7 71.8 70.3 64.4
192× 32
24× 32, 48× 32
85.2 85.5 92.9 91.1 90.3 74.4 71.8 65.7
96× 32, 192× 32
lexicon, and take the one with the smallest edit distance and highest recognition
probability as our final prediction. In Table 3 and Table 4, ‘None’ indicates un-
constrained scene text recognition (i.e., without imposing any lexicon). ‘50’, ‘1K’
and ‘Full’ denote each scene text recognized with a 50-word lexicon, a 1,000-word
lexicon and a full lexicon respectively.
6 Experiments
Experiments are carried out on the six public benchmarks. Ablation study is first
conducted in Section 6.1 to illustrate the effectiveness of SAFE. Comparison on
the performance of S-SAN and other methods is then reported in Section 6.2,
which demonstrates that S-SAN can achieve state-of-the-art performance on
standard benchmarks for text recognition.
6.1 Ablation Study
In this section, we conduct an ablation study to demonstrate the effectiveness of
SAFE. Note that all the models in the ablation study are trained using the com-
monly adopted SynthR dataset, and we only use the accuracies of unconstrained
text recognition for comparison.
To demonstrate the advantages of SAFE over the single-CNN encoder (1-
CNN), we first train five versions of text recognizers which employ single back-
bone CNN for feature encoding. The architecture of the backbone CNNs and
the decoders in the single-scale recognizers are identical to those in S-SAN. As
illustrated in Table 2, we train the recognizers with the single-CNN encoder
under different experimental settings, which resize the input text image to dif-
ferent resolutions. For simplicity, we directly use the encoder with the resolution
of the training images to denote the corresponding recognizer. For example, 1-
CNN24×32 stands for the single-CNN recognizer trained with images having a
resolution of 24 × 32. As resizing images to a fixed resolution during training
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Table 3: Text recognition accuracies (%) on six pubic benchmarks. *[20] is not
strictly unconstrained text recognition as its outputs are all constrained to a
pre-defined 90K dictionary.
Method
IIIT5K SVT IC03 IC13-S IC13-L SVT-P ICIST-L
50 1K None 50 None 50 Full None None None None None
ABBYY [13] 24.3 - - 35.0 - 56.0 55.0 - - - - -
Wang et al. [13] - - - 57.0 - 76.0 62.0 - - - - -
Mishra et al. [26] 64.1 57.5 - 73.2 - 81.8 67.8 - - - - -
Wang et al. [16] - - - 70.0 - 90.0 84.0 - - - - -
PhotoOCR [17] - - - 90.4 78.0 - - - - 87.6 - -
Phan et al. [29] - - - 73.7 - 82.2 - - - - - -
Almaza´n et al. [33] 91.2 82.1 - 89.2 - - - - - - - -
Lee et al. [34] - - - 80.0 - 88.0 76.0 - - - - -
Yao et al. [15] 80.2 69.3 - 75.9 - 88.5 80.3 - - - - -
Jaderberg et al. [18] - - - 86.1 - 96.2 91.5 - - - - -
Su et al. [35] - - - 83.0 - 92.0 82.0 - - - - -
Jaderberg et al. [19] 95.5 89.6 - 93.2 71.7 97.8 97.0 89.6 - 81.8 - -
Jaderberg et al. [20] 97.1 92.7 - 95.4 80.7* 98.7 98.6 93.1* - 90.8* - -
R2AM [3] 96.8 94.4 78.4 96.3 80.7 97.9 97.0 88.7 90.0 - - -
CRNN [7] 97.8 95.0 81.2 97.5 82.7 98.7 98.0 91.9 - 89.6 66.8 -
SRN [2] 96.5 92.8 79.7 96.1 81.5 97.8 96.4 88.7 87.5 - - -
RARE [2] 96.2 93.8 81.9 95.5 81.9 98.3 96.2 90.1 88.6 - 71.8 -
STAR-Net [8] 97.7 94.5 83.3 95.5 83.6 96.9 95.3 89.9 - 89.1 73.5 -
Char-Net [5] - - 83.6 - 84.4 - - 91.5 90.8 - 73.5 60
S-SAN 98.4 96.1 85.2 97.1 85.5 98.5 97.7 92.9 91.1 90.3 74.4 65.7
and testing would result in the training dataset having very few images con-
taining large characters (see Fig. 2b), we also train a version of the single-CNN
recognizer by resizing the image to a fixed height while keeping its aspect ratio
unchanged (denoted as 1-CNNW×32 in Table 2). In order to train the recognizer
with a batch size larger than 1, we normalize all the images to have a resolution
of 192 × 32. For an image whose width is smaller than 192 after being resized
to a height of 32, we pad it with the mean value to make its width equal to
192. Otherwise, we directly resize the image to 192× 32 (there are very few text
images with a width larger than 192). From the recognition results reported in
Table 2, we see that S-SAN with SAFE outperforms the other recognizers with
a single-CNN encoder by a large margin.
We also evaluate the scale selection of SAFE by using different combinations
of rescaled images in the pyramid. As shown in Table 2, S-SAN with four scales
(192×32, 96×32, 48×32 and 24×32) in the pyramid has the best performance
on all the six public benchmarks.
6.2 Comparison with Other Methods
The recognition accuracies of S-SAN are reported in Table 3. Compared with the
recent deep-learning based methods [2,3,5,7,8,19,20], S-SAN can achieve state-
of-the-art (or, in some cases, extremely comparative) performance on both con-
strained and unconstrained text recognition.
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Table 4: Text recognition accuracies (%) of models using more training data.
Method
IIIT5K SVT IC03 IC13-L SVT-P ICIST-S ICIST-L
50 1K None 50 None 50 Full None None None - None
AON [6] 99.6 98.1 87.0 96.0 82.8 98.5 97.1 91.5 - 73.0 - 68.2
FAN [4] 99.3 97.5 87.4 97.1 85.9 99.2 97.3 94.2 93.3 - 70.6 66.2
Bai et al. [25] 99.5 97.9 88.3 96.6 87.5 98.7 97.9 94.6 94.4 - 73.9 -
S-SAN 99.0 97.9 90.5 97.1 87.0 98.5 97.6 93.7 91.9 77.1 76.9 70.7
S-SANres 99.3 98.3 91.5 98.6 89.6 99.1 98.0 94.9 93.8 81.6 80.0 73.4
In particular, we compare S-SAN against RARE [2], STAR-Net [8] and Char-
Net [5], which are specifically designed for recognizing distorted text. In order to
handle the distortion of text, RARE, STAR-Net and Char-Net all employ spatial
transformer networks (STNs) [23] in their feature encoders. From the recognition
results in Table 3, we find S-SAN outperforms all the three models by a large
magain on almost every public benchmark. Even for the datasets IIIT5K and
SVT-P that contain distorted text images, S-SAN without using any spatial
transformer network can still achieve either extremely competitive or better
performance. In order to explore the advantages of S-SAN comprehensively, we
further report the complexity of these three models. In our implementation, S-
SAN has 10.6 million parameters in total, while the encoders of RARE, STAR-
Net and Char-Net already have about 16.5 million, 14.8 million and 12.8 million
parameters respectively, as reported in Table 1.
By comparing with RARE, STAR-Net and Char-Net, we can see that S-SAN
is much simpler but can still achieve much better performance on recognizing
distorted text. This is mainly because SAFE can effectively handle the problem
of encoding characters with varying scales. On one hand, with the multi-scale
convolutional encoder encoding the text images under multiple scales and the
scale attention network automatically selecting features from the most relevant
scale(s), SAFE can extract scale-invariant features from characters whose scales
are affected by the distortion of the image. On the other hand, by explicitly
tackling the scale problem, SAFE can put more attention on extracting discrim-
inative features from distorted characters, which enables S-SAN a more robust
performance when handling distortion of text images.
Note that the previous state-of-the-art methods [4,25] employ a 30-layer
residual CNN with one BLSTM network in their encoders. We also train a deep
version of our text recogniser (denoted as S-SANres), which employs a deep
backbone CNN (denoted as SAFEres in Table 1). Besides, [4] and [25] were both
trained using a 12-million dataset, which consists of 8-million images from Syn-
thR and 4-million pixel-wise labeled images from [36]. Following [4,25], we also
train S-SANres using the 12-million dataset. The results of S-SANres are reported
in Table 4. As we can see from the table, S-SANres achieves better results than
[4,25] on almost every benchmark. In particular, S-SANres significantly outper-
forms [4,25] on the most challenging dataset ICIST. Besides, unlike [4] which
requires extra pixel-wise labeling of characters for training, S-SAN can be easily
optimized using only the text images and their corresponding labels.
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7 Conclusion
In this paper, we present a novel scale aware feature encoder (SAFE) to tackle
the problem of having characters with different scales in the text images. SAFE is
composed of a multi-scale convolutional encoder and a scale attention network. It
can automatically extract scale-invariant features from characters with different
scales. By explicitly handling the scale problem, SAFE can put more effort on
handling other challenges in text recognition. Moreover, SAFE can transfer the
learning of feature encoding across different character scales. This is particularly
important for text recognizers to achieve a much more robust performance as it
is nearly impossible to precisely control the scale distribution of characters in a
training dataset. To demonstrate the effectiveness of SAFE, we design a simple
but efficient scale-spatial attention network (S-SAN) for scene text recognition.
Experiments on six public benchmarks illustrate that S-SAN can achieve state-
of-the-art performance without any post-processing.
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