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1 Introduction
This work is the continuation of [4]. In the previous part we analyzed the
geometric limits of solutions of the Seiberg–Witten equations on a 3-manifold
Y (r) with a long cylinder T 2 × [−r, r]. We applied the result to the case of
a homology sphere Y with an embedded knot K along which Dehn surgery
with framing one or zero is performed to produce a homology sphere Y1 or
1
a manifold Y0 with the homology of S
1 × S2. We proved that there is a
suitable choice of metrics on Y and Y1, and of a “surgery perturbation” µ
of the equations on a tubular neighborhood of the knot in Y , such that the
moduli spaces of solutions on Y , Y1, and Y0 are related by
MY,µ ∼=MY1 ∪
⋃
k
MY0(sk),
where the sk are the possible choices of Spin
c structures on Y0. We also
analyzed the splitting of the spectral flow and the relative grading of the
Floer complexes on Y , Y1, and Y0.
In this paper we concentrate on the analysis of the geometric limits of
flow lines, that is, of solutions of the Seiberg–Witten equations on the four-
manifold Y (r) ×R, as r → ∞. This is necessary for an understanding of
how the boundary operators in the Floer complexes of Y , Y1, and Y0 are
related.
We first consider the unperturbed equations on Y (r) × R. We derive
estimates that control the convergence on compact sets. The essential phe-
nomenon which regulates the behavior of solutions is a non-uniformity of
the convergence in the non-compact time direction t ∈ R, as we stretch the
length of the cylinder r →∞. This can be seen as an effect of the presence
of small eigenvalues of the linearization of the Seiberg-Witten equations on
Y (r) at the two asymptotic values corresponding to t → ±∞. In fact, as
already observed in [4], the linearization at these asymptotic values is a self-
adjoint first order elliptic operator with small eigenvalues decaying like 1/r,
as r →∞.
We can decompose the manifold Y as Y = V ∪T 2 ν(K), where V is the
knot complement and ν(K) is a tubular neighborhood of the knot. We use
the same notation V and ν(K) in the following to indicate the manifolds
completed with an infinite cylindrical end of the form T 2 × [0,∞).
We first analyze the properties of the geometric limits obtained in the
convergence of solutions (Ar,Ψr) on fixed compact sets independent of r ≥
r0. We show that on the two sides V × R and ν(K) × R these limits on
compact sets decay exponentially in radial gauge along the region T 2 ×
[0,∞) × R to an asymptotic value that is (up to gauge) a constant flat
connection on T 2.
We then analyze the convergence in asymptotic regions of the form
Y (r)× ([Tr,∞) ∪ (−∞,−Tr]), “away from compact sets”. To this purpose,
we introduce a suitable rescaling of the coordinates in such a way as to re-
port within a finite region the behavior in the complement of an arbitrarily
2
large compact sets. After the rescaling, we obtain convergence to paths in
MV and Mν(K), and to holomorphic maps in χ0(T
2, V ) and χ0(T
2, ν(K)).
These data match the geometric limits on the flat cylindrical region
T 2 × [−r, r]×R, which also consist of a flat connection, as limit uniformly
on compact set, and a holomorphic map as limit after the rescaling. Thus,
we can use the data of the geometric limits described above in order to form
approximate solutions on Y (r) ×R, for r(T, τ) depending on the rescaling
parameters, used here as gluing parameters. We prove surjectivity of the lin-
earization of the Seiberg–Witten equations at these approximate solutions.
Thus, the approximate solutions can be deformed to actual solutions on
Y (r)×R. In other words, we obtain a complete analogue of the gluing the-
orem for solutions of the 3-dimensional Seiberg–Witten monopole equations
analyzed in [4].
The rescaling technique and radial gauge limits that we consider in this
paper can be thought of as an analogue of the analysis of non-abelian ASD
equations and holomorphic curves of [5].
Acknowledgments: We are deeply grateful to Tom Mrowka who cor-
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radial gauge limits. Part of this work was done during visits of the first
author to the Tata Institute of Fundamental Research in Mumbai, and to
the Max Planck Institut fu¨r Mathematik in Bonn. We thank these institu-
tions for the kind hospitality and for support. The first author is partially
supported by NSF grant DMS-9802480. The second author is supported by
ARC Fellowship.
2 Energy and curvature estimates
Let Y be a compact oriented smooth three-manifold with a fixed trivial-
ization of the tangent bundle, with a local basis {ei}. This trivialization
determines a Spin-structure on Y , with spinor bundle S. Twisting S with
a line bundle L gives a Spinc-structure s, with spinor bundle W and deter-
minant det(W ) = det(S) ⊗ L2. For the purpose of this paper we shall be
concerned with the case of a homology sphere Y , with the unique choice
of the trivial Spinc-structure, or with the case of Y0, a 3-manifold with the
homology of S1 × S2, with the infinite family of Spinc structures sk with
3
c1(det(Wk)) = 2k, as discussed in [4].
On the manifold Y (r), consider a solution (Ar, ψr) of the Seiberg–Witten
equations
∗ FA = σ(ψ,ψ)
∂Aψ = 0,
(1)
given in terms of a U(1)-connection A on the line bundle L, and a sec-
tion ψ ∈ Γ(Y,W ). The 1-form σ(ψ,ψ) is given in local coordinates by
σ(ψ,ψ) =
∑
i〈ei.ψ, ψ〉e
i. Solutions are critical points of the Chern–Simons–
Dirac functional
CSD(A,ψ) = −
1
2
∫
Y
(A−A0) ∧ (FA + FA0) +
∫
Y
〈ψ, ∂Aψ〉dvolY .
For the moment, we only consider the unperturbed functional and the un-
perturbed equations (1). Later in this paper it will be necessary to formulate
the results in the perturbed case, with the perturbations introduced in [4].
Let LAr ,ψr be the linearization of the equations, namely the operator
LAr ,ψr(α, φ) =
(
− ∗ dα+ σ(ψr, φ), ∂Arφ+
1
2
α.ψr
)
.
This, together with the infinitesimal action of the gauge group and the gauge
fixing condition, defines the extended Hessian of the Chern-Simons-Dirac
functional, namely the first order elliptic operator
HAr,ψr(f, α, φ) = (− ∗ dα + σ(ψr, φ)− df,
∂Arφ+
1
2α.ψr + fψr,
−d∗α− iIm〈ψr, φ〉).
In [4] we proved the following gluing theorem. We assigned a metric on
Y which has positive scalar curvature on a tubular neighborhood ν(K) of
the knot. We proved that, with this choice of the metric, for large r ≥ R0,
the solutions (Ar, ψr) can be written as a gluing
(Ar, ψr) = (A
′, ψ′)#r(A
′′, 0).
Here (A′, ψ′) is a finite energy solution of (1) on the knot complement V
endowed with an infinite cylindrical end T 2 × [0,∞), and (A′′, 0) is a flat
connection on ν(K). The length of the cylinder r ≥ R0 appears as the gluing
4
parameter. The gluing happens at the asymptotic value a∞ of (A
′, ψ′) along
the end T 2 × [0,∞) of the knot complement V : a∞ is a flat connection on
T 2, which lives in a cyclic cover χ0(T
2, V ) of the character variety χ(T 2).
Up to a gauge transformation, a∞ agrees with the restriction to T
2 of the
connection A′′.
In this paper we formulate the analogous gluing theorem for the gradient
flow lines of the Chern–Simons–Dirac functional, that is, for solutions of the
Seiberg–Witten equations on Y (r) ×R. The gluing theorem, in this case,
is more complicated because of the lack of uniformity in the convergence as
r → ∞. This gives rise to more complicated geometric limits. We report
here a statement from [4] which is the ultimate source of the interesting
non-uniform limits of flow lines that we are going to discuss in the rest of
this paper.
Proposition 2.1 The dimension N(r, o(1)) of the span of eigenvectors of
the operator HAr ,ψr with eigenvalues satisfying µ(r)→ 0 as r →∞ is given
by
N(r, o(1)) = dimKerL2(H(A′,ψ′)) + dimKerL2(H(A′′,0)) + dimKer(Qa∞),
where a∞ is the asymptotic value of (A
′, ψ′) as s→∞.
For any ǫ > 0, the dimension N(r, r−(1+ǫ)) of the span of eigenvectors
of the operator HAr,ψr with eigenvalues µ < r
−(1+ǫ) is given by
N(r, r−(1+ǫ)) = dimKerL2(H(A′,ψ′)) + dimKerL2(H(A′′,0)) + dim ℓ1 ∩ ℓ2,
where ℓ1 ∩ ℓ2 is the intersection of the two Lagrangian submanifolds deter-
mined by the extended L2 solutions of H(A′,ψ′)(α, φ) = 0 and H(A′′,0)(α, φ) =
0 in the tangent space H1(T 2, iR) = Ker(Qa∞) of χ0(T
2).
Thus, under the assumption that
KerL2(H(A′,ψ′)) = KerL2(H(A′′,0)) = 0,
we have N(r, o(1)) = 2, generated by the elements of H1(T 2, iR), and
N(r, r−(1+ǫ)) = 0, for all ǫ > 0.
The proof of Proposition 2.1 relies on the results of [3], cf. [4].
Let Y (r) be a closed three-manifold with a long tube [−r, r] × T 2, en-
dowed with the flat product metric on the tube.
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Let (Ar,Ψr) be a finite energy solution of the Seiberg-Witten equations
on the four-manifold Y (r)×R, that is, (Ar,Ψr) satisfies the equations
F+A = τ(Ψ,Ψ)
DAΨ = 0,
(2)
with the condition
Er = ‖∂tAr‖
2
L2(Y (r)×R) + ‖∂tψr‖
2
L2(Y (r)×R) <∞.
Here (Ar(t), ψr(t)) is a solution in a temporal gauge, gauge equivalent to the
original (Ar,Ψr). The self-dual form τ(Ψ,Ψ) is given in local coordinates
by τ(Ψ,Ψ) =
∑
i,j〈eiejΨ,Ψ〉e
i ∧ ej . As proved in [11], the finite energy
condition ensures the existence of asymptotic values (Ar(±∞), ψr(±∞)) as
t → ±∞, for any fixed r ≥ r0. The asymptotic values satisfy the Seiberg-
Witten equations (1) on Y (r).
If the asymptotic values are irreducibles, satisfying ψr(±∞) 6= 0, then
the convergence as t→ ±∞ is exponential,
‖(Ar(t), ψr(t))− (Ar(±∞), ψr(±∞))‖L21(Y (r)×{t}) ≤ Cre
−δr |t|, (3)
for all t ≥ Tr. The rate of decay δr is determined by the absolute value
of the first non-trivial eigenvalue of the linearization LAr(±∞),ψr(±∞) of the
monopole equations (1) at (Ar(±∞), ψr(±∞)), hence, by Proposition 2.1,
the rate of decay to the asymptotic values at ±∞ satisfies
δr =
c
r
.
We are interested in studying the boundary operator of the Floer com-
plex, hence we are only interested in flow lines that connect irreducible criti-
cal points. In the case of equivariant Floer theory [11] we need also consider
flow lines connecting to the reducible point, but in the framed configuration
space the reducible solution is also a smooth point and a non-degenerate
critical point, hence we have the same exponential decay of flow lines, as
proved in [11].
Lemma 2.2 Let (A,Ψ) be a solution of the Seiberg-Witten equations (2)
on Y (r) × R, for a fixed r > 0. Suppose that (A,Ψ) is in a temporal
gauge on Y (r) × [T,∞) and Y (r) × (−∞,−T ] and assume that it decays
exponentially to asymptotic values (A(±∞), ψ(±∞)) as t→ ±∞, where the
(A(±∞), ψ(±∞)) satisfy the Seiberg-Witten equations (1).
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Then we have the following identity
−
1
2
∫
Y (r)
(A(−∞)−A0)∧(FA(−∞)+FA0)+
1
2
∫
Y (r)
(A(∞)−A0)∧(FA(∞)+FA0)
=
1
2
∫
Y (r)×R
FA ∧ FA.
The identity holds more generally when replacing Y (r) with a smaller do-
main Ω ⊂ Y (r).
Proof. We have
−
1
2
∫
Y (r)
(A(−∞)−A0)∧(FA(−∞)+FA0)+
1
2
∫
Y (r)
(A(∞)−A0)∧(FA(∞)+FA0)
= −12
∫
Y (r)(A(−∞) −A0) ∧ (FA(−∞) + FA0)
+12
∫
Y (r)(A(∞) −A0) ∧ (FA(∞) + FA0)
= 12
∫
R
dt ∂∂t
∫
Y (r)((A(t)−A0) ∧ (FA(t) + FA0))
= −12
∫
Y (r)
∫
R
∂
∂tFA(t) ∧ (A(t)−A0) ∧ dt
−12
∫
Y (r)
∫
R
(FA(t) + FA0) ∧
∂
∂tA(t) ∧ dt
= −12
∫
Y (r)×RdY (r)(
∂
∂tA(t)) ∧ (A(t)−A0) ∧ dt
−12
∫
Y (r)
∫
R
(FA(t) + FA0) ∧
∂
∂tA(t) ∧ dt
= −12
∫
Y (r)×R(FA(t) − FA0) ∧
∂
∂tA(t) ∧ dt
−12
∫
Y (r)×R(FA(t) + FA0) ∧
∂
∂tA(t) ∧ dt
= −
∫
Y (r)×RFA(t) ∧
∂A(t)
∂t ∧ dt
= 12
∫
Y (r)×RFA ∧ FA.
This completes the proof.
⋄
Lemma 2.3 Let (Ar,Ψr) be a solution of the Seiberg-Witten equations (2)
on Y (r)×R, such that the gauge transformed element
λr(Ar,Ψr) = (Ar(t), ψr(t))
in a temporal gauge satisfies the finite energy condition
Er = ‖∂tAr‖
2
L2(Y (r)×R) + ‖∂tψr‖
2
L2(Y (r)×R) =
7
∫
R
‖∇CSD(Ar(t), ψr(t))‖
2
L2(Y (r))dt <∞.
Then, for any interval [t0, t1] of length ℓ = t1 − t0, we have estimates
‖Ψr‖
4
L4(Y (r)×[t0,t1])
≤ 8Er + 2s
2
0vol(Y (r0))l,
∫ t1
t0
‖FAr(t)‖
2
L2(Y (r)×{t})dt ≤ Er + s
2
0vol(Y (r0))l,
and ∫ t1
t0
‖∇Ar(t)ψr(t)‖
2
L2(Y (r)×{t})dt ≤ Er + s
2
0vol(Y (r0))l,
for all r ≥ r0.
Moreover, the energy Er is uniformly bounded in r ≥ r0. The constant
s0 ≥ 0 is defined by
s0 = max
Y (r0)
{−s(x), 0}, (4)
with s(x) the scalar curvature.
Proof. The argument follows 6.12 of [16]. Since the cylinder [−r, r]× T 2 is
endowed with the flat metric, we have
s(r) = max
Y (r)
{−s(x), 0} = s0,
for r ≥ r0 and s0 as in (4). Moreover, we can estimate
Er ≥
∫ t1
t0
(12‖FAr(t)‖
2
L2(Y (r)) + ‖∇Ar(t)ψr(t)‖
2
L2(Y (r)))dt+∫
Y (r)×[t0,t1]
1
8 |Ψr|
4dvY (r)dt −
s0
4
∫
Y (r0)×[t0,t1]
|Ψr|
2dvY (r0)dt.
At any local maximum, |Ψr|
2 is bounded by the scalar curvature, hence a
non-trivial maximum can only occur away from [−r, r]×T 2, i.e. on Y (r0)×
R. Thus, the estimate above gives
‖Ψr‖
4
L4(Y (r)×[t0,t1])
≤ 8Er + 4s
2
0vol(Y (r0))l.
The other two estimates follow similarly.
The uniform bound on the energy Er is obtained as follows. As we dis-
cussed before, for each fixed r > 0, the finite energy condition for (Ar,Ψr)
forces the existence of asymptotic values (Ar(±∞), ψr(±∞)) as t → ±∞
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that satisfy the 3-dim Seiberg-Witten equations (1). Moreover, if the asymp-
totic values are non-degenerate critical points of the Chern-Simons-Dirac
functional, then the temporal gauge representative (Ar(t), ψr(t)) decays suf-
ficiently fast in t to the asymptotic values in the L22 topology.
Thus, the energy Er can be written also as the total variation of the
Chern-Simons-Dirac functional along the path (Ar(t), ψr(t)),
Er = CSD(Ar(−∞), ψr(−∞))− CSD(Ar(∞), ψr(∞)).
Moreover, since the elements (Ar(±∞), ψr(±∞)) satisfy the equations (1) on
Y (r), we have ∂Ar(±∞)ψr(±∞) = 0 and the variation of the CSD functional
is simply given by
Er =
1
2
∫
Y (r)
(Ar(∞)−A0) ∧ (FAr(∞) + FA0)
−
1
2
∫
Y (r)
(Ar(−∞)−A0) ∧ (FAr(−∞) + FA0)
The previous Lemma shows that this quantity can be rewritten as
Er =
1
2
∫
Y (r)×R
FAr ∧ FAr .
This is a topological term, conformal and gauge invariant, hence it does not
change when stretching the cylinder [−r, r]× T 2.
⋄
Lemma 2.4 Let (Ar(t), ψr(t)) be a finite energy solution of the Seiberg-
Witten equations (2) on Y (r) × R, in temporal gauge in the R-direction.
Then, for all t ≥ Tr, we can write the estimate (3) as
‖(Ar(t), ψr(t))− (Ar(±∞), ψr(±∞))‖L2(Y (r)×{t}) ≤ Ce
−
c|t|
r ,
where the constant C is independent of r. Moreover, on any fixed compact
set K ⊂ Y (r), independent of r ≥ r0, we have
‖(Ar(t), ψr(t))− (Ar(±∞), ψr(±∞))‖L21(K ′×{t}) ≤ CKe
−
c|t|
r ,
with K ′ ⊂ int(K), and with CK independent of r.
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Proof. The L2 bound follows by the exponential decay of the energy func-
tional: for t > Tr we have
d
dt
Er(t) ≤ Er(0) exp(−
ct
r
),
where
Er(t) =
∫ ∞
t
‖∂tAr‖
2
L2(Y (r)) + ‖∂tψr‖
2
L2(Y (r))dt,
and Er(0) uniformly bounded in r ≥ r0, by Lemma 2.3.
The L21 bound follows by retracing the argument of Lemma 6.14 of [16]:
we obtain that the constant Cr of our (3) depends on the underlying manifold
Y (r) through the constant of the Sobolev multiplication theorem, and the
estimates of our Lemma 2.3, which are uniform in r ≥ r0. Consider a
compact set K that is embedded in Y (r) for all r ≥ r0, so that the metric
on K does not change with r ≥ r0. If we restrict our estimate to K, and
we choose the cutoff function ξ of Lemma 6.14 of [16] supported in K, we
obtain a uniform CK depending only on K.
⋄
Lemma 2.5 Suppose given (Ar,Ψr), a finite energy solution of the equa-
tions (2) on Y (r)×R, for r ≥ r0. There is a pointwise bound
|Ψr(x, t)|
2 ≤ s0,
where s0 = maxY (r0){−s(x), 0}, with s(x) the scalar curvature. Moreover,
for any t0 < t1, we have an estimate∫
Y (r)×[t0,t1]
〈Ψr,∇
∗
Ar∇ArΨr〉dvY (r)dt ≤
s0
4
‖Ψr‖
2
L2(Y (r0)×[t0,t1])
.
Proof. The finite energy condition ensures the existence of asymptotic
values ψr(x,±∞) for the spinor Ψr(x, t). Thus, we can estimate
|Ψr(x, t)|
2 ≤ max{|ψr(x,±∞)|
2,−sr(x, t)},
with sr(x, t) the scalar curvature on Y (r) ×R, and the pointwise estimate
follows. By the Weitzenbo¨ck formula and the equations we have
0 = ∇∗Ar∇ArΨr +
sr
4
Ψr +
|Ψr|
2
4
Ψr.
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By integrating and by using the vanishing of the scalar curvature on the
cylinder T 2 × [−r, r], we obtain the desired estimate.
⋄
In the following we use the notation
Er(t0, t1) =
∫ t1
t0
‖∇CSD(Ar(t), ψr(t))‖
2
L2(Y (r))dt.
Proposition 2.6 Assume, as before, that (Ar,Ψr) is a finite energy solu-
tion of the equations (2) on Y (r)×R. Suppose given any two real numbers
t0 < t1. Then, there is a uniform bound on ‖FAr‖L2(Y (r)×[t0,t1]) for r ≥ r0,
‖FAr‖
2
L2(Y (r)×[t0,t1])
≤ Cℓ,
where Cℓ is a constant independent of r and depending only on ℓ = t1 − t0.
Proof. According to the previous Lemma we have a uniform bound on the
L4-norm
‖Ψr‖L4(Y (r)×[t0,t1]),
hence, by the equations, we obtain a uniform bound on ‖F+Ar‖
2
L2(Y (r)×[t0,t1])
.
We have the identity
(2|F+A |
2 − |FA|
2)dv = −FA ∧ FA. (5)
Thus, we obtain an estimate
‖FAr‖
2
L2(Y (r)×[t0,t1])
≤ 2 ‖F+A ‖
2
L2(Y (r)×[t0,t1])
+ Er(t0, t1)
+
∫
Y (r)〈ψr(t1), ∂Ar(t1)ψr(t1)〉dvY (r)
−
∫
Y (r)〈ψr(t0), ∂Ar(t0)ψr(t0)〉dvY (r).
In the right hand side we can estimate
Er(t0, t1) ≤ Er,
which is uniformly bounded in r ≥ r0, by Lemma 2.3. We need to estimate
the term
|
∫
Y (r)
〈ψr(t1), ∂Ar(t1)ψr(t1)〉dvY (r) −
∫
Y (r)
〈ψr(t0), ∂Ar(t0)ψr(t0)〉dvY (r)|.
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We estimate
|
∫ t1
t0
d
dt
∫
Y (r)〈ψr(t), ∂Ar(t)ψr(t)〉dvY (r)dt| ≤∫ t1
t0
(2‖∂Ar(t)ψr(t)‖
2
L2(Y (r)) + 2|〈FAr(t), ∗σ(ψr(t), ψr(t))〉|)dt ≤∫ t1
t0
2‖∇Ar(t)ψr(t)‖
2
L2(Y (r))+
(
∫ t1
t0
‖FAr(t)‖
2
L2(Y (r))dt)
1/2(
∫ t1
t0
∫
Y (r) ‖ψr(t)‖
4dvY (r)dt)
1/2+
s0
2 ‖Ψr‖
2
L2(Y (r0)×[t0,t1])
+ 12‖Ψr‖
4
L4(Y (r)×[t0,t1])
.
Now the estimates of Lemma 2.3 give the required bound on ‖FAr‖.
⋄
3 Convergence on compact sets
In the process of stretching the neck in Y (r)×R, the spinor tends to vanish
pointwise on the long cylinder, as the following Lemma proves.
Lemma 3.1 Assume, as before, that (Ar,Ψr) is a finite energy solution of
the equations (2) on Y (r) × R. Given any compact set of the form T 2 ×
[−r0, r0]× [t0, t1], we have pointwise convergence
|Ψr(x, t)| → 0,
for all (x, t) ∈ T 2 × [−r0, r0]× [t0, t1], as r→∞.
Proof. The claim follows from the uniform bound∫
T 2×[−r,r]×[t0,t1]
|Ψr(x, t)|
4dvdt ≤ Cℓ
derived previously.
⋄
Thus, the self-dual part of the curvature is also converging to zero point-
wise on the long cylinder.
Corollary 3.2 If (Ar,Ψr) is a finite energy solution of the equations (2)
on Y (r)×R, then, on compact sets of the form T 2 × [−r0, r0]× [t0, t1], the
connection Ar converges to a finite energy solution A of the abelian self dual
equation F+A = 0.
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Proposition 3.3 Inside the manifold Y (r) × R, for all r ≥ r0, consider
fixed compact sets of the form KV ⊂ V × R, Kν ⊂ ν(K) × R, or K0 ⊂
T 2 × [−r0, r0] ×R. We assume that the metric on ν(K) has non-negative
scalar curvature, and that it is flat on the cylinder T 2× [−r, r]. Let (Ar,Ψr)
be finite energy solutions of the equations (2) on Y (r)×R. Then there exists
a subsequence (Ar′ ,Ψr′) and gauge transformations λr′ on Y (r
′)×R, such
that the sequence λr′(Ar′ ,Ψr′) satisfies the following properties. It converges
smoothly on the compact sets KV to a finite energy solution (A,Ψ) of the
four-dimensional Seiberg-Witten equations on V ×R. On the compact sets
Kν it converges to a finite energy solution (A, 0) of the abelian ASD equation
on ν(K) × R, and on the compact sets K0 it converges to a finite energy
solution of the abelian ASD equation on T 2 ×R2.
Proof. We can assume that (Ar,Ψr) is in L
2
k,δr
(Y (r′)×R), with δr ∼ 1/r,
by the exponential decay to the asymptotic values. On a fixed compact set
K the uniform pointwise bound on the spinor implies the L2-bound
‖Ψr‖L2(K) ≤ V ol(K)s0.
The uniform bound on the curvature provides a uniform L21-bound on the
connection (up to a gauge transformation), as in Lemma 5.3.1 of [14]. The
uniform pointwise bound on the spinor, together with the uniform bound
‖∇ArΨr‖L2(Y (r)×[t0,t1]) ≤
1
4
s0‖Ψr‖L2(Y (r0)×[t0,t1])
provides a uniform L2-bound for dF+Ar , as in Lemma 5.3.3 of [14]. A boot-
strapping argument then bounds the higher Sobolev norms.
⋄
3.1 Asymptotics of finite energy ASD connections
In this subsection we study explicitly the solutions of the abelian ASD equa-
tion on T 2×R2 and on an asymptotic end of the form T 2× [0,∞)×R. The
first case will provide the geometric limit on compact sets on the cylinder
T 2× [−r, r]×R, as r →∞, and the second case will give the geometric limit
on compact sets on ν(K)×R, and will serve as a model for the asymptotics
of the limits on V ×R, as we discuss later in this work.
If we represent the connection as
A = a(w, s, t) + f(w, s, t)ds + h(w, s, t)dt,
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the abelian ASD equation can be written as the pair of equations
∂ta− dh+ ∗(∂sa− df) = 0
∂tf − ∂sh+ ∗Fa = 0.
With a change of variables z = s+ it and z = eρ+iθ, we can write
a(w, ρ, θ) = a(w, eρ+iθ)
f(w, ρ, θ) = e−ρ cos θ h(w, eρ+iθ)− e−ρ sin θ f(w, eρ+iθ)
h(w, ρ, θ) = e−ρ cos θ f(w, eρ+iθ) + e−ρ sin θ h(w, eρ+iθ).
The equations become
∂ρa− dh− ∗(∂θa− df) = 0
∂ρf − ∂θh− e
2ρ ∗ Fa = 0.
Up to a gauge transformation we can assume that the equations are in radial
gauge, that is h ≡ 0 for ρ large enough. Thus, we get
∂ρa− ∗(∂θa− df) = 0 (6)
∂ρf − e
2ρ ∗ Fa = 0. (7)
Notice that the equation in this form can be interpreted as the abelian
ASD equation on T 2 × S1 × R, where the metric on T 2 has a conformal
factor depending on ρ ∈ R, of the form e−ρgT 2 , where gT 2 is the standard
metric on the flat torus. In fact the ∗ operator on p-forms rescales like
∗ρ = (e
−ρ)2−2p∗.
We are considering finite energy solutions, that is, we impose the condi-
tion ∫ ∞
−∞
∫ 2π
0
(
‖∂ρa‖
2
L2(T 2),gT2
+ e2ρ‖Fa‖
2
L2(T 2),gT2
)
dθdρ <∞.
Under a change of variables α = eρa we rewrite equations (6) and (7) as
∂ρα = α+ ∗∂θα− e
ρ ∗ df (8)
∂ρf = e
ρ ∗ dα. (9)
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We can write α = u(w, ρ, θ)dx + v(w, ρ, θ)dy, where w = (x, y) are the
coordinates on the torus T 2. We can expand u, v, and f in Fourier series in
the variables θ, x, and y.
We get
u(w, θ, ρ) =
∑
un(ρ)lk
einθ
(2π)1/2
eilx
(2π)1/2
eiky
(2π)1/2
,
v(w, θ, ρ) =
∑
vn(ρ)lk
einθ
(2π)1/2
eilx
(2π)1/2
eiky
(2π)1/2
,
f(w, θ, ρ) =
∑
fn(ρ)lk
einθ
(2π)1/2
eilx
(2π)1/2
eiky
(2π)1/2
.
The system of equations becomes the ODE
d
dρ

 un(ρ)lkvn(ρ)lk
fn(ρ)lk

 =

 1 −in ike
ρ
in 1 −ileρ
ikeρ −ileρ 0



 un(ρ)lkvn(ρ)lk
fn(ρ)lk

 . (10)
In the case of the asymptotics on the end T 2×[0,∞)×R, we consider the
same equations and restrict solutions to the domain θ ∈ [−π/2, π/2], in fact,
we are not imposing any boundary conditions at θ = −π/2 and θ = π/2,
other than the functions being smooth across θ = −π/2 and θ = π/2.
The assumption that A is a U(1) connection imposes the constraint on
the coefficients
un(ρ)lk = −u−n(ρ)−l,−k,
vn(ρ)lk = −v−n(ρ)−l,−k,
fn(ρ)lk = −f−n(ρ)−l,−k.
A direct analysis of this system of ODE’s (cf. [9], §X) proves the following
Proposition.
Proposition 3.4 The only finite energy solutions of the abelian ASD equa-
tion on T 2 ×R2 are flat connections on T 2, constant in the R2 directions.
On the asymptotic end T 2 × [r0,∞) ×R all the finite energy solutions are
15
of the form
a(w, ρ, θ) = (u0 +
∑
n 6=0 une
−|n|ρ+inθ
+
∑
n,l,k lcnlke
i(lx+ky+nθ))dx+
(v0 +
∑
n 6=0 vne
−|n|ρ+inθ
+
∑
n,l,k kcnlke
i(lx+ky+nθ))dy
f(w, ρ, θ) = f0 +
∑
n,l,k ncnlke
i(lx+ky+nθ)
(11)
with the coefficients that satisfy∑
n
|nun|
2 +
∑
n,l,k
|(n2 + l2 + k2)cnlk|
2 <∞,
and
cnlk = −c−n,−l,−k and un = −u−n.
In radial gauge, the limit in the ρ→∞ direction is given by
a∞(w, θ) = (u0 +
∑
n,l,k lcnlke
i(lx+ky+nθ))dx+
(v0 +
∑
n,l,k kcnlke
i(lx+ky+nθ))dy
f∞(w, θ) = f0 +
∑
n,l,k ncnlke
i(lx+ky+nθ).
Proof.
It is easy to find a special family of solutions of the form
cnlk

 l e
ρ
keρ
n

 ,
with −c−n,−l,−k = cnlk. These correspond to the condition dα = 0 in the
equation (9). In the original variables, that is multiplying the connection
terms by e−ρ, these are solutions of (6) and (7) constant in the ρ-direction.
We assume for the moment that (k, l) 6= (0, 0). Following the standard
methods of ODE theory, we use these solutions in order to reduce the system
to a system of two equations. If we assume l 6= 0, we can consider the matrix
Z =

 le
ρ 0 0
keρ 1 0
n 0 1

 .
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The change of variables 
 uv
f

 = Z

 ων
φ


gives the new system of equations
d
dρ

 ων
φ

 = Z−1A

 0 0 00 1 0
0 0 1



 ων
φ

 ,
where A is the matrix
A =

 1 −in 0in 1 0
0 0 0

 .
This system consists of the equation
ω′ =
−in
l
e−ρν +
ik
l
φ
and the two by two system
d
dρ
(
lν
lφ
)
=
(
ink + l −i(k2 + l2)eρ
i(n2e−ρ − l2eρ) −ink
)(
ν
φ
)
.
Since we are interested in the large ρ >> 0 behavior of the system we
can isolate a leading term and treat the rest of the system as a perturbation.
Let us define
Lρ =
(
0 −i(k2 + l2)eρ
−il2eρ 0
)
to be the leading term and
Pρ =
(
ink + l 0
in2e−ρ −ink
)
to be the perturbation.
The unperturbed system has eigenvalues
λ±(ρ) = ±ie
ρ(k2 + l2)1/2,
17
with eigenvectors
U± =
(
1
±l
(k2+l2)1/2
)
.
So, upon diagonalizing the matrix we obtain solutions exp(±ieρ(k2+ l2)1/2),
hence in the original system of coordinates we have solutions
ν(ρ) = (k
2+l2)1/2
2l c1 exp(ie
ρ(k2 + l2)1/2)
+ (k
2+l2)1/2
2l c2 exp(−ie
ρ(k2 + l2)1/2),
(12)
and
φ(ρ) = −12c1 exp(ie
ρ(k2 + l2)1/2)
+12c2 exp(−ie
ρ(k2 + l2)1/2).
(13)
with the remaining equation that gives
ω(ρ) =
∫ ρ
0
(
−in(k2+l2)1/2
l2 (c1 exp(ie
τ ) + c2 exp(−ie
τ )) −
ik
2l e
τ (c1 exp(ie
τ )− c2 exp(−ie
τ ))
)
dτ.
(14)
The perturbed system has eigenvalues
λ˜±(ρ) =
1±
√
1− 4(e2ρ(k2 + l2)− n2 − inkl )
2
.
The matrix can be diagonalized so that the solutions are of the form
exp
(∫ ρ
0
λ˜±(τ)dτ
)
.
The long distance ρ >> 0 behavior of these solutions is given by the asymp-
totics eρ±ie
ρ
. On the other hand the eigenvectors become asymptotically
ρ-independent and approach the eigenvectors U± of the unperturbed sys-
tem. Thus, the asymptotic behavior of the solutions will be of the form
ν(ρ) ∼
(k2 + l2)1/2
2l
(
c1e
ρ+ieρ + c2e
ρ−ieρ
)
(15)
and
φ(ρ) ∼
−1
2
(
c1e
ρ+ieρ − c2e
ρ−ieρ
)
(16)
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The third variable is then obtained as
ω(ρ) ∼
∫ ρ
0
(
−in(k2+l2)1/2
l2 (c1 exp(ie
τ ) + c2 exp(−ie
τ )) −
ik
2l e
τ (c1 exp(ie
τ )− c2 exp(−ie
τ ))
)
dτ.
(17)
Then the original solutions will be of the form
 uv
f

 =

 le
ρω(ρ)
keρω(ρ) + ν(ρ)
nω(ρ) + φ(ρ)

 .
The case with l = 0 and k 6= 0 is analogous. In fact, in that case we can
use a similar reduction by considering the matrix
Z =

 0 1 0keρ 0 0
n 0 1

 .
The change of variables 
 uv
f

 = Z

 ων
φ


gives the new system of equations
d
dρ

 ων
φ

 = Z−1A

 0 1 00 0 0
0 0 1



 ων
φ

 ,
which is of the form
ω′ =
in
k
e−ρν
and the remaining two by two system
d
dρ
(
ν
φ
)
=
(
1 ikeρ
−in2
k e
−ρ + ikeρ 0
)(
ν
φ
)
.
Again we can isolate a leading term
Lρ =
(
0 ikeρ
ikeρ 0
)
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and a perturbation
Pρ =
(
1 0
−in2
k e
−ρ 0
)
.
The unperturbed system has eigenvalues λ± = ±ike
ρ and ρ-independent
eigenvectors
U± =
(
1
±1
)
.
The perturbed system has eigenvalues
λ˜± =
1±
√
1− 4(k2e2ρ − n2)
2
.
The asymptotics of the solutions is exp(ρ ± ikeρ), with eigenvectors that
asymptotically approach the ρ-independent eigenvectors U±. Thus, we ob-
tain asymptotics
ω(ρ) ∼
in
2k
∫ ρ
0
(c1e
+ikeτ + c2e
−ikeτ )dτ,
ν(ρ) ∼
1
2
(c1e
ρ+ikeρ + c2e
ρ−ikeρ)
and
φ(ρ) ∼
1
2
(c1e
ρ+ikeρ − c2e
ρ−ikeρ).
Among these families of solutions, the only elements that satisfy the
finite energy condition are written in the original variables as solutions of
(6) and (7) of the form
a(w, ρ, θ) = (u0 +
∑
n,l,k lcnlke
i(lx+ky+nθ))dx+
(v0 +
∑
n,l,k kcnlke
i(lx+ky+nθ))dy
f(w, ρ, θ) = f0 +
∑
n,l,k ncnlke
i(lx+ky+nθ).
(18)
The remaining solutions satisfy (k, l) = (0, 0). These satisfy the condi-
tions df = 0 and dα = 0 in the equations (8) and (9). These are solutions
of the form 
 c1(n, 0, 0)e
(1+n)t − ic2(n, 0, 0)e
(1−n)t
c1(n, 0, 0)e
(1+n)t + ic2(n, 0, 0)e
(1−n)t
c3(n, 0, 0)


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to the system with constant coefficients with matrix
A =

 1 −in 0in 1 0
0 0 0

 .
This gives solutions of the original equations (6) and (7) of the form
a(w, ρ, θ) =
(
u0 +
∑
n 6=0 une
−|n|ρ+inθ
)
dx
+
(
v0 +
∑
n 6=0 vne
−|n|ρ+inθ
)
dy
f(w, ρ, θ) = f0
(19)
This proves the Proposition. In fact, we can write the function
f∞ − f0 = −i
d
dθ
∑
n,l,k
cnlke
i(lx+ky+nθ),
so that, if we define
γ(θ) =
∑
l,k
−icnlke
i(lx+ky+nθ),
the flat connection a∞ can be written as
a∞ − (u0dx+ v0dy) = dγ(θ).
This means that the path of asymptotic flat connections in the covering
χ0(T
2, ν(K)) of the character variety χ(T 2) can be written as
a∞(θ) = λ(θ) · a0,
where λ : T 2 × [0, π]→ U(1) satisfies
λ−1(θ)dT 2λ(θ) = dT 2γ(θ).
⋄
Thus we have obtained the following.
Corollary 3.5 A finite energy solution of the abelian ASD equation on an
asymptotic end of the form T 2 × [0,∞) ×R decays exponentially along the
radial direction. The asymptotic values for different angles θ are all within
the same gauge class of flat connections on T 2. Thus, we have decay to a
point a∞ = [a∞(θ)].
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Remark 3.6 Up to a global change of gauge, the only solutions of the form
(11) that extend to all of ν(K)×R are flat connections on T 2 constant in
the s and t directions.
In the light of Remark 3.6, the explicit analysis of the asymptotics (11)
seems a somewhat useless complication. However, the analysis above will
be crucial in the following section, in order to describe, with a perturbative
analysis, the asymptotic behavior of finite energy solutions of the Seiberg-
Witten equations on V ×R with an end T 2 × [0,∞)×R.
3.2 Asymptotics of monopoles on V ×R
We now analyze the asymptotics of solutions of the four-dimensional Seiberg-
Witten equations on the end T 2× [r0,∞)×R of the manifold V ×R, where
V is the knot complement in V , endowed with an infinite cylindrical end.
We write the connection A = a(w, s, t) + f(w, s, t)ds + h(w, s, t)dt, and
the spinor section Ψ = (α, β) with α(s, t) ∈ Λ0,0(T 2) and β(s, t) ∈ Λ0,1(T 2).
The Seiberg-Witten equations can be written in the form
∂ta− dh+ ∗(∂sa− df) = ∗i(α¯β + αβ¯)
∂tf − ∂sh+ ∗Fa =
i
2
(|α|2 − |β|2),
for the curvature equation, and
∂tα+ hα+ i∂sα+ ifα+ ∂¯
∗
aβ = 0
∂tβ + hβ − i∂sβ − ifβ + ∂¯aα = 0,
for the Dirac equation.
As before, we introduce the variables w = (x, y) ∈ T 2, and z = s + it,
z = eρ+iθ on [r0,∞)×R, and the change of coordinates
a(w, ρ, θ) = a(w, eρ+iθ)
f(w, ρ, θ) = e−ρ cos θ h(w, eρ+iθ)− e−ρ sin θ f(w, eρ+iθ)
h(w, ρ, θ) = e−ρ cos θ f(w, eρ+iθ) + e−ρ sin θ h(w, eρ+iθ)
α(w, ρ, θ) = α(w, eρ+iθ)
β(w, ρ, θ) = β(w, eρ+iθ).
(20)
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The Seiberg-Witten equations in radial gauge (i.e. with h ≡ 0 for large
ρ) are then written in the form
∂ρa = ∗(∂θa− df + i(α¯β + αβ¯))
∂ρf = e
2ρ ∗ (Fa +
i
2 (|α|
2 − |β|2)ω)
∂ρα = i(∂θα+ fα+ e
ρ+iθ∂¯∗aβ)
∂ρβ = −i(∂θβ + fβ + e
ρ−iθ∂¯aα).
(21)
In order to study the asymptotic behavior of these solutions, we can
again use Fourier transform. We first analyze the asymptotic behavior of
a linear system and then introduce the non-linear terms in a sequence of
successive approximations [9]. In order to simplify the expression of the
quadratic terms in (21), we use the notation
A ·B =
∑
(ab)nlk
ei(nθ+lx+ky)
(2π)3/2
,
with the coefficients given by
(ab)nlk =
∑ 1
(2π)3/2
aijhbn−i l−j k−h,
for
A =
∑
anlk
ei(nθ+lx+ky)
(2π)3/2
and
B =
∑
bnlk
ei(nθ+lx+ky)
(2π)3/2
.
With this notation, the equation (21) becomes
u′nlk = −invnlk + ikfnlk + 2iRe(α¯β)nlk
v′nlk = inunlk − ilfnlk + 2iIm(α¯β)nlk
f ′nlk = ike
2ρunlk − ile
2ρvnlk + e
2ρ(α¯α)nlk − (β¯β)nlk
α′nlk = −nαnlk + ie
ρ 1
2(il − k)β¯−n−1 −l −k+
ieρ 12 (aβ¯)nlk + i(fα)nlk
β′nlk = nβnlk − ie
ρ(il − k)αn+1 lk
−ieρ(aα)nlk − i(fβ)nlk.
(22)
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Consider the linear system of equations
∂ρa = ∗(∂θa− df)
∂ρf = e
2ρ ∗ Fa
∂ρα = i(∂θα+ e
ρ+iθ∂¯∗β)
∂ρβ = −i(∂θβ + e
ρ−iθ∂¯α).
(23)
This is the uncoupled system of the abelian ASD equation and the linear
Dirac equation. We analyzed the first two equations in the previous section.
In the Dirac equations, since again we are interested in the large ρ >> 0
behavior of the finite energy solutions, we can isolate a leading term and a
perturbation.
The leading term gives a system of the form
α′nlk = ie
ρ 1
2(il − k)β¯−n−1 −l −k
β′nlk = −ie
ρ(il − k)αn+1 lk,
(24)
Whereas we identify perturbation all the terms of the form(
−n 0
0 n
)(
αnlk
βnlk
)
. (25)
We analyze solutions to the unperturbed system (24). If we introduce
the notation αnlk = ηnlk + iξnlk and βnlk = pnlk + iqnlk, the system (24)
uncouples in the independent systems of eight equations:
p′nlk = e
ρ(lηn+1 lk − kξn+1 lk)
q′nlk = e
ρ(lξn+1 lk + kηn+1 lk)
η′n+1 lk =
eρ
2 (−lp−n−2 −l −k − kq−n−2 −l −k)
ξ′n+1 lk =
eρ
2 (lp−n−2 −l −k − kq−n−2 −l −k)
p′−n−2 −l −k = e
ρ(−lη−n−1 −l −k + kξ−n−1 −l −k)
q′−n−2 −l −k = e
ρ(−lη−n−1 −l −k − kξ−n−1 −l −k)
η′−n−1 −l −k =
eρ
2 (lpnlk + kqnlk)
ξ′−n−1 −l −k =
eρ
2 (−lpnlk + kqnlk)
(26)
Consider the matrices
A =
(
l −k
l k
)
24
and
B =
1
2
(
−l −k
l −k
)
.
Up to a reparametrization in the variable τ = eρ, we obtain the au-
tonomous linear system with the 8× 8 matrix
M =


0 A 0 0
0 0 B 0
0 0 0 −A
−B 0 0 0

 .
If we write η0 = (k
2 + 6kl + l2)1/2, η1 = k − l, and η2 = k + l, then the
eigenvalues of M are of the form ±λnlki , for i = 1, . . . 4, with
λnlk1 =
1
2(η
2
2 + η1η0)
1/2 λnlk2 =
1
2(η
2
2 − η1η0)
1/2
λnlk3 =
1
2(−η
2
2 − η1η0)
1/2 λnlk4 =
1
2(−η
2
2 + η1η0)
1/2.
(27)
It is easy to see that, in the basis U±i (nlk) of eigenvectors, the solutions
corresponding to λnlk1 and λ
nlk
2 are saddles for all non-trivial (n, l, k) and so-
lutions corresponding to λnlk3 and λ
nlk
4 are centers for all non-trivial (n, l, k).
Thus, the finite energy solutions will be of the form

pnlk
qnlk
ηn+1 lk
ξn+1 lk
p−n−2 −l −k
q−n−2 −l −k
η−n−1 −l −k
ξ−n−1 −l −k


=
2∑
i=1
cnlki exp(−|λ
nlk
i |τ)U
−
i (nlk), (28)
for τ = eρ.
If we add the perturbation terms (25) we can proceed as in the case
of the ASD equation and observe that, for large ρ → ∞ the eigenvalues
and eigenvectors of the perturbed system converge to the eigenvalues and
eigenvectors ±λnlki and U
±
i (nlk) described above.
In the variables αnlk = ηnlk+ iξnlk and βnlk = pnlk+ iqnlk, the perturbed
system can be written as the non-autonomous linear system with the 8× 8
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matrix
M˜ =


nI eρA 0 0
0 −(n+ 1)I eρB 0
0 0 −(n+ 2)I −eρA
−eρB 0 0 (n+ 1)I

 , (29)
where I is the 2× 2 identity matrix.
The eigenvalues have a term independent of ρ which reduces to the di-
agonal entries of the matrix M˜ as ρ → −∞, and terms containing eρ, of
which the highest order term reduces to the eigenvalues of the matrix M .
Thus, the rate of decay as ρ→∞ in the directions corresponding to eigen-
values of negative real part is at least given by exp(−nρ) and at most by
exp(−Cnlke
ρ), for some positive constants Cnlk > 0, or by mixed terms
exp(nρ− Cnlke
ρ).
With this analysis in place, we know the asymptotic behavior as ρ→∞
of the finite energy solutions of the linear system. Now we want to analyze
the asymptotic behavior of solutions of the original non-linear equations.
Suppose given a finite energy solution Ξ0 = (u0, v0, f0, α0, β0) of the lin-
ear system. Consider a perturbed linear system with matrix LΞ0 as follows:
u′nlk = −invnlk + ikfnlk + 2iRe(α¯0β)nlk + 2iRe(α¯β0)nlk
v′nlk = inunlk − ilfnlk + 2iIm(α¯0β)nlk + 2iIm(α¯β0)nlk
f ′nlk = ike
2ρunlk − ile
2ρvnlk
+2e2ρ(Re(α¯0α)nlk − (β¯0β)nlk)
α′nlk = −nαnlk + ie
ρ 1
2(il − k)β¯−n−1 −l −k
+ieρ 12 (a0β¯)nlk + ie
ρ 1
2 (aβ¯0)nlk + i(f0α)nlk + i(fα0)
β′nlk = nβnlk − ie
ρ(il − k)αn+1 lk − ie
ρ(a0α)nlk − ie
ρ(aα0)nlk
−i(f0β)nlk − i(fβ0).
(30)
Similarly, we can define inductively solutions Ξν+1 satisfying the linear
system of equations
Ξ′ν+1 = LΞνΞν+1,
with initial condition Ξν+1(0) = Ξν(0).
Proposition 3.7 All the solutions Ξν+1 are finite energy. Moreover, we
have
Ξν → Ξ
26
uniformly on compact sets along with all derivative, where Ξ is a solution of
the original non-linear system (21)
Ξ′ = LΞΞ.
The solution Ξ has the same asymptotic behavior as ρ → ∞ as Ξ0, up to
terms that decay faster as ρ→∞.
Proof. Inductively, the system of equations satisfied by Ξν+1 can be sep-
arated into a leading term and a perturbation. The rate of decay of the
solutions to the system with the leading term only will determine the asymp-
totics of Ξν+1.
In the case of the system (30), we have the coefficients of Ξ0 decaying at
least like e−nρ. Thus, for large ρ, the leading terms in the system (30) will
be the same as the leading terms in the original linear system.
Inductively, at the ν-th stage, we have the original linear system
u′nlk = −invnlk + ikfnlk
2iRe(α¯νβ)nlk + 2iRe(α¯βν)nlk
v′nlk = inunlk − ilfnlk
2iIm(α¯νβ)nlk + 2iIm(α¯βν)nlk
f ′nlk = ike
2ρunlk − ile
2ρvnlk
2e2ρ(Re(α¯να)nlk − (β¯νβ)nlk)
α′nlk = −nαnlk + ie
ρ 1
2(il − k)β¯−n−1 −l −k
ieρ 12 (aν β¯)nlk + ie
ρ 1
2(aβ¯ν)nlk + i(fνα)nlk + i(fαν)
β′nlk = nβnlk − ie
ρ(il − k)αn+1 lk
−ieρ(aνα)nlk − ie
ρ(aαν)nlk − i(fνβ)nlk − i(fβν).
(31)
Under the inductive hypothesis that the coefficients of the solutions Ξν
decay at a rate at least e−nρ as ρ → ∞, we see that the leading terms in
the system (31) are the same as in the original unperturbed system. The
eigenvalues ±λ˜nkli (ρ) of the perturbed system (31) and the corresponding
eigenvectors U˜±i (ρ) converge asymptotically to the ρ-independent eigenval-
ues and eigenvectors of the matrix M . Thus, the solutions Ξν are of finite
energy and maintain the same rate of decay as the original solution Ξ0.
⋄
27
3.3 Uniform convergence
Notice that, in the particular case where the pointwise convergence proved
in Lemma 3.1 extends uniformly to an infinite strip T 2× [−r0, r0]×R, in the
sense specified below, then we have uniform convergence of the (Ar,Ψr) in
the smooth topology on the infinite strip to a flat connection. In particular,
if we consider the geometric limits of solutions on (1) on Y (r) as r → ∞,
as analysed in [4], we see that, in this special case, the asymptotic values
(Ar(±∞), ψr(±∞)) break through the same flat connection on T
2, when
r →∞.
By the results of the previous section, on any fixed compact set K in
T 2 × [−r, r]×R, or in ν(K)×R, we have
‖FAr‖L2(K) → 0.
Proposition 3.8 Suppose given a family of finite energy solutions Ξr =
(Ar,Ψr), for all r ≥ r0. Suppose there exists a strip T
2 × [r0, r1] × R in
T 2 × [−r, r]×R such that we have
‖FAr‖L2(T 2×[r0,r1]×R) → 0 (32)
as r → ∞. Then there exists a flat connection aT 2 on T
2 such that (up
to gauge transformations) the sequence Ξr converges in the L
2
2-topology on
T 2 × [r0, r1] ×R to aT 2 . In particular this implies that, under the splitting
of the critical points MY (r) = MV#χ0(T 2)χ(ν(K)), for large enough r, the
asymptotic values (Ar(±∞), ψr(±∞)) can be written as the gluing
(Ar(±∞), ψr(±∞)) = (A
′(±∞), ψ′(±∞))#aT2 (λ
±aT 2 , 0),
that is, they split through the same asymptotic flat connection on T 2. More-
over, suppose that (A′,Ψ′) and (A, 0) are the limits on compact sets on
V ×R and ν(K)×R respectively, with asymptotic values [aV ] ∈ χ0(T
2, V )
and [aν ] ∈ χ0(T
2, ν(K)), as described in the previous sections. Then, in this
particular case, there are gauge transformations λ′ and λ on V and ν(K)
respectively such that we have
λ′aV = aT 2 = λaν .
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Proof. By Uhlenbeck weak convergence [8] [18], and the result of Proposi-
tion 8.3 of [8], the condition
‖FAr‖L2(T 2×[r0,r1]×R) → 0
implies that there exists a flat connection A on T 2 × [r0, r1]×R such that,
up to gauge transformations λr in L
2
3 and up to passing to a subsequence,
we have
‖λrAr −A‖L22(T 2×[r0,r1]×R) ≤ C‖FAr‖L2(T 2×[r0,r1]×R) → 0.
We can now show that we can further gauge transform the connections Ak
so that this Uhlenbeck limit on T 2 × [r0, r1]×R is a flat connection on T
2,
constant in the t ∈ R and s ∈ [r0, r1] directions.
Claim: Let A be an L22,loc flat connection on T
2 × [r0, r1] ×R. Then,
there exist and L23,loc gauge transformation λ on T
2 × [r0, r1]×R such that
λA is a flat connection aT 2 on T
2, constant in the t and s directions.
proof of Claim: We can write A in the form A = aT 2 + if dt+ ih ds,
where aT 2 is a connection on T
2, and f(x, y, t, s) and h(x, y, t, s) are real
valued functions. Then the equation FA = 0 becomes
Fa2T
= 0
∂taT 2 = dT 2if
∂saT 2 = dT 2ih
∂th = ∂sf.
(33)
Define the gauge transformation
λ = exp
(
−i
∫ s
r0
h(x, y, t, σ)dσ − i
∫ t
0
f(x, y, τ, r0)dτ
)
.
This satisfies
λ−1dλ = −ih(x, y, t, s)ds − if(x, y, t, r0)dt
+(−i
∫ s
r0
∂th(x, y, t, σ)dσ)dt
−idT 2
(∫ s
r0
h(x, y, t, σ)dσ +
∫ t
0 f(x, y, τ, r0)dτ
)
= −ih(x, y, t, s)ds − if(x, y, t, s)dt
−idT 2
(∫ s
r0
h(x, y, t, σ)dσ +
∫ t
0 f(x, y, τ, r0)dτ
)
,
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where the equality follows from the last equation of (33). The gauge trans-
formed connection λA is of the form
λA = aT 2 − idT 2
(∫ s
r0
h(x, y, t, σ)dσ +
∫ t
0
f(x, y, τ, r0)dτ
)
= a˜T 2 .
This satisfies the equations
Fa˜T2 = 0
∂ta˜T 2 = ∂taT 2 − idT 2(f(x, y, t, r0) +
∫ s
r0
∂th(x, y, t, σ)dσ) =
= ∂taT 2 − idT 2f = 0
∂sa˜T 2 = ∂saT 2 − idT 2h = 0.
This completes the proof of the Claim.
The asymptotic limits a±∞ of (A
′(±∞), ψ′(±∞)) then satisfy
[a+∞] = [a
−
∞] = [aT 2 ]
in the universal cover χ0(T
2, Y ) of χ(T 2). This completes the proof of the
Proposition.
⋄
Notice, however, that in general the uniform convergence of Proposition
3.8 should not be expected. In fact, we have seen that the estimate (3) and
Lemma 2.4 give
‖FAr(t)‖
2
L2(T 2×[r0,r1]×{t})
≤ Ce−
c|t|
r .
This allows for non-uniformity of the convergence: there may be sequences
Tr →∞ for which (32) is violated, and an estimate like
‖FAr(t)‖
2
L2(T 2×[r0,r1]×{t})
≥ c > 0
holds for all |t| ∈ [Tr − ℓ/2, Tr + ℓ/2], for some ℓ > 0 independent of r ≥ r0.
This is clearly compatible with the constraint (3).
In the next subsection we analyze the geometric limits of monopoles
(Ar,Ψr) on the domains T
2× [−r, r]× [Tr,∞) and T
2× [−r, r]× (−∞,−Tr].
This is where we encounter the non-uniform convergence which is not de-
tected by limits on compact sets.
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3.4 Holomorphic disks in χ(T 2)
Consider the Seiberg-Witten equations in on T 2× [−r, r]×R. Let (Ar,Ψr)
be a family of solutions, where we write the connections as
Ar = ar(w, s, t) + fr(w, s, t)ds + hr(w, s, t)dt
and the spinors as Ψr = (αr(w, s, t), βr(w, s, t)).
Recall again that gauge equivalent solutions (Ar(t), ψr(t)), in a temporal
gauge in the t ∈ R direction, decay exponentially at the asymptotic ends
t → ±∞ to critical points (Ar(±∞), ψr(±∞)) of the Chern-Simons-Dirac
functional.
Suppose given a fixed compact set T 2×[r0, r1] in Y (r). Choose a sequence
Tr →∞, for which the estimate (3) gives
‖ar(w, s,±Tr)− a
±(w)‖2 + ‖fr(w, s,±Tr)− f
±(w, s)‖2 ≤ Ce−cr, (34)
in the L21-norm on T
2×[r0, r1], where a
± are the limits of (Ar(±∞), ψr(±∞))
as r →∞ on T 2 × [r0, r1]. In the first part [4] of this work we showed that,
in the gluing of solutions to the 3-dimensional Seiberg-Witten equations (1),
we are only interested in critical points (Ar(±∞), ψr(±∞)) of the Chern-
Simons-Dirac functional that break through smooth points a± 6= ϑ in the
character variety χ(T 2), as r →∞. Thus, we can assume that the elements
f±(w, s) are exponentially small on T 2 × [r0, r1], for large enough r0 > 0,
‖f±(w, s)‖2L2(T 2×{s}) ≤ Ce
−δs.
This exponential estimate follows from the analysis of the asymptotics of
monopoles on a 3-manifold with an end modeled on T 2 × [0,∞), as in [4].
This simple observation implies that we should expect more complicated
geometric limits than the limits on compact sets analyzed in the previous
section. In fact, for Tr growing sufficiently fast, we have convergence to the
limits a± on T 2 × [r0, r1]× {t}, with |t| ≥ Tr. Thus, whenever a
+ 6= a−, we
must have geometric limits which are not just constant flat connections on
T 2.
As discussed previously, in polar coordinates z = s + it and z = eρ+iθ,
with
ar(w, ρ, θ) = ar(w, e
ρ+iθ)
fr(w, ρ, θ) = e
−ρ cos θ hr(w, e
ρ+iθ)− e−ρ sin θ fr(w, e
ρ+iθ)
hr(w, ρ, θ) = e
−ρ cos θ fr(w, e
ρ+iθ) + e−ρ sin θ hr(w, e
ρ+iθ),
31
the curvature equation takes the form
∂ρar − dhr = ∗(∂θar − dfr + i(α¯rβr + αrβ¯r))
∂ρfr − ∂θhr = e
2ρ ∗ (Far +
i
2
(|αr|
2 − |βr|
2)ω).
We are now interested in studying the convergence away from arbitrarily
large compact sets. That is, we are interested in the convergence on regions
of the form
Ω˜(r) = T 2 × [0, r]× [Tr,∞)
∪T 2 × [0, r)× (−∞,−Tr]
∪T 2 × {ρ ∈ [log Tr,∞) θ ∈ [−π/2, π/2]}
.
We choose a sequence T (r) such that, as in (34), the finite energy solu-
tions (Ar,Ψr) on Y (r)×R are exponentially close to the asymptotic values
a± on
T 2 × [−r0, r0]× ([T (r),∞) ∪ (−∞,−T (r)].
We write T (r) = eTr , with Tr →∞ as r →∞.
In order to study the convergence on the cylinder T 2 × [−r, r] ×R, we
introduce a suitable rescaling of the coordinates on T 2×R2. In polar coor-
dinates, we introduce the translation ρ 7→ ρ− Tr. In these new coordinates,
the second part of the curvature equation becomes
∂ρfr − ∂θhr − e
2Tre2ρ ∗ (Far +
i
2
(|αr|
2 − |βr|
2)ω) = 0.
Consider the unit disk D = {ρ ≤ 0} in the new coordinates. By the
previous analysis of the convergence on compact sets we obtain smooth
convergence of a subsequence to a solution of
∂ρa− ∗(∂θa− df) = 0
Fa = 0.
Up to a gauge transformation, this is a holomorphic map
a : D → χ0(T
2, Y ) = C.
Namely, a(ρ, θ) is the flat connection on T 2 satisfying
a(ρ, θ)(w) = a(w, ρ, θ).
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With a slight abuse of notation we identify a(ρ, θ) with the class in χ0(T
2, Y )
obtained modulo homotopically trivial gauge transformations. The map a
has the property that it maps the center of the disk, ρ → −∞, to the flat
connection a∞, which is the limit on compact sets of the original sequence
(Ar,Ψr). Moreover, by the finite energy condition, the map a is holomorphic
up to the boundary, and the restriction to the boundary
a : S1 = ∂D = {ρ = 0} → χ0(T
2, Y ) = C
gives a curve in χ0(T
2, Y ). By our choice of Tr, this curve will satisfy
a(0, π/2) = a+ and a(0,−π/2) = a−.
Thus, we have obtained that the convergence on the T 2 × [−r, r] × R
part of Y (r) × R, away from compact sets, produces a holomorphic map.
Now we want to describe the corresponding non-uniform convergence, away
from compact sets, on the sub-domains of Y (r)×R that correspond to the
knot complement and to the tubular neighborhood of the knot. We will use
a similar rescaling of the coordinates.
Let Vr be the knot complement V with a cylinder of length r,
Vr = V ∪T 2×{0} T
2 × [0, r].
On the manifold Vr ×R consider the domain
Ω˜(r) = Vr × ([Tr,∞) ∪ (−∞,−Tr])
∪T 2 × {ρ ∈ [log Tr,∞) θ ∈ [−π/2, π/2]},
where we use the polar coordinates (ρ, θ) introduced before. On this domain
consider the change of coordinates
ρ 7→ ρ− Tr
in the ρ ∈ R direction, and the corresponding change of coordinates
|t| 7→ e−Tr |t|
in the t ∈ R direction, where the coordinates ρ and t are related by z = s+it
and z = eρ+iθ, as before, with (s, t) ∈ [0,∞) ×R.
This produces the rescaled domain
Vr × ([Tre
−Tr ,∞) ∪ (−∞,−Tre
−Tr ])
∪T 2 × {ρ ∈ [log(Tr)− Tr,∞) θ ∈ [−π/2, π/2]}.
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Figure 1: The domain Ω˜(r) and its rescaling
Consider the domains
Ω(r) = Vr × ([−1,−Tre
−Tr ] ∪ [Tre
−Tr , 1])
∪T 2 × {ρ ∈ (−Tr + log(Tr), 0] θ ∈ [−π/2, π/2]},
and
Ω1(r) = Vr × ([−1,−Tre
−Tr ] ∪ [Tre
−Tr , 1]) ⊂ Ω(r),
Ω2(r) = T
2 × {ρ ∈ (−Tr + log(Tr), 0] θ ∈ [−π/2, π/2]} ⊂ Ω(r).
The finite energy solutions (Ar,Ψr) of the SW equations satisfy
e−Tr
∂
∂t
Ar(t) = − ∗ FAr(t) + σ(ψr(t), ψr(t))
e−Tr
∂
∂t
ψr(t) = −∂Ar(t)ψr(t)
on Ω1(r).
The finite energy condition ensures that the left hand side converges to
zero uniformly on any fixed compact set. Thus, the family (Ar,Ψr), under
the present change of coordinates, converges smoothly on compact sets in to
a path (A(t), ψ(t)) of finite energy solutions in the domain V ×R∗, where
R∗ = R\{0}, where V is endowed with an infinite cylindrical end T 2×[0,∞).
That is, we obtain a path (A(t), ψ(t)) of elements satisfying
∗ FA(t) + σ(ψ(t), ψ(t)) = 0
∂A(t)ψ(t) = 0.
This defines a path [A(t), ψ(t)] in MV for 0 < t ≤ 1. The endpoint satisfies
[A(1), ψ(1)] = [A′+∞, ψ
′
+∞],
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Figure 2: The domains Ω(r), Ω1(r), and Ω2
where (A′+∞, ψ
′
+∞) is the limit on V as r → ∞ of the asymptotic values
(Ar(+∞), ψr(+∞)) of (Ar,Ψr). Thus, we have
∂∞(A
′
+∞, ψ
′
+∞) = a
+,
under the boundary value map. Moreover, we obtain an element
lim
t→0+
[A(t), ψ(t)] = [A,ψ]
in MV , satisfying
∂∞(A,ψ) = a
′
∞,
where a′∞ is the asymptotic value of the limit on compact sets of the solutions
(Ar,Ψr) on V ×R, as analysed in the previous section. Similarly, we obtain
a path [A(t), ψ(t)] in MV for −1 ≤ t < 0, where the endpoint satisfies
[A(−1), ψ(−1)] = [A′−∞, ψ
′
−∞],
where (A′−∞, ψ
′
−∞) is the limit on V as r → ∞ of the asymptotic values
(Ar(−∞), ψr(−∞)) of (Ar,Ψr). Thus, we have
∂∞(A
′
−∞, ψ
′
−∞) = a
−,
under the boundary value map. Similarly, the element
lim
t→0−
[A(t), ψ(t)] = [A˜, ψ˜]
in MV satisfies
∂∞(A˜, ψ˜) = a
′
∞.
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Notice that in general the element [A,ψ] and the element [A˜, ψ˜] need
not be the same element in MV . In fact, the domain Ω1(r) is defined by
rescaling the initial domain Ω˜(r), and the values of solutions near the frontier
t = ±Tr of Ω˜(r) need not approach the same limits as r→∞.
From the information on the convergence on compact sets obtained in
the previous section, together with the choice of the domains, we can only
derive the relation
∂∞(A,ψ) = ∂∞(A˜, ψ˜).
Thus, both [A,ψ] and [A˜, ψ˜] are in the zero-dimensional fiber ∂−1∞ (a
′
∞), cf.
[4].
Moreover, by the previous analysis, together with the analysis of asymp-
totics on V ×R of the previous section, we obtain convergence on the Ω2(r)
to a function a : D+ → χ0(T
2, V ), holomorphic in a neighborhood U of the
half disk
D+ = {ρ ∈ (−∞, 0] θ ∈ [−π/2, π/2]},
which maps the center of the disk to a′∞, and such that the restriction
to the boundary component {θ ∈ {−π/2, π/2}} ⊂ ∂D+ gives a curve in
∂∞(MV ) ⊂ χ0(T
2, V ) connecting a+, a′∞, and a
−. The image of the com-
ponent {−π/2 ≤ θ ≤ π/2, ρ = 0} of ∂D+ is mapped to another curve in
χ0(T
2, V ), not necessarily contained in ∂∞(MV ), which connects the points
a+, a′∞, and a
−. The image of ∂D+ is a closed curve in χ0(T
2, V ), not
necessarily smooth across the points θ = ±π/2.
3.5 The convergence theorem
We need one more preliminary Lemma, which connects the limits on com-
pact sets, with the non-uniform limits obtained in the previous section.
Lemma 3.9 Let (A,Ψ) be a finite energy solution of the Seiberg–Witten
equations (2) on the 4-manifold V ×R with the infinite end T 2× [0,∞)×R.
Let a∞ ∈ χ0(T
2, V ) be the radial gauge limit of (A,Ψ). Let (A(t), ψ(t))
be gauge equivalent to the original (A,Ψ), in a temporal gauge in the t ∈
R direction. Then the elements (A(t), ψ(t)) converge in the s ∈ [r0,∞)
direction to a∞, uniformly with respect to |t| ≥ T0, and we have limits
lim
t→+∞
(A(t), ψ(t)) = (A,ψ),
and
lim
t→−∞
(A(t), ψ(t)) = (A˜, ψ˜),
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with
∂∞(A,ψ) = ∂∞(A˜, ψ˜) = a∞.
Proof. In order to prove the convergence in the time direction, consider
the asymptotics of solutions in radial gauge studied in the previous section.
From the analysis of the system of ODE’s (22), we obtained rates of decay
as ρ → ∞ of the form exp(−nρ) or exp(nρ− Cnlke
ρ), or exp(−Cnlke
ρ), for
some positive constants Cnlk > 0.
In the last case, at a point (s, t) along the end [r0,∞)×R, the L
2-norm
on T 2 is bounded by exp(−C(s2 + t2)1/2). In particular, we have exponen-
tial decay in the s ∈ [r0,∞) direction, uniformly in |t| ≥ T0, bounded
by exp(−CT0s). Thus, if we consider a temporal gauge representative
(A′(t), ψ′(t)) of (A′,Ψ′), for every sequence |tk| → ∞ we obtain conver-
gence up to gauge of a subsequence to an element in MV , exponentially
decaying in the s ∈ [r0,∞) direction to the asymptotic value a
′
∞, at a rate
at least equal to exp(−|λ|T0s).
The case of the slow decaying solutions with asymptotics e−nρ gives
polynomial decay in the s ∈ [r0,∞) direction for every fixed t ∈ R, at a rate
1(
1 +
(
t
s
)2)n/2 · 1sn ≤ 1sn ,
uniform in |t| ≥ T0. Thus, in this case, the temporal gauge representative
(A′(t), ψ′(t)) converges to solutions of (1) on V , as t → ±∞, that decay to
the asymptotic value a′∞ at a polynomial rate 1/s
n. The analysis of [4] on
the center manifold for the equations (1) on T 2× [r0,∞) (cf. [15]), imply the
following. If the decay is asymptotic to 1/sn, with n ≥ 2, then the actual
rate of decay of the limit solution is exponential and we have
a′∞ ∈ ∂∞(M
∗
V ).
If the rate of decay is 1/s, then the limit solution might also decay like 1/s
along s ∈ [r0,∞). In this case the asymptotic value is a
′
∞ = ϑ, the unique
“bad point” in the character variety χ(T 2).
⋄
We can summarize all the previous results as follows
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Theorem 3.10 On the manifold Y (r)×R consider classes of finite energy
solutions [Ar,Ψr] of (2), with asymptotic values
[Ar(±∞), ψr(±∞)] = [A
′
±∞, ψ
′
±∞]#
r
a± [a
±, 0],
as t→ ±∞. Under the usual assumptions on the scalar curvature on ν(K),
we obtain the following geometric limits as r →∞.
(i) a finite energy [A′,Ψ′] on V ×R, with radial limit a′∞ ∈ χ0(T
2, V ),
and limits as t→ ±∞
[A,ψ] and [A˜, ψ˜] in ∂−1∞ (a
′
∞) ⊂MV .
(ii) a solution [a′′∞, 0] on ν(K)×R, with a
′′
∞ ∈ χ0(T
2, ν(K)) .
(iii) a path [A(t), ψ(t)] ∈MV for t ∈ [−1, 0) ∪ (0, 1] with
[A(±1), ψ(±1)] = [A′±∞, ψ
′
±∞]
and the limits as t→ 0± equal to [A,ψ] and [A˜, ψ˜].
(iv) a path [A(t), 0] in Mν(K) = χ(ν(K)) for t ∈ [−1, 1] satisfying
[A(±1), 0] = [a±, 0] and [A(0), 0] = [a′′∞, 0].
(v) a holomorphic map a : D → χ0(T
2, Y ), with a(0) = a∞, the limit on
compact sets on the cylinder T 2 × [−r, r]×R.
(vi) maps aV : D
+ → χ0(T
2, V ) and aν : D
+ → χ0(T
2, ν(K)), holomor-
phic on a neighborhood of the half disk D+ with aV (ρ,±π/2) = [A(t), ψ(t)]
and aν(ρ,±π/2) = [A(t), 0].
Proof. Suppose given a family (Ar,Ψr) of finite energy solutions of the
Seiberg-Witten equations (2) on the manifolds Y (r) ×R, with asymptotic
values (Ar(±∞), ψr(±∞)) as t → ±∞ satisfying (1). Assume that, as
r →∞ the asymptotic values split as
(Ar(±∞), ψr(±∞)) = (A
′
±∞, ψ
′
±∞)#
r
a±λ(a
±, 0),
for some gauge transformation λ on ν(K), according to [4].
Then, up to gauge, there is a subsequence, which we still denote (Ar,Ψr),
with the following behavior. On compact sets contained in the long cylinder
T 2 × [−r, r]×R it converges smoothly to a flat connection a∞ on T
2 ×R2,
constant in the R2 directions. On compact sets in V × R it converges
smoothly to a finite energy solution (A′,Ψ′) of the Seiberg-Witten equations
(2) on V × R, which is exponentially decaying in radial gauge on the end
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T 2 × [0,∞) ×R to a flat connection a′∞. This follows from the analysis of
the asymptotics in the previous section.
The solution (A′,Ψ′) in a temporal gauge in the t ∈ R direction con-
verges to solutions (A,ψ) and (A˜, ψ˜) of the Seiberg-Witten equations (1) on
V , as t→ ±∞ respectively. The elements (A,ψ) and (A˜, ψ˜) have asymptotic
value along the end T 2 ×R of V
∂∞(A,ψ) = ∂∞(A˜, ψ˜) = a
′
∞,
under the map ∂∞ analyzed in [4]. This result follows from Lemma 3.9
Finally, again from the arguments presented in the previous sections, on
compact sets in ν(K)×R the subsequence (Ar,Ψr) converges to a solution
of the abelian ASD equation, that is, up to gauge, to a flat connection a′′∞
on T 2.
Up to the changes of coordinates ρ 7→ ρ − Tr and |t| 7→ e
−Tr |t|, for a
sufficiently fast growing Tr → ∞, there is a subsequence of (Ar,Ψr) that
converges smoothly on the domain Ω1 defined above to a path [A(t), ψ(t)]
in MV for t ∈ [−1, 0) ∪ (0, 1] with
[A(−1), ψ(−1)] = [A′−∞, ψ
′
−∞], with ∂∞(A
′
−∞, ψ
′
−∞) = a
−
lim
t→0−
[A(t), ψ(t)] = [A˜, ψ˜], with ∂∞(A,ψ) = a
′
∞
lim
t→0+
[A(t), ψ(t)] = [A,ψ], with ∂∞(A,ψ) = a
′
∞
[A(1), ψ(1)] = [A′+∞, ψ
′
+∞] with ∂∞(A
′
+∞, ψ
′
+∞) = a
+.
Under the same change of coordinates there is a subsequence that converges
smoothly on the domain Ω2 described above to a function aV : D
+ →
χ0(T
2, Y ) = C, holomorphic in a neighborhood U of the half disk D+,
which maps the center of the disk to a′∞ and such that the restriction to
the boundary component θ ∈ {−π/2, π/2} of D+ gives a curve in χ0(T
2, Y )
connecting a+, a′∞, and a
−.
Similarly, on the manifold ν(K) ×R we can consider similarly defined
domains Ω1 and Ω2, and an analogous reparametrization. We obtain con-
vergence on Ω1 to a path [A(t), 0] in Mν(K) = χ(ν(K)) for t ∈ [−1, 1] with
[A(−1), 0] = [a−, 0],
[A(0), 0] = [a′′∞, 0],
[A(1), 0] = [a+, 0],
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where a′′∞ is the limit on compact sets of the (Ar,Ψr) on ν(K)×R, up to
gauge. On Ω2 we obtain convergence to a function aν : D
+ → χ0(T
2, Y ),
holomorphic in a neighborhood U of the half diskD+, which maps the center
of the disk to a′′∞, and such that the restriction to the boundary component
θ ∈ {−π/2, π/2} of D+ gives a curve in χ0(T
2, Y ) connecting a+, a′′∞, and
a−.
Finally, the reparametrization ρ 7→ ρ − Tr on the long cylinder (s, t) ∈
[−r, r] × R gives convergence on the disk D = {ρ ≤ 0} to a holomorphic
map a : D → χ0(T
2, Y ), which maps the center of the disk to a∞.
There are subdomains D+1 and D
+
2 inside the disk D, and conformal
equivalences ϕi : D
+ → D+i , such that we have
a|D+1
= aV ◦ ϕ
−1
1
a|D+2
= aν ◦ ϕ
−1
2 .
In the special case where a+ = a− = a∞ up to gauge, the holomorphic
functions are constant and the paths [A(t), ψ(t)] inMV andMν(K) are also
constant.
⋄
Notice that, in general, the points a′∞, a
′′
∞, and a∞ are distinct points in
χ0(T
2, Y ). The point a′∞ is constrained to be on the 1-dimensional subspace
∂∞(MV ) and the point a
′′
∞ is contained in M
red
ν(K),µ = χ(ν(K)).
We have seen that, if the three points a+, a−, and a∞ coincide, a
+ =
a− = a∞ up to gauge, then the flow line (Ar,Ψr) on Y (r)×R must connect
critical points which break through the same asymptotic values, a+ = a− =
a∞.
We can also observe that the following Corollary holds.
Corollary 3.11 Assume that the points a′∞ and a
′′
∞ coincide up to gauge.
Assume, moreover, that they are distinct from the bad point ϑ, and from
both a+ and a−,
a+ 6= a′∞ 6= a
−.
then the original flow line (Ar,Ψr) on Y (r)×R must connect critical points
with relative index at least two.
Proof. Let (A′,Ψ′) be the limit on compact sets in V × R of the family
(Ar,Ψr) as r → ∞. Then the point a
′
∞ is the radial limit of (A
′,Ψ′). By
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Lemma 3.9 we know that as t → ±∞ the solution (A′,Ψ′) has asymptotic
values [A,ψ] and [A˜, ψ˜] in M∗V with
∂∞[A,ψ] = ∂∞[A˜, ψ˜] = a∞.
By gluing this solution with the solution (a′′∞, 0) on the ν(K)×R side, we
obtain a flow line in Y (r)×R which connects the critical points
[A,ψ]#ra∞ [a∞, 0]
and
[A˜, ψ˜]#ra∞ [a∞, 0].
This shows that there are two intermediate critical points between the end-
points of the flow line (Ar,Ψr).
⋄
4 Gluing
In this section we describe how to produce an approximate solution to the
4-dimensional Seiberg–Witten equations on Y (r(T )) × R, with gluing pa-
rameter T ≥ T0, by pasting together the various geometric limits of Theorem
3.10.
4.1 The approximate solutions
We define the following quantities that will be used throughout this section:
R(T ) =
1
π
(eT + T ),
ℓ(T ) =
1
π
(eT + T ) sin
(
πT
eT + T
)
,
r(T ) =
(
r0 +
1
π
(eT + T ) cos
(
πT
eT + T
))
.
Moreover, we define
Υ(t, T ) = r(T )− (R(T )2 − t2)1/2,
for |t| ≤ R(T ), and
Υ˜(t, T ) = r0 + cos
(
πT
eT + T
)
−min
{
(1− t2)1/2, cos
(
πT
eT + T
)}
,
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for |t| ≤ 1.
Consider the path [A(t), ψ(t)] on the domain
Vr(T ) × ([−1,−ℓ(T )/R(T )] ∪ [ℓ(T )/R(T ), 1], (35)
with T large enough, so that the elements [A(±ℓ(T )/R(T )), ψ(±ℓ(T )/R(T ))]
are very close to the elements [A,ψ] and [A˜, ψ˜], and with r0 large enough,
so that at s = r0 the elements [A(t), ψ(t)] are very close to the asymptotic
values a∞(t), up to an error of the order of e
−δr0 . Consider the rescaled
domain
Vr(T ) × ([−R(T ),−ℓ(T )] ∪ [ℓ(T ), R(T )]), (36)
under the change of coordinates |t| → R(T )|t|, and write [A(t), ψ(t)]T for
the corresponding rescaled element. Consider then the path [A(t), ψ(t)]T
restricted over the domain
R1(T ) =
(V × I(T ))∪T 2×{s=0}×I(T )
T 2 × {(s, t) | s ∈ [0,Υ(t, T )], t ∈ I(T )},
(37)
with
I(T ) = [−R(T ),−ℓ(T )] ∪ [ℓ(T ), R(T )], (38)
inside the rescaled domain (36).
By Theorem 3.10, we can consider a disk DT of radius R(T ), and a map
aT : DT → χ0(T
2, Y ), such that the center of the circle is mapped to the
limit a∞ of Theorem 3.10, and the points along the boundary corresponding
to the angles {−π,−π/2, 0, π/2} are mapped to the points {a′′∞, a
−, a′∞, a
+},
respectively. The function aT : DT → χ0(T
2, Y ) agrees with the map a :
D → χ0(T
2, Y ) of Theorem 3.10 restricted to a subdomain of the unit disk
D homeomorphic to DT . We can guarantee, by choosing T large enough,
that on the arc of length 2T on ∂DT , centered at the angle θ = 0, the
values of the function aT are sufficiently close to a
′
∞, and on the similar arc
centered at the angle θ = −π the values of the function aT are sufficiently
close to a′′∞.
Consider then the element (A′,Ψ′) restricted over the domain
R3(T ) = Vr0 × [−ℓ(T ), ℓ(T )], (39)
For T ≥ T0 large enough, we have that, near t = ±ℓ(T ), (A
′,Ψ′) is suffi-
ciently close to the elements [A,ψ] and [A˜, ψ˜], and, near s = r0, we have
that (A′,Ψ′) is sufficiently close to the asymptotic value a∞.
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Moreover, consider the rescaled path (a′′(t), 0)T on the domain
R4(T ) =
(ν(K)× I(T ))∪T 2×{s=0}×I(T )
T 2 × {(s, t) | s ∈ [0,Υ(t, T )], t ∈ I(T )},
(40)
with I(T ) as in (38).
Consider then the element (a′′∞, 0) on the domain
R5(T ) = ν(K)r0 × [−ℓ(T ), ℓ(T )], (41)
Now consider the manifold Y (r(T )) × R, with the long cylinder T 2 ×
[−r(T ), r(T )]×R. Consider the product region
T 2 × {s ∈ [−r(T ), r(T )], t ∈ [−R(T ), R(T )]} (42)
in Y (r(T ))×R as illustrated in part (a) of Figure 3.
Consider inside (42) the region R2(T ) given by T
2 ×DT , with the disk
DT centered at s = 0, t = 0, as in Figure 3. We identify the regions Ri(T )
of (37), (39), (40), (41), with the corresponding regions as in Figure 3. The
smaller strip of regions R3(T ) and R5(T ) has height
2ℓ(T ) =
2
π
(eT + T ) sin
(
πT
eT + T
)
,
and the larger horizontal strip of the regions R1(T ) and R4(T ) has height
2R(T ) = 2π (e
T +T ). The arc of ∂DT cut out by the smaller strip has length
2T .
We construct an approximate solution on Y (r(T ))×R supported on the
strip |t| ≤ R(T ).
We consider smooth functions ηT,1(s, t), ηT,2(s, t), ηT,3(s, t), ηT,4(s, t),
and ηT,5(s, t) with values in [0, 1], supported in the corresponding shaded
regions in Figure 3, respectively, such that
ηT,1 + ηT,2 + ηT,3 + ηT,4 + ηT,5 ≡ 1
is satisfied everywhere in (42). We extend by 1 the functions
ηT,1(s, t), ηT,3(s, t), ηT,4(s, t), and ηT,5(s, t)
on the sides V and ν(K) of the corresponding domains Ri(T ) which are not
represented in the figure.
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We finally choose a smooth cutoff function χ(t) with values in [0, 1], sup-
ported in [−R(T ), R(T )] and satisfying χ(t) ≡ 1 for t ∈ [−R(T )+ 1, R(T )−
1]. Consider also cutoff functions χ±(t) supported in [R(T ) − 1,∞) and
(−∞,−R(T ) + 1], and with χ±(t) ≡ 1 for |t| ≥ R(T ). We define the ap-
proximate solution as
(A,Ψ)T = χ · (ηT,1(A(t), ψ(t))T + ηT,2aT
+ηT,3(A
′,Ψ′) + ηT,4(a
′′(t), 0)T + ηT,5(a
′′
∞, 0))
+χ−(A
−, ψ−)T + χ+(A
+, ψ+)T .
(43)
Here we use the notation (A(t), ψ(t))T = (A(R(T )τ), ψ(R(T )τ)), where
(A(τ), ψ(τ)) are the paths in M∗V , that appear in the geometric limits,
for τ ∈ [ℓ(T )/R(T ), 1], and t = R(T )τ . We also denote by (A±, ψ±)T repre-
sentatives of the elements in MY (r(T )) given by the gluing
(A±, ψ±)T = (A
±, ψ±)#r(T )(a
±, 0),
with
(A±, ψ±) = (A(±1), ψ(±1)) ∈M∗V .
4.2 Linearizations
Let LA(t),ψ(t) be the linearization of the 3-dim Seiberg-Witten equations (1)
at the solutions (A(t), ψ(t)). Consider the operator LA(t),ψ(t) acting on pairs
(α, φ) of L21 1-forms and spinors.
First, let us recall from [4] that, given an element [A,ψ] in M∗V , the
operator LA,ψ is a Fredholm operator on the weighted Sobolev spaces of
1-forms and spinors on V ,
LA,ψ : L
2
1,δ(V )→ L
2
δ(V ), (44)
with
δ =
1
2
min{|λ|, λ ∈ spec(Qa′∞)},
and a′∞ = ∂∞([A,ψ]). By Theorem 6.2 and 7.4 of [10], we can consider the
Fredholm operator LA,ψ acting on L
2
1 1-forms and spinors. For a generic
choice of the perturbation of the equations on V , as in [4], the operator
LA,ψ : L
2
1(V )→ L
2(V ) (45)
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Figure 3: The construction of the approximate solution
is injective and surjective. In the following section we shall discuss the
effect of adding the perturbation. For the purpose of this section, let us just
assume that injectivity and surjectivity are achieved. On the manifold Vr,
with r ≥ r0, we can then consider the operator LA,ψ acting between
LA,ψ : L
2
1(Vr, P+ ⊕ ℓ)→ L
2(Vr), (46)
that is, on the space of 1-forms and spinors on Vr, with boundary conditions
defined by the APS condition [1]
P+ = L
2-closure of {φk|µk > 0},
with φk eigenfunctions of the operator Qa∞ on T
2 with eigenvalue µk, and by
the Lagrangian subspace ℓ in H1(T 2, iR) defined by the asymptotic values
of the extended L2-solutions of LA,ψ(α, φ) = 0 on V . By Proposition 2.4 of
[3], we have that (46) is a self-adjoint Fredholm operator with
Ker(LA,ψ : L
2
1(V )→ L
2(V )) ∼= Ker(LA,ψ : L
2
1(Vr, P+ ⊕ ℓ)→ L
2(Vr)).
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Lemma 4.1 Consider the operators LA(t),ψ(t), LA,ψ, and LA˜,ψ˜ acting on
L21 1-forms and spinors on the manifold V with the infinite cylindrical end
T 2 × [0,∞). Assume that these operators LA(t),ψ(t) are surjective for all
t ∈ [−1, 0)∪ (0, 1], and that the operators LA,ψ and LA˜,ψ˜ are also surjective.
Moreover, assume also that the path [A(t), ψ(t)] and the elements [A,ψ] and
[A˜, ψ˜] in MV are contained in the complement of ∂
−1
∞ (Uϑ), where ∂∞ is the
asymptotic value map, and Uϑ is a small neighborhood of the bad point ϑ in
the character variety of T 2. Then, for all T > T0, the operator
TT = R(T )
−1 ∂
∂t
+ LA(t),ψ(t)
acting on pairs (α, φ) in the L21 completion of compactly supported 1-forms
and spinors in the domain
S1(T ) = (V × [−1, 1])∪T 2×{s=0}×[−1,1]
T 2 × {(s, t) | s ∈ [0, Υ˜(t, T )], t ∈ [−1, 1]}
(47)
is also surjective.
Proof. From the previous discussion we can conclude that, assuming the
operators LA(t),ψ(t), LA,ψ and LA˜,ψ˜, with domain as in (45) are surjective, we
obtain that the operator LA(t),ψ(t), with domain as in (46), with r = Υ˜(t, T ),
has trivial kernel and is surjective. Similarly, the operators LA,ψ and LA˜,ψ˜,
with domain as in (46), with r = r0, have trivial kernel and are surjective.
For simplicity of notation, we just write L for the surjective operators
we are considering. Given any h, we want to find a function f in the domain
satisfying
h = (
1
R(T )
∂
∂t
+ L)f.
We know that we have h = Lg for some g. Moreover, we have an estimate
‖g(t)‖L2(VΥ˜(t,T )×{t}) ≤ Ct‖h(t)‖L2(VΥ˜(t,T )×{t}),
which follows from Parseval’s formula (cf. [1] pg.50), where the constant Ct
is determined by the smallest absolute value of the non-zero eigenvalues of
the asymptotic operator Qa∞(t),
Ct =
c
λ∞(t)
,
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with
λ∞(t) = min{|λ| | λ ∈ spec(Qa∞(t))}.
In the character variety χ(T 2) consider a small open neighborhood Uϑ
of the “bad point” ϑ (see [4]). We have the asymptotic value map
∂∞ :MV → χ0(T
2, V )
defined as in [4], with
∂∞(A(t), ψ(t)) = a∞(t).
Notice that, if we assume that the path (A(t), ψ(t)), for 0 < t ≤ 1 is in
the complement of ∂−1∞ (Uϑ), then the constant Ct can be replaced with the
uniform constant
C = c · ( min
0≤t≤1
λ∞(t))
−1,
independent of t and of the gluing parameter T .
So we can write
h = (
1
R(T )
∂
∂t
+ L)g −
1
R(T )
∂
∂t
g.
Again by the surjectivity of L we can write
−
∂
∂t
g = Lg1.
Again, we have an estimate ‖g1‖ ≤ C‖g‖, hence iterating the process we get
h =
(
1
R(T )
∂
∂t
+ L
)( n∑
k=0
(−1)k
(
1
R(T )
)k
gk
)
+ (−1)n+1
(
1
R(T )
)n+1 ∂
∂t
gn.
For all T ≥ T0 we obtain
∞∑
k=0
(
1
R(T )
)k
Ck <∞,
since R(T ) ∼ eT for large T ≥ T0. Thus, as n → ∞, we have uniform
convergence of the series
n∑
k=0
(−1)k
(
1
R(T )
)k
gk → f,
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and of the sequence
(−1)n+1
(
1
R(T )
)n+1 ∂
∂t
gn → 0.
⋄
Over the unit disk D, consider the operator
D1 =
(
∂ρ − ∗∂θ R(T )
−2 ∗ d
−e2ρ ∗ d ∂ρ
)
acting on pairs (a˜, f˜) where a˜(w, ρ, θ) is 1-form and f˜(w, ρ, θ) is a function.
Consider also the operator
D2 =

 1R(T )(∂ρ − i∂θ) −eρ+iθi∂¯∗a
eρ−iθi∂¯a
1
R(T )(∂ρ + i∂θ)

 ,
acting on a spinor (α˜, β˜). Here a(ρ, θ) is the image under the map a : D →
χ0(T
2, Y ) of Theorem 3.10, restricted to a subdomain of D homeomorphic
to the disk. That is, for each (ρ, θ), a(ρ, θ) is a flat connection on T 2.
Lemma 4.2 Without loss of generality, we can assume that the image of
the map a : D → χ0(T
2, Y ) avoids the lattice of bad points ϑ in χ0(T
2, Y )
Proof. We have unique bad point ϑ in the character variety of T 2, [4], which
corresponds to a lattice of bad points in the universal cover χ0(T
2, Y ).
First notice that, according to the proof of Lemma 3.9, the condition
that the endpoint a′∞ is the bad point ϑ is non-generic: by direct inspection
of the characteristic polynomial of the system (29) this case corresponds to
the vanishing of the coefficients Cnlk that give the faster decay e
±nρ−Cnlke
ρ
.
Thus, under generic choice of the perturbation, as will be discussed in the
next section, we can assume that a′∞ 6= ϑ.
This implies that, under the maps aV and aν of Theorem 3.10, the
image of the side θ ∈ {−π/2, π/2} of the boundary of the half disk D+ is
a smooth path in ∂∞MV or in ∂∞Mν(K), connecting the points a
± which
avoids the lattice of bad points. We can always replace the domain D+
with some smaller domain containing the same component θ ∈ {−π/2, π/2}
and ρ ∈ (−∞, 0] of the boundary, in such a way that the image of the rest
of the domain also avoids the lattice of bad points. That still determines
48
uniquely the holomorphic function. Thus, we can assume for simplicity that
the image of the subdomain of D under the map a : D → χ0(T
2, Y ) also
contains no bad point ϑ in χ0(T
2, Y ).
⋄
We want to considerD1⊕D2 acting on elements (a˜, f˜ , α˜, β˜) that represent
deformations of (a, 0, 0, 0) in the L21 completion of compactly supported 1-
forms and spinors on D.
Lemma 4.3 The operator D1⊕D2 acting on the L
2
1 completion of compactly
supported 1-forms and spinors on D, has trivial Cokernel.
Proof. We know [4] that the operator
(
0 −eρ+iθ∂¯∗a
eρ−iθ∂¯a 0
)
is surjective if the flat connection a(ρ, θ) avoids the lattice of bad points ϑ
in χ0(T
2, Y ). Then, by the same argument of Lemma 4.1, we obtain that
for sufficiently large T ≥ T0, the operator D2 is surjective.
Suppose given a pair (β, h) of a 1-form and a function, such that (β, h) is
orthogonal to the range of D1. Then, the pair (β, h) satisfies the equations
∂ρh = R(T )
−2d∗β
∂ρβ = ∗∂θβ + ∗d(e
−2ρh).
The Fourier coefficients satisfy the ODE
h′nlk = (R(T ))
−2(−ilvnlk + inunlk)
u′nlk = invnlk − e
−2ρikhnlk
v′nlk = −inunlk + e
−2ρilhnlk.
(48)
We can show that solutions of (48) diverge sufficiently fast at ρ→ −∞,
so that they fail to be in L2. Since we are interested in the ρ→ −∞ behavior,
we can isolate in the system (48) a leading term given by the system
h′nlk = R(T )
−2(−ilvnlk + inunlk)
u′nlk = −e
−2ρikhnlk
v′nlk = e
−2ρilhnlk,
(49)
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and treat the remaining terms as a perturbation.
Solutions of the system (49) are solutions of
h′′nlk = e
−2ρ(R(T ))−2(k2 + l2)hnlk.
These are combinations of Bessel functions of type I(0, z) and K(0, z), with
the variable z = cnlk
√
(R(T ))−2e−2ρ, for some constants cnlk > 0. None of
these functions is in L2(D).
⋄
Consider the operator Ta′′(t) of the form
1
R(T )
∂
∂t
+

 ∗d −d 0−d∗ 0 0
0 0 ∂a′′(t)

 , (50)
where ∂a′′(t) is the 3-dimensional Dirac operator, twisted with the flat con-
nection
a′′(w, s, t) = a′′(t)(w, s).
Lemma 4.4 If the path a′′(t) of connections in χ0(T
2, Y ) avoids the lattice
of bad points, then the operator Ta′′(t), acting on the L
2
1 completion of the
space of compactly supported 1-forms and spinors on the domain
S4(T ) = (ν(K)× [−1, 1])∪T 2×{s=0}×[−1,1]
T 2 × {(s, t) | s ∈ [0, Υ˜(t, T )], t ∈ [−1, 1]}
(51)
is surjective for sufficiently large T ≥ T0.
Proof. The operator
1
R(T )
∂
∂t
+ ∂a′′(t)
is surjective, for sufficiently large T ≥ T0, by the argument of Lemma 4.1.
Suppose given an element (β, h) orthogonal to the range of
1
R(T )
∂
∂t
+
(
∗d −d
−d∗ 0
)
.
In the large T >> 0 limit, the element (β, h) satisfies
d∗β = 0 and ∗ dβ − dh = 0.
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This implies that h is harmonic, in the L21 completion of the space of com-
pactly supported function, hence it is vanishing by the maximum principle.
On the other hand β satisfies (d+ d∗)β = 0, which also implies β ≡ 0 in the
L21 completion of the space of compactly supported forms on (51).
⋄
4.3 The solutions
In this section we prove that every approximate solution can be deformed to
an actual solution of the Seiberg–Witten equations. We first prove that the
linearization DT at the approximate solution is surjective. Here the operator
DT = DA,Ψ
is the linearization of the 4-dimensional Seiberg–Witten equations (2) on
Y (r(T ))×R, and (A,Ψ) is the approximate solution (43). Then, the gluing
theorem follows as a fixed point argument, , as we are going to discuss,
cf. similar arguments in [4], [5], [7], [11], [17]. Our case here is similar
to the construction of [5], since we want to prove a gluing theorem where
the underlying geometry also changes along with the gluing parameter T .
In particular, we will obtain the actual solution close to the approximate
solution by a fixed point arguments with constants depending on T .
In particular, we have seen from the convergence result of Theorem 3.10,
that the non-uniform geometric limits are obtained from solutions on Y (r)×
R after suitable rescaling of the coordinates. Thus, in order to prove the
gluing theorem, we will introduce a norm on the domain Y (r(T ))×R which
takes into account the necessary rescaling. That will allow us to compare
the operator DT with the operators D
T
i defined in the previous subsection
on the corresponding regions Si(T ),
S1(T ) = (V × [−1, 1])∪T 2×{s=0}×[−1,1]
T 2 × {(s, t) | s ∈ [0, Υ˜(t, T )], t ∈ [−1, 1]}
S2(T ) = D, the unit disk. Si(T ) = Ri(T ) for i = 3, 5, and
S4(T ) = (ν(K)× [−1, 1])∪T 2×{s=0}×[−1,1]
T 2 × {(s, t) | s ∈ [0, Υ˜(t, T )], t ∈ [−1, 1]}.
We introduce a T -dependent Banach norm, which takes into account the
effect of rescaling. We need to define rescaled L2 and L21 norms on the spaces
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Λ1 ⊕ Γ(W+) and Λ2+ ⊕ Γ(W−) on ∪iRi(T ). We introduce the notation
ǫ(T ) =
1
R(T )
.
First notice the following rescaling of the volume elements and norms.
Let us denote by
ϕ : Si(T )→Ri(T )
the diffeomorphism given by the rescaling. In particular, we analyze the two
distinct cases
ϕ : S1(T )→R1(T )
ϕ(x˜, y˜, z˜, t˜) = (x = x˜, y = y˜, z = z˜, t = R(T )t˜),
and
ϕ : S2(T )→R2(T )
ϕ(u˜, v˜, s˜, t˜) = (u = u˜, v = v˜, s = R(T )s˜, t = R(T )t˜).
We have ∫
Ri(T )
ω =
∫
Si(T )
ϕ∗(ω),
for any 4-form ω. Moreover, the Hodge ∗-operator satisfies
∗˜S1(T )e
i = ej ∧ ek ∧ et
∗˜S1(T )e
t = ei ∧ ej ∧ ek
where the orthonormal basis of 1-form in the rescaled metric on S1(T ) is
given by ei = dxi and et = R(T )dt˜. Similarly, the Hodge ∗-operator satisfies
the same relations for the orthonormal basis of 1-forms du, dv, R(T )ds˜,
R(T )dt˜ on S2(T ).
Consider first the space Λ1⊕Γ(W+). We write a 1-form as aV +fdt and
a spinor ψ on R1(T ). We denote by a˜V , f˜ , ψ˜, etc. for the composite f ◦ ϕ
with the change of coordinates. We obtain∫
R1(T )
aV ∧ ∗4aV =
∫
S1(T )
ϕ∗(aV ∧ ∗4aV ) =
∫
S1(T )
ϕ∗(aV ) ∧ ∗˜4ϕ
∗(aV ),
∫
R1(T )
f dt ∧ ∗4(f dt) =
∫
S1(T )
ϕ∗(f dt ∧ ∗4(f dt)) =
∫
S1(T )
(R(T )f˜ dt˜) ∧ ∗˜4(R(T )f˜ dt˜) =
∫
S1(T )
ϕ∗(f dt) ∧ ∗˜4ϕ
∗(f dt).
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∫
R1(T )
‖ψ‖2dt = R(T )
∫
S1(T )
‖ψ˜‖2dt˜.
Thus, over this region, the elements ξT = (av, R(T )f dt, ǫ(T )
1/2ψ) satisfy
‖ξT ‖L2(R1(T )) = ‖ϕ
∗(ξ)‖L2(S1(T )),
for ξ = (av, f dt, ψ).
Now consider the case of Λ2+ ⊕ Γ(W−), again over the region R1(T ).
We have 2-forms Ω = ωV + ηV ∧ dt and a spinors ψ satisfying∫
R1(T )
ωV ∧ ∗4ωV =
∫
S1(T )
ϕ∗(ωV ∧ ∗4ωV ) =
∫
S1(T )
ϕ∗(ωV ) ∧ ∗˜4ϕ
∗(ωV ),
∫
R1(T )
(ηV ∧ dt) ∧ ∗4(ηV ∧ dt) =
∫
S1(T )
ϕ∗((ηV ∧ dt) ∧ ∗4(ηV ∧ dt)) =
∫
S1(T )
ϕ∗(ηV ∧ dt) ∧ ∗˜4ϕ
∗(ηV ∧ dt),
∫
R1(T )
‖ψ‖2dt = R(T )
∫
S1(T )
‖ψ˜‖2dt˜.
Thus, in this case again, the elements ξT = (ωV , ηV ∧dt, ǫ(T )
1/2ψ) satisfy
‖ξT ‖L2(R1(T )) = ‖ϕ
∗(ξ)‖L2(S1(T )),
for ξ = (ωV , ηV ∧ dt, ψ).
Now consider the regions R2(T ) and S2(T ). In the case of Λ
1 ⊕Γ(W+),
we have 1-forms aT 2 + f ds+ hdt and spinors ψ = (α, β), satisfying∫
R2(T )
aT 2 ∧ ∗4aT 2 =
∫
S2(T )
ϕ∗(aT 2 ∧ ∗4aT 2) =
∫
S2(T )
ϕ∗(aT 2) ∧ ∗˜4ϕ
∗(aT 2),
∫
R2(T )
f ds ∧ ∗4(f ds) =
∫
S2(T )
ϕ∗(f ds ∧ ∗4(f ds)) =
∫
S2(T )
ϕ∗(f ds) ∧ ∗˜4ϕ
∗(f ds),
∫
R2(T )
hdt ∧ ∗4(hdt) =
∫
S2(T )
ϕ∗(hdt ∧ ∗4(hdt)) =
∫
S2(T )
ϕ∗(hdt) ∧ ∗˜4ϕ
∗(hdt),
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∫
R2(T )
‖ψ‖2ds dt = R(T )2
∫
S2(T )
‖ψ˜‖2ds˜ dt˜.
Thus, the elements ξT = (aT 2 , f ds, h dt, ǫ(T )ψ) satisfy
‖ξT ‖L2(R2(T )) = ‖ϕ
∗(ξ)‖L2(S2(T ))
for ξ = (aT 2 , f ds, h dt, ψ)
Similarly, for Λ2+⊕Γ(W−) we have 2-forms ωT 2+η∧ds+γ∧dt+hds∧dt,
and spinors ψ satisfying∫
R2(T )
ωT 2 ∧ ∗4ωT 2 =
∫
S2(T )
ϕ∗(ωT 2 ∧ ∗4ωT 2) =
∫
S2(T )
ϕ∗(ωT 2) ∧ ∗˜4ϕ
∗(ωT 2),
∫
R2(T )
η ∧ ds ∧ ∗4(η ∧ ds) =
∫
S2(T )
ϕ∗(η ∧ ds) ∧ ∗˜4ϕ
∗(η ∧ ds),
∫
R2(T )
γ ∧ dt ∧ ∗4(γ ∧ dt) =
∫
S2(T )
ϕ∗(γ ∧ dt) ∧ ∗˜4ϕ
∗(γ ∧ dt),
∫
R2(T )
hds ∧ dt ∧ ∗4(hds ∧ dt) =
∫
S2(T )
ϕ∗(hds ∧ dt) ∧ ∗˜4ϕ
∗(hds ∧ dt),
∫
R2(T )
‖ψ‖2ds dt = R(T )2
∫
S2(T )
‖ψ˜‖2ds˜ dt˜.
Thus, the elements ξT = (ωT 2 , η ∧ ds, γ ∧ dt, h, ǫ(T )ψ) satisfies
‖ξT ‖L2(R2(T )) = ‖ϕ
∗(ξ)‖L2(S2(T ))
for ξ = (ωT 2, η ∧ ds, γ ∧ dt, h, ψ).
Now consider the following T -rescaled L2-norm for an element ξ in Λ1⊕
Γ(W+) over ∪iRi(T ):
‖ξ‖20,T := ‖(ηT,1 + ηT,4)(aV , f dt, ǫ(T )
1/2ψ)‖2L2(R1(T )∪R4(T ))+
‖(ηT,3 + ηT,5)(aV , f dt, ψ)‖
2
L2(R3(T )∪R5(T ))
+
‖ηT,2(aT 2 , f ds, h dt, ǫ(T )(α, β))‖
2
L2 (R2(T ))
.
(52)
Similarly, we define the T -rescaled L2-norm for an element ξ in Λ2+⊕Γ(W−)
over ∪iRi(T ):
‖ξ‖20,T := ‖(ηT,1 + ηT,4)(ωV , ηV ∧ dt, ǫ(T )
1/2ψ)‖2L2(R1(T )∪R4(T ))+
‖(ηT,3 + ηT,5)(ωV , ηV ∧ dt, ψ)‖
2
L2(R3(T )∪R5(T ))
+
‖ηT,2(ωT 2 , η ∧ ds, γ ∧ dt, h, ǫ(T )(α, β))‖
2
L2 (R2(T ))
.
(53)
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With this choice of norms we have
‖ξ‖0,T Ri(T ) = ‖ϕ
∗(ξ)‖L2(Si(T )).
Moreover, we define a T -rescaled L21 norm on Λ
1 ⊕ Γ(W+) on ∪iRi(T )
by setting
‖ξ‖21,T := ‖(ηT,1 + ηT,4)(aV , f dt, ǫ(T )
1/2ψ)‖2L2(R1(T )∪R4(T ))+∑3
i=1 ‖(ηT,1 + ηT,4)∇i(aV , f dt, ǫ(T )
1/2ψ)‖2L2(R1(T )∪R4(T ))+
‖(ηT,1 + ηT,4)R(T )
∂
∂t(aV , f dt, ǫ(T )
1/2ψ)‖2L2(R1(T )∪R4(T ))+
‖(ηT,3 + ηT,5)(aV , f dt, ψ)‖
2
L2(R3(T )∪R5(T ))
+∑3
i=1 ‖(ηT,3 + ηT,5)(aV , f dt, ψ)‖
2
L2(R3(T )∪R5(T ))
+
‖(ηT,3 + ηT,5)R(T )
∂
∂t(aV , f dt, ψ)‖
2
L2(R3(T )∪R5(T ))
+
‖ηT,2(ωT 2 , η ∧ ds, γ ∧ dt, h, ǫ(T )(α, β))‖
2
L2 (R2(T ))
+∑3
i=1 ‖ηT,2∇i(ωT 2, η ∧ ds, γ ∧ dt, h, ǫ(T )(α, β))‖
2
L2 (R2(T ))
+
‖ηT,2R(T )
∂
∂t(ωT 2 , η ∧ ds, γ ∧ dt, h, ǫ(T )(α, β))‖
2
L2 (R2(T ))
(54)
On Λ1 ⊕ Γ(W+) on the Si(T ) we consider the L
2
1 norm defined as
‖ξ‖21,T S1(T )∪S3(T ) := ‖ξ‖
2
L2(S1(T )∪S3(T ))
+∑3
i=1 ‖∇iξ‖
2
L2(S1(T )∪S3(T ))
+ ‖ ∂
∂t˜
ξ‖2L2(S1(T )∪S3(T )),
‖ξ‖21,T S3(T )∪S5(T ) := ‖ξ‖
2
L2(S1(T )∪S3(T ))
+∑3
i=1 ‖∇iξ‖
2
L2(S1(T )∪S3(T ))
+ ‖ ∂∂tξ‖
2
L2(S1(T )∪S3(T ))
,
‖ξ‖21,T S2(T ) := ‖ξ‖
2
L2(S2(T ))
+
‖∂uξ‖
2
L2(S2(T ))
+ ‖∂vξ‖
2
L2(S2(T ))
+
‖∂t˜ξ‖
2
L2(S2(T ))
+ ‖∂s˜ξ‖
2
L2(S2(T ))
.
With this choice of norms, we have
‖ξ‖1,T Ri(T ) = ‖ϕ
∗(ξ)‖L21Si(T )
.
We can now prove the main Lemma for the gluing theorem: this can be
regarded as an analogue, in our context, of Lemma 4.4 and 4.5 of [5]. We
denote in the following by D˜Ti the operators D
T
i introduced before, rescaled
under Si(T )→Ri(T ).
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Lemma 4.5 Suppose given a sequence ξk of connections and spinors, which
we can write as
ξk = (Ak, fk,Ψk)
over the domains ∪i6=2Ri(Tk), and
ξk = (ak, fk, hk, αk, βk)
over R2(Tk), for a sequence Tk → ∞. Let ξk,i = ηTk,iξk. We assume that
the elements ξk,i are in the orthogonal complement of the Kernels of the
operators D˜Tki ,
ξk,i ∈ Ker(D˜
Tk
i )
⊥,
with respect to the L21,Tk-norms. Moreover, we assume that the operators
D˜Tki have trivial cokernels in the space L
2
0,Tk
(Ri(Tk)). Then, under this
hypothesis, the convergence
‖DTkξk‖0,Tk → 0,
where DTk is the linearization at the approximate solutions, implies
‖ξk‖1,Tk → 0.
Proof. We first observe that, in the operator norm over each Ri(Tk), we
have
‖DTk,i − D˜
Tk
i ‖ → 0
as Tk →∞. We also assume that the cutoff functions satisfy
supRi(Tk)|∇ηTk ,i(s, t)| ≤ q(Tk).
We assume that q(Tk) → 0, where a bound on the rate of decay to zero of
q(T ) as T →∞ will be specified in the proof of Lemma 4.8 below.
The argument then is similar to [17] §2.5. Suppose given a sequence ξk,
and parameters Tk →∞, satisfying
‖DTkξk‖0,Tk → 0.
Moreover, assume that, for all k, we have
‖ξk‖1,Tk = 1.
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We have an estimate
‖D˜Tki ξk,i‖0,Tk ≤ Cq(Tk)‖ξk‖1,Tk + ‖ηTk ,iD˜
Tk
i ξk‖0,Tk
≤ Cq(Tk) + ‖DTk − D˜
Tk
i ‖ ‖ξk‖1,Tk + ‖DTkξk‖0,Tk .
The terms in the right hand side decay to zero, thus we obtain that the
elements ξk,i are in the span of the low modes of D˜
Tk
i . Let us denote by Vk,i
the space of eigenvectors of (D˜Tki )
∗D˜Tki acting on completion of the space
of compactly supported 1-forms and spinors over Ri(Tk) in the L
2
1,Tk
norm,
with eigenvalues λTk → 0 as Tk → ∞. This is the space of low modes of
D˜Tki . We have obtained ξk,i ∈ Vk,i, from the previous estimate. We use the
notation V#k,i for the span of low modes of the L
2
1,Tk
adjoint.
Now we have
dimVk,i ≥ dimKer(D˜
Tk
i ).
Moreover, for Tk →∞, we have
dimVk,i − dimV
#
k,i = dimKer(D˜
Tk
i )− dimCoker(D˜
Tk
i ).
Under the assumption that Coker(D˜Tki ) = 0, we obtain the reverse estimate
dimVk,i ≤ dimKer(D˜
Tk
i ).
Thus, we can identify Vk,i ∼= Ker(D˜
Tk
i ). Thus, under these hypotheses
we would have ξk,i ∈ Ker(D˜
Tk
i ). This contradicts the initial assumption
ξk,i ∈ Ker(D˜
Tk
i )
⊥.
⋄
The assumption Coker(D˜Tki ) = 0 has been discussed in the previous sub-
section, and it follows from the results of the last Section, about perturbed
operators.
We can derive from Lemma 4.5 the following Corollary.
Corollary 4.6 There are constants T0 and c1 > 0, independent of T , such
that we have an estimate
‖ξ‖1,T ≤ c1‖DT ξ‖0,T ,
for all ξ satisfying
ηT,iξ ∈ Ker(D˜
T
i )
⊥.
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Moreover, we have a similar estimate
‖ξ‖0,T ≤ C‖D
∗
T ξ‖1,T ,
for a constant C > 0 independent of T ≥ T0, under the assumption that the
operators D˜Ti have trivial Cokernels. Here D
∗
T is the adjoint with respect to
the T -dependent norm.
Proof. By the choice of the T -dependent norms, c1 is independent of T .
The rest of the statement follows from Lemma 4.5. The second estimate
follows by a similar argument.
⋄
Now we can state the second main result of this part of the work, namely
the gluing theorem.
Theorem 4.7 Given any approximate solution Ξ0 = (A,Ψ), constructed
as in (43), for all sufficiently large T ≥ T0, there exists a solution Ξ of
the equations (2) on Y (r(T ))×R, satisfying ‖Ξ − Ξ0‖1,T ≤ cǫ(T )
1/2, for a
constant c > 0 independent of T ≥ T0.
Proof. We divide the proof in several steps. On the domain Y (r(T ))×R,
consider the map
σT (A,Ψ) =
{
F+A − τ(Ψ,Ψ)
DAΨ
Lemma 4.8 Let Ξ0 be the approximate solution as in (43). The estimate
‖σT (Ξ0)‖0,T ≤ c0ǫ(T )
1/2
is satisfied, with c0 > 0 independent of T ≥ T0.
Proof. Consider first the region R2(T ) ∪R3(T ) ∪R5(T ). Over this region
we have σT (Ξ0)(w, s, t) = 0 except on the overlap between the supports of
the functions ηT,i used in (43). On Ri(T )∩ supp(ηT,j) in this region, we can
estimate
‖σT (Ξ0)‖0,T (Ri(T )∩supp(ηT,j)) ≤ sup
Rj(T )
|∇ηT,j| ‖(A,Ψ)‖0,T (Ri(T )).
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Recall that we have assumed supRj(T ) |∇ηT,j| = q(T ). It is sufficient to
choose the cutoff functions as in Lemma 4.5, with the hypothesis that q(T ) ∼
ǫ(T )1/2, and we get the desired estimate. Then consider the case of the region
R1(T ). Here the condition σT (Ξ0)(w, s, t) = 0 is not satisfied, but we can
estimate the error term by
‖σT (Ξ0)‖
2
0,T (R1(T ))
≤
∫
I(T )
(‖
∂
∂t
A(t)‖2L2(V ) + ǫ(T )‖
∂
∂t
ψ(t)‖2L2(V ))dt
≤ ǫ(T )
∫ 1
−1
‖
∂
∂t˜
(A(t˜), ψ(t˜))‖2L2(V )dt˜ ≤ c
2ǫ(T ).
The remaining case of the region R4(T ) is analogous, with a similar resulting
estimate with the constant
c ≥
(∫ 1
−1
‖∂t˜a
′′(t˜)‖2L2(T 2)dt˜
)1/2
,
where a′′(t˜) is the path in Mν(K) obtained in the geometric limits.
⋄
Now define elements as follows
Ξ1 = Ξ0 + ξ0 ξ0 = D
∗
T η0 DTD
∗
T η0 = −σT (Ξ0).
The elements are well defined because of the following.
Lemma 4.9 The equation DTD
∗
T η0 = −σT (Ξ0) admits a unique solution
η0 with ‖η‖0,T ≤ C. Moreover, we have
‖ξ0‖1,T ≤ c1‖σT (Ξ0)‖0,T ≤ c0c1ǫ(T )
1/2.
with c1 > 0 independent of T ≥ T0.
Proof. The operator DTD
∗
T is invertible, under the assumptions of Lemma
4.5. The estimate then follows from the previous Lemma 4.5, Corollary 4.6
and Lemma 4.8.
⋄
The linearization of the map σT at Ξ0 = (A,Ψ) is given by
dσT,Ξ0(η,Φ) =
{
d+η − 12Im(Ψ,Φ)
DAΦ+ η.Ψ.
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By construction we have
dσT,Ξ0(ξ) = DT (ξ).
Consider the non-linear part of the map σT , that is the expression
NσT (ξ) = σT (Ξ0 + ξ)− σT (Ξ0)− dσT,Ξ0(ξ).
We have
σT (Ξ1) = σT (Ξ0 + ξ0)− σT (Ξ0)− dσT,Ξ0(ξ0) = NσT (ξ0).
Lemma 4.10 We have an estimate
‖σT (Ξ1)‖0,T ≤ c2‖ξ0‖
2
0,T ≤ c0c1c2ǫ(T )
1/2‖ξ0‖0,T ,
Proof. The non-linear part is given by
NσT (Ω,Φ) =
{
τ(Φ,Φ)
Ω.Φ,
for (Ω,Φ) in Λ1 ⊕ Γ(W+). Thus, in the L2-norms we have
‖NσT (ξ0)‖L2 ≤ c2‖ξ0‖
2
L2 .
This is sufficient to obtain the desired estimate on the regionsR3(T )∪R5(T ).
If we write Ω = ω + fdt, we can write the above estimate more precisely as
‖ω.Φ‖L2 + ‖fdt.Φ‖L2 ≤ c(‖ω‖L2‖Φ‖L2 + ‖f‖L2‖Φ‖L2),
and similarly, for the term τ(Φ,Φ), we have ‖τ(Φ,Φ)‖L2 ≤ c‖Φ‖
2
L2 . We have
‖τ(Φ,Φ)‖0,T = ‖ϕ
∗(τ(Φ,Φ))‖L2(Si(T )),
and
‖Ω.Φ‖0,T = ‖ϕ
∗(Ω.Φ)‖L2(Si(T )),
by our choice of weights on Λ2+ ⊕ Γ(W−). Moreover, we have
ϕ∗(τ(Φ,Φ)) = τ˜(Φ˜, Φ˜) and ϕ∗(Ω.Φ) = ϕ∗(Ω)˜.Φ˜.
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Thus, we obtain
‖τ(Φ,Φ)‖0,T ≤ c2‖Φ˜‖
2
L2(Si(T ))
≤ c2‖Φ‖
2
0,T (Ri(T ))
,
where the last inequality comes form the rescaling of the norm on Λ1 ⊕
Γ(W+). Similarly, we have
‖Ω.Φ‖0,T ≤ c2‖ϕ
∗(Ω)‖L2(Si(T )) · ‖Φ˜‖L2(Si(T ))
≤ c2‖Ω‖0,T (Ri(T )) · ‖Φ‖0,T (Ri(T )).
Thus, we have obtained an estimate
‖σT (Ξ1)‖0,T ≤ c2‖ξ0‖
2
0,T .
We also have an estimate
‖ξ0‖1,T ≤ c0c1ǫ(T )
1/2,
from the previous Lemmas, which gives
‖σT (Ξ1)‖0,T ≤ c0c1c2ǫ(T )
1/2‖ξ0‖0,T .
This proves the claim.
⋄
We then proceed inductively, as in [5]. We set
Ξν+1 = Ξν + ξν ξν = D
∗
T ην DTD
∗
T ην = −σT (Ξν).
Lemma 4.11 The following estimates hold:
‖ξν‖1,T ≤ C(ν)ǫ(T )
1/2
‖σT (Ξν+1)‖0,T ≤ Cˆ(ν)‖ξν‖0,T .
Moreover, we can always assume that an estimate
‖σT (Ξ1)‖0,T ≤ c0c1c2‖ξ0‖0,T ,
with c = c0c
2
1c2 < 1, is satisfied. This implies that the iteration process
converges to a solution Ξ of the SW equations on Y (r(T )) ×R, satisfying
‖Ξ − Ξ0‖1,T ≤ Cǫ(T )
1/2.
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Proof. First of all notice that we can always include a factor ǫ(T0)
1/2 in
the constant c0c1c2 in the estimate of Lemma 4.10, for sufficiently large
T0, so that the condition c0c
2
1c2 < 1 is satisfied. Then define recursively
C(0) = c0c1 and Cˆ(0) = c0c1c2 and C(ν + 1) = c0c
2
1c2C(ν) and Cˆ(ν + 1) =
c0c
2
1c2Cˆ(ν). The result then follows inductively using the estimates
‖ξν‖1,T ≤ c1‖σT (Ξν)‖0,T ,
as in Lemma 4.5 and
‖σT (Ξν+1)‖0,T ≤ c2‖ξν‖
2
1,T ,
as in Lemma 4.10. The estimate for the solution Ξ is obtained from
‖Ξν − Ξ0‖1,T ≤
ν−1∑
j=0
‖ξj‖1,T .
⋄
This completes the proof of the gluing Theorem 4.7.
⋄
5 Perturbation
The gluing theorem stated in the previous section relies on the assumption
that the linearization LA(t),ψ(t) is surjective, for all the elements [A(t), ψ(t)]
in MV , as in Lemma 4.1. We know that, in general, these conditions are
satisfied only after introducing a suitable perturbation.
In [4] we defined a class of perturbations P of the Chern–Simons–Dirac
functional, such that, for a generic element P = (U, V ) ∈ P, the operators
LA,ψ and DA,Ψ are both surjective. These operators, in the perturbed case,
are the linearizations of the corresponding perturbed critical point equation

∗FA = σ(ψ,ψ) +
N∑
j=1
∂U
∂τj
µj
∂A(ψ) +
K∑
j=1
∂V
∂ζj
νj.ψ = 0.
and of the perturbed flow line equation

∂A
∂t
= − ∗ FA + σ(ψ,ψ) +
∑N
j=1
∂U
∂τj
µj
∂ψ
∂t
= −∂Aψ −
∑K
j=1
∂V
∂ζj
νj .ψ,
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respectively.
For simplicity, we use the notation
PU =
N∑
j=1
∂U
∂τj
µj ,
PV =
K∑
j=1
∂V
∂ζj
νj .
Thus, we have {
∗FA = σ(ψ,ψ) + PU
∂A(ψ) + PV .ψ
(55)
and 

∂A
∂t = − ∗ FA + σ(ψ,ψ) + PU
∂ψ
∂t = −∂Aψ − PV .ψ.
(56)
On the manifold Y (r) with a long cylinder, and on the non-compact
manifold V with an infinite cylinder, we refine the definition of the class of
perturbations, as in [4], by including the requirement that the perturbation
is exponentially small in the region T 2 × [−r, r] ∪ ν(K), and on the end
T 2 × [0,∞). We denote the corresponding class with Pδ, where δ is the
rate of decay, depending on the smallest absolute value of the non-trivial
eigenvalues of the asymptotic operator Qa∞ on T
2, cf. [4].
We need to check that the main results in the previous sections can be
extended to the case where the perturbation P ∈ Pδ is introduced.
5.1 Estimates in the perturbed case
In order to extend the results of Section 2 to the case of the equations (56),
we need the analogue of the uniform estimate on the energy, and then of
Lemma 2.3 and Lemma 2.5. The results of Section 2 then extend to this
case without significant changes.
Lemma 5.1 Let (Ar,Ψr) be a finite energy solution of (56) on Y (r) ×R.
Then, for r ≥ r0, and for any interval [t0, t1] of length ℓ = t1 − t0, the
estimates of Lemma 2.3 and Lemma 2.5 hold, with
s0 = max
Y (r0)
{−s(x) + C(P ), 0},
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where C(P ) is a positive constant depending only on the perturbation P ∈
Pδ.
Proof. Recall that the class of perturbations Pδ is defined [4] by considering
complete L2 bases {νi(r)}
∞
i=1 and {µj(r)}
∞
j=1, satisfying
sup
T 2×[−r,r]
|νi(r)| ≤ sup
T 2×[−r0,r0]
|νi(r0)|
sup
T 2×[−r,r]
|µj(r)| ≤ sup
T 2×[−r0,r0]
|µj(r0)|,
and rescaling them with a function
fr(s) = e
−δ(s+r),
for −r + ǫ ≤ s ≤ r − ǫ, on the cylinder T 2 × [−r, r], with the weight δ
satisfying
δ ≥
1
2
min{λa∞ |a∞ ∈ χ(T
2)\Uϑ}.
The elements {frνi(r)}
∞
i=1 and {frµj(r)}
∞
j=1 still give complete bases, which
we use to define the perturbation Pr in the class Pδ on Y (r).
Thus, the pointwise estimate obtained from the Weitzenbo¨ck formula
gives
0 ≥ s2 |ψ|
2 − 〈∗FA.ψ, ψ〉 + 〈
∂U
∂ζi
frνi(r).ψ,
∂U
∂ζj
frνi(r).ψ〉
−〈∂U∂ζi d(frνi(r)).ψ, ψ〉 ≥
s
2 |ψ|
2 + 12 |ψ|
4 − C(Pr)|ψ|
2.
(57)
The constant satisfies C(Pr) ≤ C(P0).
We can prove a uniform bound on the energy. In fact, the energy is now
defined as the variation of the perturbed Chern–Simons–Dirac functional
CSDP (A,ψ) = CSD(A,ψ) + U(τ1(A,ψ), · · · , τN (A,ψ))
+V (ζ1(A,ψ), · · · , ζK(A,ψ)),
as in [4].
If (Ar,Ψr) is a family of finite energy solutions on Y (r)×R, with asymp-
totic values (Ar(±∞), ψr(±∞)) as t → ±∞ satisfying the perturbed equa-
tions (55), the energy
Er = CSDP (Ar(−∞), ψr(−∞))− CSDP (Ar(+∞), ψr(+∞))
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is given by
1
2
∫
Y (r)
FAr ∧ FAr +
∫
Y (r)
〈ψr(−∞), fr
∑ ∂Vr
∂ζj
νj(r).ψr(−∞)〉
−
∫
Y (r)
〈ψr(+∞), fr
∑ ∂Vr
∂ζj
νj(r).ψr(+∞)〉
+U(τ1(Ar(−∞), ψr(−∞)), · · · , τN (Ar(−∞), ψr(−∞)))
−U(τ1(Ar(+∞), ψr(+∞)), · · · , τN (Ar(+∞), ψr(+∞)))
+V (ζ1(Ar(−∞), ψr(−∞)), · · · , ζK(Ar(−∞), ψr(−∞)))
−V (ζ1(Ar(+∞), ψr(+∞)), · · · , ζK(Ar(+∞), ψr(+∞))).
We know the first term is uniformly bounded, from the analysis of the un-
perturbed case. Using the notation
PV (r) = fr
∑ ∂Vr
∂ζj
νj(r),
the second and third term can be estimated by writing
|
∫
Y (r)〈ψr, PV (r).ψr〉dv| ≤
∫
Y (r0)
|〈ψ,PV (r).ψ〉|dv
+
∫
T 2×([−r,−r0]∪[r0,r])
|〈ψr, PV (r).ψr〉|dv.
(58)
The first term in the right hand side is bounded by
‖σ(ψr, ψr)‖L2(Y(r0)) · ‖PV (r)‖L2(Y (r0)) ≤ C C(P0)
2‖PV (r0)‖L2(Y (r0)),
where the terms on the right are obtained using the uniform pointwise esti-
mate (57). The second term in the right hand side of (58) can be estimated
similarly by
C(r − r0)
2 C(P0)
2e−δ(r−r0) sup |νi(r0)|,
where the factor (r− r0)
2 comes from factoring out the volume of the cylin-
der in the estimate of both σ(ψr, ψr) and PV (r). Again we have used the
pointwise estimate (57).
The remaining terms in the variation of CSDP can be bounded as fol-
lows. We have
|U(τj(Ar(−∞), ψr(−∞)))− U(τj(Ar(+∞), ψr(+∞)))|
≤ |τj(Ar(−∞), ψr(−∞))− τj(Ar(+∞), ψr(+∞))|·
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‖
∂U(r)
∂τj
µj(r)‖L2(Yr).
The last term is bounded uniformly, by our assumptions on the perturbation.
We have
τj(Ar(−∞), ψr(−∞))− τj(Ar(+∞), ψr(+∞))
=
∫
Y (r)
fr(Ar(−∞)−Ar(+∞)) ∧ ∗µj(r).
As in Lemma 4.6 of [4], up to changing the connections within the same
gauge class, we have an estimate
‖Ar(−∞)−Ar(+∞)‖L2(Y (r)) ≤ C(P0) Cr,
where the right hand side grows linearly in r like the volume V ol(Y (r)).
This estimate follows from the uniform pointwise bound on the spinor, and
the corresponding bound on the curvature. Thus, for all ǫ > 0 we can choose
r ≥ r0 large enough so that we have a bound
|
∫
Y (r)
fr(Ar(−∞)−Ar(+∞)) ∧ ∗µj(r)|
≤ CC(P0)V ol(Y (r0)) + ǫ.
The estimate of the remaining term in the variation of CSDP is analogous.
Combining these estimates, we get a uniform bound on the energy for large
enough r ≥ r0, hence the estimates on the finite energy solutions (Ar,Ψr)
follow as in the Lemmata 2.3 and 2.5.
⋄
5.2 Asymptotics
In order to adapt the results of Section 3 we need to study the asymptotics
of finite energy solutions of the equations (56) on the manifold V ×R, with
the non-compact end T 2 × [0,∞) ×R.
As in Section 3.2, we consider the ODE associated to the perturbed
system (56) on V ×R. We write (56) as
∂ta− dh+ ∗(∂sa− df) = ∗i(α¯β + αβ¯) +
N∑
j=1
∂U
∂τj
∗ qj
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∂tf − ∂sh+ ∗Fa =
i
2
(|α|2 − |β|2) +
N∑
j=1
∂U
∂τj
pj
∂tα+ hα+ i∂sα+ ifα+ ∂¯
∗
aβ − i
N∑
j=1
∂V
∂ζj
((−ν1j + iν
2
j )β + iν
0
jα) = 0
∂tβ + hβ − i∂sβ − ifβ + ∂¯aα+ i
N∑
j=1
∂V
∂ζj
((ν1j + iν
2
j )α− iν
0
j β) = 0,
where we use the notation introduced in [4],
∗3PU =
N∑
j=1
∂U
∂τj
(pj + qj ∧ ds)
and
PV =
K∑
i=1
∂V
∂ζi
(ν1i dx+ ν
2
i dy + ν
0
i ds),
with ∗µj = pj + qj ∧ ds, and νi = ν
1
i dx + ν
2
i dy + ν
0
i ds. In radial gauge we
obtain
∂ρf = e
2ρ ∗ (Fa +
i
2 (|α|
2 − |β|2)ω + P0)
∂ρa = ∗(∂θa− df + i(α¯β + αβ¯) + P1)
∂ρα = i(∂θα+ fα+ e
ρ+iθ(∂¯∗aβ + P11α+ P12β))
∂ρβ = −i(∂θβ + fβ + e
ρ−iθ(∂¯aα+ P21α+ P22β),
(59)
where we use the notation
P0(s) =
∑N
j=1
∂U
∂τj
pj(s)
P 0,11 (s) =
∑N
j=1
∂U
∂τj
q0,1j (s)
P (s) =
(
P11 P12
P21 P22
)
=
∑N
j=1
∂V
∂ζj
(
iν0j −ν
1
j + iν
2
j
ν1j + iν
2
j −iν
0
j
) (60)
as in [4]
The perturbation terms P0(s), P1(s) and P (s) depend on (a, f, α, β)
through the variables
τj =
∫
(A−A0) ∧ ∗µj
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and
ζj =
∫
〈νj .ψ, ψ〉dv
(cf. [4]). By the condition that the perturbation is chosen in the class Pδ
we obtain the estimates
‖P0(ρ)‖L2(T 2×{θ}) ≤ C(U, V )‖(a, f, h)‖L2(T 2×{θ})
·
∫∞
−∞ exp(−δe
ρ cos θ)dρ
‖P1(ρ)‖L2(T 2×{θ}) ≤ C(U, V )‖(a, f, h)‖L2(T 2×{θ})
·
∫∞
−∞ exp(−δe
ρ cos θ)dρ
‖P (ρ) · (α, β)‖L2(T 2×{θ}) ≤ C(U, V )‖(α, β)‖L2(T 2×{θ})
·
∫∞
−∞ exp(−δe
ρ cos θ)dρ
(61)
after the change of coordinates s+ it = eρ+iθ.
In order to study the asymptotics of the system (59) we proceed as in
Section 3. We consider the linear system given by the uncoupled systems
(10) and (26) for the linear ASD and Dirac equations. We add the pertur-
bation terms coming from the terms (60) in polar coordinates (ρ, θ). We
first study the asymptotic of this perturbed system and show that the finite
energy solutions are still exponentially decaying in the radial direction, as
the solutions of the original systems (10) and (26). We then proceed as
in the remaining of Section 3, to prove that the full system (59) has finite
energy solutions that are exponentially decaying in the radial direction.
The system given by (10) and (26) together with the perturbation terms
(60) is also uncoupled in the curvature and Dirac part. We discuss the
behavior of the Dirac part: the curvature part is completely analogous.
Following [9], §X, Section 8, we consider all the systems of ODE’s of the
form (26), for all (n, l, k), with the additional terms coming from the Fourier
transform of the term P (ρ) · (α, β). These may no longer be uncoupled as
the original (26). We can write this perturbed system in the form
X ′ =M−X + P−(X,Y )
Y ′ =M+Y + P+(X,Y ),
(62)
where the variables X correspond to the eigenvectors of the systems (26)
with eigenvalues λ = ±λnlki , as in (27) with Re(λ) < 0, and Y corresponds
to the eigenvectors with Re(λ) > 0.
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Let λ0 be the smallest absolute value of the eigenvalues with Re(λ) < 0.
Consider a fixed µ with −λ0 < µ < 0. According to Theorem 8.1 and 8.3 of
[9], §X, the finite energy solutions of (62) will be of the form
X(ρ) = eM
−(ρ−ρ0)X0 +
∫ ρ
ρ0
eM
−(ρ−τ)P−(X(τ), Y0)dτ
(cf. (8.15) of [9], §X).
Thus, the asymptotic decay of solutions is governed by the decay of
solutions (28) of (26). The asymptotics of the original system (59) are then
obtained by successive approximation as in Section 3.
With these results in place, the remaining of Section 3 and Section 4
extend with minor changes. The hypotheses of Lemma 4.1 are now satis-
fied for a generic choice of the perturbation P ∈ Pδ. Similarly, we have
guaranteed that the linearization DA′,Ψ′ is surjective.
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