Abstract. The investigation of convergence of cascade sequence plays an important role in wavelet analysis on the Euclidean space and also in wavelet analysis on the Heisenberg group. This paper characterizes the L p (H d ) (1 ≤ p ≤ ∞)-convergence of cascade sequence on the Heisenberg group in terms of the p-norm joint spectral radius of a collection of matrices associated with the refinement sequence and gives a sufficient condition.
Introduction
In the theory of wavelets, if one goes beyond the Euclidean space R d , the first and perhaps the most important case is the Heisenberg group H d . The theory of admissible (continuous) wavelets on the Heisenberg group was established in [6] . [10] gave a result on the existence of the orthogonal (discrete) wavelets on the Heisenberg group and showed that at most countably many solvable Lie groups are suitable for building multiresolution analysis. In [7] Peng constructed two kinds of orthogonal wavelets on the Heisenberg group. To our best knowledge, whether the Cohen's condition holds on the Heisenberg group has not been proved. Thus, the convergence of cascade sequence may be the only method to check the existence of refinable functions and to check the orthogonality of shifts of refinable functions on the Heisenberg group. Therefore, the investigation of the convergence of cascade sequence is important in wavelet analysis on the Heisenberg group. In this paper we shall investigate the convergence of cascade sequence in L p (H d ) (1 ≤ p ≤ ∞) on the Heisenberg group. We partly extend the results of convergence of cascade sequence on the Euclidean space in [2] The discrete subgroup Γ acts on
where
It is obvious that the operators U γ and α are not commutative, but we have
The homogeneous norm on the Heisenberg group is defined as follows:
The theory of multiresolution analysis on the Heisenberg group has been established in [10] . See [7] and [10] for the definition of multiresolution analysis on the Heisenberg group.
For a given multiresolution analysis on the Heisenberg group, there exists 2
. This fact can be proved by the general approach in [1] .
In order to investigate the convergence of cascade sequence, we shall consider the refinement equation
The nonzero solution of this equation is referred to as (α, h) refinable function and h = (h(γ)) γ∈Γ is called a refinement sequence. In this paper, we assume that the refinable function φ is compactly supported and satisfies H d φ(q)dq = 1. Also, we assume that the refinement sequence h is finitely supported and satisfies the normalized condition
where Q is the homogeneous dimension of H d . Starting with a compactly supported function φ 0 , we define
The sequence (7) is called the cascade sequence associated with the refinement sequence h. We shall say that the cascade sequence converges (strongly) in [5] . Based on these papers, we shall give a characterization of the strong convergence of cascade sequence on the Heisenberg group.
We denote by N, Z, R the set of the positive integer, the integer, and the real, respectively throughout this paper.
Convergence of cascade sequence on the Heisenberg group
In order to solve the refinement equation (6), we start with a compactly sup-
with the refinement sequence h finitely supported on Γ. (8) . Then
Lemma 1. Let h be a finitely supported refinement sequence on Γ, and let T h be the bounded operator defined by
where the sequences h n are given by
Proof. This can be proved by induction on n. Indeed, (9) is valid for n = 1. Suppose n > 1 and (9) is true for n − 1. Then by the induction hypothesis we have
To describe our main result, we introduce the linear operator A ε (ε ∈ Γ 0 ) on l 0 (Γ) as follows:
where l 0 (Γ) is the space consisting of all finitely supported sequences on Γ. Let Λ be a finite collection of linear operators on a finite dimensional vector space V . For a linear operator A on V , we define A = max
For a positive integer n we denote by Λ n the Cartesian power of Λ.
When n = 0, we interpret Λ 0 as the set {I}, where I is the identity mapping on V . Let
Then the uniform spectral radius of Λ is defined by
The uniform joint spectral radius was introduced by Rota and Strang in [8] .
The p-norm joint spectral radius of a finite collection of linear operators was introduced by Jia in [3] . We define, for 1 ≤ p < ∞,
For 1 ≤ p ≤ ∞, the p-norm joint spectral radius of Λ is defined to be
It can be easily verified that this limit exists, and
Clearly, ρ p (Λ) is independent of the choice of the vector norm on ν. If Λ consists of a single linear operator A, then ρ p (Λ) = ρ(A), where ρ(A) denotes the spectral radius of A, which is independent of p. If Λ consists of more than one element, then ρ p (Λ) depends on p in general. By some basic properties of l p , we have that,
where #Λ denotes the number of elements in Λ. Furthermore, it is easily seen from the definition of the joint spectral radius that
Proof. This can be proved by induction on n. For n = 1, we have
Hence (14) is true for n = 1. Suppose n > 1 and (14) is valid for n − 1. By (10) we have
By the induction hypothesis we obtain
This completes the induction procedure.
A subspace W of V is said to be Λ-invariant if it is invariant under every operator A in Λ. Let X be a subset of V . The intersection of all Λ-invariant subspaces of V containing X is invariant, and we call it the minimal Λ-invariant subspace generated by X. This subspace is spanned by the set
If V is finite dimensional, then there exists a positive integer k such that the set
spans the minimal Λ-invariant subspace generated by X.
We define, for 1 ≤ p < ∞,
and, for p = ∞, Let v ∈ l 0 (Γ). For γ ∈ Γ, we denote by ∇ γ the right difference operators on l(Γ)
In the following lemma, the underlying vector norm on l 0 (Γ) is chosen to be the norm on l p (Γ).
Lemma 3. Let
where h n is defined by (10) and h n * v is given by
Proof.
Hence (15) is true for
This verifies (15) for 1 ≤ p < ∞. Suppose that Λ = {A ε , ε ∈ Γ 0 }. We claim that, for each v ∈ l 0 (Γ), the minimal Λ-invariant subspace generated by v is finite dimensional. In order to establish this result, we shall introduce the concept of admissible sets. For a finite subset K of Γ, recall that l(K) is the linear subspace of l 0 (Γ) consisting of all sequences supported on K. A finite subset K of Γ is said to be admissible for A if l(K) is invariant under A (see [2] ). The following lemma shows that there exists a finite subset K of Γ such that K contains the support of v and is admissible for all A ε (ε ∈ Γ 0 ).
Lemma 4.
Suppose h is a sequence on Γ with the support Ω = {γ ∈ Γ : h(γ) = 0} being finite. Let A ε be the linear operator on l 0 (Γ) given by (11). Then a finite subset K of Γ is admissible for A = A 0 if and only if
Consequently, for any finite subset G of Γ, there exists a finite subset K of Γ such that G ⊆ K and K is admissible for all
Since K is admissible for A, we have Aδ β ∈ l(K) and γ ∈ K. This shows that (16) is true.
Conversely, suppose (16) 
and γ ∈ K. This shows that A maps l(K) to l(K). In other words, K is admissible for A.
From the above proof we see that a subset K of Γ is admissible for A ε if and only if
Now suppose G is a finite subset of Γ. Let
and
In other words, γ ∈ K if and only if γ ∈ Γ and γ = γ 1 γ 2 , where 
We omit the proof of Lemma 5 because it is similar to that of Lemma 2.4 in [2] .
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where V (v) is the minimal Λ-invariant subspace generated by v. Moreover, if W is the minimal Λ-invariant subspace generated by a finite set Y , then
Proof. By Lemma 4, V (v) is finite dimensional, and so the relevant joint spectral radius in (20) is well defined. By Lemma 3 we have
Applying Lemma 5 to the present situation, we obtain (19).
To prove the second part of the theorem, we note that W is a finite sum of the linear subspace
This, together with (19), verifies (20).
The next theorem gives a sufficient condition about the convergence of the cascade sequence on the Heisenberg group.
Theorem 2. Let h be a finitely supported refinement sequence and γ∈Γ h(γ)
where e 1 , · · · , e 2d+1 are the unit coordinate vectors in R 2d+1 , then the cascade sequence associated with the refinement sequence h converges in the
Proof. To simplify the statement we give the proof of the theorem in case of d = 1. Of course, it holds when d = 1. Let A ε (ε ∈ Γ 0 ) be the linear operators on l 0 (Γ) given by (11) and W the minimal invariant subspace of A ε (ε ∈ Γ 0 ) generated by ∇ j δ (j = 1, 2, 3). Then W is finite dimensional, and by Theorem 1 we have
where T h is the operator given by (8) and we can choose φ 0 to be the characteristic function of the tile in H 1 (see [9] ) (in the case p = ∞, we assume that φ is continuous). Clearly, φ 0 satisfies γ∈Γ U γ φ 0 = 1. Moreover, let b n be the sequence given by b n (γ) = max 1≤j≤3 |∇ j h n (γ)|, γ ∈ Γ. We claim that there exists a positive constant C independent of n such that 
On the other hand,
Thus, it suffices to prove (22). For a sequence λ ∈ l 0 (Γ) and a subset G of H 1 , we denote the supremum of λ on the set
Since β U β φ 0 = 1 and η U η φ = 1, it follows that
In the above sum we only have to consider those terms for which α n U η φ(q) = 0 and α n+1 U β φ 0 (q) = 0. Let q ∈ χ n (γ), where γ ∈ Γ is fixed for the time being. Suppose α n U η φ(q) = 0. Then we have γ
We use the fact that ξ∈Γ U α(ξ) h(β) = 1, for all β ∈ Γ. This will be proved later. Therefore, we have
We observe that U α(ξ) h(β) = 0 implies α(ξ) −1 β ∈ supp(h). This, together with (25), gives In light of (24) and (27), there exists a positive constant M such that both η and ξ belong to γ [−M, M ] 3 , provided that α n U η φ(q) = 0, α n+1 U β φ 0 (q) = 0 and U α(ξ) h(β) = 0.
However, h n (ξ) − h n (η) can be written as a sum of finite terms of the form Remark. In Theorem 2 we only give a sufficient condition to characterize the convergence of cascade sequence on the Heisenberg group, which is different from that of the Euclidean space (see [2] ).
