Computer algebra can be used to prove identities in the algebra of operators on polynomials which is generated by multiplication by coordinate functions, and the group translations and Dunkl operators associated with a re ection group. This technique is illustrated by a conceptual proof of a complete orthogonal decomposition of the harmonic polynomials associated with the abelian re ection groups.
Polynomial algebra can generally be done very e ciently by modern computer algebra systems. Computing with rational functions however slows down the process, especially if there are many variables and several di erent denominators. Much interesting analysis on root systems depends on dividing by linear functions whose zerosets are the mirrors of the corresponding re ection group. In this paper we present a computational scheme which can be used to discover and prove operator identities. The method is illustrated by exhibiting a set of commuting self-adjoint operators for the spherical harmonic polynomials associated to a Z N 2 -type weight function. The eigenfunctions are expressed as products of Jacobi polynomials.
We rst de ne the di erential-di erence operators (called \Dunkl operators" in the literature). Here is the background: for a nonzero vector v 2 R N the associated re ection v is de ned by x v := x ? 2(hx; vi=jvj 2 )v for x 2 R N , an orthogonal transformation; where hx; yi := P N i=1 x i y i is the inner product and jvj 2 = hv; vi . A root system is a nite set R of nonzero vectors which is closed under each v , v 2 R; here it is further assumed that the root system is reduced, that is, if v; v 0 2 R and v 0 = cv for some c 2 R then c = 1. A set R + of positive roots is de ned as follows:
x u 2 R N such that hu; vi 6 = 0 for each v 2 R, then R + := fv 2 R : hu; vi > 0g.
The nite re ection (or Coxeter) group associated with the root system is a nite subgroup of the orthogonal group and is denoted by W = W(R), the group generated by f v : v 2 R + g. For where f(x) is a polynomial or an entire function. When f is a homogeneous polynomial then T i f is also homogeneous of degree one less. The author constructed these operators and showed that they commute pairwise in 2]. The commutative algebra generated by these operators has been used in the study of certain exactly solvable models of quantum mechanics, namely the CalogeroSutherland-Moser models, which deal with systems of identical particles in a onedimensional space (for example, see Hikami 5] , Kakei 6 ], Lapointe and Vinet 11]).
Here we are concerned with the algebra A of operators on polynomials generated by fT i : i = 1; : : :; Ng; fx i ; i = 1; : : : ; Ng (multiplication); f v : v 2 R + g. This is an analogue of the Weyl algebra which is generated by f @ @x i ; x i : i = 1; : : : ; Ng: We desire to use a computer algebra system to experiment in an attempt to discover commuting operators, or identities in this algebra. The straightforward approach would be to apply A 1 ; A 2 2 A to a general (unde ned) function f(x) and check whether A 1 f(x) = A 2 f(x). As stated before, this usually results in a linear combination of various partial derivatives of ff(xw) : w 2 Wg with rational function coe cients. This can lead to very large expansions. Typically we might investigate commutation relationships among second-order operators, which could involve fourth-order terms. We proceed to describe our method for checking identities in the algebra A; it depends on an analogue of the exponential function. We need a product rule. Proposition 2. For appropriate functions f; g on R N and i = 1; : : : ; N,
This statement is proven by direct veri cation. The idea is to mimic the behavior of the function x 7 ! exp(hx; yi) with di erentiation replaced by the operators fT i g. This is possible with the function K(x; y) constructed in Dunkl 3] . Let P n denote the space of homogeneous polynomials on R N of degree n; there exists a unique linear operator V : P n ! P n for each n 2 Z + such that T i V = V @ @x i for i = 1; : : : ; N and V 1 = 1. This is called the intertwining operator. The kernel K(x; y) is de ned by K n (x; y) := V x (hx; yi n =n!) and K(x; y) := P 1 n=0 K n (x; y), where V x acts on the variable x, for x; y 2 R N . The kernel has the following properties (for k v 0; n 2 Z + , x; y 2 R N , w 2 W) ( Prop. 3.2 and Cor. 3.3 in 3]) 1. jK n (x; y)j (jxjjyj) n =n! , 2. K(x; y) = K(y; x); 3. K(xw; yw) = K(x; y); 4. T x;i K(x; y) = y i K(x; y) (acting on the variable x), 5 . K n (x; T y )p(y) = p(x) for each p 2 P n .
The reproducing property in the last item means that in K n (x; y) each y i is replaced by T y;i , acting on the variable y: This is the basis for the following which is fundamental for this paper. 
Of course the computations must be done for speci c values of N. The procedures de ned here can be used to show the known (Lemma 2.5 in Dunkl 4]) commutation relation T 1 x 1 ; T 2 x 2 ? k(12)] = 0 for the symmetric group on R 4 (or some other speci c dimension). These procedures are intended to be applied to sums of products of monomials in x; y; k v times a term of the form K(hxw; yi) for some w 2 W. The rst procedure separates out the monomial, and the second one implements T i (f) for the symmetric group on R n . The letter a denotes Weyl groups of type A.
getpol:=proc(g) local g1,p1,p2,i; p1 := 1; p2 := 1; if type(g,`*`) then for i to nops(g) do g1 := op(i,g); if type(g1, polynom) then p1 := p1 *g1 else p2 := p2 *g1 od; else p2 := g ; p1,p2 ] end; ta := proc(f,i,n) local fx, i1, j1, tm, tm1, tm2, sm, sm1; global k,x,getpol; At this writing these are not known for root systems of rank 3; the main goal of this paper is to provide tools for further research. The situation for W = (Z 2 ) N , the direct product, has been thoroughly studied and we will exhibit the complete orthogonal decomposition. First we show how the classical Jacobi polynomials arise in the problem of constructing harmonic polynomials for decomposable re ection groups (this means that W = W 1 W 2 , each factor is a re ection group and the two factors act on perpendicular subspaces). There is a product rule for k for the general case. Proof. By Lemma 7 this set has the correct number of elements of each degree.
The fact that any two of these polynomials, say p( ; x) and p( ; x), are orthogonal follows either from i ; i having opposite parity for some i, or from converting the integral over the sphere to one over the simplex. This basis of polynomials on the sphere was also used in Xu 12] . In Theorem This paper has shown how Maple can be used to prove identities in the algebra generated by Dunkl operators, multiplication by coordinate functions and group translation, essentially in polynomial arithmetic. This technique allowed a conceptual proof of a complete orthogonal decomposition of the harmonic polynomials associated with the special case W = Z N 2 . Future research will aim at constructing analogous decompositions for indecomposable re ection groups of rank 3.
