Abstract. We prove that the fully asynchronous
Introduction
A Boolean network with n components is a discrete dynamical system usually defined by a global transition function f : {0, 1} n → {0, 1} n , x = (x 1 , . . . , x n ) → f (x) = (f 1 (x), . . . , f n (x)).
Boolean networks have many applications. In particular, since the seminal papers of McCulloch and Pitts [13] , Hopfield [7] , Kauffman [9, 10] and Thomas [19, 20] , they are omnipresent in the modeling of neural and gene networks (see [3, 12] for reviews). They are also essential tools in Information Theory, for the network coding problem [1, 5] .
The structure of a Boolean network f is usually represented via its interaction graph, which is the signed digraph G(f ) defined as follows: the vertex set = f i (x t ) if i = i t and x t+1 i = x t otherwise.
All the possible asynchronous dynamics can be represented in a compact way by the so-called asynchronous graph Γ (f ), defined as follows: the vertex set is {0, 1}
n and, for all x, y ∈ {0, 1} n , there is an arc from x to y, called transition, if there exists i ∈ [n] such that f i (x) = y i = x i and y j = x j for all j = i. Note that f and Γ (f ) share the same information. The distance between two configurations x and y in Γ (f ), denoted d Γ (f ) (x, y), is the minimal length of a path of Γ (f ) from x to y, with the convention that the distance is ∞ if no such paths exist. Note that d Γ (f ) (x, y) is at least the Hamming distance d H (x, y) between x and y. A path from x to y in Γ (f ) is then called a geodesic if its length is exactly d H (x, y). In other words, a geodesic is a path along which each component is updated at most one.
In many contexts, as in molecular biology, the first reliable information are represented under the form of an interaction graph, while the actual dynamics are very difficult to observe [12, 21] . A natural question is then the following:
Robert proved the following partial answer [17, 18] .
is acyclic then f has a unique fixed point y. Furthermore, Γ (f ) is acyclic and, for every configuration x, Γ (f ) has a geodesic from x to y.
In other words, d Γ (f ) (x, y) = d H (x, y) for every x ∈ {0, 1} n . However, the acyclicity of G(f ) is not sufficient for Γ (f ) to have a short diameter. Indeed, in a rather different setting, Domshlak [4] proved (a slightly stronger version of) the following result.
Now, what can be said if G(f ) contains cycles ? Thomas highlighted the fact that the distinction between positive and negative cycles is highly relevant (see [20, 21] for instance). The subtlety and versatility of the influences of interactions between positive and negative cycles lead researchers to first focus on networks with only positive cycles or only negative cycles. In particular, the following basic properties was proved in [2, 15, 16] : If G(f ) has no positive (resp. negative) cycles, then f has at most (resp. at least) one fixed point. This gives a nice proof by dichotomy of the first assertion in Theorem 1.
In [14] , the authors showed that the absence of negative cycles essentially corresponds to the study of monotone networks, that is, Boolean networks f : {0, 1} n → {0, 1} n such that
where ≤ is the usual partial order (x ≤ y if and only if
More precisely, they proved the following: If G(f ) is strongly connected and without negative cycles, then there exists a monotone network
n such that: G(f ) and G(f ′ ) have the same underlying unsigned digraph, and Γ (f ) and Γ (f ′ ) are isomorphic. Furthermore, they proved the following reachability result, that shares some similarities with Theorem 1.
n is monotone, then, for every configuration x, Γ (f ) has a geodesic from x to a fixed point y of f .
Here, we prove the following theorem, that shows that there may exist, under the same hypothesis, a configuration x and a fixed point y such that y is reachable from x with paths of exponential length only. This result contrasts with the previous one, and may be seen as an adaptation of Theorem 2 for monotone networks.
Theorem 4. For every even n, there exists a monotone network
n , two configurations x and y such that y is a fixed point of f and
The proof is by construction, and the idea for the construction is rather simple. Let A, B and C be the sets of configurations that contains n/2 − 1, n/2 and n/2 + 1 ones. Clearly, A, B and C are antichains of exponential size, and, in these antichains, obviously, the monotonicity of f doesn't apply. This leaves enough freedom to defined f on A ∪ B ∪ C in such a way that subgraph Γ (f ) induced by A∪B ∪C contains a configuration x and fixed point y reachable from x with paths of exponential length only. To obtain a network as in the theorem, it is then sufficient to extend f on the whole space {0, 1}
n by keeping f monotone and without creating shortcuts from x to y in the asynchronous graph. This idea, that consists in using large antichains to construct special monotone functions, is also present in [6] and [8] for instance.
Let f : {0, 1} n → {0, 1} n be any Boolean network such that G(f ) has no negative loops. With the technic described above, we can go further and prove that Γ (f ) can be embedded in the asynchronous graph Γ (f ′ ) of a monotone network f ′ : {0, 1} 2n → {0, 1} 2n in such a way that fixed points and distances between configurations are preserved. The formal statement follows. If x, y ∈ {0, 1} n , then the concatenation (x, y) is seen as a configuration of {0, 1} 2n and, conversely, each configuration in {0, 1}
2n is seen as the concatenation of two configurations in {0, 1}
n . As usual, we denote by x the configuration obtained from x by switching every component. 
Theorem 5 (Main results
). Let f : {0, 1} n → {0, 1} n . If G(f )
Proof (of Theorem 4 assuming Theorem 5).
Let r = 2 n , and let x 1 , x 2 , . . . , x r be any enumeration of the elements of {0, 1} n such that d H (x k , x k+1 ) = 1 for all 1 ≤ k < r (take the Gray code for instance). Let f : {0, 1} n → {0, 1} n be defined by f (x k ) = x k+1 for all 1 ≤ k < r and f (x r ) = x r . Let x = x 0 and y = x r . Then y is the unique fixed point of f . Furthermore, since the set of transitions of Γ (f ) is {x k → x k+1 : 1 ≤ k < r}, we deduce that d Γ (f ) (x, y) = 2 n − 1. We also deduce that G(f ) has no negative loops (this is an easy exercise to prove that G(f ) has a negative loop if and only if Γ (f ) has a cycle of length two). Hence, by Theorem 5, there exists a monotone network f ′ : {0, 1} 2n → {0, 1} 2n such that (y, y) is a fixed point and
The paper is organized as follows. The proof of Theorem 5 is given in Section 2. A conclusion and some open questions are then given in Section 3.
Proof of Theorem 5
We first fix some notations:
w(x, y) := w(x) + w(y) (x, y ∈ {0, 1} n ),
The function f ′ in Theorem 5 is defined as follows from f .
by: for all i ∈ [n] and x, y ∈ {0, 1} n ,
if w(x, y) = n and y = x 1 if w(x, y) = n + 1 and y i = x 0 if w(x, y) = n − 1 and
Let A, B and C be sets of configurations (x, y) ∈ {0, 1} 2n such that w(x, y) is n − 1, n and n + 1, respectively (these are the three sets discussed in the introduction) (we have Ω ⊆ B). One can see that f 
So for all j = i, we have a j ≤ c j and
Since f i (a) < f i (c) we have c = a i , and since a ≤ c we deduce that a i = 0. Thus G(f ) has a negative arc from i to i, a contradiction. 
So for all j = i, we have a j ≤ c j and 
Proof. By definition we have
So it is sufficient to prove that
The direction ⇒ is obvious, and ⇐ is a consequence of the following equivalences:
. Thus x → y is a transition of Γ (f ). So we have (1) ⇐⇒ (2) and we prove similarly that (1) ⇐⇒ (3).
Since [ (2) or (3)] ⇒ (4) is obvious, to complete the proof it is sufficient to prove that if Γ (f ′ ) has a path P from (x, x) to (y, y) without internal vertex in Ω then either P = (x, x) → (y, x) → (y, y) or P = (x, x) → (x, y) → (y, y). Let a be the configuration following (x, x) in P , and let b be the configuration following a in P . We will prove that b = (y, y) and a = (x, y) or a = (y, x). We have w(a) = n ± 1 and thus w(b) ∈ {n − 2, n, n + 2}, but if w(b) = n ± 2 then we deduce from Lemma 3 that Γ (f ′ ) has no paths from b to a configuration in Ω, a contradiction. Thus w(b) = n. Let i ∈ [n] be such that a = (x i , x) or a = (x, x i ).
We have four cases.
Case 1: a = (x i , x) and w(a) = n − 1. Since w(a) = n − 1 we have x i = 1, and thus f
Since w(x i , x) = n − 1 we have w(x, x i ) = n + 1. So if k = i we have
∈ Ω, and we deduce that
Case 2: a = (x i , x) and w(a) = n + 1. We prove with similar arguments that
Case 3: a = (x, x i ) and w(a) = n − 1. We prove with similar arguments that
Case 4: a = (x, x i ) and w(a) = n + 1. We prove with similar arguments that
If G(f ) has no negative loops, then for all x, y ∈ {0, 1} n , the following two assertions are equivalent:
(1) Γ (f ) has a path from x to y of length ℓ.
(2) Γ (f ′ ) has a path from (x,x) to (y,ȳ) of length 2ℓ.
Proof. According to Lemma 4,
is a path of Γ (f ′ ). This proves (1) ⇒ (2). To prove (2) ⇒ (1) suppose that Γ (f ′ ) has a path P from (x,x) to (y,ȳ) of length 2ℓ. Let (a 0 , a 0 ), (a 1 a 1 ), . . . , (a p , a p ) be the configurations of P that belongs to Ω, given in the order (so a 0 = x and a p = y). According to Lemma 4, there exists
Thus p = ℓ, and again by Lemma 4,
Theorem 5 result from Lemmas 1, 2 and 5.
Conclusion and open questions
In this paper we have proved that the asynchronous graph of every n-component Boolean network without negative loop can be embedded in the asynchronous graph of a 2n-component monotone Boolean network, in such a way that fixed points and distances between configurations are preserved. A consequence of this result, which was our initial goal, is that the asynchronous graph of a monotone network may have an exponential diameter. More precisely, it may exist a configuration x and a fixed point y reachable from x such that the distance between x and y is at least 2 n 2 . This contrasts with the fact that for every configuration x there exists a fixed point y such that the distance between x and y is at most n.
These results raise several questions. Could it be possible to embed, in a similar way, a n-component network with negative loops into a m-component monotone network? Maybe this would require m to be even larger than 2n. Besides, the embedding we propose is based on the injection x → (x, x) from {0, 1} n to the balanced words of length 2n. The well-known Knuth's balanced coding scheme [11] provides a rather simple injection from {0, 1} n to the balanced words of length n + 2 log 2 n only. Could this technique be used to decrease the number of components in the host monotone network from 2n to n + 2 log 2 n? Finally, it could be interesting to study the interaction graph of monotone networks with large diameter. Does it necessarily contain long cycles, or many disjoint cycles?
