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Abstract—In Compressed Sensing, a real-valued sparse vector
has to be estimated from an underdetermined system of linear
equations. In many applications, however, the elements of the
sparse vector are drawn from a finite set. For the estimation of
these discrete-valued vectors, matched algorithms are required
which take the additional knowledge of the discrete nature into
account. In this paper, the estimation problem is treated from a
communications engineering point of view. A powerful new algo-
rithm incorporating techniques known from digital communica-
tions and information theory is derived. For comparison, Turbo
Compressed Sensing is adapted to the discrete setup and a sim-
plified and generalized notation is presented. The performance
of the algorithms is covered by numerical simulations.
I. INTRODUCTION
In a number of communication scenarios, the noisy receive
vector y ∈ RK×1 at one time instance is given by1
y = Ax+ n , (1)
where the transmitted vector x ∈ RL×1 is sparse, i.e., only
s ≪ K < L elements are non-zero. Throughout this paper, the
non-zero elements are assumed to be drawn from the finite set
C = {±1}, which corresponds to the transmission of 2ASK
modulated signals. The measurement matrix A ∈ RK×L cor-
responds to the channel matrix in a communication scenario.
The measurements are corrupted by noise n which is assumed
to be i.i.d. zero-mean Gaussian distributed with variance σ2n
per component.
Since K ≪ L, a discrete-valued sparse vector has to be
estimated from an underdetermined set of linear equations at
the receiver. If the exact sparsity is known, which is assumed
throughout this paper, the problem which has to be solved is
given by (C0 def= C ∪ {0})
xˆ = argmin
x˜∈CL0
?y −Ax˜?22 s.t. ?x˜?0 = s . (2)
The problem of the estimation of a discrete-valued sparse
vector from an underdetermined system of linear equations
appears in various fields of digital communications, e.g., in
sensor networks, where L sensors with very low activity inde-
pendently transmit binary data and a fusion center with K an-
tennas has to reconstruct which centers were active and which
data has been transmitted by them [1]. There are also many
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1Notation: || · ||p denotes the ℓp norm. A(l,m) is the element in the lth
row and mth column of A, and Ki,i denotes the ith diagonal element of
K . AT and A−1 denote the transpose and the inverse of A, respectively.
diag(a) denotes a diagonal matrix of appropriate size with entries of the
vector a as diagonal elements. diag(A) denotes a diagonal matrix with the
same diagonal elements as A. I is the identity matrix. QC(·): element-wise
quantization to a given alphabet C. Pr{·}: probability; E{·}: element-wise
expectation. Var{·}: Variance. δ(·): Dirac delta distribution.
other applications like peak-to-average power reduction in or-
thogonal frequency-division multiplexing [2], the detection of
pulse-width-modulated signals in radar applications [3], code-
book excited linear prediction (CELP) source coding [4], and
Compressed Sensing-based cryptography [5].
In the literature, there is a vast amount of algorithms solv-
ing the standard Compressed Sensing (CS) problem [6], where
the sparse vector is assumed to be real-valued, in particu-
lar Orthogonal Matching Pursuit (OMP) [7], Iterative Hard
Thresholding (IHT) [8], and Iterative Soft Thresholding (IST)
[9], to mention the most prominent ones.
In discrete compressed sensing, however, the additional in-
formation that the elements of the estimated vector are from
a finite set has to be taken into account adequately. Note that
the estimation of a discrete-valued vector has combinatorial
complexity in general. Furthermore, even if x was real-valued,
problem (2) would be nonconvex due to the sparsity constraint.
In the literature, some algorithms have been proposed which
solve a relaxed ℓ1-based, but still nonconvex, problem. These
algorithms are extensions of the simplex algorithm and have
a prohibitively high computational complexity [10].
During the last few years, some proposals on how to solve
the original problem (2) have been made. The most obvious
solution is the concatenation of a standard CS algorithm with
successive symbolwise quantization [11]. While this approach
has the advantage that it does not put any restrictions on the
CS algorithm to be used, it suffers from poor performance
because the knowledge of x is disregarded inside the recon-
struction algorithm. The performance can be improved if, in-
stead of symbolwise quantization after the CS algorithm, vec-
tor quantization is employed [11]. Therefore, lattice decoders
like, e.g., the Sphere Decoder (SD) [12] can be used. Although
this approach performs much better than the simple symbol-
wise quantization, the knowledge of the discreteness of x is
still not used within the CS algorithm and the SD has a high
computational complexity which grows rapidly with the spar-
sity and the noise power.
Another approach discussed in the literature is model-based
compressed sensing [13]. In the case of discrete CS, this cor-
responds to quantization inside the reconstruction algorithm.
In [14], however, it has been shown that the reconstruction
does not benefit from the incorporation of the quantization
in the OMP, since the reliability information contained in the
analog estimates is eliminated if hard decisions are taken. It
was shown that a gain can be achieved if the knowledge of
the discrete nature of the signal is included while still using
reliability information [14]. Unfortunately, the estimation of
the required parameters is quite troublesome. Another variant
of OMP using a minimum mean-squared error estimator has
been introduced in [15].
The Compressed Sensing problem has also been tack-
led from a channel coding perspective, leading to, e.g., the
approximate message-passing (AMP) algorithm [16], [17]
which is a modification of the message-passing algorithm
which is used for the decoding of low-density parity-check
codes [18]. In [16], a generalization of AMP has been pro-
posed which handles cases with known a-priori distribution of
the sparse vector. This algorithm, which is often denoted as
Bayesian AMP (BAMP) or generalized AMP (GAMP), can
be easily adapted to the discrete scenario discussed in this pa-
per. There are also other approaches for (discrete) Compressed
Sensing which transfer knowledge from channel coding to CS
in terms of optimized measurement matrices, and adapted re-
covery algorithms for these special cases, cf. e.g., [19], [20].
Note that, however, these approaches are limited to special
applications in which the measurement matrix can be chosen.
In this paper, the decoding problem is investigated from
a digital communications and information theory perspective.
Using the knowledge known from these fields, a powerful
new algorithm is derived. Furthermore, the principle of Turbo
Signal Recovery (TSR) [21] is revisited, adapted to the setting
at hand, and presented in a simplified way.
The paper is organized as follows. In Sec. II, knowledge
from communications engineering is utilized to build a new al-
gorithm, which combines two basic principles of signal estima-
tion. In Sec. III, Turbo Signal Recovery is adapted to discrete
compressed sensing and a generalized version is presented.
The performance of the algorithms is evaluated in Sec. IV,
followed by brief conclusions in Sec. V.
II. THE ITERATIVE MMSE-SF-ALGORITHM (IMS/Q)
In this section, a new algorithm is introduced. It is based on
two main concepts which are both very well known in commu-
nications engineering. Remember that problem (2), which has
to be solved, has two constraints: First, the estimation error
in terms of squared Euclidean distance has to be minimized.
Second, the sparsity condition has to be fulfilled. Furthermore,
the elements of the estimated vector have to be from the finite
set C0.
The new algorithm finds solutions for one of the constraints
in an alternating fashion. In the first part of the algorithm,
an estimate with respect to the minimum mean-squared error
(MMSE) criterion is calculated, in particolar the first criterion
is fulfilled via linear MMSE estimation. This approach has
already been introduced to Compressed Sensing in the combi-
nation with the OMP in [15]. The restriction of the sparsity and
of the finite alphabet is taken into account in the second step,
where the so-called soft values are computed. This approach
is denominated as soft feedback (SF). In communications en-
gineering, it is used in many applications, e.g., for succes-
sive interference cancellation (SIC), a.k.a., decision-feedback
equalization (DFE), in multiuser detection [22], [23], [24]. It
has been applied to Compressed Sensing in the OMP in [14].
In the following, the two parts of the algorithm are derived.
A. MMSE Estimation
For the derivation of the MMSE-based estimation, we assume
the channel model (1), i.e., y = Ax+n. Furthermore, a previ-
ous estimate xˆ of x (e.g., the result from the previous iteration)
is assumed to be given. Taking this knowledge into account,
we calculate a new estimate x˜ which minimizes the squared
Euclidean distance to x. The knowledge on the sparsity and
on the discreteness of x is ignored in this step. Following the
standard approach to linear estimation, e.g., [25], the estimate
is given by
x˜ = xˆ+ΦxxAT
?
AΦxxAT + σ2nI
?−1
(y −Axˆ) , (3)
thereby Φxx is the covariance matrix of x. Note that xˆ can
be written as noisy variant of x, with
xˆ = x + d , (4)
where d is the error vector. This leads to the covariance matrix
Φxx = E{(x− xˆ)(x− xˆ)T}
= E{ddT} = Φdd , (5)
where we assume that xˆ = E{x}. Since the elements of xˆ
are (assumed to be) uncorrelated, Φdd is a diagonal matrix.
Plugging in this into (3), it can be rewritten as
x˜ = xˆ+ΦddAT
?
AΦddAT + σ2nI
?−1
(y −Axˆ) , (6)
where the part
B def= ΦddAT
?
AΦddAT + σ2nI
?−1
(7)
is denoted as equalization matrix.
When dealing with discrete symbols, it is important that
the estimate is not biased, i.e., that the diagonal elements of
the end-to-end cascade K = BA for the estimation of x are
equal to 1. Using B, given in (7), for equalization,K is given
by
K = ΦddAT
?
AΦddAT + σ2nI
?−1
A . (8)
Note that, due to the term σ2nI , the diagonal elements of K
are always smaller than 1 and hence a bias is present which
has to be removed before the decision of the symbols. To this
end, a scaling matrix W which compensates for the bias is
introduced. It is given by
W = diag(1/K1,1, . . . , 1/KL,L) . (9)
The unbiased estimate calculates to
x˜ = xˆ+WΦddAT
?
AΦddAT + σ2nI
?−1
· (y −Axˆ) .
(10)
This estimate can be described as noisy variant of x, i.e.,
x˜ = x+ e , (11)
with the additive error vector e with variances σ2e,i per compo-
nent. The correlation matrix of the error e = x˜−x calculates
to
Φee = Φdd +WΦddAT
?
AΦddAT + σ2nI
?−1
AΦddW T
−WΦddAT
?
AΦddAT + σ2nI
?−1
AΦdd
−ΦTddAT
?
AΦddAT + σ2nI
?−1
AΦTddW T
= Φdd +WKΦddW T −WKΦdd −ΦTddKTW T .
(12)
The calculation of the main diagonal elements σ2e,i, which
correspond to the error variance of the respective elements x˜i,
can be simplified to
σ2e,i = [Φee](i,i) = [Φdd](i,i) ·
1−Ki,i
Ki,i
. (13)
In the upper part of Fig. 1, the block diagram of IMS is
shown, interpreting the algorithm as communication system.
The middle part shows the end-to-end model, including the
measurement matrix A, the noise n, and the linear MMSE
estimation step. The second step of the algorithm uses the
results (x˜ and Φee) of the first step. In the bottom part, the
end-to-end model also including the second step is shown. The
results of the second step (xˆ and Φdd) and y are used as input
for the first step.
y x˜
A
n
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x
x
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Fig. 1: Block diagram as communications system.
B. Soft Feedback
In the first step of the new algorithm, the energy of the es-
timation error was minimized, thereby ignoring the sparsity
constraint and the discreteness of x. In the second step, based
on the result from the first step, x is estimated with respect to
the desired sparsity and the alphabet, now ignoring the con-
straint on the squared error. A similar step is also applied,
e.g., in IHT and IST, where the non-sparse estimate from a
first step is sparsified by the so-called thresholding step [8],
[9]. Please note that, however, the thresholding in IHT and IST
does not include any information on the probability density of
the elements of x.
The most obvious solution to include the sparsity and the
restricted alphabet in the estimation of x would be hard quan-
tization with respect to the alphabet, where the quantization
threshold would be adapted such that the estimate matches the
desired sparsity. The drawback of this approach is that there
is no reliability information on the symbols after the quanti-
zation.
In the new algorithm proposed in this paper, another ap-
proach, the so-called soft feedback [26], is used. To this end,
the expected value xˆi of xi given the observation x˜i from the
first step and given the channel model (11) and the probability
density function fx(x) of x is calculated. For the signal model
at hand,
fx(x) =
s/2
L δ(x+ 1) +
L− s
L δ(x) +
s/2
L δ(x− 1) . (14)
The soft values can be calculated by xˆi =W(x˜i, σ2e,i, s) with
W(x˜i, σ2e,i, s)
def= E{xi|x˜i}
=
s
2
?
e
− (x˜i−1)
2
2σ2e,i − e
− (x˜i+1)
2
2σ2e,i
?
s
2
?
e
− (x˜i−1)
2
2σ2e,i + e
− (x˜i+1)
2
2σ2e,i
?
+ (L− s) · e
−
x˜2i
2σ2e,i
=
sinh
?
x˜i
σ2e,i
?
cosh
?
x˜i
σ2e,i
?
+ L−ss · e
+ 12σ2e,i
. (15)
The variance of these symbols calculates as
σ2d,i = Var{xi|x˜i} = E{x2i |x˜i} − (E{xi|x˜i})2 , (16)
where the expected value of x2i given x˜i calculates to
E{x2i |x˜i} =
? ∞
−∞
x2fx(xi|x˜i) dx
=
s
2
?
e
− (x˜i−1)
2
2σ2e,i + e
− (x˜i+1)
2
2σ2e,i
?
s
2
?
e
− (x˜i−1)
2
2σ2e,i + e
− (x˜i+1)
2
2σ2e,i
?
+ (L − s) · e
− x˜
2
i
2σ2e,i
=
cosh
?
x˜i
σ2e,i
?
cosh
?
x˜i
σ2e,i
?
+ (L−s)s · e
+ 12σ2e,i
. (17)
Plugging in this to (16), yields the error variance as
σ2d,i =
L−s
s · e
+ 12σ2e,i · cosh
?
x˜i
σ2e,i
?
+ 1
?
cosh
?
x˜i
σ2e,i
?
+ L−ss · e
+ 12σ2e,i
?2 . (18)
The end-to-end model, including the measurement matrix,
the noise, and the estimations steps, again interpreted as com-
munications system, is shown in Fig. 1, lower part (cf. (4)).
In the next iteration of the algorithm, the MMSE estimation
takes xˆ and Φdd = diag([σ2d,1, . . . , σ2d,L]) as input.
An example of the corresponding characteristic curve is
given in Fig. 2 for s/L = 0.1 and σ2e,i ∈ {0.01, 0.05, 0.5}.
For comparison, the characteristic curve of hard quantization
(black), as well as the ones applied in IHT (TH(x˜i, s), pur-
ple) and in IST (TS(x˜i, τ), yellow), are also shown, where τ
denotes a threshold to be optimized.
In the case of small error variance, i.e., very reliable prior
estimates x˜i, the curve of soft feedback (blue) tends to the
one of hard quantization (black), i.e., hard decisions are made.
If the error variance increases and thus the prior estimate x˜i
becomes less reliable, however, the slope of the characteristic
curve of soft thresholding decreases (green and red).
This algorithm represents an easily comprehensible solution
to the problem of estimating a discrete-valued sparse vector
from an underdetermined system of linear equations.
Since it iteratively performs, in an alternating fashion,
MMSE estimation and soft feedback calculation, it is denoted
by IMS/Q algorithm, where the trailing “Q” emphasizes the
terminating quantization step which is required for the final
result to be restricted to the alphabet. The pseudocode of the
algorithm is given in Alg. 1. Note that, by simply adjusting the
soft-feedback calculation and the quantization, this algorithm
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σ2e,i = 0.05
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Fig. 2: Example of the characteristic curves for soft feedback
(s/L = 0.1).
can be adapted to every desired set C.
Alg. 1 xˆ = IMS/Q
?
y,A, σ2n, s, C0
?
1: x˜ = 0, σ2d,i = s/L ∀ i
2: while stopping criterion not met {
// Unbiased ℓ2-minimization
3: x˜ = xˆ+WΦddAT
?
AΦddAT + σ2nI
?−1
(y −Axˆ)
4: σ2e,i = [Φdd](i,i) · (1−K(i,i))/K(i,i)
// Minimization w.r.t. s and C0 (for C0 = {−1, 0,+1})
5: xˆi =
sinh
?
x˜i
σ2e,i
?
cosh
?
x˜i
σ2e,i
?
+L−ss ·e
1
2σ2e,i
6: σ2d,i =
L−s
s ·e
1
2σ2e,i ·cosh
?
xi
σ2e,i
?
+1

cosh
?
x˜i
σ2e,i
?
+L−ss ·e
1
2σ2e,i


2
7: }
8: xˆ = QC0(xˆ)
This new algorithm can also be interpreted as advanced and
adapted (to the discrete setup) variant of IHT/Q. In IHT/Q, the
linear signal estimation in the first step is based on the cor-
relation between the measurement matrix A and the residual
y −Axˆ, which can also be interpreted as the application of
a matched filter in terms of communications engineering. In
IMS/Q, this simple approach is replaced by the superior linear
MMSE estimation. In the second step, the hard thresholding
(or soft tresholding in the case of IST) is replaced by the
calculation of the soft feedback, thereby including reliability
information in terms of error variances as well as alphabet
constraints.
III. TURBO SIGNAL RECOVERY
In this section, the Turbo Signal Recovery (TSR) algorithm,
proposed in [21], [27], is recapitulated and adapted to the dis-
crete setup. It is shown that the algorithm can be significantly
simplified without any change in performance. A comparison
to IMS/Q is given.
Note that an adaptation of TSR to the dual problem, i.e., CS
with quantized measurements y (instead of a discrete-valued
sparse signal vector x which we assume) is introduced in [28].
While AMP [16], [17] is derived from message passing [18]
which is often used for the decoding of LDPC codes, the main
idea behind the TSR algorithm is to solve the standard com-
pressed sensing problem with continuous-valued sparse vec-
tors using another well-known approach from channel decod-
ing, namely the turbo principle [29]. In contrast to the stan-
dard assumption common in the CS literature that the column
vectors of A are normalized to unit length, the authors of
the TSR algorithm require the row vectors of A to be nor-
malized. Furthermore, the measurement matrix is expected
to be constructed as random part of a unitary matrix M by
A = SM , where the selection matrix S is a random choice
of the rows of an identity matrix of appropriate size. Further-
more, an auxiliary variable z = Mx is introduced, which
leads to y = Sz+n. If M is a DCT (or DFT) matrix, z can
be interpreted as frequency-domain representation of x.
In order to generalize the TSR to a wider range of mea-
surement matrices, we introduce a scaling matrix C =
diag([c1, . . . , cL]). The measurement matrix is then given by
A = SMC, and z = MCx. Note that the original con-
struction is still included by C = I , and in the standard CS
setup with normalized column vectors the scaling elements ci
are given by c2i = 1/
?K
j=1((SM )(j,i))2.
The pseudocode of the TSR algorithm is shown in Alg. 2.
As IMS/Q, the algorithm consists of two parts. First, an esti-
mate on z is calculated, neglecting to sparsity constraint. In the
second part, an estimate of x is calculated taking the sparsity
constraint and the prior distribution of x into account.
The first step is given by [21]
zpostA = z
pri
A +
σ2A,pri,z
σ2A,pri,z + σ2n
ST(y − SzpriA ) , (19)
where zpriA is a prior knowledge on z (corresponding to the
prior estimate of x used in IMS/Q) with average error vari-
ance σ2A,pri,z . In standard TSR, the estimate z
post
A is later on
transformed to an estimate of x which is required for the sec-
ond step of the algorithm. In the following we show that the
estimation of the artificial variable z is unnecessary and the
estimation can be rewritten to work purely on x. Plugging in
z =MCx into (19) leads to
MCxpostA =MCx
pri
A +
σ2A,pri,z
σ2A,pri,z + σ2n
ST(y − SzpriA ) .
(20)
Note that the average variance σ2A,pri of x
pri
A differs from the
average variance of zpriA and can be calculated by σ2A,pri =
σ2A,pri,z/c¯2, where c¯2 = 1L
?L
i=1 c2i is the average scaling
factor from the rescaling of the measurement matrix. By
left multiplying (20) with (MC)−1 = C−1MT and with
SMC = A, xpostA can be directly calculated by
xpostA = x
pri
A +
c¯2σ2A,pri
c¯2σ2A,pri + σ2n
·C−1M−1ST(y −AxpriA ) .
SinceM is unitary and with the non-normalized measurement
matrix U def= SM , which leads to A = UC , the calculation
can be further simplified to (c¯ I ≈ C)
xpostA = x
pri
A +
c¯2σ2A,pri
c¯2σ2A,pri + σ2n
·C−1UT(y −AxpriA )
= xpriA +
c¯2σ2A,pri
c¯2σ2A,pri + σ2n
·C−1C−1AT(y −AxpriA )
≈ xpriA +
σ2A,pri
c¯2σ2A,pri + σ2n
·AT(y −AxpriA ) . (21)
Thus, xpostA can be directly estimated without the intermediate
calculation of zpostA . Note that the conversion was purely based
on linear rearrangements of the equations, such that the final
result is the same as the one of the original TSR algorithm in
[21], with the additional generalization to scaled measurement
matrices.
The same considerations apply to the calculation of the vari-
ance of the estimation error, cf. Line 4, Alg. 2. Note that, in
contrast to IMS/Q, the TSR algorithm calculates average vari-
ances, the individual variances of the distinct elements are not
taken into account.
As it is common for turbo decoders, the so-called extrinsic
information (i.e., the information gained by this first step) is
calculated and forwarded to the second part of the algorithm
(cf. Lines 5 and 6, Alg. 2). In the second step of TSR, the
soft values, which have also been discussed for IMS/Q, are
calculated in a symbolwise fashion. As in the first step, the
extrinsics of this step have to be calculated. They serve as input
for the first step in the next iteration. It can be shown that for
Gaussian signals unbiasing operation and extrinsic calculation
coincide (cf. the extrinsic calculation [30]).
Since the final estimate has to be constrained to the alpha-
bet, a final quantization step with respect to C0 is required.
In case of known sparsity, which is assumed in this paper,
the quantization threshold is adapted such that the estimate
matches the desired sparsity. This TSR algorithm with final
quantization is denoted by TSR/Q in the following.
Alg. 2 xˆ = TSR/Q
?
y,A, σ2n, s, C0
?
1: xpriA = 0, σ2A,pri = s/L
2: while stopping criterion not met {
// Estimation
3: xpostA = x
pri
A +
c¯2σ2A,pri
c¯2σ2A,pri+σ2n
·C−1UT(y −AxpriA )
4: σ2A,post = σ2A,pri − KL
(c¯2σ2A,pri)
2
c¯2σ2A,pri+σ2n
5: σ2B,pri = σ2A,ext =
?
1
σ2A,post
− 1σ2A,pri
?−1
6: xpriB = xextA = σ2A,ext
?
xpostA
σ2A,post
− x
pri
A
σ2A,pri
?
// Soft feedback
7: xpostB,i = E{xi|xpriB,i} = W(xpriB,i, σ2B,pri, s)
8: σ2B,post = 1L
?L
i=1 Var{xi|x
pri
B,i}
9: σ2A,pri = σ2B,ext =
?
1
σ2B,post
− 1σ2B,pri
?−1
10: xpriA = xextB = σ2B,ext
?
xpostB
σ2B,post
− x
pri
B
σ2B,pri
?
11: }
12: xˆ = QC0(xˆ)
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Fig. 3: SER of the proposed algorithm IMS over the noise
level 1/σ2n in dB. L = 258, K = 129, s = 20, C = {−1,+1}.
SVD-based measurement matrix.
IV. NUMERICAL RESULTS
In this section, the performance of the proposed algorithms is
compared to the one of established algorithms. When dealing
with discrete symbols, the measure of interest is the symbol
error rate (SER) (SER = 1L
?L
i=1 Pr{xˆi ?= xi}), which is
achieved for a certain noise level. Unless mentioned other-
wise, the numerical evaluations are performed for L = 258,
K = 129, s = 20. The measurement matrix is constructed as
normalized random part of an orthogonal matrix of appropriate
size which is obtained by an SVD from a random Gaussian
matrix. In order to ensure convergence, all algorithms per-
formed 50 iterations unless mentioned otherwise.
In Fig. 3, the achievable performance of IMS/Q (red line)
is compared to the result which would be possible if the true
actual variances of the estimation errors were known. In this
case, the actual (true) error covariance matrix Φdd and/or Φee
is plugged in instead of the estimated one. If only the error
covariance Φee after the first step is perfectly known but Φdd
is still estimated (blue), no significant improvement can be
observed compared to IMS/Q without genie-aided knowledge.
The estimation in this step is performed jointly, and the vari-
ances σ2e,i of the elements of the sparse vector do not differ
very much. If the actual variances after the second (non-linear)
step were known (yellow), the performance could be improved
slightly. In this case, the individual estimation of the elements
leads to quite different reliabilities of the elements, and there
are no averaging effects due to joint processing. However, even
if both Φdd as well as Φee were known exactly (green), only
a small gain compared to IMS/Q with estimated error covari-
ance matrices could be achieved. Thus, the loss of IMS/Q due
to wrong error covariance estimates is less than 0.5 dB.
In Fig. 4 (top), the performance of IMS/Q and the adapted
TSR/Q is compared to the one of state-of-the-art algorithms,
such as IHT, IST, and OMP with successive quantization [11],
respectively, as well as for OMP with subsequent vector quan-
tization (OMP/SD) [11]. The number of iterations for OMP/Q
has been numerically optimized with respect to the noise level.
It ranges from 23 for 1/σ2n ?= 15 dB to 33 for 1/σ2n ?= 21 dB
(cf. [11]). In the case of OMP/SD, the OMP performs 30 itera-
tions. TSR/Q stops if σ2A,pri is smaller than MATLAB precision
or if the maximum number of iterations (= 50) is reached.
OMP with vector quantization (OMP/SD, black) shows the
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Fig. 4: SER of the proposed algorithms over the noise level
1/σ2n in dB. L = 258, K = 129 (upper part), and L = 150,
K = 100 (lower part). s = 20, C = {−1,+1}. SVD-based
measurement matrix.
best performance of all state-of-the-art algorithms. The gen-
eralized TSR algorithm (TSR/Q, green) performs equal as
OMP/SD in the case of high noise levels, but does not show
the error floor for low noise powers. The proposed IMS/Q
algorithm clearly outperforms all state-of-the-art algorithms
by at least 2 dB for low noise levels, and tolerates 0.7 dB
more noise power than TSR/Q. Also the so-called generalized
approximate message passing (GAMP/Q, purple), which also
employs soft feedback, is outperformed by IMS/Q.
The same conclusion also holds in the case of L = 150 and
K = 100, as can be seen in Fig. 4 (bottom). Compared to the
previous setup, the relative sparsity (i.e., s/L) is larger, but
also the relative number of measurements is increased, i.e.,
K/L = 2/3 (instead of K/L = 1/2). As before, IMS/Q out-
performs all other algorithms, whereas GAMP/Q and TSR/Q
are the best alternatives. Note that TSR/Q diverges in same
rare cases, which causes the flattening at low noise levels.
V. CONCLUSION
In this paper, a new algorithm IMS/Q has been proposed which
solves the discrete compressed sensing problem in a very in-
tuitive yet optimum way given the signal model and the cho-
sen optimization criteria. Numerical results showed that this
new algorithm clearly outperforms established algorithms. A
convergence analysis of IMS/Q is the subject of current work
and will be presented in a future publication. Furthermore, the
turbo-principle-based TSR algorithm has been adapted to the
discrete setup. It has been generalized and the procedure has
been simplified without any change in performance.
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