In this paper, we look to extend the concept of viscosity solutions to Grushin-type spaces, which are constructed using R n but lack a group structure. The first part of this article is dedicated to background material and the establishment of Grushin maximum principles. This allows us to prove comparison principles, including one for viscosity infinite harmonic functions. After doing so, the final section is used to prove that C We begin by constructing the Grushin-type spaces. We consider R n with coordinates (x 1 , x 2 , ..., x n ) and the vector fields
We decree that ρ 1 ≡ 1 so that
A quick calculation shows that when i < j, the Lie bracket is given by Even though G n is not a group, it is a metric space whose natural metric is the Carnot-Carathéodory distance, which is defined for the points p and q as follows:
where the set is the set of all curves γ such that γ (0) = p, γ (1) = q, and γ (t) is in span{{X i (γ (t))} n i=1 }. By Chow's theorem (see e.g. [3] ) any two points can be connected by such a curve, which means d C (p, q) is an honest metric. Using this metric, we can define a Carnot-Carathéodory ball of radius r centered at a point Note that even though the minimal length is unique, the iteration used to obtain that minimum is not unique. Note also that Using Theorem 7.34 from [3] , we obtain the local estimate at p 0 :
Given a smooth function f on G n , we define the horizontal gradient of f as
.., X n f (p))
and the symmetrized second-order (horizontal) derivative matrix by
for i, j = 1, 2, ..., n.
Definition 1. The function f : G n → R is said to be C (See [11] and [12] for further details.)
Using these derivatives, the class of equations we consider are given by
where the continuous function
F(p, r, η, X) ≤ F(p, s, η, Y )
when r ≤ s and Y ≤ X. (That is, F is proper [9] .) Recall that S n is the set of n × n real symmetric matrices. An example of this type of equation is the quasilinear horizontal q-Laplacian
for 2 ≤ q < ∞. Formally taking the limit as q → ∞ yields the horizontal infinite Laplacian
For a more complete discussion of the q-Laplacian and infinite Laplacian, see [4; 13] . We first define solutions to the equation
in the viscosity sense. In order to do so, we must define the subelliptic jets. (For a thorough discussion of jets, the interested reader is directed to [9] .) Given a function f : G n → R, it is natural to consider inequalities based on the Taylor expansion.
Definition 2. We fix the point p 0 and let N be the set of indexes so that
where β is the number of nonzero terms in the final sum.
Here, we understand that if ρ 0 j = 0 or (∂ρ k /∂x j )(p 0 ) = 0 then that term in the final sum is zero. The second-order subjet of u at p 0 , denoted
Using these jets, we can define viscosity solutions to our class of functions.
Definition 3. Let O be an open set in G n and let u : O → R. If u is upper semicontinuous and
If u is lower semicontinuous and
The function u is a viscosity solution if it is both a viscosity subsolution and a viscosity supersolution.
In order to use the machinery of [9] to prove comparison principles, a relationship between Euclidean and subelliptic jets must be established. This is accomplished through the following lemma.
Main Lemma. Let the points
, where the vectorη is defined bỹ
and the symmetric matrix Y is defined by
This lemma is the key to proving comparison principles. The first comparison principle involves strictly monotone elliptic equations. Such equations satisfy the following properties:
where the constant σ > 0 and the functions w i : 
when p ∈ ∂ , where both sides are neither ∞ nor −∞ simultaneously. Then
The second comparison principle involves Jensen's auxiliary functions [13] , which are used in the proof of uniqueness for infinite harmonic functions in certain Grushin spaces (see Section 5 for complete details). This function is defined by
where ε is a positive real number. 
This comparison principle produces a corollary whose proof is similar to that of the theorem. 
Having shown that viscosity infinite harmonic functions are unique, the relationship between absolute minimizers and viscosity infinite harmonic functions is established. Recall that minimal Lipschitz extensions are Lipschitz functions defined in a set ⊂ G n with the property that, for all Lipschitz w such that u = w on ∂ ,
In general, minimal Lipschitz extensions are neither smooth nor unique. In [1] , Aronsson introduced absolutely minimizing Lipschitz extensions, or absolute minimizers, which have the foregoing property on every subsetˆ ⊂ . In [13] , Jensen showed that every Euclidean absolute minimizer is viscosity infinite harmonic, and this proof was simplified by Crandall in [8] . In [5] , Capogna and the author prove the same result for Carnot groups, showing also that the result is true in free vector fields if the added hypothesis of C 1 sub regularity is added. Using ideas from this paper, the following theorem is proved. This paper is divided up as follows. Section 2 is concerned with formulating Taylor's theorem on Grushin-type spaces; Section 3 defines second-order jets on Grushin-type spaces and proves needed properties. Section 4 establishes a Grushin maximum principle, and Section 5 proves various comparison principles. In Section 6, absolute minimizers are shown to be viscosity infinite harmonic.
Taylor Polynomials
We begin by formally expressing the Taylor polynomial of a function. The Taylor polynomial will depend upon the base point, changing at the zeros of the various ρ i . 
Proof. Denote the right-hand side of the preceding formula by P(p). Let r, l / ∈ N. Then we calculate that
In order to compute the other second-order derivatives, we must consider the two cases of r < l and r > l. We first consider r < l. Then,
In the case r > l, we note that (∂ρ l /∂x r )(p 0 ) = 0 so that
hence we obtain
We now turn our attention to elements of N. Let b, c ∈ N. Then,
and so
Using the subindex r as before, we also have
Thus, P(p) is the Taylor polynomial. By Theorem 4.10 in [3] , the error is
Grushin Jets
In order to properly define jets using the first-and second-order derivatives, we must first rewrite the Taylor polynomial using only these derivatives. In particular, the terms involving indexes in the null set N need to be adjusted. We accomplish this by the following proposition.
with the understanding that, if ρ 0 j = 0 or (∂ρ i /∂x j )(p 0 ) = 0, then the whole term is considered to be zero. Here also, β is the number of nonzero terms in the sum.
Proof. As in the proof of the Taylor formula, it is easy to see that, for any fixed j,
We thus obtain 1 2
The proposition then follows, with the observation that if either ρ 0 j = 0 or (∂ρ i /∂x j )(p 0 ) = 0 then the left-hand side of the final equation is also zero.
With this adjustment, we can now define jets on G n .
Here again, we understand that if ρ 0 j = 0 or (∂ρ i m /∂x j )(p 0 ) = 0 then that term in the final sum is zero. We define the subjet
If u is upper semicontinuous and
The following proposition establishes the correspondence between elements of the superjet and functions that touch from above. The proof is an extension of proofs in [7] and [4] , so only key points of the proof will be highlighted. Then we have the characterization of the superjets by
Proof. The containment
follows easily from the Taylor polynomial. To show the other direction, we define the function a :
, we denote the non-error part of the right-hand side of inequality (3.1) by
where the sup is taken over the region
with ζ constructed as in [7] , has the desired properties.
In addition to having properties similar to those of Euclidean jets, our jets are related to Euclidean jets through the following twisting lemma. This main lemma will enable us to prove comparison principles.
Proof. Using the estimate (1.2) yields
and so, recalling that when k ∈ N we have ρ
And so the case when (η, X) ∈ J 2,+ eucl u(p 0 ) follows. Otherwise, there is a sequence
Maximum Principles
We begin by stating a lemma analogous to Lemma 3.1 of [9] . The proof is similar and thus is omitted. 
and let the function M τ be defined by
and lim
whenever p * is a limit point of p τ as τ → ∞.
Using the function ϕ(p τ , q τ ), we compute some important vectors and matrices that are dependent upon the Euclidean derivatives. We begin by defining the vectors ϒ p τ and ϒ q τ by 
where the n × n matrix B has elements
We now proceed as in [9] . Let u be a viscosity subsolution and v a viscosity supersolution to In addition, the matrices X τ and Y τ satisfy the estimate
for any vectors ε and κ in R n , where ·, · eucl is the standard Euclidean inner product and the vector χ = (ε, κ). Using the Main Lemma, we obtain
where the matrices X τ and Y τ are defined using the Main Lemma-namely, by
These elements of the subelliptic jets also satisfy important estimates, as given by the following lemma. 
In addition, with the usual ordering, the matrix X τ is smaller than the matrix Y τ with an error term. In particular we have
Proof. A straightforward computation shows
The definition of ϕ and ρ i gives the first term as O(ϕ 1/(2 i−1 ) ), and the second term is clearly O(ϕ (2 i+1 −2)/2 i ); the vector difference estimate follows. We now focus on the matrix difference estimate. We recall the notation from the Main Lemma, in particular, the twisted vectorṽ. To emphasize the point at which the functions ρ i are evaluated, we denote the vector byṽ p for evaluation at p τ and with an analogous definition forṽ q . Using the definitions of X τ and Y τ , we have
where the vector ξ = (ε p ,κ q ).
By the foregoing computation of C we obtain
so that if ε = κ then the term corresponding to i = 1 is 0; hence
We now focus on the polynomial term. Observe that, as in the matrix difference, we have
We thus conclude that
In order to study infinite harmonic functions, we need to extend Lemma 4.1 to the multivariate case. This extension is given by the next lemma. 
. . .
Using these functions and upper semicontinuity on a compact set, we can consider the following functions:
We then have Proof. Begin with α 1 . Since we are taking iterated limits, we hold the other coordinates fixed. Then, as in the one-dimensional case [9] , we have that
Note that as a consequence, for each i, p α i
exists because it is decreasing as α 1 → ∞ and
Thus, it is also finite. We then have
In addition,
where
..,α n and q = lim
Therefore, 
We then obtain
and hence We repeat this process through the n limits, with the last iteration directly following from the one-dimensional version. The lemma then follows.
The same methodology as used in the proof of Lemma 4.3 yields our next corollary; the details are left to the reader.
Corollary 4.4. Under the hypotheses of Lemma 4.3, it follows that each iterated limit of the form
exists and is finite. Thus,
Using Lemma 4.3 and Corollary 4.4, we deduce that every possible iterated limit exists. We do note, however, that the intermediate limit points at which the maxima occur change with each different iteration. It is natural to ask whether the full multivariate limit exists. We answer this in the affirmative via the next lemma.
Lemma 4.5. Under the hypotheses of Lemma 4.3, the full limit exists and equals the common value of the iterated limits. That is,
As a consequence,
Proof. Given ε > 0, the fact that
allows us to find a large α 0 n such that we have, in the notation of the lemma,
Note that, since we have a decreasing function, the absolute values are not needed and the inequality holds for all α n > α 0 n . We may then find a large α 0 n−1 such that
Again, absolute values are not needed owing to the decreasing function, and the inequality holds for all larger α n−1 . We proceed iteratively until we have a large α 0 1 such that
By the triangle inequality, it follows that
We then let each
..,α n−1 ,α n is decreasing in each variable independently. The lemma then follows from (4.11).
Comparison Principles
Comparison principles for general equations of the form F = 0 can be established using the previous section. In our first example, we consider strictly monotone elliptic functions F. That is, we require F to satisfy the following properties: 
Proof. Suppose sup (u − v) > 0. Using the Grushin maximum principle from the previous section, we obtain
The first term is negative because u is a subsolution and v is a supersolution. Using (5.1)-(5.4) and Lemma 4.2 yields
which goes to 0 as τ approaches ∞.
Our second example involves infinite harmonic functions. We wish to prove a comparison principle on a certain class of Grushin spaces using the multivariate maximum principle ( Lemma 4.3). We will now use the notation p α to represent p α 1 ,α 2 ,...,α n , etc. We restrict ourselves to Grushin spaces in which the polynomials satisfy, for all i and j with i < j,
Note that (5.5) is trivially satisfied when j = 1, since then the expression is 0. When j = 2, we have i = 1 and the condition is satisfied because ρ 2 = ρ 2 (x 1 ).
Observe that the case n = 2 then satisfies this condition, as well as arbitrary n with each ρ j a function of x 1 only. We also observe that the case n = 3 with ρ 3 (x 1 , x 2 ) = x 1 + x 2 does not satisfy this condition, for
We thus have the following comparison principle. 
when p ∈ ∂ , where both sides are neither ∞ nor −∞ simultaneously, then
Proof. We begin by noting that, as in [4] , we can construct a strict supersolution of F ε = 0 called w such that
We may therefore assume without loss of generality that v is a strict supersolution associated with the constant µ. Because we are using the multivariate maximum principle ( Lemma 4.3), we need only consider interior points by taking the α j to be sufficiently large. Proceeding as in Section 4, we have the vectors ϒ p α and ϒ q α defined by
Using the construction of the vectors, we have
since ρ 1 ≡ 1. We now note that every term in the sum lacks an α 1 . Using that ρ i = ρ i (x 1 , x 2 , ..., x i−1 ), we observe that
As a consequence, we are able to conclude that
Turning to the matrices X α and Y α in the second-order Euclidean jets, we construct the matrices X α and Y α by
and
We then have
The matrices X α and Y α satisfy a relation similar to the estimate (4.3)-namely, for vectors ε and χ we have
where again the vector χ = (ε, κ). This time, however, the matrix C is a block matrix of the form
whose submatrix B is defined by
for a fixed small constant σ. Using the construction of the matrices, we are now able to compute
We recall (as in Section 4) that, given a vector κ,κ is the Grushin twist of the original vector using the Main Lemma. Therefore, this sum can be expressed as
Because ρ 1 ≡ 1, we see that the term corresponding to i = 1 in the first sum and the terms corresponding to j = 1 in the second sum are zero. Proceeding as in the vector difference estimate, we observe that the first sum has no α 1 terms and that the construction of the polynomials again produces
we may therefore conclude that
We now turn to the second sum. First, consider the term where j = 2 (which forces i = 1). We note that
and so we obtain
Next, consider the terms where j > 2. We denote
Since i < j, we can easily control
through the polynomials, since T ij contains only α i and α j . In particular, after evaluating these limits, assumption (5.5) leaves us with
Proceeding with the equation F ε , we assume the maximum occurs at an interior point. Since we may reduce our discussion to interior points, we know that u is a viscosity subsolution at p α and that v is a viscosity supersolution at q α . We then subtract the two equations to obtain
We thus arrive at a contradiction via equations (5.6) and (5.7).
Uniqueness of infinite harmonic functions then follows as in [4] .
C 1 sub Absolute Minimizers are Viscosity Infinite Harmonic
Before proceeding, we recall the important derivatives. The horizontal gradient of the function u is defined as
and the symmetrized horizontal second-order derivative matrix has entries
These derivatives are used to define the infinite Laplacian by
Our proof of Theorem 1.5 is based on the following lemma, which is proved in [5] and is an extension of the result of Crandall [8] . The proof is included here in the interest of completeness. 
then u cannot be absolutely minimizing in B(0, r).
Proof. We argue by contradiction. Assume that u is an absolute minimizer; then
a.e. in U ε . Let γ be the horizontal curve obtained as a solution of the ODE
Since |(d/dt)γ | = 1 and since γ is horizontal, there exist ε > 0 and C ε > 0 such that, for 0 ≤ t < ε, C
Hence, for any t > 0,
The latter implies that γ ∈ U ε for any t > 0, but this is in contradiction with (6.5) and with the fact that U ε ⊂ B 0, √ ε/µ . In fact, the curve γ will exit the ball B 0, √ ε/µ after a time roughly equivalent to √ ε.
The proof of Theorem 1.5 is now reduced to finding a function V ε as in Lemma 6.1. We begin by assuming that the C 1 sub function u ∈ Lip( ) is an absolute minimizer and fails to be ∞-harmonic in the viscosity sense at the point p 0 . We first consider the case when p 0 = 0. Without loss of generality, we assume that u is not a viscosity subsolution and so there is a function φ such that
Next, we denote the derivatives of φ by
and define the antisymmetric matrix C by
First, we wish to construct a symmetric matrix M such that M > H and MD = CD.
As in Section 2, we define the set N by j ∈ N ⇐⇒ ρ 0 j = 0. We begin by defining the n × n symmetric matrix P by the formula
It is easy to see that We compute Euclidean derivatives and use equation (6.10) to obtain:
Hence, the Euclidean inner product can be computed as Using this equality and polarization identities, we conclude that
We have thus constructed a function V satisfying
We define the function V ε by V ε = V − ε for some ε > 0. From the general Taylor theorem (see [10] ) we immediately obtain that V ε > φ − ε in a neighborhood of the origin. For a possibly smaller neighborhood and for a small µ > 0, we have
Observe that for ε > 0 small enough and for r ≥ √ ε/µ with p ∈ ∂B(0, r),
Hence there exists a neighborhood U ε of the origin (we may assume without loss of generality that it is connected) such that V ε = u on ∂U ε and V ε < u in U ε . (6.12) We then have U ε ⊂ B 0, √ ε/µ . The contradiction now stems from (6.11), (6.12), and Lemma 6.1.
Next, suppose that the function u fails to be a viscosity solution at some point p 0 . We then perform a change of variables by replacing x i with x i + x we conclude that the Y i vector fields vanish at the same order at 0 as the corresponding X i vector fields vanish at p 0 . In addition, we also defineũ(p) = u(p + p 0 ) so that Lip(ũ) = Lip(u) andũ is not a viscosity solution at the origin. We then can use the proof of Lemma 6.1 to obtain the desired contradiction forũ at the origin, completing the proof of Theorem 1.5.
Having proved Theorem 1.5, it is desirable to remove the regularity assumption.
Since dilations do not exist in general and since mollifiers may not possess the necessary technical properties even in the special cases when dilations do exist, the removal of the regularity assumption using this technique is still an open question. C. Y. Wang [19] recently announced related results in his preprint. By appealing to the Euclidean case, he answers a more general question.
