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Reductive pairs arising from representations
Oliver Goodbourn∗
Abstract
Let G be a reductive algebraic group and V a G-module. We consider the question of when
(GL(V ), ρ(G)) is a reductive pair of algebraic groups, where ρ is the representation afforded by V .
We first make some observations about general G and V , then specialise to the group SL2(K) with
K algebraically closed of positive characteristic p. For this group we provide complete answers for the
classes of simple and Weyl modules, the behaviour being determined by the base p expansion of the
highest weight of the module. We conclude by illustrating some of the results from the first section
with examples for the group SL3(K).
1 Introduction
Since their introduction in 1967 by Richardson [17], reductive pairs have featured in the proofs of numerous
results in algebraic group theory [2, 1, 3, 14, 19]. For a definition, see the preliminaries section. In a very
loose sense, they are sometimes employed when seeking to prove results that attempt to salvage the good
behaviour of groups over fields of characteristic 0 in the positive characteristic case. Often, the likelihood
of such behaviour being correctly modelled increases as the characteristic gets larger. In many cases this
is reflected in the relative likelihood of a particular pair of algebraic groups being a reductive pair in larger
characteristics. For instance, when the characteristic is large compared to the dimension of a G-module
V , [1, 3.1] tells us that (GL(V ), ρ(G)) is always a reductive pair, where ρ is the representation afforded
by V . In the same paper, this fact is exploited to great effect in giving a conceptually uniform proof of
a result giving necessary and sufficient conditions (for large enough characteristics) for subgroups of a
connected reductive group G to be G-completely reducible. This came after work of Serre in [18], where
a more favourable bound on the characteristic was achieved, but using a comparatively technical method.
In this paper we consider the question of which rational modules give rise to reductive pairs. That is,
in the situation above,
Question 1. for which G-modules V is (GL(V ), ρ(G)) a reductive pair?
Our approach will be largely representation theoretic: we will examine the submodules of V ⊗ V ∗ ∼=
LieGL(V ). However, subtleties in the nature and behaviour of G as an algebraic group will arise, which
must be dealt with before we may bring the full force of the representation theory to bear.
We derive complete pictures for simple modules and Weyl modules for the group SL2 in positive
characteristic. The proof of the result for simple modules exploits Doty and Henke’s tensor product
decomposition for simple modules for this group. This work is then used to determine the behaviour for
Weyl modules, making use of character calculations due to Donkin.
We present several results and methods applicable to modules for arbitrary simple algebraic groups.
With these, it is straight-forward to generate large classes of examples (and non-examples) of modules
giving reductive pairs; we give examples of this for the group SL3.
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2 Preliminaries
For unexplained terminology, the reader may consult [15]. Throughout, let K be an algebraically closed
field of positive characteristic p. Let G be a reductive algebraic group over K, T a maximal torus of G
and B a Borel subgroup of G containing T . Let Φ be the root system of G with respect to T , and let Ψ
be the set of simple roots determined by B. We write X(T ) for the set of weights of G with respect to T ,
and X(T )+ for the set of dominant weights. The choice of T and B determines a basis of fundamental
dominant weights; we will often specify weights by their coordinates with respect to this basis. We write
W for the Weyl group of G, andWp for the affine Weyl group; these will act on weights via the dot action.
Unless otherwise stated, by module we will mean finite-dimensional rational KG-module. Given
λ ∈ X(T )+, we write ∇(λ), ∆(λ) and L(λ) for the induced, Weyl and simple modules with highest weight
λ, respectively. Given a module V , we write V ∗ for its linear dual and Vλ for the λ weight space of V .
We denote by V F
i
the ith Frobenius twist of the module V ; thus if ρ is the representation afforded by V ,
then that afforded by V F
i
is ρ ◦ F i.
Some of our methods will use the properties of tilting modules for algebraic groups. A reader unfamiliar
with these may consult [9]; we will need only the following facts. We will call a module tilting if it has
both a good filtration and a Weyl filtration. The indecomposable tilting modules are classified by highest
weights: for each dominant weight λ there exists an indecomposable tilting module T (λ) with unique
highest weight λ, and the T (µ) with µ ∈ X(T )+ form a complete set of non-isomorphic indecomposable
tilting modules. Direct sums and tensor products of (now arbitrary) tilting modules are tilting, as are
direct summands of tilting modules. Crucially, two tilting modules are isomorphic if and only if they have
the same formal character.
Definition 2.1. Let H be a closed, reductive subgroup of a reductive group G. We say that (G,H)
is a reductive pair if LieH is an H-module direct summand of LieG, where H acts via the adjoint
representation of G.
In [19], Slodowy collects together many examples of reductive pairs.
3 General statements
We first recall two results of Benson and Carlson. These may be found in [4].
Proposition 3.1 (Benson and Carlson). Let M and N be finite dimensional, indecomposable KG-
modules. Then K is a summand of M ⊗N if and only if the following two conditions are met:
1. M ∼= N∗
2. p ∤ dimN
Moreover, if K is a direct summand of N ⊗N∗ then it occurs with multiplicity one.
Corollary 3.2 (Benson and Carlson). Suppose M is an indecomposable KG-module with p | dimM .
Then for any KG-module N and any indecomposable summand U of M ⊗N , we have p | dimU .
Using the corollary it is easy to show the following constraint on when a module gives a reductive
pair.
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Proposition 3.3. Let K have characteristic p, and suppose p ∤ dimLieG. Let V = V1 ⊗ · · · ⊗ Vr be a
G-module such that one of the Vi is indecomposable and has dimension divisible by p. Then V does not
give a reductive pair.
Proof. Suppose the factor Vi is indecomposable and has dimension divisible by p. Write
V ⊗ V ∗ ∼= Vi ⊗ (V1 ⊗ · · · ⊗ Vr ⊗ (V1 ⊗ · · · ⊗ Vr)
∗),
where we have rearranged the tensor product to bring Vi to the front. Now corollary 3.2 implies that
all indecomposable summands of V ⊗ V ∗ have dimension divisible by p. In particular, LieG (being
indecomposable) cannot be a summand, hence the result.
Lemma 3.4. Let G be a reductive algebraic group over K and V a G-module. Then V F gives a reductive
pair if and only if V does.
Proof. Recall that V F and V are equal as K-vector spaces, so that GL(V ) = GL(V F ). Let the repre-
sentation afforded by the module V be denoted by ρ. Since the Frobenius morphism is a bijection, the
subgroups ρ(G) and (ρ ◦ F )(G) of GL(V ) are equal, from which the result follows.
Remark 3.5. For a simply connected semi-simple algebraic group, the above lemma is especially helpful
when Steinberg’s tensor product theorem is taken into account: if λ = pµ, with λ, µ dominant weights,
then L(λ) = L(µ)F .
Lemma 3.6. Let V,W be G-modules and let ρ be the representation afforded by V . Suppose that V gives
a reductive pair and that the differential dρ is injective; suppose further that End(W ) has a summand
isomorphic to K. Then the module V ⊗WF gives a reductive pair.
Proof. Let ρ and σ be the representations afforded by V and W respectively. If we consider the represen-
tation
ρ⊗ σF : G→ GL(V ⊗WF ),
then the aim is to show that Lie(ρ⊗σF (G)) is a summand of End(V ⊗WF ). First, we have the differential
d(ρ⊗ σF ) : LieG→ End(V ⊗WF ), and
Im(d(ρ⊗ σF )) ⊂ Lie(ρ⊗ σF (G)), (1)
that is, the image of the differential is contained in the Lie algebra of the image of the representation.
By the properties of the differential ([5, 3.21]), d(ρ ⊗ σF ) = dρ ⊗ 1WF + 1V ⊗ dσ
F (where here 1WF
refers to the identity map onWF ); since the map σF is equal to σ ◦F and the differential of the Frobenius
morphism F is 0, we have that dσF = 0, whence d(ρ⊗ σF ) = dρ⊗ 1WF . Thus
dim d(ρ⊗ σF )(LieG) = dim(dρ⊗ 1WF )(LieG),
which, since dρ is an isomorphism onto its image, is equal to dimLieG. However,
dimLieG ≥ dimLie(ρ⊗ σF (G)),
since the Lie algebra on the right is that of an algebraic group morphic image of the group the Lie algebra
of which is on the left. We therefore have equality in 1. Thus we may look for the image of the differential
rather than the Lie algebra of the image when deciding if V ⊗WF gives a reductive pair.
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We note that End(V ⊗WF ) ∼= End(V ) ⊗ End(WF ) [6, Ch II, 4.4, prop. 4]. It will be convenient to
identify these spaces via such an isomorphism. Thus
d(ρ⊗ σF ) = dρ⊗ 1WF : LieG→ End(V )⊗ End(W
F ).
So we have Lie(ρ⊗σF (G)) = (dρ⊗1WF )(LieG) = {dρX⊗1WF | X ∈ LieG} = dρLieG⊗K
F . Finally, we
note that since LieG is a summand of End(V ) and KF is a summand of End(WF ), their tensor product
LieG⊗KF is a summand of End(V )⊗ End(WF ) ∼= End(V ⊗WF ).
Corollary 3.7. Let G be a simple algebraic group over a field K of positive characteristic p such that
p is very good for G, let λ be a restricted dominant weight such that the simple G-module L(λ) gives a
reductive pair, and let µ be a dominant weight such that p ∤ dimL(µ). Then the module L(λ+ pnµ) gives
a reductive pair for any integer n ≥ 1.
Proof. Since K is infinite and p is very good for the simple group G, the Lie algebra of G is a simple G-
module (see for instance [3]). Thus any homomorphism leaving LieG is either the zero map or is injective;
since λ is restricted, the differential is therefore injective. Since L(λ) gives a reductive pair, we know that
LieG is a summand of LieGL(V ). Since p ∤ dimL(µ), proposition 3.1 tells us that L(µ) ⊗ L(µ)∗ has a
summand isomorphic to K. We now apply lemma 3.6, noting that L(λ)⊗ L(µ)F
n ∼= L(λ+ pnµ).
Remark 3.8. If we relax the conditions on λ and µ, more may be said. If λ, µ are required only to be
dominant weights, then it may be that L(λ) ⊗ L(µ)F
n
is not a simple module; however, the lemma still
applies, so this module still gives a reductive pair. Weaker conditions can be found to ensure that the
module is still simple, for instance requiring that λ ∈ Xn(T ) with non-zero restricted part.
Lemma 3.9. Let R be a ring and let M be an R-module with a filtration
0 ≤M1 ≤M2 ≤ . . . ≤Mn =M.
Suppose every quotient Li := Mi/Mi−1 is such that Ext
1
R(Li,M1) = 0. (Equivalently, every short exact
sequence 0→M1 → E → Li → 0 splits). Then M1 is an R-module direct summand of M : M =M1⊕W
for some W ≤M .
Proof. Given a short exact sequence 0→ A′ → A→ A′′ → 0 of R-modules and an R-module B, we may
consider the long exact sequence of the Ext functor in the first variable,
· · · → ExtnR(A
′′, B)→ ExtnR(A,B)→ Ext
n
R(A
′, B)→ Extn+1R (A
′′, B)→ · · · .
In the notation of the statement, we are given exact sequences 0 → Mi−1 → Mi → Li → 0, and we
therefore have exact sequences
Ext1R(Li,M1)→ Ext
1
R(Mi,M1)→ Ext
1
R(Mi−1,M1),
in which the first term is 0 by hypothesis, and the last term is 0 by induction (the base case being clear).
Thus M1 is a summand of each Mi, in particular Mn =M .
Remark 3.10. Provided that we can work out the composition factors of V ⊗ V ∗ for a G-module V , we
may sometimes use lemma 3.9 to show that V gives a reductive pair (this method will not tell us that a
given module does not give a reductive pair). We note that (the image of ) the Lie algebra of the image
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of G is a simple submodule of V ⊗ V ∗ (subject, potentially, to minor constraints on the characteristic),
so that 0 ≤ LieG ≤ V ⊗ V ∗; this may be refined into a composition series for V ⊗ V ∗ with LieG at
the bottom. Thus, if we know a posteriori that all extensions of the Lie algebra by the other composition
factors must be split, lemma 3.9 tells us that the Lie algebra is a direct summand of V ⊗ V ∗ (whence the
module V gives a reductive pair).
We also note at this point that lemma 3.9 implies equally that all the submodules of V ⊗ V ∗ in the
same isomorphism class as LieG are summands under the same hypotheses.
It will be useful to have some results that tell us about extensions of simple modules. First of all, we
recall the linkage principle (see for instance [15, Corollary 6.17]).
Proposition 3.11. Let λ, µ ∈ X(T )+. If Ext
1
G(L(λ), L(µ)) 6= 0, then λ ∈Wp · µ.
We will use the contrapositive statement, that if λ 6∈Wp ·µ, then any extension of L(λ) by L(µ) must
be split.
The following lemma is found in [15, Section 2.12].
Lemma 3.12. The group Ext1G(L(λ), L(λ)) = 0 for all λ ∈ X(T )+.
4 The group SL2
4.1 Basic facts
In this section we focus on the group G = SL2(K). A great deal is known about this group and its
representations, making it a logical choice for a first example. For dominant weights 0 ≤ u ≤ p − 1 we
have T (u) = L(u) = ∇(u) = ∆(u). For p ≤ u ≤ 2p − 2 the module T (u) is uniserial with composition
factors L(2p − 2 − u), L(u), and L(2p − 2 − u). It is well-known (see for instance [11]) that for SL2(K)
the module ∇(r) ∼= SrE, the rth symmetric power of the 2-dimensional natural module for SL2(K).
Thus the simple SL2(K)-modules are tensor products of Frobenius twists of such symmetric powers, by
Steinberg’s tensor product theorem. The simple SL2(K)-modules are self-dual. As in [11], we shall call
the indecomposable tilting modules T (u) with 0 ≤ u ≤ 2p− 2 fundamental.
4.2 Simple Modules
In this section we show necessary and sufficient conditions for a simple module for SL2(K) to give a
reductive pair.
Lemma 4.1. Let K have characteristic p ≥ 3, and let ρ : SL2(K) → GL(V ) be a nontrivial rational
representation. Then Lie ρ(SL2(K)) is isomorphic to the Lie algebra sl2(K) of trace-zero 2 × 2 matrices
with entries in K.
Proof. The kernel of ρ is a closed normal subgroup of SL2(K) and is therefore either trivial or is the centre
of SL2(K), which consists of those scalar matrices having determinant 1. The image ρ(SL2(K)) is thus
isomorphic as an abstract group to SL2(K), and as an algebraic group either to SL2(K) or to PGL2(K).
Since p ∤ 2, the Lie algebras of both of these groups are isomorphic, and in particular are isomorphic to
sl2(K).
It is well known that if K has characteristic p and p ∤ n, then Lie SLn(K) is an irreducible SLn(K)-
module. Thus when deciding whether or not a representation of SL2(K) gives a reductive pair, if the
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characteristic is greater than or equal to 3, we may be certain the Lie algebra we look for is isomorphic to
L(2), the 3-dimensional simple SL2-module with highest weight 2. In [14], Herpel introduces the notion
of pretty good primes. In the paper he shows that when the characteristic of K is not pretty good for G,
there can be no reductive pair of the form (GL(V ), G). Since 2 is not a pretty good prime for a group
of type A1, and since for a non-trivial representation the image of SL2(K) in GL(V ) is of this type, it
follows that in characteristic 2, no SL2(K)-modules give reductive pairs.
It is easy to calculate the dimensions of the simple modules for SL2. We may also infer an initial
constraint on the simple modules that can possibly give reductive pairs. Both observations are direct
applications of Steinberg’s tensor product theorem.
Lemma 4.2. Let λ = a0 + a1p+ · · ·+ arp
r be a non-negative integer. Then the dimension of the simple
KSL2-module L(λ) is
∏r
i=0(ai + 1).
Lemma 4.3. Suppose p > 3, and let λ be a non-negative integer with base p expansion λ = a0 + a1p +
· · · + akp
k. Supppose at least one of the ai = p− 1. Then L(λ) does not give a reductive pair.
Proof. This follows upon application of proposition 3.3.
It is a standard result that the module ∇(µ)⊗∇(ν) has a good filtration with sections isomorphic to
∇(µ + ν),∇(µ + ν − 2), . . . ,∇(µ − ν) (each with multiplicity one, with ν ≤ µ).
Lemma 4.4. dimHomSL2(∆(λ),∇(µ)⊗∇(ν)) ≤ 1.
Proof. By the zero case of [15, Prop. 4.13],
dimHomG(∆(α),∇(β)) =
{
1 if α = β
0 if α 6= β.
(2)
For a given module X and a short exact sequence 0 → Y1 → Y → Y2 → 0 of KG-modules, we have
dimHomG(X,Y ) ≤ dimHomG(X,Y1) + dimHomG(X,Y2). We apply this result inductively to a good
filtration of ∇(µ)⊗∇(ν), giving
dimHomG(∆(λ),∇(µ)⊗∇(ν)) ≤
ν∑
i=0
dimHomG(∆(λ),∇(µ + ν − 2i)).
Since at most one of the integers µ+ ν − 2i is equal to λ, formula 2 implies that the right hand side is at
most 1.
Corollary 4.5. dimHomSL2(L(λ), L(µ)⊗ L(ν)) ≤ 1.
Proof. Note that ∇(λ) has socle isomorphic to L(λ), and ∆(λ) has head isomorphic to L(λ). Thus
HomSL2(L(λ), L(µ)⊗L(ν)) embeds in HomSL2(∆(λ), L(µ)⊗L(ν)). Next, HomSL2(∆(λ), L(µ)⊗L(ν)) ≤
HomSL2(∆(λ),∇(µ)⊗∇(ν)). Thus it is enough to prove that this latter space has dimension ≤ 1, which
is lemma 4.4.
Combined with lemma 4.1, the argument above shows in particular that in characteristic p 6= 2 there
is at most (hence exactly) one submodule of any tensor product L(λ) ⊗ L(λ)∗ ∼= L(λ) ⊗ L(λ) that is
isomorphic to L(2), hence to the Lie algebra of the image of SL2 in the representation ρ. Thus, if we find
such a submodule (whether or not it appears as a summand) we may be certain that it is in fact the Lie
algebra of the image; this is a great aid in deciding whether an SL2-module gives a reductive pair.
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In [11], Doty and Henke provide a decomposition of the tensor product L(a) ⊗ L(b) of two simple
modules for SL2 into indecomposable direct summands. Each of the summands is a tensor product of
Frobenius twists of fundamental tilting modules for SL2.
We are now ready to state the main result of this section, which classifies the simple SL2-modules
giving reductive pairs. The majority of the work has been done already, and the proof will therefore take
the form of a few observations, minor calculations and checks.
Theorem 4.6. Let λ 6= 0 be a non-negative integer with base p expansion λ = a0 + a1p+ · · ·+ akp
k and
ρ : SL2(K) → GL(L(λ)) the representation afforded by the simple module L(λ). Let l be the smallest
integer for which al 6= 0. Then, when p > 3, (GL(L(λ)), ρ(SL2)) is a reductive pair if and only if
1. ai ≤ p− 2 for all i, and
2. al ≤ p− 3.
If p = 3, then (GL(L(λ)), ρ(SL2)) is a reductive pair if and only if all ai ≤ 1 except for al, which can
be 1 or 2.
If p = 2, (GL(L(λ)), ρ(SL2)) is never a reductive pair.
Proof. Considering lemma 3.4, we may assume l = 0. Applying [11, Theorem 2.1], we see that the
indecomposable summands of L(λ) ⊗ L(λ)∗ all take the form
⊗
i T (ui)
F i , where the ui are determined
by an easy combinatorial process and depend only on the base p expansion of λ. By lemma 4.5 (and
Krull-Schmidt), it is therefore enough to determine whether or not one of these summands is isomorphic
to the Lie algebra of the image of SL2.
In characteristic p ≥ 3, this module is isomorphic to L(2), and one calculates that there is a summand⊗
i T (ui)
F i isomorphic to L(2) precisely when the stated conditions are met. It was already noted
above that no SL2(K) module gives a reductive pair when p = 2. For simple modules, this can also
be seen directly in the representation theory, as [11, Theorem 2.3] implies that L(λ) ⊗ L(λ)∗ is itself
indecomposable. Thus, to be a summand, Lie ρ(SL2) would need to be isomorphic to L(λ) ⊗ L(λ)
∗; this
is impossible, since dimLie ρ(SL2) = 3 is not a square integer.
4.3 Weyl Modules
Define
Y (r) :=
{
∇(m)⊗∆(m) if r = 2m is even,
∇(m+ 1)⊗∆(m) if r = 2m+ 1 is odd.
Note that for even r, Y (r) ∼= ∇(m)⊗ (∇(m))∗.
Recall the definition of tilting modules from the preliminaries section. The following lemma is a special
case of [16, Lemma 3.3], and is due to Donkin.
Lemma 4.7. If r, s ≥ 0 with |r − s| ≤ 1, then ∇(r)⊗∆(s) is a tilting module.
It can be shown that for all non-negative, even integers r, the character of Y (r) is a sum of characters of
certain tilting modules. This implies an isomorphism of tilting modules between Y (r) and the direct sum
of the tilting modules whose characters appear, and will allow us to reduce the problem of determining
(for each non-negative integer m) whether ∇(m) gives a reductive pair for SL2, to the already covered
case of simple modules. The character calculations involved were kindly shown to us by Stephen Donkin.
Let p > 2 and let 0 ≤ a ≤ p− 3 be an even integer. We have
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Y (2pm+ a) ∼= ∇(p− 1) ⊗∇(a+ 1)⊗ Y (2m− 1)F
⊕∇(p− 1)⊗∇(p− a− 3)⊗ Y (2m− 2)F ⊕ Y (a). (3)
Y (p − 1 + 2mp+ a) ∼= ∇(p− 1)⊗∇(a)⊗ Y (2m)F ⊕∇(p− 1)⊗∇(p− 2− a)⊗ Y (2m− 1)F
⊕ Y (p− a− 3). (4)
Y (2pm+ 2p− 2) = ∇(p− 1)⊗∇(p− 1)⊗ Y (2m)F . (5)
Considering 3, 4 and 5, we have expressions for Y (r) for each even, non-negative r. Thus we have
expressions for ∇(m)⊗∆(m) with r = 2m – that is, all non-negative integers m.
Theorem 4.8. Let K be an algebraically closed field of characteristic p > 0, let n be a non-negative
integer and let ρ : SL2(K)→ GL(∇(n)) be the representation afforded by ∇(n), the n
th symmetric power
of the natural module.
1. If K has characteristic p > 3, then (GL(∇(n)), ρ(SL2)) is a reductive pair if and only if n 6≡ p, p−1
or p− 2 (mod p).
2. If K has characteristic 3, then (GL(∇(n)), ρ(SL2)) is a reductive pair if and only if n ≡ 1, 2, . . . 6
(mod 9).
3. If K has characteristic 2, then (GL(∇(n)), ρ(SL2)) is never a reductive pair.
Proof. First suppose K has characteristic p > 3. Although in proving this result we will deal with several
cases, they all resolve to the same issue: what ultimately matters is the residue class of n modulo p. As
in the calculations above, we write r = 2n and ∇(n) ⊗ ∇(n)∗ ∼= ∇(n) ⊗ ∆(n) = Y (r) as a direct sum
of tilting modules. Recall that by 4.4, if we exhibit a summand of ∇(n) ⊗ ∆(n) that is isomorphic to
L(2), then we know ∇(n) does give a reductive pair. On the other hand, if we can show that in a given
decomposition of ∇(n)⊗∆(n) into (not necessarily indecomposable) direct summands Mi, none of the
Mi has a summand isomorphic to L(2), then ∇(n) cannot give a reductive pair, by the Krull-Schmidt
theorem.
By equation 3, we see that when n ≡ 0, 1, . . . , p−32 (mod p), ∇(n) gives a reductive pair if and only
if L(2n) gives a reductive pair, where n is the least residue of n modulo p. When n = 0, ∇(n) does not
give a reductive pair: by corollary 3.2, we know that no module isomorphic to L(2) can be a summand
of any module of the form ∇(p − 1) ⊗ N (where N is a G-module), since ∇(p − 1) is p-dimensional
and indecomposable (it is irreducible). We combine this this with the last observation in the previous
paragraph, noting that none of the summands in 3 has a summand isomorphic to L(2). In the rest of the
cases we have 0 < 2n ≤ p− 3, so that ∇(n) does give a reductive pair.
By equation 4, we see that if n ≡ p−12 ,
p−1
2 + 1, . . . , p − 3 (mod p), then ∇(n) does give a reductive
pair, while for n ≡ p − 2 it does not. This is because if n ≡ p−12 +
a
2 (mod p) where 0 ≤ a ≤ p − 3, a
even, then ∇(n) gives a reductive pair if and only if L(p−a−32 ) gives a reductive pair, which is true for
0 ≤ a ≤ p− 5 but false for a = p− 3.
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Finally we look at equation 5. Thus if n ≡ p − 1 (mod p), then ∇(n) does not give a reductive pair,
as corollary 3.2 shows ∇(n)⊗∆(n) does not have a summand isomorphic to L(2) (as before). Combining
this and the observations about other residue classes above, the proof for p > 3 is complete.
Now suppose p = 3. In this case, letting a = 0 in equation 3, we have
Y (6m) ∼= ∇(2)⊗∇(1)⊗ Y (2m− 1)F ⊕∇(2)⊗∇(0)⊗ Y (2m− 2)F ⊕ Y (0). (6)
Equation 4 becomes
Y (6m+ 2) ∼= ∇(2)⊗ Y (2m)F ⊕∇(2)⊗∇(1) ⊗ Y (2m− 1)F ⊕ Y (0). (7)
Finally, equation 5 becomes
Y (6m+ 4) = ∇(2)⊗∇(2)⊗ Y (2m)F . (8)
From 6, we see that if p ∤ m, then Y (6m) has a summand isomorphic to L(2). This is because the term(
∇(2)⊗∇(0)⊗ Y (2m− 2)F
)
itself has a summand L(2) ⊗ L(0) ⊗ L(0)F , using proposition 3.1, noting
that Y (2m − 2)F = (∇(m− 1)⊗∆(m− 1))F . Since Y (6m) = ∇(3m) ⊗∆(3m), we therefore have that
∇(3m) gives a reductive pair for each m coprime to 3, namely ∇(3× 1),∇(3× 4),∇(3 × 7), or generally
those of the form ∇(3 + 9k); and also ∇(3× 2),∇(3× 5), or in other words those of the form ∇(6 + 9k).
On the other hand it may be shown that L(2) ⊗ L(1) ∼= T (3) in characteristic 3. Thus L(2) cannot be
a summand of either of the other terms in equation 6: the composition factors of T (3) in characteristic
3 are L(1), L(3), L(1), as noted above. Hence the composition factors of T (3) ⊗ Y (2m − 1)F are the
composition factors of L(1)⊗Y (2m−1)F (twice each) and the composition factors of L(3)⊗Y (2m−1)F .
If T (3)⊗Y (2m−1)F has a summand isomorphic to L(2), then this summand is in particular a submodule,
and, being simple, is therefore a composition factor. Thus it is enough to know that L(2) cannot be a
composition factor of either L(1)⊗Y (2m−1)F or L(3)⊗Y (2m−1)F ∼= (L(1)⊗Y (2m−1))F ; considering the
weights of these modules, we see that no composition factor of either may have highest weight congruent
to 2 modulo 3. Finally, Y (0) is 1-dimensional, so L(2) cannot be a submodule.
From 7, once again using proposition 3.1, Y (6m + 2) does have a summand isomorphic to L(2) if
p ∤ m+1, noting that Y (2m)F = (∇(m)⊗∆(m))F . Then, following the same process as for the previous
case, we see that we get a reductive pair from each ∇(1 + 9k) and each ∇(4 + 9k). Since the other terms
in equation 7 are the same as in the previous case, the same reasoning shows that L(2) is not a summand
of either of the those terms.
From 8, we see that Y (6m + 4) has a summand isomorphic to L(2) if p ∤ m + 1. To see this, note
that L(2) ⊗ L(2) ∼= T (4) ⊕ L(2) then apply the same reasoning as before. In this case, we see that we
get reductive pairs from ∇(2 + 9k) and ∇(5 + 9k). Again, these are the only ways to get a summand
isomorphic to L(2).
To summarise: from the cases above, we see that when p = 3, ∇(n) gives a reductive pair if and only
if n ≡ 1, 2, . . . 6 (mod 9).
When p = 2, no SL2(K)-module gives a reductive pair.
Remark 4.9. As with the case for simple modules above, it is also fairly easy to see directly from the
representation theory that no Weyl module for SL2(K) gives a reductive pair in characteristic 2. First
recall that direct summands of tilting modules are tilting modules. Thus, if the image of Lie ρ(SL2(K))
in ∇(n) ⊗ ∆(n) is not a tilting module, it cannot be a summand. With this in mind, consider that the
differential dρ : sl2(K) → Lie (ρSL2(K)) is injective unless n is even, in which case it has as its kernel
the scalar matrices. If n is odd, Lie ρ(SL2) is therefore the SL2(K)-module ∇(2), which is not a tilting
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module. Thus ∇(n) does not give a reductive pair when n is odd in characteristic 2. If n is even, then
Lie ρ(SL2) has a 2-dimensional simple submodule coming from the image dρ (sl2(K)). Since sl2(K) is
the SL2(K)-module ∇(2), this simple module must be L(2) (which in characteristic 2 is L(1)
F , which is
2-dimensional). There are then two possibilities: either Lie ρ(SL2) is indecomposable, in which case it is
the module ∆(2); or else it has a decomposition as L(2) ⊕ L(0). Since ∆(2) and L(2) are not tilting, in
either of these cases this is enough information to conclude that ∇(n) does not give a reductive pair for
even n in characteristic 2.
Example 4.10. Let k have characteristic p > 3. By 4.8, we see that ∇(p) does not give rise to a reductive
pair; by 4.6, we see that the simple module L(1 + p(p−1)2 ) = L(1) ⊗ L(
p−1
2 )
F does. Both of these modules
have dimension p + 1, and we note that 2 < p < 2(p + 1) − 2 = 2p. Thus, if the characteristic is not 3,
we have examples of both sorts of behaviour between the bounds in [3, 3.1].
5 The group SL3
Now let G = SL3(K). Consider a rational representation ρ : SL3(K) → GL(V ). If the representation is
non-trivial, the kernel of ρ is either trivial or the centre of SL3(K), and is in either case finite. When
p 6= 3, the adjoint representation is irreducible and has highest weight (1, 1). Although some progress has
been made (e.g. [7, 8]), no complete tensor product decomposition (as in [11]) seems to have appeared at
the time of writing. We will instead exploit the method set out in remark 3.10 to generate some examples.
In Yehia’s PhD thesis [20], Ext1G(L(µ), L(λ)) is shown to be at most one-dimensional for G of type
A2. Furthermore, for each dominant weight λ the set of weights
A(λ) := {µ ∈ X(T )+ | Ext
1
G(L(µ), L(λ)) 6= 0}
is determined explicitly. For our purposes it will be enough to consider the following result, which is an
abridgement of [20, Proposition 4.1.1].
Proposition 5.1. Suppose λ, µ ∈ X(T )+, λ = λ0 + pλ
′, µ = µ0 + pµ
′, where λ0, µ0 ∈ X1 (the restricted
region) and λ′, µ′ ∈ X(T )+. Moreover suppose λ0 6= µ0. Then
1. A necessary condition for Ext1G(L(µ), L(λ)) to be non-zero is that µ0 is in the Wp orbit of λ0.
2. If λ0 = (r, s) ∈ A0 (the bottom alcove) and µ0 is not one of (p− s−2, p− r−2), (r+ s+1, p− s−2)
or (p− r − 2, r + s+ 1), we have Ext1G(L(µ), L(λ)) = 0.
Hence for SL3(K) we may do significantly better than using linkage alone. The full result in [20]
considers in point (2) any λ0 in the restricted region. We may (somewhat crudely) use proposition 5.1
in combination with the linkage principle 3.11 in order to create a “mask” of those dominant weights for
which extensions of the simple module L(1, 1) by simple modules with this highest weight are all split.
The result is a reduced selection of weights to look for amongst the composition factors of V ⊗ V ∗. The
following example illustrates the use of the method outlined in remark 3.10 in this case.
Example 5.2. Let p = 5. By considering characters, the composition factors of L(5, 1) ⊗ L(5, 1)∗ are
calculated to have highest weights (with multiplicities following)
(6, 6), 1, (5, 5), 1, (1, 1), 1, (0, 0)1.
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The weight (6, 6) is in the Wp orbit of (1, 1), so the linkage principle alone does not allow us to rule
out this weight as possibly contributing a non-split extension. However, (6, 6) is not one of the weights
specified by 5.1. We may therefore infer that L(5, 1) gives a reductive pair.
Stephen Doty has written a package [10] for the computer algebra software GAP [13] which can
perform calculations pertaining to Weyl modules. We used this software to calculate the composition
factors of tensor products of simple modules with small highest weights in type A2 in a variety of small
characteristics. As a further example, we combine information gathered using this GAP package with
corollary 3.7 to determine some classes of modules giving reductive pairs.
Proposition 5.3. Let K have characteristic 7 and let n ≥ 1 be an integer. Let λ ∈ A = {(1, 0), (0, 1), (1, 1),
(2, 0), (0, 2), (2, 1), (1, 2), (3, 0), (0, 3)} and µ ∈ B = {(1, 0), (0, 1), (1, 1), (2, 0), (0, 2), (2, 1), (1, 2), (2, 2),
(3, 0), (0, 3), (3, 1), (1, 3)}. Then the module L(λ+ pnµ) gives a reductive pair.
Proof. The weights in the set A of the statement are all restricted, and the simple modules with these
highest weights give reductive pairs: this may be seen by examining the composition factors of the tensor
product of a given simple module with its dual (obtained using Doty’s GAP package), then applying
the method in remark 3.10. Since the weights in B are all in the bottom alcove, [15, II,5.6] implies
that each simple module with highest weight in B is equal to the induced module with the same highest
weight. Then note that p = 7 does not divide the dimensions (calculated using Weyl’s dimension formula
[12, Cor.24.6]) of the these simple modules. Thus the conditions of corollary 3.7 are satisfied, and for
λ ∈ A,µ ∈ B we have that L(λ)⊗ L(µ)F ∼= L(λ+ pnµ) gives a reductive pair.
References
[1] M. Bate, S. Herpel, B. Martin, and G. Ro¨hrle. G-complete reducibility and semisimple modules.
Bull. Lond. Math. Soc., 43(6):1069–1078, 2011.
[2] M. Bate, B. Martin, and G. Ro¨hrle. A geometric approach to complete reducibility. Invent. Math.,
161(1):177–218, 2005.
[3] M. Bate, B. Martin, G. Ro¨hrle, and R. Tange. Complete reducibility and separability. Trans. Amer.
Math. Soc., 362(8):4283–4311, 2010.
[4] D. J. Benson and J. F. Carlson. Nilpotent elements in the Green ring. J. Algebra, 104(2):329–350,
1986.
[5] A. Borel. Linear algebraic groups, volume 126 of Graduate Texts in Mathematics. Springer-Verlag,
New York, second edition, 1991.
[6] N. Bourbaki. Algebra I. Chapters 1–3. Elements of Mathematics (Berlin). Springer-Verlag, Berlin,
1998. Translated from the French, Reprint of the 1989 English translation [ MR0979982 (90d:00002)].
[7] C. Bowman, S. R. Doty, and S. Martin. Decomposition of tensor products of modular irreducible
representations for SL3. Int. Electron. J. Algebra, 9:177–219, 2011. With an appendix by C. M.
Ringel.
[8] C. Bowman, S. R. Doty, and S. Martin. Decomposition of tensor products of modular irreducible
representations for SL3: the p ≥ 5 case. 2011. arXiv:1111.5811.
11
[9] S. Donkin. On tilting modules for algebraic groups. Math. Z., 212(1):39–60, 1993.
[10] S. Doty. Weyl modules gap package. http://doty.math.luc.edu/weylmodules. Accessed:
15/09/2014.
[11] S. Doty and A. Henke. Decomposition of tensor products of modular irreducibles for SL2. Q. J.
Math., 56(2):189–207, 2005.
[12] W. Fulton and J. Harris. Representation theory, volume 129 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1991. A first course, Readings in Mathematics.
[13] The GAP Group. GAP – Groups, Algorithms, and Programming, Version 4.7.5, 2014.
[14] Sebastian Herpel. On the smoothness of centralizers in reductive groups. Trans. Amer. Math. Soc.,
365(7):3753–3774, 2013.
[15] J. C. Jantzen. Representations of algebraic groups, volume 107 of Mathematical Surveys and Mono-
graphs. American Mathematical Society, Providence, RI, second edition, 2003.
[16] A. E. Parker. Higher extensions between modules for SL2. Adv. Math., 209(1):381–405, 2007.
[17] R. W. Richardson, Jr. Conjugacy classes in Lie algebras and algebraic groups. Ann. of Math. (2),
86:1–15, 1967.
[18] Jean-Pierre Serre. Comple`te re´ductibilite´. Aste´risque, (299):Exp. No. 932, viii, 195–217, 2005.
Se´minaire Bourbaki. Vol. 2003/2004.
[19] Peter Slodowy. Two notes on a finiteness problem in the representation theory of finite groups.
In Algebraic groups and Lie groups, volume 9 of Austral. Math. Soc. Lect. Ser., pages 331–348.
Cambridge Univ. Press, Cambridge, 1997. With an appendix by G.-Martin Cram.
[20] S. E.-B Yehia. Extensions of Simple Modules for the Universal Chevalley Groups and its Parabolic
Subgroups. PhD thesis, Mathematics Institute, Warwick, 1982.
12
