Introduction
We consider the integral This integral recently showed up [1] in the calculation of the time-dependent field-field correlation function of the electric field inside polarizable (dielectric) particles. In particular, the integral (1.1) describes the influence of resonantly induced dipole-dipole coupling (Van-der-Waals interaction) between small Mie-spheres. Without this coupling the field correlation decays exponentially, with the so-called dwell time [2] as characteristic time. This time is (in some respects) the classical-wave equivalent of the inverse Einstein spontaneous emission coefficient A-1 in quantum-mechanical light scattering [3] . The time-variable r has been scaled with this time. The purpose of this paper is to give representations of G(-c) which are more suitable for obtaining qualitative and quantitative information. We give tables of numerical values and we show how to obtain the large "c-behaviour from these new representations. We obtain the asymptotic result In w we compare this with the results of numerical computations. 
Interpretation of the integral with respect to convergence
The integral (1.1) is not convergent in the classical sense when we integrate over real positive z-values. To make the integral convergent, we assume that at infinity the path of integration terminates in the upper complex plane, along a ray arg z = 0, with 0 < 0 < re. Since scattering theory usually considers exp(iz) as exp[i(z + i0)] this interpretation is in agreement with the physical context. Near the origin z = 0 we integrate along real positive z-values. To be more specific, we assume that the path of integration in (1.1) consists of the interval [0, 1] and the half line that starts at the point z = 1 and that makes an angle 0, 0 < 0 < re, with the positive real z-axis. Later we define completely different paths of integration, which are more suitable for obtaining asymptotic information, and which also can be used for numerical quadrature.
Non-oscillating representations of G(z)
We first use integration by parts in order to obtain a representation that is more manageable for asymptotic analysis. We have
The function Gz(z) is quite easy to handle. To this end, we define a new path of integration for G2(z). The integrand is analytic in the complex z-plane, with exception of the origin. Taking into account the behaviour of exp[iz -ir exp(iz)/z)] at infinity in the upper half plane ,3z > 0, we can deform the original path into the positive imaginary axis. To avoid the essential singularity at the origin, we introduce first a small quarter circle that runs from the positive real axis to the positive imaginary axis. The contribution along this quarter circle vanishes when the radius of the circle vanishes. To verify this we consider the When y > x tan x, the real part of w(z) is negative. Hence, then exp[w(z)] is bounded near the origin. When y < x tan x, we have y = (_9(x 2) when x is small. Hence,
which is bounded near the origin. It follows that the contribution along a quarter circle with radius 6 of an integral with integrand as in the second line of (3.1) equals (_9(6 2) as ~---~ 0.
Integrating with respect to z = iy, y > 0, we obtain
The integrand is now non-oscillating and purely real. Moreover, the integrand is exponentially small at both end points of integration. A similar approach for G~ (z) is not possible. It would yield an integral as in (3.2), with a different sign of T. But then the convergence at the origin is violated. Turning the path of integration of Gl(r) to the negative imaginary axis would give a convergent integral (change the signs of both y and ~ in (3.2)). But we have assumed that both integrals in (3.1) terminate in the upper half plane. When we turn the path of G~ (z) into the lower half plane, convergence is violated when we pass the real positive z-axis at infinity. Turning around a small quarter circle, that runs from the positive real axis to the negative imaginary axis is possible, however. This follows from a similar analysis as is given above for the integral G2(r).
We use the method of saddle points (see [4] ) to derive a new path of integration for G1 (~). The dominant part of the integrand in the first line of (3.1) is the function q~(z):=ieiZ/z. It has a saddle point at the point where the derivative q~'(z) vanishes. We have (z)=idzz i-.
It follows that there is one saddle point, which is located at z = -i. In the saddle point method one tries to modify the original path of integration into a new path, such that the new path runs through the saddle point; several aspects should be taken into account: the original end points of the contour and preservation of convergence of the integral during this operation. Furthermore, one tries to obtain a contour along which the imaginary part of the phase function, in our case ~b(z), is constant. Considering this final point, one tries to solve the equation .~q~(z) = .~b(-i); the right-hand side is the value at the saddle point, which happens to be zero in our case. 
Asymptotic behaviour of G(~)
We derive first approximations for the real and imaginary parts of the functions given in (3.2), (3.3) and (3.4) .
An estimate of G2(z)
We recall (3.2): Remark. We can compute the (9(ln 2 ~) term in this estimate, but we already neglected a term that is of higher order: going from the exact relation (4.1) to (4.3), we 3) is exponentially small when r is large. This follows from the behaviour of the dominant part of the integrand: exp(-veY/y). This function is maximal at the end point y = 1, where its value is exp(-ze). Hence, G~~ is exponentially small compared with G2(z) and can be neglected in the asymptotic expansion of the function G(r).
In the integral (3.4) defining the function Gt2)('0 we take as new variable of integration v,=e -y sin(x)/x with y = -x cot x. A straightforward manipulation off(x)dx/dv finally gives the representation i'c f e 
Numerical evaluation of G(~)
When computing G('c) for, say 'c > 3, direct numerical integration of (1.1) is not recommended. Because of the singularity at the origin and the strong oscillations of the integrand, especially when 'c is large, numerical quadrature is quite impossible. For instance, earlier experiments with straightforward applications to (1.1) for 'c > 15 of library quadrature routines (that claimed to be suitable for oscillating integrands) yielded results of order 101~ while the function G(r) is of order (9(ln 3 r) as r--, or.
In Table 1 we give the real and imaginary parts of G('c) for r-values in the inverval [0, 50]. Table 2 gives values for very large -c-values. Only for these 'c-values the asymptotic result in (4.7) does come close to the numerical values. This is due to the logarithmic scale that shows up in the asymptotic expansion and to the order of magnitude of the neglected terms in (4.7); they are of lower order, but not much smaller than the dominant terms given in (4.7).
We have computed the tables by using the splitting G('c)= G~l~('c)+ G~2)('C) + G2('c ) and the integral representations given in (3.2), (3.3) and (3.4) . For the numerical computations we have used the NAG subroutines D01AHF and D01AMF.
Discussion and physical interpretations
As has been mentioned in Section 1, the function G('c) describes the influence of resonant dipole-dipole coupling on the field-field correlation function C(r) inside polarizable particles. This correlation function is the where COo is the eigenfrequency of the dipoles and ~ is a dimensionless quantity proportional to the number density of the dipoles. The parameter has been scaled with the inverse linewidth of the radiation resonance of the dipole. For a single dipole C(r) decreases exponentially with r, suggest-ing that this inverse linewidth is a sort of 'dwell time' of the light in the particle. In general we might associate a 'dwell time' with the decay properties of C(r).
The function G(-c) describes the influence of recurrent scattering between two dipoles on this correlation function, the various orders of recurrency being obtained separately by expanding the integrand of Eq. (1.1) formally into a Taylor series. The first order of recurrency is in fact at the base of the 1/r 6 Van-der-Waals interaction between two polarizable particles separated by a distance r. At larger times, higher orders of recurrent scattering take over.
From the analysis of the present paper we can draw various conclusions:
9 The field-field correlation function achieves an out-phase component, reflected by the imaginary part of G(z). Physically this happens because the line profile is no longer symmetric with respect to the resonance. 9 At large times, the correlation function C(z) is completely determined by high orders of recurrent scattering, and mainly out-phase. 9 The exponential decay is not replaced by an asymptotic algebraic decay. Instead it takes the form exp(-r) in 3 z. This means that the original inverse linewidth is still a characteristic time scale, although the real dwell time seems to be increased.
