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A NONCOMMUTATIVE WEAK TYPE (1, 1) ESTIMATE FOR A
SQUARE FUNCTION FROM ERGODIC THEORY
GUIXIANG HONG AND BANG XU∗
Abstract. In this paper, we investigate the boundedness of a square func-
tion operator from ergodic theory acting on noncommutative Lp-spaces. The
main result is a weak type (1, 1) estimate of this operator. We also show the
(L∞,BMO) estimate, and thus all the strong type (Lp, Lp) estimates by inter-
polation. The main new difficulty lies in the fact that the kernel of this square
function operator does not enjoy any regularity, while the Lipschitz regularity
assumption is crucial in showing such endpoint estimates for the noncommu-
tative Caldero´n-Zygmund singular integrals.
1. Introduction
Inspired by quantum mechanics and probability, noncommutative harmonic
analysis has become an independent field of mathematical research. By using new
functional analytic methods from operator space theory and quantum probability,
various problems in noncommutative harmonic analysis have been investigated
(see, for instance, [10, 24, 25, 26, 27, 43, 46, 38, 35]). Especially, Parcet et al
developed a remarkable operator-valued Caldero´n-Zygmund theory. More pre-
cisely, Parcet [38] formulated a noncommutative version of Caldero´n-Zygmund
decomposition using the theory of noncommutative martingales and developed
a pseudo-localisation principle for singular integrals which is new even in clas-
sical theory (see [15] for more results on this principle). As a result, Parcet
obtained the weak type (1, 1) estimates of Caldero´n-Zygmund operators acting
on operator-valued functions. This result played an important role in the pertur-
bation theory [6], where the weak type (1, 1) estimates were exploited to solve
the Nazarov-Peller conjecture.
Later on, Mei and Parcet [35] proved a weak type (1, 1) estimate for a large class
of noncommutative square functions, see [13] for more related results. However,
it seems that Mei and Parcet’s weak type estimate could not be used to get
(Lp, Lp) estimate (for 1 < p < 2) by interpolation, since the decomposition does
not linearly depend on the original functions. This drawback could be revised
through operator-valued Caldero´n-Zygmund theory—Proposition 4.3 in [2] where
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the author proposed a simplified version of Parcet’s arguments [38], together
with noncommutative Khintchine’s inequality as considered in [41, 42]. Moreover,
using Khintchine’s inequality for weak L1 space considered in [3], one gets another
kind of weak type (1, 1) inequality for the Caldero´n-Zygmund operators with
Hilbert valued kernels acting on operator valued functions.
Note that the arguments in [38, 35, 2] depend heavily on the Lipschitz’s reg-
ularity of the underlying kernel. In this paper, motivated by the study of non-
commutative maximal inequality, we will establish a weak type (1, 1) estimate
for a square function from ergodic theory. And this square function is different
from the class of Caldero´n-Zygmund operators considered in the previous papers
[38, 35, 2] since the associated kernel does not enjoy any regularity.
To illustrate our motivation and present the main results, we need to set up
some notions and notations, and refer the reader to Section 2 for more detailed
information. Let M be a von Neumann algebra equipped with a normal semi-
finite faithful (n.s.f.) trace τ and N = L∞(Rd)⊗M be the von Neumann algebra
tensor product with the tensor trace ϕ =
∫
Rd
⊗τ . Let f : Rd → SM be locally
integrable, where SM is the subset ofM with τ -finite support. For t ∈ R, denote
Bt to be the open ball centered at the origin 0 with radius equal to 2
−t. Then we
define the averaging operator on Rd as
Mtf(x) =
1
|Bt|
∫
Bt
f(x+ y)dy =
1
|Bt|
∫
Rd
f(y)1Bt(x− y) dy, x ∈ R
d.
Given k ∈ Z, Ek denote the k-th conditional expectation associated to the sigma
algebra generated by the standard dyadic cubes with side-length equal to 2−k.
The sequence of operators that we are going to investigate in the present paper
is defined as follows:
Tkf(x) = (Mk − Ek)f(x). (1.1)
In the scalar-valued case, that is, replacing M by the set of complex numbers C,
the square function
Lf(x) =
(∑
k
|(Mk − Ek)f(x)|
2
) 1
2 (1.2)
plays an important role in deducing variational inequalities for ergodic averages
or averaging operators from the ones for martingales.
The variational inequalities are much stronger than the maximal inequalities
and imply pointwise convergence immediately without knowing a priori pointwise
convergence on a dense subclass of functions, which are absent in some models
of dynamical systems. Let us recall briefly the history of the development of
the variational inequalities. This line of research started with Le´pingle’s work
[29] on martingales which improved the classical Doob maximal inequality. The
first variational inequality for the ergodic averages of a dynamical system proved
by Bourgain [1] has opened up a new research direction in ergodic theory and
harmonic analysis. Bourgain’s work has been extended to many other kinds of
operators in ergodic theory and harmonic analysis. For instance, Campbell et al
[4, 5] first proved the variational inequalities associated with singular integrals.
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The reader is referred to [18, 19, 28, 20, 8, 31, 32, 33, 21, 37, 14] and references
therein for more information on the development of ergodic theory and harmonic
analysis in this direction of research.
The square function (1.2) appeared in most of the above references on varia-
tional inequalities, and play an important role. In the present paper, similarly,
using the noncommutative square function estimates, we provide another proof of
the noncommutative Hardy-Littlewood maximal inequalities (or ergodic maximal
inequalities) combined with the noncommutative Doob’s maximal inequalities, see
Corollary 1.4.
The statement of our result requires the so-called column and row function
spaces [44]. We refer the reader to Section 2 for definitions of noncommutative
Lp spaces and weak L1 space—L1,∞. Let 1 ≤ p ≤ ∞, and (fk) be a finite sequence
in Lp(N ). Define
‖(fk)‖Lp(N ;ℓr2) = ‖(
∑
k
|f ∗k |
2)
1
2‖p, ‖(fk)‖Lp(N ;ℓc2) = ‖(
∑
k
|fk|
2)
1
2‖p.
Then define Lp(N ; ℓr2) (resp. Lp(N ; ℓ
c
2)) to be the completion of all finite se-
quences in Lp(N ) with respect to ‖ · ‖Lp(N ;ℓr2) (resp. ‖ · ‖Lp(N ;ℓc2)). The space
Lp(N ; ℓrc2 ) is defined as follows.
• If 2 ≤ p ≤ ∞,
Lp(N ; ℓ
rc
2 ) = Lp(N ; ℓ
c
2) ∩ Lp(N ; ℓ
r
2)
equipped with the intersection norm:
‖(fk)‖Lp(N ;ℓrc2 ) = max{‖(fk)‖Lp(N ;ℓc2), ‖(fk)‖Lp(N ;ℓr2)}.
• If 1 ≤ p < 2,
Lp(N ; ℓ
rc
2 ) = Lp(N ; ℓ
c
2) + Lp(N ; ℓ
r
2)
equipped with the sum norm:
‖(fk)‖Lp(N ;ℓrc2 ) = inf{‖(gk)‖Lp(N ;ℓc2) + ‖(hk)‖Lp(N ;ℓr2)},
where the infimun runs over all decompositions fk = gk + hk with gk and
hk in Lp(N ).
It is obvious that L2(N ; ℓr2) = L2(N ; ℓ
c
2) = L2(N ; ℓ
rc
2 ). This procedure is also
used to define the spaces L1,∞(N ; ℓr2) (resp. L1,∞(N ; ℓ
c
2)) and L1,∞(N ; ℓ
rc
2 ) with
the sum norm,
‖(fk)‖L1,∞(N ;ℓrc2 ) = inffk=gk+hk
{
‖(gk)‖L1,∞(N ;ℓc2) + ‖(hk)‖L1,∞(N ;ℓr2)
}
.
We also recall the definitions of BMO spaces associated to the von Neumann
algebra tensor product A = N⊗¯B(ℓ2) with the tensor trace ψ = ϕ⊗tr where tr is
the canonical trace on B(ℓ2). Let L0(A) stand for the ∗-algebra of ψ-measurable
operators affiliated with A. According to [35], we define the dyadic BMO space
BMOd(A) as the subspace of L0(A) such that
‖f‖BMOd(A) = max
{
‖f‖BMOrd (A), ‖f‖BMOcd (A)
}
< ∞,
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where the row and column dyadic BMOd norms are given by
‖f‖BMOrd (A) = sup
Q∈Q
∥∥∥( 1
|Q|
∫
Q
∣∣∣(f(x)− 1
|Q|
∫
Q
f(y)dy
)∗∣∣∣2 dx) 12∥∥∥
M⊗¯B(ℓ2)
,
‖f‖BMOcd (A) = sup
Q∈Q
∥∥∥( 1
|Q|
∫
Q
∣∣∣f(x)− 1
|Q|
∫
Q
f(y)dy
∣∣∣2dx) 12∥∥∥
M⊗¯B(ℓ2)
.
We refer the reader to [34] for more precise definitions and relative properties of
BMOd(A).
Let Tk (k ∈ Z) be defined as in (1.1). The following is our main result.
Theorem 1.1. Let 1 ≤ p ≤ ∞. Then the following assertions are true with a
positive constant Cp,d depending only on p and the dimension d:
(i) for p = 1,
‖(Tkf)‖L1,∞(N ,ℓrc2 ) ≤ Cp,d‖f‖1, ∀f ∈ L1(N );
(ii) for p =∞,∥∥∥∑
k
Tkf ⊗ e1k
∥∥∥
BMOd(A)
+
∥∥∥∑
k
Tkf ⊗ ek1
∥∥∥
BMOd(A)
≤ Cp,d ‖f‖∞, ∀f ∈ L∞(N );
(iii) for 1 < p <∞,
‖(Tkf)‖Lp(N ;ℓrc2 ) ≤ Cp,d‖f‖p, ∀f ∈ Lp(N ).
Remark 1.2. The three estimates in Theorem 1.1 for infinite Tk’s or summa-
tions over k ∈ Z should be understood as the consequences of the corresponding
uniform estimates for all finite subsequences of operators Tk’s and some standard
approximation arguments (see for instance Section 6.A of [24]). For this reason,
as in [35] we will not explain the convergence of infinite sums appearing in the
whole paper when there is no ambiguity.
The assertion (iii) could be regarded as a result in vector-valued harmonic
analysis with the underlying Banach spaces being noncommutative Lp spaces,
but seems new even in that setting since the kernel of Tk does not enjoy regular-
ity; while some regularity assumption is required in the theory of vector-valued
Caldero´n-Zygmund singular integrals, see e.g. the book [16] and the references
therein.
If we set Rkf = (Mk − Mk−1)f and Rf = (Rkf), then together with the
noncommutative Burkholder-Gundy inequality [40, 39], Theorem 1.1 finds its
first application:
Corollary 1.3. For f ∈ L1(N ), we have
‖(Rkf)‖L1,∞(N ;ℓrc2 ) ≤ Cd‖f‖1,
where the positive constant Cd depends only on the dimension d.
Moreover, together with Cuculescu’s noncommutative weak type (1, 1) maximal
estimate for martingales [7], a similar endpoint estimate for the Hardy-Littlewood
maximal function, firstly established in [34], follows as a corollary of Theorem 1.1.
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Corollary 1.4. For (f, λ) ∈ L1(N )× R+, there exists a projection q ∈ N with
sup
k∈Z
∥∥qMkfq∥∥∞ ≤ λ and λϕ(1N − q) ≤ Cd‖f‖1,
where the positive constant Cd depends only on the dimension d.
Remark 1.5. (i) The Lp-versions of the two corollaries (1 < p < ∞) also hold
true if we appeal to the noncommutative Burkholder-Gundy inequalities [43] and
Doob maximal inequalities [22]. Moreover, as Theorem 1.1 (iii), the Lp-versions of
Corollary 1.3 seem new even in the framework of vector-valued harmonic analysis.
(ii) Replacing the domain Rd by Zd in Theorem 1.1, Corollary 1.3 and 1.4,
similar results hold also true (see e.g. [14, 19] and the references therein). Then
by the noncommutative Caldero´n transference principle [11], we provide another
proof of ergodic maximal inequalities associated with actions of groups Rd and
Zd (see [12] for more results).
(iii) Note that in [34], the author established the result in Corollary 1.4 by
appealing to d+ 1 noncommutative martingales, while our method involves only
one martingale which certainly have further application.
Let us briefly analyze the proof of Theorem 1.1. The result for p = 2 follows
trivially from the corresponding commutative result, but we prefer to provide
a noncommmutative proof in the Appendix for warming up. For 1 ≤ p < 2,
using the noncommutative Khintchine inequalities in L1,∞ space [3] and in Lp
space [30], we are reduced to showing the weak type (1, 1) and strong type (p, p)
estimates of the following operator
Tf(x) =
∑
k
εk(Mk − Ek)f(x), (1.3)
where (εk) is a Rademacher sequence on a probability space (Ω, P ). Here in
the definition of T the summation is actually taken over an arbitrarily fixed
subsequences of Z in terms of Remark 1.2. Note that the linearity of the operator
T allows us to deduce the result for intermediate p’s from the weak type (1, 1)
and strong type (2, 2) estimates by real interpolation. On the other hand, the
results for 2 < p < ∞ follow by complex interpolation from (L∞,BMO) and
strong type (2, 2) estimates. But this time the linear operators are
∑
k
Tk ⊗ e1k
and
∑
k
Tk ⊗ ek1. Here again the summation is actually taken over an arbitrarily
fixed subsequence of Z. Thus we are reduced to establishing the two endpoint
estimates for p = 1,∞.
However, with a moment’s thought, there are many difficulties to adapt the
arguments in [38, 35, 2] to our setting. Indeed, it is obvious that the kernel
associated with T (or Tk) does not enjoy Lipschitz’s regularity while the methods
in [38, 35, 2] depend heavily on this smoothness condition. This prompted us to
look for some new methods. It turns out that the main ingredient in showing the
strong type (2, 2) estimate—an almost orthogonality principle plays an important
role in overcoming these difficulties. But numerous modifications are necessary
in establishing the noncommutative endpoint estimates.
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We end our introduction with a brief description of the organization of the
paper. In Section 2, we present some preliminaries on noncommutative Lp-spaces
and introduce some notations. A large portion of Section 3 is devoted to the
proof of conclusion (i) of Theorem 1.1 while Corollary 1.3 and Corollary 1.4 will
be proved at the end of this section. The (L∞,BMO) estimate is proved in Section
4. In Section 5, we give the proof of conclusion (iii) of Theorem 1.1.
2. Preliminaries
This section collects all the necessary preliminaries for the whole paper. The
reader is referred to [44] for more information on noncommutative Lp-spaces and
noncommutative martingales.
2.1. Noncommutative Lp spaces. LetM be a von Neumann algebra equipped
with a n.s.f. trace τ . Denote by SM+ the set of all x ∈M+ such that τ(supp x) <
∞, where supp x denotes the support of x which is the smallest projection e such
that exe = x. Let SM be the linear span of SM+. Then SM is a w*-dense
∗-subalgebra of M. Given 1 ≤ p <∞, we define
‖x‖p = [τ(|x|
p)]1/p, x ∈ SM,
where |x| = (x∗x)1/2 is the modulus of x. Then (SM, ‖ · ‖p) is a normed space,
whose completion is the noncommutative Lp-space associated with (M, τ), de-
noted by Lp(M, τ) or simply by Lp(M). For convenience, we set L∞(M, τ) =M
equipped with the operator norm. Like the classical Lp-spaces, the noncommu-
tative Lp-spaces behave well with respect to duality and interpolation.
The noncommutative weak L1-space L1,∞(M) is defined as the subspace of all
τ -measurable operators affiliated with M equipped with finite quasi-norm
‖x‖1,∞ = sup
λ>0
λτ(|x| > λ) := sup
λ>0
λτ(χ(λ,∞)(|x|)).
It was already shown in [17, Lemma 2.1] that for x1, x2 ∈ L1,∞(M) and λ ∈ R+
λ τ(|x1 + x2| > λ) ≤ λ τ(|x1| > λ/2) + λ τ(|x2| > λ/2).
2.2. Noncommutative martingales. Consider a von Neumann subalgebraMk
ofM such that τ |Mk is semi-finite. Then there exists a unique map Ek :M→Mk
satisfying the following properties:
• Ek is a normal positive contractive projection from M onto Mk;
• bimodule property,
Ek(x1xx2) = x1Ek(x)x2 for all x1, x2 ∈Mk and x ∈M;
• trace preserving: τ ◦ Ek = τ .
The map Ek is called the conditional expectation from M onto Mk. It follows
that E ′ks satisfy
∀ k, j ≥ 1, EkEj = EjEk = Emin(k,j).
Note that for every 1 ≤ p < ∞ and k ≥ 1, Ek extends to a positive contraction
Ek : Lp(M) → Lp(Mk). We call a filtration of M a sequence of increasing von
Neumann subalgebras (Mk)k≥1 such that ∪kMk is weak∗ dense in M and τ |Mk
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is semi-finite for every k ≥ 1. Let 1 ≤ p ≤ ∞. A sequence x = (xk)k≥1 in Lp(M)
is called a noncommutative Lp-bounded martingale with respect to the filtration
(Mk)k≥1, if
Ej(xk) = xj for all 1 ≤ j ≤ k <∞,
and ‖x‖p = sup
k≥1
‖xk‖p < ∞. Moreover, x is said to be positive if xk ≥ 0 for all
k ≥ 1. For every k ≥ 1, we define dxk = xk − xk−1 with the convention that
x0 = 0. The sequence dx = (dxk)k≥1 is called the martingale difference sequence
of x.
2.3. General notations. In this subsection, we need to set up some notations
that will remain fixed through the paper. Let M be a semi-finite von Neumann
algebra equipped with a n.s.f. trace τ . We consider the tensor von Neumann
algebra N = L∞(Rd)⊗M equipped with the tensor n.s.f. trace ϕ. Note that for
every 1 ≤ p <∞,
Lp(N ; ϕ) ∼= Lp(R
d;Lp(M)).
The space on the right-hand side is the space of Bochner p-integrable functions
from Rd to Lp(M). For 1 ≤ p ≤ ∞, we simply write Lp(N ) for the noncom-
mutative Lp space associated to the pair (N , ϕ) and ‖ · ‖p denotes the norm of
Lp(N ). But if any other Lp-space appears in a same context, we will precisely
mention the associated Lp-norm in order to avoid possible ambiguity. The lattices
of projections are denoted by Mπ and Nπ, while 1M and 1N stand for the unit
elements.
Denote by Q the set of all standard dyadic cubes in Rd. The side length of
Q is denoted by ℓ(Q). Given an integer k ∈ Z, Qk will denote the set of dyadic
cubes of side length 2−k. Let |Q| = 2−dk be the volume of such a cube. If Q ∈ Q
and f : Rd →M is integrable on Q, we define its average over Q as
fQ =
1
|Q|
∫
Q
f(y) dy.
For k ∈ Z, let σk be the k-th dyadic σ-algebra, i.e., σk is generated by the dyadic
cubes with side length equal to 2−k. Denote by Ek the conditional expectation
associated to the classical dyadic filtration σk on R
d. We also use Ek for the tensor
product Ek ⊗ idM acting on N . If 1 ≤ p ≤ ∞ and f ∈ Lp(N ), we have
Ek(f) =
∑
Q∈Qk
fQ1Q.
Similarly, (Nk)k∈Z will stand for the corresponding filtration and Nk = Ek(N ).
For convenience, we will write fk := Ek(f) and ∆k(f) := fk − fk−1 =: dfk.
For all x ∈ Rd, sometimes we write Qx,k for the cube in Qk containing x, and
its center is denoted by cx,k. For any odd positive integer i and Q in Qk, let iQ
be the cube with the same center as Q such that ℓ(iQ) = iℓ(Q). Notice that for
all x, y ∈ Rd and k ∈ Z, x ∈ iQy,k ⇔ y ∈ iQx,k.
Throughout the paper we use the notation X . Y for nonnegative quantities
X and Y to mean X ≤ CY for some inessential constant C > 0. Similarly, we
use the notation X ⋍ Y if both X . Y and Y . X hold.
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3. Weak type (1, 1) estimates
In this section, we first prove conclusion (i) of Theorem 1.1 and Corollary 1.3
as well as Corollary 1.4 will be shown in the last subsection. By decomposing
f = f1 − f2 + i(f3 − f4) with positive fj and ‖fj‖1 ≤ ‖f‖1 for j = 1, 2, 3, 4, we
assume that f is positive in order to avoid unnecessary computations. Let us
work on the following dense subset of L1(N )+
Nc,+ = L1(N ) ∩
{
f : Rd →M
∣∣ f ∈ N+, −−→suppf is compact} ⊂ L1(N )+.
Here −−→supp means the support of f as an operator-valued function on Rd. That
is to say, −−→suppf = supp‖f‖L1(M). We use this terminology to distinguish from
supp f , which is a projection in N . By the standard density argument and the
fact that Nc,+ is dense in L1(N )+, it suffices to show the desired estimates for
f ∈ Nc,+. Moreover, it can be seen that for any f ∈ Nc,+ and λ > 0, there exists
mλ(f) ∈ Z such that fk ≤ λ1N for all k ≤ mλ(f).
In the remaining part on the proof of Theorem 1.1 (i), both f ∈ Nc,+ and
λ ∈ (0,+∞) will be fixed and without loss of generality mλ(f) is assumed to be
0.
3.1. Caldero´n-Zygmund decomposition. Under the assumption thatmλ(f) =
0, applying Cuculescu’s construction [7] to the martingale (fk)k≥0 relative to the
dyadic filtration (Nk)k≥0 (see for instance [38, Lemma 3.1]), there exists a se-
quence of projections (qk)k∈Z defined by qk = 1N for k ≤ 0 and recursively for
k > 0,
qk = qk(f, λ) = 1(0,λ](qk−1fkqk−1)
such that
(i) qk commutes with qk−1fkqk−1;
(ii) qk belongs to Nk and qkfkqk ≤ λqk;
(iii) the following estimate holds
ϕ
(
1N −
∧
k∈Z
qk
)
≤
‖f‖1
λ
.
Next we define the sequence (pk)k∈Z of pairwise disjoint projections by pk =
qk−1 − qk, so that ∑
k∈Z
pk = 1N − q with q =
∧
k∈Z
qk.
Then we obtain the Caldero´n-Zygmund decomposition of f : f = gd+goff+bd+boff
with
gd = qfq +
∑
k∈Z
pkfkpk, goff =
∑
i 6=j
pifi∨jpj + qfq
⊥ + q⊥fq,
bd =
∑
k∈Z
pk (f − fk)pk, boff =
∑
i 6=j
pi(f − fi∨j)pj
where i∨ j = max(i, j) and q⊥ = 1N − q, satisfying the properties that we collect
in the following (see [38, 2] for more details).
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Lemma 3.1 ([38]). The following diagonal estimates hold
‖gd‖
2
2 ≤ 2
dλ ‖f‖1 and ‖bd‖1 ≤ 2 ‖f‖1. (3.1)
Lemma 3.2 ([2]). One can reorganize goff as
goff =
∞∑
s=1
∞∑
k=1
pkdfk+sqk+s−1 + qk+s−1dfk+spk ,
∞∑
s=1
∞∑
k=1
(gℓs,k + g
r
s,k) ,
∞∑
s=1
(gℓs + g
r
s)
with
sup
s≥1
‖gℓs‖
2
2 = sup
s≥1
∞∑
k=1
‖gℓs,k‖
2
2 . λ ‖f‖1
and ∆k+s(g
ℓ
s) = g
ℓ
s,k and the same conclusions for g
r
s .
Lemma 3.3 ([2]). If one sets pQ := pk(x) for all k, Q ∈ Qk and any x ∈ Q, and
define
ζ =
( ∨
Q∈Q
pQ15Q
)⊥
,
then
(1) ϕ(1− ζ) ≤ 5d
‖f‖1
λ
;
(2) for all cubes Q ∈ Q, we have the following cancellation property:
x ∈ 5Q⇒ ζ(x)pQ = pQζ(x) = 0.
Lemma 3.4 ([2]). If one sets bi,j = pi(f − fi∨j)pj for all i, j ∈ Z, then the
following cancellation properties hold:
(1) for all i, j ∈ Z and Q ∈ Qi∨j,
∫
Q
bi,j = 0;
(2) for all x, y ∈ Rd such that y ∈ 5Qx,i∧j, ζ(x)bi,j(y)ζ(x) = 0.
3.2. Some preliminary reductions and technical lemmas. To prove the
weak type (1, 1) boundedness of (Tk)—a square function estimate, we need a
noncommutative Khintchine inequality in L1,∞ for a Rademacher sequence (εk)
on a fixed probability space (Ω, P ), which was essentially established by Cadilhac
[3, Corollary 3.2], to linearize the underlying operator.
Lemma 3.5 ([3]). For any finite sequence (uk) in L1,∞(N ), we have∥∥∑
k
εkuk
∥∥
L1,∞(L∞(Ω)⊗N )
⋍ ‖(uk)‖L1,∞(N ;ℓrc2 ).
Recalling
Tf(x) =
∑
k
εkTkf(x) =
∑
k
εk(Mk − Ek)f(x), (3.2)
where the summation is taken over a fixed finite subset of Z (see the remark after
(1.3)), we immediately obtain the following corollary from Lemma 3.5.
Corollary 3.6. Let h ∈ Nc,+. Then we have
‖(Tkh)‖L1,∞(N ;ℓrc2 ) ⋍ ‖Th‖L1,∞(L∞(Ω)⊗N ).
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With Corollary 3.6, it suffices to verify
‖Tf‖L1,∞(L∞(Ω)⊗N ) . ‖f‖1.
Applying the distributional inequality (see e.g. [17, Lemma 2.1]) we have
ϕ˜
(
|Tf | > λ
)
≤ ϕ˜
(
|Tbd| >
λ
4
)
+ϕ˜
(
|Tboff | >
λ
4
)
+ϕ˜
(
|Tgd| >
λ
4
)
+ϕ˜
(
|Tgoff | >
λ
4
)
,
where ϕ˜ =
∫
Ω
⊗ϕ. Hence, it suffices to prove
ϕ˜
(
|Th| > λ
)
.
‖f‖1
λ
for h = bd, boff , gd and goff .
The following two lemmas will be frequently used in the rest of the proof.
The first one is an almost orthogonality principle, which is well-known in clas-
sical harmonic analysis, see for instance [19, 14].
Lemma 3.7. Let Sk be a bounded linear map on L2 for each k ∈ Z and h ∈ L2.
If (un)n∈Z and (vn)n∈Z are two sequences of functions in L2 such that h =
∑
n∈Z
un
and
∑
n∈Z
‖vn‖
2
2 <∞, then
∑
k
‖Skh‖
2
2 ≤ w
2
∑
n∈Z
‖vn‖
2
2
provided that there is a sequence (σ(j))j∈Z of positive numbers with w =
∑
j∈Z
σ(j) <
∞ such that
‖Sk(un)‖2 ≤ σ(n− k)‖vn‖2
for every n, k.
Let n ∈ Z and B ⊂ Rd be a Euclidean ball, we define
I(B, n) =
⋃
Q∈Qn
∂B∩Q 6=∅
Q ∩ B. (3.3)
Then for integer k < n, the linear operator Mk,n : L1(N )→ L1(N ) is defined as
Mk,nh(x) =
1
|Bk|
∫
I(Bk+x,n)
h(y)dy. (3.4)
Lemma 3.8. Let Mk,n be the linear operator defined as above for k < n. Then
for 1 ≤ p ≤ ∞ and h ∈ Lp(N ), we have
‖Mk,nh‖p . 2
k−n‖h‖p;
if moreover h is positive, then
‖Mk,nh‖p . 2
k−n‖hn‖p
where hn = En(h).
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Proof. Let p ∈ [1,∞] and p′ be its conjugate index and h ∈ Lp(N ). By the
Minkowski and Ho¨lder inequalities
‖Mk,nh(x)‖Lp(M) ≤
1
|Bk|
∫
I(Bk+x,n)
‖h(y)‖Lp(M)dy
≤
|I(Bk + x, n)|
1
p′
|Bk|
( ∫
I(Bk+x,n)
‖h(y)‖pLp(M)dy
) 1
p .
Note that the measure of I(Bk + x, n) is not more than a constant multiple
of 2−n2(d−1)(−k). Taking power p and integrating over Rd, one gets by Fubini’s
theorem
‖Mk,nh‖
p
p .
(2−n2(d−1)(−k))
p
p′
(2−kd)p
2−n2(d−1)(−k)‖h‖pp = 2
(k−n)p‖h‖pp,
which gives the first estimate.
If moreover h ∈ Lp(N ) is positive, one has
Mk,nh(x) ≤
1
|Bk|
⋃
Q∈Qn
∂Bk+x∩Q 6=∅
∫
Q
h(y)dy =
1
|Bk|
⋃
Q∈Qn
∂Bk+x∩Q 6=∅
∫
Q
hn(y)dy.
By the fact that the measure of the union of the dyadic cubes in Qn which
intersects with the boundary of x + Bk is not more than a constant multiple of
2−n2(d−1)(−k), the same argument as above yields the second estimate. 
3.3. Estimates for the bad function.
3.3.1. Estimate for Tbd. Let us now prove the assertion for bd. Using the projec-
tion ζ introduced in Lemma 3.3, we consider the following decomposition
Tbd = (1N − ζ)Tbd(1N − ζ) + ζ T bd(1N − ζ) + (1N − ζ)Tbdζ + ζ T bdζ.
Therefore, Lemma 3.3 gives:
ϕ˜
(
|Tbd| >
λ
4
)
. ϕ(1N − ζ) + ϕ˜
(
|ζT bdζ | >
λ
16
)
.
‖f‖1
λ
+ ϕ˜
(
|ζT bdζ | >
λ
16
)
.
Hence, our aim is to estimate ϕ˜
(
|ζT bdζ | >
λ
16
)
.
Proposition 3.9. The following estimate holds true
λϕ˜
(
|ζT bdζ | >
λ
16
)
. ‖f‖1.
Proof. By Chebychev’s inequality,
ϕ˜
(
|ζT bdζ | >
λ
16
)
.
‖ζT bdζ‖2L2(L∞(Ω)⊗N )
λ2
.
Therefore, it suffices to show
‖ζT bdζ‖
2
L2(L∞(Ω)⊗N )
. λ2
∑
n∈Z
‖pn‖
2
2, (3.5)
12 G. HONG AND B. XU
since pn = 0 for n ≤ 0 and∑
n∈Z
‖pn‖
2
2 =
∞∑
n=1
‖pn‖1 .
‖f‖1
λ
.
To estimate (3.5), we first note that the orthogonality of εk implies
‖ζT bdζ‖
2
L2(L∞(Ω)⊗N )
=
∑
k
‖ζ Tkbd ζ‖
2
2 =
∑
k
‖ζ (Mk − Ek)bd ζ‖
2
2.
Thus (3.5) is equivalent to∑
k
‖ζ(Mk − Ek)bdζ‖
2
2 . λ
2
∑
n∈Z
‖pn‖
2
2. (3.6)
If we set bn to be pn(f − fn)pn, then bd =
∞∑
n=1
bn. To prove (3.6), taking Skh =
ζ(Mk − Ek)hζ , un = bn and vn = pn in Lemma 3.7, we are reduced to showing
‖ζ(Mk − Ek)bnζ‖
2
2 . 2
−2|k−n|λ2‖pn‖
2
2. (3.7)
First, we claim that for k ≥ n,
ζ(x)(Mk − Ek)bn(x)ζ(x) = 0, ∀x ∈ R
d. (3.8)
Indeed, by the cancellation property—Lemma 3.4 (2), we have
ζ(x)Mkbn(x)ζ(x) = ζ(x)
1
|Bk|
∫
x+Bk
bn(y)1y/∈5Qx,ndy = 0,
since x+Bk ⊂ 5Qx,n; similarly
ζ(x)Ekbn(x)ζ(x) = ζ(x)
1
|Qx,k|
∫
Qx,k
bn(y)1y/∈5Qx,ndyζ(x) = 0,
since Qx,k ⊂ Qx,n.
Now we turn to the proof of (3.7) in the case of k < n. Observe that Ekbn(x) =
EkEnbn(x) = 0 follows from the cancellation property of bn—Lemma 3.4 (1). Thus
it suffices to show in the present case
‖Mkbn‖2 . 2
k−nλ‖pn‖2. (3.9)
By the cancellation property of bn, it is easy to check that
Mkbn = Mk,nbn
where Mk,n was defined in (3.4). Furthermore, write bn = pnfpn − pnfnpn as the
difference of two positive operators. Then by the triangle inequality, Lemma 3.8
and the fact that En(pnfpn) = pnfnpn, we get
‖Mkbn‖2 = ‖Mk,nbn‖2 . 2
k−n‖pnfnpn‖2.
Noting that from Cuculescu’s construction, one has pnfnpn . λpn (see also [38,
Page 561]), which gives
‖pnfnpn‖2 . λ‖pn‖2.
This yields the desired estimate (3.9). 
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Remark 3.10. We should point out that the above method based on a 2-norm
estimate seems no longer applicable to the off-diagonal term of b, as we have seen
that the diagonal estimate and the positivity play important roles in the above
argument, while the off-diagonal part of b does not enjoy these properties.
3.3.2. Estimate for Tboff . Let us now consider the off-diagonal term boff . As for
Tbd, it suffices to estimate ζT boff ζ .
Proposition 3.11. The following estimate holds true,
λϕ˜
(
|ζT boff ζ | >
λ
16
)
. ‖f‖1.
Proof. Rewrite boff as
boff =
∞∑
s=1
∞∑
n=1
bn,s,
where
bn,s = pn(f − fn+s)pn+s + pn+s(f − fn+s)pn.
By the Chebychev and Minkowski inequalities, one gets
λϕ˜
(
|ζT boff ζ | >
λ
16
)
. ‖ζT boff ζ‖L1(L∞(Ω)⊗N )
≤
∞∑
s=1
∞∑
n=1
‖ζ
∑
k
εkTkbn,sζ‖L1(L∞(Ω)⊗N )
≤
∞∑
s=1
∞∑
n=1
∑
k
∥∥∥ζ(Mk − Ek)bn,s ζ∥∥∥
1
.
On the one hand, the same argument as for claim (3.8) yields ζ(Mk−Ek)bn,s ζ =
0 for any k ≥ n; on the other hand, for k < n, Ekbn,s = 0 follows from the
cancellation property of bn,s in Lemma 3.4 (1). Thus to complete the proof of
Proposition 3.11, it suffices to show
∞∑
s=1
∞∑
n=1
∑
k:k<n
‖Mkbn,s‖1 . ‖f‖1. (3.10)
Applying again the cancellation property of bn,s, we have Mkbn,s = Mk,n+sbn,s.
Thus by Lemma 3.8,
‖Mkbn,s‖1 . 2
−s2k−n‖bn,s‖1;
note that the following estimate has been obtained in Lemma 3.7 of [2], for all
s ≥ 1, we have
∞∑
n=1
‖bn,s‖1 . ‖f‖1.
Therefore, by Fubini’s theorem,
∞∑
s=1
∞∑
n=1
∑
k:k<n
∥∥Mkbn,s∥∥1 .
∞∑
s=1
∞∑
n=1
∑
k:k<n
2−s · 2k−n‖bn,s‖1
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.
∞∑
s=1
∞∑
n=1
2−s‖bn,s‖1
.
∞∑
s=1
2−s‖f‖1 . ‖f‖1.
This gives estimate (3.10) and thus completes the argument for Tboff . 
Remark 3.12. With hindsight, the arguments in dealing with the off-diagonal
bad part can be used to handle the diagonal bad part. But we prefer to give the
previous proof based on 2-norm estimates for the latter part since we believe that
this approach should be more powerful and have further applications as in the
case of classical harmonic analysis.
3.4. Estimates for the good function.
3.4.1. Estimate for Tgd. To handle gd, we need the fact that T is bounded from
L2(N ) to L2(L∞(Ω)⊗N ), which will be proved in the Appendix.
Lemma 3.13. Let h ∈ L2(N ). Then there exists a constant Cd depending only
on the dimension d such that
‖Th‖L2(L∞(Ω)⊗N ) ≤ Cd‖h‖2.
Proposition 3.14. The following estimate holds true,
λϕ˜
(
|Tgd| >
λ
16
)
. ‖f‖1.
Proof. Together with the diagonal estimate given in Lemma 3.1, Chebychev’s
inequality and Ho¨lder’s inequality yield
ϕ˜
(
|Tgd| >
λ
16
)
.
‖Tgd‖L2(L∞(Ω)⊗N )
λ2
.
‖gd‖22
λ2
≤
‖gd‖1‖gd‖∞
λ2
.
‖f‖1
λ
.
This completes the proof of our assertion for Tgd. 
3.4.2. A pseudo-localization result. As mentioned before, to handle the off-diagonal
term of g, we need to establish a pseudo-localization principle in our case. We
state this principle as the following theorem.
Theorem 3.15. Let h ∈ L2(N ) and s ≥ 1 be an integer. For all k ∈ Z, let Ak
and Bk be projections in Nk such that A⊥k dhk+s = dhk+sB
⊥
k = 0. Write:
Ak =
∨
Q∈Qk
AQ1Q, AQ ∈Mπ and define 5Ak =
∨
Q∈Qk
AQ15Q,
Define 5Bk in the same way. Let
Ah,s =
∨
k∈Z
5Ak and Bh,s =
∨
k∈Z
5Bk. (3.11)
Then we have
‖A⊥h,sTh‖L2(L∞(Ω)⊗N ) . 2
− s
2‖h‖2 and ‖(Th)B⊥h,s‖L2(L∞(Ω)⊗N ) . 2
− s
2‖h‖2.
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Proof. We will only deal with the case involving Ah,s since the exact same proof
works for another case. Let h =
∑
n∈Z
dhn, where dhn is the martingale difference
of h. Then ∑
n∈Z
‖dhn‖
2
2 = ‖h‖
2
2.
Applying the orthogonality of εk, we have
‖A⊥h,sTh‖
2
L2(L∞(Ω)⊗N )
=
∑
k
‖A⊥h,s(Mk − Ek)
∑
n
dhn‖
2
2.
Moreover, Lemma 3.7 implies that in order to finish the proof of Theorem 3.15,
it is enough to show
‖A⊥h,s(Mk − Ek)dhn‖
2
2 . 2
−s2−|n−k|‖dhn‖
2
2. (3.12)
First we claim that for all k ≥ n− s,
A⊥h,s(x)(Mk − Ek)dhn(x) = 0, ∀x ∈ R
d. (3.13)
The similar arguments as for claim (3.8) works here. Indeed, from the construc-
tion of Ah,s in (3.11), it is easy to see that for all j ∈ Z, u, v ∈ Rd with v ∈ 5Qu,j,
we have Aj(v) ≤ (5Aj)(u) ≤ Ah,s(u) and thus
A⊥h,s(u) = A
⊥
h,s(u)(5Aj)
⊥(u) = A⊥h,s(u)(5Aj)
⊥(u)A⊥j (v). (3.14)
Now let x ∈ Rd and k, n be fixed such that k ≥ n− s. Under this restriction, one
has x+Bk ⊂ 5Qx,n−s. Thus by (3.14) and the assumption A⊥n−sdhn = 0
A⊥h,s(x)Mkdhn(x) = A
⊥
h,s(x)
1
|Bk|
∫
x+Bk
dhn(y)dy
= A⊥h,s(x)
1
|Bk|
∫
x+Bk
(5An−s)
⊥(x)A⊥n−s(y)dhn(y)dy = 0.
Similarly, A⊥h,s(x)Ekdhn(x) = 0 and thus claim (3.13) is verified.
It remains to show (3.12) for k < n− s. First of all, one has trivially Ekdhn =
EkEndhn = 0. Using the cancellation property of dhn over all atoms in Qn−1, one
gets Mkdhn =Mk,n−1dhn. Noting that k < n− s ≤ n− 1, thus by Lemma 3.8,
‖A⊥h,sMkdhn‖2 . 2
k−n‖dhn‖2 . 2
− s
22
k−n
2 ‖dhn‖2.
Therefore, estimate (3.12) is completely verified and thus the proof of Theorem
3.15 is complete. 
3.4.3. Estimate for Tgoff . We now consider the off-diagonal term goff . As for
Tbd, we decompose the term Tgoff into four parts
(1N − ζ)Tgoff (1N − ζ) + ζ Tgoff (1N − ζ) + (1N − ζ)Tgoff ζ + ζ Tgoff ζ,
where ζ is the projection constructed in Lemma 3.3 and it suffices to show the
corresponding estimate for the last part.
Proposition 3.16. The following estimate holds true,
λϕ˜
(
|ζTgoff ζ | >
λ
16
)
. ‖f‖1.
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Proof. Set
gℓ ,
∞∑
s=1
∞∑
k=1
pkdfk+sqk+s−1 =
∞∑
s=1
∞∑
k=1
gℓs,k =
∞∑
s=1
gℓs
and
gr ,
∞∑
s=1
∞∑
k=1
qk+s−1dfk+spk =
∞∑
s=1
∞∑
k=1
grs,k =
∞∑
s=1
grs
then goff = g
ℓ + gr. Moreover, by the distribution inequality, it suffices to show
λϕ˜
(
|ζTgℓζ | >
λ
32
)
. ‖f‖1
and similar estimate for the term involving gr.
In the following, we just deal with the term involving gℓ since another term
can be handled similarly. By the Chebychev inequality,
λϕ˜
(
|ζTgℓζ | >
λ
32
)
.
1
λ
∥∥ζ Tgℓ∥∥2
L2(L∞(Ω)⊗N )
≤
1
λ
( ∞∑
s=1
∥∥ζ Tgℓs ∥∥L2(L∞(Ω)⊗N )
)2
.
Now we are at a position to apply Theorem 3.15. Setting h = gℓs and Ak = pk
and verifying easily dhk+s = g
ℓ
s,k and Ah,s = ζ , we get
‖ζTgℓs‖L2(L∞(Ω)⊗N ) . 2
− s
2‖gℓs‖2.
Thus
λϕ˜
(
|ζTgℓζ | >
λ
32
)
.
1
λ
( ∞∑
s=1
2−
s
2 ‖gℓs‖2
)2
.
1
λ
( ∞∑
s=1
2−
s
2
√
λ‖f‖1
)2
. ‖f‖1,
where the middle inequality follows from the off-diagonal estimate given in Lemma
3.2. This is the required estimate involving gℓ and thus finishes the proof of
Proposition 3.16. 
3.5. Conclusion. Combining Proposition 3.9, 3.11, 3.14, 3.16 and the estimate
of 1N − ζ before Proposition 3.9, we obtain the desired weak type (1, 1) estimate
announced in Theorem 1.1.
At the end of this section, we are at a position to prove the two corollaries
announced in the Introduction.
Proof of Corollary 1.3. We can write
Rkf(x) = (Mk −Mk−1)f(x)
= (Mk − Ek)f(x) + (Ek − Ek−1)f(x) + (Ek−1 −Mk−1)f(x).
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The first and third terms of the above expression can be handled by conclusion
(i) of Theorem 1.1, and the middle term has been essentially obtained in [40,
Theorem 3.1]. Thus, we get the desired estimate of Corollary 1.3. 
Proof of Corollary 1.4. Let f ∈ L1(N ) and λ > 0. We first decompose Mkf as
Mkf = (Mk − Ek)f + Ekf.
Then Cuculescu’s inequality [7] implies that we can find a projection e1 ∈ N such
that
sup
k∈Z
∥∥e1Ekfe1∥∥∞ ≤ λ and λϕ(1N − e1) . ‖f‖1.
On the other hand, conclusion (i) of Theorem 1.1 yields that there exists a
decomposition Tkf = gk + hk satisfying
‖(gk)‖L1,∞(N ;ℓc2) + ‖(hk)‖L1,∞(N ;ℓr2) . ‖f‖1.
Set e2 = χ(0,λ]
(
(
∑
k
|gk|2)
1
2
)
and e3 = χ(0,λ]
(
(
∑
k
|h∗k|
2)
1
2
)
, then
∥∥((∑
k
|gk|
2)
1
2
)
e2
∥∥
∞
≤ λ and λϕ
(
1N − e2
)
. ‖f‖1;
and ∥∥((∑
k
|h∗k|
2)
1
2
)
e3
∥∥
∞
≤ λ and λϕ
(
1N − e3
)
. ‖f‖1.
Let e4 = e2
∧
e3. Then
λϕ
(
1N − e4
)
. ‖f‖1,
and ∥∥e4(Mk − Ek)fe4∥∥∞ ≤ ∥∥e4gke4∥∥∞ + ∥∥e4hke4∥∥∞
=
∥∥e4gke4∥∥∞ + ∥∥e4h∗ke4∥∥∞
=
∥∥e4uk|gk|e4∥∥∞ + ∥∥e4vk|h∗k|e4∥∥∞
≤
∥∥|gk|e4∥∥∞ + ∥∥|h∗k|e4∥∥∞
=
∥∥e4|gk|2e4∥∥ 12∞ + ∥∥e4|h∗k|2e4∥∥ 12∞
≤
∥∥e4∑
k
|gk|
2e4
∥∥ 12
∞
+
∥∥e4∑
k
|h∗k|
2e4
∥∥ 12
∞
=
∥∥(∑
k
|gk|
2)
1
2 e2e4
∥∥
∞
+
∥∥(∑
k
|h∗k|
2)
1
2 e3e4
∥∥
∞
≤ 2λ,
where in the second equality we used the polar decomposition.
Finally, if we set q = e1
∧
e4, then it is easy to see that this is the desired
projection. Thus, we finish the proof of Corollary 1.4. 
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4. (L∞,BMO) estimate
In this section, we examine the (L∞,BMO) estimate. The dyadic BMO spaces
BMOd(A) were defined in the Introduction.
In order to prove conclusion (ii), it suffices to show∥∥∥∑
k
Tkf ⊗ ek1
∥∥∥
BMOd(A)
. ‖f‖∞. (4.1)
Indeed, (4.1) is equivalent to∥∥∥∑
k
Tkf ⊗ ek1
∥∥∥
BMOcd(A)
. ‖f‖∞ (4.2)
and ∥∥∥∑
k
Tkf ⊗ ek1
∥∥∥
BMOrd(A)
. ‖f‖∞. (4.3)
Using the fact ‖g‖BMOcd(A) = ‖g
∗‖BMOrd(A) and taking the adjoint of both sides in
(4.2), we have∥∥∥∑
k
Tkf ⊗ e1k
∥∥
BMOrd(A)
=
∥∥∥(∑
k
Tkf ⊗ e1k
)∗∥∥∥
BMOcd(A)
=
∥∥∥∑
k
Tkf
∗ ⊗ ek1
∥∥∥
BMOcd(A)
. ‖f ∗‖∞ = ‖f‖∞.
Similarly, we use (4.3) to get∥∥∥∑
k
Tkf ⊗ e1k
∥∥∥
BMOcd(A)
. ‖f‖∞.
These imply ∥∥∥∑
k
Tkf ⊗ e1k
∥∥∥
BMOd(A)
. ‖f‖∞.
We will use the fact that in the definition of the BMO norm of a function f , the
average fQ can be replaced by any operator αQ depending on Q (see e.g. Lemma
1.3 of [23]).
Now we are ready to prove the second part of Theorem 1.1.
Proof. For f ∈ L∞(N ), and a dyadic cube Q, we decompose f as f = f13Q +
f1Rd\3Q , f1 + f2. We shall take αQ,k = Tkf2(cQ) and αQ =
∑
k
αQ,k ⊗ ek1, where
cQ is the center of Q. Write Tkf − αQ,k as
Tkf − αQ,k = (Tkf − Tkf2) + (Tkf2 − αQ,k) , Bk1f +Bk2f.
We first prove (4.2). Using the operator convexity of square function x 7→ |x|2,
we obtain∣∣∑
k
(Tkf − αQ,k)⊗ ek1
∣∣2 ≤ 2∣∣∑
k
Bk1f ⊗ ek1
∣∣2 + 2∣∣∑
k
Bk2f ⊗ ek1
∣∣2.
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The first term B1f =
∑
k
Bk1f ⊗ ek1 is easy to estimate. Indeed,
∥∥∥( 1
|Q|
∫
Q
(B1f(x))
∗(B1f(x)) dx
) 1
2
∥∥∥2
M⊗¯B(ℓ2)
=
∥∥∥( 1
|Q|
∫
Q
∑
k
|Tkf1(x)|
2 dx
) 1
2
∥∥∥2
M
=
1
|Q|
∥∥∥ ∫
Q
∑
k
|Tkf1(x)|
2 dx
∥∥∥
M
=
1
|Q|
sup
‖a‖L2(M)≤1
τ ⊗
∫
Q
∑
k
|Tkf1a(x)|
2dx
≤
1
|Q|
sup
‖a‖L2(M)≤1
τ ⊗
∫
Rd
∑
k
|Tkf1a(x)|
2dx
=
1
|Q|
sup
‖a‖L2(M)≤1
‖T (fa13Q)‖
2
L2(N ;ℓrc2 )
.
1
|Q|
sup
‖a‖L2(M)≤1
‖fa13Q‖
2
2 . ‖f‖
2
∞,
where in the third equality, we considered elements in M as bounded linear
operators on L2(M) by left multiplication and in the last inequality we used the
L2-boundedness of T—Lemma 3.13.
Now we turn to the second term B2f =
∑
k
Bk2f ⊗ ek1. We have
B2f(x)
∗B2f(x) =
∑
k
|Tkf2(x)− Tkf2(cQ)|
2
=
∑
k
|(Mkf2(x)− Ekf2(x))− (Mkf2(cQ)− Ekf2(cQ))|
2
,
∑
k
|Fk,Q(x)|
2.
We first claim that for any k satisfying 2−k < ℓ(Q), we have for any x ∈ Q,
Fk,Q(x) = 0. Indeed when 2
−k < ℓ(Q), a simple geometric observation implies
that both Ekf2 andMkf2 are supported in R
d\Q since f2 is supported in Rd \3Q.
For k satisfying 2−k ≥ ℓ(Q), we claim that for any x ∈ Q,
‖Fk,Q(x)‖M . 2
kℓ(Q)‖f‖∞. (4.4)
Indeed, note that x and cQ are in the same cube in Qk, so Ekf2(x) = Ekf2(cQ).
On the other hand,
‖Mkf2(x)−Mkf2(cQ)‖M =
1
|Bk|
∥∥∥ ∫
Bk+x
f2(y)dy −
∫
Bk+cQ
f2(y)dy
∥∥∥
M
= 2kd
∥∥∥ ∫
Rd
f2(y)(1(Bk+cQ)\(Bk+x) − 1(Bk+x)\(Bk+cQ))(y)dy
∥∥∥
M
≤ 2kd|(Bk + cQ)∆(Bk + x)| · ‖f‖∞.
20 G. HONG AND B. XU
Then the fact that |(Bk + cQ)∆(Bk + x)| ≤ Cd2
−k(d−1)|x− cQ| yields
‖Mkf2(x)−Mkf2(cQ)‖M ≤ Cd2
k|x− cQ|‖f‖∞ . 2
kℓ(Q)‖f‖∞.
This is precisely claim (4.4). Putting all these observations together, we obtain∥∥∥( 1
|Q|
∫
Q
(B2f(x))
∗(B2f(x)) dx
) 1
2
∥∥∥2
M⊗¯B(ℓ2)
=
∥∥∥( 1
|Q|
∫
Q
|Tf2(x)− αQ
∣∣∣2 dx) 12∥∥∥2
M
=
1
|Q|
∥∥∥ ∫
Q
∑
k
|Fk,Q(x)|
2 dx
∥∥∥
M
≤
1
|Q|
∫
Q
∑
k
‖Fk,Q(x)‖
2
M dx
. ℓ(Q)2 · ‖f‖2∞
∑
k:2−k≥ℓ(Q)
22k . ‖f‖2∞.
This yields the desired estimate.
We now consider (4.3). Here we only need to deal with B1f =
∑
k
Bk1f ⊗ ek1,
while B2f can be treated as before. We note that∥∥∥( 1
|Q|
∫
Q
(B1f(x))(B1f(x))
∗ dx
) 1
2
∥∥∥2
M⊗¯B(ℓ2)
=
1
|Q|
∥∥∥ ∫
Q
(B1f(x))(B1f(x))
∗ dx
∥∥∥
M⊗¯B(ℓ2)
=
1
|Q|
∥∥∥∑
k1,k2
[ ∫
Q
Tk1f1(x)Tk2f
∗
1 (x) dx
]
⊗ ek1,k2
∥∥∥
M⊗¯B(ℓ2)
,
1
|Q|
‖Λ‖M⊗¯B(ℓ2).
Since Λ is a positive operator acting on ℓ2(L2(M)) (= L2(M; ℓrc2 )), we have
1
|Q|
∥∥∥ ∫
Q
(B1f(x))(B1f(x))
∗ dx
∥∥∥
M⊗¯B(ℓ2)
=
1
|Q|
sup
‖a‖L2(M;ℓrc2 )
≤1
〈
Λa, a
〉
=
1
|Q|
sup
‖a‖L2(M;ℓrc2 )
≤1
τ
([∑
k1
a∗k1 ⊗ e1k1
]
Λ
[∑
k2
ak2 ⊗ ek21
])
=
1
|Q|
sup
‖a‖L2(M;ℓrc2 )
≤1
τ ⊗
∫
Q
∣∣∣∑
k
Tkf
∗
1 (x)ak
∣∣∣2 dx
≤
1
|Q|
sup
‖a‖L2(M;ℓrc2 )
≤1
τ ⊗
∫
Rd
∣∣∣∑
k
Tk(f
∗
1ak)(x)
∣∣∣2 dx
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.
1
|Q|
sup
‖a‖L2(M;ℓrc2 )
≤1
τ ⊗
∫
Rd
∑
k
|f ∗1ak(x)|
2 dx
≤
1
|Q|
sup
‖a‖L2(M;ℓrc2 )
≤1
τ(
∑
k
|ak|
2)|3Q| ‖f‖2∞ . ‖f‖
2
∞,
where in the second inequality we used the L2(N )-boundedness of the adjoint of
T . This proves (4.3). Therefore, the estimates obtained so far together with their
row analogues give rise to
max
{∥∥∥∑
k
Tkf ⊗ ek1
∥∥∥
BMOd(A)
,
∥∥∥∑
k
Tkf ⊗ e1k
∥∥∥
BMOd(A)
}
. ‖f‖∞.
This completes the BMO estimate. 
5. Strong type (p, p) estimates
In this section, we show the strong type (p, p) estimate of (Tk) for 1 < p <∞.
Proposition 5.1. Let 1 < p < ∞. Then (Tk) is bounded from Lp(N ) to
Lp(N ; ℓrc2 ).
Proof. The result for p = 2 is just Lemma 3.13. For the case of 1 < p < 2,
using the weak tyep (1, 1) estimate of T obtained in Section 3 and Lemma 3.13,
we conclude that T is bounded from Lp(N ) to Lp(L∞(Ω)⊗N ) by real interpola-
tion. Thus (Tk) is bounded from Lp(N ) to Lp(N ; ℓrc2 ) thanks to noncommutative
Khintchine’s inequalities [41, 42].
We now turn to the case of 2 < p < ∞. If we set Tcf =
∑
k
Tkf ⊗ ek1 and
Trf =
∑
k
Tkf ⊗ e1k, then Lemma 3.13 in conjunction with BMO type estimate
yields that Tc and Tr are bounded from Lp(N ) to Lp(N⊗¯B(ℓ2)) by complex
interpolation [36]. Therefore, (Tk) is bounded from Lp(N ) to Lp(N ; ℓrc2 ) for all
2 ≤ p <∞ by noncommutative Khintchine’s inequalities. 
Appendix. Proof of Lemma 3.13—L2-boundedness
As mentioned in the introduction, the noncommutative L2-boundedness of
the square function follows trivially from the corresponding commutative result.
However, in this appendix, we provide a proof using similar idea as presented in
[14, Theorem 2.3] but not using the commutative result as a black box. It is this
proof that inspires us to complete the whole paper.
Proof of Lemma 3.13. Let h ∈ L2(N ). Without loss of generality, we can assume
that h is positive. Let h =
∑
n∈Z
dhn, since martingale differences are orthogonal,
we have ∑
n∈Z
‖dhn‖
2
2 = ‖h‖
2
2.
On the other hand,
‖Th‖2L2(L∞(Ω)⊗N ) =
∑
k
‖(Mk − Ek)
∑
n
dhn‖
2
2.
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To this end, according to the almost orthogonality principle—Lemma 3.7, it suf-
fices to prove
‖(Mk − Ek)dhn‖
2
2 . 2
−|n−k|‖dhn‖
2
2. (5.1)
We first prove (5.1) in the case k ≥ n. Note that Ekdhn = dhn for k ≥ n. It is
enough to show
‖Mkdhn − dhn‖
2
2 . 2
n−k‖dhn‖
2
2. (5.2)
We write
‖Mkdhn − dhn‖
2
2 =
∫
Rd
‖Mkdhn(x)− dhn(x)‖
2
L2(M)dx
=
∑
H∈Qn
∫
H
‖Mkdhn(x)− dhn(x)‖
2
L2(M)dx.
Since dhn is a constant operator on H ∈ Qn, we have Mkdhn(x)− dhn(x) = 0 if
x+Bk ⊂ H . Thus, for x ∈ H , (Mkdhn − dhn)(x) may be nonzero only if x+Bk
intersects with the complement of H—Hc. Hence, for a given atom H and a
given Euclidean ball B in Rd, we define
H(B,H) = {x ∈ H|x+B ∩Hc 6= ∅}.
For a fixed H ∈ Qn, it is easy to observe that
|H(Bk, H)| . 2
(d−1)(−n) · 2−k.
Let mH be the maximum of ‖dhn(x)‖L2(M) on H and the cubes in Qn neighboring
H . Then ‖Mkdhn(x)− dhn(x)‖L2(M) ≤ 2mH for every x ∈ H . Therefore∫
H
‖Mkdhn(x)− dhn(x)‖
2
L2(M)dx . 2
(d−1)(−n) · 2−k ·m2H . 2
n−k
∫
H
m2Hdx.
(5.3)
Since mH is a constant on H , then
∫
Rd
m2H ≤ Cd
∫
Rd
‖dhn(x)‖2L2(M)dx. Thus,
summing over all H ∈ Qn in (5.3), we obtain the desired estimate (5.2).
Now we handle (5.1) in the case n > k. Note that Ekdhn = 0 in this case.
Hence, it suffices to prove
‖Mkdhn‖
2
2 . 2
k−n‖dhn‖
2
2. (5.4)
Note that by the cancellation property of hn over atoms in Qn−1, we see that
Mkdhn = Mk,n−1dhn. Hence, we use Lemma 3.8 to obtain (5.4). Therefore, the
proof of Lemma 3.13 is complete. 
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