A variant of the popular non-parametric non-uniform intensity normalization (N3) algorithm is proposed for bias field correction. Several studies have been performed under a variety of conditions evaluating the performance of N3. These studies have demonstrated the importance of certain parameters on the results such as those of the B-spline approximation strategy. We propose the substitution of a fast and robust Bspline approximation routine for improved bias field correction over the B-spline fitting approach of the original N3 algorithm. Our strategy features additional advantages such as hierarchical B-spline fitting within a multiresolution framework. Similar to the original N3 algorithm, we also make the source code, testing, and technical documentation of our contribution available to the public albeit through the Insight Toolkit of the National Institutes of Health.
INTRODUCTION
A potential confounder in various image analysis tasks is the presence of a low frequency intensity non-uniformity present in the image data also known as bias, inhomogeneity, illumination non-uniformity, or gain field (Fig. 1) . For a review of intensity inhomogeneity artifacts and a relatively recent discussion of existing correction methods, see [1] and the references contained therein. Amongst the various bias correction algorithms that have been proposed in the research literature, the non-uniform intensity normalization (N3) approach formulated in [2] has established itself as a de facto standard in the field due to its superb performance and its public availability. 1 In this contribution, we attempt to improve the original N3 algorithm by replacing the B-spline smoothing strategy used in the original N3 framework with an advantageous alternative [3, 4, 5] which addresses major issues explored by previous N3 evaluation studies (e.g. [6] ). This generalized fitting strategy allows for smaller control point spacing (to accommodate greater field strengths without the possibility of algorithmic failure), obviates the need for an artificial regularization parameter, and permits the specification of a weighted regional mask (as opposed to a binary mask) for possible use within an iterative segmentation framework. Additional advantages include faster execution times due to parallelization of our B-spline approximation algorithm and a multiresolution approximation strategy for hierarchical fitting of successively higher levels of frequency modulation of the bias field. Also, similar to the original N3 offering (which we denote throughout the remainder of this work as 'N3MNI' for clarification purposes), we developed our N3 algorithm as open source albeit within Insight Toolkit of the National Institutes of Health for public dissemination, vetting, and improvement. As such, we denote our N3 variant as 'N4ITK' [7] .
B-SPLINE APPROXIMATION
Given a set of uniformly or nonuniformly distributed data samples, the process of reconstructing a function from those samples finds diverse application in generic quantitative data analysis. Due to many of their salient properties, parameterized reconstruction techniques employing B-splines have continued to find application.
Least Squares B-Spline Data Approximation
An early technique for approximation of scattered data using B-splines is based on the minimization of the sum of the squared residuals between the individual data points and the corresponding function values defined by the B-spline object (commonly referred to as least squares fitting). Specifically, given a set of N data points specified by S = {s 1 , . . . , s N } and the corresponding parametric values U = {u 1 , . . . , u N }, the values of the control points can be found by minimizing
Taking the gradient of E(P) and manipulating the corresponding linear system yields the pseudoinverse solution
A drawback to this strategy is that locally insufficient data point placement can lead to ill-conditioned matrices producing undesirable results. 2 Thus, various strategies have been adopted to avoid such instability problems. For example, in N3MNI, a weighted regularization term, ωR(P), is added such that the minimization problem becomes
where R is the thin plate energy of the B-spline object. However, such parameters introduce an artificial stiffness to the fitting solution. This added stiffness, although necessary in areas of insufficient data, negatively affects the fidelity of the B-spline object to the scattered data and is difficult to tune [2] .
Fast and Robust B-Spline Approximation
Lee et al. proposed a uniform B-spline approximation algorithm in [3] which circumvents the problematic issues associated with conventional least squares fitting for 2-D cubic B-spline surfaces. The algorithm was also formulated such that B-spline approximation is also performed in a multilevel fashion. Our contribution, initially discussed in [5] and given to the research community in [4] , comprises a multi-threaded generalization of Lee's original algorithm. For a single isolated data point in n dimensions to be approximated by a B-spline object, one can solve for the values of the surrounding subset of control points. Due to the underdeterminedness of the corresponding linear system, an infinite number of solutions is possible. However, the solution determined by the pseudoinverse results in a solution which is optimal in a least-squares sense (i.e. the magnitude of the 2 A related issue is the inversion of potentially large, sparse matrices which is computationally demanding for large approximation problems. solution vector is minimized). We can write the single data point situation as follows
where S c is the single data point under consideration and is located in the parametric domain at (u c 1 , . . . , u c m ). Rewriting Equation (4) in matrix notation yields the same pseudo inverse solution formulation given in Equation (2) for a single data point.
However, the facility of solving the single data point problem does not generalize to irregularly placed data where, generally speaking, multiple data points will correspond to overlapping control points. In contrast to isolated data points, such a scenario requires finding a solution which provides an approximation to this subset of data points. The control point value is that which minimizes the sum of the squared difference for each of the proximal C data points between the isolated function value, i.e. the function value calculated from Equation (4) assuming the control point is isolated, and the function value calculated from the minimizing control point value. Adding a confidence term, δ, for each of the data points produces the minimization criterion
Minimization leads to the solution for P i1,...,im ,
Comparison of the Two B-spline Approximation Algorithms With Relevance to N3 Bias Correction
Our proposed B-spline approximation algorithm substitution in N4ITK provides several advantages over the approximation strategy used in N3MNI. The N3MNI approximation scheme requires the use of an artificial smoothing contribution based on penalizing the thin-plate energy of the B-spline object. Although this explicit regularization mitigates ill-conditioning of the resulting linear system, it negatively affects the fidelity of the solution to the underlying scattered data and does not guarantee a stable solution. Related is the difficulty of tuning the regularization weighting parameter, ω, simultaneously with the spline distance. Our substitution eliminates this parameter. A related advantage is the multiresolution fitting aspect of our approximation algorithm. Greater field strengths result in higher frequency modulation necessitating smaller spline distances (higher B-spline mesh resolutions) to model such modulation. However, direct fitting using a higher mesh resolution might miss the lower frequency components of the underlying field. This is demonstrated in Fig. 2 where solution values default to 0 in areas of no data. Given the scattered data points in Fig. 2 (a) and a relatively high resolution Bspline mesh of 32 × 32 elements, a fairly accurate, but highly localized, fit to the data can be achieved in Fig. 2 . However, a different solution is obtained with the same B-spline mesh of 32 × 32 elements using hierarchical fitting. This approach captures a range of approximation to the data from global to localized by initially fitting a low-resolution B-spline object to the data followed by approximation with increasing mesh resolutions. In this sense, we are using a range of spline distances to achieve the "best" fit as opposed to a single spline distance. Such a fit is seen in Fig. 2(c) where we started with a low resolution B-spline mesh (1 × 1 element) and continued the fitting for 5 additional levels for a final mesh resolution of 32 × 32 elements.
EXPERIMENTAL COMPARISON
Due to space constraints we limit the set of comparative experiments between N3MNI and N4ITK in this work to the BrainWeb simulated phantom data base [8] consisting of 20 normal brain data and three bias fields (denoted as 'A', 'B', and 'C') and postpone additional analysis to future studies. To create the experimental data, each of the 20 images was resampled to the size of the given bias fields. Each image was then rescaled to the range [0, 255]. Random noise, N (0, 100), was then added to each of the 20 images and subsequently corrupted by one of the three bias fields (each of which had been linearly rescaled to the range [0.85, 1.15]. The region mask used by both algorithms was defined by the non-zero pixels.
Bias correction was then performed on each of the 60 images using both N3MNI and N4ITK with the default param- Agreement of the recovered bias fields with the ground truth bias fields was assessed by calculating the correlation coefficient between the two fields over the masked region. This analysis was performed over all 60 images using three "spline distances"-a parameter specified by the N3MNI algorithm dictating the distance between control points/knot points in each parametric direction of the approximating Bspline scalar field (Fig. 3) . Results for three commonly used distances of 200 mm, 100 mm, and 50 mm are given in the box plots of Fig. 4, Fig. 5 , and performing 1, 2, and 3 multiresolution levels, respectively.
CONCLUSION
We presented a variant of the popular N3 algorithm for bias correction and also provided it to the research community as open source software. It was shown that the substitution of a fast, robust B-spline approximation algorithm (also freely available as open source) provides theoretical advantages over the original N3MNI formulation which was demonstrated using corrupted BrainWeb data. Future investigation work will further explore the theoretical implications of the new approximation framework with respect to bias correction, particularly with respect to high field acquisition. 
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