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Abstract
Minimization methods that search along a curvilinear path composed of a non-ascent nega-
tive curvature direction in addition to the direction of steepest descent, dating back to the late
1970s, have been an effective approach to finding a stationary point of a function at which its
Hessian is positive semidefinite. For constrained nonlinear programs arising from recent appli-
cations, the primary goal is to find a stationary point that satisfies the second-order necessary
optimality conditions. Motivated by this, we generalize the approach of using negative curvature
directions from unconstrained optimization to nonlinear ones. We focus on equality constrained
problems and prove that our proposed negative curvature method is guaranteed to converge to
a stationary point satisfying second-order necessary conditions. A possible way to extend our
proposed negative curvature method to general nonlinear programs is also briefly discussed.
1 Introduction
This paper is concerned with solving general smooth nonlinear optimization problems. Considering
the difficulty of obtaining a global optimal solution, our goal is to develop an efficient method to
locate a stationary point that satisfies the second-order necessary conditions. This goal is motivated
by recent applications and developments, where stationary points satisfying second-order necessary
conditions are of primary interest. Specifically, in many nonlinear programs arising from dictionary
learning [1], tensor decomposition [2], phase retrieval [3], and semidefinite programming [4], station-
ary points satisfying the second-order necessary conditions are the targets of the application and
can often be proven to be global optimizers.
Even though the scope of our concern is more general than unconstrained nonlinear programs,
studying such problems helps us to better understand how to achieve our goal. To find a sta-
tionary point of an unconstrained function satisfying second-order necessary conditions, apparently,
using gradient information alone in a deterministic method is not sufficient as such methods can
be trapped by saddle points. Therefore, second-order information should be utilized in (hopefully)
some computationally efficient manner. Methods, e.g. Newton’s method and trust-region methods,
that involve computing the inverse, Cholesky factorization or eigen-decomposition of the Hessian or
some modifications of it, might become impractical when the number of variables grow to tens of
thousands. As a remedy, methods that utilize negative curvature directions were proposed in [5, 6, 7]
and later further actively developed in [8, 9, 10, 11, 12, 13, 14] based on inexpensive computations
involving the Hessian. Specifically, these methods imitate the steepest descent method but also
incorporate a negative curvature direction besides the negative of the gradient when computing the
step to take at each iteration. Consequently, saddle points are usually avoided and these methods
can be guaranteed to converge to a stationary point satisfying the second-order necessary conditions
without requiring much additional computational cost.
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Inspired by the unconstrained case, we generalize the negative curvature approach to equality
constrained nonlinear programs. In order to accomplish this, one natural question is how to generalize
the notions of the gradient and the Hessian when constraints are imposed. For unconstrained
problems, we can regard the gradient and the Hessian as quantities that characterize local optimality.
Specifically, according to the first and second-order necessary optimality conditions, a local minimizer
must have a zero gradient and a positive semidefinite Hessian. For constrained nonlinear programs,
it seems plausible that a generalized gradient and Hessian could be developed based on the first-
order and second-order optimality conditions. Essentially, this is the approach we adopt here. Our
generalized gradient and Hessian are closely related to the Riemannnian gradient and Hessian in
the context of optimization on Riemannian manifolds [15, 16, 17, 18]. This explicit connection is
discussed in the paper. Our approach of deriving generalized gradient and Hessian from the classical
optimality point of view is quite well-motivated and self-contained, and moreover keeps the technical
difficulty to a minimum level.
Organization. The rest of the paper is organized as follows. In Section 2, we review some basic
results on equality constrained optimization. In Section 3, we present our negative curvature line
search method for equality-constrained nonlinear programs in particular. The notions of gradient
and Hessian are generalized based on local optimality conditions. Using these generalizations, we
propose and study a negative curvature method for equality constrained problem. Last, we briefly
discuss how to extend the negative curvature method proposed for the equality constrained problem
to general nonlinear programming problems.
2 Preliminaries
In this section, we review several fundamental results regarding the equality-constrained problem:
minimize f(x) subject to ci(x) = 0, i ∈ {1, 2, . . . ,m} , (2.1)
where the objective function f : Rn → R and constraint functions ci : Rn → R are smooth so that
it is possible to characterize local optimality conditions based on their derivatives. The results and
notation in this section are quite classical [19]. Regarding the feasible set Ω := {x ∈ Rn | ci(x) = 0},
we first impose a regularity condition which is known as LICQ in optimization literature.
Definition 1 (LICQ). We say that the linear independence constraint qualification (LICQ) holds
at x ∈ Ω, if the set of constraint gradients {∇c1(x),∇c2(x), . . . ,∇cm(x)} are linearly independent,
i.e. the matrix ∇c(x) := [∇c1(x),∇c2(x), . . . ,∇cm(x)] ∈ Rn×m has full column rank.
From a geometric point of view, the LICQ condition guarantees Ω to be a differentiable manifold
of dimension n −m. Now we are ready to state the definitions of tangent and normal subspaces,
which are particularly useful geometry concepts to characterize the variational properties of f(·).
Definition 2 (Tangent and Normal Subspaces). The normal subspace NΩ(x) at a point x ∈ Ω
is defined as the subspace spanned by the set of constraint gradients {∇c1(x), . . . ,∇cm(x)}, i.e.
NΩ(x) := R(∇c(x)) ⊆ Rn the range of the matrix ∇c(x). We denote by PNΩ(x) projection onto the
normal subspace NΩ(x).
The tangent subspace TΩ(x) at a point x ∈ Ω complements the normal subspace in Rn, i.e.
TΩ(x) = N⊥Ω (x) = R(∇c(x))⊥ = N(∇c(x)⊤), is the nullspace of the matrix ∇c(x)⊤. We denote by
Px the projection onto the tangent subspace TΩ(x).
Remark 1. We may drop the subscripts Ω and x, respectively, from NΩ(x) and TΩ(x) if they are
clear from the context.
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We are now fully prepared to state the first-order and second-order necessary optimality condi-
tions for problem (2.1) based on the Lagrangian function,
L(x,λ) := f(x)−
m∑
i=1
λici(x), (2.2)
where λi is the Lagrange multiplier associated with the i-th constraint ci(x) = 0.
Theorem 1 (Necessary Optimality Conditions [19]). Suppose that x⋆ is a local minimizer of problem
(2.1) and satisfies the LICQ condition. Then x⋆ satisfies the following first-order and second-order
conditions
G(x⋆) := ∇xL (x⋆,λ⋆ (x⋆)) = 0 (2.3)
H(x⋆) := P⊤x⋆∇2xxL (x⋆,λ⋆ (x⋆))Px⋆  0 (2.4)
where λ⋆(x⋆) ∈ argminλ ‖∇xL(x⋆,λ)‖ .
Feasible points satisfying conditions (2.3) and (2.4) are typically referred as second-order critical
points. The gist of our paper is to design iterative numerical methods to locate them. We next
briefly describe examples of optimization problems that arise in signal processing, machine learning
and statistics where such solutions are essentially sought.
Symmetric Orthogonal Tensor Decomposition (SOTD). Tensor is a multidimensional ar-
ray and the symmetric orthogonal tensor decomposition (SOTD) naturally generalizes the spectral
decomposition of a symmetric matrix. Here, we focus on the p-way n-dimensional symmetric or-
thogonal (SOD [20, 21, 22]) tensor
T =
n∑
i=1
vi ⊗ vi ⊗ · · · ⊗ vi︸ ︷︷ ︸
p times
∈ R
p times︷ ︸︸ ︷
n× n× · · · × n, (2.5)
where V = [v1,v2, . . . ,vn] ∈ Rn×n is an orthogonal matrix and ⊗ denotes the usual outer product,
so the (i1, i2, . . . , ip)-th entry of v ⊗ v ⊗ · · · ⊗ v is the scalar vi1vi2 · · · vip . The problem addressed
by SOTD, is to find (up to sign and permutation) the components vi’s given T , has many appli-
cations, including higher-order statistical estimation [23], independent component analysis [24, 25],
and parameter estimation for latent variable models [26]).
Ge et al. [2] consider the SOTD specifically for the p = 4 case and analyze the geometry of the
following minimization problem
min
x∈Rn
T (x,x,x,x) =
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
Tijklxixjxkxl s.t. ‖x‖2 = 1. (2.6)
They prove that for problem (2.6), the points satisfying the second-order necessary condition coincide
with the component vi’s. Specifically, they show that
{x ∈ Rn | G(x) = 0, H(x)  0} = {±v1, . . . ,±vn} . (2.7)
Therefore, solving problem (2.6) yields one component vi, and after that, one can apply standard
deflation procedures to obtain the others one by one.
Ge et al. [2] further propose a larger optimization problem
min
[x1,x2,...,xn]∈Rn×n
n∑
i=1
∑
j 6=i
T (xi,xi,xj,xj) s.t. ‖xi‖2 = 1, i = 1, . . . , n, (2.8)
3
to find all the components at one shot. Although problem (2.8) is substantially more complicated
than problem (2.6), similar geometrical phenomenon and the advantageous property of (2.6) are
preserved. Specifically, Ge et al. [2] proves that any solution of problem (2.8) that satisfies the
second-order necessary conditions in Theorem 1 is a signed and permuted version of [v1,v2, . . . ,vn] ∈
R
n×n.
Semidefinite Programming (SDP). SDP is one of the most exciting developments in mathe-
matical optimization and has been successfully applied to model and solve problems in traditional
convex constrained optimization, control theory, and combinatorial optimization. In general, an
SDP problem can be defined as
min
X∈Sn×n
+
Tr(CX) s.t. Tr(AiX) = bi i = 1, . . . ,m, (2.9)
where Sn×n+ is the cone of symmetric positive semidefinite matrices.
Although interior-point methods can solve SDP problems in polynomial time, scalability is a
problem and in practice interior-point methods run out of memory and time once n is greater than
1e3. To address this issue, Burer and Monteiro [27, 28], take advantage of the low-rank structure
of SDP optimal solutions characterized by Pataki [29] and Barvinok [30]. Explicitly they replaced
X = LL⊤ where L has size n × p, which leads to the following non-convex but low-dimensional
surrogate:
min
L∈Rn×p
Tr(L⊤CL) s.t. Tr(L⊤AiL) = bi i = 1, . . . ,m. (2.10)
Burer and Monteiro [27, 28] also applied local optimization methods to solve the above general non-
linear program (2.10) with surprisingly good performance, even though the theoretical justifications
between problems (2.9) and (2.10) were unclear.
Recently, Boumal et al. [31] proved that whenever p satisfies p(p + 1) > 2m (and some other
technical but mild conditions hold), problem (2.10) is equivalent to problem (2.9) in the sense that
for any second-order critical point of (2.10) L⋆, the square matrix L⋆(L⋆)⊤ is optimal to problem
(2.9).
One straightforward but powerful application of the above discussion is to solve the SDP prob-
lem derived as relaxation for the max-cut problem. In their celebrated work [32], Goemans and
Williamson tackled the NP-hard max-cut problem by the following SDP
min
X∈Sn×n
+
Tr(CX) s.t. diag (X) = 1, (2.11)
whose optimal solution (after rounding) will yield an approximate solution to max-cut within a ratio
of .878. The corresponding Burer-Monteiro reformulation can be written as
min
L∈Rn×p
Tr(L⊤CL) s.t.
∥∥e⊤i L∥∥ = 1 i = 1, . . . , n. (2.12)
Based on the above discussion, when we choose p = ⌈√2n⌉, even though problem (2.12) has sub-
stantially smaller dimension than problem (2.11), any second-order critical point L⋆ of (2.12) is able
to recover a global optimal solution of (2.11) with X⋆ = L⋆(L⋆)⊤.
There is a large body of recent literature, especially in signal processing and learning theory,
where finding second-order critical points is the fundamental target for the application at hand.
Interested readers can find examples in complete dictionary recovery [1], generalized phase retrieval
[3], matrix completion [33], phase synchronization and community detection [34, 35].
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3 Equality-Constrained Problem
In this section, we extend the definitions (2.3) and (2.4) of G(x⋆) and H(x⋆) at a local minimizer
x⋆ to a general feasible point x ∈ Ω, and verify that G(x) and H(x) can be regarded as natural
generalizations of the conventional gradient and Hessian. Based on this, we extend the classical
negative curvature algorithm from the unconstrained problem to the equality constrained one (2.1),
and prove this method converges to a second-order critical point of (2.1).
3.1 Generalized gradient and Hessian
Based on Theorem 1, we note that G(x⋆) and H(x⋆) provide an elegant characterization of local
optimality for the equality constrained problem in analogy with the roles of the gradient and Hessian
for the unconstrained one. Inspired by this, we extrapolate the definitions of (2.3) and (2.4) from
constrained local minimizers x⋆ to any feasible point x ∈ Ω, with the intention of using these gen-
eralized quantities as one uses the gradient and Hessian in the algorithmic design for unconstrained
optimizations.
Definition 3 (Generalized Gradient and Hessian). For any feasible x ∈ Ω, let
λ⋆(x) ∈ argmin
λ
‖∇xL(x,λ)‖ . (3.1)
Then we define the generalized gradient at x as
G(x) := ∇xL (x,λ⋆ (x)) (3.2)
and the generalized Hessian at x as
H(x) := P⊤x∇2xxL (x,λ⋆ (x))Px. (3.3)
In the following, we verify that G(·) and H(·) behave like the gradient and Hessian not only for
a local optimal solution but also for any feasible point x ∈ Ω in an approximate sense, under the
mild conditions described below:
Assumption 2. (a) ∇f , ∇2f , ∇ci and ∇2ci are Lipschitz continuous over Ω with Lipschitz
constants Lf,1, Lf,2, Lci,1 and Lci,2.
(b) supx∈Ω ‖∇f(x)‖ ≤ γf,1, supx∈Ω
∥∥∇2f(x)∥∥ ≤ γf,2, supx∈Ω ‖∇ci(x)‖ ≤ γci,1 and
supx∈Ω
∥∥∇2ci(x)∥∥ ≤ γci,2.
(c) [σ0-LICQ] For every x ∈ Ω, σmin(∇c(x)) ≥ σ0 for some σ0 > 0, where σmin(∇c(x)) is the
smallest singular value of the matrix ∇c(x)
Remark 2. The last assumption is slightly stronger that LICQ as LICQ only requires σmin(∇c(x)) >
0.
We next prove a key lemma regarding G(·) and H(·). Loosely speaking, we show that for every
x ∈ Ω, given a small perturbation δ ∈ TΩ(x) ⊂ Rn, f(x)+G(x)⊤δ and f(x)+G(x)⊤δ+ 12δ⊤H(x)δ,
respectively approximates f(x+ δ) up to the first order and the second order. This result is crucial
for our generalization of negative curvature methods. But one issue we need to fix in advance is that
x+ δ may possibly lie outside of Ω and thus the objective f might not even be defined at x+ δ. In
order to resolve this infeasibility issue, we introduce the following projection operator:
Definition 4. For any y ∈ Rn, we denote by ΠΩ(y) ∈ Ω a point that is closest to y, i.e. ΠΩ(y) ∈
argminx∈Ω ‖x− y‖, where ‖·‖ denotes the Euclidean norm.
We are now ready to state the key lemma.
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Lemma 1. Under Assumptions 2(b), 2(c) and 2(d), for any x0 ∈ Ω and δ ∈ TΩ(x0), we have∣∣f(ΠΩ(x0 + δ)) − f(x0)− G(x0)⊤δ∣∣ ≤ C0 ‖δ‖2 , and (3.4)∣∣∣∣f(ΠΩ(x0 + δ)) − f(x0)− G(x0)⊤δ − 12δ⊤H(x0)δ
∣∣∣∣ ≤ C5 ‖δ‖3 (3.5)
where C0 = γf,1{1+ Γ1σ2
0
} 4R2 +4(Lf,1+ γf,1
√
Γ1Λ1
σ2
0
), C5 = 8C1+C2+C3+C4, C1 =
Lf,2
2 +
γf,1
2σ2
0
√
Γ1Λ2,
C2 = {γf,2 + γf,12σ2
0
√
Γ1Γ2} 4R , C3 = {γf,2 + γf,12σ2
0
√
Γ1Γ2} 2R , C4 = {γf,1+ γf,1σ2
0
Γ1}(2
√
Γ1Λ1
σ2
0
+
2
√
Γ3
1
Λ1
σ4
0
) 8R ,
R = σ0/
√
Λ1, Γ1 =
∑m
i=1 γ
2
ci,1, Γ2 =
∑m
i=1 γ
2
ci,2, Λ1 =
∑m
i=1 L
2
ci,1, and Λ2 =
∑m
i=1 L
2
ci,2.
Proof. See the appendix.
Remark 3. If Ω is a differentiable manifold, our G(·) and H(·) defined in (3.2) and (3.3) can be
proven to be the Riemannian gradient and Riemannian Hessian of f over Ω (see subsection 4.2 for
details). The expressions (3.2) and (3.3) concretize these abstract geometrical concepts by providing
an explicit algebraic way to compute them.
3.2 Negative curvature method
In this subsection, we will present a general framework for using negative curvature of the generalized
Hessian H(x) to solve (2.1) and show that the sequence generated by this framework converges to
a second-order critical point.
It is clear that using the simple projected gradient method
xk+1 ← ΠΩ (xk − tG(xk)) (3.6)
might be trapped by the saddle points of (2.1). To overcome this difficulty, it is natural to con-
sider using second-order information, that is, information about the Hessian of f and the ci’s. In
particular, we can use a negative curvature direction of H(x) defined in subsection 3.1. We say d
is a negative curvature direction of H(x) if it has the property that d⊤H(x)d < 0. Based on the
second-order approximation result revealed in Lemma 1, it is intuitive that moving in a negative
curvature direction will enable an algorithm to escape from a saddle point. Therefore, it is tempting
to move along a direction that combines the negative gradient direction with a descent direction of
negative curvature:
xk+1 ← ΠΩ (xk − t1G(xk)− t2d) (3.7)
especially for the regions close to saddle points.
Moreover, negative-curvature directions can be obtained at a relatively small cost. For exam-
ple, when a Hessian matrix H(x) is indefinite, the eigenvector corresponding to its algebraically
smallest eigenvalue is a negative curvature direction. It can be obtained by executing the power it-
eration method on H(x) to obtain a eigenvalue, eigenvector pair (λdom,ddom) corresponding to the
eigenvalue of largest magnitude, the so-called dominant eigenvalue λdom. If λdom < 0, ddom is the
direction of most negative curvature. Otherwise, we can perform the method again on H− λdomI.
More efficient and robust methods using variants of Lanzos algorithm to compute the algebraically
smallest eigenpair can be found in [36, 37].
In Algorithm 1, we provide a general framework for using negative curvature directions to solve
problem (2.1). This algorithm integrates the first-order and second-order methods. Specifically,
when the iterate xk is far from any saddle point, we only use the first-order information to make
progress:
xˆ← ΠΩ(xk − tGk).
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When xk is near saddle points, we combine the negative gradient and the negative curvature direc-
tion:
xˆ← ΠΩ(xk − tGk + tαdk). (3.8)
If α is chosen to be 2 and Ω = Rn , (3.8) is reduced to the one leveraged in [7]; if α is set to 1/2 and
Ω = Rn, (3.8) is equivalent to the one used in [6].
In the rest of this section, we will confirm our intuition that Algorithm 1 is capable of escaping
saddle points by proving the following theorem:
Algorithm 1 Negative Curvature Method for Problem (2.1)
input parameters 0 < σ < 1, 0 < ρ < 1, α > 0, ǫ > 0 and t0 > 0.
1: initialize x0 ∈ Ω;
2: for k = 0, 1, . . . , do
3: Gk ← G(xk)
4: if ‖Gk‖ ≥ ǫ then
5: t← t0
6: xˆ← ΠΩ(xk − tGk)
7: while f(xˆ)− f(xk) > −σt‖Gk‖2 do
8: t← ρt
9: xˆ← ΠΩ(xk − tGk)
10: end while
11: else
12: Hk ← H(xk)
13: (λmink ,vk)← the algebraically smallest eigenpair of Hk
14: λk ← min{λmink , 0}
15: dk ← |λk|sign(−v⊤k Gk)vk
16: t← t0
17: xˆ← ΠΩ(xk − tGk + tαdk)
18: while f(xˆ)− f(xk) > σ
(− t‖Gk‖2 − 12 t2α|λk|3) do
19: t← ρt
20: xˆ← ΠΩ(xk − tGk + tαdk)
21: end while
22: end if
23: tk ← t
24: xk+1 ← xˆ
25: end for
Theorem 3. For the sequences {Gk} and {λk} generated by Algorithm 1, one has Gk → 0 and
λk → 0 as k →∞.
Remark 4. Based on Theorem 3, any cluster point of {xk} generated by Algorithm 1 is a second-
order critical point of problem (2.1).
To prove Theorem 3, we need several lemmas.
Lemma 2. Consider the k-th iteration.
(a) For the parametrized curve x(t) = ΠΩ(xk − tGk), we have
f(x(t))− f(xk) ≤ −‖Gk‖2t+ C0‖Gk‖2t2; (3.9)
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(b) For the parametrized curve x(t) = ΠΩ(xk − tGk + tαdk), we have
f(x(t))− f(xk) ≤ −‖Gk‖2t+ 1
2
‖Hk‖‖Gk‖2t2 − 1
2
|λk|3t2α + 8C5‖Gk‖3t3 + 8C5|λk|3t3α.
(3.10)
Proof. For part (a), we can directly apply (3.4) in Lemma 1:
f(x(t))− f(xk) ≤ 〈Gk,−tGk〉+ C0‖Gk‖2t2 = −‖Gk‖2t+ C0‖Gk‖2t2.
Now let us focus on part (b).
For part (b), based on (3.5) of Lemma 1, we first have
f(x(t))− f(xk)
≤ 〈Gk,−tGk + tαdk〉+ 1
2
(−tGk + tαdk)⊤Hk(−tGk + tαdk) + C5‖ − tGk + tαdk‖3
≤ −‖Gk‖2t+ 〈Gk,dk〉tα + 1
2
G
⊤
k HkGkt
2 − G⊤k Hkdktα+1 +
1
2
d⊤k Hkdkt
2α + C5‖ − tGk + tαdk‖3.
(3.11)
Next, we will bound each term in (3.11):
〈Gk,dk〉tα ≤ |λk|sign(−v⊤k Gk)v⊤k Gktα ≤ 0 (3.12)
1
2
G
⊤
k HkGkt
2 ≤ 1
2
‖Hk‖ ‖Gk‖2 t2 (3.13)
− G⊤k Hkdktα+1 = −G⊤k |λk|sign(−v⊤k Gk)Hkvktα+1 = λk|λk|sign(−v⊤k Gk)(−G⊤k vk)tα+1 ≤ 0
(3.14)
1
2
d⊤k Hkdkt
2α =
1
2
|λk|2v⊤k Hkvkt2α = −
1
2
|λk|3t2α (3.15)
‖ − tGk + tαdk‖3 ≤ (t ‖Gk‖ + tα ‖dk‖)3 ≤ 8max(t ‖Gk‖ , tα ‖dk‖)3 ≤ 8t3 ‖Gk‖3 + 8t3α|λk|3.
(3.16)
With (3.12)-(3.16) plugged in (3.11), we reach (3.10).
Lemma 3. There exists a constant γh ≥ 0 such that supx∈Ω ‖H(x)‖ ≤ γh.
Proof. For any x ∈ Ω, one has
‖H(x)‖ ≤ ∥∥P⊤x∇2xxL(x,λ⋆(x))Px∥∥
≤ ∥∥∇2xxL(x,λ⋆(x))∥∥
≤
∥∥∥∥∥∥∇2f(x)−
∑
i∈[m]
λ⋆i (x)∇2ci(x)
∥∥∥∥∥∥
≤ ∥∥∇2f(x)∥∥ + ‖λ⋆(x)‖∞ ∑
i∈[m]
∥∥∇2ci(x)∥∥ . (3.17)
Based on Assumption 2, we have∥∥∇2f(x)∥∥ ≤ γf,2 and ∑
i∈[m]
∥∥∇2ci(x)∥∥ ≤ ∑
i∈[m]
γci,2. (3.18)
From the definition (3.1). we can derive that
λ⋆(x) = (∇c(x)⊤∇c(x))−1∇c(x)⊤∇f(x). (3.19)
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Together with Assumption 2, it can be obtained that
‖λ⋆(x)‖∞ ≤ ‖λ⋆(x)‖2
=
∥∥(∇c(x)⊤∇c(x))−1∇c(x)⊤∇f(x)∥∥
2
≤ ∥∥(∇c(x)⊤∇c(x))−1∥∥ ‖∇c(x)‖ ‖∇f(x)‖
≤ ∥∥(∇c(x)⊤∇c(x))−1∥∥ ‖∇c(x)‖F ‖∇f(x)‖
≤ 1
σ20
√∑
i∈[m]
γ2ci,1 · γf,1. (3.20)
The lemma can be established by substituting (3.18) and (3.20) into (3.17). Hence γh =
∑
i∈[m] γci,2+
1
σ2
0
√∑
i∈[m] γ
2
ci,1
· γf,1
∑
i∈[m] γci,2
Lemma 4. {tk} is uniformly bounded from below, i.e., there exists β > 0 such that tk ≥ β for every
k ∈ N.
Proof. Consider the first case ‖Gk‖ ≥ ǫ. For x(t) = ΠΩ(xk − tGk), as shown in Lemma 2, one has
f(x(t))− f(xk) ≤ −‖Gk‖2t+ C0‖Gk‖2t2. (3.21)
Therefore, whenever t ≤ (1− σ)/C0, we have
f(x(t))− f(xk) ≤ −‖Gk‖2t+ C0‖Gk‖2t2 ≤ −σt ‖Gk‖2 . (3.22)
Thus, tk ≥ t0ρ⌈logρ{(1−σ)/(C0t0)}⌉ for this case.
Now let us consider the other case ‖Gk‖ < ǫ. For x(t) = ΠΩ(xk − tGk + tαdk), it follows from
part (b) of Lemma 2 that
f(x(t))− f(xk) ≤ −‖Gk‖2t+ 1
2
‖Hk‖‖Gk‖2t2 − 1
2
|λk|3t2α + 8C5‖Gk‖3t3 + 8C5|λk|3t3α. (3.23)
When t ≤ t := min
{(
1−σ
16C5
)1/α
, 2−2σγh+16C5ǫ , 1
}
, it can be verified that
−1
2
|λk|3t2α + 8C5|λk|3t3α ≤ −1
2
σt2α|λk|3 and (3.24)
−‖Gk‖2t+ 1
2
‖Hk‖‖Gk‖2t2 + 8C5‖Gk‖3t3 ≤ −σt‖Gk‖2 (3.25)
Combining (3.24) and (3.25), we have
f(x(t))− f(xk) ≤ σ
(− t‖Gk‖2 − 1
2
t2α|λk|3
)
.
Therefore, tk ≥ t0ρ⌈logρ t/t0⌉ for this case.
Taking both cases into consideration, we have proved this lemma.
Now we are ready to prove Theorem 3.
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Proof of Theorem 3. Based on Lemma 4, we have
f(xk+1)− f(xk) ≤ −σ{βǫ2, β‖Gk‖2 + 1
2
β2α|λk|3}.
Since limk→∞ f(xk) > −∞, we must have
lim
k→∞
Gk = 0, and lim
k→∞
λk = 0.
Remark 5. In Algorithm 1, we can relax the requirement of finding the algebraically smallest eigen-
pair of Hk. Instead, it is sufficient to find (λ¯, v¯) satisfying
‖v¯‖ = 1, v¯⊤Hkv¯ ≤ max{−δ, λmink }, v¯⊤Gk ≤ 0 and v¯⊤Hkv¯ ≤ 0 (3.26)
where δ > 0 is a prescribed constant.
3.3 Examples of Ω and ΠΩ(·)
For Algorithm 1 to be practical, the projection of a point onto the feasible set Ω must be affordable.
In this subsection, we enumerate a number feasible sets Ω, defined by equality constraints, that are
frequently encountered in optimization problems and have computationally tractable projections
ΠΩ(·):
Table 1: Examples of Ω and ΠΩ(·)
Constraint Sets Ω ΠΩ(·)
spherical {X ∈ Rn×m | ‖X‖F = 1} X/ ‖X‖F
multiple spherical
⋃
i{xi ∈ Rni | ‖xi‖2 = 1} xi/ ‖xi‖2 , ∀ i
orthogonality
{
X ∈ Rn×m | XTX = I} UV ⊤, with X = UΣV ⊤ as SVD
There is a wide range of applications in which one is interested in solving optimization problems
with constraints as listed in Table 1. The paper [38] provides an extensive list of such problems
and references to particular applications. These include eigenvalue and subspace tracking problems
arising in signal processing; low-rank matrix optimization problems such as those that arise in SDP
relaxation of combinatorial problems (e.g., the max-cut problem described in section 2); p-harmonic
flows and other problems involving normal preserving constraints such as those that arise in 1-bit
compressive sensing, color image denoising, micromagnetics, liquid crystal theory, and directional
diffusion; homogeneous polynomial optimization with spherical constraints arising in tensor eigen-
value problems signal processing, MRI, data training, approximation theory, portfolio selection and
computation of the stability number of a graph; sparse principal component analysis, electronic
structures computation, etc.
3.4 Discussion: extension to general constrained problems
We briefly discuss possibilities of generalizing the proposed algorithm to optimization problems with
inequality constraints, i.e., problems of the form:
minimize f(x)
subject to ci(x) = 0, i = 1, 2, . . . ,m
ci(x) ≤ 0, i = m+ 1, 2, . . . , k
x ∈ Rn.
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By adding a squared slack variable to each inequality constraint, since ci(x) ≤ 0⇔ ci(x) + z2i = 0,
one can transform a problem with inequality constraints to one that has only equality constraints.
Moreover, it can be verified that the conditions imposed in Assumption 2 on the constraints ci(x),
carry over to the transformed constraints. Therefore, algorithm 1 can be applied again. But one
caveat of this reformulation is that additional second-order critical points might be introduced. We
leave it as future work to investigate better approaches to handling general inequality constraints.
4 Appendix
4.1 Proof of Lemma 1
We need the proposition below in the proof.
Proposition 1. ([2, Lemma 33]) Assume that Assumption 2 holds and define R =
√
1/(
∑m
i=1 L
2
ci,1
/σ20).
For any x0 ∈ Ω, any v ∈ Rm, let x1 = x0 + v and x2 = x0 + Px0(v). Then we have
‖ΠΩ(x1)− x2‖≤
4‖v‖2
R
.
Now we are ready to prove Lemma 1.
Proof of Lemma 1. To prove (3.4), for any x ∈ Ω, let y = ΠΩ(x + δ) and consider the Lagrangian
L(y,λ∗(x)) = f(y) −∑mi=1 λ∗i (x)ci(y). Since x,y ∈ Ω, c(x) = c(y) = 0 and hence L(y,λ∗(x)) =
f(y) and L(x,λ∗(x)) = f(x). Therefore by Taylor expansion, we have for some s ∈ (0, 1)
f(y) = L(y,λ∗(x)) = L(x,λ∗(x)) +∇xL(x+ s(y − x),λ∗(x))⊤(y − x)
= f(x) +∇xL(x,λ∗(x))⊤(y − x) + {∇xL(x+ s(y − x),λ∗(x))−∇xL(x,λ∗(x))}⊤(y − x)
= f(x) + G(x)⊤δ + G(x)⊤{y − (x+ δ)} (by definition of G(x))
+ {∇f(x+ s(y − x))−∇f(x)}⊤(y − x)−
m∑
i=1
λ∗i (x){∇ci(x+ s(y − x))−∇ci(x)}⊤(y − x).
Hence using Assumption 2(b), Cauchy-Schwartz and the fact that s < 1, we have
|f(y)− f(x)− G(x)⊤δ| ≤ ‖G(x)‖‖y − (x+ δ)‖ + {Lf,1 +
m∑
i=1
λ∗i (x)Lci,1}‖y − x‖2
≤ ‖G(x)‖‖y − (x+ δ)‖ + {Lf,1 + ‖λ∗(x)‖
√
Λ1}‖y − x‖2. (4.1)
Both ‖λ∗(x)‖ and ‖G(x)‖ can be bounded by constants. From (3.19), use of the assumptions that
infx∈Ω σmin(∇c(x)) ≥ σ0, supx∈Ω ‖∇f(x)‖ ≤ γf,1, supx∈Ω ‖∇ci(x)‖ ≤ γci,1 and the definition of
Frobenius norm,
‖λ⋆(x)‖ ≤ γf,1
√
Γ1
σ20
(4.2)
While
‖G(x)‖ = ‖∇f(x)−
m∑
i=1
λ∗i (x)∇ci(x)‖ ≤ ‖∇f(x)‖+ ‖λ∗(x)‖‖∇c(x)‖F
≤ γf,1 + γf,1Γ1
σ0
= γf,1{1 + Γ1
σ20
}. (4.3)
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To bound ‖y − x‖, by definition of y and ΠΩ(·) we have
‖y − x‖ = ‖ΠΩ(x+ δ)− x‖ ≤ ‖ΠΩ(x+ δ)− (x+ δ)‖ + ‖δ‖ ≤ 2‖δ‖ (4.4)
As above ‖y − (x+ δ)‖ ≤ ‖δ‖. However, we also need to bound ‖y − (x+ δ)‖ in terms of ‖δ‖2 to
facilitate our analysis. Specifically, since δ ∈ TΩ(x) and x ∈ Ω, by Proposition 1, we have
‖y − (x+ δ)‖ = ‖ΠΩ(x+ δ) − (x+ δ)‖ ≤ 4
R2
‖δ‖2 (4.5)
where R = σ0/
√
Λ1. Now plugging (4.5), (4.4), (4.3), and (4.2) into (4.1) we obtain the desired
result (3.4), that is,
|f(y)− f(x)− G(x)⊤δ| ≤ C0‖δ‖2.
where C0 = γf,1{1 + Γ1σ2
0
} 4R2 + 4(Lf,1 + γf,1
√
Γ1Λ1
σ2
0
).
To prove (3.5), for every x,y ∈ Ω, by the definition of the Lagrangian, we have f(x) =
L(x,λ⋆(x)) and f(y) = L(y,λ⋆(x)). Let η = y − x. Then by Taylor’s theorem, there exists a
t ∈ (0, 1) such that
f(y) = L(y,λ⋆(x)) = L(x,λ⋆(x)) +∇xL(x,λ⋆(x))⊤η + 1
2
η⊤∇2
xx
L(x+ tη,λ⋆(x))η
= f(x) + G(x)⊤η + 1
2
η⊤∇2
xx
L(x,λ⋆(x))η
+
1
2
η⊤(∇2
xx
L(x+ tη,λ⋆(x))−∇2
xx
L(x,λ⋆(x)))η. (4.6)
Then the last term in (4.6) can be bounded as follows
|1
2
η⊤{∇2xxL(x+ tη,λ⋆(x))−∇2xxL(x,λ⋆(x))}η|
≤ 1
2
‖η‖2‖∇2xxL(x+ tη,λ⋆(x))−∇2xxL(x,λ⋆(x))‖
=
1
2
‖η‖2‖(∇2f(x+ tη)−∇2f(x)) +
m∑
i=1
λ⋆i (x)(∇2ci(x+ tη)−∇2ci(x))‖
≤ 1
2
‖η‖2(‖∇2f(x+ tη)−∇2f(x)‖+ m∑
i=1
|λ⋆i (x)| ‖∇2ci(x+ tη)−∇2ci(x)‖
)
≤ 1
2
‖η‖3Lf,2t+ 1
2
‖η‖2‖λ⋆(x)‖
√√√√ m∑
i=1
‖∇2ci(x+ tη)−∇2ci(x)‖2 (Cauchy-Schwartz inequailty)
≤ 1
2
‖η‖3Lf,2 + γf,1
√
Γ1
2σ20
√√√√ m∑
i=1
L2ci,2t
2 · ‖η‖3 (by (4.2))
≤ {Lf,2
2
+
γf,1
2σ20
√
Γ1Λ2
}‖η‖3
= C1‖η‖3,
where C1 =
{Lf,2
2 +
γf,1
2σ2
0
√
Γ1Λ2
}
Combining the above inequality with (4.6), we obtain
∣∣f(y)− f(x)− G(x)⊤η − 1
2
η⊤{∇2xxL(x,λ⋆(x))}η
∣∣ ≤ C1‖η‖3. (4.7)
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We consider two case: (i) x0 + δ ∈ Ω, and (ii) x0 + δ 6∈ Ω.
Case (i): Substituting y = x0+δ = ΠΩ(x0+δ) and x = x0 into (4.7), and noting that η = y−x = δ,
we have from (4.7) and the facts that H(x0) = P⊤x0∇2xxL(x0,λ⋆(x0))Px0 and δ ∈ TΩ(x0), hence
that Px0δ = δ. ∣∣f(ΠΩ(x0 + δ)) − f(x0)− G(x0)⊤δ − 1
2
δ⊤H(x0)δ
∣∣ ≤ C1‖δ‖3.
Case (ii): x0 + δ 6∈ Ω. Letting y0 = ΠΩ(x0 + δ), we have from (4.4) and then from (4.7) that
∣∣f(y0)− f(x0)− G(x0)⊤(y0 − x0)− 1
2
(y0 − x0)⊤{∇2xxL(x0,λ⋆(x0))}(y0 − x0)
∣∣ ≤ 8C1 ‖δ‖3
(4.8)
Let ξ = (x0 + δ) − y0 = (x0 + δ) − ΠΩ(x0 + δ). Then clearly y0 − x0 = δ − ξ, and (4.8) can be
rewritten as∣∣f(y0)− f(x0)− G(x0)⊤(δ − ξ)− 1
2
(δ − ξ)⊤{∇2xxL(x0,λ⋆(x0))}(δ − ξ)
∣∣ ≤ 8C1 ‖δ‖3 . (4.9)
We further note that
f(y0)− f(x0)− G(x0)⊤(δ − ξ)− 1
2
(δ − ξ)⊤{∇2xxL(x0,λ⋆(x0))}(δ − ξ) (4.10)
= f(y0)− f(x0)− G(x0)⊤δ − 1
2
δ⊤{∇2xxL(x0,λ⋆(x0))}δ
+ G(x0)⊤ξ + δ⊤{∇2xxL(x0,λ⋆(x0))}ξ −
1
2
ξ⊤{∇2xxL(x0,λ⋆(x0))}ξ (4.11)
Next, we will show that the last three terms in (4.11) satisfy
G(x0)⊤ξ + δ⊤{∇2xxL(x0,λ⋆(x0))}ξ −
1
2
ξ⊤{∇2xxL(x0,λ⋆(x0))}ξ = O(‖δ‖3). (4.12)
The following are helpful in establishing this. First, from the definition of ξ = (x0+δ)−ΠΩ(x0+δ)
and Proposition 1, one has ‖ξ‖ ≤ 4‖δ‖2/R as well as the bound ‖ξ‖ ≤ ‖δ‖. Second, since G(x0) ∈
TΩ(x0), we have G(x0)⊤ξ = G(x0)⊤Px0ξ. Third, since y0 = ΠΩ(x0 + δ), Py0{(x0 + δ) −ΠΩ(x0 +
δ)} = 0. Using these observations and the fact that ‖y0−x0‖ ≤ 2‖δ‖, we are ready to bound these
three terms one by one,
|δ⊤{∇2xxL(x0,λ⋆(x0))}ξ| ≤ {‖∇2f(x0)‖+
m∑
i=1
|λ∗i (x0)| ‖∇2ci(x0)‖}‖δ‖‖ξ‖
≤
{
‖∇2f(x0)‖+ ‖λ∗(x0)‖
√√√√ m∑
i=1
‖∇2ci(x0)‖2
}
‖δ‖‖ξ‖
(by Cauchy-Schwartz)
≤ {γf,2 + γf,1
2σ20
√
Γ1Γ2} 4
R
‖δ‖3 (by (4.2) and ‖ξ‖ ≤ 4 ‖δ‖2 /R)
= C2‖δ‖3, (4.13)
where C2 = {γf,2+γf,12σ2
0
√
Γ1Γ2} 4R . Applying exactly the same method to bound 12ξ⊤{∇2xxL(x0,λ⋆(x0))}ξ
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we have
1
2
|ξ⊤{∇2xxL(x0,λ⋆(x0))}ξ| ≤
1
2
{‖∇2f(x0)‖ +
m∑
i=1
|λ∗i (x0)| ‖∇2ci(x0)‖}‖ξ‖2
≤ {γf,2 + γf,1
2σ20
√
Γ1Γ2}1
2
‖ξ‖2 (by (4.2))
≤ {γf,2 + γf,1
2σ20
√
Γ1Γ2} 2
R
‖δ‖3 (by ‖ξ‖ ≤ 4 ‖δ‖2 /R and ‖ξ‖ ≤ ‖δ‖)
= C3‖δ‖3, (4.14)
where C3 = {γf,2 + γf,12σ2
0
√
Γ1Γ2} 2R . To bound the last term G(x0)⊤ξ, we first note that G(x0)⊤ξ =
G(x0)⊤Px0ξ since G(x0) ∈ TΩ(x0) and Py0ξ = 0 since ξ = y0 −ΠΩy0. Therefore
G(x0)⊤ξ = G(x0)⊤Px0ξ = G(x0)⊤{Px0ξ − Py0ξ} ≤ ‖G(x0)‖ ‖Px0ξ − Py0ξ‖ . (4.15)
We first derive a bound for ‖Px0ξ − Py0ξ‖. Note that Px = ∇c(x){∇c(x)⊤∇c(x)}−1∇c(x)⊤; thus
‖Px0ξ − Py0ξ‖ ≤ ‖Px0 − Py0‖ ‖ξ‖
= ‖ξ‖ ∥∥∇c(x0){∇c(x0)⊤∇c(x0)}−1∇c(x0)⊤ −∇c(y0){∇c(y0)⊤∇c(y0)}−1∇c(y0)⊤∥∥ .
= ‖ξ‖ ‖[∇c(x0){∇c(x0)⊤∇c(x0)}−1∇c(x0)⊤ −∇c(x0){∇c(x0)⊤∇c(x0)}−1∇c(y0)⊤]
+ [∇c(x0){∇c(x0)⊤∇c(x0)}−1∇c(y0)⊤ −∇c(y0){∇c(y0)⊤∇c(y0)}−1∇c(y0)⊤]‖
(adding and subtracting a term)
≤ ‖ξ‖
{
‖∇c(x0){∇c(x0)⊤∇c(x0)}−1∇c(x0)⊤ −∇c(x0){∇c(x0)⊤∇c(x0)}−1∇c(y0)⊤‖
+ ‖∇c(x0){∇c(x0)⊤∇c(x0)}−1∇c(y0)⊤ −∇c(y0){∇c(y0)⊤∇c(y0)}−1∇c(y0)⊤‖
}
(triangle inequality)
≤ ‖ξ‖
{
‖∇c(x0){∇c(x0)⊤∇c(x0)}−1‖‖∇c(x0)−∇c(y0)‖ (4.16)
+ ‖∇c(x0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(y0)⊤∇c(y0)}−1‖‖∇c(y0)‖
}
.
(4.17)
Since
‖∇c(x0)−∇c(y0)‖ ≤ ‖∇c(x0)−∇c(y0)‖F =
√√√√ m∑
i=1
|∇ci(x0)−∇ci(y0)|2
≤
√√√√ m∑
i=1
L2ci,1 ‖x0 − y0‖ =
√
Λ1 ‖x0 − y0‖ , (4.18)
and
‖∇c(y0)‖ ≤ ‖∇c(y0)‖F =
√√√√ m∑
i=1
‖∇ci(y0)‖2 ≤
√√√√ m∑
i=1
γ2ci,1 =
√
Γ1, (4.19)
Moreover, by
‖∇c(x0){∇c(x0)⊤∇c(x0)}−1‖ ≤ ‖∇c(x0)‖‖{∇c(x0)⊤∇c(x0)}−1‖
≤
√
Γ1
σ20
. (by (4.19) and σ0-LICQ condition)
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Therefore ‖∇c(x0){∇c(x0)⊤∇c(x0)}−1‖‖∇c(x0)−∇c(y0)‖ in (4.16) can be bounded by
‖∇c(x0){∇c(x0)⊤∇c(x0)}−1‖‖∇c(x0)−∇c(y0)‖ ≤
√
Γ1Λ1
σ20
‖x0 − y0‖. (4.20)
We need to further simplify ‖∇c(x0){∇c(x0)⊤∇c(x0)}−1−∇c(y0){∇c(y0)⊤∇c(y0)}−1‖ in or-
der to obtain an upper bound for (4.16).
‖∇c(x0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(y0)⊤∇c(y0)}−1‖
= ‖[∇c(x0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(x0)⊤∇c(x0)}−1]
+ [∇c(y0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(y0)⊤∇c(y0)}−1]‖ (add and subtract terms)
≤ ‖∇c(x0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(x0)⊤∇c(x0)}−1‖
+ ‖∇c(y0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(y0)⊤∇c(y0)}−1]‖ (triangle inequality)
≤ ‖∇c(x0)−∇c(y0)‖{∇c(x0)⊤∇c(x0)}−1‖ (4.21)
+ ‖∇c(y0)‖‖{∇c(x0)⊤∇c(x0)}−1 − {∇c(y0)⊤∇c(y0)}−1‖. (4.22)
An upper bound of (4.21) can be obtained by combining (4.18) and the σ0-LICQ condition, that is,
‖∇c(x0)−∇c(y0)‖{∇c(x0)⊤∇c(x0)}−1‖ ≤
√
Λ1
σ2
‖x0 − y0‖. (4.23)
To upper bound ‖{∇c(x0)⊤∇c(x0)}−1−{∇c(y0)⊤∇c(y0)}−1‖ in (4.22), we need to utilize the fact
that for any invertible matrices A,B,
∥∥A−1 −B−1∥∥ ≤ ∥∥A−1∥∥ ‖A− B‖ ∥∥B−1∥∥ and the σ0-LICQ
condition. More specifically,
‖{∇c(x0)⊤∇c(x0)}−1 − {∇c(y0)⊤∇c(y0)}−1‖
≤ ‖{∇c(x0)⊤∇c(x0)}−1‖‖{∇c(y0)⊤∇c(y0)}−1‖‖∇c(x0)⊤∇c(x0)−∇c(y0)⊤∇c(y0)‖
≤ 1
σ40
‖∇c(x0)⊤∇c(x0)−∇c(y0)⊤∇c(y0)‖ (σ0-LICQ condition)
=
1
σ40
‖∇c(x0)⊤∇c(x0)−∇c(x0)⊤∇c(y0) +∇c(x0)⊤∇c(y0)−∇c(y0)⊤∇c(y0)‖
≤ 1
σ40
‖∇c(x0)−∇c(y0)‖
{‖∇c(x0)‖+ ‖∇c(y0)‖}
≤ 2
√
Γ1Λ1
σ40
‖x0 − y0‖. (4.24)
Therefore we can bound ‖∇c(x0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(y0)⊤∇c(y0)}−1‖ in (4.17) by
‖∇c(x0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(y0)⊤∇c(y0)}−1‖
≤ ‖∇c(x0)−∇c(y0)‖{∇c(x0)⊤∇c(x0)}−1‖
+ ‖∇c(y0)‖‖{∇c(x0)⊤∇c(x0)}−1 − {∇c(y0)⊤∇c(y0)}−1‖
≤ (
√
Λ1
σ20
+
2Γ1
√
Λ1
σ40
)‖x0 − y0‖. (4.25)
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With the upper bounds for (4.16) and (4.17), we bound ‖Px0ξ − Py0ξ‖ by
‖Px0ξ − Py0ξ‖
≤ ‖ξ‖
{
‖∇c(x0){∇c(x0)⊤∇c(x0)}−1‖‖∇c(x0)−∇c(y0)‖
+ ‖∇c(x0){∇c(x0)⊤∇c(x0)}−1 −∇c(y0){∇c(y0)⊤∇c(y0)}−1‖‖∇c(y0)‖
}
≤ {
√
Γ1Λ1
σ20
‖x0 − y0‖+
√
Γ1(
√
Λ1
σ20
+
2Γ1
√
Λ1
σ40
)‖x0 − y0‖}‖ξ‖ (by (4.20), (4.19), and (4.25))
= (
2
√
Γ1Λ1
σ20
+
2
√
Γ31Λ1
σ40
)‖x0 − y0‖‖ξ‖
≤ (2
√
Γ1Λ1
σ20
+
2
√
Γ31Λ1
σ40
)
8‖δ‖3
R
. (‖x0 − y0‖ ≤ 2‖δ‖ and ‖ξ‖ ≤ 4‖δ‖2/R)
Let us go back to the task of bounding G(x0)⊤ξ. By (4.15) and the inequality above, we have
G(x0)⊤ξ ≤ ‖G(x0)‖ ‖Px0ξ − Py0ξ‖
≤ ‖G(x0)‖ (2
√
Γ1Λ1
σ20
+
2
√
Γ31Λ1
σ40
)
8‖δ‖3
R
≤
{
‖∇f(x0)‖+ ‖λ∗(x0)‖
√√√√ m∑
i=1
‖∇ci(x0)‖2
}
(
2
√
Γ1Λ1
σ20
+
2
√
Γ31Λ1
σ40
)
8‖δ‖3
R
(by the definition of G(x0) and triangle inequality)
≤ {γf,1 + γf,1
σ20
Γ1}(2
√
Γ1Λ1
σ20
+
2
√
Γ31Λ1
σ40
)
8‖δ‖3
R
. (by (4.2) and Assumption 2)
= C4‖δ‖3, (4.26)
where C4 = {γf,1 + γf,1σ2
0
Γ1}(2
√
Γ1Λ1
σ2
0
+
2
√
Γ3
1
Λ1
σ4
0
) 8R . Finally, we can bound the last three terms in
(4.11) by combining (4.13), (4.14, and (4.26), that is,
|G(x0)⊤ξ + δ⊤{∇2xxL(x0,λ⋆(x0))}ξ −
1
2
ξ⊤{∇2xxL(x0,λ⋆(x0))}ξ| ≤ (C2 + C3 + C4)‖δ‖3. (4.27)
Plugging (4.27) into (4.9) yields the final result, we obtain,
|f(y0)− f(x0)− G(x0)⊤δ − 1
2
δ⊤{∇2xxL(x0,λ∗(x0))}δ|
= |f(y0)− f(x0)− G(x0)⊤δ − 1
2
δ⊤H(x0)δ| (by Px0δ = δ and definition of H(x0))
≤ (8C1 + C2 + C3 + C4)‖δ‖3.
4.2 Riemannian gradient and Riemannian Hessian
Recall that Ω = {x ∈ Rn | ci(x) = 0, i = 1, . . . ,m},∇c(x) = [∇c1(x), · · · ,∇cm(x)] and σmin(∇c(x))
the minimum singular value of ∇c(x). Assume that inf{σmin(∇c(x)) | x ∈ Ω} > α for some α > 0.
For second-order differentiable functions f and ci(x), i = 1, . . . ,m, let L(x,λ) = f(x)−
∑m
i=1 λici(x)
and λ⋆(x) = argminλ ‖∇xL(x,λ)‖. Define G(x) = ∇xL(x,λ⋆) and H(x) = ∇2xxL(x,λ⋆). Note
that Ω can be considered as a n−m dimensional Riemannian sub-manifold of Rn under the LICQ
assumption. We will show that G(·) and H(·) are Riemannian gradient and Riemannian Hessian of
f over Ω in the following lemma. A similar argument can be found in [17] and [18]
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Lemma 5. G(·) and H(·) defined in 3.2 and 3.3 are the Riemannian gradient and Riemannian
Hessian of f(·) over Ω.
Proof. Let gradf(x) denote the Riemannian gradient of f at x ∈ Ω. By definition, for every
η ∈ TΩ(x), Df(x)[η] = 〈gradf(x), η〉x where Df(x)[η] denotes the directional derivative of f at x
along the direction η and 〈·, ·〉x denotes the Riemannian metric on TΩ(x). Since Ω is an embedded
Riemannian sub-manifold of Rn, 〈·, ·〉x coincides with the Euclidean inner product. Therefore G(x)
is the projection of ∇f(x) onto TΩ(x). Note that for every η ∈ TΩ(x), we have ∇c(x)η = 0. Then,
we have
〈G(x),η〉 = 〈∇f(x)−∇c(x)λ⋆(x),η〉 = 〈∇f(x),η〉 − λ⋆(x)⊤∇c(x)⊤η = 〈∇f(x),η〉 = Df(x)[η].
The last equality follows from the definition of directional derivative. Therefore 〈gradf(x),η〉x =
〈G(x),η〉x for every η ∈ TΩ(x), that is, G(x) = gradf(x). Next, we will show that H(x) is the
Riemannian Hessian of f .
Let Hessf(x) denote the Riemannian Hessian of f at x ∈ Ω. By definition, for all ξ,η ∈ TΩ(x),
Hessf(x)[ξ,η] = 〈∇ξgradf(x),η〉x where ∇ denotes the Riemannian connection on Ω. First note
that under the LICQ assumption, ∇c(x)⊤∇c(x) is invertible for every x ∈ Ω and straight forward
calculation gives λ⋆(x) = (∇c(x)⊤∇c(x))−1∇c(x)⊤∇f(x). By the inverse function theorem, λ⋆(x)
is differentiable. By Proposition 5.3.2 in [16] and G(x) = gradf(x),
∇ξgradf(x) = Px(D gradf(x)[ξ])
= Px(∇G((x))ξ)
= Px{∇2f(x)ξ −
m∑
i=1
(∇λ⋆i (x)∇ci(x)⊤ξ + λ⋆i∇2ci(x)ξ)}
= Px{∇2f(x)ξ −
m∑
i=1
λ⋆i∇2ci(x)ξ}
= Px∇2xxL(x,λ⋆(x))ξ
= PxH(x)Pxξ.
Therefore Hessf(x)[ξ,η] = H(x)(ξ,η).
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