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Abstract
We extend the sampling method to compute the eigenvalues of a fourth-order differential operator.
We show that the Shannon sampling theorem is not applicable due to the growth of the solutions on
the real line. The inverse spectral theory, as developed by McLaughlin, and Kramer’s theorem allow
us to express the characteristic function explicitly by a new sampling formula.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
We are concerned with the computation by the sampling method of the positive eigen-
values of a fourth-order Sturm–Liouville operator defined by{
y(4)+ (A(x)y ′)′ +B(x)y = µ4y, 0 x  1,
y(0)= y ′(0)= 0, y(1)= y ′(1)= 0, (1)
where A′ and B are continuous functions. The above equation models the vibration of
a beam and its eigenvalues indicate the resonance cases which have important applica-
tions. In [1], it has been shown that solutions of second-order Sturm–Liouville problems
are in Paley–Wiener spaces and so the Whittaker–Shannon–Kotelnikov sampling theorem,
see [10], is easily applicable. Fourth-order Sturm–Liouville problems present new difficul-
ties in the sense that solutions are not in general in a Paley–Wiener space. Indeed, a funda-
mental set of solutions, even in the trivial case A = B = 0, is given by{
sin(xµ), cos(xµ), sinh(xµ), cosh(xµ)
}
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sinh(xµ)− sin(xµ)
2µ3
,
cosh(xµ)− cos(xµ)
2µ2
. (2)
Clearly these solutions do not decay as µ →±∞ and thus cannot be square integrable
in µ. Any attempt to rescale them by dividing by cosh(xµ) or sinh(xµ) say, will introduce
new poles off the real line and analyticity in the variable µ is lost. This is the main reason
why the approximation by the sinc functions is impossible and the standard framework of
Paley–Wiener spaces is inapplicable.
Recall that in the second-order case, the key idea which gave rise to the sampling
method is the representation of solutions by transformation operators as done in the
Gelfand–Levitan theory, see [1,4]. Can we use the same strategy? The answer is positive
and this work is based on the extension of the Gelfand–Levitan theory to the fourth-order as
obtained by McLaughlin [6] who solved the inverse spectral problem for (1). The boundary
conditions are obviously self adjoint, and this yields real eigenvalues [7].
We now outline the main steps of the present work. We first need to replace the Shannon
sampling theorem by a new sampling theorem that would allow the reconstruction of
functions outside Paley–Wiener spaces, for example, functions like cosh(µ) and sinh(µ).
This is simply done by applying Kramer’s theorem for (1) in the special case A= B = 0.
We then use the Gelfand–Levitan theory to express eigenfunctions of (1) in terms of the
solutions in (2). The key point is that transforms can be recovered by sampling, see [2,8].
Numerical examples will be dealt with in a future work as sampling functions outside a
Paley–Wiener space needs new tools and new computational algorithms in order to speed
up the computation of the sampling functions.
2. Sampling
As was mentioned in Section 1, we need a new sampling theorem which can be obtained
by Kramer’s theorem [3,9,10]. Consider the simple self-adjoint problem defined by

z(4)(x,µ)= µ4z(x,µ),
z(0,µ)= z′(0,µ)= 0,
z(1,µ)= z′(1,µ)= 0,
whose eigenfunctions are explicitly given by
z(x,µ)= a(µ)
(
cosh(xµ)− cos(xµ)
2µ2
)
− b(µ)
(
sinh(xµ)− sin(xµ)
2µ3
)
, (3)
where
a(µ)= (sinh(µ)− sin(µ)) 1
2µ3
and b(µ)= (cosh(µ)− cos(µ)) 1
2µ2
. (4)
We clearly have
z(0,µ)= z′(0,µ)= z(1,µ)= 0, (5)
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z′(1,µ)= [cosh(µ) cos(µ)− 1] 1
2µ4
= 0. (6)
The eigenvalues µ4n are simple and can be computed numerically, for example,
µ1 = 4.730040745,
µ2 = 7.853204624,
µ3 = 10.99560784,
and large µn satisfy the asymptotic
µn ≈ π2 + nπ as n→∞.
The solutions {z(x,µn)}n1 are then complete and orthogonal in the Hilbert space L2(0,1)
and furthermore the spectral theorem yields
F(µ)=
1∫
0
f (x)z(x,µ)dx and f (x)=
∑
n1
F(µn)
1
αn
z(x,µn),
where αn =
∫ 1
0 |z(x,µn)|2 dx . Observe that since z(x,µ) is an entire function in µ, F is
also entire.
The sampling theorem is simply obtained by combining the above identities:
F(µ)=
1∫
0
f (x)z(x,µ)dx =
1∫
0
∑
n1
F(µn)
1
αn
z(x,µn)z(x,µ)dx
=
∑
n1
F(µn)
1
αn
1∫
0
z(x,µn)z(x,µ)dx =
∑
n1
F(µn)Sn(µ). (7)
For the proof use the fact that
∑
n1 F(µn)(1/αn)z(x,µn) converges in L2(0,1) implies
that
∑
n1 F(µn)(1/αn)z(x,µn)z(x,µ) converges in L1(0,1) and so (7). The sampling
functions which are defined by
Sn(µ)= 1
αn
1∫
0
z(x,µn)z(x,µ)dx (8)
could be computed explicitly since the solution z is known explicitly in (3). Thus we have
proved the following sampling theorem.
Proposition 1. Assume that F(µ)= ∫ 10 f (x)z(x,µ)dx , where f ∈ L2(0,1). Then
F(µ)=
∑
n1
F(µn)Sn(µ),
where µn are the solutions of (6) and the sampling functions Sn are defined by (8).
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We now recall that McLaughlin, see [5], expressed the solutions of the initial value
problem{
ϕ(4)(x, λ)+ (A(x)ϕ(x,λ)′)′ +B(x)ϕ(x,λ)= λ4ϕ(x,λ), 0 x  1,
ϕ(0, λ)= ϕ′(0, λ)= 0, ϕ′′(0, λ)= a(λ), ϕ′′′(0, λ)=−b(λ), (9)
where a and b are defined in (4), in terms of the solutions z(x,λ) by using the transforma-
tion operator
ϕ(x,λ)= z(x,λ)+
x∫
0
K(x, t)z(t, λ) dt. (10)
If we denote the eigenvalues of (9) by λ4n, the corresponding eigenfunctions by ϕ(x,λn),
and the norming constants by
βn =
1∫
0
∣∣ϕ(x,λn)∣∣2 dx,
then McLaughlin showed that (see [5])
∑
n1
|µn − λn|λkn <∞ and
∑
n1
∣∣∣∣ 1µnαn −
1
λnβn
∣∣∣∣λkn <∞ for k = 0,1,2,3,4,
(11)
is a sufficient condition for the existence of a smooth kernel K(x, t). Thus assuming that
condition (11) holds, we obtain (10) and
ϕ′(x,λ)= z′(x,λ)+K(x,x)z(x,λ)+
x∫
0
Kx(x, t)z(t, λ) dt,
ϕ′′(x,λ)= z′′(x,λ)+ d
dx
(
K(x,x)z(x,λ)
)+Kx(x, x)z(x,λ)
+
x∫
0
Kxx(x, t)z(t, λ) dt,
ϕ′′′(x,λ)= z′′′(x,λ)+ d
2
dx2
(
K(x,x)z(x,λ)
)+ d
dx
(
Kx(x, x)z(x,λ)
)
+Kxx(x, x)z(x,λ)+
x∫
0
Kxxx(x, t)z(t, λ) dt.
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ϕ(4)(x, λ)= z(4)(x, λ)+ d
3
dx3
(
K(x,x)z(x,λ)
)+ d2
dx2
(
Kx(x, x)z(x,λ)
)
+ d
dx
(
Kxx(x, x)z(x,λ)
)+Kxxx(x, x)z(x,λ)
+
x∫
0
Kxxxx(x, t)z(t, λ) dt,
(
A(x)ϕ′(x,λ)
)′ = (A(x)z′(x,λ))′ + (A(x)K(x, x)z(x,λ))′
+A(x)Kx(x, x)z(x,λ)+
x∫
0
(
A(x)Kx(x, t)
)
x
z(t, λ) dt,
B(x)ϕ(x,λ)= B(x)z(x,λ)+
x∫
0
B(x)K(x, t)z(t, λ) dt,
and
λ4
x∫
0
K(x, t)z(t, λ) dt =
x∫
0
K(x, t)z(4)(t, λ) dt
=K(x, t)z′′′(t, λ)−Kt(x, t)z′′(t, λ)+Ktt (x, t)z′(t, λ)
−Kttt (x, t)z(t, λ)|x0 +
x∫
0
Kttt t(x, t)z(t, λ) dt.
Thus the differential equation (9) reduces to
d3
dx3
(
K(x,x)z(x,λ)
)+ d2
dx2
(
Kx(x, x)z(x)
)+ d
dx
(
Kxx(x, x)z(x)
)
+Kxxx(x, x)z(x)+
(
A(x)z′(x,λ)
)′ + (A(x)K(x, x)z(x,λ))′
+A(x)Kx(x, x)z(x)+B(x)z(x,λ)
+
x∫
0
[
Kxxxx(x, t)+
(
A(x)Kx(x, t)
)
x
+B(x)K(x, t)−Kttt t(x, t)
]
z(t, λ) dt
=K(x,x)z′′′(x,λ)−Kt(x, x)z′′(x,λ)+Ktt(x, x)z′(x,λ)
−Kttt (x, x)z(x,λ)−K(x,0).
By identifying the different components in the integral equation, we arrive at
A(x)=−4 d K(x, x)
dx
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K(x,x)=K(0,0)− 1
4
x∫
0
A(t) dt.
We now evaluate the constantK(0,0).We obtain from (10) and the initial conditions in (9):
ϕ′′′(0, λ)= z′′′(0, λ)+K(0,0)z′′(0, λ),
as all the remaining terms vanish when x = 0, i.e., we have
−b(λ)=−b(λ)+K(0,0)a(λ)
which means that K(0,0)= 0 since a(λ) = 0. Hence it follows
K(x,x)=−1
4
x∫
0
A(t) dt.
This allows us to express ϕ′(1, λ) in terms of z(1, λ) and A
Proposition 2. Assume that A′ and B are continuous in [0,1] and condition (11) holds.
Then the solution ϕ of (9) satisfies at x = 1
ϕ(1, λ)= z(1, λ)+
1∫
0
K(1, t)z(t, λ) dt,
ϕ′(1, λ)= z′(1, λ)− 1
4
1∫
0
A(t) dt z(1, λ)+
1∫
0
Kx(1, t)z(t, λ) dt.
The main fact to observe here is that since the functions ϕ(1, λ), and ϕ′(1, λ) contain
transforms, they can reconstructed by sampling at µn, see Proposition 1.
The next step is to construct the second independent solution χ which satisfies the same
left boundary condition as (1):{
χ(4)(x, λ)+ (A(x)χ ′(x,λ))′ +B(x)χ(x,λ)= λ4χ(x,λ), 0 x  1,
χ(0, λ)= χ ′(0, λ)= 0, χ ′′(0, λ)= a(λ), χ ′′′(0, λ)= a(λ)− b(λ), (12)
which we express again with the help of the solution z(x,λ):
χ(x,λ)= z(x,λ)+
x∫
0
H(x, t)z(t, λ) dt. (13)
The equation defining H and K are similar except for the fact that from (13) follows
χ ′′′(0, λ)= z′′′(0, λ)+H(0,0)z′′(0, λ),
i.e.,
a(λ)− b(λ)=−b(λ)+H(0,0)a(λ)
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H(x,x)= 1− 1
4
x∫
0
A(t) dt.
Proposition 3. Assume that A′ and B are continuous in [0,1] and condition (11) holds.
Then the solution χ of (12) satisfies at x = 1
χ(1, λ)= z(1, λ)+
1∫
0
H(1, t)z(t, λ) dt,
χ ′(1, λ)= z′(1, λ)+
(
1− 1
4
1∫
0
A(t) dt
)
z(1, λ)+
1∫
0
Hx(1, t)z(t, λ) dt.
4. The characteristic function
We now have all ingredients to compute the characteristic function. Any solution which
satisfies the left boundary condition is a combination of the solutions ϕ(x,λ) and χ(x,λ),
that is
y(x,λ)= c1ϕ(x,λ)+ c2χ(x,λ).
Thus in order to find a nontrivial solution which satisfies the boundary conditions at x = 1,
i.e.,
y(1, λ)= c1ϕ(1, λ)+ c2χ(1, λ)= 0,
y ′(1, λ)= c1ϕ′(1, λ)+ c2χ ′(1, λ)= 0,
we need
∆(λ)= det
(
ϕ(1, λ) χ(1, λ)
ϕ′(1, λ) χ ′(1, λ)
)
= 0.
We now recall that the entries of ∆ are defined in Propositions 2 and 3 and can be recon-
structed from their values at µn only. Observe that since z(1,µ)= 0 and z′(1,µn)= 0, the
above entries reduce to
ϕ(1,µn)=
1∫
0
K(1, t)z(t,µn) dt,
ϕ′(1,µn)=
1∫
Kx(1, t)z(t,µn) dt,0
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1∫
0
H(1, t)z(t,µn) dt,
χ ′(1,µn)=
1∫
0
Hx(1, t)z(t,µn) dt.
We now use the fact that the integral terms are transforms and therefore, by Proposition 1,
can be reconstructed by the sampling formula (7). Thus, for example, from ϕ(1, λ) =∫ 1
0 K(1, t)z(t, λ) dt we deduce that
ϕ(1, λ)=
∑
n1
ϕ(1,µn)Sn(λ), (14)
and so only the values ϕ(1,µn) need to be evaluated. Similarly, from Proposition 2 we
have
ϕ′(1, λ)− z′(1, λ)=
1∫
0
Kx(1, t)z(t, λ) dt
and therefore
ϕ′(1, λ)− z′(1, λ)=
∑
n1
(
ϕ′(1,µn)− z′(1,µn)
)
Sn(λ)=
∑
n1
ϕ′(1,µn)Sn(λ),
ϕ′(1, λ)= z′(1, λ)+
∑
n1
ϕ′(1,µn)Sn(λ).
Repeating the same procedure for the second solution χ(1, λ), yields
χ(1, λ)=
∑
n1
χ(1,µn)Sn(λ),
χ ′(1, λ)= z′(1, λ)+
∑
n1
χ ′(1,µn)Sn(λ). (15)
Thus the discriminant can now be computed:
∆(λ)= ϕ(1, λ)χ ′(1, λ)− ϕ′(1, λ)χ(1, λ)
=
(∑
n1
ϕ(1,µn)Sn(λ)
)(
z′(1, λ)+
∑
n1
χ ′(1,µn)Sn(λ)
)
−
(
z′(1, λ)+
∑
n1
ϕ′(1,µn)Sn(λ)
)(∑
n1
χ(1,µn)Sn(λ)
)
.
Proposition 4. Assume that A′ and B are continuous in [0,1] and condition (11) holds.
Then the eigenvalues λ4n of (1) are the zeros of
∆(λn)= 0,
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∆(λ)=
(
cosh(λ) cos(λ)− 1
2λ4
)∑
n1
(
ϕ(1,µn)− χ(1,µn)
)
Sn(λ)
+
(∑
n1
ϕ(1,µn)Sn(λ)
)(∑
n1
χ ′(1,µn)Sn(λ)
)
−
(∑
n1
ϕ′(1,µn)Sn(λ)
)(∑
n1
χ(1,µn)Sn(λ)
)
,
and Sn are defined by (8).
The actual computation of ∆ is simple and requires only the values of ϕ(1,µn),
ϕ′(1,µn), χ(1,µn), and χ ′(1,µn) which are obtained by solving the initial value prob-
lems (9) and (12) numerically for the special valuesµn only. One could also use the various
extensions on the inverse spectral problem for the fourth-order Sturm–Liouville to extend
the above method to general boundary conditions.
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