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CONSTANTS 
machine voltage proportional to damper flux linkage 
machine voltage proportional to field flux linkage 
field voltage 
inertia constant in seconds 
machine inertia constant 
excitation system gain and time constant 
stabilizer gain and time constants 
power system stabilizer 
machine real and reactive powers 
line resistance 
stator resistance 
=- -a + j (A.), complex frequency 
torque of electrical origin 
torque of mechanical origin 
d-axis open circuit time constant 
q-axis open circuit time constant 
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machine terminal voltage 
infinite bus voltage 
electrical speed (rad/sec) 
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natural frequency (rad) of mechanical loop 
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vii 
X' d field transient reactance 
X damper synchronous reactance q 
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6. indicates small change 
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1.1 Introduction 
CHAPTER 1 
DYNAMIC INSTABILITY 
The spontaneous build-up of oscillations in some large interconnected 
power systems under certain operating conditions is a commonly observed 
phenomenon which, if unchecked, can cause the system interconnection to be 
broken, or can at least create difficult operating conditions. In power 
industry terminology, this operational behavior is termed dynamic instability 
[1]. If all of the operating quantities characterizing the operating con-
di.tion of a power system are considered constant for the purpose of analysis, 
the condition is referred to as a steady-state operating condition. A 
sudden change or sequence of changes in one or more of the power system 
parameters or operating quantities is called a disturbance, with a "small" 
disturbance being one for which the equations describing the dynamics of 
the power system may be linearized for the purpose of analysis. The dynamic 
or small signal stability of a power system refers to its ability to reach 
a steady-state operating point which is identical or close to the pre-
disturbance operating condition [2]. 
Instabilities of the type described above have been observed in 
power systems in many parts of the world. During the period 1962-1965, 
oscillations of frequency, voltage and power occurred repeatedly in the 
Saskatchewan-Manitoba-Ontario West interconnection [3]. With a frequency 
of approximately 0.35 Hz, these oscillations often increased in size until 
protective relays tripped the tie line. Oscillations with a frequency of 
approximately 0.08 Hz developed during the period 1964-1965 on the newly 
connected western states power network linking California, the Pacific 
Northwest, the Rocky Mountain area and the Arizona area [4]. Tie lines 
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were tripped automatically by these oscillations, which were associated with 
large amplitude power and torque angle swings (as much as ±62 degrees). 
During the late 1950's and early 1960's, in an attempt to improve the 
transient stability of power systems, new generating units were equipped 
with continuously, fast-acting voltage regulator/excitation systems. 
Although the first swing stability was improved, a detrimental impact was 
encountered for dynamic stability as these units became a large percentage 
of the total generation [5], [6]. 
A synchronous generator experiencing certain electrical disturbances 
tends to oscillate about the operating point at its characteristic frequency 
of 1 Hz to 2 Hz. Negatively damped oscillations appear to occur when 
the equivalent angle between the two interconnected systems is large [7]. 
Heavy loading on the intertie or when the generation pattern leads to a 
long effective transmission line results in large power angles. The phase 
lag introduced by the regulator/exciter system creates negative damping 
which aggravates the problem of system oscillations. 
System modes of oscillation within the 0.2 Hz to 2.5 Hz frequency 
range result when the rotors of machines behaving as rigid bodies oscillate 
with respect to one another, exchanging energy along the electrical trans-
mission path between them. Typically, an intertie mode, a regional mode 
and a local mode are of particular interest [5], [6]. 
1. The intertie or interarea mode is characterized by oscillation 
frequencies in the 0.2 Hz to 0.5 Hz range and is a result of the aggregate 
of units at one end of an intertie oscillating against the aggregate of 
units at the other end. Such oscillations limit power transfer capability 
as evidenced by the inability of United States West Coast facilities to 
fully load their 500 kV transmission line connecting the Pacific Northwest 
and the Pacific Southwest. 
2. The regional mode, often referred to as the natural frequency of 
oscillation, represents the machine swinging against the system infinite 
bus. Oscillat~ons of this type are usually within the 1.0 Hz to _l.5 Hz 
frequency range, but can extend to 2.0 Hz [8]. 
3. The local mode, with oscillation frequencies of 1.5 Hz to 2.5 Hz, 
typically occurs when the controls of units in close electrical proximity 
interact. 
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Though a fast-acting, thyristor-type exciter is bad for damping, it has 
beneficial effects, such as minimizing voltage fluctuations, increasing the 
synchronizing torques and improving transient stability properties [1]; 
consequently, we would like to keep the high-speed exciter while providing 
damping by auxiliary means. In the mid 1960's, power system stabilizers 
(PSS) were introduced to enhance power tra.nsfer capability by providing 
damping to the intertie mode. Through a series of lead/lag networks, the 
PSS, deriving its signal from shaft speed deviation or system frequency 
deviation, provides a component of electrical torque on the rotor which 
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compensates for the gain and phase characteristics of the transfer function 
from the stabilizer output to the component of electrical torque [6]. 
After optimizing the PSS parameters over a range of frequencies between 
the regional mode of oscillation of the machine and the dominant frequency 
of oscillation of the interconnected system, the processed signal is 
injected into the excitation system at the same summing junction where the 
regulator reference voltage is injected. PSS have also been successful in 
damping the regional mode; however, the local mode, which is usually well 
damped, is often beyond the compensation abilities of the PSS control. 
Problems with dynamic instability did not begin and end during the 
1960's. Studies prior to the energization of the Pacific AC Intertie, 
showing the likelihood of negatively damped oscillations occurring, 
resulted in the start of the program of installing power system stabilizers 
(PSS) on most generators in the United States' western power system [7]. 
Oscillations occurring during the summers of 1968, 1969 and 1970 showed the 
studies to be correct, and by 1971 enough generators had been equipped with 
PSS to prevent such oscillations. The system remained free of negative 
damping until 1974, when spontaneous oscillations with peak-to-peak 
oscillations of ac intertie po~ver of about 300 MW occurred. 
Low frequency oscil~~tions are not limited to the western states and 
Canada, and have been recorded in the literature [9]-[11]. Dynamic 
oscillations of about 1 Hz occurring on the Commonwealth Edison Company 
Chicago System over the 1982-83 New Year's weekend were attributed to a 
combination of operating conditions and voltage regulator settings [12]. 
Wisconsin Power and Light Company has ascribed low frequency oscillations 
on their system to remote generation. Other occurrences of such insta-
bilities have been reported in Scandanavia, Italy-Yugoslavia, Australia, 
New Zealand and ·canada [ 13] • 
1.2 Motivation 
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The basic phenomenon in question is the stability of the torque-angle 
loop, or more explicitly, the behavior of the rotor angle and speed follow-
ing a small disturbance to the system, such as ~ mechanical torque distur-
bance. DeMello and Concordia [14] analyzed the phenomena of the· stability 
of synchronous machines under small perturbation by investigating the case 
of a single machine connected to a large system (infinite bus) through 
external impedance. Through their analysis they developed insights into 
the effects of excitation systems and established an understanding of the 
stabilizing requirements for such a system. 
Dynamic stability is concerned with small excursions from normal 
operation; consequently, linearization about a quiescent operating point 
is possible. From the differential equation form of the flux decay model 
which neglects amortisseur effects, DeMello and Concordia derived a linear-
ized model _consisting of K1-K6 machine constants to describe the single-
machine infinite bus system. A block diagram representation of this model 
forms the basis for designing PSS in the frequency domain [8], [14]-[17], 
and for analyzing the effect of excitation systems on dynamic stability 
[14], [15]. Time domain design of PSS [5], [18]-[21] is carried out by 
using a state space formulation of the model. 
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Chapter 2 of this· thesis is devoted to developing a linearized model 
of the single-machine infinite bus system which includes amortisseur effects. 
The two-axis model [22] is a fifth-order dynamic model which accounts for 
amortisseur effects by including a damper winding on the q-axis. Linear-
ization results in a set of fifth-order linear differential equations con-
sisting of K1-K12 machine constants, in keeping with the style of Cordordia 
and DeMello. A block diagram representation and a state space realization 
are given for the purposes of analysis and PSS design. 
State space formulation with eigenvalue analysis is used in Chapter 3 
to determine the effect of. including a damper winding on the electro-
mechanical mode which is most likely to go unstable for a system including an 
AVR. The case of no local loading is investigated in Example 1 by deter-
mining the eigenvalues of the system for various q-axis time constants and 
at a particular P-Q load. In Example 2, we carry out a similar procedure 
for evaluating a locally loaded system; however, a proper Thevenin equiva-
lent is first determined and discussed in order to clarify vague points in 
the literature [14]-[15]. An alternate and equivalent approach [17} is to 
derive the linearized model for the locally loaded system rather than the 
single machine connected to an infinite bus through an external impedance 
system. 
Taking advantage of the structural properties of the A-matrix from 
the state space realization, we are able to formulate the variation of 
the damper winding time constant, the field winding time constant, the 
regulator . time constant or the machine inertia on the eigenvalues of A as 
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a root locus problem. The theoretical basis for such a formulation is a 
general result applicable to matrices of the form specified in Chapter 4. 
With T~0 as the variable parameter, Examples 3 and 4 display, through root 
locus plots, the effect of modelling with a q-axis damper winding. Example 
5 shows the flexibility of this algorithm by producing a root locus plot 
for the variation of Td0 • 
The concepts of synchronizing and damping torques are heuristic in 
nature, yet they form the basis for both the design and the tuning of PSS. 
Concordia and DeMello [14] established ·mathematical formulations for both 
components by using signal flow graph techniques. In reference [15], the 
synchronizing and damping torques were analyzed in light of sign variations 
of the K1-K6 constants for varying degrees of complex loading. A lack 
of either synchronizing or damping torques may lead to low frequency 
oscillations [8]. 
In Chapter 5, for the case of no local loading, we derive complete 
expressions for synchronizing and damping torques. The higher-order model 
is analyzed without making the simplifying assumptions as in the paper by 
Concordia and DeMello. This leads to more complex but quite accurate 
expressions. · For the example of Chapter 5, synchronizing and damping torque 
expressions can predict the electromechanical mode within 1% accuracy of 
-the results in Chapter 3 and are also used to explain the effects of 
modelling with a damper winding located in the q-axis. 
To ensure stable operation, the lead and lag time constants of the PSS, 
along with the compensator gain, must be selected before the stabilizer is 
tuned. Many frequency domain techniques are available in the literature 
for PSS parameter selection. Several pole placement algorithms used for 
parameter selection are discussed in Chapter 6. With a state space repre-
sentation of the second-order stabilizer including a washout term, we 
derive an 8 x 8 matrix which describes the compensated system. From this 
matrix we formulate a method for selecting the stabilizer parameters. 
8 
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CHAPTER 2 
LINEARIZED TWO-AXIS MODEL 
2.1 Introduction 
The classical work of Concordia and DeMello [14] is based on the 
single-machine infinite bus power system model and can be extended to the 
case of local loading [14], [15]. Linearization of the flux decay E' model q 
equations, which neglect the effects of the damper windings, can be inter-
preted in the Laplace domain as a block diagram representation of the 
system. The Cordordia-DeHello model results in six (K1-K6 ) machine con-
stants and has been consistently used to explain the effects of excitation 
systems on rotor oscillations and for design of power system stabilizers by 
applying frequency and time domain techniques. 
Heuristically, one is inclined to believe that inclusion of a damper 
winding in the model would show improved stability. This chapter is devoted 
to the derivation of an improved machine representation by extending the 
work of Concordia and DeMello to the two-axis model which includes the 
damper winding in the q-axis. We derive the new constants K1-K12 and also 
the block diagram and state space representations. 
2.2 Two-axis Model 
The differential equations for the "two-axis model" are given by [22]. 
E ' -l [ E' + (X X') I E ] q = TdO q ' d- d d- fd 
10 
E' - :1_ [E' -(X -X') I 1 d T' d q q q qO 
• s - (&) 
(&) 
• s (&) =-- [T - T 1 2H m e (1) 
where T • E' I + E'I -I I (X' -X') • 
e q q d d d q q q 
Together with Equation (l) we have the algebraic equations resulting from 
neglecting the stator transients [221. 
V • E' - R I + X' I d d s d q q V • E' - R I - X' I q q s q d d (2) 
2.3 Linearization 
Because we are concerned with dynamic stability, the system may be 
linearized about a steady-state operating condition to form state space and 
block diagram representations to investigate the dynamic characteristics of 
the system [8]. Linearization about an operating point '0' yields respec-
tively Equations (3) and (4) 
ldJ 1- _1 1 0 l ridl 0 0 0 M:' - V (Xd-Xd) TdO q dO trq J d!' 1 M:' 0 1 0 
- 'f' 0 0 -(X -X') d d T' q q 
=- qO + qO 
d~ 0 0 0 1 dS 0 0 
Io Io 
. _ _..s. d 0 0 Cl C2 dUJ M M A(&) 
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where cl 
-1 [E'o 
- (X' - X') Iol 
&Efd l --M d d q q 0 TdO 
-1 [E'o Iol 
6Tm J c2 -- - (X' - X') M q d q d 0 0 
+ 
and M • 2H/ ws •. 0 0 
0 1 
M (3) 
+ 
(4) 
Figure 1 shows the single-machine infinite bus system with the parameters 
R and X corresponding to line resistance and line reactance respectively. 
e e 
Figure 1. Single machine connected to an infinite bus. 
The inftnite bus is chosen as reference at an angle of 0° with magnitude 
V • Machine terminal voltage and line currents are given by Equation (5) 
co 
where D and Q correspond to the system reference frame. 
V t a V D + jV Q 
( j) 
I • I + ji D Q 
The network equations in the system reference frame are 
Choosing dE~, aEd, A~, Aw and AEfd to be the state variables 
t 
system, we must eliminate [Aid Aiq] from Equation (3). To solve for 
12 
(6) 
of the 
Aid and Aiq, the network equations are transformed from the system reference 
frame to the machine reference frame. The well-known network to machine 
axis transformation, 
where [T] • 
0 
[
sin 5
0 
cos ~ 
-cos ~OJ 
sin ~O 
and F may be either V or I, can be applied to Equation (6) and after 
linearization yields 
U: -xe J [Aid J + [" ~ cos ,p 0 J R AI -V sin ~ A 0 e q ~ 
(7a) 
(7b) 
(8) 
Equating Equations (4) and (8) and applying basic matrix operations results 
in an expression for [Aid Aiq]t in terms of state variables as follows: 
[ :~dq J 1 [R (X +X') • O _;X +X') : q 
e d e 
0 0 
-R V cos~ + (X +X' )V sino l I aEd' l 
e ~ e q ~ I 
0 0 
( X +X' ) V cos o + R V sino J l AE ' J e d co e ~ q 
Ao 
(9) 
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2 (X +X') (X +Xd). Substituting Equation (9) into Equation where 0 = R + 
e e q e 
(3) with R 
-s 
0 yields a matrix representation of the single- machine infi-
nite bus system using a two-axis machine model. 
I AEJ 1- _1 0 0 0 ~~l 1 0 [ ~fd l TdO TdO 
t.Tm J d' 0 1 0 0 ~' 0 0 d -v- d 
-
qO + 
d~ 0 0 0 1 deS 0 0 
ro ro 
oj t.~ J 1 • _ _9.. d 0 0 dC.&l M -M M 
1 0 --(X -X') 
TdO d d R ~' + (X + X') M' + Adc5 e d e q q 
0 1 
+l 
-(X -X') T' q q 
D qO 
0 0 -(X + X') dE' + R dE' +.Bdc5 (10) e d d e q 
Cl C2 
where A • -R V cos o0 + (X +X') V sin o0 
e CID e q CID 
B • (X + X') V cos o0 + R V sin o0 • 
e d CID e CID 
Rearranging the equations in (10), we obtain 
(11) 
• -1 
T' dE' • - · U' - K dE' - K deS qO .d K7 d 8 q 9 
(12) 
14 
(13) 
(14) 
2.4 Field Voltage State Variable 
Linearization of the terminal constraint 
(15) 
yields 
(16) 
t Using Equations (8) and (9), we can express [AVd AVq] in terms of state 
variables and substitute the expression into Equation (16) to obtain an 
expression for the change in terminal voltage (AV ) in terms of state 
t 
variables as 
(17) 
Assuming a fast acting AVR with a single-time constant TA and gain KA, 
we obtain an algebraic expression for the field voltage 
KA 
~fd =- ( l ) [ AV - AV ] • + STA ref t (l8) 
Inverse Laplace transforming Equation (18) produces a differential equation 
for the change in field voltage ~fd• 
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(19) 
2.5 Machine Constants 
Twelve machine constants depende~t upon system parameters and operating 
point result from the linearization process• 
In order to remain in the Concordia-OeMello style, the constants 
similar to those of Concordia and DeMello [14] are denoted as K
1
-K6• 
Ed 
0 IV Cit I 0 0 E' 0 IV Cit I 0 0 
K1 a O (-Recoso + (Xe+X~) sino ) + q O (Resin o + (Xe+Xd) coso ) 
ro lv I 
+ q 0• [<x~- Xd)(Xe +X~) sino0 - Re(X~- Xd) coso0 ] 
+ 
I~ IV Cit I 0 0 
D [(X~ - Xd)(Xe + Xd) coso + Re(X~ - Xd) sino ) · 
K a 
2 
R E' O (X' - X') (X + X') E' O R r0 
e q + IO ( 1 + q d e q )+ _d_ (X + X' ) + ~X' - Xd' ) ) 
D q 0 0 e q D q 
V (X - X') 
• ~ d [<xe , ) 0 o] K4 a + X sino - R coso q e 
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1 
vo 
- olv I sino0) 
vo 
+DIV I coso0)] ( --5- (X A + R B d Ks =- +- (R A- X B D V e e Gil VO e e Gil 
t t 
1 
vo vo 
K6 . - [i-(R2 + X (X +X'))+ 4R X')] (20) D V e e e q VO e q 
t t 
Note K1-K6 are not the same as in Ref. [14]. 
Six additional constants, K7-K12 , result from the addition of a damper 
winding. 
1 (X + Xd)(X - X') [1 + e q q 
--~ D 
R 
K • (~(X' -X)] 8 D q q 
v 0 0 
K9 • ~(X' -X ) ((X + Xd') coso + R sino ] D q q e e 
K • l (R E'O + Id0· (D +(X'- X')(X + Xd'))- E' 0(x +X')- R r0(X'- X') 10 0 e d d q e q e d e q d q 
vo vo 
K • l ( ~ (R2 +X (X +X'))- _s (R X')] 12 D VO e e e d VO e d 
t t 
(21) 
In the above expressions, V and IV I are magnitudes of the respective 
t Gil 
voltages. 
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2.6 Operating Point Conditions 
( o E'o o o o vo o o The operating point Ed , q , o , Vt, Vd, q' Id and Iq) can be 
computed from the steady-state load flow conditions and are necessary for 
evaluating the twelve machine constants. 
Figure 2 shows the relationship between the system and machine 
reference frames. 
Q 
q(machine reference) 
(network reference) 
Figure 2. Machine and network reference frames. 
The method requires. locating the q-axis by computing the angle o' from 
the phasor relationship 
(22) 
which is coincident with the q-axis [22]. The machine rotor angle is the 
angular difference between the V phasor and the ~achine q-axis. One must 
Gil 
note that in deriving the two-axis linearized representation the angle on 
0 V was assumed. zero; consequently, o of the machine constants is equivalent 
ao 
to the operating point rotor angle and can be found from 
18 
0 
o - o' - 6' (23) 
where 6' is the angle of V • 
• 
We can find the operating points from Equations (24) and (25) by 
applying the network to machine axis transformation evaluated at o'. The 
The operating point equations are: 
v
0 
- IV I cos ' sin o' - IV I sin ' cos o' d t t 
v~- lvtl cos' coso'+ lvtl sin' sino' 
I~ - III cos a sin o' - III sin a cos o' 
I 0 - III cos ~cos o' + III sin a sin o' q 
where' is the angle of Vt and a is the angle of I with respect to Va. 
With R • 0, the equations in (2) can be evaluated with the above 
s 
operating points to give 
E' o · o Io • V +X' q q d d 
2.7 Block Diagram/State Space Representations 
(24) 
(25) 
The equations in (7) and Equation (17) can be Laplace transformed and 
rearranged to obtain the following algebraic equations in the transform 
variable s. 
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- K3 K1l K3 K4 K3 
~E~(s) • (sK3 TdO + 1) AEd(s) - (sK3 TdO + 1) ~o(s) + (sK3 TdO + 1) ~fd(s) 
(26) 
-K7 K8 K7 Kg ~E' ( s) • , 1 ) AEq' ( s) - ( sK T, + 1 ) ~ o( s) d ( sK7 T q 0 + 7 q 0 (27) 
s ~o( s) a ~<.LI( s) (28) 
(29) 
(30) 
The differential equations (11)-(14) and (19) are written in state 
space form as 
• X a Ax + bu y • ex 
t KA t 
where x • (6o 6<.LI ~~ AEd AEfd] , B • [0 0 0 0 TA] ; C • [0 l 0 0 0] 
and 
0 1 0 0 0 
-K -K 
-K10 1 0 2 0 
"M "M -M-
-K 
-1 -Kl1 l 4 0 
TdO K T' TdO TdO 3 dO 
A • -K -K 
-1 9 0 8 0 y;- "V K7T~O qO qO 
-K K -K K 
-KAK12 
-1 A 5 0 A 6 J TA TA TA TA . 
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Along with Equation (18), Equation~ (26)-(30) are represented by the 
block diagram shown in Figure 3. Heavy black lines depict the original 
diagramatic structure of the Concordia-DeMello machine model. Dashed lines 
represent the addition required for the two-axis representation. 
I 
I 
I 
I 
• I 
I 
I 
I 
K'" 3 
t 
: ~T3 
I 
-Ms 
tlw 
p·u 
....... ~-4-- .- _.., ___ ~- .-
t:J.a 
(rod) 
,--L--1 
: K,o : 
L---..J I 
I 
I 
I 
; 
I 
I 
I 
I 
) I 
," 
"' 
I 
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, -, +' I 
I 
I 
"" ~--~ I 
I I Kll I I 
1 '-r-1 ~----~ I L-~- _.,.... ------------- --J K,2 L---
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I I K7 I v -----
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t(l+sK 7Tq 0 ) 1 '----
'-------' . -I 
,----, I 
I K I I 
L.-------~-._. 8 r---~------------
L----1 
Figure 3. Block diagram representation of the two-axis model. 
The above representations form the basis for dynamic stability analysis 
using the two-axis model and for subsequent PSS design. 
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2.8 Limiting Procedure 
Neglecting the q-axis winding corresponds to letting the magnetic 
permeance, P , go to zero. The following relations [22] are useful for the q 
analysis. 
L =- N 2 p 
mq q 
L 2. 
L' • L - ....!S. (pu) (31) q q L q 
X • L and X' • L' (pu) q q q q 
where ~S .i~ the number of stator turns and L is the q-axis magnetizing 
mq 
inductance •. 
With P equal to zero, obviously X • X' and the quantity (X'-X ·) • 0. q . q · q q q 
Because the machine constants K8 and K9 will now be equal to zero, ~d(S) 
given by Equation (27) is equal to zero. The two-axis block diagram reduces 
diagrammatically to the original Conco.rdia-DeMello model. 
From the equations for Ed evaluated at steady state, we obtain 
E'O • (X -X') r0 • d q q q 
Equation (32) can be substituted into (20) to obtain expressions for 
K1-K6 independent of Ed
0
• 
(32) 
K • 1 
K • 2 
22 
E'o lv I o 
q a [ R sin ~O + (X + Xd') cos ~ 1 0 e e 
I~ Ivai 
[(X - X') (X + X') sin ~O - Re(X 
-X') cos ~0] + 0 q d e q q d 
I~~~ a~ I 
[(X' 
- X') (X + X') 0 R (X' 0 + 0 cos ~ + - X') sin o 1 q d e d e q d 
R E' 0 (X -X') (X +X') R 1° 
e q + Io (1 + q d o e q ) + ~ (X' - X') 
0 q 0 q d 
[1 + l (X +X') (X -X')] 0 e q d d 
cos 
Ks - l [::S.oo (X A + R B - D IV I sin 6°) + v doo ( R A + X B + D lv-' cos &0 )l 
0 V e e a V e e - J 
t t 
K .l[~(R2 +X(X +X'))+V~RX'] 6 0 VO e e e q VO e q 
t t 
A • -R V cos ~O +(X +X') V sin o0 
e a~ e q a~ 
B a (X +X') V cos o0 + R V sin o0 
e d a~ e· a~ 
C a R2 + (X +X') (X +X') 
e e q e d 
In the lim! t Xq • X~· , the K l -K6 two-axis machine constants reduce to 
the original Concordia-OeMello constants [14]. It is important to note 
that only when X a X' are the two sets of constants equivalent. q q 
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The two-axis model does reduce to the flux decay model, both diagram-
matically and numerically, when the damper winding is neglected. 
2.9 Conclusion 
In this chapter we have developed a linearized two-axis model of the 
single-machine infinite bus system. Including the effects of amortisseurous 
increases the order of the model from four in the DeMello-Concordia model 
to five for the two-axis model; similarily, six additional machine constants 
came about from the linearization process. Both state space and block 
diagram representations are provided forming the basis for the dynamic 
stability studies of the following chapters. 
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CHAPTER 3 
EIGENVALUE ANALYSIS 
3.1 Introduction 
The previous chapter dealt with the derivation of the two-axis machine 
representations -- state space and block diagram -- which can be used to 
analyze the effects of including the damper winding. For dynamic stability 
studies we are mainly concerned with the stability of the electromechanical 
mode. Eigenvalue analysis of the A matrix is used in this chapter for the 
case of a system without local loading (Example 1) and one with local 
loading (Example 2). As in the Concordia-DeMello derivation, a single-
· machine infinite bus system without local loading was used to develop the 
two-axis representation; consequently, a correct Thevenin equivalent is 
required for the case of local loading. Eigenvalue analysis is a straight-
forward approach to evaluating the damper winding's effect on the electro-
mechanical mode. 
3.2 Example 
For the case of no local loading, consider the following system to 
study the effect of the damper winding on stability. Note that V is 
~ 
assumed to be 1.0 iQ:· 
Figure 4. Single-machine infinite bus case. 
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System Data (Resistance, Reactance and Powers in p.u. Time Constants 
and H in Sec). 
Line: R a 0.0 
e 
X • 0.4 
e 
Generator: Xd • 1.6, Xq • 1.55, Xd • .32, X~ • .44, TdO • 6.0, H • 3.0 
Injected Power: P a .8 , Q = · • 4 
Regulator: KA • 50 , TA = .OS 
TABLE 1. Eigenvalues for the No Local Load Case 
(Flux Decay and Two-axis Model). 
FLUX DECAY TWO-AXIS TWO-AXIS 
Electrical -14.5662 -15.370 -13.422 
Modes - 5.7351 - 5.358 - 4.067 
Electro-
mechanical -. 0·8 08 ±j 8 • 55 -.367±j8.80 -. 3 4 3 ±j 9 • 2 9 
mode 
Damper mode 
--
-22.2 -10.0 
T' qO 0 .10 .30 
TWO-AXIS 
-13.874 ' 
- 8.000 
-.183±j9.44 
-2.87 
.so 
The eigenvalues of the 5 x 5 A-matrix are shown in Table t. Inclusion of a 
q-axis damper winding in the model improves the system damping. Variation of 
T' has an effect on shifting the eigenvalues, improving the damping of qO 
electromechanical mode up to a point and then reversing it. 
3.3 Thevenin Equivalent for Local Load 
.. 
Figure S. Single-rnachine Lnfinite bus case (local load). 
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The case of a local load is shown in Figure 5. In the literature 
[14], [15], it is often stated that the network away from the machine bus 
(external network) is replaced by a Thevenin equivalent and yet the symbol 
of the infinite bus is retained in the equivalized network. Since the 
infinite bus is associated with a voltage of 1 LQ:, this creates confusion. 
In this section we clarify the issue and also consider the effect of the 
q-axis damper winding. 
In Figure 5, at the generator bus P, Q, and IV I are specified. In 
t 
view of this boundary condition, the voltage at the infinite bus has to be 
compute.d. After this, the proper Thevenin equivalent is computed. 
Initially taking V • IV I 10° as a reference, the infinite bus voltage 
t t !--=-
is calculated to be lv.l £!· The Thevenin equivalent is given by 
RE + jXE 
z R + ·x th • 1 + (~+jXE)(G+jB) • e J e (33a) 
and 
v • I v I 1 a 1 lv :.I 1 a' • th • ~ 1 + (RE+jXE)(G+jB) 2 - ~ (33b) 
The phasor diagram (Figure 6) is used to obtain the operating 0° which is 
the angle between V' and the machine q-axis. The angle on I is -a. With V 
• t 
at angle zero, o' is the angle of the complex quantity V + (R +jX )I 
t s q and 
is the defining angle for the q-axis. Since V' was taken as reference in 
• 
0 in Equation (6), o is calculated from 
0 o 2 o' - a' • (34) 
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q 
(system ref) 
Figure 6. Phasor relationships of algebraic quantities. 
The other operating points are found from 
vo • IV I sin o', vo - 1v I cos o' d t q t (35) 
ro 
-
II I sin (o' + a) ro 
-
I I I cos < o' + a) d q 
E'o 
- vo +X' ro E'o 0 X' ro 
- v -q q d d d d q q 
These operating points can then be used in calculating the machine K1-K 12 
constants since the Thevenized system is equivalent to the original model. 
3.4 Example 2 
The above analysis is illustrated for the following example system: 
System Data [17] 
Line: ~- -.034 , ~ • .997 in p.u. 
Generator: Xd•.973, Xq•.SSO, X~•.190, X~•.230, in pu; T~0-7.76S, 
H=-4.63sec 
Injected Power: P ~ 1.0 p.u., Q • .01S p.u. 
Local Load: G • .249 p.u. B • .262 p.u. 
Regulator: K • SO A T • .OS sec. A 
lv I ~ 1.05 p.u. 
t 
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In Reference [17], the K1-K6 constants for this example are derived in 
a different manner without Thevenizing the external network. We have 
derived the constants after Thevenizing the network as explained in the 
previous section. 
The system was analyzed with both the flux decay and two-axis models 
resulting in the eigenvalue output shown in Table 2. The system is inher-
ently unstable. 
TABLE 2. Eigenvalues for the Locally Loaded System 
(Flux Decay and Two-axis Models). 
_l FLUX DECAY TWQ-AXIS TWO-AXIS TWQ-AXIS 
Electrical -10.316 ± -10.00 ± -10.49 ± -10.49 ± 
Modes j3.2644 j3.14 j3.07 j3.12 
Electro-
.2838 ± .26S ± .290 ± .319 ± mechanical j4.9496 jS.01 jS.08 jS.09 
mode 
Damper mode -a. -12.77 -3.81 -2.86 
T' qO 0 .10 .30 .so 
Notice that just adding the damper winding is not enough to improve sta-
bility. To stabilize the system for this operating point a power system 
stabilizer is required. 
3.S Conclusion 
Examples 1 and 2 seem to show the same shifting effect upon the 
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electromechanical mode. Initially, for low values of T~0 , modeling with 
the damper winding shows increased damping of the electromechanical mode. 
As T~0 is increased the damping continues to increase up to a point and 
then reverses. In the literature, it is often stated that there is no need 
to model with a damper winding for dynamic stability studies since it will 
always show improved s·tabiity [15]. Examples 1 and 2 contradict this 
assumption; consequently, it is necessary to investigate this area. A 
unique root locus methodology developed in Chapter 4 enables us to investi-
gate this interesting property further. 
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CHAPTER 4 
ROOT LOCUS ANALYSIS 
4.1 Introduction 
In Chapter 3, we analyzed the effects of including the q-axis damper 
winding by performing eigenvalue analysis for variations of T~o· In this 
analysis, we found that initially modelling with the damper winding shows 
increased damping of the electromechanical mode; however, for increased 
values of T~0 the stability decreases. The structural properties of the 
A matrix allow the variation of T~0 to be investigated more thoroughly 
through a root locus formulation. This chapter concentrates on developing 
a theoretical basis for such a formulation with the results being extended 
to the two-axis model developed in Chapter 2. Variations in the damper 
winding-time constant, field-time constant, regulator-time constant and 
machine inertia can be analyzed through root locus formulations. 
4.2 Root Locus Formulation 
Given an nxn matrix with the following structure 
A ~ 
K A 
Ln . nl 
where a are elements of the matrix A0 , the effect of the variation of ij 
(35) 
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K1 (1 ~ 1 ~ n) upon the eigenvalues of the A matrix can be formulated as a 
root locus problem when 
1. A is nonsingular and a1j are assumed known 
2. K1 is distinct from the other known Ki(i • 1 ••• n; i * 1). 
Without loss of generality and for ease of computation, let K1 a K and 
K • K • •••• • K • 1. The characteristic equation of A is given by det 2 3 n 
(si-A) • 0, which can be written as 
(s-Ka 11 ) -Ka12 Ka1n 
-a21 
det 
- 0 (36) 
-a 
n-1 ,n 
-a -a 
n,n-1 (s-a ) n1 nn 
Expanding upon the first row and assuming K > 0 yields 
"" (S) . h ( 1 j)th (j • 1, 2, ••• n) cofactor ·of (si-A). Equation where C1j lS t e -
(37) can be expressed as 
det(si-A) • (s+Ks-Ks-Ka 11 )c11 (s)+Ka 12c12 <s) 
.... .... l+j .... .... 
a (Ks-Ka 11 )c11 (s) + Ka 12c 12 (s) + ••• + (-1) Ka1ncln(s) + (1-K)sc 11 (s) 
= K[(s-a1l)cll(s) + a12cl2(s) 
• KP(s) + (l-K)sc11 (s) 
+ ••• + 
(38) 
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where P(s) is the characteristic polynomial for K • 1. 
Hence, the characteristic equation for A is given by 
(39) 
or 
K[P(s) - sc11 (s)] 1 + = 0 i.e., 1 + K G(s) = 0 (40) 
sc11 (s) 
which is in the form required to carry out a root locus analysis [23], [24]. 
An analysis similar to the preceding one can be carried out with 
respect to any row where the parameter K1 appears in all the elements of 
that row. 
For the root locus analysis only two polynomials need to be calculated, 
P(s) and c11 (s). P(s) is the characteristic equation of A when K = 1, and 
c11 (s) iS the CharacteristiC eq~atiOn Of the (n-1) X (n-1) matriX formed by 
deleting the first row and column of A. Equation (38) can be symbolically 
denoted · as 
1 + KG(s) = 1 + K N(s) = 0 
M(s) ( 41) 
where N(s) = P(s)- sc11 Cs) and M(s) = sc11 Cs). The root loci begin for 
K = 0 at the poles of G(s) (i.e., the roots of M(s)) and end forK= a at 
the zeroes of G(s) (i.e., the roots of N(s) ). 
4.3 Application to the Two-axis Model 
The A matrix of Chapter 2 can be put into the form of Equation (38) by 
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letting 
Root locus plots can be used to determine the effect of variations 
of T' on the eigenvalues, particularly the electromechanical pair, of a qO 
given system. Similar evaluatio.ns can be performed for variations of TdO, 
TA and M. 
Example 3 Variation of T' (no local loading). qO 
For the case of no local loading, consider the system of Example 1 to 
study the effect of· varying the damper time constant t•
0
• 
• q 
Figure 7 shows the root locus plot for the roots of - l + KG(s) which 
l are the characteristic roots of det (si-A) as K4 • ~ is varied from • to qO 
0. The arrows in the root locus show the variation of roots for T' from 
qO 
Figure 7. Root locus for variations of r~0 (no local loading). 
0 to •, and the roots for T~0 e·qual zero and infinity are shown in Table 3. 
TABLE 3. Characteristic Roots of det (si-A) 
for the No Local Load Case. 
Mode T' qO - 0 T' qO 8 CD 
Electro-
-.0772±j8.566 • 2 1 9 ±j 9 • 50 16 
mechanical 
Electrical -5.7 45 -6.785 
-14.564 -14.116 
. 
Damper -CD 0 
From the root locus plot it is observed that the electromechanical mode 
initially receives positive damping and then at a .ce r.tain value of 
begins to have negative damping. The roots agree with those found in 
Chapter 3 (Example 1) for T~0 equal 0.1, 0.3 and 0.5 sec. 
Example 4 Variation of T~0 (local loading). 
Consider the locally loaded system of Example 2. 
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T' qO 
The roots of A as T' varies from 0 to CD are shown in qO Figure 8 while 
the roots at T' • 0 and CD are shown in Table 4. qO 
TABLE· 4. Characteristic Roots of det (si-A) 
for the Locally Loaded Case. 
Mode T' 
- 0 T' • CD qO qO 
Electro-
.2944±j4.959 • 3 8 12 ±j 5 • 0 8 7 
mechanical 
Electrical -10.393±j3.283 -10. 4 7 9 7 ±j 3. 15 8 
Damper -CD 0 
0 
~ ~-------------~0·-· -,0----------------,~ 
··o.s ·t0.4 ··o.z - ~ o.o f' ~ Z4 za 3Z 36 -.-
Figure 8. 
0 
T 
•·Z.i 
I 
1-3.0 
i 
1-3 .4 
~-49 
+·'o 1.,,, 
Root locus for variations of T' (local loading). qO 
Example 5 Variation of r~0 .(no local loading). 
Again, consider the system of Example 1, and let r~0 be fixed at 0.5 
35 
sec • . allowing r~0 to vary. Chaos ing the variable 
rearranging the state variables, we obtain a root 
K 1 . parameter as 3 a ~ ana 
dO 
locus plot (Figure 9) 
for the variation of TdO from 0 to ~. The roots for r~0 equal to 0 and ~ 
are shown in Table S. 
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r- IZ t jw 
o== 
- ::> 10 )1om 
• ~ ... a 
. l I I I I 1 ·4 ·.3 ·.5 · .4 ~.3 ·z •I 
-
·tas ·zo 
--- ·8 
o---- ···-~ 
... -10 
. _._ ·12 
Figure 9. Root locus for variations of TdO (no local loading). 
TABLE 5. Characteristic Roots of det (si-A) for the No Local Load Case. 
Mode T' a 0 dO T'' a CD dO 
Electro-
-.493l:tj9.799 - • 3 6 9 9 :tj 9 • 3 7 3 7 
mechanical 
Electrical -3.4226 -3.9031 
-185 -20.00 
Damper -CD 0 
4.4 Conclusion 
The effect of the damper winding upon the electromechanical mode is of 
particular interest, since this mode typically governs the dynamic stability 
of a system with a fast-acting· AVR. Both Examples 3 and 4 show that as T' qO 
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is increased, the electromechanical mode is initially more damped, but for 
higher values of T' it becomes less stable. Inclusion of the damper wind-qO 
ing into the machine model does not always show improved damping, particu-
larly for higher values of T~o· Design of PSS should, therefore, include 
the effects of the damper winding in order to ensure stable operation. 
The nature of the A matrix allows one to also produce root locus plots 
for variations of TdO' TA, and M. The qualitative behavior of the charac-
teristic roots of A as TdO is varied was found to be similar to that of T~o· 
Variations in the regulator-time constant and machine inertia can also 
be analyzed through root locus formulation but is not reported here. 
38 
CHAPTER 5 
ANALYSIS THROUGH SYNCHRONIZING AND DAMPIN~ TORQUES 
The concept of synchronizing and damping torques through heuristic ts 
well established in the literature and provides a basis for frequency 
domain design and tuning. The torque angle loop . is shown in Figure 10, 
with all contributions from ~o to the electrical torque ~T represented by a 
transfer function H(s). With the feedback from ~o to ~T through the field 
winding and damper winding disconnected, the characteristic equation is, 
(42) 
Figure 10. Torque-angle loop of single-machine bus system. 
The natural undamped frequency ~n is given by~~ • With R(s) in place we 
get 
2 Ms ~o + (K1 + H( s)) ~o a 0 
where H(s) is a ratio of polynomials. 
When Re is negligible, the constants K8 and K11 are equal to zero; 
consequently, the block diagram (Figure 3) simplifies for analysis. In 
(43) 
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the literature [14], the effects through K4 are considered to be small and 
are neglected in the case of the flux decay model. Though this may be a 
valid approximation for calculating the synchronizing torque, it does not 
lead to accurate calculations of the damping torque for the two-axis model. 
Without neglecting the effects through K4 , H(s) due to the flux decay model 
and the two-axis model are given using signal flow graph techniques [23], 
[ 241 as 
H(s) 
H(s) 
flux 
decay 
two-
axis 
a ((s~ T~O + 1)(K2K3)[K4(1 + sTA) + KSKA] - K2K3K7K9K12KA 
+ K7K9K10 [(sK3tdO + 1)(1 + sTA) 
(44) 
[ -1 + K3K6KA]] x (sK7 T~O + 1) [sK3TdO+ 1)(1 + sTA)+ K3K6KA]] • 
(45) 
The contribution of H(s) to the torque-angle modes can be approximated as 
follows: 
... (H( s) ) Define K1 aRe 
s - jw n 
... 1 (H( s) } D =-- Im 
(I) 
n 
s .. jw (46) n 
A A 
K1 and D are the addition to the synchronizing (in phase) and damping (out 
of phase) torques, respectively, so that the second order characteristic 
Equation (42) becomes 
whose roots are given by 
... 
1 0 
sl ,2 • 2 (- M ± 
which becomes 
... 
... 
0 
sl ,2 • - 2M ± j 
• -a ± j<d 
n 
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(47) 
(48) 
(49) 
D 2 4(Kl+Kl) 
for (-) << I M I . One notices <d is now adjusted including the con-M n 
tribution of the synchronizing torque. For the flux decay model this has 
been done in Ref. [5]. 
One can derive the synchronizing and damping components in Equation 
(49) directly from Equations (45) and (46). As. an alternate and equivalent 
approach from block diagram considerati9ns, H(s) can be broken up as H(s) • 
H1(s) + H2(s) + H3(s) + H4(s) where H1(s) + H2(s) is obtained by neglecting 
the effect of the damper winding loop. H3(s) involves only the damper 
winding, and H4(s) involves the damper winding, AVR, and the field winding. 
We now evaluate the synchronzing and damping torque due to each path 
giving us a better understanding of the contributions due to the damper 
winding. We also conclude that it is necessary to include the contribution 
The four transfer relations are given by 
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H1(s) AT I ~M K •K 
- 0 5 9 
H2(s) AT I • do K • K 
- 0 4 9 (SO) 
AT I H3(s) • do K • K 
• K12 ~ 0 4 5 
H4(s) AT I • do K ~ K 
• KlO - 0 • 4 5 
A 
Denoting the individual synchronizing and daming torques by ~li and Di, 
A A 
respectively, K1 and 0 are obtained by superposition as follows: 
A 
4 A 
K • i: K1i 1 i•l 
(51) 
4 
A . 
D • i: Di 
i•l 
where 
(52) . 
with x1 • -
1
- + K K - w2 Td'o TA K3 A 6 n 
T 
y ~ w ( _! + Td' 0) 1 n K3 
(53) 
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-K7 K9K10 2 ' ... ... K7K9K10Tg0 
K13 • D a 
1+( uanK7 T~0)2 3 1+( uanK7~0 )2 (54) 
... K2K9K12KAX4 ... -K2K9K12KAY4 
~14 •. x2 D • x2 + y2 4 + y2 4 4 4 4 
(55) 
with 
Example 6 
To calculate the synchronizing and damping torque components, initially 
let uan be given by IK1/M. 
... 
With this value of ua , determine the total syn-
n 
chronizing torque, K1 , and then calculate the adjusted natural frequency 
... 
from Equation (49). The damping torque, D, is found by using the adjusted 
w in Equations (51)-(55). Table 6 shows the results for the system of 
n 
Example 1. 
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TABLE 6. Synchronizing and Damping Torque Components. 
T' qO sec 0 .1 .3 .5 .7 1.0 
A 
K11 -.0115 - -- -- -- --
A 
K12 -.0024 -- -- - -- --
... 
K13 -.2692 -.2303 -.1068 -.0516 -.029 -.0151 
... 
K14 .0023 .0353 .044 .0351 .0276 .0204 
A 
K1 -.2808 -.2088 -.0767 -.0303 -.0153 -.0085 
(II 8.562 8.823 9.282 9.438 9.487 9.51 
n 
A 
01 
.0032 .0030 .0028 .0027 .0027 .0027 
A 
02 
-.0120 -.0114 . -.0103 -.0099 -.0099 -.0098 
... 
03 o.o .0101 .0143 .0113 .0088 .0065 
A 
04 
.0114 .0096 .004 .0018 .001 .0005 
... 
D .0026 .0114 .0108 .0059 .0027 .0027 
-a -.0803 -.3579 -.3389 -.1842 -.0837 +.0032 
It is interesting to observe that there is reasonably good agreement 
among the approximate electromechanical modes in Table 5, the root locus 
analysis, and Chapter 3. The damper winding contributes to positive damping 
for small values of T' while its effect decreases for higher values of qO 
T' • This agrees with the root locus analysis of Chapter 4. qO 
CHAPTER 6 
PSS PARAMETER SELECTION 
A typical second-order PSS deriving its signal from ~~ and providing 
input at the summing junction for the terminal voltage is shown below. 
ST 
1 + ST 
~v f re 
Figure 11. PSS structure. 
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The first block with the time constant T typically chosen between l and 50 
seconds allows the influence of the PSS to gradually subside for any 
sustained deviation of speed or frequency [8]. A phase lead is introduced 
by the second-order lead/lag network constituting the second block of the 
PSS. T2 , the lag-time constant is usually prechosen between .02 and 0.1 
seconds. The lead-time constant, T 1 , is found to be 5 to 20 times· more 
than the lag-time constant while the gain, K , ranges between 1 and 100. 
c 
Two modes are of particular interest in the design of a well-tuned 
PSS. The complex mode near the jw axis represents the inertia of the 
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turbine/generator couple~ to the infinite bus and is called the electro-
mechanical mode. Increasing generator loading and regulator gain can cause 
instability of this mode. A properly tuned PSS will provide damping to the 
electromechanical mode without destabilizing any other modes. The electri-
cal mode, introduced ~y the regulator/exciter/field parameters, moves 
toward the right ~s the electromechanical pair moves to the left. Choosing 
the proper PSS setting (i.e., the correct gain and values for the time 
constants) is a compromise between the improvement of system dynamic 
response and the prevention of instability due to other modes. 
Both frequency and time domain techniques are used for PSS design. 
Selection of PSS parameters through frequency domain techniques such as 
root locus and Bode plots is well documented [8], [14]~[17]. In the time 
domain, pole placement techniques [5], [18]-[21] may be used to select PSS 
parameters while placing the poles of the closed loop system. 
6.1 Pole Placement Review 
The linearized equations for the single-machine infinite bus -system 
are given by 
. 
X a Ax + BuE 
(56) 
n 
where xeR is the state vector, ~ is the scalar excitation control and y 
is the scalar output. For the flux decay model, choose 
thus, B • [0 0 0 b]t. 
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6.2 Dynamic Output Feedback [5] 
\. 
This method for pole placement is based on an algorithm for pole 
·assignment with dynamic output feedback by Sirisena and Choi. For the 
power system described above, a pth-order dynamic compensator given by 
• z a Pz + Ny and u a Hz + Gy (57) 
where 
can be used, if properly designed, to assign (n + p) poles of the closed-loop 
system. The open-loop system is assumed to be both controllable and 
observable. 
The closed-loop system is given by 
(58) 
T 
where x • [x z] with the matrices defined as follows: 
respectively, F can be designed to arbitrarily assign the max (a+p, S+p) 
poles of A0 • The method requires a~ unconstrained, nonlinear, optimization 
method to minimize the objective function 
1 .2. * 
J a- L ~(pi) ~ (pi) 2 i•l 
(59) 
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where pi(i • 1, 2, ••• , t) are the desired locations of t closed-loop eigen-
values of A0 , ~(pi) is the value of the characteristic polynomial of A0 at 
* pi and ~(pi) is the complex conjugate of ~(pi). 
Though computationally complex, the method may be used to design a 
fixed or free configuration of the compensator. For a fixed configuration, 
the matrices constituting the compensator are dependent upon the PSS para-
meters; consequently, the optimization procedure can be used to determine 
the parameter values which will place the poles of the system. The loca-
tions of the closed-loop poles must be checked to verify that the design is 
satistactory. 
6.3 Complex Frequency Approach [19] 
C. Lim and S. Elangovan have . presented a generalized method for PSS 
design based on complex frequency and without eigenvalue drift. Rewriting 
Equation (56) in the complex frequency domain yields 
sX(s) • AX(s) + Bu(s) 
Y(s) • CX(s) • 
With the PSS given by the transfer relation 
the closed-loop system is written as 
F ( S ) a ~U ( S ) =-
~(IJ(S) 
sX(s) a [A+ BCF(s)] X(s) 
• (A + M)X(s) 
(60) 
2 K( 1 + sT 1) 
2 , 
(1 + sT2) 
the 
(61) 
where M ~ BCF(s) • [ ~aij]. The eigenvalues· of the system are the roots of 
det [si- (A+ AA)] • 0 • (62) 
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The second-order algebraic relation 
(63) 
is obtained by first noticing that 
~ij • 0 for all i,j 
e.xcept 
~n2 • .bF(s) 
and by then applying the reduction process as indicated in Ref. [19] to 
Equation (62). s • -a + J~ and s* • -a - j~ are the desired mechanical 
m m 
mode eigenvalues and f 1 , f 2 and f 3 are constants occurring during the 
reduction process. 
With r 2 prechosen, Equation (63) can be used to readily find K and 
r 1 of F(s) such that the electromechanical mode eigenvalues are at sm and 
s*. Rearranging Equation (63) yields 
m 
where Reja = (s! + f 1 sm + f 2 ) (1 + sm r 2 )
2/f3 
K given by 
K • R[(1 + s T )-2] 
m 1 
s • 
m 
(64) 
Expressions for r 1 and 
(65) 
(66) 
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are obtained by equating angles and magnitudes of both sides of Equation 
(63). Values forK and t 1 are obtained without an iterative procedure. 
6.4 State Space Formulation, Including the PSS 
Both of the above methodologies use the state space formulation without 
directly including the supplementary excitation into the structure of the 
A-matrix. From the two-axis representation, we have formulated an eighth-
order matrix, ~SS' which incorporates the dynamics of the PSS shown in 
Figure 11 into the structure of the A-matrix. 
To derive ~SS' the PSS dynamics must be represented in terms of state 
variables. From Figure 11 we obtain 
(67) 
• -1 • 
~3=-T~3+~(.1) 
Substituting Equation (14) for ~~yields 
• -1 K2 
Ax •- ~ -- AE' 3 T 3 M q (68) 
The lead/lag por.tion of the PSS has the following transfer relation 
2 Kc(s2Ti + 2sT1 + 1) ~U(s) Kc(1 + sT1) 
£U3 ( s) - 2 - 2 2 (69) (1 + sT2) (s T2 + 2sT2 + 1) 
which requires some manipulation to obtain a state variable representation 
[26]. 
Y(s) i If the transfer relation G(s) • U(s) s given by 
n n-1 Bn s + Bn_1 s + ••• + B0 G(s) • n n-1 
s + an-1 s + • • • + ao 
then it can be written as 
where 
G(s) • B + G'{s) 
n 
n-1 - n-2 
Bn-1 s + Bn-2 s + + Bo 
G'(s) • n n-1 
s + an-1 s + + ao 
and B • B - B an-i· n-1 n-i n 
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{70) 
(71) 
(72) 
G'(s) can be immediately put into phase variable canonical form [27]; 
consequently, one can obtain a state space formulation for G{s). 
Rearranging Equation (69), we obtain 
K 2 2K K ( c c +_£ ) s + 
. 2 s 
t.U(s) T2 T2 T1 T2 T2 1 2 2 (73) t.X3 ( s) - {s2 2 + _1 ) +- s 
T2 T2 
2 
which is in the form of Equation (70). 
Applying Equation (71), we obtain 
2K T T1 K T2 
c 1 (1 c 1 
K T2 
- -) s + 2 (1 - -) 
t.U(s) T2 T2 T2 T2 c 1 
+ 
2 2 (7 4) 6x3 ( s) - T2 2 2 1 (s + s(-) + -) 2 T2 T2 
2 
which can be put into the following state variable form: 
[ ::] - 0 -1 [ ::] K T2 T2 _£. ( 1 1 - -) 2 + T2 T2 2 2 
1 -2 2Kc T1 Tl . 
T2 T2 
(1 - -) 
T2 
2 
K T2 
Au • [0 
1] [ =~] + c 1 ~5 • T2 
From Figure 11, 
Defining AV by Equation (17), we write 
t 
2 
KA 1 K 
+ TA Au- TA AEfd + T~ AVref 
where Au is defined above. 
Defining the state variable vector as x • [Ao Aw AE' q 
~5 
AE' d 
51 
(75) 
(76) 
(77) 
x2 x3], Equations (75) and (77), along .with Equations (11)'- (14), can be 
represented by 
• 
X a ~SS X + Bu 
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with 
0 t 0 0 0 0 0 0 
-K -K 
-K10 1 0 2 0 0 0 0 M M M 
-K 
-1 -Kl1 1 4 0 0 0 0 
TdO K3Td0 TdO TdO 
-K -K 9 0 8 -1 0 0 0 0 T" T" K1&a qO qO 
A 
-KAKS -KAK6 
-KAK12 KA 
. 2 
- KAKCT1 pss 0 -1 0 
TA TA TA TA TA TA ~ 
-1 K 
T2 
0 0 0 0 0 0 .....£. ( 1 1 
T2 
--) 
T2 T2 
2 2 2 
0 0 0 0 0 1 -2 
2KcT1 (1 Tl 
T2 T2 
- -) 
T2 
2 
-K -K 
-K10 
-1 1 0 2 0 0 0 M M -M- T 
[: 0 1 0 0 0 0 0 ] B • KA 0 0 0 TA 0 0 0 
u • [AT AV ] T 
m ref 
In PSS design, the time constants r 2 and T are prechosen; consequently, 
only three elements of ~SS (i.e., (5.,8), (6 ,8), and (7 ,8)) are undefined. 
Tl 
is dependent upon the gain K and the ratio --T • 
c 2 
Each of these elements 
T1 
Specifying the ratio ~ , one can obtain plots for the electrical and elec-
2 
tromechanical modes for variations in K • 
c 
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After selecting a desired damping ratio [231, the curves are used to 
T1 
determine values for -- and K • Example 7 illustrates this methodology r 2 c 
while showing the trade-off present between the stability of the electro-
mechanical and electrical modes. The selection of PSS parameters is a 
compromise between improving the dynamic stability and preventing instabi-
lity at other frequencies. 
6.5 Example 7. PSS Parameter Selection for a Locally Loaded System 
Consider the unstable system of Example 2 with T' • 0.1 sec. qO Varia-
tions for the electromechanical and electrical modes are generated for four 
Tl 
valu~s of r- with r2 • 0.06 sec. and displayed in Figures 12 and 13, 2 
respectively. The K value specified on each curve corresponds to che 
c 
points where the electrical mode becomes destabilized. 
jw 
- 4 
@ • r, 1 ra • 3.75 -----:-....:::::::::::=:::::::!:::=~t=-.. 
® • T1 tT2 · 50 
~ • T; l T<! <~OO 
@ • r, 1 r2 , 20.0 
Figure 12. Electromechanical mode curves 
for PSS paramel:er selection. 
5 
jw 
Figure 13. Electric mode curves for 
PSS parameter selection. 
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An appropriately damped electromechanical mode is chosen while ensuring 
that the electrical modes are well damped. This determines the values of 
r1 , r2 and Kc. For a value of~ • 0.3 as shown in Figure 12, only the 
T1 Tl 
-- • 3.75 and -- • 5.0 curves are applicable to PSS design. Choosing 
r2 r2 
T1 
-- • 3.75 insures higher damping for both modes, yet the electromechanical 
r2 
mode is at a higher frequency. At the point of intersection, K • 0.04832 
c 
and the electromechanical and electrical mode eigenvalues are -1.175 t j3.856 
and -6.55 t jl3.82, repectively. 
6.6 Conclusion 
A power system stabilizer provides a component of electrical torque 
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introducing a phase lead to compensate for the phase lag introduced by the 
regulator/excitation system. The compensator consists of a series of 
lead/lag networks whose parameters must be selected and tuned to ensure 
stable operation. Both frequency and time domain techniques, discussed in 
this chapter, are available for parameter selection. We have used the 
state space formulation to generate a series of electromechanical and 
electric mode curves which are used to select the PSS parameters. 
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS 
The occurrence of sustained low-frequency oscillations is a commonly 
observed phenomenon in some large interconnected power systems. Such 
systems as in the western United States are characterized by generation 
patterns which lead to long transmission lines. Introducing a phase lag 
through the voltage regulator/excitation system a~gravates the oscillation 
problem which can cause the system interconnection to be broken. Power 
system stabilizers, providing compensating phase lead, were introduced in 
the late 1960's to dampen these oscillations. DeMello and Concordia 
investigated the effect of voltage regulator/excitation systems on dynamic 
stability through a linearized flux decay model which neglects amortisseur 
effects. In Chapter 2 we developed a linearized version of the two-axis 
model. Including the damper winding allowed us to study ·amortisseur 
effects through more complete state space and block diagram represen-
tations • . 
Eigenvalue analysis used in Chapter 3 showed that modeling with a 
damper winding shows increased damping of the electromechanical mode for 
initial values of the q-axis time constant. For increased values of T' qO 
the positive damping continues to increase up to a point and then decreases. 
The· root locus formulation from the state space A-matrix verifies this trend 
and allows similar root locus formulations for variations in the field time 
constant, the regulator time constant and the machine inertia. Extending 
this method to account for simultaneous variations of two parameters is an 
open research area. 
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The behavior of the rotor angle and speed following a small distur-
bance to the system ~i.e., the st?bility of the torque angle loop) is the 
phenomenon being studied. Synchronizing and damping torques are braking 
torques in phase with machine rotor angle and speed, respectively. 
Expressions for these electrical torque components were derived in Chapter 
5 from the block diagram representation for the case of no local loading. 
The damper winding was shown to initially contribute a component of posi-
tive damping torque which improves the stability of the electromechanical 
mode. As in the previous examples, increasing T~O initially shows improved 
damping which decreases for larger values of T~o· The above work was done 
for the case of no local loading and should be carried out for a locally 
loaded system. Extension to a multi-machine case along with possible com-
pensation through the q-axis are other research areas of interest. 
In Chapter 6, we developed a state space formulation of the compen-
sated system incorporating the PSS structure into the formulation. Fixing 
the time constant ratio, T1/T2 , the gain Kc was varied to obtain plots for 
the electrical and electromechanical modes. After choosing a particular 
value of th.e damping ratio, the gain and time constants are chosen to 
ensure both this damping and the particular locations for these two modes. 
Two pole placement algorithms applicable to parameter selection were 
discussed. Development of an effective pole placement algorithm which 
utilizes the ~SS-matrix is an open area of research. 
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