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preface 
The work embodied in this dissertation is devoted to the 
study of generalized convexity and duality in mathematical 
programming. 
Mathematical programming deals with the problem of 
optimizing an objective function in the presence of constraints. If 
all the functions are l inear, we obviously have a linear 
programming problem or a linear program. Otherwise, the problem 
is called a nonlinear programming problem or a nonlinear 
program. Many researchers have made linear programming an 
important tool for solving problems in diverse fields. However, 
many realistics problems can not be adequately represented or 
approximated as a linear program owing to the nature of the 
nonlinearity of the objective function and for the constraints. 
The dissertation presents certain developments on generalized 
convexity and duality. It cons i s t s of four chapters and a 
bibliography. 
Chapter 1 consists of introduction to convexity and duality 
in mathematical programming, some definitions and prerequisite 
for the present work. 
In Chapter 2, we discuss convexity of certain fractional, 
indefinite and composite functions and their applications in 
mathematical programming. 
Chapter 3 deals with quasiconvexity, strictly quasiconvexity 
and pseudoconvexity of certain fractional, indefinite and composite 
functions. The applications of these functions are also discussed. 
In Chapter 4, usual duality results are discussed for Mond-
Weir tjrpe and generalized Mond-Weir type dual programs. The 
duality relations of S3mimetric dual programs are used to study 
minimax mixed integer dual programs. The applications of Mond-
Weir type dual are also discussed. 
The disseration concludes with a list of references which by 
no means is a complete bibliography the work on the generalized 
convexity and duality in mathematical programming. Only the 
work referred to in disseration has been included in this list. 
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INTRODUCTION 
The search for the best, the maximum, the minimum or 
in general, the optimum solution to a variety of problems has 
been the main concern of researchers throughout the ages. 
Optimization techniques are processes of obtaining the best 
result under given circumstances. They are of so much 
interest because of their applicability in government, military 
and industrial operations as well as to problems in economic 
theory. It has now made its impact on medicine, electronics, 
computers and the like. 
Convex functions are important in optimization problems 
since every local minimum of such a function is global. The 
pioneer work by Kuhn and Tucker [13] on optimality 
conditions and duality in nonlinear programming required the 
functions involved to be convex and has motivated research 
in generalized convex functions. These functions relax 
mathematical properties of convex functions and hence are 
not convex, yet they retain some important characteristics of 
convex functions. An important property of convex functions 
is that their upper level sets are convex sets: in fact, class 
of generalized convex function, called quasiconvex, is defined 
by this property. A well-known property of differentiable 
convex functions is that every stationary point is a global 
minimum. However this property holds for more general tjrpes 
of functions, such as pseudoconvex functions. There are many 
examples of important problems where these (and other 
analogous) properties are desirable yet the functons involved 
are not convex. 
Since 1949, when quasiconvex functions were mentioned by 
De Finetti [10], several authors have defined and studied many 
classes of generalized convex functions whose properties are of 
use in particular applications. In economics these functions are 
met for instance in production and utility theory, since level 
sets are still convex. In mathematical programming it was 
shown that minimization problems with a pseudoconvex objective 
function and quasiconvex constraints have many properties in 
common with convex programs. Examples of quasiconvex 
functions are reported that arise in such diverse fields as 
inventory, transportation, maintenance, production planning, 
portfolio theory, stochastic processes, large-scale linear 
programming, stochastic programming, information theory and 
numerical analysis. 
1.1 PRELIMINARIES 
1.1.1 General Mathematical Programming Problem 
The general mathematical programming can be stated as 
follows : 
(P) Minimize (or maximize) f(x) 
subject to xeX = { x e S : g(x) < 0 ), 
where S is an open subset of R", f:S->R and g:S->R"". 
The function f is known as the objective function and g 
is known as the constraint function. The set X is called the 
feasible region or feasible set and any point x in X is a 
feasible point or simply feasible. Any \ e X, is said to be a 
local minimum of f(x), if there is a neighbourhood N^(x) 
such t h a t f{x)<f(x) for all x e N^(x)r^X. It is a global 
m i n i m u m if f(x) <. f(x) for all x G X. Similarly local 
maximum and global maximum can be defined by changing 
the sense of the inequality. A global minimum or maximum 
is also known as an optimal point or optimal solution and 
the corresponding value of the objective function is known as 
the optimal value. 
1.1.2 Linear Programnking 
Linear programming deals with problems whose structure 
is made up of variables having linear relationship with one 
ano the r . It is used to minimize or maximize of a given 
objective function which is linear and governed by linear 
constrains. 
A general linear programming problem can be expressed 
as 
n 
Minimize (Maximize) Z^^i^ 
subject to S^ii^j < bi , i = 1,2,...,m 
X. > 0, j - 1, 2,...,n. 
In matrix form, the problem can be written as 
Minimize (Maximize) c^x 
subject to Ax < b 
X > 0; 
where A is m x n matrix, x and c are n-dimensional vectors 
b is m-dimensional vector. 
Many important problems .in economics and management 
sciences can be expressed in linear programming form 
without any significant distortion or loss of generality. The 
subject in its present form originated during second world 
war when it became necessary to concent ra te on the 
development of a model that would define an optimal and 
efficient co-ordination of nation's energies in the event of war. 
This forced scientists and operating peoples to work together 
on technical experiments tha t led to evaluation of new 
tactics. G.B. Dantzig, a member of U.S. Air Force, formulated 
the general linear programming problem and devised 'Simplex 
method' in 1947, which is an iterative procedure that solves 
exactly any linear programming in a finite number of steps 
or gives an indication that there is an unbounded solution. 
This method soon became a powerful tool for solving 
problems that arise in industry and other sectors. 
1.1.3 Definitions 
We will be concerned with vectors which may be thought 
of as points in the n-dimensional Euclidean space R". R ' will 
be written as R. Subscripts will refer to components of 
vectors and superscripts to particular vectors. Let S be an 
open set in R" and let C' denote the class of all those 
continuous functions, every first order partial derivative of 
which exists and is continuous in S. 
If an m-dimensional function g of corresponds to the 
inequality constrains of a mathematical programming problem 
and for some fixed feasible point x 
I = { i € M : g.(x) = 0}, 
then g| denotes the vector of the active constraints at x . 
Let f : S -> R, be a differentiable scaler function defined 
on S then vf(x) denotes the gradient of f at x defined as 
Vf{x) = af ar ar dx, ax, ax„ 
and the symbol v^f(x) denotes n x n Hessian matrix of f at 
X, that is, 
V f^(x) = V 
af 
ax, 
af 
ax. 
a^ f a f^ a f^ 
ax^ 'ax,ax2 ' ^ydx„ 
a'f a f^ a f^ 
axjax, axj axjax^ 
a'f a f^ a f^ 
ax^ax, dx.^dx.2 dx^dx^ 
Let K : R" x R™ -> R be a twice differentiable scalar 
function, v K;(x,y) and V K(x,y) denote the gradient (column) 
vectors with respect to x and y at (x,y) respectively; and 
V K(x,y) and V^K(x,y) denote respectively the n x n and 
n x m matrices of second order partial derivatives evaluated at 
(x.y). 
It may be noted that for the scalar functions f(x) and 
K(x,y), we take the two gradients vf{x) and V K(x,y) to be 
row and column vectors respectively. 
A subset S of R" is called a convex set if x ' , X^GS, 
05.A-5.1 implies Xx'+ (l-Xjx^ e S. 
Let f be a real valued function defined on an convex set 
ScR", then f is said to be 
(i) Convex If for all x', x^  G S, 
f(Xx' + (l-X)x^<Xf(xV(l->^)f(x^), for all X, 0 < X < 1 , 
or equivalently, if 
f(xVf{x^) > Vf(x^)(x'-x^) , when fec^ 
The function f is said to be strictly convex if the above 
conditions hold as strict inequalities for x^:^^. 
(ii) Quasiconvex if for all x^ x^ € S, 
f(x*)<f(x2)=>f(Xx'+ (1-X)x2)<f(x2), for all X, 0 < X < 1 ] , 
or equivalently if 
f(x') < f(x^) => Vf(x2)(x'-x2) < 0, when fec^ 
(iii) Strictly Quasiconvex if for all x^ x^  E S 
f(x') < f(x2) => f(Xx' + (1-X)x2) < f(x2), for all X, 0<X<1. 
(iv) Strongly Qnasiconvex if for all x \ x^  e S, x^  ^ x^ 
f{x*) < f(x^ ) => f(x'+ (1-X)x2)<f(x^), for all X, 0<X<1. 
(v) Pseudoconvx if there exists a scaler function P(x\ x^)>0 
such that if for all x ' , x^eS 
f(x') < f(x2) => f(Xx^  + (l->.)x2) < f{x2)-X^(x^ x^) for all X, 
0<X<1. 
or equivalently, if fee' and, for all x \ x^ e S 
Vf(x')(x' -x^) > 0 => f(x2) > f{x') 
(vij Strictly Pseudoconvex if there exists a scaler function 
3(x', x^)>0 such that 
f(x') < f(x2) => f(Xx' + (l-X)x^) < f(x2) - X^{x\ x )^ 
for all x', x^ e S, x'?tx^ and for all X, 0<>.<1. 
or equivalently, if fee' , for all x\ x^eS and x'*x^ 
Vf(x')(x'-x2) > 0=>f(x2) > f(x'). 
|vii) Strongly Psendoconvex if it is strictly pseudoconvex, S 
is open, f e C^  and x e S, v^ v = 1, 
v^Vf(x) = 0 implies that there exist positive number G and a 
such that {X±GV)GS and 
f(x + tv) > f{x) + a t^  for | t | < e. 
A function f is said to be concave if and only if -f is 
convex. Other definitions follow similarly. Furthermore on S, f 
is said to be quasimonotonic (pseudomonotonic), if f is both 
quasiconvex (pseudoconvex) and quasiconcave (pseudoconcave). 
1.1.4 Classification of Mathematical Programs 
We now classify the mathematical programs as below. 
(A) Linear Program. If in the program (P), the functions f 
and g are linear, then it is called a linear programming 
problem. 
(B) Nonlinear Program. A mathematical program which is 
not linear is called a nonlinear programming problem. 
Most of the recent research in the field of mathematical 
programming is directed towards the study of nonlinear 
programs. Some of the important problems in this class, are 
listed below: 
(Bl) Convex Program. If in the mathematical programming 
problem (P), the objectives are convex (or concave) €Uid the 
feasible set X is convex, then (P) is called a convex 
programming problem. 
It may be noted that in (P), the feasible set X is convex, 
if S is convex. 
fB2) Nonconvex Program. The mathematical program which 
is not convex is called a nonconvex program. 
(B2.1) Fractional Program. The mathematical programming 
problem (P) in which f(x) = —rr, is called a fractional 
programming problem. If the functions (j>, v|/ are linear then (P) 
is called a linear fractional program, otherwise a nonlinear 
fractional program. 
1.1.5 Optimality Conditions 
* 
Necessary conditions in scalar nonlinear programming, 
were first investigated by Fritz John [12]. He gave the 
following characterization of optimality for the scalar nonlinear 
program: 
(NLP) Minimize f(x) 
subject t o x e X = { x € S : g(x) < 0} 
where f :S -^R and g: S-> R™ are differentiable functions on 
an open subset S of R". 
THEOREM 1.1 If xeX is an optimal solution of (NLP), 
then there exist XeR and JIGR'" such that 
XVf(x) + r v g ( x ) = 0 
(X. H) > 0 
In the above conditions, the scalars X and ^., ieM are 
called Lagrangian multipliers. If the Lagrangian multiplier X 
is equal to zero, the Fritz John conditions do not make use 
of any information pertaining to the gradient of the objective 
function. In this case any function can replace f and there 
will be no change in the above necessary conditions. So the 
Fritz John conditions are of no practical value in locating an 
optimal point when x!=0. In order to exclude such cases 
some restrictions are imposed on the constraints. In the 
l i tera ture these res t r ic t ions are known as cons t ra in t 
qualifications. Some of the constraint qualifications make use 
only of the convexity properties, while others make use 
mostly of the differentiability properties of the functions 
defining the feasible region X. 
We state below some of the constraint qualification which 
will be used in the present dissertation: 
(i) The Kuhn-Tucker Constraint Qualification. The vector 
function g is said to satisfy the Kuhn-Tucker constraint 
qualification at x e X if g is differentiable at x and if yeR", 
^g,(x)y<0 imply that there exists an n-dimensional vector 
10 
iunction e on the interval [0,1] such that 
(a) e(0) = X 
(b) e(t) e X for 0 < t < 1 
de(0) 
(c) e is differentiable at t = 0 and , = Xy for some 
X>0, 
where I = { iGM:g.(x) = 0}. 
(ii) The Weak Arrow-Hnrwicz-Uzawa Constraint 
Qualification. The vector function g is said to satisfy the 
weak Arrow-Hurwicz-Uzawa constraint qualification at x G X if 
g is differentiable at x and if 
Vg^lxlz > 0 
Vgp(5E)z > 0 
has a solution zeR", where 
P = { i ' g{x)=0 . and g. is pseudoconcave at x} 
and 
Q = {i • gi(x)=0, and g. is not pseudoconcave at x}-
For the definitions of other constraints qualifications and 
relations between them we refer to Mangasarian [14] and 
Bazaraa and Shet ty [1]. It may be noted t h a t for 
differentiable constraints, most of the constraint qualifications 
imply the Kuhn-Tucker or the weak Arrow-Hurwicz-Uzawa 
constraint qualification. 
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Assuming one or the other constraint qualification many 
authors have developed necessary optimality conditions for 
(NLP) that are precisely the Fritz John conditions with the 
added property that \>0. 
THEOREM 1.2 (Kuhn-Tucker necessary conditions). Let 
X G X be an optimal solution of (NLP) and let g satisfy the 
Kuhn-Tucker constraints qualification at x. Then there exist 
X e R™ such that 
Vf(x) + x''Vg(x) = 0 
Vgix) = 0 
X > 0 
The above necessary conditions hold under any constraint 
qualification [13]. Kuhn and Tucker [14] also proved that the 
above necessary conditions are sufficient for optimality under 
suitable convexity assumptions. 
1.1.6 Properties of Convex and General ized Convex 
Functions 
I Let f,, f ,^...,f,: R"->R be convex functions. Then 
1 2 k 
k 
(a) f(x) = 2- a. f. (x), where a.>0 for j = l , 2,.. . ,k, is a 
j=i J J J 
convex function. 
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(b) f{x) = maximum {f^(x), f2(x),...,f^(x)} is a convex 
function. 
II Let g : R"->R be a non-decreasing convex function and let 
h : R" -> R be a convex function. Then the composite function 
f: R" -> R defined as f(x) = g(h(x)] is a convex function. 
i n Let S be a nonempty convex set in R" and let f : S -• R 
be convex function. Then the level set S^ = {x e S: f(x) < a }, 
where a is a real number, is a convex set. 
IV If f(x) be defined on a convex set S in R", and 
S = {xeS, f(x) £ a}, and 
Sp= (xeS, f(x) > P). 
Then 
(i) f(x) is quasiconvex on S iff S^ is convex for each 
aeR. 
(ii) f(x) is quasiconcave on S iff S is convex for each 
peR. 
V Let f : S->R be twice differentiate function on S. Then f 
is convex if and only if the Hessian matrix is positive 
semidefinite at each point in S. 
VI Let f: S -> R be convex (concave) on S. Then any local 
minimum (maximum) is also a global minimum (maximum). 
VII Let f: S -> R be strictly quasiconvex (strictly quasiconcave) 
on S. Then any local minimum (maximum) is also global 
minimum (maximum). 
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VIII Let f : S -> R be strongly quasiconvex on S. Then the 
global minimum of f over S is unique. 
IX Let X G S be such that Vf(x)=0. If f is strictly 
pseudoconvex at x , then x is a unique global minimum. 
Properties (VIII) and (IX) may not necessarily hold for the 
c lass of convex, strictly quasiconvex or pseudoconvex 
functions as seen in the following example in which the 
objective function is convex. 
Minimize f(x) = x^ x <. 0 
= 0 0 < X < 1 
= {x-lf 1 < X 
All the pts in the interval 05X<1 are global minima. 
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Table 1.1 : Examples o f v a r i o u s c o n v e x and g e n e r a l i s e d 
convex functions. 
Function Domain 
(i) f,(x) = X 
(ii) f^ lx) = x^ 
(iii) f jx)=x + x^ 
-x2 (iv) f (X) = -e 
(V) f (x) = X^ -00 < X < +00 
(vi) f,(x)« - e " -oo<x<oo 
(vii) f^ (x)= 
f-X -00 < X <. 0 
(viii)yx)-jo o<x<i 
-00 < X < +00 convex, but not strictly convex. 
-00 < X < +00 strictly convex. 
-00 < X < +00 pseudoconvex, but not convex. 
-oo<x<+oo s t r ic t ly p seudoconvex , b u t not 
convex. 
s t r i c t l y q u a s i c o n v e x , b u t not 
pseudoconvex. 
s t r ic t ly p seudoconvex , b u t not 
strongly pseudoconvex. 
pseudoconvex, but not strictly 
pseudoconvex. 
strictly quasiconvex, b u t not 
strongly quasiconvex. 
r-e* -00 < X < 0 
X > 0 
(x-ir x>i 
(ix) f,(x.-|-^ 0£x<+oo strictly quasiconvex, b u t not 
-oo<x<0 strictly pseudoconvex. 
fO -oo<x<( quasiconvex, but not strictly 
quasiconvex. 
e*^ -ao<x<0 f e -ao<x<( pseudoconvex, but not strictly 
pseudoconvex. 
ii) f,2(x)=J 
convex for f(x)^0, and 
(x ,(x) J (y-x)f(y)dy -OO<X<QC strictly convex for f(x) > 0. 
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Strictly convex 
Strictly 
pseudoconvex 
Strongly 
quasiconvex 
Pseudoconvex 
Strictly 
quasiconvex 
Quasiconvex 
Figure 1.1 : Relationship among various type of convexity. 
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1.1.7 Duality 
Duality theory has played an important role in the 
developments of mathemat ica l programming. Optimali ty 
conditions and duality can be used not only to develop 
termination criteria but also to motivate and design the 
computational methods it self. It is well known that duality 
principles connect two programs, one of which called the 
primal problem, is a cons t r a ined minimization (or 
maximization) problem and the other, called the d u a l 
problem, is a constrained maximization (or minimization) 
problem, in such a way that the existence of an optimal 
solution to one of them guarantees an optimal solution to 
the other and the optimal values of the two problems are 
equal. A pair of dual problems is called symmetric if the 
dual of the dual is the primal problem. 
Von Neumann [21] introduced the duality theory in linear 
programming and formulated the followign dual pair: 
(PP) Minimize f(x) = c"^ x 
subject to Ax <. b 
X > 0 
(DP) Maximize g(y) = b^y 
subject to A y^ >^  c 
y > 0. 
The above pair shows that if the primal problem is a 
17 
minimization of a linear function over a set of l inear 
constraints, then the dual is a maximization of another linear 
function over a set of linear constraints. Moreover, dual of 
the dual is again the primal problem. 
The following duality theorems were proved by the same 
author. 
Let X and y be the sets of feasible solutions of (PP) and 
(DP) respectively. 
|I) Weak Duality Theorem. For feasible solution x and y, 
f(x) > fly). 
(II) Strong Duality Theorem. If the primal problem has an 
optimal solution, then the dual also has an optimal solution 
and 
min f(x) = max. g(y). 
xeX yeY 
(III) Existence Theorem. There exists a bounded (finite) 
optimal solution to a (PP) if there exists a feasible solution to 
both the primal and its dual. 
Duality in nonl inear programming has also been 
developed extensively. It originated with the duality results of 
quadratic programming given by Dennis [9], Mangasarian and 
Wolfe [20] gave duality results for convex primal programs. 
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Chapter II 
CONVEXITY OF FRACTIONAL, INDEFINITE 
AND COMPOSITE FUNCTIONS 
2.1 INTRODUCTION 
Convex, concave functions arise in a natural way in a 
wide variety of circumstances. For example, in management 
science, convex cost functions are met in models for 
production planning. This is the case if marginal cost is 
increasing with an increased output. In some applications we 
face decreasing rather than increasing marginal cost, then the 
cost function is concave. 
Convex functions have played an important role in the 
development of nonlinear programming. In the classical paper 
by Kuhn and Tucker [13] the optimality conditions and 
duality relations for nonlinear programming problems are 
proved assuming the functions involved to be convex. This 
work h a s been the motivation of number of papers on 
computat ional and theoretical developments of nonlinear 
programming. 
The convex programming problem studied by Kuhn and 
Tucker can be stated as 
Minimize f(x) 
subject to g.(x) < b. (i=l, 2,..., m) 
X > 0 
19 
where 
(i) X is an n X 1 column vector, 
(ii) f(x) is a convex function on R", 
(iii) g.(x), (i=l,2,...,m), are convex functions on R", 
(iv) b. (i=l,2,...,m), are known constants , and the feasible 
region 
S = { x : gj(x)<b.; i=l,2,..., m, x > 0 } (2.1) 
is a convex set. 
To solve such a problem several algorithms exist, the 
most prominent of which are (i) Zoutendijk's method of 
feasible directions, (ii) Rosen's gradient projection method, (iii) 
Kelley's cutting plane method. 
In the present chapter we discuss convexity of certain 
fractional, indefinite, and composi te functions and their 
applications in mathematical programming. 
2.2 THE RESULTS 
THEOREM 2.1(2] Let (i) f be a convex and non-negative 
function over S (ii) g be a concave, positive and finite 
function over S, then f^/g is a convex function over S. 
Proof. Let x\ x^ G S and XG[0,1]. Let ^ = f/g. Then 
<t.[Xx^+(l-X)x2l-[>.<j,(xV(l-^ )<t»(x )^l 
_[f(Xx'-H(l-X)x^)]^ ;^[f(x')]-' j^)[f(^')]' 
g[XxU(l-X)x^] g(x') g(x )^ 
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Using the convexity and non-negativity of f and concavity and 
positivity of g, we get 
^[\x^+{l-X)x^] - A.(|)(x') - (l->.)(t>(x2) 
^[Xf(x')+(1-X)f(x^)f _ ^[f(x')r _ jJf(x^)f 
Xg(x')+(1-X)g(r) g(x') g(x^ ) 
^ ^.j _ [2f(x')f(x^)g(x')g(x^)-[f(x')g(x^)]^-[f(x^)g(x')n 
g(x')g(x^Pg(x') + (l-X)g(x^)] 
= -X{1 - X) 
f(x') _ f(x^)^' 
.g(x ' ) g(x^) 
g(x ' ) + (!->.)g(x^) 
This implies 
<|>[Xx'+(l-X)x l^ < U{x^) + (1-X)(|>(x^ ). 
Hence f/g is convex over S. 
COROLLARY 2.1 Let (i) f, g be respectively non-negative 
and positive concave functions over S, (ii) h be positive, 
convex and finite function over S, then f^/{g^h) is a convex 
function over S. 
COROLLARY 2.2 Let (i) f be a convex and non-negative 
(or concave and non-positive) function over S, (ii) g be a 
concave, positive and finite function over S, then for finite n 
[{j-^ 'lM'iW-^ ^M/^ M-^  -^(,M/>)l/g(x) 
is also convex over S, where 
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(i) vjx) = [flxlf*^  , (k=l,2,...,n) and x e S. 
(ii) / , k = 1, 2,..., n; are known non-negative constants. 
COROLLARY 2.3 If f is a concave, positive and finite 
function over S, then 1/f is always convex function over S. 
REMARK 2.1 It may also be observed here that if the 
function f is convex, positive and finite function over S, then 
1/f is not necessarily concave function e.g., let 
f(x) = e" X € R 
then 1/f (x) = e-" 
and we know that here both e" and e" are convex functions 
over S. 
In convex functions, it is well known that if f is a 
convex function- and g is an increasing convex function over 
convex set ScR" then the function gof is convex on S. 
We shall say that f is log-convex on set ScR" if f is 
positive and log f is convex on S. This is equivalent to 
requiring that f be positive and satisfy 
f(ax+Py) < f(x) f*{y) for x, yeS, a > 0 , p > 0 , a + 3 = l . 
Since f(x) = exp (log f{x)], it follows that a log-convex 
function, is convex. The class of log-convex functions has 
nice closure properties that we will need latter. 
THEOREM 2.2 The class of log-convex functions on set 
SeR" is closed under addition, multiplication and taking of 
limits, provided that the limit exists and is positive. 
22 
Proof. Closure under multiplication and taking of limits 
follows from the identities log fg = log f + log g and log 
(lim f )=lim (log f ). We prove now closure under addition. 
Let a, b, c, d, a, 3 are all positive numbers with a+P=l, 
then since e" is convex, 
a" b^ = exp (a log a + p log b) < a exp (log a) 
+ p exp (log b) 
= aa + pb. 
Thus 
(a 
a-'bP+cMP ^ r a yr b y r c yr d y 
+ cr(b + df U + c J l b + d j U + c j U + dJ 
-fe)^fe)-fe)^<F!: 
= a + p 
s 1. 
We have proved 
a^b" + c"dP < (a+c)" (b+d)P 
Now choose x,y e R" and use first the equivalent 
formulation of log convexity and then the above inequality to 
obtain 
f(ax+Py) + g(ax+Py) < ^(x) f^ (y) + g"(x) gP(y) 
< |f(x)+g(x)l° [f(y)+g(y)]P. 
We conclude that f + g is log convex, as desired. 
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Berge (4) and Berge and Hourt [5] gave the following 
theorem, proof of which is easy and given in [4,5]. 
THEOREM 2.3 If f^ , ^2'---'^m ^^^ convex (concave) 
functions of ScR" into P^, P^'-'-'^m respectively, P^czR, 
j=l,2,...,m and if <|) is an increasing convex (concave) function 
tn 
of n ^ i ( S ) c R " into PeR, then the function given by 
1=1 
f(x)=(|)[fj(x), f2(x),...,fjj,(x)] is convex (concave). 
THEOREM 2.4 If a^  > 0, a^  > 0,..., a^  > 0, the function 
f given by 
f(x) = flf|(x')^-
i = l 
is quasiconcave on R" ={x=(x', x^,...,x")/xJ > 0, j = 1, 2,...,n}; 
if the a' also satisfy 2 - ^ i - ^ then the function f is concave 
1=1 
on R" . 
Proof, (i) Since the logarithmic function is increasing, it 
is sufficient to prove that the function given by 
log f(x) = aj log x'+a^ log x^+...+a^ log x" is concave. Since 
the function ^ given by 
4.(2,, z^,...,zj = a^z, + a^z^ +...+ a^z^ 
is increasing and concave and h.(x) = log x' is concave the 
function given by 
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1=1 i= l 
\l-ao 
log f(x) = (t>[f,(x), yx),...,fjx)l 
is concave and so is quasiconcave. 
n 
(ii) We now show that if S ^ ' - ^ . then f is concave 
n 
function on R^ ;' . If ^^< = ^, then f(ax) = af(x) for a > 0 and 
f(x) is quasiconcave (from (i) above) impHes f is concave on 
n n 
R^  . Now let ^^,<^ and put a = l - X ^ i - The function g 
defined by 
g(x) = (x ' ) '^(x ' ) '^ (x")' 
is concave in R"^, as has already been shown. Also the 
function defined by <t>(t) = t'"*° is concave and increasing in 
(0, +00) therefore by Theorem 2.3 4>{g(x))=(x')^ i (x^)^ (x")^ 
is a concave function in R" .^ 
Combining Theorem 2.3 and 2.4, we get. 
THEOREM 2.5 Let S be a convex set in R" and let 
f. :S-^R^ (where R^= {xeR : x >: 0}) be concave, f.(S)eR for 
i=l,2,..., n; Let a^  > 0, a^ >: 0 a^ >: 0, then the function 
given by 
F(x) = f l (U^))'' 
1=1 
n 
is concave if X ^ , <1. 
i=l 
By straight forward analysis, the result in Theorem 2.1 
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is easily extended to T/g*^ for a >i p+1. The function f/g is 
similar to x^/y whcih is known to be convex (e.g.Stoer and 
Witzgall (17)) and obviously is incresing in x and decresing 
in y for x > 0 and y > 0. This h in ts t h a t one could 
generalize and use the well-known results, that if f is convex 
and non-decresing on R and g is convex, then f(g) is convex. 
THEOREM 2.6 Let Y and Z be convex sets in R"" and 
R*" respectively and let f: Y x Z -• R be convex, non-decreasing 
on Y and non-incresing on Z. Further, let g^  : X^  -> Y be 
convex and g^ : X^ -• Z be concave. Then ffg^  .g^) is convex on 
X, X X-, where X, and X are convex sets in R". 
Proof. Let (x', x ' ) , {x ,^ x^) e X, x X^  and let 0<X<1. Then 
f(g^{XxU(l-X)x2), g2(XxU(l-X)x2)) 
< f [>Lg,(x»)+(l-X) g,(x2). \^ (x')+(l-X) g^lx^). 
(Since g^  is convex, g^ is concave and f is non-decreasing on 
Y and non-increasing on Z) 
< ^ ng,(x'), g^lx'll + d-X) flg,(x2). g^(x2jj 
(Since f is convex on Y x Z). 
This implies f(g^, g )^ is convex on X^  x X^. Hence the 
result. 
Theorem 2.6 could be applied to f(x,y) = x" y'^  on R^  , where 
Ri = { (X,, x )^ : x^  > 0, x^ > 0 }. 
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THEOREM 2.7 f(x,y) = x"" y^ defined on R^^ ^ is 
(i) Convex if a+P >. 1 a n d a <. 0 or 3 <. 0 a n d if a <. 0 
and 3 < 0 
(ii) Concave if a > 0, 3 > 0 and a+3 < 1. 
Proof. This result is in fact a specialization of Theorem 
2 .2 . It a l so follows eas i ly by checking p o s i t i v e / n e g a t i v e 
definiteness of the Hessian matrix respectively. 
Combining Theorem 2.6 and 2.7, we get 
COROLLARY 2.4 Let f be a non-negative convex function 
on a set XcR" and g^  and g^ are positive concave functions 
on XcR" and YcR"™ respectively, X and Y being convex. Then, 
X x Y, 
(a) (g,(x))'* (g^ly))^ is (i) convex for a, 3 < 0 
(ii) concave for a+35.1, a, 3 ^ 0-
(b) (f(x))" (g2(y))^ is convex for a+3 >1, 3<0. 
2.3 APPLICATIONS 
The feasible region S is given by 
S = {x : Ax < b, X > 0} (2.2) 
where 
(i) X is an n X 1 column vector and b is a n m x 1 
column vector. 
(ii) A is an m x n matrix, and 
(iii) S is bounded and non-empty. 
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PROBLEM 2.1 Consider the programming problem, 
Minimize c'''x + [x''"Hx/(d''^ x+p)] + a 
xeS 
where S is given by (2.1) or (2.2), and 
(i) c, d are n x 1 column vectors, 
(ii) H is an n X n real symmetric positive semi-definite 
matrix, 
(iii) a and p are arbitrary scalar constants, 
(iv) d^x + p is positive and finite over S. 
Since (x^Hx)'''^ is a convex function over S, therefore, 
x''^ Hx/d''"x+p is convex over S. Thus c''"x + [x''''Hx/d'''x+p] + a is 
a convex function. Hence Problem 2.1 becomes a convex 
Programming problem. 
PROBLEM 2.2 The problem is 
Minimize {p''"x)^ /(d'^ x+P) 
X G S 
where S is given by (2.1) or (2.2) and 
(i) p is an n X 1 column vector, 
(ii) d, P and d^x + p as in Problem 2.1, and 
(iii) p^x is non-negative over S. 
Here 
(i) p^x is a convex and non-negative function over S, 
and 
(ii) d x + p is concave, positive and finite over S. 
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Therefore, (p'^x)^/{d'^x + p) is a convex function and hence 
problem 2.2 is also a convex programming problem. 
PROBLEM 2.3 Let us consider the problem 
Minimize (p'^ x)^ /{c'^ x + a)(d'^ x + P) 
X G S 
where the set S is given by (2.3) and 
(i) c, d, p, P, p^x, d^x+p satisfy the conditions as stated in 
Problems 2.1 and 2.2, 
(ii) a is an arbitrary scaler constant, and 
(iii) c^x + a is concave positive and finite over S. 
The above objective function is a pseudoconvex function. 
Using the transformation. 
y = X t, (2.3) 
which was originally employed by Charnes and Cooper [6] 
and is a homomorphism with the scaler t>0. It is easy to 
see that the solution of the above problem can be obtained 
by solving the following convex programming problem. 
Minimize (p^yf / c^ y + at) 
subject to A'^ y^ - bt < 0 
dV + bt = 1 
y. t > 0 
PROBLEM 2.4 Here we consider the following problem 
Maximize l/(c^x+a)(d^x+P) 
x € S 
where S is given by (2.2), and 
(i) c, d, a and p are as in Problem 2.1 and 2.2 
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(ii) c^ x + a, d^x + p both are positive over S. 
Using the transformation (2.3), it is easy to see that the 
solution of the given problem can be obtained by solving the 
problem 
Minimize 
subject to 
tV(cV+at) 
AV - bt < 0 
dV + pt = 1 
y. t > 0. 
which by using Theorem 2.1, we see that the Problem 2.4 is 
convex programming problem. 
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Chapter III 
GENERALIZED CONVEXITY OF FRACTIONAL 
INDEFINITE AND COMPOSITE FUNCTIONS 
3.1 INTRODUCTION 
V a r i o u s o p t i m i z a t i o n p r o b l e m s in eng inee r ing and 
economics involve the optimization of the ratio of physical or 
economical functions, or both, for instance, cost/time, cost/ 
vo lume , b e n e f i t / c o s t , r e t u r n / r i s k , or o the r q u a n t i t i e s 
m e a s u r i n g t h e efficiency of a sys tem. Schaible [18] h a s 
described several of these models. Such models, in general, 
are nonconvex. Similar is the case with indefinite models 
where in the objective function is the product of two or more 
functions. Therefore, the theory of convex programming does 
not apply to these models. However, in some of these models 
the objective functions turn out to the strictly quasiconvex or 
pseudoconvex. Since a local minimum of such functions is 
global, one only needs to search for a local minimum. 
In the present chapter we discuss quasiconvexity, strictly 
quas iconvexi ty a n d pseudoconvexi ty of certain fract ional , 
indefinite and composite functions. 
3.2 THE RESULTS 
THEOREM 3.1 Let S be a convex set in R". Let f be a 
non-negat ive convex function over S, and g be a positive 
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concave function over S. Then f/g is strictly quasiconvex 
function over S. 
COROLLARY 3.1 Let f be a concave and non-negative 
function over S, and g be a convex and positive function 
over S. Then f/g is a strictly quasiconcave function over S. 
REMARK 3.1 If g is linear then f is not required 
to be non-negative. 
COROLLARY 3.2 Let f be positive concave for all x e S. 
Then 1/f is strictly quasiconvex (strictly quasiconcave) iff, f is 
concave (convex). 
THEOREM 3.2 Let feC' be a convex and non-negative 
function over S, and geC' be a concave and positive functon 
over S. Then f/g is a pseudoconvex function over S. 
Proof. Let x', x^eS, we have 
VIf(x2)/g(x=^)l(x'-x2) = [g(x2) Vf(x2)(x'-x2) 
-f(x2) Vg(x2)(x^-x2)]/(g(x2)l2. 
Using convexity and non-negativity of f and concavity 
and positivity of g(x), we get 
V(f(x2)/g(x2)J(x'-x2) < (g(x2)(f(x')-f(x2))-f(x2)(g(x^) - g{x^)]/{g(xY 
=f(x')g(x2)-f(x2)g(xV(g(x')^= 
f(x') f(x-)g(x') 
g(x ' ) [g(x-)]-
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g(x')rf(x') f(x^)' 
g(xlLg{x') g(x^). 
Thus 
V(f(x2)/g(x2)i(x'-x2) > 0 ^ |f(x')/g(x')l > [ny^)/g(A] 
i.e. f/g is pseudoconvex. 
COROLLARY 3.3 Let feC' be a concave and non-
negative function over S, and geC' be a convex and positive 
function over S. Then f/g is a pseudoconcave function over 
S. 
COROLLARY 3.4 Let feC' be convex (concave) and 
positive function over S. Then 1/f is pseudoconcave 
(pseudoconvex) function over S. 
COROLLARY 3.5 Let (i) f, g be respectively non-negative 
and positive concave functions over S, (ii) h be positive, 
convex and finite function over S, then fg/h^ is strictly 
quasiconcave (pseudoconcave when f, g and h G C') function 
over S. 
Proof. Follows immediately from Theorem 2.1 and 
Corollary 3.1 (Corollary 3.3). 
REMARK 3.2 In Theorem 3.1, 3.2 and Corollaries 3.1, 
3.3, if g{x) is linear, then the non-negativity restriction on f 
can be relaxed. Thus the function <{) : S -> R defined by 
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<t)(x) = (c^x+a)/(d^x + P) is pseudomonotonic if d^x+p>0 for all 
x e S . Bela Martos (16) proved this function to be 
quasimonotonic. 
THEOREM 3.3 Let f be a quasiconvex (strictly 
quasiconvex) and non-negative function on a convex set S in 
R". Then f''*' is quasiconvex (strictly quasiconvex) or 
quasiconcave (strictly qusiconcave) on S according as f^ '''' is 
non-negative (positive) or non-positive (negative) on S, where p 
and q are respectively non-negative and positive integers. 
Proof, (i) Let f'^ '' be non-negative over S. Then, for x ' , 
x^eS, A,e(0,l] we have 
(f(x')|P/'' < (f(x2)lP/'i ^ f(x') < f(x2) 
(by the non-negativity of f^'') 
o f(>jc' + (1-X)x2) < f(x2) 
(using the quasiconvexity of f ) 
=>[f(Xx'+(l-X)x2]P/''< [f(x2))P^'' 
(by the non-negativity of f and f'^''). 
This proves that if f is non-negative and quasiconvex over S, 
and f'^** is non-negative over S, then f^ '' is quasiconvex over S. 
(ii) Let f'/** be non-positive over S. Then, for x\ x^eS, 
Xe[0,l], we have 
If(x')]''/'' > If(x2)]P/'i =^  f(x') < f(x2) 
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(by the non-positivity of (^^^ ) 
=> f(Xx'+(l-X)x^) < f(x2) 
(using the quasiconvexity of f ) 
=^[f(Xx'+(l-X)x2)P/'' > [{(X^]f'' 
(by the non-negativity of f and non-positivity of f^ '''' ). 
This proves that if f is non-negative and quasiconvex over S 
and f'^ *' is non-positive over S, then f^ '^ is quasiconcave over S. 
COROLLARY 3.6 Let f be a quas iconcave (strictly 
quasiconcave) and non-negative function on a convex set S in 
R". Then f''' is quasiconcave (strictly quasiconcave) or 
quasiconvex (strictly quasiconvex) on S according as f'^ *' is 
non-negative (positive) or non-positive (negative) on S, where p 
and q are respectively non-negative and positive integers. 
Now we state without proof a result which can be easily 
proved. 
THEOREM 3.4 Let feC' be a pseudoconvex and positive 
function on set S in R", then P^'^ is pseudoconvex or 
pseudoconcave on S according as f'^** is positive or negative 
on S, where p and q are respectively non-negative and 
positive integers. 
REMARK 3 .3 In above Theorem when f is 
pseudoconcave, then analogous result is valid. 
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THEOREM 3.5 Let f.(x), (i=l,2,...,m) be concave functions 
defined on a convex set S in R". If f.(x) (i=l,2,...,m) are non-
negative and non-differentiable, then the product function 
m 
f(x)=n^'^'') is strictly quasiconcave. 
1=1 
Proof. Let x \ x^ be two arbitrary points in S such that 
f(x2) > f(xY (3.2) 
For 0 < X < 1, then we have 
m 
i=l 
I I I 
> ni?^i(x') + (l->.)f,x'l (3.3) 
(using concavity of f.(x)). 
We now consider the following two cases : (i) when 
f(x') = 0 and (ii) when f(x') > 0. 
Case I. f(x')=0. 
If f(x') =0 then by (3.2), f{x )^ > 0 which implies that 
each f.(x )^ > 0, i=l, 2 m. 
From (3.3), it then follows that 
f(>.x^  + (l-X)x') > 0 = f(x )^ 
and hence f(x) is strictly quasiconcave. 
Case II. f(x') > 0 
f(x')>0 => f.(x )^>0 which in turn implies that f.(x^ ) > 0 for 
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all i=l,2,...,m. The functions 
(t).(X) = Xf.(x2) + (1-X) f.(x') (3.4) 
defined on the open interval (0,1) are positive. It is easy to 
show that the functions log (j)(X) are concave on the unit 
interval (0,1) which implies that the function 
a(X) = Z log (|),(X) (3.5) 
is also concave, and hence strictly quasiconcave. Now from 
(3.2), (3.4) and (3.5) we have 
m 
a(l) = Z log (t..(l) 
i=l ' 
m 
= Z log f.(x2) 
= log f(x2) 
> log f(x') 
I I I 
= Z log f.(x') 
i=l ' 
tn 
= Z log «j) (o) 
= a(o) 
or a(l) > a(0) 
and from the strict quasiconcavity of a 
a{X] > a(0) for all 0 < X < 1 (3.6) 
111 111 
or Z log <j>.(?i) > Z log f.(x') 
1=1 ' i = i ' 
A 
or log n-t-.C -^) > log 11 f.(x')=log f(x^ ) 
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Ti l 
or n m) > f(x'). (3.7) 
Hence from (3.4) and (3.7) we have 
f(>.x' + (l-X)x^) > f(x'). 
Hence f(x) is strictly quasiconcave. 
THEOREM 3.6 If the functions f(x), i=l,2,...,m are concave 
and positive on the convex set S and differentiable then the 
product function f(x) = 11 f(x) is pseudoconcave on S. 
Proof. Let x ' , x^ G S, then 
Vf (x^)(x' - x )^ ^ ^ Vfi(x^)(x' - x^) 
f(x )^ ~h fi(x') 
^^f,(x')f.(x^) 
it fi(x^ ) 
(using concavity of f.(x)) 
= yiM_i 
trfi(x^) 
Let f V ^ " ^ " then, 
m 111 log f(x') - log f(x2) = log n^.i^^'i-iogn^.i^') 
1=1 1-1 
m m 
= Ilogf|(x')-Xlogf,(x^) 
i^ l 
^ , fi(x') 
38 
-Dog t,. 
1=1 
Now 
^^^--'^ - ,tog f,x'l-lcg f(x^ )l 
^Z(t.-1)-I log t, 
m 
= £{ t , - l - log t , ) 
i = l 
= XH(ti) = H(t) 
H(t) is convex and attains its minimum when all t.= l and 
then H(t)=0. Hence Vf(x^)(x'-x^) < 0 = log f(x )^ - log ffx^ ) < 0 
or f(x') < f(x^), thus f(x) is pseudoconvex. 
Below we give some results, which can be proved easily. 
THEOREM 3.7 Let f be quasiconvex (strictly quasiconvex) 
on a convex set S in R" and g be a non-decreasing real 
valued function on a set P in R such that f(S)cP. Then the 
function gof is quasiconvex (strictly quasiconvex) on S. 
THEOREM 3.8 Let f(x) be quasiconvex (quasiconcave) on 
a convex set S in R", then l/f(x) is quasiconvex 
(quasiconcave) on S. 
THEOREM 3.9 Let f be pseudoconvex on a convex set S 
in R" and g be a differentiable real valued function, with 
positive derivative, on a set P in R such that f(s)cP. Then 
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the function gof is pseudoconvex on S. 
THEOREM 3.10 Let f(x) be pseudoconcave (pseudoconvex) 
on a convex set S in R". Then l/f{x) is pseudoconvex 
(pseudoconcave) on S. 
THEOREM 3.11 If for i=l, 2,..., p all functions f. be 
convex (concave) on a convex set S in R" and g be a non-
decreasing quasiconvex (strictly quasiconvex) function on a 
p 
convex set P in R such that n^ i (^ ) ' ^^- Then the function 
1=1 
(J) given by 
m = g[f,{x). f2(x) , fp(x)l 
is quasiconvex (strictly quasiconvex) on S. 
THEOREM 3.12 If for i=l,2,...,p all functions f. G C ' be 
convex on a convex set S in R" and g be an increasing 
pseudoconvex (strictly pseudoconvex) on a convex set P in R 
p 
such that = n M S ) c P . 
Then the function ^ given by 
m = glf,(x), f^(x),...,f^{x)] 
is pseudoconvex (strictly pseudoconvex) on P. 
Novi? we extend the Theorem 2.6 to the case, in which, 
the convexity of the function f is replaced by quasiconvexity. 
THEOREM 3.13 Let Y and Z be convex sets in R"" and 
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R*" respectively and let f :YxZ-^R be quasiconvex, non-
decreasing on Y and non-increasing on Z. Further let 
g :^Xj-*Y be convex and g^X^-^Z be concave. Then f(g ,^ g^ ) is 
quasiconvex on y^^yX^, where X^  and X^ are convex sets in 
R". 
Proof. Let (x', x ' ) , (x^, x^)eX^ x X^ be such that 
f{g,(x'). g i^x^)) < f(g,(xY g^lx^)). 
Then, for Xe(0,l], we have 
f(g,{?ixU(l-X)x2), g2(Xx' + (l-?i)x2)) 
< f(A.g,(xV(l-?^)g,(x'), ?tg2(x V(l->^)g2(x^)) 
(Since g^  is convex, g^  is concave and f is non-
decreasing on Y and non-increasing on Z). 
= f l M g , { x Y g 2 ( x ' ) ) M l - M ( g , ( x M , g , ( x ' ) ] 
5. flg,(x'), galx^)] (Since f is quasiconvex). 
This shows that f(g,,g2) is quasiconvex on X^  x X .^ 
REMARK 3.4 The summation of pseudoconvex (strictly 
pseudoconvex) or quasiconvex (strictly quasiconvex) is not 
neccessarily a pseudoconvex (strictly pseudoconvex) or 
quasiconvex (strictly quasiconvex) as in convex functions. Also, 
note that the summation convex and quasiconvex (strictly 
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quasiconvex) is not necessarily a convex or quasiconvex 
function. 
For example f,(x) = -x and f^ lx) = x+x^ are both 
pseudoconvex but their sum f(x) = x^ is not pseudoconvex 
but strictly quasiconvex and the sum of two quasiconvex 
functions f(Xj, x )^ = x^^+x^^ is not quasiconvex. 
3.3 APPLICATIONS 
Consider the problem 
Minimize (x'^ Hx + c''"x + a)/(x''"Ex + d'^ x + (3) 
where S = { x : A x £ b , x > ^ 0 } 
(i) X, c, d, a, p are as in Problem 2.1, 
(ii) matrices H and E are nxn real symmetric matrices, and 
(iii) x^Hx + c^x + a is non-negative and x^Ex + d^x + p is 
positive and finite over S. 
We consider the following cases : 
Case I. When the matrix H is positive semidefinite (positive 
definite) and the matrix E is negative semidefinite (negative 
definite) we have, x^Hx + c^x + a, as convex (strictly convex) 
and X Ex+d x+p as concave (strictly concave) functions. 
Therefore, in this case, the objective function is pseudoconvex 
(strictly quasiconvex) and hence quasiconvex. Thefore, in this 
case, the problem is that of quasiconvex programming. 
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Case II. When the matrix H is negative semidefmite (negative 
definite) and the matrix E is positive semidefinite (positive 
definite), then in this case, as above, we get a quasiconcave 
programming problem. 
Case III. When both H and E are positive semidefinite 
(positive definite) then x^Hx + c^ x + a as well as x^E x + d^x + P 
are convex (strictly convex) functions. In such a case we do 
not know the nature of the ratio of two such functions (i.e., 
of the objective function of the problem). To get the solution 
of such a problem, we solve the following programming 
problem. 
Minimize (y''^ Hy/t) + c''^ t+ at, 
subject to Ay-bt <. 0, 
(y'^ Ey/t) + dV + a t = l , t, y > 0, 
which is obtained from the given problem by introducing the 
transformation (2.3). 
REMARK 3.3 In this case we see that, though the 
objective function and all the constraints are convex, yet the 
problem is not one of convex programming problem because 
of the character of the non-linear constraint. 
Convexity and generalized convexity can be utilized in 
developing optimality condit ions, duali ty relat ions and 
computational schemes for optimization problems. 
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Chapter IV 
DUALITY IN MATHEBIATICAL PROGRAMMING 
WITH GENERALIZED CONVEXITY 
4.1 INTRODUCTION 
Wolfe [20] considered the following pair of mathematical 
programming problems : 
Primal 
(NLP) Minimize f(x) 
subject to g(x) £ 0. 
Dual 
(WD) Maximize f(y) + )Jg(y] 
subject to Vf(y) + X'^ Vg(y) = 0 
X > 0. 
Assuming convexity of f : R" -> R and g : R" ^ R*", he proved 
the following duality relations. 
(i) Weak Duality Theorem. Let x be a feasible solution 
for (NLP) and (y,X) be feasible solution for (WD). Then 
f(x) > f(y) + X'^ g(y). 
(ii) Strong Duality Theorem. Let x be an optimal 
solution for (NLP) at which a constraint qualification is 
satisfied. Then there exists x such that (x, \) is an optimal 
solution for (WD) and the objective functions of (NLP) and 
(WD) are equal at the respective optimal solutions. 
44 
Bector, et al . (3) and Mahajan a n d Ver tak (15] have 
shown that the weak and strong duality hold for the wolfe 
dual (WD) if only the Lagrangian f + X^g is pseudoconvex. 
Craven and Mond [7] proved the following converse duahty 
theorem. 
(iii) Converse Duality Theorem. Let ( y , x ) be an optimal 
so lu t ion for (WD). If the n x n H e s s i a n m a t r i x 
V^f(y) + V^3[^Vg(y) is positive or negative definite, then y is 
an optimal solution for (NLP). 
In the p r e s e n t chap te r , we c o n s i d e r Mond-Weir and 
Generalized Mond-Weir type dual p rograms for a nonlinear 
problem and derived duality theorems. The duality relations 
are also established for a symmetric dual programs. Moreover, 
we generalized the symmetric dual p rograms by constraing 
some of the primal and dual variables to belong to arbitrary 
sets of intergers. The chapter ends with applications of Mond-
Weir type dual . 
4.2 MOND-WEIR TYPE DUAL 
Mond and Weir [17] introduced the following dual to (NLP): 
Dual 
(MD) Maximum to f(y) 
subject to Vf(y) + >.'^ Vg(y) = 0 (4.1) 
> '^'g(y) > 0 (4.2) 
>. > 0. (4.3) 
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The advantage of (MD) over (WD) is that the objective 
function of the dual problem (MD) is the same as that of the 
primal problem and the Convexity assumptions for duality 
theorems can be relaxed. 
Mangasarian [14) points out that weak and strong duality 
theorems do not hold between (NLP) and (WD) for 
pseudoconvexity of f and quasiconvexity of g. His counter 
example for which duality theorems do not apply to the (WD) 
is the following: 
Example 4.1. Consider the problem 
(NLPJ Minimize f(x) = -e"^ 
subject to gj(x) = -X+I5.O. 
The optimum is achieved at x = 1, where the (WD) has 
no maximum, only a supremum equal to zero. 
Duality results, however, do hold between (NLP) and (MD), 
which is the problem 
(MDj) Maximize f(y) = -e'-^  
subject to 2ye"'^ - X = 0 
M-y+1) > 0 
X > 0. 
The optimum is attained at x = y = 1, >. = 2e ' ' . Weak 
duality holds, and the optimal values of (NLP )^ and the (MD ) 
are equal. 
46 
A simpler example of a problem with a pseudoconvex 
objective function and a convex constraint for which weak 
and strong duality do not hold for the (WD), but for which 
the duality given here is applicable, is as follows: 
Example 4.2. (NLP )^ Minimize f(x) = x^ + x 
subject to 1 - X 1 0 
The optimum is attained at x = 1, while the (WD) is 
unbounded. Corresponding to (NLP^), we have Mond-Weir type 
dual problem. 
(MD )^ Maximize f(y) = y^ + y 
subject to 3y^+l - ^ = 0 
Ml-y) > 0 
X. > 0, 
for which the maximum is attained at y = 1, X = 4. 
Two other examples of problems with pseudoconvex 
objective function and convex constraints for which, weak and 
strong duality do not hold for the (WD) are the following. 
Example 4.3. 
(NLPg) Minimize f(x) = - l /x^, x > 0 
subject to 1-x < 0. 
Example 4.4. 
(NLP^) Minimize f(x) = -1/x, x>0 
subject to -2 £ -X 5. -1 
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In both cases, the optimum value -1 is attained at x =1 
The duals corresponding to (MDJ are respectively, 
(MD3) Maximum f(y) = -1/y^, y > 0 
subject to 2/y^ - X = 0 
X(l-y) > 0 
X > 0. 
(MD )^ Maximize f(y) = -1/y, y > 0 
subject to ^2~ ^\ ^ ^ / ^ 
x , ( i -y )+y-y+2) > 0, 
X,. X, > 0, 
In (MDg) the optimal value is achieved at x=l, X=2. In (MD )^ 
the optimal value is attained at y= l , ^^  = 1, ^2=0. Thus in 
both examples (4.3) and (4.4), weak duality holds and the 
dual problems (MD )^ and (MD )^ achieve the same optimum 
values as the primal (NLP), whereas the corresponding (WD) 
are unbounded. 
We prove the following duality theorems between (NLP) 
and (MD) under weaker convexity assumptions. 
THEOREM 4.1 (Weak Duality). Let x be a feasible 
solution for (NLP) and (y, X) be a feasible solution for (MD). 
If f is pseudoconvex and }Jg is quasiconvex at y, then 
f(x) > f(y). 
Proof. Since g(x) < 0 and X >_ 0, 
4S 
V 
^h(^] 1 0 < X g^(y). 
Using quasiconvexity of X^g at y, we get 
?t''Vg{y)(x-y) < 0. 
Therefore from equation (4.1) 
Vf(y)(x - y) > 0. 
But f is pseudoconvex at y. Hence 
f(x) > f(y). 
THEOREM 4.2. (Strong Duality). Let x be a local or 
global optimal solution for (NLP) and let g satisfy a constraint 
qualification at x . Then there exists \ e R™, such that 
(y = x , x ) is a feasible solution for (MD) and the objective 
a lues of (NLP) and (MD) are equal . Also, if f is 
pseudoconvex and X^ g is quasiconvex at y for every dual 
feasible solution (y,X), then (x.x) is global optimal solution 
for (MD). 
Proof. Since x is local or global optimal solution for 
(NLP) at whcih a constraint qualification is satisfied, by 
Theorem 1.2, there exist x^R"*' such that 
Vf(x) + x''Vg(x) = 0 
Vg(x) = 0 
X > 0 . 
49 
Therefore (x.j^) is feasible for (MD). Equality follows since 
the objective functions of the primal and dual are the same. 
Optimality follows from weak duality theorem. 
THEOREM 4.3 . (Converse Duality): Let (y ,x) be an 
optimal solution for (MD). If 
(i) the n X n Hessian matrix V^f(y) + V^x^g(y) is 
positive or negative definite, and 
(ii) the vector Vx^g(y) is non-zero. 
If f is pseudoconvex and X^ g is quasiconvex at y, 
then y is an optimal solution for (NLP). 
Proof. Since (x, y) is an optimal solution for (MD), by 
Theorem 1.1, there exist a e R , peR", v ^ R and ^eR™ such 
that 
aVf(y)+ pVf(y)-^v2j^Tg(-„+ -^Tg(-j=0 (4.4) 
lVg(y)lp + vg{y)+n=0 (4.5) 
v(x''g(y))=0 (4.6) 
n^X=0 (4.7) 
( a > v , n ) > 0 . (a. p. V, n)'^0 (4.8) 
The first constraint of the dual problem and (4.4) yield. 
(a-v)vxg(y)+p''lv^f(y) + v2X''g(y)l = 0. (4.9) 
50 
On multiplying (4.4) by 3 from the r ight , and using 
euqations (4.5), (4.6) and (4.7), we get 
r lV'f(y) + v2x'^g(y)lP = 0, (4.10) 
which by hypothesis (i) implies 
p = 0. 
Therefore, (4.9) gives a = v 
Suppose a = V = 0- Then from (4.5), we get n = 0. 
Thus (a.p,v>n)=0. a contradiction to (4.8). hence 
a = V > 0. (4.11) 
Dividing (4.5) by v. 
g(y) = n/v < 0-
Therefore y is a feasible solution for (MD) and from weak 
duality theorem, we get that y is an optimal solution for 
(NLP). 
4.3 GENERALIZED MOND WEIR TYPE DUAL 
We now state a general dual to (NLP): 
Let M = {1, 2,...,m}, I^ c^M, (a=0,l,2,...,p) with I^r l^^  = <|), 
a^P and u:;,o I„=M. 
We now prove weak, strong and converse duality 
theorems between the primal problem (NLP) and its following 
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general Mond-Weir [17] type dual problem : 
Dual 
(GMD) Maximize f(y) + Z X.g.{y) 
subject to Vf{y) + X'^ Vg(y) = 0 (4.12) 
Z >.:g:(y) > 0, a = 1, 2,...,p (4.13) 
X > 0. (4.14) 
REMARK 4.1 If 1^  = M and 1^ = ^, then the dual (GMD) 
reduced to (MD). 
THEOREM 4.4 (Weak Duality). Let x be a feasible 
solution for (NLP) and (y,X) be feasible solution for (GMD). If 
f "•• X ^ 6 is pseudoconvex and ^ X.g., a = l , 2, — ,p is 
'• l^o i r l „ 
quasiconvex for all feasible solution (x,X,y), then 
f(x) > f(y) +X X.g.(y). 
I'lo 
Proof. Since g(x) <. 0 and X >0, 
I \gj(x) - I ?^ .g.(y) < 0, a = l,2,...,p. 
Quasiconvexity of X X g at y implies 
S X.Vg{y) (x-y) < 0, a = 1, 2,...,p. 
From the first quality constraint of (GMD), we have 
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Vf(y) -H Z X Vg(y) (x-y) > 0. 
Now since f +2- ^8 is pseudoconvex at y, 
i r l o 
f(x) > f(y)+Z ^gj(y)-
THEOREM 4.5 (Strong duality) Let x be a local or 
global optimal solution for (NLP) and let g satisfy a constraint 
qualification at x , then there exists j[eR*", such tha t 
(y = x,X) is a feasible solution for (GMD) and the objective 
values of (NLP) and (GMD) are equal. Also, if f + X \&i is 
i t io 
pseudoconvex and 2-X.g., o t=i , 2,...p is quasiconvex at y, for 
all dual feasible solution (y.X.), then (x, \] is global optimal 
solution for (GMD). 
Proof. Its proof follows on the lines of Theorem 4.2. 
THEOREM 4.6 (Converse Duality) Let the hypothesis of 
Theorem 4.4 to be satisfied. Assume that 
(c,) {y,X) is a local optimal solution of GMD, 
(c )^ the n x n Hessian matrix V^f(y) + V^X''^g(y) is 
positive or negative definite, and 
(Cg) the set | Z ^ ^ ' g i ( y ) , a = l , 2, ...p | is l inear ly 
independent. 
Then x is an optimal solution of (NLP). 
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Proof. Since (X,y) is an optimal solution for (GMD), by 
the Theorem 1.1, there exist a e R , peR", v„ eR, a = 1,2,...,p 
and neR*" such that 
a 
Vf(y)-Ivx,g,(y) 
i«;i„ 
*r VSiy) * VHhiy) 
P 
Zv^'gi(y) 
M. 
= 0 (4.15) 
r - » . ; ; T . 
agi(y)+P vgi(yKni= o. »ei^  (4.16) 
; ; T P Vg.(y)+v„gj(y)+t i ,= 0. iGl„.a=l,2,...,p (4.17) 
I>^*gi(y) 
i t i -
= 0, a = l , 2, p (4.18) 
n"l = 0, (4.19) 
(a,p,v i ,V2. . . ,Vp.Ti) ^ 0, 
( a , p , V i , V i . . . , v „ , n ) ^ 0-
(4.20) 
(4.21) 
Multiplying (4.17) by x^, and using (4.19) gives 
p'^VXigj(y) + v„/.,g.(y)=0. a = l , 2 p, iel^ 
Thus 
Z(p'vX,g,(^) + va.g.(y))= 0, a = l , 2 , (4.22) 
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From (4.18) and (4.22), it follows that ,>l ^'^ [:iS-3z76 ^^ 
l(p'vX.g,(y))=o, a=l, 2 ,p. % : 
On multiplying (4.15) by p and using (4.12) and (4.23), we 
get 
^ [ v ' f (y) + V^>:^g(^)]p = 0, (4.24) 
which by the hypothesis (c^ ) implies 
p=0. (4.25) 
Using (4.25) and (4.12) in (4.15), we get 
X ( a - v a ) X^^igi(y) = 0, (4.26) 
which by the hypothesis (Cg) of the theorem yields 
a = va» a = 1, 2,...., p. 
Suppose, a = 0 = Va. « = li 2, p. Then from (4.16) and 
(4.17), we get ^ = 0 . Thus (a,p,v,,v2 Vp,ii) = 0, a 
contradiction to (4.20). hence a > 0. 
Now from (4.16) and (4.17), 
g (y) £ 0 
and 
?:,g,(y) = 0. i^V 
Therefore y is a feasible solution for (GMD) and from weak 
duality theorem, y is an optimal solution for (NLP). 
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4.4 SYMMETRIC DUALITY 
A pair of dual problems is called symmetric if the dual 
of the dual is the p r imal problem. Symmetr ic dua l i t y in 
nonliner programming was introduced by Dorn (11). Dantzig, 
Eisenberg and Cottle (8) formulate a pair of symmetric dual 
programs involving a scalar function K(x,y), xeR", yeR*". They 
established duality relations assuming the funciton K(x,y) to 
be convex in x for fixed y and concave in y for fixed x. 
To weaken the convexity and concavity a s s u m p t i o n s on 
K(x,y) to pseudoconvexity and pseudoconcavity, we consider 
t h e following pa i r of Mond-Weir type s y m m e t r i c d u a l 
problems. 
Primal 
(SP) Minimize K(x,y) 
Dual 
(SD) 
subject to 
V^K(x.y) < 0, 
y'^ V^K(x,y) > 0, 
X > 0. 
Maximum K(u, v) 
subject to 
V^K(u,v) > 0, 
u'^  V^K(u,v) < 0, 
y > 0. 
(4.27) 
(4.28) 
(4.29) 
(4.30) 
(4.31) 
(4.32) 
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In the following analysis, we shall use H and G for the 
set of feasible solutions of the problems (SP) and (SD) 
respecively. 
THEOREM 4.7 (Weak Duality). Let (x,y)eH and {u,v)eG. 
Let K(»,y) be pseudoconvex for fixed y and K(x, .) be pseudo-
concave for fixed x. Then 
K(x,y) > K(u,v). 
Proof. From (4.29), (4.30) and (4.31), we have 
(x-u)"^  V^K(u,v) > 0, 
which, in view of pseudoconvexity of K(»,y), gives 
K(x,v) > K(u,v). (4.33) 
From (4.27), (4.28) and (4.32) it follows that 
(v-y)^  V^K(x, y) < 0. 
This, because of pseudoconcave of K(x,») implies 
K(x,y) > K(u,v). (4.34) 
The relations (4.33) and (4.34) yield 
K(x,y) > K(u,v). 
THEOREM 4.8 (Strong Duality). Assume tha t the 
hypothesis of Theorem 4.7 are satisfied, let 
(0 (x,y) be a local optimal solution for (SP), 
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(ii) matrix V K(x,y) be positive and negative definite, 
and 
(iii) V^K(x,y) ^ 0. 
Then (x,y) is an optimal salution for (SD). 
Proof. Since (x,y) is a local optimal solution for (SP), by 
Theorem 1.1, there exist a e R , peR*", veR and n e R " , such 
that 
1 (vy-p)-n = 0 
(x,y) ( v y - p ) = 0 
p \ K ( x , y ) = 0 
vy"" VK(x,y) = 0 
n'^x = 0 
(a.p.v,^) > 0 
((a,p,v,^) ^ 0. 
(4.35) 
(4.36) 
(4.37) 
(4.38) 
(4.39) 
(4.40) 
(4.41) 
On multiplying (4.36) by ( v y - p ) ^ from the left and using 
(4.27) and (4.38), we get 
(vy-p)"" V,,K(x,y) (vy-p)"" = 0, (4.42) 
which by the hypothesis (ii) implies 
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P = vy . (4.43) 
Therefore, from (4.36) 
(a-v) V ,^K(x,y) = 0, (4.44) 
which by the hypothesis (iii) of the theorem yields 
a = V. (4.45) 
Suppose a = V = 0. Then from (4.35) and (4.45), we get 
^=0 and p=0 respectively. Thus (a,p,v,n)=0, a contradiction 
to (4.40). Hence 
V = a > 0. f4.46) 
Now from (4.43) and (4.36) 
- P 
y = ^ > 0. (4.47) 
V 
and 
V/(x ,y) > 0. (4.48) 
Moreover, (4.35) along with (4.39) yield 
x"" V^K(x,y) = 0. 
Thus (x,y) is feasible for (SD) and the objective functions are 
equal. Optimality follows by weak duality. 
A converse duality theorem may be merely stated as its 
proof would analogously run to that of Theorem 4.8. 
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THEOREM 4 .9 . (Converse Duality). Let the hypothesis of 
Theorem 4.7 be satisfied, let 
(a )^ (u,v) be a local optimal solution for (SD), 
(a.^) matrix V^^K(u,v) be positive or negative definiite, 
and 
(S) ^x^(u.v) * 0. 
Then (u,v) is an optimal solution for (SP). 
4.5 MIXED INTEGER SYMMETRIC DUAL PROGRAMS 
We now generalize the symmetric d u a l programs of 
Section 4.4 by constraining some of the components of x and 
y to belong to arbitrary sets of integers. Suppose the vector 
of the first n^ (0 5 n^ < n) components of x belongs to U and 
the vector of the first m (0 <. m <. m) componen t s of y 
belongs to V, then we write x' = [x ,^X2,...,x^ ], y' = (y,, Ya'-.y^ 1. 
x^  and y^  being the vectors of remaining components of x and 
y respectively. 
We are led to consider the following pair of nonlinear 
mixed integer symmetric dual programs: 
Primal 
(MSP| Max Min L(x,y) = K(x,y) 
x' x-,y 
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subject to V^2K(x,y) < 0 (4.49) 
(y^ )"^  V^2K(x.y) > 0 (4.50) 
X'GU, y'eV 
x^ > 0. (4.51) 
Dual 
|MSD) Min Max H(x,y) = K(x,y) 
y' x,y^ 
subject to V^2K(x,y) > 0 (4.52) 
(x2)'^ V 2^K(x.y) £ 0 (4.53) 
x'eU, y'eV 
y2 > 0. (4.54) 
Definition 4.1. A vector function G(s',s^,...,s'") is said to 
be additively separable with respect to s' if there exist vector 
function H(s') independent of s^, s .^-.-.s* ,^ and K(s^,s^,...,s'"), 
independent of s \ such that 
G(s',s^,...,s'") = H(s') + K(s^,...,s'"), where s',s^,...,s'" are 
elements of an arbitrary vector space. 
THEOREM 4.10 (Symmetric duality). Let (x,y) be an 
optimal solution for (MSP). Also, let 
(i) K(x,y) be separable with respect to x' or y', 
(ii) K(x,y) be pseudoconvex in x^ for every (x\y) and 
K(x,y) be pseudoconcave in y^ for every (x,y'), 
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(iii) K(x,y) be twice differentiable function in x^ and y^, 
(iv) V2,2K(x,y) be positive or negative definite, and 
(V) V,2 K(x.y) * 0. 
Then (x,y) is an optimal solution for (MSD) and the two 
objectives are equal. 
Proof. Let 
z = Max Min [L(x,y) : (x,y) G Z] 
x X ,y 
and 
w = Min Max (H(x,y): (x.yjeW), 
y' x,y^ 
where Z and W are feasible regions of primal (MSD) and 
dual (MSD) respectively. 
Since K(x,y) is separable with respect to x^ or y ' (say 
with respect to x'), it follows that 
K(x,y) = K'(XM + K2(x2,y). 
Thus, V^2K(x,y) = V 2K^(x^,y) and z can be written as 
z = Max Min [K^x') + K2(x2,y); 
X X ,y 
V,2K(x,y) < 0, 
{y'^fy^.^ix^y) > 0, 
x^ > 0, x' GU,y'GV. 
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Or 
z = Max Min [K' (X') + <t»(y') : x'eU, y'eV) (4.55) 
X' y' 
where 
4»(y') = Min (K^ix .^y) : S/^^K'{x'',y)<0, 
2 2 
^ ,y 
(yY V,. K2(x2,y) > 0. x^ > 0) . (4.56) 
v2 
Similarly, 
where 
w = Min Max [K^(x') + vi/(y') :x ' eU, y'eV], (4.57) 
y' x' 
rh = \Mnv IL'2/„2 .,1.1 v,/(y') = Max [K^(x^y):V 2K(x,y) > 0 
x^y"^  
((x^)' V^2Klx^y) < 0. y^ > 01. (4.58) 
For any given y\ (4.56) and (4.58) are a pair of 
symmetric dual programs of Section 4.4 and hence in view of 
the assumptions (ii) to (v), Theorems 4.,8 becomes applicable. 
Therefore for y' = y , we have 
4>(y') = M/(y') (4.59) 
Now suppose that (x,y) is not optimal for (MSD). Then 
there exists y ' e V such that M/(y') < v|/(y'). Therefore inview 
of assumption (iv) and (v), we have 
4'(y') = M/(y') > ¥ (y') = ^{y'l (4.60) 
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which contradicts the optimality of {x,y) for (MSP). Hence 
(x,y,z) is optimal solution for (MSD). Also, the equations 
(4.55), (4.57) and (4.60) imply that the two objectives are 
equal. 
4.6 APPLICATIONS 
4.6.1 Duality in Nonlinear Fractional Programming: We 
consider the problem 
(|)(X) 
(NLFP) Minimize f(x) = :^^ 
subject to g(x) < 0, X e S 
where 
(i) S c R" is an open convex set, 
(ii) 4) : S -> R, g : S ^ R" are differentiable convex 
functions on S and M' • S-+R is differentiable concave 
function on S, and 
(iii) <t>(x) > 0 and \\i(x) > 0 on S. 
Therefore, f is pseudoconvex and since g is convex, 
convexity hypothesis in this chapter are satisfied. Hence, 
under a constraint qualification for g, the Mond-Weir type 
dual (MD) for (NLEP) is 
4'(y) 
(NLFMD) Maximize f(y) = ^ 
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subject to V(t»(y) (My) M'(y) v|;"(y) Vv|/{y) +X^g(y) = 0 
OR 
>^ '^ g(y) > 0 
>. > 0, y e S. 
(NLFMD) Maximize f(y) 
subject to V(J.(y) - v'^ V»|/(y)+X'^ Vg(y) = 0 
X'^ g (y) > 0 
4>(y) - vij/((y) = 0 
X > 0, y e S. 
REMARK 4 . 2 . If M' is l inear , t h e n <^(x) >. 0 is not 
required. 
4.6.2. Duality in Linear Fractional Programming : 
Let (t)(x) = c^x + a, M'(X) = d^x+P, 
g(x) = 
.-I X - 0 < 0 
where c, d, XGR" ; a, PeR; beR*"; A={a..) is an m x n matrix 
and d''"x+p > 0 for all x e S. Then (NLFP) is reduced to the 
linear fraction programming problem: 
c x + a (LFP) Minimize f(x) = ^ ? ^ ^ 
subject to Ax <. b, X > 0, XGS. 
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Here objective function is p seudo l inea r . Since the 
constraint are linear, the constraint qualification and the 
convexity hypothesis of this chapter are satisfied. Hence its 
dual is 
c V + a (LFMD) Maximize f(y) = ^^yTp 
c^y + a y 
subject to (c- .T ^f.d\ + A u-v=0 
u'^ (Ay-b) - v'^ y > 0 
u, V > 0, y G S. 
OR 
(LFMD) Maximize f(y) = ^ ly^p 
subject to c-w^d + A^u-v = 0 
u"^  (Ay-b) - v'^ y > 0 
(c"^ y+a) - w(dV + P) = 0 
u, V > 0, y e S, 
which is a new dual to (LFP). 
Duality are used frequently in t he ana lys is of 
mathematical programming and to motivate and to design the 
computational methods. 
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