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Convergence of symmetric trap models in the
hypercube
L. R. G. Fontes∗‡ P. H. S. Lima†‡
Abstract
We consider symmetric trap models in the d-dimensional hypercube
whose ordered mean waiting times, seen as weights of a measure in N∗,
converge to a finite measure as d → ∞, and show that the models suitably
represented converge to a K process as d → ∞. We then apply this result
to get K processes as the scaling limits of the REM-like trap model and
the Random Hopping Times dynamics for the Random Energy Model in
the hypercube in time scales corresponding to the ergodic regime for these
dynamics.
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1 Introduction
Trap models have been proposed as qualitative models exhibiting localization
and aging (see [1, 2] for early references). In the mathematics literature there
has recently been an interest in establishing such results for a varied class of such
models (see [3, 4, 5] and references therein). In particular, it has been recognized
that scaling limits play an important role in such derivations (see [3, 6, 7, 8]
and references therein). It may be argued that such phenomena correspond to
related phenomena exhibited by limiting models.
In this paper we consider symmetric trap models in the hypercube whose
mean waiting times converge as a measure to a finite measure as the dimension
diverges, and show that these models converge weakly. We then apply this
result to establish the scaling limits of two dynamics in the hypercube, namely
the REM-like trap model and the Random Hopping Times dynamics for the
Random Energy Model, in time scales corresponding to the ergodic regime for
these dynamics.
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1.1 The model
Let H denote the d-dimensional hypercube, namely H is the graph (V , E) with
V = {0, 1}d,
E = {(v, v′) ∈ V × V : |x− x′| = 1)},
where |v − v′| =∑di=1 |v(i)− v′(i)| is the Hamming distance in V .
We will consider symmetric trap models inH, namely continuous time, space
inhomogeneous, simple random walks in H, whose transition probabilities (from
each site of H to any of its d nearest neighbors) are uniform. Let γd = {γdv , v ∈
V} denote the set of mean waiting times characterizing the model.
We will map V onto the set D := {1, . . . , 2d} by enumerating V in decreasing
order of γd (with an arbitrary tie breaking rule), and then consider Xd, the
mapped process. Let
γ˜d = {γ˜dx, x ∈ D} (1.1)
denote the enumeration in decreasing order of γd, and view it as a finite measure
in N∗ = {1, 2, . . .}, the positive natural numbers.
We next consider a class of processes which turns out to contain limits of trap
models in H as d→∞, as we will see below. Let N := {(N (x)t )t≥0, x ∈ N∗} be
i.i.d. Poisson processes of rate 1, with σ
(x)
j the j-th event time of N
(x), x ∈ N∗,
j ≥ 1, and let T = {T0; T (x)i i ≥ 1, x ∈ N∗} be i.i.d. exponential random
variables of rate 1. N and T are assumed independent. Consider now a finite
measure γ supported on N∗, and for y ∈ N¯∗ = N∗ ∪ {∞} let
Γ(t) = Γy(t) = γy T0 +
∞∑
x=1
γx
N
(x)
t∑
i=1
T
(x)
i , (1.2)
where, by convention,
∑0
i=1 T
(x)
i = 0 for every x, and γ∞ = 0. We define the
process Y on N¯∗ starting at y ∈ N¯∗ as follows. For t ≥ 0
Yt =


y, if 0 ≤ t < γ(y)T0,
x, if Γ(σ
(x)
j −) ≤ t < Γ(σ(x)j ) for some 1 ≤ j <∞,
∞, otherwise.
(1.3)
This process, which we here call the K process with parameter γ, was introduced
and studied in [7], where it was shown to arise as limits of trap models in the
complete graph with n vertices as n→∞ (see Lemma 3.11 in [7]). In the next
section, we derive a similar result for the hypercube. See Theorem 1. This is our
main technical result. Then, in the following section, we apply that result to get
the scaling limits of the REM-like trap model and the Random Hopping Times
dynamics for the REM in ergodic time scales as K processes. See Section 3.
2 Convergence to the K process
Theorem 1 Suppose that, as d→ ∞, γ˜d converges weakly to a finite measure
γ˜ supported on N∗, and that Xd0 converges weakly to a probability measure µ on
N¯
∗. Then, Xd converges weakly in Skorohod space as d → ∞ to a K process
with parameter γ˜ and initial measure µ.
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This result extends the analysis performed in [7] for the trap model in the
complete graph, with a similar approach (see Lemma 3.11 in [7] and its proof).
The extra difficulty here comes from the fact that the transition probabilities in
the hypercube are not uniform in the state space, as is the case in the complete
graph. However, all that is indeed needed is an approximate uniform entrance
law in finite sets of states. This result, a key tool used several times below, is
available from [9]. We state it next, in a form suitable to our purposes, but first
some notation. Let X denote the embedded chain of Xd and for a given fixed
finite subset J of N∗, let TJ denote the entrance time of X in J , namely,
TJ = inf{n ≥ 0 : Xn ∈ J }. (2.1)
Proposition 2 (Corollary 1.5 [9])
lim
d→∞
max
x/∈J ,y∈J
∣∣∣∣P(XTJ = y|X0 = x)− 1|J |
∣∣∣∣ = 0. (2.2)
Here | · | denotes cardinality.
Remark 3 Corollary 1.5 of [9] is actually more precise and stronger than the
above statement, with error of approximation estimates, and holding for J de-
pending on d in a certain manner as well.
Remark 4 (2.2) is the only fact about the hypercube used in the proof of The-
orem 1. This result would thus hold as well for other graphs with the same
property. The hypercube has nevertheless been singled out in analyses of dy-
namics of mean field spin glasses (see above mentioned references), and that is
a reason for us to do the same here.
2.1 Proof of Theorem 1
The strategy is to approximate Xd for d large by a trap model in the complete
graph with vertex setM = {1, . . . ,M} and mean waiting times {γ˜1, . . . , γ˜M} for
M ≤ d large. Let YM denote the latter process, and let us put YM0 = Y0 1{Y0 ∈
M}+W 1{Y0 /∈ M}, with W an independent uniform random variable in M.
To accomplish the approximation, we will resort to an intermediate process,
which we next describe. We start by considering Xˆd, the trap model on D
obtained from Xd by replacing its set of mean waiting times (see (1.1) above)
by {γ˜x, x ∈ D}. The intermediate process we will consider is then Xˆd restricted
toM, denoted Xˆd,M : this is the Markov process obtained from Xˆd by observing
it only when it is in M (with time stopping for Xˆd,M when Xˆd is outside M).
The approximations will be strong ones: we will couple Xd to Xˆd,M and
Xˆd,M to YM , in the spirit of Theorem 5.2 in [7], where the approximation of
Y by YM , needed here as the last step of the argument, was established. In
particular, we also couple Xd0 to Y0 so that the former converges almost surely
to the latter as d→∞.
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2.1.1 Coupling of Xˆd,M and YM
We first look at the embedded chains of Xˆd,M and YM . Let (pd,Mij )i,j∈M be
the transition probabilities of the former chain, and let pˆ = mini,j∈M p
d,M
ij . We
leave it to the reader to check that there is a coupling between both chains
which agrees at each step with probability at least Mpˆ. We resort to such a
coupling. Proposition 2 implies that
Mpˆ→ 1 (2.3)
as d→∞ for every M fixed.
Since Xˆd,M and YM have the same mean waiting times at each site, we can
couple them in such a way that they have the same waiting times at successive
visits to each site. One may also find a coupling of Xˆd,M0 and Y
M
0 such that
P(Xˆd,M0 6= YM0 )→ 0 (2.4)
as d→∞. Resorting also to that coupling, we get the following result.
Lemma 5 For every T and M fixed, we have
P(Xˆd,Mt = Y
M
t , t ∈ [0, T ])→ 1 (2.5)
as d→∞.
Proof
Let NT denote the number of jumps of Y
M in the time interval [0, T ], and
0 = t0, t1, . . . , tNT the respective jump times. We conclude from the above
discussion that
P(Xˆd,Mt = Y
M
t , t ∈ [0, T ]|NT = k) = P(Xˆd,Mti = YMti , i = 0, 1, . . . , k|NT = k)
≥ P(Xˆd,M0 = YM0 ) (Mpˆ)k, (2.6)
and the result follows from (2.3), (2.4) and dominated convergence (since Mpˆ
is bounded above by 1 for all d and M). 
2.1.2 Coupling of Xd and Xˆd,M
We couple Xd and Xˆd (the latter process was defined at the beginning of the
section) in the following way. Note that X is their common embedded chain. We
then make the successive sojourn times of Xd and Xˆd, starting from the first
ones, be given by γ˜dX1T
X1
1 , γ˜
d
X2T
X2
2 , . . . and γ˜X1T
X1
1 , γ˜X2T
X2
2 , . . ., respectively,
where the common T x1 , T
x
2 , . . ., x ∈ N∗, are i.i.d. rate 1 exponential random
variables.
With a view towards approximating Xd and Xˆd,M strongly in Skorohod
space, we introduce a time distortion function useful for that (see (2.8) below).
For K a fixed positive integer, let K denote the set {1, . . . ,K}, and consider the
successive entrance and exit times of Xd and Xˆd,M in and out of K defined as
follows. Let τ0 = τ
∗
0 = ξ0 = ξ
∗
0 = 0 and for i ≥ 1, let
τi = inf{t ≥ τ∗i−1 : Xˆd,Mt ∈ K}, τ∗i = inf{t ≥ τi : Xˆd,Mt /∈ K}, (2.7)
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Figure 1: Trajectories of Xd and Xˆd,M .
and similarly define ξi and ξ
∗
i , i ≥ 1 with Xd replacing Xˆd,M . See Figure 1
below.
Now for T > 0 fixed, let N = min{i ≥ 1 : τi > T } and define
λ˜t =


ξj +
ξ∗j−ξj
τ∗
j
−τj (t− τj), if τj < t ≤ τ∗j for some 0 ≤ j < N,
ξ∗j +
ξj+1−ξ∗j
τj+1−τ∗j (t− τ
∗
j ), if τ
∗
j < t ≤ τj+1 for some 0 ≤ j < N,
ξN + (t− τN ), if t ≥ τN .
(2.8)
Here and below, we interpret 0/0 as 1. See Figure 2 below.
Figure 2: Superimposed trajectories of Xd with time distorted by λ˜ and Xˆd,M
(left), and superposition of the graphs of λ˜ and the identitity (right).
Remark 6 With the above definition of λ˜, we first note that Xˆd,Mt = X
d
λ˜t
whenever any of both processes is visiting K before time τN .
As part of the norm in Skorohod space, we consider the class Λ of nonde-
creasing Lipschitz functions mapped from [0,∞) onto [0,∞), and the following
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function on Λ.
φ(λ) = sup
0≤s<t
∣∣∣∣log λt − λst− s
∣∣∣∣ (2.9)
We have from (2.8) above that
φ(λ˜) ≤ max
1≤j≤N
∣∣∣∣∣log ξj − ξ
∗
j−1
τj − τ∗j−1
∣∣∣∣∣ ∨ max1≤j≤N
∣∣∣∣∣log ξ
∗
j − ξj
τ∗j − τj
∣∣∣∣∣ . (2.10)
Below, we will consider the events Aj , j ≥ 0, as follows.
A0 = {Xd0 ∈ K} ∪ {there exists 0 ≤ t < ξ1 such that Xdt ∈M \ K},(2.11)
Aj = {there exists ξ∗j ≤ t < ξj+1 such that Xdt ∈M \ K}, j ≥ 1. (2.12)
It follows from Proposition 2 that for j ≥ 0
lim
d→∞
inf
x/∈M
P(Aj |Xdξ∗
j
= x) = 1−K/M. (2.13)
Notice that the probability on the left hand side of (2.13) does not depend on
j; we thus get that
lim
M→∞
lim
d→∞
P(Aj) = 1 uniformly on j ≥ 0. (2.14)
2.1.3 Conclusion of proof of Theorem 1
Let DN¯∗([0,∞)) be the (Skorohod) space of ca´dla´g functions of [0,∞) to N¯∗
with metric
ρ(f, g) := inf
λ∈Λ
[
φ(λ) ∨
∫ ∞
0
e−uρ(f, g, λ, u)du
]
, (2.15)
where
ρ(f, g, λ, u) := sup
t≥0
∣∣[f(t ∧ u)]−1 − [g(λ(t) ∧ u)]−1∣∣ ; (2.16)
see Section 3.5 in [10]; Λ and φ were defined in the paragraph of (2.9) above,
and ∞−1 = 0.
It follows from Lemma 3.11 in [7] that YM converges weakly to Y in Skorohod
space as M → ∞. In order to prove Theorem 1, it thus suffices to show the
following result.
Lemma 7 With the above construction of Xd and YM , we have that for every
ǫ > 0
lim
M→∞
lim sup
d→∞
P(ρ(Xd, YM ) > ǫ) = 0. (2.17)
Proof
Given ǫ > 0, let Tǫ = − log(ǫ/2). Then choosing λ to be the identity, noticing
that ρ in (2.16) is bounded above by 1, and using Lemma 5, we find that for
every M > 0
P(ρ(Xˆd,M , YM ) > ǫ/2) ≤ P(Xˆd,Mt 6= YMt for some t ∈ [0, Tǫ])→ 0 (2.18)
as d→∞. So, to establish Lemma 7, it suffices to prove Lemma 8 below. 
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Lemma 8 With above construction of Xd and Xˆd,M , we have that for every
ǫ > 0
lim
M→∞
lim sup
d→∞
P(ρ(Xˆd,M , Xd) > ǫ) = 0. (2.19)
Proof
Let T = Tǫ = − log ǫ, choose K such that |x−1 − y−1| ≤ ǫ for every x, y ∈
N¯
∗ \ K, and consider λ˜ as in (2.8) with such T and K. Then, by Remark 6
and (2.9), we see that it suffices to show that for every ǫ > 0
lim
M→∞
lim sup
d→∞
P
(
max
1≤j≤N
∣∣∣∣∣log ξ
∗
j − ξj
τ∗j − τj
∣∣∣∣∣ > ǫ
)
= 0, (2.20)
and
lim
M→∞
lim sup
d→∞
P
(
max
1≤j≤N
∣∣∣∣∣log ξj − ξ
∗
j−1
τj − τ∗j−1
∣∣∣∣∣ > ǫ
)
= 0. (2.21)
Proof of (2.20)
One readily checks that
max
1≤j≤N
∣∣∣∣∣log ξ
∗
j − ξj
τ∗j − τj
∣∣∣∣∣ ≤ maxx∈K
∣∣∣∣log γ˜dxγ˜x
∣∣∣∣ , (2.22)
and (2.20) follows immediately from the assumption that γ˜d → γ˜ as d→∞.
Proof of (2.21)
Let γ˜d,K = {γ˜d,Kx := γ˜dx ∧ γ˜dK , x ∈ D}, and consider the trap model Xd,K
with mean waiting times γ˜d,K coupled to Xd so that both processes have
the same embedded chain X and the respective sojourn times are given by
γ˜d,KX1 T
X1
1 , γ˜
d,K
X2 T
X2
2 , . . . and γ˜
d
X1T
X1
1 , γ˜
d
X2T
X2
2 , . . .
Let now X˜d,K denote the process Xd,K restricted to K (analogously as
Xˆd,M), with X˜ its embedded chain. Let NK denote the number of jumps
of X˜d,K up to time T . Notice that NK is a Poisson process with rate 1/γ˜dK in-
dependent of X and of the history of Xd in the time intervals [ξ∗j , ξj+1), j ≥ 0.
Thus, the probability on the left hand side of (2.21) is bounded above by
P
(
max
1≤j≤NK
∣∣∣∣log UjVj
∣∣∣∣ > ǫ
)
≤
∞∑
n=1
n∑
j=1
P
(∣∣∣∣log UjVj
∣∣∣∣ > ǫ
)
P(NK = n), (2.23)
where Uj := ξj−ξ∗j−1 and Vj := τj−τ∗j−1. We now estimate the first probability
on the right hand side of (2.23). We first note that from (2.14), and the fact that
E(NK) is finite and independent of d,M , we may insert Aj in that probability.
We next write Uj = Wj + Rj , where Rj is the time spent by X
d in D \ M
during the time interval [ξ∗j−1, ξj). From the elementary inequality | log(x+y)| ≤
| log x|+ y, valid for all x, y > 0, we get that
P
(∣∣∣∣log UjVj
∣∣∣∣ > ǫ, Aj
)
≤ P
(∣∣∣∣log WjVj
∣∣∣∣ > ǫ/2, Aj
)
+ P (Rj > ǫVj/2) . (2.24)
Arguing as in (2.22) above, we find that the first event in the first probability
on the right hand side of (2.24) is empty as soon as maxx∈M
∣∣∣log γ˜dxγ˜x
∣∣∣ ≤ ǫ/2,
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thus from γ˜d → γ˜ as d→∞ we only need to consider the second probability on
the right hand side of (2.24). One readily checks that it is bounded above by
max
x/∈K
P
(
Rj > ǫVj/2
∣∣∣Xdξ∗
j−1
= x
)
(2.25)
for all j ≥ 0, and that the above expression does not depend on j. It is enough
then to show that for any ǫ > 0
P
(
R1 > ǫV1|Xd0 = x
)
=: Px(R1 > ǫV1)→ 0 (2.26)
as d→∞ and then M →∞, uniformly in x > K. This is readily seen to follow
from the facts that
lim
M→∞
lim sup
d→∞
max
x/∈K
Px(R1 > ǫ) = 0 (2.27)
for any ǫ > 0, and that, given δ > 0, there exists ǫ > 0 such that
lim sup
M→∞
lim sup
d→∞
max
x/∈K
Px(V1 ≤ ǫ) ≤ δ. (2.28)
Proof of (2.27)
Let x /∈ K be arbitrary. We will estimate
Ex(R1) := E(R1|Xd0 = x) =
d∑
y=M+1
γ˜dy Ex(L(y)), (2.29)
where L(y) is the number of visits of X to y from time 0 till its first entrance
in K.
Let Ky = K ∪ {y} and consider the discrete time Markov process X¯ such
that X¯0 = x and otherwise X¯ is the restriction of X to Ky = K ∪ {y}, and let
L¯(y) denote the number of visits of X¯ to y from time 0 till its first entrance in
K. Clearly,
L(y) = L¯(y). (2.30)
Now let X ∗ denote the Markov chain on Ky ∪ {x} with the following set of
transition probabilities. Let p1 = (p1wz, w, z ∈ Ky ∪ {x}), and p2 = (p2wz, w, z ∈
Ky ∪ {x}) denote the sets of transition probabilities of X¯ and X ∗, respectively.
We make
p2xy = p
2
yy = p
∗ := max{p1wz; w = x, y; z ∈ Ky}, (2.31)
and the remaining p2wz can be assigned arbitrarily with the only obvious con-
dition that p2 is a set of transition probabilities on Ky. Let L∗(y) denote the
number of visits of X ∗ to y from time 0 till its first entrance in K. One readily
checks that L∗(y) is a Geometric random variable with parameter 1 − p∗ and
that it stochastically dominates L¯(y). From this and (2.30), we conclude that
Ex(L(y)) ≤ p
∗
1− p∗ (2.32)
uniformly in x /∈ K. Proposition 2 then implies that
lim sup
d→∞
max
x/∈K
Ex(L(y)) ≤ 1
K
. (2.33)
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It follows readily from this, (2.29) and the assumption that γ˜d → γ˜ as d → ∞
that
lim sup
d→∞
max
x/∈K
Ex(R1) ≤ 1
K
∞∑
y=M+1
γ˜y, (2.34)
and (2.27) follows (using Markov’s inequality), since γ˜ is a finite measure on N∗.
Proof of (2.28)
Let us fix x0 /∈ K. Consider the Markov process Z = (Zt)t≥0 onM such that
Z0 = x0, for every x ∈ M the waiting time at x before jumping is exponential
with mean γ˜x, and the transition probability to y ∈ M equals pˆ, if y /∈ K, and
1−(M−K)pˆ
K , if y ∈ K, where pˆ was defined in the paragraph of (2.3) above.
One readily checks that, given Xd0 = x0, V1 stochastically dominates S, the
time Z spends inM\K before hitting K for the first time. Since γ˜x is decreasing
in x, by the construction of Z, we have that, for every L ∈ {K + 1, . . . ,M}, S
dominates stochastically the random variable γ˜LT 1C , where C is the event that
Z visits {K + 1, . . . , L} before hitting K for the first time, T is an exponential
random variable of rate 1, and 1· is the usual indicator function.
Let now Z denote the embedded chain for Z, and TL = inf{n ≥ 1 : Zn ∈
{1, . . . , L}}. Then
P(C|Z0 = x0)
= P(ZTL ∈ {K + 1, . . . , L}|ZTL ≤ L,Z0 = x0)
=
(L −K)pˆ
K
[
1−(M−K)pˆ
K
]
+ (L−K)pˆ
=
(L−K)pˆ
1− (M − L)pˆ
=
(L−K)Mpˆ
(1−Mpˆ)M + LMpˆ →
(L−K)
L
= 1− K
L
(2.35)
as d→∞ uniformly in x0; see (2.3).
We conclude that
lim sup
M→∞
lim sup
d→∞
max
x/∈K
Px(V1 ≤ ǫ) ≤ P(γ˜LT ≤ ǫ) + K
L
(2.36)
for everyK < L. Thus, givenK and δ > 0, we first choose L such that KL ≤ δ/2,
and then ǫ > 0 such that P(γ˜LT ≤ ǫ) ≤ δ/2, and we are done. 
3 The REM-like trap model and the Random
hopping times dynamics for the REM
In this section we apply Theorem 1 to obtain the scaling limits of two disordered
trap models in the hypercube, namely trap models in the hypercube whose mean
waiting times are random variables.
3.1 The REM-like trap model
Let τd := {τdv , v ∈ V}, an i.i.d. family of random variables in the domain of
attraction of an α-stable law with 0 < α < 1, be the mean waiting times of
a trap model in H. Let us then consider as before τ˜d := {τ˜dx , x ∈ D}, the
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decreasing order statistics of τ (with an arbitrary tie breaking rule), and let Y d
be the mapped process on D.
Now let cd be a scaling factor such that τˆ
d := cd τ˜
d converges to the incre-
ments in [0, 1] of an α-stable subordinator. Namely,
cd =
(
inf{t ≥ 0 : P(τ0 > t) ≤ 2−d}
)−1
. (3.1)
Let us now consider Y d speeded up by cd, namely Yˆ
d
t = Y
d(t/cd), t ≥ 0.
Notice that Yˆ d is a trap model on H with mean waiting times given by τˆd.
Let γˆ = {γˆi, i ∈ N∗} denote the increments in [0, 1] of an α-stable subordi-
nator in decreasing order.
Corollary 9 Suppose that τˆd0 converges weakly to a probability measure µ on
N¯
∗. Then
(Yˆ d, τˆd)⇒ (Y, γˆ), (3.2)
where Y is a K process with parameter γˆ and initial measure µ, and ⇒ means
weak convergence in the product of Skorohod norm and weak convergence norm
in the space of finite measures in N∗.
Remark 10 In [7], a similar result was proved for the REM-like trap model in
the complete graph. See Theorem 5.2 in that reference.
Proof of Corollary 9
We can suppose that we are in a probability space where τˆd → γˆ almost
surely (see proof of Theorem 5.2 in [7] for an explicit argument). We can then
invoke Theorem 1 to get that Yˆ d ⇒ Y , and the full result follows. 
3.2 Random Hopping Times dynamics for the REM
This is a dynamics whose equilibrium is the Random Energy Model. Let Hd :=
{Hdv , v ∈ V} be an i.i.d. family of standard normal random variables, and make
τd := {τdv , v ∈ V}, where τdv = eβ
√
dHdv . Defining now τ˜d, τˆd, Y d and Yˆ d as
above, with
cd = e
− 2 log 2
α
d+ 12α log d, (3.1)
with α =
√
2 log 2/β, we have that, if α < 1, then Corollary 9 holds in this case
as well, with γˆ and µ as before.
The proof starts from the known result that in this case τˆd ⇒ γˆ (see Remark
to Theorem 2 in [11]). Again, as in the proof of Corollary 9 above, we can go to
a probability space where the latter convergence is almost sure, and close the
argument in the same way.
Remark 11 The time scale t→ t/cd adopted in the above models is the ergodic
time scale mentioned in [12]. Under shorter scalings (i.e., t→ t/c′d, with c′d >>
cd) the model exhibits aging (when starting from the uniform distribution), and
under longer ones (c′d << cd), the model reaches equilibrium. More precisely,
under shorter scalings, we have that as d→∞
Pµd
(
Y d(t/c′d) = Y
d((t+ s)/c′d)
)→R(s/t), (3.2)
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where µd is the initial uniform distribution on D, and R is a nontrivial function
such that R(0) = 1 and limx→∞R(x) = 0. Indeed, for the models of this section
(as well as in many other instances in the references), R is the arcsine law:
R(x) = sin(πα)
π
∫ 1
x
1+x
s−α(1− s)α−1 ds. (3.3)
See [13]. Under longer scalings, it can be shown that Y d(t/c′d) ⇒ γ¯ as d → ∞
for every t > 0, where γ¯ is γˆ normalized to be a probability measure. It is the
limiting equilibrium measure, or more precisely, the equilibrium measure of Y .
Remark 12 It can be shown that Y exhibits aging at a vanishing time scale
(when starting from ∞), i.e.
P∞ (Y (ǫt) = Y (ǫ(t+ s)))→ R(s/t) (3.4)
as ǫ→ 0. See Theorem 5.11 in [7]. This is in agreement with (3.2).
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