Abstract. We present a family of complete acyclic Morse matchings on the face lattice of a hypersimplex. Since a hypersimplex is a convex polytope, there is a natural way to form a CW complex from its faces. In a future paper we will utilize these matchings to classify every subcomplex whose reduced homology groups are concentrated in a single degree and describe a homology basis for each of them.
Introduction
The standard n-simplex is the polytope whose vertices are the (0, 1)-vectors in R n+1 that sum to 1. A hypersimplex is a generalization of the n-simplex whose vertices are the same vectors that instead sum to k where 1 ≤ k ≤ n. The subject of study in this paper is focused around this family of polytopes and more specifically, their face lattices.
In previous work [4] , Green classified the faces of a different polytope, known as the half cube. They assemble naturally into a regular CW complex, C n . This complex contained an interesting subcomplex C n,k , obtained by deleting the interiors of all the half cube shaped faces of dimension l ≥ k. It was also shown in [4, Theorem 3.3 .2] that the reduced homology of C n,k is free over Z and concentrated in degree k − 1 by utilizing a partial acyclic matching on the Hasse diagram of the face lattice of C n,k .
The Coxeter group W (D n ) acts naturally on the (k − 1)-st homology of C n,k . Using results from [4] , Green then computed the character of this representation (over C) in [5, Theorem 4.4] . Finally, a construction of a complete acyclic matching was given in [6] and this led to a description of an explicit basis for the (k − 1)-st homology of C n,k .
In Section 5, we continue the work started in [6] by constructing a family of complete matchings on the Hasse diagram corresponding to the faces of a hypersimplex. The main result of this paper (Theorem 6.11) then shows that these matchings are acyclic. It should be noted that the existence of such a matching is neither surprising nor the point. In a future paper we will show how the construction, and not the existence, allows us to give a description of the characters of the representation that arises from the Coxeter group W (A n ) acting naturally on the hypersimplex, classify subcomplexes whose reduced homology groups are concentrated in a single degree, and describe an explicit basis for these homology groups. We also believe that finding such a matching on the face lattices of polytopes is an aesthetically pleasing goal in its own right. The work here is based on the Ph.D. thesis of the author [7] , which was directed by R.M. Green.
The Hypersimplex
In this section we introduce some notation and explore some of the properties of a hypersimplex that will be needed in the subsequent sections.
Definition 2.1. A subset K ⊂ R n is said to be convex if the straight line segment between any two points in K is also contained in K. For any K ⊂ R n , the smallest convex set containing K can be constructed as the intersection of all convex sets that contain K and is known as the convex hull of K. A polytope is the convex hull of a finite set of points in R n .
Note that if H is a hyperplane in R n , then the complement R n − H has two open components. A closed halfspace is the union of one of those two components with the hyperplane. Definition 2.3. Let P ⊆ R n be a polytope. A face F of P is either P itself or the intersection of P with a hyperplane such that P is contained in one of the two closed halfspaces determined by the hyperplane. The faces of dimension 0, 1, and i are called the vertices, edges, and i-faces of P respectively.
In this paper we will investigate the properties of the following polytope.
Definition 2.4. Let J(n, k) be the polytope equal to the convex hull of the points in R n with exactly k 1's and n − k 0's. For any value of n and k such that 1 ≤ k ≤ n − 1, this polytope is called a hypersimplex.
It turns out that every face of a polytope is equal to the convex hull of a subset of the vertices. We will use the following definition to fully describe the face lattice of the hypersimplex.
Definition 2.5. Let S be a sequence of length n made up of 0's, 1's, and *'s. Define F (S) to be the face of J(n, k) equal to the convex hull of the set of vertices of this polytope whose coordinates written out in a sequence differ from S only where S has a *. Define S(0) and S(1) to be the number of 0's and 1's in the sequence S respectively. Example 2.6. Let S = 11***00 with n = 7 and k = 3. Then F (S) is equal to the convex hull of (1, 1, 1, 0, 0, 0, 0), (1, 1, 0, 1, 0, 0, 0), and (1, 1, 0, 0, 1, 0, 0). Proposition 2.7. The faces of J(n, k) are as follows:
Proof. One proof of this can be found in [7, Proposition 1.3 .10] and is likely to be wellknown.
CW complexes and Cellular Homology
In this section we show how to naturally construct a CW complex from a hypersimplex in a way that generalizes to any convex polytope. We start by recalling several definitions. (i) An n-cell, e = e n is a homeomorphic copy of the open n-disk D n − S n−1 , where D n is the closed unit ball in Euclidean n-space and S n−1 is its boundary, the unit (n − 1)-sphere. We call e a cell if it is an n-cell for some n and define dim(e) = n.
(ii) If a topological space X is a disjoint union of cells X = {e | e ∈ E}, then for each
Definition 3.2. A finite CW complex is an ordered triple (X, E, Φ), where X is a Hausdorff space, E is a family of cells in X, and {Φ e | e ∈ E} is a family of maps, such that (i) X = {e | e ∈ E} is a disjoint union;
(ii) for each k-cell e ∈ E, the map Φ e : D k −→ e ∪ X (k−1) is a continuous map such that
If the maps Φ e are all homeomorphisms, the CW complex is called regular. In this paper, we will only consider CW complexes that are regular.
, where
and Im Φ e ⊂ |E ′ | for every e ∈ E ′ .
Proposition 3.4. Let K be the hypersimplex J(n, k) regarded as a subspace of R n , and let E be the union of the following two sets:
(i) the set of vertices of J(n, k);
(ii) the set of interiors of all i-faces of J(n, k) for all 0 < i < n. Later on it will be necessary to compute the homology groups that arise from subcomplexes of the CW complex corresponding to J(n, k). Cellular homology is a convenient theory for doing exactly that. We do not recall the full definition here, but instead direct the reader to 
Discrete Morse Theory
Even though cellular homology simplifies finding the homology groups by some amount, it would make things much easier if our CW complex always had the property that no two of its cells were in adjacent dimensions. In general this does not happen and we can not just modify a CW complex and expect it to produce the same homology groups. However the techniques introduced in this section, which were invented by Forman [1] , will give us a CW complex that is homotopic to ours and that have this desired property in most of the cases later on. (ii) every cell of K lies in at most one such pair.
We call a cell of K matched if it lies in one of the above pairs and unmatched otherwise. Finding a complete acyclic matching for the CW complex associated with the hypersimplex will be the focus of Section 5. Theorem 4.6 (i) makes it much easier to show that this matching will be acyclic and this will be the focus of Section 6.
Example 4.7. Consider the hypersimplex J(3, 1) and let V 1 be the discrete vector field as in Example 4.4. It can be seen by using brute force that this is not an acyclic partial matching because there exist several directed cycles, for example, there is one that follows the path A, AC, C, BC, B, AB, A. We could also prove this by using Theorem 4.6 (i) since A, AB, B, BC, C, AC, A is a nontrivial closed V 1 -path. Notice that the second path is the same as the first except in reverse order. This is because a directed cycle follows the arrows, while a V -path goes against the arrows by definition.
On the other hand let V 2 be the discrete vector field made up of the following pairs of faces:
(∅, A), (B, AB), (C, AC), and (BC, ABC).
This does turn out to be an acyclic matching and in this case it is even a complete matching.
We can see that this is acyclic by once again checking for any cycles in the diagram in Figure   2 through brute force. Proving this otherwise takes a little bit more work, as will be seen in Section 6.
Figure 2. Example of a cyclic and an acyclic matching
Construction of Matchings
In this section we will define a family of matchings dependent on two integers m 0 and m 1 , where 0 ≤ m 0 ≤ n − k − 1 and 1 ≤ m 1 ≤ k − 1. These two numbers will allow us to make adjustments to the matching relative to the faces F (S) where S(0) = m 0 and S(1) = m 1 .
We start by matching the vertex v 0 = (1, . . . , 1, 0, . . . , 0) with ∅. Next we fix m 0 and m 1 and then match F (S) with F (S ′ ) where S ′ is obtained from S by doing one of the following replacements to S: then replace the rightmost * with a 1.
there is no 1 to the right of the rightmost *, and there is a 0 to the left of the leftmost *, then replace the leftmost 0 with a *. F (0100*0*1) and F (0100*0**) are matched by (1)(a) and (2)(a);
F (0*00*0*1) and F (0*00*0**) are matched by (1)(b) and (2)(b);
F (***0*0*1) and F (***0*0**) are matched by (1)(c) and (2)(c);
F (0100*1*0) and F (*100*1*0) are matched by (3) and (4); F (0****0*1) and F (*****0*1) are matched by (5) and (6);
F (0****0**) and F (*****0**) are matched by (7) and (8);
F (10010100) and F (1*010*00) are matched by (9) and (10).
We will later on refer back to these rules to describe faces. A face F (S) of type 1 is one such that S satisfies the conditions of (1)(a), (b), or (c), a face of type 3 is one such that S satisfies the conditions of (3), and so on.
Remark 5.2. There are a few things here worth pointing out. First of all, if F (S) is a face of type 1-8 or 10, then S(0) < n − k and S(1) < k and hence S contains at least two *'s.
Therefore F (S) is the convex hull of more than one point and cannot be a vertex. Also notice that if we are given a face F (S) then (1), (3), (5), and (7) replace a 0 or 1 in S with a * and hence match this face to one of higher dimension. On the other hand (2), (4), (6), and (8) replace a * in S with a 0 or 1 which matches the given face to one of lower dimension.
Similarly (9) matches a vertex with an edge, which is a face of higher dimension, and (10) matches an edge to a vertex. (ii) If F (S ′ ) is matched with F (S) by (j) , then F (S) is matched with F (S ′ ) by (i).
Lemma 5.5. Consider the ten rules from Section 5.
(i) The rules (1)(a) and (2)(a) are inverses of each other.
(
ii) The rules (1)(b) and (2)(b) are inverses of each other. (iii) The rules (1)(c) and (2)(c) are inverses of each other.
Proof. First suppose that S satisfies the conditions of (1)(a) and so S(1) = m 1 , S(1) ≤ k − 1, and there is a 1 to the right of the rightmost * in S. Then by (1), S ′ is obtained from S by replacing the rightmost 1 with a *, so S ′ (1) = S(1)
and there is no 1 to the right of the rightmost * in S ′ . Therefore S ′ satisfies the conditions of (2)(a) and hence will be matched to the face F (S ′′ ) where S ′′ is obtained from S ′ by replacing the rightmost * with a 1. This gives us S ′′ = S as desired.
Next suppose that S satisfies the conditions of (1) 
, and there is no 1 to the right of the rightmost * in S ′ . Therefore S ′ satisfies the conditions of (2)(b) and hence will be matched to the face F (S ′′ ) where S ′′ is obtained from S ′ by replacing the rightmost * with a 1. This gives us S ′′ = S as desired.
Next suppose that S satisfies the conditions of (1)(c) and so S(1) = m 1 , S(1) ≤ k − 1, S(0) = m 0 , there is a 1 to the right of the rightmost * in S, and there is not a 0 to the left of the leftmost *. Then by (1), S ′ is obtained from S by replacing the rightmost 1 with a *,
, there is no 1 to the right of the rightmost * in S ′ , and there is not a 0 to the left of the leftmost *. Therefore S ′ satisfies the conditions of (2)(c) and hence will be matched to the face F (S ′′ ) where S ′′ is obtained from S ′ by replacing the rightmost * with a 1. This gives us S ′′ = S as desired.
What remains to be shown in this case is that if we have a face F (S ′ ) of type 2 then there is some face F (S) of type 1 that matches with it. Notice that S ′ has no 1 to the right of the rightmost * and hence when we consider the sequence S obtained by replacing the rightmost * in S ′ with a 1, we see that S satisfies the conditions of (1) and that F (S) will be matched with F (S ′ ) as desired.
Lemma 5.6. The rules (3) and (4) are inverses of each other.
Proof. Suppose first that S satisfies the conditions of (3) and so
there is no 1 to the right of the rightmost *, and there is a 0 to the left of the leftmost *. Then by (3), S ′ is obtained from S by replacing the leftmost 0 with a *, so S ′ (1) = S(1) = k − 1,
there is no 1 to the right of the rightmost *, and there is no 0 to the left of the leftmost *. Therefore S ′ satisfies the conditions of (4) and hence will be matched to the face F (S ′′ ) where S ′′ is obtained from S ′ by replacing the leftmost * with a 0. This gives us S ′′ = S as desired. Now let S satisfy the conditions of (4) and so S(1) = k − 1, S(0) ≤ n − k − 2, there is no 1 to the right of the rightmost *, and there is no 0 to the left of the leftmost *. Then by (4), S ′ is obtained from S by replacing the leftmost * with a 0, so S ′ (1) = S(1) = k − 1,
there is no 1 to the right of the rightmost *, and there is a 0 to the left of the leftmost *. Therefore S ′ satisfies the conditions of (3) and hence will be matched to the face F (S ′′ ) where S ′′ is obtained from S ′ by replacing the leftmost 0 with a *. This gives us S ′′ = S as desired.
Lemma 5.7. The rules (5) and (6) are inverses of each other and the rules (7) and (8) are inverses of each other.
Proof. This proof is similar to that of Lemma 5.6.
Lemma 5.8. The rules (9) and (10) are inverses of each other.
Proof. Suppose first that S satisfies the conditions of (9) 
Proof that the Matchings are Acyclic
First recall that S is a sequence of 0's, 1's, and *'s. For notational purposes it will be helpful to break up S into subsequences of only 0's and 1's and subsequences of only *'s. Example 6.1. Suppose we have an edge given by F (S). Since F (S) is an edge, S has exactly two *'s and therefore we can write F (S) = F (f 1 * f 2 * f 3 ). Suppose also that 1 ∈ f 3 , then in order to help show the location of the rightmost 1 in f 3 we could also write f 3 = f ′ 3 10 · · · 0 since it is only possible for either a sequence of 0's or ∅ to be to the right of the rightmost 1 in f 3 .
Next, following the language of Forman [1] introduced in Section 4, if K is the CW complex formed by the faces of J(n, k) then let V be the discrete vector field on K defined by the collection of pairs of matched faces. Recall that a V -path is a sequence of cells
such that for each i = 0, . . . , r, each of a i and a i+1 is a codimension 1 face of b i , each (a i , b i ) belongs to V (hence a i is matched with b i ), and a i = a i+1 for all 0 ≤ i ≤ r. If r ≥ 0, we call the V -path nontrivial, and if a 0 = a r+1 , we call the V -path closed.
such that a r+1 = a ′ 0 , define their concatenation to be the following V -path:
We will now show in Lemmas 6.3-6.9 that there are no nontrivial, closed V -paths when a 0
is not a vertex and deal with the case when it is a vertex in Lemma 6.10. Proof. In this case f i+1 = f ′ i+1 10 · · · 0 and so
In order to choose a 1 , we can replace any * except the rightmost with 0 or 1 or replace the rightmost * with 0 since a 1 = a 0 . Either way, S ′ (1) ≤ S(1) ≤ k − 1 and so a 1 cannot be of type 9. First consider the case when we replace the rightmost * with 0 making
If we assume that a 1 is of type 7 or 8 then S(0) = S ′ (0)−1 < m 0 and S(1) = S ′ (1)+1 = m 1 and hence a 0 would not be of type 1 which is a contradiction. Also, a 1 cannot be of type 3 or 4 since S ′ (1) < S(1) ≤ k − 1 and so a 1 must be of type 1, 2, 5, 6, or 10. Either way the result from S to S ′ was that we replaced the rightmost 1 with a 0.
Next consider the case when we replace any * except the rightmost with a 0 or 1, then we
(since we do not know and it will not matter which * was replaced) and hence
Notice that there is no 1 to the right of the rightmost * and so a 1 is of type 2, 3, 4, 7, 8, or 10. Either way the result from S to S ′ was that we replaced the rightmost 1 with a *. Proof. In this case f 1 = 1 · · · 10f ′ 1 , f i+1 = 0 · · · 0, and S(1) = k − 1 and so
In order to choose a 1 = F (S ′ ) we can replace any * except the leftmost only with a 0 since
No matter what is replaced, S(1) = S ′ (1) = k − 1 and so a 1 cannot be of type 2, 7, 8, or 9.
First consider the case when any * but the leftmost or rightmost is replaced by a 0, then
In this case there is no 1 to the right of the rightmost * in S ′ and so a 1 cannot be of type 1, 5, or 6. Similarly there is no 0 to the left of the leftmost * in S ′ and so a 1 cannot be of type 3. Therefore a 1 is of type 4 or 10. Also, going from S to S ′ does not change the rightmost *.
Next consider the case when the rightmost * is replaced by a 0 and so
There is no 0 to the left of the leftmost * in S ′ and so a 1 is not of type 3 or 5. Therefore a 1
can only be of type 1, 4, 6, or 10. Either way going from S to S ′ replaces the rightmost * with a 0.
Proof. In this case f 1 = 1 · · · 10f ′ 1 and f i+1 = f ′ i+1 10 · · · 0 and so we have
There are again two cases for choosing a 1 , but either way
and so a 1 cannot be of type 9. For the first case, replace any * except the leftmost by a 0.
Since there is a 1 to the right of the rightmost *, a 1 cannot be of type 2, 3, 4, 7, 8, or 10.
Also since there is not a 0 to the left of the leftmost *, a 1 cannot be of type 5 and so a 1 can be of type 1 or 6.
On the other hand if we replace any * by a 1 we again have that there is a 1 to the right of the rightmost * and so a 1 cannot be of type 2, 3, 4, 7, 8, or 10. However this time S ′ (1) = S(1) + 1 = m 1 + 1 and so a 1 cannot be of type 5 or 6 either. Therefore a 1 must be of type 1.
one of three things can happen: Proof. In this case f 1 = 1 · · · 10f ′ 1 and f i+1 = 0 · · · 0 and so we have
This time choosing a 1 will be broken up into three cases, but in all of them S ′ (0) ≤ S(0) ≤ m 0 ≤ n − k − 1 and so a 1 cannot be of type 9. In the first case replace the rightmost * by 0 and so S ′ (1) = S(1) = m 1 − 1 ≤ k − 2. This means a 1 cannot be of type 3, 4, 5, 6, or 10.
Also there is no 0 to the left of the leftmost * and so a 1 cannot be of type 7 either. Therefore a 1 can be of type 1, 2, or 8.
For the second case either replace any * but the leftmost or rightmost by a 0 or replace any * but the rightmost by a 1. Either way going from S to S ′ leaves the rightmost * unchanged.
Next note that there is no 1 to the right of the rightmost * and hence a 1 cannot be of type 1, Proof. First notice that in order to get from S (j) to S (j+1) for any j ≥ 0 either a 0 or 1 in S (j) is changed to a * based on the ten rules for matching faces and then a * is replaced by a 0 or 1. Furthermore, every a i has the same dimension as a 0 by definition of a V -path and since a 0 is a face of type 1 and hence not a vertex, none of the a i are vertices. Therefore we will never utilize rule (9) .
Recall that a face of type 1 looks like
If there are any 0's to the right of the rightmost 1 in S then they remain unchanged while going from S (j) to S (j+1) for any j ≥ 0, since the only rules other than (9) that involve replacing a 0 with a * require that the 0 be to the left of the leftmost *.
If the rightmost 1 of S is replaced with a 0 while going from S to S (j) for any j ≥ 1, then there are no *'s to the right of that 0 in S (j) . Therefore that 0 will remain fixed while going from S (j) to S (r+1) because again, the only rules other than (9) that involve replacing a 0 with a * require that the 0 be to the left of the leftmost * and so a 0 = a r+1 . If we let F (S ′ ) be the last face in each V -path above, then we finish this proof by showing case by case that the rightmost 1 in S is replaced by a 0 while going from S to S ′ . This implies a 0 = a r+1 by Lemma 6.7, contradicting the assumption that the V -path is closed.
If our V -path starts as in (i) or (iii), then Lemma 6.3 shows that the rightmost 1 in S is replaced by a 0 while going from a 0 to a 1 .
If our V -path starts as in (ii), then Lemma 6.3 shows that the rightmost 1 in S is replaced by a * while going from a 0 to a 1 and Lemma 6.4 shows that this * is then replaced by a 0 while going from a 1 to a 2 .
If our V -path starts as in (iv), then Lemma 6.3 shows that the rightmost 1 in S is replaced by a * while going from a 0 to a 1 and Lemma 6.6 shows that this * is then replaced by a 0 while going from a 1 to a 2 .
If our V -path starts as in (v), then Lemma 6.3 shows that the rightmost 1 in S is replaced by a * while going from a 0 to a 1 ; Lemma 6.6 shows that this * is unchanged while going from a 1 to a 2 ; and finally Lemma 6.4 shows that this * is then replaced by a 0 while going from a 2 to a 3 . Notice the net result from S to S ′ was that the rightmost 1 was moved to its left.
Assume that a 0 , b 0 , a 1 , . . . , b r , a r+1 is a closed V -path such that a 0 is a vertex and that a i = F (S (i) ) for 0 ≤ i ≤ r + 1. For the same reasons as above none of the a i can be equal to {v 0 } and going from S (i) to S (i+1) always moves the rightmost 1 to its left and therefore a 0 = a r+1 , which is a contradiction.
Theorem 6.11. The matchings described in Section 5 are acyclic.
Proof. This follows from Theorem 4.6 (i) which says that there are no nontrivial, closed Vpaths if and only if V is an acyclic matching of the Hasse diagram of K. We have already
shown there are no nontrivial closed V -paths in Lemmas 6.8-6.10 and so we are done.
