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Welcome to the UK e-Science All Hands Meeting 2003 
2-4
th September, Nottingham, UK 
 
Dear e-Science collaborators, 
 
We hope that you enjoyed the first e-Science All-Hands meeting at the Sheffield 
Hallam Conference Centre, and that it led to interesting and productive discussions 
and collaborations.  
 
The second All Hands Meeting is being held at the East Midlands Conference Centre, 
Nottingham on 2 – 4 September.  The theme of this meeting is Delivering e-Science – 
at this point in the programme many projects have deliverables to share and a clear 
understanding of the effort required to deliver the e-Science vision exists. 
 
The goal of the meeting, therefore, is to provide a forum in which information on e-
Science projects in all disciplines can be communicated and capabilities being 
developed within projects can be demonstrated. 
 
Beginning mid morning on Tuesday 2nd September and ending late afternoon on 
Thursday 4th, the meeting will  comprise presentations by groups from throughout the 
UK who are active in e-Science projects – Research Council pilot projects, e-Science 
centre industrial projects, IRC projects and others, poster sessions, parallel workshop 
sessions and Birds of a Feather sessions.  The schedule will also include a number of 
invited UK and international speakers from leading Grid and e-Science activities.   
There will be a proceedings of the conference. 
 
A buffet dinner will be provided during the poster session on Tuesday evening and a 
conference dinner is planned for Wednesday evening. 
 
We hope that this schedule mix will provide a stimulating and engaging environment. 
 
See you in Nottingham! 
 
 
Prof Tony Hey 
Director, e-Science Core Programme 
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AHM Chair: Welcome and Introduction 
 
Dear Colleagues 
 
This is the second All Hands e-Science Meeting to be held in the UK.  Last year, a 
successful meeting was held at Sheffield under the title 'Building Bridges in e-Science'.  
This year the location is Nottingham and the theme of the Meeting is 'Delivering e-
Science'.  This is an important conference for the UK's e-Science Initiative as it provides 
a forum for all e-Science researchers, developers and users, and those who are just 
curious to see the project results and what progress which has been made in the area.   
 
The Meeting has been structured into an academic programme which comprises oral 
presentations, poster sessions, mini-workshops and "birds of a feather" sessions.  In 
addition there is a major exhibition which provides a forum to demonstrate e-Science 
results and achievements.  Each of the Regional e-Science Centres and many other 
projects under the e-Science umbrella, have taken booths in the Exhibition Hall to 
demonstrate their work.  Delegates are invited to spend time at the Exhibition talking to 
the experts involved in a wide range of projects.   
 
The academic Programme includes three major Keynote Addresses and we would like to 
express our thanks and appreciation to all of the speakers for generously giving of their 
time to participate in the Meeting.  We have Professor Miron Livny from the University 
of Wisconsin, Professor Rick Stevens from the Argonne National Laboratory and 
Professor Jim Hendler from the University of Maryland. They will be covering a range of 
topics including middleware, high performance computing and the semantic web. 
 
As you may know, we issued a call for paper submissions with a deadline in June. 
Almost two hundred submissions were received by the Programme Committee.  After 
review, approximately eighty of these were selected for presentation in formal sessions of 
the meeting.   Many of the others will be presented in poster sessions while others are 
included in the “birds of a feather" sessions and the mini-workshops. 
 
 I wish to thank all who participated in the review process and those who have arranged 
contributions into clusters in order to facilitate good interaction and stimulate discussion 
across the range of disciplines attending the Meeting.   Promoting interdisciplinary 
interaction among e-Science workers is one of the most important goals of this Meeting.  
This year the High Performance Computing Users Annual Meeting is being held as part 
of the All Hands Meeting.  On Wednesday the Keynote Address and some of the sessions 
are devoted to topics in High Performance Computing (HPC).  This is in order to 
facilitate interaction between the HPC and e-Science communities. 
 
I wish to thank the members of the Programme Committee for all of their work towards 
making this event a success.  Carol Becker deserves special mention for her sterling 
efforts as Conference Organiser and the staff at the National e-Science Centre have 
helped enormously. Ultimately, however, the success of the conference will be judged by 
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how well the delegates have participated, learnt, interacted and established contacts with 
other researchers in different fields.   The Programme Committee and the e-Science 
Directorate have provided the funding, the venue, and the environment to allow these 
objectives to be achieved.  It is now up to all of us to ensure that the Meeting is an 
outstanding success.   
 
I wish you a successful, stimulating and rewarding meeting and look forward to seeing 
you again at future All Hands Meetings. 
  
 
Prof Ron Perrott 
Chairman 
All Hands Programme Committee  
 
 
All Hands Conference 2003 Programme Committee 
 
Representatives: 
 
Professor Ron Perrott     Queens University, Belfast (Chair)   
Professor Malcolm Atkinson   NeSC 
Professor Geoffrey Barton    University of Dundee  
Dr Elena Blanco      University of Oxford 
Dr John Brooke      University of Manchester 
Professor Simon Cox  University of Southampton  
Dr Paul Durham      CCLRC 
Dr Neil Geddes      PPARC 
Mr Mark Hayes      University of Cambridge 
Professor Andy Keane    University of Southampton 
Dr Bryan Lawrence      RAL (NERC) 
Professor Tom Rodden    University of Nottingham (ESRC) 
Professor David Walker    University of Cardiff 
 
Officials: 
 
Dr Anne Trefethen      EPSRC/DTI 
Carol  Becker     EPSRC 
Dolly  Parkinson    EPSRC 
Deborah  Miller   EPSRC 
Anna  Kenway     NeSC 
Gill  Maddy     NeSC 
Audrey  Canning    DTI 
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Proceedings of UK e-Science All Hands Meeting 2003 
2-4
th September, Nottingham, UK 
 
 
Welcome to the Proceedings of the UK e-Science All Hands meeting 2003. On this CD 
you will find pdf versions of the papers which were presented as talks and posters at the 
conference. 
 
Many thanks from me to the following who assisted in the production of the proceedings: 
 
- The All Hands Meeting 2003 programme committee for refereeing the papers: 
Professor Ron Perrott, Professor Malcolm Atkinson, Professor Geoffrey Barton, Dr Elena 
Blanco, Dr John Brooke, Professor Simon Cox, Dr Paul Durham, Dr Neil Geddes, Mr 
Mark Hayes, Professor Andy Keane, Professor Tom Kirkwood, Dr Bryan Lawrence, Dr 
Andrew Martin, Professor Tom Rodden, and Professor David Walker. 
 
- Event Co-ordinators at EPSRC: Carol Becker and Dolly Parkinson. 
 
- The team at the National e-Science Centre for their invaluable help: Susan Andrews, 
Jennifer Chan, Jennifer Hurst, Dr Anna Kenway, Alastair Knowles, Lee McLeod, and 
Gill Maddy. 
 
- University of Southampton: Lesley Effemey 
 
- Our sponsors for these proceedings: Intel, Microsoft and Hewlett-Packard. 
 
 
I hope that you have a successful meeting and that these proceedings will be a useful 
resource. 
 
 
Prof Simon Cox 
Editor: Proceedings of UK e-Science All Hands Meeting 2003 
University of Southampton 
 
 
 
 
 
 
  vAll Hands Birds of a Feather Session 
eScience Project Management - Creating a New Framework 
 
3
rd September 2003 
4.15-6.15pm 
 
Abstract for delegation pack: 
 
The management of large eScience projects is complex and often requires different 
methodologies to be applied, in addition to people management skills which need to 
take into account the needs of the collaborating communities, from the nurturing of 
innovation, to the reassurance of risk taking. eScience should seek to explore the 
variances with taught methods and whether there is a winning formula for success. 
This Birds of a Feather session aims to highlight a sample of the experiences from 
various eScience Projects and explore the typical problems which need to addressed, 
as well as instigating a community of resources willing to explore a future framework. 
 
Agenda for Session 
 
Introduction and BOF objectives : Sharon Lloyd 
 
 
Speaker 1 :  
 
Dr. Tom Jackson, York University – DAME Project Management   
‘Dame Project Management  Experience’ 
 
Speaker 2 : 
 
Tony Linde, University of Leicester - Astrogrid project Manager 
‘The use of iterative methodologies in e-Science projects’ 
 
Speaker 3 : 
 
Dave Pearson, Oracle – OGSA-DAI 
‘OGSA-DAI Project experiences’ 
 
Speaker 4 :  
 
Dr Mark I Parsons, Commercial Director, EPCC National e-Science Centre 
‘IPR and Contractual Issues on eScience Projects’ 
 
Interactive Session 
 
-Determination of common issues and information gathering, using information from 
NESC workshop December 2002 
-Determination of interest in defining a framework 
-Determination of Next Steps  
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1Environmental eScience Applications  
BoF meeting.  
 
Martin Dove and Stuart Ballard 
National Institute for Environmental eScience 
Cambridge, UK 
 
The National Institute for Environmental eScience (NIEeS) has co-ordinated a Birds of a 
Feather session that brings together all the environmental eScience groups for the first 
time to discuss “Environmental eScience Applications”. Each project will have a 
representative who will give a brief overview on the science and the technology behind 
their project. The overviews will then be followed by a discussion session on the 
common technological needs of these projects and how these requirements might 
influence future Grid middleware developments.  
Environmental scientists will see how eScience is being implemented and middleware 
developers will have the opportunity to disover how the complexities of  
environmental sciences are the perfect testbed for Grid technologies.  
The full breadth of environmental eScience projects will be represented by:  
• Advanced Grid Interfaces for Environmental eScience in the Lab and in the Field 
(An Equator IRC project);  
• Environment from the molecular level (eminerals);  
• GRid and Biodiversity (GRAB);  
• Grid ENabled Integrated Earth (GENIE);  
• Grid for Ocean Diagnostics Interactive Visualisation and Analysis (GODIVA);  
• NERC datagrid;  
• NIEeS. 
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Towards Establishing ‘Best Practice’ for Handling Legal and 
Ethical Concerns in eScience Projects 
 
Marina Jirotka, Steve Harris, Sharon Lloyd, Rob Procter 
 
While e-Science promises to radically transform science both in its execution and 
results, full benefits will not be realised if it cannot overcome the legal, ethical and 
societal challenges the transformation raises. These challenges are particularly acute in 
the fields of e-health and related e-Biology, where all projects face generic challenges 
including: 
 
Privacy of information 
Access to medical data 
Use of medical data as test data 
Securing ethical approval in a multi-site project 
Designing technology to ‘fit’ organisational purposes 
Ownership of data 
 
This Birds of a Feather attempts to bring researchers from a range of backgrounds such 
as, social and computer sciences, software engineering, engineering, philosophy of 
science in order to establish issues of common concern in eHealth projects. The 
discussion will focus on the ways in which a range of legal and ethical issues have been 
handled in various projects to date and will attempt to outline possible strategies for 
dealing with legal and ethical concern in the future. 
 
Speakers include: 
 
Dr Jonathan Berg   Dundee University 
Problems Encountered by a Clinical Researcher 
Dr Richard Ashcroft  Imperial College London 
TBA 
Dr Dipak Kalra    University College London 
TBC 
Dr Steve Harris  University of Oxford 
Gaining ethical approval for your eHealth Project: experience from clinical trials 
 
The short presentations are intended to stimulate discussion around issues of concern. 
Technologies for eHealth hold great possibilities for improving practice in scientific and 
healthcare domains, thus it is critical not to impede or slow down the development and 
evaluation of such applications. To this end we wish to: 
a)  document the various types of ethical concerns that arise on eHealth projects 
b)  establish practical ways of addressing ethical challenges 
c)  move towards determining a ‘best practice’ for ethics on eHealth projects with 
methods for disseminating such guidelines to the research and industrial 
community 
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3Implementing and Using SRB 
Michael Doherty, Lisa Blanshard, Ananta Manandhar 
e-mail: m.doherty@rl.ac.uk 
Data Management Group, CCLRC e-Science Centre, Rutherford Appleton 
Laboratory, Chilton, Didcot, Oxfordshire, OX11 0QX, United Kingdom. 
 
Mike Wan 
e-mail: mwan@sdsc.edu 
San Diego Super Computing Centre, UC San Diego, MC 05059500 Gilman Drive, La 
Jolla, CA 92093-0505, USA 
 
The Storage Resource Broker (SRB) is a data management product developed by the 
San Diego Supercomputing Centre (SDSC). This software is used to for distributed 
data management and can form the basis of a data grid. This workshop is suited to 
anyone who wants to know more about SRB, anyone who would like to set up an 
SRB system or anyone who wishes to have a “hands on” opportunity to experiment 
with SRB. The workshop will explain what SRB is, the SRB architecture and will 
then go through a complete installation. Attendees will be able to test the systems 
built using the various client tools available and ask questions to the presenters on any 
aspects of SRB. 
 
The outline of this workshop will be as follows: 
 
•  Introduction to SRB: Mike Doherty 
•  Using SRB in the e-Minerals Mini-Grid: Lisa Blanshard 
•  Installing SRB: Ananta Manandhar 
•  Federated MCAT and SRB Futures: Mike Wan 
•  CCLRC and SRB: All 
•  Questions and Answers: All 
 
The session will conclude with a chance to use the various client tools against the 
system that has been built. This can cover creating collections, retrieving files, adding 
metadata, searches using metadata and storage tickets. 
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4[GESA-WG] Global Grid Forum
Grid Economic Services Architec-
ture Working Group (GESA-WG).
https://forge.gridforum.org/projects/gesa-wg/
[GLOBUS] The Globus Project.
http://www.globus.org
[GRAAP-WG] Global Grid Forum Grid
Resource Allocation Agreement Pro-
tocol Working Group (GRAAP-WG).
https://forge.gridforum.org/projects/graap-
wg/
[MARKETS] Computational markets project
website. http://www.lesc.ic.ac.uk/markets
[OGSA] The Physiology of the Grid: An
Open Grid Services Architecture for Dis-
tributed Systems Integration. Available from
https://forge.gridforum.org/projects/ogsa-wg/
[OGSI] Open Grid Services Infrastruc-
ture v1.0 Speciﬁcation (Proposed
Recommendation). Available from
https://forge.gridforum.org/projects/ogsi-wg/
[RUS-WG] Global Grid Forum Resource Us-
age Service Working Group (RUS-WG).
https://forge.gridforum.org/projects/rus-wg/
[UNICORE] Unicore Grid Middleware.
http://www.unicore.org/
[UR-WG] Global Grid Forum Usage
Record Working Group (UR-WG).
https://forge.gridforum.org/projects/ur-wg/
[WORLDPAY] Worldpay UK website.
http://www.worldpay.co.uk/
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20FutureGRID : A Program for long-term research into GRID
systems architecture
J A Crowcroft
￿
, S M Hand
￿
, T L Harris
￿
, A J Herbert
￿ , M A Parker
￿
and I A Pratt
￿
￿
University of Cambridge Computer Laboratory, Cambridge, UK
￿ Microsoft Research, Cambridge, UK
￿
Cambridge e-Science Centre
August 7, 2003
Abstract
This is a project to carry out research into long-term GRID architecture, in the University of Cam-
bridge Computer Laboratory and the Cambridge eScience Center, with support from the Microsoft Re-
search Laboratory, Cambridge.
It is part of a larger vision for future systems architectures for public computing platforms, including
both scientic GRID and commodity level computing such as games, peer2peer computing and storage
services and so forth, based on work in the laboratories in recent years into massively scaleable distributed
systems for storage, computation, content distribution and collaboration[26].
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21Goodarchitecturearisesfromharvestingbestprac-
tice. For example the ANSA project led by Andrew
Herbert, now of Microsoft, was formed in 1985 to
harvest the early experience of research into LAN-
based distributed computing. ANSA paved the way
towards the CORBA standard for enterprise appli-
cation integration. From the research results of the
time the ANSA project synthesized a platform, AN-
SAware,whichwasusedbyotherstobuilddistributed
applications. The design of ANSAware was a chal-
lenge in integration and spawned research in its own
right. ExperiencefromthecommunityofANSAware
developersandongoingresearchresultswerefedback
into the design iterations of the platform ensuring it
remained state of the art. Grid computing is cur-
rently at a similar threshold to that faced by LAN-
based distributed computing in 1985: promising re-
search results point the way, many groups are build-
ing ambitious applications, but there is a lack of a
suitable architecture to pull it all together. It is our
belief that coupling the four areas of investigation
cited in this project we can develop a future Grid ar-
chitecture that points the way forward from the rst
steps taken with the introduction of the Open Grid
Services Architecture (OGSA). Our target for large
scale exploitation is in the timeframe of ve to ten
years out.
Emergent Architecture
There are a number of specic techniques that we
believe are likely to have important implications for
GRID architecture, and we are pursuing their de-
velopment now, so that the local (Cambridge, and
broader UK) community can benet soonest:
1. Concreteresourceaccountingandmanagement
2. UseofDistributedHashTablesandotherpeer-
to-peer techniques
3. Spread-Spectrum Computing
4. Design of self organising systems
Recent research results in these areas, from the
peer-to-peer community, large scale control systems
theory, publish/subscribe and event notication sys-
tems,andself-organisingsystemstheoryisverypromis-
ing. We anticipate that several orders of magnitude
growth in the size of typical distributed applications
is feasible, with lower management costs than pre-
vious systems designs. Searchable storage systems
of thousands of petabytes, with 10 9s availabil-
ity should not be impossible; high availability, high
performance distributed computations for tasks that
have traditionally been hard to decompose; timely
notication of events and content update are on our
agenda; nally, a replacement of the collaborative
frameworksforsynchronousandasynchronouscom-
puter supported working is needed, and we believe
wehaveanapproachthatcanaccommodatethisvery
nicely.
Four corners of the Program
It is too early to specify an architecture on a tabula
rasa. Instead, we choose to explore the systems de-
sign space through four projects, which exploit the
skills and track record of the two laboratories, and
see how the gradual identication of common el-
ements leads to an emergent understanding of the
overall requirements.
Inparticular,therearefourapplicationareaswhich
motivate our study, and for which we will demon-
strate prototype GRID services:
1. Massively scalable middleware for collabora-
tive virtual communities. This combines the
experiencewithimplementingthemulticasttools
that make up the access grid, and already in-
volving MSR and the Computer Lab, but re-
placingthemulticastIPsubstratewithP2Psys-
tems based on MSR work, including Scribe
and Pastry.
2. Advancedresourcelocationmechanisms. This
extends recent results on Content Addressable
Systemstoincludemultiplecriteriaforresource
location.
3. Automatic replication and distribution of s/w
components. Here we will exploit self organi-
sationandredundancycodingconceptstotheir
full.
4. Global data storage and publishing systems.
This takes advantage of work adding persis-
tence and efcient update to Pastry and other
P2P storage systems, already in collaboration
between CL and MSR.
The next four sections cover the details of the
four related, but non inter-dependant projects which
form the basis of this part of a larger programme of
work on Future GRID Architectures. At the end of
the work that constitutes these four projects, we will
be in an excellent position to make a fundamental
contribution to the vision for the Future GRID Ar-
chitecture, and this is discussed in the nal section.
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
221 Massive Scaling Collaborative
Environments through P2P
1.1 Background
Thispartoftheprojectis aboutusingP2Ptechniques
to build massively scalable, reliable distributed sys-
tems support for online Collaborative virtual envi-
ronments.
It is rooted in much deep background in the lab
in such tools in the past using IP Multicast (the Ac-
cess Grid tools were partly built one of us) and in
P2P.
Thiswork(describedindetailathttp://www-
mice.cs.ucl.ac.uk/multimedia/software/)
formed the basis of the MICE Mbone tools, now
largely in use as Access Grid software. Many prob-
lems persist with the systems design that these tools
rest on, which are recognised by the community, not
the least being the limited deployment of native IP
multicast, and the unreliability and problems of ac-
counting and carrying out access control for inter-
domain multicast.
SeveralUKGRIDprojectshaveambitionsinthis
space, albeit largely at higher levels (e.g. MyGRID,
Discovery Net, etc). The Equator IRC (which the
PI is involved in) has also been extended to look
at Advanced GRID Interfaces for Environmental e-
Science, and CoAKTinG, GRID enabled knowledge
services. However, these are at the human-computer
interface, and knowledge engineering levels. They
rest on rather shaky network foundations at the mo-
ment.
Recent work at MSR and in the Computer Lab-
oratory has addressed the way that application layer
multicast and p2p may be effectively and efciently
combined, at least in simulation.
This work involves extended the approach to ap-
plicationsandtestbedsandobtainingrealperformance
experimentation results.
1.2 Observations on P2P
MSR was a key player in developing Pastry. A re-
lated system, CAN [25] achieves efcient organisa-
tion of content distribution over a set of distributed
nodes, without any distinguished node. Both sys-
tems have been extended to offer multicast services,
through Scribe and CANcast [28]. Work at CMU
developed End Systems Multicast (ESM) [7] which
was then used to build collaborative tools on an ex-
perimental basis [6].
Meanwhile,workbetweentheComputerLaband
MSR also moved forward on transport protocols as-
suming the presence of native IP multicast, includ-
ing work on Fcast for le dissemination, and PGM
which can be used for event notication as well as
media tools. However, these tend to assume some
degree of novel IP router support, which is not with-
out problems.
1.3 Proposal
To carry out the work of porting Access Grid trans-
port protocols and applications such as fcast, PGM,
and vic and rat, over Scribe/Pastry, we propose the
following work plan:
￿ Deploy Xenoservers [26] at Access Grid sites
(all e-Science Centres).
￿ Port Pastry and Scribe to Xenoserver with ac-
countingandresourcemanagementofnetwork
usage! (multicastcongestioncontrolworkwith
Jim Gemmell, closed group multicast, pricing
with Peter Key etc etc).
￿ Design suitable API based on WSDL/OGSA
(Mainline GRID GGF liason here!) SOAP,
etc.
￿ Portapplicationset(vic,rat,fcast,powerpoint)
to new infrastructure, including gateways to
legacy native multicast versions. Note that
such a gateway is also dual function since it is
also a BRIDGE for unicast IP native tools!
￿ User trials
1.4 Value and Evaluation
Value - we develop a standard massively scalable
middleware with the largest software provider in the
collaborative virtual community space.
Evaluation - of middleware on UK-wide plat-
form requiring no input from network provider (it
is important to remove this potentially fatal depen-
dence, in our experience in other projects in the last
decade).
We will carry out a performance comparison of
end-systemp2ponly multicast with nativesolutions.
(We expectperformancetobeslightlylowerinterms
ofuseofnetworkbandwidth,butmuchbetterinterms
of scalable deployment).
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232 Multi-dimensional peer-to-peer
search systems
2.1 Background
Recent research on peer-to-peer systems has devel-
opedanumberofmechanismsforimplementingdis-
tributedlook-upalgorithmsforexamplePastry[27],
Chord [30] and Tapestry [32].
These systems differ from one another in the ex-
act approach taken but, in outline, each manages a
largeglobalkeyspacewithinwhichidentiersrepre-
senting peers and data are both located. The system
exposes operations such as lookup(k) and store(k,v)
on key-value pairs within this space.
Apeermanagesasectionofthekeyspacearound
its own identier, maintaining key-value mappings
for data in that region. Schemes based on Plaxton
trees are usually used for routing lookup and stor-
age requests between nodes [23], forming the peers
into an overlay network in which
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ links are
traversed to access any key in a system of
￿ nodes.
For performance the peers may track the underlying
network topology and use this to inuence how the
overlay is constructed. Peers maintain additional in-
formation for robustness and to support the dynamic
entry and exit of nodes.
2.2 Observations
The distributed look-up interface provided by exist-
ing peer-to-peer toolkits can form the basis of many
datastorageapplications. Forexample,projectshave
setouttobuilddistributedlesystemssuchasPAST[12]
(providing persistent and anonymous storage), Pas-
try[24](providingmutabilityanddecentralizednames-
pace management) and Mnemosyne [13] (providing
a steganographic le system). The existing systems
can also support a one-dimensional `nearest neigh-
bor' lookup in the key space since messages con-
cerning a key can be routed to the node whose own
identier is closest.
However,manyproblemsthatmightbenetfrom
a distributed implementationcannot easily be cast in
terms of simple key lookup operations. As an ex-
ample, and one that is of particular concern to the
Grid community, consider the problem of matching
the resource requirements of a particular computa-
tional job against the resources offered by a number
of systems. Existing proposals (such as those sur-
veyed by Krauter [18]) are generally based on build-
ingsomeformofresourceinformationdatabasethat
clients query in order to locate servers. Replication
and caching can be congured to provide robustness
and to exploit locality that may exist in accesses.
The desire fora self-organizingsystem, in which
replication, caching and (ideally) load balancing are
managed and congured automatically is one of the
advantages claimed for well-designed peer-to-peer
systems such as those outlined in Section 2.1.
2.3 The Work
We are researchingtechniques for casting more gen-
eralsearchproblemsintopeer-to-peersolutions,tak-
ing the matching of resource requirements and re-
source availability as a motivating example. Such
systems stand to provide the same benets to multi-
dimensionalsearchproblemsasexistingpeer-to-peer
lookupsystemsdoto single-dimensionalkeyspaces.
To illustrate this, consider a multi-dimensional
space in which server capabilities and job require-
ments reside  for instancewith two dimensionscor-
responding to network locations (in the manner pro-
posed by Ng and Zhang [20]), others to physical
memory size, processor families, availability of spe-
cialised facilities, operating jurisdiction and the like.
Jobs would specify a target location in this space,
correspondingtotheirrequirementsandserverswould
specify a location corresponding to their facilities.
Withthisinmindamulti-dimensionalsearchsys-
temcouldperformanearest-neighborsearchtoiden-
tify a set of possible servers to use. In a peer-to-
peer implementation, each peer would also be lo-
cated in the multi-dimensional space and act as a
`broker'betweentheserversinthatspaceandthejob
requirements being matched. These brokers would
move within the space to perform load balancing.
General sequential algorithms for searching metric
spaces are well developed, for example those sur-
veyed by Ch´ avez [5].
Concretely, we are investigating:
￿ Techniquesformanagingdistributeddatastruc-
tures whose representation is shared between
a number of nodes as in a peer-to-peer sys-
tem. Doing so in the face of node failures re-
lies on self-stabilization [10], a eld of which
our existing work on non-blocking data struc-
tures forms a part [15, 16].
￿ Pastry enables dynamic cacheing and proxy-
ing since an application can be invoked each
time a message is routed, also allowing re-
source accounting. Query paths can be re-
versed for dissemination, achieving excellent
locality. Pastry looks after the state robustly.
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24￿ Mechanisms for decomposing the design of
peer-to-peer systems into constituent parts 
for example to separate the management of
entry/exit requests of nodes from the manage-
ment of the data structure being represented.
￿ Theabilityforsuchasystemtooperateatgrid-
scale levels and, inparticular,theperformance
ofanautomaticallyself-organizingpeer-to-peer
system in comparison to a distributed direc-
tory.
We have reported on early results here in two
publications in HPDC[29] and IPTPS[22].
3 Spread-Spectrum Computing
Techniques
3.1 Background
In computational grid systems such as Globus, Le-
gion and Condor a key challenge is deciding which
resources on which nodes should be used for any
given task. In the case where a single processor
or portion thereof is required, this boils down to a
resource matching problem and may be tackled by
techniquessuggestedin proposal2. In themoregen-
eralcase, a subsetofthe gridincludingmanyproces-
sors or portions is required. This problem is often
referred to as the co-allocation problem.
Earlier systems such as the distributed queue-
ingsystem (DQS),IBM's LoadLevellerandNASAs
portablebatchsystem(PBS) focusedonloadbalanc-
ing individual jobs. Indeed, work in this area goes
back to the early 70's  a good taxonomy is of work
until the late 1980's is given in [3]
On-line monitoring and prediction of resource
usage is done using tools like the network weather
service(NWS)[31]. Actualdistributionand'launch-
ing' of applications is done in a variety of ways, of-
ten by the grid resource management tool GRAM.
Currenttechniquestosolvetheco-allocationprob-
lem take a straightforward approach [19]: a set of
candidateresourcesharesisidentied,andthenreser-
vations are attempted. A rollback process may be
instigated in cases where a reservation fails. Node
failure later in the computation may or may not be
handled.
Again,theuseofPastrytechniquestokeepstatis-
tics on usageand resourcesovertime allows systems
to be built which can make longer term decisions.
3.2 Observations
The co-allocationalgorithmdescribedin Section 3.1
is expectedto operate for all users regardlessof their
requirements or preferences. There is a danger here
that a single notion of optimality may unintention-
ally be imposed upon the entire system. In particu-
lar, it may be that certain classes of user are willing
to expend additional redundant resources in order to
obtain more resilient or available service.
Redundancyindistributedsystemshasbeenused
to provide increased availability, performance and
reliability by techniques such as striping and mir-
roring [1], fast fail-over [21], and byzantine fault-
tolerance [4]. However this is oriented toward col-
lections of machines and devices which are fairly
small (a few hundred machines at most) relative to
modernwide-areadistributed systems  in particular
existing `peer-to-peer' systems and emerging com-
putational grids  which may have participant nodes
numbering in the hundreds of thousands.
3.3 Workplan
We areinvestigatingspreadspectrumcomputingasa
computationparadigmforthegrid. Inspread-spectrum
computing a subset of a large number of distributed
resourcesareselectedaccordingtosomekeyedpseudo-
randomprocess,usingredundancytoremovetheneed
toexplicitlyarbitrateusagebetweenindependentusers.
Although the selection is decentralised, if the candi-
date set is large enough and the pseudo-randompro-
cedure fairly uniform, we can expect relatively good
load balancing. If the keys are good enough, the set
of resources used by any particular client should be
unpredictable and hence resilient to attack.
In terms of the co-allocation problem this means
that a set of
￿ candidate nodes are tried in paral-
lel on the assumption that at least some
￿ of them
will succeed. Any node may reject an incoming re-
quest for any reason (e.g. overload, security policy).
Providing at least
￿ accept the request, the overall
execution will complete correctly.
We believe such a scheme has a numberof bene-
ts. Firstly, it avoids a central notion of optimality
andhenceallowseachindividualusertochoosetheir
own trade-offs in terms of cost, reliability availabil-
ity, etc. Secondly, tolerance to collisions effectively
provides soft capacity  the resources of the entire
system are shared automatically between the num-
ber of users. This second property also means that
scalability is inherent.
Existing experience with using this techniques
for storage have been promising [14], but applying
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challenging for a variety of reasons. It remains to be
seen to how great an extent the desired benets may
be achieved in this domain.
Concretely, we are investigating:
￿ designing redundantly encoded parallel algo-
rithms,
￿ efciency of coding/partition functions,
￿ fuzzy distribution protocols, and
￿ programming language support.
A report on an initial strawman design for this
was recently submitted to the HOTOS conference,
entitled An Operating System Symphony.
4 Storage and distribution
Providing a common location-independent environ-
menttoapplicationsisanessentialtenetofGridcom-
puting. A massively scalable and globally available
storage system is a key component of this.
Ideally, such a system should make data highly
available through replication across physically sep-
arate hosts (perhaps making use of information dis-
persion codes for storage efciency). It should uti-
lize aggressive caching so that data can be served lo-
cally and with low-latencyfrom where it is currently
being accessed, and automatically replicated to cope
with varying demand such as 'ash crowds'. How-
ever, data updates should be propagatedquickly,and
some model of consistency enforced.
The Grid Storage Resource Broker [2] is a rst
attempt to providea unied storage interface to Grid
applications,butdoesn'tprovidetheautomaticcaching
and replication that is desired. Other distributed le
systems such as AFS[17] address some of these is-
sues, but can not be described as massively-scalable,
and do not provide the automatic `hands-free' man-
agement that is required.
The current popularity of peer-to-peer systems
has led to signicant work in this area, most notably
PAST[11], CFS[9] and Freenet[8]. These systems
employ Distributed Hash Tables (DHTs) as the un-
derlying storage mechanism and can achieve good
availability and caching.
However,currentworkhasfocusedonwrite-once
publicationsystemsratherthanfully-edgedlesys-
tems. We wish to investigate how these techniques
canbeextendedtoprovidethefunctionalityrequired
by a Grid storage service, supporting the le sys-
tem mutability that is missing from current systems.
More complex distributed data structures (such as
B* trees) may be required to allow efcient index-
ing and searching.
A further area we wish to investigate how a Grid
storageservicecouldbeusedtoprovidesharedworkspaces
to allow ad-hoc collaboration between users.
In traditional le systems users belonging to a
particular group or ACL have permission to create
and modify les in shared spaces. Such schemes
breakdown when there are large numbers of users,
particularlywhennotallournecessarilyfullytrusted.
One potential solution is to allow each user to
havetheirownpersonal`view'ofsharedspaces,where
modications they make are performed in a copy-
on-write fashion. This modied view can then be
published and made available for other users to use
as the basis of their own view, which may consist of
the compositionof the views of several such users in
an overlaying fashion.
We envisage that `authorities' on particular top-
ics will emerge and over time be linked together to
formastructureakintoaGoogleorYahoodirectory,
that most users will choose to have as their own root
view that they extend and customize as desired.
5 Relationship of work with
Evolution of Web Service
and GRID Services
Looking at the four areas of work in retrospect over
the last 20 years we can see a pattern of evolution
that one might characterise as punctuated equilib-
rium: in classical distributed computation, we have
movedfromtheCambridgeDistributedSystemthrough
ANSA and CORBA to OGSA; in the area of col-
laborative tools we have moved from point-to-point,
to multicast, to peer-to-peer; for directory informa-
tion we have moved from grapevinethrough DNS to
the LDAP systems; and in storage systems we have
moved from remote le access of NFS and AFS, to
the large scale SANs and p2p storage systems that
are emerging now. This project takes a view that we
are about to go through a rapid phase shift, and that
while continuity for existing eScience services must
be assured, the Computer Science community must
preparefor the next step-shift into a new distribution
paradigm.
Intheimmediateterm,though,wenotethatthere
is a large body of work ongoing in the GRID com-
munity moving from Web Services through to the
GRID. We do not anticipate being on a direct inter-
cept with this for some time, although the working
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some inuence on directions in their .net technol-
ogy. MSR have a symmetrical view. However, we
believe that our approaches are radical enough in
structure that they are likely to be largely compli-
mentary in any case.
We willbringideastotherelevantstandardsgroups
when the time is ripe. One area of direct collabo-
ration with the Cambridge e-Science centre will be
throughthepeer-to-peerAccessGridworkeddescribed
in section 1.3. The self-organising content distribu-
tion overlay network we propose will have clear ap-
plication to the tele-medicine work ongoing at the
centre. We envisage that opportunities for other di-
rectinteractionwillemergeastheprojectprogresses.
Code and other IP developed by the project will
be owned by the University of Cambridge, but it is
our intention to release it into the public domain un-
der a BSD-style license.
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     ABSTRACT 
This paper reports on QoS experiments and 
demonstrations done in the MB-NG and 
DataTAG EU projects. These are leading edge 
network research projects involving more that 
50 researchers in the UK, Europe and North 
America, concerned with the development and 
testing of protocols and standards for the next 
generation of high speed networks. 
We implemented and tested the Differentiated 
Services Architecture (DiffServ) in a multi-
domain, 2.5 Gbits/s network (the first such 
deployment) defining appropriate Service 
Level Agreements (SLAs) to be used between 
administrative domains to guarantee end-to-end 
Quality of Service. 
We also investigated the behaviour of DiffServ 
on High Bandwidth, high delay development 
networks connecting Europe and North 
America using a variety of manufacturer’s 
equipment. 
These quality of service tests also included 
innovative MPLS (Multi-Protocol Label 
Switching) experiments to establish guaranteed 
bandwidth connections to GRID applications in 
a fast and efficient way. 
We finally report on experiences delivering 
quality of Service networking to high 
performance applications like Particle Physics 
data transfer and High Performance 
Computation. This included implementation 
and development of middleware incorporated 
in the Globus toolkit that enables these 
applications to easily use these network 
services. 
 
I.  INTRODUCTION 
 
Last years have seen the appearance of a wide 
range of scientific applications with extremely 
high demands from the network. Once more 
scientists require the network to be pushed to 
the limits and challenge the idea that 
bandwidth availability is not a problem any 
more. 
Unlike traditional applications like email, 
WWW or even peer-to-peer systems, these 
applications require reliable file transfers on 
the order of the 1Gb/s and have often tight 
delay requirements. High Energy Physics, 
Radio Astronomy or High Performance Steered 
Simulations cannot achieve its goals on a 
sustainable, efficient and reliable way with 
current production networks almost totally 
based on a best-effort service model.    
Although part of the networking community 
believe that bandwidth over-provisioning will 
always solve every network problem, our work 
shows that Quality of Service enabled 
networks provide a vital role to support high 
performance applications efficiently, 
inexpensively and with smaller additional 
configuration work. 
 
QoS performance has been studied 
exhaustively through analytical work and 
simulation (see for example [1]).   These works 
are of extreme importance and relevance but 
they have two drawbacks. On one hand 
simulation models have proved to be 
incomplete [2,3] because they fail to represent 
all possible real configurations of the network. 
They also fail to account for several 
implementation details of “real” networks. 
These include operating system tuning, driver 
configurations, memory and CPU overflows, 
etc. Therefore testbed networks play a vital role 
in network research as a way of consolidating 
technology and, through exhaustive debugging 
and testing, provide implementation guidelines 
to the QoS network user community. 
 
The work reported here used two testbeds with 
different characteristics: A United Kingdom 
testbed used in the context of the MB-NG 
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in the context of the DataTAG project. 
 
The Managed Bandwidth - Next Generation 
(MB-NG) project [4] created a pan-UK 
Networking and Grid testbed that focused upon 
advanced networking issues and 
interoperability of administrative domains. 
The project addressed the issues which arise in 
the sector of high performance inter-Grid 
networking, including sustained and reliable 
high performance data replication and end-to-
end advanced network services.  
 
MB-NG testbed can be seen in Figure 1 It 
consists of a triangle connecting RAL, 
University of and London at OC-48 (2.5Gb/s) 
speeds using CISCO’s 12000. Each of the edge 
domains is built with 2 Cisco’s 7600 
interconnected at 1Gb/s.   
 
 
Figure 1: MB-NG Network 
 
 
 
The DataTAG project [5] created a large-scale 
intercontinental Grid testbed involving the 
European DataGrid project, several national 
projects in Europe, and related Grid projects in 
the USA. It involves more than 40 people and 
among other things is researching inter-domain 
quality of Service and high throughput 
transfers of high delay networks (making use 
of an intercontinental link connecting Geneva 
to Chicago which can be seen in Figure 2). 
 
This paper is organized as follows. In the next 
session we describe the Differentiated Services 
Architecture and some experimental results 
implementing it in our testbeds. In section III 
we describe MPLS and why it is a useful 
technology for GRID applications. In section 
IV we discuss Service Level Agreements 
definition between administrative domains 
followed by the description of Middleware and 
Control Plane in section V. We describe some 
GRID demonstrations using our QoS testbeds  
in section VI and present conclusions and 
further work in section VII.  
 
 
Figure 2: DataTAG Network 
 
II.  DIFFERENTIATED SERVICES 
 
In the last decade there has been many attempts 
to provide a Quality of Service enabled 
network that extends the current best-effort 
Internet by allowing applications to request 
specific bandwidth, delay or loss. These 
included complete new networks like ATM [6] 
or “extensions” to the TCP/IP like the 
Integrated Services Architecture [7]. Both these 
approaches required state to be stored in every 
router of the entire path for every connection. 
Soon was realized that the core routers would 
not be able to cope and these architectures 
would not scale. 
 
With the Differentiated Services Architecture 
[8] a simpler solution was proposed. Traffic at 
the edges is classified into classes and routers 
in the core only have to schedule the traffic 
among these classes. Typically routers in the 
core only deal with approximately 10 classes 
making it easier and manageable to implement. 
Routers at the edges may have to maintain per-
flow state (specially the first router in the path) 
but since the amount of traffic is several orders 
of magnitude smaller this is not a significant 
problem. 
 
However applications can only choose now in 
which class they want to be classified into as 
opposed to a complete traffic specification in 
the IntServ architecture. This makes 
experimentation in testbeds crucial to 
understand how applications should make use 
of a DiffServ enabled network. 
 
Manchester 
RAL 
London 
UKERNA 
2.5Gb/s 
1Gb/s 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
30Our first tests used iperf [9], a traffic 
generation tool (which we used to generate 
UDP flows) to understand the end to end 
effects produced by such a network. We tested 
the implementation of two new services: Less 
than Best-effort (LBE) and Expedited 
Forwarding which will be of use by different 
kinds of applications. Both classes were tested 
individually against Best-effort traffic. 
 
Less than Best-effort tests can be seen in 
Figure 3 where we injected traffic in two 
classes increasing the offered load on both of 
them simultaneously. Here Scheduling 
mechanisms guarantee at least 1% of the link 
capacity to LBE and the rest to normal Best-
Effort. When there is no congestion both 
classes share the link equally. When the link 
gets saturated LBE traffic gets dropped and in 
the extreme only 1% of the link capacity is 
guaranteed to be given to LBE. 
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Figure 3: Less than Best-effort 
 
 
Expedited Forwarding is the premium service 
in the DiffServ architecture. Whatever the 
congestion level of the link EF traffic should 
always receive the same treatment. In our 
example (see Figure 4) 10% of the link 
capacity is allocated to EF and this is always 
guaranteed. If EF traffic exceeds that 
percentage the remaining traffic is dropped or, 
less frequently, remarked to lower priority. 
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Figure 4: Expedited Forwarding 
 
III.  MPLS 
MPLS – Multiprotocol Label Switching [10] 
has its origins in the IP over ATM effort. 
Nevertheless soon people realized that a label 
switching technology could be extended to 
other layer 2 technologies and complement IP 
in a global scale. 
 
MPLS is considered by some as a layer 2.5 
technology since it resides between IP and the 
underlying medium. It adds a small label to 
each packet and the forwarding decision is 
made solely based on this label. To establish 
these labels a signaling protocol, like RSVP-
TE [11], must be used. These signaling 
protocols allow specifying explicitly the route 
that the MPLS flows will take bypassing 
normal routing tables (see Figure 5). Here we 
can see Label Edge Routers (LER) classifying 
traffic into a specific label and Label Switch 
Routers forwarding traffic according to these 
labels. 
 
MPLS has two major uses: Traffic Engineering 
and VPNs – Virtual Private Networks. In this 
work we were mainly concerned with the 
former. The ability to switch based on a label, 
as opposed to traditional IP forwarding based 
solely in the IP destination address, allows us 
to manage available bandwidth in a more 
efficient way. Since GRID applications have 
traffic flows orders of magnitude bigger than 
traditional applications but will represent a 
small percentage of the flows in the network, it 
becomes cost efficient to select dedicated paths 
for their flows. This way we can be sure that 
the network complies with the QoS constraints 
and that the bandwidth available in the network 
is used on a more efficient way. 
 
 
Figure 5: MPLS Example 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
31 
 
Unfortunately at the time of writing MPLS 
implementations we used do not allow MPLS 
traffic to be isolated in case of congestion. 
Although the signaling protocol allows 
specifying a bandwidth for the flow, this will 
not be a guaranteed bandwidth in the case of 
congested link(s). To force this bandwidth 
guarantee, traffic need to be policed at the edge 
of the network. 
 
In MB-NG we executed tests to verify if MPLS 
could be used to reserve bandwidth for a given 
TCP flow. In Figure 6 we can see the result of 
reserving an MPLS tunnel for a given TCP 
connection using explicit routes. Not only we 
can optimize the network bandwidth but we 
could guarantee with very good precision a 
400Mbits/s connection to our application (in 
this case just simulated traffic with iperf). The 
typical TCP saw-tooth behaviour did not 
prevent us from having a very stable TCP 
connection in a congested network.  
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Figure 6: MPLS for Flow Reservation 
 
IV.  SERVICE LEVEL AGREEMENTS 
 
An important issue in the implementation of an 
end to end Differentiated Services enabled 
network is the definition of Service Level 
Agreements (SLAs) between Administrative 
Domains. Because individual flows are only 
inspected in the edge of the network, strong, 
enforceable agreements about the traffic 
aggregates need to be made at each border of 
every pair of domains, so that all the 
guarantees made by all the providers can be 
met. 
 
One of the goals of MB-NG as a leading multi-
domain DiffServ experimental network is to 
provide guidelines for the definition and 
implementation of Service Level Agreements. 
 
As our first definition, we are trying to 
standardize the definition of IP Premium (or 
EF – Expedited Forwarding [12] in the 
DiffServ literature). This is to be used by 
applications that require tight delay bounds. 
The SLA is divided in two parts: An 
administrative part and a Service Level 
Specification part (SLS). The SLS contains 
information about: 
 
•  Scope - defines the topological region to 
which the IP premium service will be 
provided 
•  Flow Description – This will indicate for 
which IP packets the QoS guarantees of 
the SLS will be applied 
•  Performance Guarantees – The 
performance guarantee field depicts the 
guarantees that the network offers to the 
customer for the packet stream described 
by the flow descriptor over the topological 
extent given by the scope value. The 
suggested performance parameters for the 
IP Premium are: 
 
o  One-way delay 
o  Inter-Packet delay variation 
o  One way packet loss 
o  Capacity 
o  Maximum Transfer Unit 
 
•  Traffic Envelope and Traffic Conformance 
•  Excess treatment 
•  Service Schedule 
•  Reliability 
•  User visible SLS metrics 
 
This SLA template is inspired by the one 
DANTE defined in [13] and can be read in 
more detail in [14]. 
 
 
V.  MIDDLEWARE FOR THE CONTROL PLANE 
 
The final piece for providing the potential of 
QoS enabled networks to the applications is a 
usable and efficient control plane. Even when 
the network is configured to support 
Differentiated Services and/or MPLS it is 
unreasonable to assume human intervention for 
every flow request. There has to be a way for 
Applications to request resources from the 
network. In the Integrated Services 
Architecture applications would use a signaling 
protocol like RSVP [15] to allocated resources. 
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allocated in the entire path for a specific flow. 
The literature [16] describes two mechanisms 
to achieve this: in the first RSVP is used and 
DiffServ clouds are seen as single hops. In the 
second a Bandwidth Broker [8] per domain is 
used. The application “contacts” the Bandwidth 
Broker which is responsible to check, 
guarantee and possible reserve resources.  
 
It is still unclear how the network of 
Bandwidth Brokers will work in the future and 
serious doubts to its scalability are always 
raised. In our context, where a small number of 
users, on a small number of computers using a 
small number of Administrative domains, we 
can postpone the scalability issue and 
implement a bandwidth broker architecture that 
works in our testbeds. 
 
We are currently researching the 
implementation of two architectures: The 
GARA architecture [17] and to a smaller 
extend the GRS architecture [18]. 
 
Gara was first presented in [17] and is is tightly 
connected to the Globus toolkit middleware 
package [19] (although in the future it may be 
made standalone). It is designed to be the 
module that reserves resources (mainly 
network resources but not only) in GRIDs. 
 
GARA follows the Bandwidth Broker 
architecture that can be seen in Figure 7 a 
program called Bandwidth Broker (BB) 
receives requests from applications and 
reserves, when possible, appropriate resources 
in the network. This Bandwidth Broker is 
designed to interact with heterogeneous 
networks hiding the particulars of each 
router/switch implementation from the final 
users. Applications should be linked with the 
client part of the Middleware to interact with 
the BB. 
 
Both in MB-NG and DataTAG we are 
contributing to the development of GARA and 
implementing it on the testbeds running trials 
with simple applications. Since applications 
need to be modified to interact with GARA this 
is unreasonable to get all the applications to 
work with it. We are porting simple file 
transfer applications and creating 
documentation of how to port other ones. 
 
 
Figure 7: Bandwidth Broker Architecture 
 
VI.  DEMONSTRATIONS 
 
The concluding part of the work reported here 
was to execute demonstrations of High 
Performance Applications on our QoS testbed. 
These kinds of applications will drive future 
network research and are, therefore, a vital 
piece to our work. We worked with two 
applications: High Performance Visualisation 
and High Energy Particle Physics 
 
 
High Performance Computing (HPC) 
Visualisation applications have particularly 
different requirements than pure data transfer 
applications. Because they are frequently 
interactive, they have tight delay constraints in 
both directions of the communication. When 
these requirements are coupled with high 
transfer rates (between 500Mbits/s and 1Gb/s) 
the necessity of new network paradigms 
becomes evident. 
 
The RealityGRID (see Figure 8) project aims 
to grid-enable the realistic modeling and 
simulation of complex condensed matter 
structures at the meso- and nanoscale levels as 
well as the discovery of new materials. The 
project also involves applications in 
bioinformatics and its long-term ambition is to 
provide generic technology for grid based 
scientific, medical and commercial. 
 
Our tests with RealityGRID consist of 
transferring visualization data from a remote 
high performance graphic serve to a user’s 
client interface. The Differentiated Services 
enabled network allows the application to run 
Bandwidth 
Broker  Application 
Middleware 
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degrees of network congestion. 
 
 
 
Figure 8: Communications between 
simulation, visualisation and client in the 
RealityGRID project 
 
 
 
The second application are that we focused our 
tests is the High Energy Particle Physics. By 
the nature of its large international 
collaborations and data-intensive experiments, 
particle physics has long been in the vanguard 
of computer networking for scientific research. 
The need for particle physics to engage in the 
development of high-performance networks for 
research is becoming stronger in the latest 
generation of experiments, which are 
producing, or will produce, so much data that 
traditional model of data production and 
analysis centred on the laboratories at which 
the experiments are located is no longer viable, 
and the exploitation of the experiments can 
only be performed through the creation of large 
distributed computing facilities. These facilities 
need to exchange very large volumes of data in 
a controlled production schedule, often with 
low real-time requirements on such 
characteristics as delay or jitter, but with very 
high aggregate throughputs.  
 
The requirements of HEP in data transport and 
management are one of the high profile 
motivations for “hybrid service networks”. The 
next generation of collider experiments will 
produce vast datasets measured in Petabytes 
that can only be processed by globally 
distributed computing resources (see Figure 9). 
High-bandwidth data transport between 
federated processing centres is therefore an 
essential component of the reconstruction and 
analysis of events recorded by HEP 
experiments. 
 
Our tests in an HEP environment tend to be 
bulk data transfer where the delay requirements 
are not as tight. The use of LBE (Less than best 
effort) is appropriate for this scenario since we 
can use spare capacity when available without 
affecting the rest of the traffic when the 
network is congested or near congestion. 
 
 
Figure 9: HEP Data Collection 
VII.  CONCLUSIONS AND FURTHER WORK 
 
Experimental work in network testbed plays a 
crucial part in network research. Many 
problems are undetected by analytical and 
simulation work which practical experiments 
find in its early stages. They also provide good 
feedback for new topics of theoretical research. 
 
In our experiments we concluded that quality 
of service networks will play an important role 
in future GRIDs and IP networks in general. 
Bandwidth over-provisioning of the core 
network does not solve all the problems and it 
will be impossible to guarantee end to end. 
 
Both Differentiated Services and MPLS 
provide allow for the creation of valuable 
services for the scientific community with no 
major extra administration effort. 
 
We successfully demonstrated high 
performance applications in a multi-domain 
QoS network, showing major qualitative 
improvements on the quality perceived by the 
final users.  
 
As current work we are trying to integrate 
GARA middleware into the OGSA [20] 
architecture and researching how we can scale 
the Bandwidth Broker Architecture to several 
domains. Work is also being done on the 
integration of AAA (Authentication, 
Authorization and Accounting) mechanism 
into the GARA framework to solve crucial 
security problems arising in the GRID 
community. 
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Our QoS tests are being extended to research 
the behavior of new proposals for TCP in a 
Differentiated Services enabled network. This 
will enable us to use more efficiently 
applications that require reliable transfers in a 
QoS network. 
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APPENDIX A: CONFIGURATION EXAMPLE 
The following example shows an example for 
the configuration of DiffServ in Cisco IOS. As 
can be seen the amount of configuration 
needed in each router is minimal. 
 
class-map match-any EF 
  match ip dscp 46 
class-map match-any BE 
  match ip dscp 0 
class-map match-any LBE 
  match ip dscp 8 
! 
! 
policy-map UCL_policy 
  class BE 
    bandwidth percent 88 
  class LBE 
    bandwidth percent 1 
   class EF 
     priority percent 10 
 
 
interface POS4/1 
 … 
 service-policy output UCL_policy 
 … 
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ABSTRACT 
Current pollution monitoring systems use small numbers 
of fixed sensors that report multiple species of pollutant. 
In the UK, online archives of such monitoring sites go 
back over 30 years. Such archives give a detailed picture 
of trends in pollution and characteristics of specific 
pollutants such as average levels at different time-scales. 
However pollution levels can vary at a small scale. For 
example, carbon monoxide is concentrated around 
transport routes and disperses rapidly over a few tens of 
metres.  
This project investigates local variations in pollution by 
using mobile sensors. These sensors aren’t as well 
calibrated as fixed sensors, but they do give a spatial 
picture of pollution variation. We are integrating readings 
from multiple mobile sensors to create maps of pollution 
variation at a per-street level in order to enable new kinds 
of investigation of pollution. We are also planning to 
investigate remote collaboration between scientists in the 
field and in the lab by using a collaborative visualisation 
system. 
1 INTRODUCTION 
In their everyday life, most citizens in the UK are rarely 
concerned with the effects of urban pollution. However, 
high concentrations or extended periods of exposure can 
have serious health effects. Many local councils monitor 
urban pollution to determine, for example, the effects of 
local traffic congestion. However this is usually done 
from a small number of sparsely distributed, though 
highly accurate, pollution sensors. For the average person 
travelling through the city, such numbers are difficult to 
interpret because a single value might represent a sample 
several square kilometres away. However it is known that 
pollution levels can vary, sometimes dramatically, on a 
per street basis. 
In the EQUATOR IRC e-Science project Advanced Grid 
Interfaces for Environmental Science in the Lab and in 
the Field (EPSRC grant GR/R81985/01) [1], we have 
been investigating an alternate way of mapping pollution 
using tracked mobile sensors. An accurate carbon 
monoxide sensor is coupled with a GPS receiver and a 
logging device. This device can be carried or placed on a 
bike rack. The device logs time, position and pollution 
level. The resulting recordings are less accurate, but from 
a wider area of samples. With several such devices being 
carried around, it will be possible to build a map that 
shows detailed local variations in pollution. 
1.1 Air  Quality 
The pollutant we are studying is carbon monoxide. 
Transport makes the greatest contribution to carbon 
monoxide levels and carbon monoxide affects urban areas 
more significantly than rural areas. Overall carbon 
monoxide levels have fallen since the 1970s, averaging 
1mg/m
3 [2]. 
The Air Quality Site contains archive data from over 1500 
UK monitoring stations going back in some instances to 
1972 [3]. Such data sources give a good picture of 
variation from urban to rural areas. In urban areas some 
sense of potential variation is conveyed by the difference 
in readings between kerbside sensors and sensors placed 
in background areas away from pollutant sources. 
However they don’t capture the detail of per street 
variation.  
Carbon monoxide disperses over a matter of hours, but 
Croxford et al. have shown that this is affected by local 
street configuration [4]. This study used a cluster of 
sensors in fixed placements in a small area around 
University College London (UCL). The Air Quality 
Strategy for England, Scotland, Wales and Northern 
Ireland [5], suggests a standard of 10ppm (11.6mg/m3) 
running 8-hour mean. In the vicinity of UCL, the 
Croxford study found a peak CO concentration of 12ppm, 
but nearby sensors reported much lower values near the 
background level for CO. Thus, moving pedestrians or 
vehicles would probably not experience this peak for a 
long period.  
Our approach to bridging this gap between large, sparse 
and small, dense studies is to use tracked mobile sensors 
that are carried by pedestrians or mounted on vehicles. 
We have built a prototype and are completing the 
infrastructure to dynamically build maps of pollution 
around UCL. There are several related works in the UK 
that aim to increase understanding of pollution variation. 
These include dense sensors network of the Discovery 
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air flow modelling approach of DAPPLE [7]. 
2 SYSTEM  OVERVIEW 
At the current stage we have built five devices based 
around a design that is simple to construct. We are 
investigating two infrastructures for interacting with the 
data. The first is a data-logging mode where the data is 
captured to a database. The second is a collaborative 
mode, where pollution is integrated as another resource 
for users to share and discuss whilst visiting an area 
2.1 Components 
To make the design flexible we based the first prototype 
around a HP Jornada 568 handheld computer, see Figure 
1. This is connected to a GPS receiver and a pollution 
sensor. The GPS receiver was originally a Garmin Etrex 
Vista, a consumer handheld unit as shown in Figure 1. 
This has since replaced with a dedicated, screen-less part 
also manufactured by Garmin. The pollution sensor is 
manufactured by Learian Design Ltd [8]. 
Figure 1 Early prototype of the mobile 
pollution-logging device 
The device can record position as WGS84 latitude, 
longitude and height, and pollution and temperature every 
second. The GPS receiver also supplies accurate time for 
the logs. The device has a real-time display of pollution 
data and satellite information. The device has no built in 
wireless networking. Thus with the current prototype, 
data upload is only possible when the device is 
synchronised with a desktop.  
Two second-generation prototypes are being constructed 
at the time of writing. The first is a dedicated data logger 
that integrates all the sensors into a custom package with 
a single battery. It will have roughly the same user 
functionality as the first prototype since it has a two-line 
LCD screen and it will support explicit data upload only. 
This is designed to better support the data-logging mode 
described in Section 2.2. 
The second second-generation prototype is based around 
the Bitsy/Wearable platform that is being used in the 
companion e-Science projects in Equator [9][10]. It will 
support wireless networking so that data upload can be 
done in a proactive manner whenever the device can 
detect the relevant infrastructure.  
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Figure 2 Overview of system architectures for data logging mode and collaborative mode 
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372.2  Data Logging Mode 
To support visualisation applications the most important 
functions of the devices are data collection and data 
upload when the device is synchronised. The handheld 
logs data on local flash memory. When the device is 
synchronised to a desktop, a Java applet on the desktop 
connects directly to a database and uploads data. Once 
successfully uploaded local archives can be deleted. 
Visualisation clients can then connect directly to the 
database. Figure 2 shows the system architecture in this 
case. Aside from the 3D visualisations described in 
Section 3, we have built simple 2D graphical user 
interfaces that can extract data based on time range and 
geographical region. 
2.3 Collaboration  Mode 
In order to support collaboration between scientists in the 
field and in the lab, we are extending the infrastructure of 
the Equator City project [11]. The City project has been 
building collaborative systems on top of the EQUIP 
system [12]. The City project has built a number of 
collaborative systems which all support cross-media 
collaboration. That is, participants share a “virtual” space 
and use media resources as required by the situation 
rather than having a preset notion of the collaborative 
workspace. They might access map tools, shared audio, 
web pages and 3D graphical views. Some participants 
may be in a physical space that is modelled by the 
resources in the system. Other participants will be remote, 
relying on the contextual information supplied by, e.g. the 
map, to establish and maintain collaboration [13].  
In recent systems work, the City project has been 
extending previous systems to the urban context. The 
current systems use GPS location and mapping tools to 
discover resources with which to effect interaction and 
collaboration. We plan to integrate maps of pollution as a 
visualisation layer within this framework. Figure 2 shows 
how the different components integrate. For more details 
see [14]. 
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Figure 1 Original NTF data 
 
3 DATA  MODELLING 
3.1 City  Modelling 
Because pollution can vary drastically based upon local 
building configuration, we decided to base visualisations 
on 3D models of the urban fabric. We used three principal 
resources: Ordnance Survey vector maps, LIDAR (LIght 
Detection And Ranging) height data, and aerial 
photography. In addition we have started to integrate 
procedures for modelling facades of building. 
Figure 3 shows example vector maps from the Land-Line 
data set. All maps are © Crown Copyright. Land-Line is 
supplied as tiled data, with each tile comprising 500m x 
500m. These are usually distributed in Neutral Transfer 
Format (NTF), and we can use either this or the OpenGIS 
Consortium’s Geography Markup Language (GML). 
These vector maps sometimes contain errors in polygons 
such as missing edges. We build a complete Delaunay 
triangulation from the vertices and then classify the 
resulting triangles into various sets, corresponding to 
layers in the original vector map such as buildings, 
pavements, water and roads, see Figure 4. 
Once the complete area has been classified, the buildings 
can be extruded to give them heights. This is easily done 
at this stage, because each vector line has been uniquely 
attached to two planar triangles, so edges of buildings can 
be duplicated, one edge raised and the façade polygons 
inserted. Figure 5 illustrates the result. 
At this stage, the model comprises a planar floor. The 
Land-Line data contains spot heights, but these are too 
sparse to construct a smooth surface. A better data source, 
if it is available, is LIDAR. This gives spot heights at 
densities of typically 30 points per 100 square meters (50 
times higher than Land-Line). The horizontal accuracy is 
1.5m in the worst case due to uncertainties related to the 
attitude of the survey aircraft. The vertical accuracy is 
about +/- 15cm.  This data can be used to give both the 
height of buildings in the previous extrusion step and to 
construct a terrain height for the ground. To create a 
smoother terrain, the inverse distance weighting 
interpolation described in the following section can be 
used. 
Once the terrain is non-planar, a few new issues need to 
be addressed. The first is that individual buildings will not 
have horizontal edges. This is shown in Figure 5. Also, 
water features need special treatment, since they will 
rarely be planar due to surveying and interpolation 
E 500 m E 500 m E 500 m
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38processes. These need to be flattened and appropriate 
banks put in where water features adjoin other features. 
If aerial photography exists, then it can be draped over the 
mesh. We have used sections of the Cities Revealed data 
set from GeoInformation International for current 
demonstrations. Finally, other features can be added such 
as more complex facades, and street furniture. 
3.2 Data  Modelling 
The input data for the pollution model is a stream made of 
a GPS position (xi, yi) and pollution data fi (CO in parts 
per million). To make a 2D field representation, we first 
extract a temporal section of the data. The resulting data 
set is treated as a set of irregular scatter points. 
One of the most commonly used techniques for 
interpolation of scatter points is inverse distance weighted 
(IDW) interpolation. Inverse distance weighted methods 
are based on the assumption that the interpolating surface 
should be influenced most by the nearby points and less 
by the more distant points. The interpolating surface is a 
weighted average of the scatter points and the weight 
assigned to each scatter point diminishes as the distance 
from the interpolation point to the scatter point increases.  
 
Figure 4 Constrained Delaunay 
Triangulation 
 
 
Figure 5 Triangles comprising a building 
façade 
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Figure 6 Raw data from a segment of a path 
near UCL 
The simplest form of inverse distance weighted 
interpolation is Shepard's method [15]. The equation used 
to find the value at position (x,y) is: 
() ∑
=
=
n
i
i i f w y x F
1
,  
where n is the number of scatter points in the set, fi are the 
prescribed function values at the scatter points (e.g. the 
pollution values), and wi are the weight functions 
assigned to each scatter point. The weight function is: 
∑
=
−
−
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n
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where p is an positive real number (typically, p=2) and hi 
is the distance from the scatter point. 
The effect of the weight function is that the surface 
interpolates each scatter point and is influenced most 
strongly between scatter points by the points closest to the 
point being interpolated. 
4 RESULTS 
4.1  Raw Pollution Data 
The data shown in Figure 6 was collected on a path 
starting in UCL’s front Quad, and walking up towards 
Euston Road. Before reaching Euston Road, the user 
crossed to the other side of the road, and the peak was 
reached when they were stood near the traffic lights at the 
junction of Euston Road and Gower St. The peak capture 
was 6.1 ppm.  
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The results of the city model generation are shown in 
Figures 7 and 8. These show a model of nine sq km 
around the St Paul’s area of central London. The model 
comprises 1.2M polygons. Un-optimised this renders at 3-
4 frames a second on a PC with GeForce4 graphics 
accelerator. An ongoing theme of research at UCL is 
interaction and interactive rendering of large-scale urban 
models [16]. 
4.3 Combined  Data 
Our aim in combining data is two fold: to support 
visualisation by placing the data in the context of the 
situation where it was gathered, and to support remote 
collaboration where one participant is using a virtual 
environment display to collaborate with a colleague in the 
field. Figure 9 shows views of the junction between 
Gower St and Euston Road. The blue line represents the 
recorded path from the GPS receiver. The inaccuracy of 
GPS location can be noted since the carrier walked along 
the centre of the pavements except when crossing Gower 
St. 
In the visualisation in Figure 9 we present the pollution 
interpolation by colouring the roads. In order to maintain 
a high frame rate, we only interpolate the pollution level 
at each vertex of the road polygons using the inverse 
distance weighted interpolation. We then use the built in 
Gouraud shading algorithm of standard graphics drivers 
to do a smooth interpolation. This typically uses a bi-
linear interpolation. For a more accurate view, a 2D raster 
image can be calculated at some fixed spatial frequency. 
In Figure 9 the junction is obviously the most polluted 
area.  
 
Figure 7 Overview of area around St Paul's
 
 
Figure 8 Oblique view of St Paul's area 
5 DISCUSSION 
5.1  Flocks of Devices 
At the time of writing we are deploying five sensors to 
build a denser and more extensive map of pollution. This 
poses several challenges in data modelling. We are 
looking at ways of establishing relative densities of 
different areas by removing gross temporal trends in the 
data such as the effects of weekday commuting.  
The devices are being given to staff that commute to work 
by bike. Thus we will have a number of similar paths at 
similar times of the day. GPS location accuracy will 
probably be insufficient to establish variation across a 
road or from road edge to building side. We will look at 
filtering the GPS logs based on invalid intersections with 
buildings and variation between similar commuting 
routes. To establish differences between road and 
pavement pollution levels, we will be able to rely on 
different classes of device carrier. Logs from pedestrian 
users will allow us to see how pollution varies across a 
street, and how the experience of pollution varies for 
different users of the same street. 
5.2 Grid  Usage 
A goal for the next couple of months is to integrate the 
pollution-monitoring device with the GRID network 
infrastructure provided by partners in the Equator e-
science projects. This is described in detail in [9].  
Since the pollution monitoring devices have no permanent 
connection, it is not possible to make them GRID 
services. It is also debatable whether it would be 
interesting to have a GRID infrastructure that supported 
the granularity of one service per device since each device 
is quite simple. Indeed we have argued that the interesting 
work is in the integration of data from multiple mobile 
sensors. 
In data-logging mode (see Section 2.2 and Figure 2), it 
would make sense to wrap the synchronisation service, 
database services and 2D and 3D visualisation 
components as grid services.  
Supporting collaboration mode is more difficult (see 
Section 2.3 and Figure 2). The elements that are shared 
with data-logging mode could be re-used, but the 
collaboration is supported by the Equip system. In 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
40general, GRID tools such as the Access Grid [17] are 
targeted at high-end collaboration and not the mobile 
situation. They do not support a wide range of 
collaborative tools. We have suggested in Figure 2, that 
proxies could retrieve 2D and 3D models from the GRID-
enabled visualisation services and publish them into 
Equip. The alternative, for each Equip client to have a 
GRID capability, is probably not possible given that some 
clients will be handheld computers. 
6  CONCLUSIONS AND FUTURE WORK 
We have demonstrated the feasibility of making dense 
maps of pollution using mobile sensing devices. This 
enables new types of monitoring that address local 
variation in pollution and also the levels of pollution that 
are experienced by different users of the urban space. 
The next stage on device construction is to complete the 
two second-generation prototypes. Infrastructure work 
will proceed in two directions: integration of the various 
processes that support data capture, logging and 
visualisation with the GRID infrastructure being designed 
and built by the Equator e-Science projects; and real-time 
collaboration system where pollution data is shared in 
real-time amongst several participants. In the next couple 
of months, we expect to demonstrate a live connection 
between the UCL ReaCTor system, an immersive 
projection system supporting stereo graphics on four 
3mx3m walls that surround the user, and a person out in 
the field using the monitoring device. 
We hope to establish the infrastructure as a public 
infrastructure that can be shared or instantiated by other 
users wanting to investigate pollution. There is an 
opportunity to expand the system to many more pollution 
sensors, and perhaps even, make it a public understanding 
activity where people can build their own sensors and 
contribute data. This poses a significant challenge in 
verification and calibration of incoming data. As a first 
step, we are investigating integrating data from fixed 
sensors into the model to act as calibration points for 
mobile sensors that pass the locations of the fixed sensors.  
         
Figure 9 Views of the junction of Gower St and Euston Road 
FURTHER DETAILS 
This work is supported by EPSRC Grant GR/R81985/01 
“Advanced Grid Interfaces for Environmental e-science 
in the Lab and in the Field” and the EQUATOR 
Interdisciplinary Research Collaboration (EPSRC Grant 
GR/N15986/01).  
For a complete overview of the environmental e-science 
project, including the companion project on 
environmental monitoring in the Antarctic, see the 
EQUATOR website pages for this project [1]. For 
example data sets and more detailed specifications of the 
device see the web page [18]. We plan to make a public 
release of the software, and to host an example 
visualisation service at that address. For further 
information about the pollution-monitoring project please 
contact Anthony Steed (A.Steed@cs.ucl.ac.uk). For more 
details about the environmental e-science project in 
general, please contact Chris Greenhalgh 
(cmg@cs.nott.ac.uk). 
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Abstract 
The Storage Resource Broker (SRB) is a data management product developed by the 
San Diego Supercomputing Centre (SDSC). This software is used for distributed data 
management and can form the basis of a data grid. This paper will cover an overview of 
SRB and will then highlight how CCLRC has implemented SRB software across a 
number of UK e-Science projects to build data grids. Further to this, the session will 
describe how the Data Management Group at CCLRC are becoming involved in the 
development of this software and are helping shape the next generation of SRB to meet 
the needs of UK e-Science. 
 
 
Introduction to SRB 
The Storage Resource Broker (SRB) is 
a software product developed by the 
San Diego Supercomputing Centre 
(SDSC) [1]. It allows users to access 
files and database objects seamlessly 
across a distributed environment. In 
simple terms, the actual physical 
location and way the data is stored is 
abstracted from the user, who is 
presented with an interface similar to a 
regular file system. Further to this, the 
system allows the user to add user 
defined metadata describing the 
scientific content of the information to 
resources managed by the system, such 
that meaningful queries can be 
performed across data in multiple sites. 
Access can be via graphical or 
command line based tools. SRB also 
includes a host of management features 
that include data replication, access 
control and storage optimization. 
The SRB system is comprised of 4 
major components: 
•  The Metadata Catalogue 
(MCAT) database 
•  The MCAT SRB Server 
•  The SRB Server 
•  The SRB Client 
 
Each SRB system must consist of a 
single MCAT database and one or more 
SRB Servers and SRB clients. This is 
known as the SRB Domain. Note there 
has been some confusion in the 
community that SRB runs off a single 
world wide MCAT database. This is not 
true. Anyone wishing to set up an SRB 
is free to create there own MCAT 
database and hence SRB Domain. 
Software and instructions on how to do 
this can be obtained from SDSC home 
page [2]. 
 
SRB Components: 
The key software components identified 
above are described in more details 
below. Figure 1 outlines the major 
components and can be used as a guide 
in the descriptions that follow. 
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The MCAT database is a metadata 
repository that provides a mechanism 
for storing information used by the SRB 
system. This includes both internal 
system data required for running the 
system and application (user) metadata 
regarding data sets being brokered by 
SRB. SRB makes a clear distinction 
between these two types of data. An 
example of system metadata might be 
the physical location of a particular file 
and how to access it. An example of 
application metadata may be the energy 
and luminosity of X-ray from a 
synchrotron. 
The MCAT database is hosted within a 
Relational Database Management 
System such as Oracle, DB2 or 
PostgreSQL. Thus to be successful in an 
SRB implementation, a professionally 
managed database is required. 
 
 
Figure 1: SRB Components 
 
 
MCAT SRB Server 
At least one SRB Server must be 
installed on the node that can access the 
MCAT database. This is known as the 
MCAT SRB Server. The MCAT SRB 
Server performs the following data 
management operations in conjunction 
with the MCAT database: 
 
•  Stores metadata on Data sets, 
Users, Resources and Access 
Methods. 
•  Maintains replica information 
for data and containers. 
Containers provide a method of 
storing related small data items 
physically close to each other to 
optimize storage. 
•  Provides “Collection” 
abstraction for data. A 
Collection is a way of logically 
grouping data together across 
multiple physical sites 
analogous to a directory or 
folder in a normal file system. 
•  Provides a “Global User” name 
space and authentication. 
•  Provides Authorization through 
Access Control Lists and tickets. 
•  Maintains audit trail on data and 
collections. 
•  Provides Resource Transparency 
to enable logical resources. 
 
Each of these topics is a large scale 
subject itself and can not be discussed 
here fully. Further information can be 
found at the SRB home page [2]. 
 
SRB Server 
The SRB Server is a middleware 
application that accepts requests from 
clients and obtains the necessary data 
sets. It queries the MCAT SRB Server 
to gather information on datasets and 
supplies this back to the SRB client. 
The SRB server can operate in a 
MCAT 
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request another SRB server to obtain 
the necessary data on its behalf. The 
data is then transparently passed back to 
the client. This is shown in Figure 1 and 
can be explained as follows: SRB Client 
contacts the local SRB Server A and 
requests a file. This is looked up via the 
MCAT SRB Server and MCAT 
database and then passed back to SRB 
Server A. As the file is located on SRB 
Server B, SRB Server A sends the 
request to SRB Server B who then 
services the client directly. 
 
SRB Client 
This is an end user tool that provides a 
user interface to send requests to the 
SRB server. There are 3 main 
implementations of this: command line, 
MS Windows (InQ shown in Figure 2) 
or web based (MySRB). A recent 
addition is the MySRB server 
component. This allows access to 
storage via a thin client such as Internet 
Explorer, Netscape or Mozilla. 
 
 
Figure 2 InQ Interface 
 
The MySRB server is actually an 
application server middleware 
component that runs as a library in an 
Apache Web Server. This acts as a 
client to service multiple thin client 
sessions and is based on CGI scripts. 
This option is proving popular as it 
allows access to the system from 
anywhere with an internet connection. 
Perhaps the most recent significant 
development is that SRB 2.1 includes a 
Web Services interface in the “Matrix” 
component. This effectively allows you 
to build an open distributed application 
that utilizes SRB as a storage 
mechanism. 
An SRB programmers API is also 
available for programmers who wish to 
develop there own interfaces to SRB. C 
is currently supported and a new java 
interface was introduced in SRB 2.1 
 
SRB Internal Architecture 
SRB uses an internally layered 
architecture. This is shown in Figure 3. 
This allows various system components 
to be abstracted for portability, which is 
described here. Further to this, the 
whole system is based around the 
POSIX standard. The system can be 
abstracted into 2 major logical entities: 
SRB and MCAT. 
 
 
Figure 3: SRB Architecture 
 
SRB Entity 
The SRB entity comprises of an initial 
layer that is specific to the client, server 
or external interface (such as 
Objectivity OO Database). The 
specifics of each component are 
different at this level. These sit on top 
of a common SRB layer. This 
implements all core functionality and is 
shared by all components in the layer 
above. Below this is the driver layer. 
The driver layer is used to manipulate 
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be brokered by SRB. This includes file 
system, tape archives and RDBMS 
storage. Hence to bring a new storage 
system into SRB, all that needs to be 
done is for a new driver to be written. A 
driver template exists and the largest 
implementation to data is 700 lines of C 
code. These implement the 16 standard 
calls that implement the driver layer 
such as copy, move, delete and create. 
 
MCAT Entity 
The top layer of the MCAT entity is the 
Interface API. This is a function library 
for all MCAT operations. Below this is 
the MCAT workings layer. This layer 
abstracts the underlying logical database 
schema into a common set of objects 
that may be manipulated by the 
common API. Hence these are the 
common objects and methods that 
MCAT must act on. This sits on top of 
the database driver layer. This layer is a 
specific implementation necessary to 
manipulate each RDBMS. The physical 
schema for each RDBMS can be 
different in order that functionality of 
each platform may be exploited e.g. 
Sequences may be used in Oracle, 
however there is no such analogy in 
DB2, so an alternative must be used. 
 
Internal Communication 
In terms of overall communication, the 
common SRB layer of the SRB entity 
communicates directly with MCAT 
interface API. 
 
SRB in CCLRC 
The Data Management Group in 
CCLRC started working with SRB in 
November 2002 after a fact finding 
mission to the USA. There was an 
immediate requirement for a storage 
based product that allowed the addition 
of searchable metadata within CCLRC. 
The specific requirement was initially 
for use with the CCLRC data portal [3], 
however other projects subsequently 
developed. 
While other data storage projects, and 
specifically GIGGLE [4] show much 
promise (and should be monitored), it 
was felt that only SRB offered a 
production quality system that could be 
implemented in the time scales 
available. Having selected the SRB 
system, initial testing began in January 
2003, with full scale systems becoming 
available in April 2003. This was tied to 
the introduction of the CCLRC e-
Science Database Service, described 
elsewhere in these proceedings. 
While several test systems exist, the 
main production systems described here 
are those using the CCLRC Database 
Service described elsewhere in these 
proceedings [5]. 
 
CMS and SRB 
The largest project using CCLRC SRB 
services at present is the CERN CMS 
experiment. The CMS detector is a 
particle physics experiment based at 
CERN. This will be located on part of 
the Large Hadron Collider (LHC) 
particle accelerator. The CMS detector 
is one of the largest international 
scientific collaborations in history. As 
of February 2003 there were 2300 
people working for CMS, 1940 of 
which were scientists and engineers. 
These people come from 159 institutes 
in 36 countries, spanning Europe, Asia, 
the Americas and Australasia. 
CCLRC as a whole has been involved 
in this project from an early stage for 2 
major reasons: Firstly CMS make use of 
CCLRC computational clusters for 
detector simulations and secondly, CMS 
will need to make use of the CCLRC 
Atlas Data Store (ADS) for the large 
volumes of data they will produce. Note 
the actual data taking from the detector 
will not start until 2007. 
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following specific reason: CMS are 
currently entering Data Challenge 2003 
(DC2003) which aims to demonstrate 
that the collaboration is capable of 
dealing with the large amounts of data 
that the real experiment will produce. 
This includes both data management, 
data flow and data storage. To verify 
this, the whole experiment is simulated 
in software first. DC2003 commenced 
on 1 July 2003 and will run until 
September 2003. For this project so far, 
CCLRC Data Management Group and 
ADS groups contributed on several 
fronts: 
•  Developed a custom SRB 
storage driver for the ADS using 
the SRB architecture as 
described above. 
•  Set up an SRB infrastructure for 
transferring files from the 
computational clusters to the 
data store. 
•  Provided an MCAT server for 
the whole CMS experiment. 
This is hosted with the CCLRC 
Data Management Group 
Database Service. 
•  Provided general SRB support 
to the DC2003 via University of 
Bristol. 
 
A crucial factor in this project was to 
develop an SRB driver for the ADS (see 
below). 
CCLRC SRB Service is currently 
managing 73,000 files registered across 
13 sites and 24 servers  worldwide for 
the CMS experiment. This number is 
growing daily. In addition to the 
DC2003 work, these sites are managing 
and exchanging data via the RAL 
MCAT server and database. 
 
ADS and SRB 
The Datastore currently has an on-line, 
nominal capacity of 1 Petabyte, based 
on an STK 9930 (PowderHorn) tape 
robot. The ADS team are currently 
migrating from IBM 3590 (10GB) tape 
drives to STK 9940B (200GB) drives. 
The robot is accessed by a farm of 
servers with associated disk cache, 
giving fast access to and from tape. A 
master server manages all of the 
integrated Datastore software and 
hardware. Though the nominal capacity 
of the Datastore is 1 Petabyte, tapes 
containing infrequently used files can 
be easily removed from the robot, thus 
making the total capacity virtually 
unlimited. 
Currently access is via a set of home 
grown utilities known as SYSREQ and 
VTP. These present the ADS as a 
network mounted tape storage system to 
host systems via a command line 
interface. The system is not hierarchical 
and the custom software must be 
installed. SRB offered CCLRC a new 
way to present access to the ADS. Not 
only did this offer the opportunity to 
provide a more user friendly access to 
the system, it would also allow the 
system to become part of a much wider 
storage resource network. To this end 
the ADS and Data Management Group 
in CCLRC set about integrating SRB 
and ADS. It is intended that many 
projects will use this and the CMS 
usage is explained below. 
The use of such a large scale and 
versatile tape storage facility is crucial 
to CMS for the following reasons. CMS 
simulates both physics events and 
detector responses to these events. This 
is a continual process and the data 
volumes involved are much larger than 
can be accommodated on disk systems. 
The only way to achieve this is to stage 
the current data on disk and then move 
processed data to a large scale storage 
system. 
In the UK, this work is carried out at 
Imperial College in addition to CCLRC. 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
55In DC2003, CMS have broken the work 
down into 2 distinct steps i.e. the 
physics events are all generated as one 
step and the detector responses 
generated as a second step. The data 
produced by each step is larger than the 
disk space available. CMS have 
therefore taken the following approach: 
Having generated a batch of simulated 
physics events, data is written to disk. 
CMS are then able to use the bulk 
upload facilities in SRB to move data to 
and from local disk into SRB space and 
specifically the files are loaded into the 
ADS. CMS then use the disk to store 
the results of more physics events. 
Having completed the event generation 
step for DC2003, these event files are 
incrementally later pulled back out of 
the ADS via SRB for use in simulating 
the detectors. These final results are 
then loaded back into the ADS. Any of 
the collaborating institutes can then pull 
the data out of ADS to either their local 
file systems or their own SRB Servers. 
 
E-Minerals Mini-Grid 
As part of the NERC Environment from 
the Molecular Level (e-Minerals) 
project, a mini-grid [6] has been set up 
to provide the necessary infrastructure 
and middleware to facilitate cooperative 
working throughout the distributed 
virtual organisation (VO). The E-
Minerals Mini-Grid consists of the 
following components: 
•  An e-Minerals data portal for 
discovery of environmental 
simulation studies and 
associated input and output files 
•  A High Performance Computing 
(HPC) portal for access to 
machines in e-Minerals mini 
grid. 
•  A Metadata insertion tool for 
data in the Mini-Grid. 
•  An SRB domain and resources 
for data storage. 
 
The metadata is held in the CCLRC e-
Science Database Service and retrieved 
using the data portal. The actual data 
files are kept in SRB and their locations 
referenced in metadata 
This mini-grid includes customised 
fully integrated instances of SRB as part 
of a data grid. CCLRC Data 
Management Group are providing both 
an MCAT database and the MCAT 
SRB server. In addition to this. CCLRC 
Data Management Group are providing 
installation and configuration expertise 
at member institutions. CCLRC Data 
Management Group plan to install SRB 
resources at Cambridge, Reading and 
Bath for storage of files that can be 
shared across the VO. 
 
Projects in Development 
All of the following projects are either 
using or investigating SRB as a the 
basis of data grids. CCLRC Data 
Management Group are providing both 
SRB infrastructure and expertise. 
•  E-Materials Project: A mini grid 
similar to E-minerals above. 
•  National Crystallographic 
Service (Southampton 
University): For both data 
management and storage in the 
ADS. Test system already set 
up. 
•  British Atmospheric Data Centre 
(BADC) archive. For both data 
management and storage in the 
ADS. Test system already set 
up. 
•  NERC Data Grid. Details to be 
confirmed. 
 
SRB Futures 
There are 3 major areas that CCLRC are 
commencing work with in collaboration 
with SDSC.  
•  Web Services 
•  High Performance Testing 
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Web Services 
The first is in the area of Web Services. 
As mentioned above, SRB 2.1 contains 
a new component called “Matrix”. This 
component is currently in a beta stage 
and the CCLRC Data Management 
Group have been testing this software. 
We now have a fully functional web 
services client developed and can access 
all standard features of SRB. The 
benefit of a web services interface is 
that it allows other applications and 
most notably web and grid based portal 
applications to utilize SRB. Thus once 
can effectively create a virtual 
application that is distributed across 
services. The Data Management group 
is especially interested in using this 
feature to integrate with CCLRC Data 
Portal. The CCLRC data portal is a 
piece of application middleware that 
allows users to find scientific studies 
and associated datasets across all 
CCLRC data holdings. This is achieved 
by using XML to wrap the returned 
metadata from each of CCLRC 
facilities. Currently, once data has been 
identified, it can be downloaded via 
Grid FTP. However the intention is to 
expand this to encompass SRB 
managed resources. Ultimately, it may 
be possible to create a data portal 
wrapper for SRB. This would allow the 
Data Portal to query SRB application 
metadata directly. 
 
High Performance Testing 
This work will involve testing SRB 
under extreme environments such as 
fast networking and high performance 
servers. CCLRC has a number of large 
scale computing facilities that will 
allow us to test future versions. 
Crucially, this will involve work on the 
new version of SRB to be released later 
this year (version 2.2). The key 
component of this release is a 
distributed MCAT database. The whole 
system at present relies on a single 
MCAT database. This could be 
considered as a single point of failure. 
However, there are some limited 
replication features for this at present. 
The current features allow a series of 
transactions to be captured on the 
master MCAT database and replayed at 
a remote database. The remote database 
would be part of a separate SRB 
environment with its own MCAT. 
While vendor specific replication, such 
as Oracle Advanced Replication could 
be used to move data, this is not 
desireable for 2 reasons 
1.  SRB has to work across a 
number of databases and vendor 
specific solutions are not open. 
2.  It may be desireable for data to 
be distributed for security issues. 
It could be possible that two 
independent domains wish to work with 
each other. Sensitive or private data 
could be specific to the domain, 
however there may be a requirement to 
allow restricted access. 
The new version of SRB will address 
these points by allowing multiple 
MCAT databases to work 
independently and communicate with 
each other. The data management 
groups has been active in providing 
design input into this process. 
 
Database Advice 
The Data Management group has a 
background in database applications 
and management. As mentioned 
previously, it is crucial that SRB be run 
under a well managed database. This 
can be anything from basic setup to 
database tuning. The group has already 
produced an SRB Install note for Oracle 
databases, which is now part of the SRB 
documentation distribution (see 
“Storage Resource Broker (SRB) with 
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documentation). The group fully intend 
to work with SDSC in notes and guides 
to help users implement SRB 
successfully 
 
Conclusions 
CCLRC have successfully implemented 
SRB across a number of projects. We 
believe this is the only production ready 
system at this moment in time. The 
group are now actively collaborating 
with SDSC and aim to help others in the 
UK e-Science program bring SRB into 
their projects. 
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Abstract
The provision of dependable computer systems by deploying diverse, redundant components
in order to mask or provide recovery from component failures has mostly been restricted to
systems with very high criticality. In this paper we present an architecture and prototype imple-
mentation of an approach to providing such redundancy at low cost in service-based infrastruc-
tures. In particular we consider services that are supplied by composing a number of component
services and consider how service discovery, automatic monitoring and failure detection have the
potential to create composed services that are more dependable than might be possible using a
straightforward approach. The work is still in its early stages and so far no evaluation of the
approach has been carried out.
1 Introduction
Dependability is a complex attribute which
recognises that simpler attributes such as avail-
ability and reliability cannot be considered in
isolation. Laprie [1] denes dependability to be
that property of a computer system such that
reliance can justiably be placed on the service
it delivers.
A common feature of dependable systems is
that they use diverse, redundant resources to
reduce the probability of common mode fail-
ures and to allow the system to continue in
operation in the presence of component fail-
ure. Critical components of dependable sys-
tems may therefore be implemented as a com-
position of components, some of which are in-
tended to deliver the same services but are im-
plemented in diverse ways in an attempt to en-
sure their failures are not highly correlated.
Formal analysis of fault-tolerant software
systems has demonstrated that diversity can
contribute signicantly to an improvement in
the reliability and availability of the overall sys-
tem [2]. However, a major inhibiting factor in
deploying diversity in systems is cost. Systems
deploying signicant diversity, for example the
ySchool of Informatics, University of Edinburgh
zDepartment of Computing Science, Lancaster Uni-
versity
These authors acknowledge the support of EPSRC
award no. GR/S04642/01, Dependable, Service-centric
Grid Computing
avionics system of the A320 commercial trans-
port aircraft, which uses diverse multi-channel
hardware and software, are very expensive to
develop. The use of diverse, redundant com-
ponents has therefore been limited to systems
where the consequences of system failure are
severe, and consequently they have high avail-
ability requirements.
With the advent of the Web Services [3]
denition there has been growing interest in
service-based architectures where functionality
is packaged as a standardised service with im-
plementation details hidden from the users of
these services. One particular example of this
is the work on Grid Services as a means to de-
liver computational and data resources to the e-
Science community. However, services provided
remotely over computer networks are subject
to frequent failure (tardy response, no answer,
etc.) for diverse reasons, ranging from resource
starvation and network instability through to
implementation or specication error. This
means that service users must currently incor-
porate code in their applications to detect and
cope with service failures.
The automatic composition of services (now
possible with various Web Service and Grid
standards) may reasonably be expected to have
a multiplicative eect on these failures since
breakdown of a single operation in a composi-
tion could jeopardise the entire procedure. Fur-
thermore, dierent error recovery strategies in-
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pected ways with each other and with explicit
error recovery mechanisms in the application.
We therefore believe that there is a need for
a standardised mechanism that allows applica-
tions to continue in operation (perhaps in a de-
graded way) in the presence of individual ser-
vice failure.
In this paper we outline our approach to im-
proving the dependability of Grid Services that
are provided by composing other Grid Services.
At rst sight deploying diversity to improve the
dependability of Grid Services may appear to
be an excessively costly approach for all but
the most critical services but two features of
Grid Services make this approach much more
attractive:
1. For some (commonly used) services it is
envisaged that the pool of dierent imple-
mentations could be quite large. Although
we cannot be sure that these implementa-
tions are diverse, it is reasonable to conjec-
ture that it is likely that there will be sig-
nicant dierences between them and con-
sequently they will exhibit diverse failure
behaviour.
2. The Grid architecture provides a service
discovery mechanism that facilitates iden-
tication of a range of dierent providers
for a given service.
These features mean that we may be able to
draw on large collections of dierent service
implementations without incurring huge cost.
This preliminary paper outlines our approach
to exploiting this diversity and provides a de-
scription of an early implementation.
Our goal is to use our early implementation
to investigate the feasibility of dependable Grid
Service provision and to explore a range of ap-
proaches to some of the issues we identify in
this paper. The main issues we address in this
work are:
1. We envisage that each service will have de-
pendability data associated with it. We
are considering how best to represent this
information. Many monitoring systems
collect individual measures of reliability or
availability { but we know these are not
independent and, from the point of view
of a service user, the tradeos between dif-
ferent parameters are important.
2. Composed services will rely on service dis-
covery to nd available candidate services
to compose, along with their associated de-
pendability data. This assumes a mech-
anism to gather dependability data on a
particular service. We are considering the
design of monitoring systems including the
extent to which we can trust monitoring
data and how dependability data is up-
dated to reect past experience.
3. It should be possible to calculate the de-
pendability of a composed service range
on the basis of dependability data for the
component services in the composition.
This will require us to develop appropri-
ate means to estimate the dependability of
the composed service on the basis of the
dependability data for the component ser-
vices.
4. The composed service will respond to fail-
ure data for the component services as it
delivers the composed service. This will in-
volve investigating real-time failure moni-
toring of the component Grid Services.
5. Users of services need a way to select ser-
vices by specifying the dependability char-
acteristics they require. There are a range
of existing QoS specication languages but
we believe they have some weaknesses. In
particular, they are poor at expressing
tradeos between dierent parameters.
The remainder of the paper considers our
proposed architecture, its operation, a brief de-
scription of our prototype implementation and
an outline of future directions.
2 Architecture
Client
Composite service
description, dependability
requirements

OO
Normal call
to composite
service
 Service
classication
database
// Engine
Service
dependability
database
oo
Failure
detection
oo //
{ { { {
== { { { { { {
Services
aaCCCCCCCCC 
OO
Performance
monitors
// oo
OO
Figure 1: Architecture
Our proposed architecture is outlined in g-
ure 1; its components break down as follows
(more detailed information may be found in
later sections):
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The engine performs two tasks | planning and
execution.
During the planning stage, a client requests
execution of a service (expressed as a composi-
tion) to a specied level of dependability within
constraints (usually cost or time). The en-
gine identies which specic services might be
used to instantiate this composition by query-
ing the service classication database, and for
each identied service it retrieves relevant de-
pendability metrics from the service depend-
ability database. The net properties of possible
composition instantiations are then evaluated,
and if none satisfy requirements, modications
to the basic composition are considered (see
section 3). When a satisfactory combination
of service choice and composition modication
has been found, the planning stage is complete.
It is conceivable that some negotiation between
client and engine may take place here | for
example a choice of several candidate compo-
sitions with dierent, but satisfactory, depend-
ability and constraint tradeos may be oered
to the client.
The execution phase comprises the exhibition
of the requested Grid Service interface (repre-
senting the composed service) to the client, and
execution of the chosen augmented composition
on receipt of service calls against the interface.
This process may involve setting up sensors to
identify failures of the component services, con-
ditional (in event of failure) and/or parallel ex-
ecution of services, lifetime management of el-
ements of the composition, etc.
2.2 Information Services
Before it is possible to create an instanti-
ated composition of services we require mecha-
nisms to discover and lter candidate services.
Within the overall architecture of the system
these mechanisms are called the service classi-
cation and dependability databases. The ser-
vice classication database provides a means of
discovering services that are syntactically and
semantically compatible with the current task.
Although our architecture does not prescribe
how service discovery takes place, it does re-
quire a service classication scheme.
In the context of a dependable architecture it
is not acceptable to have services that provide
no information with regards to their depend-
ability or quality of service. Therefore the ser-
vice dependability database must provide qual-
ity of service metrics for all services within the
system. Our ultimate intention is to populate
the service dependability database with met-
rics from monitors within the system, allow-
ing changes within the Grid to be reected in
the makeup of the composition. The parame-
ters associated with quality must be modelled
within the database and evaluated by the en-
gine.
2.3 Sensors
This architecture requires two varieties of sen-
sor: failure detectors and performance moni-
tors.
Failure detectors are intended to provide im-
mediate feedback to the engine (in order that
it might take corrective or compensatory ac-
tion) in the event of failure of an operating ser-
vice: in some cases, services may be trusted to
quickly and accurately report their own prob-
lems (running out of disc space, for example),
while in others (network outage, host subver-
sion), an external observer is needed. Rapid
response usually comes at a cost: heartbeats,
keepalives, pings, all consume super-linearly in-
creasing amounts of network bandwidth as the
mesh of sensors grows and required response
time decreases. Schemes which can manage this
cost/benet balance are needed.
Performance monitors are concerned with
the long-term measurement of service depend-
ability. They may do so in order to place
records in the dependability database, or in or-
der to verify compliance with a service level
agreement [4]. They may form part of a service,
or be operated by independent third parties.
Performance monitors have less of a real-time
requirement than failure detectors, but may log
and transmit large quantities of statistical in-
formation.
3 Example
The client has a composed service description
which describes how to amalgamate a hotel
booking service and a ight booking service into
a single travel booking service (this is a com-
mon example in composition language papers).
The client also has a cost limit and a desire that
the composed service succeed more often than
their past interaction with airline websites has.
The travel booking service description might
be a commonly available composition docu-
ment taken from the web, one which will work
with any booking services which conform to
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ment is vague, however; we need to address the
issue of how human users may clearly express
themselves to a system which deals in numbers
and probability distributions. This work will
come later in the project | for the time being,
we interpret the user as desiring a 99% success
rate.
Lack of space constrains us to limit a de-
tailed description of the service but one of the
authors1 has carried out a detailed study of
the provision of this kind of service. In or-
der to compress the presentation we provide
schematic illustrations of the kind of building
blocks we use to build dependable composed
services.
Given the trivial service \composition" of a
single service of type A as follows...
A
succeed ,,
fail
22 Done
...where \Done" indicates communication of
results | be they success, failure, or something
more nuanced | to the client, the following
might be a simple augmented instantiation:
Plan // A1
succeed //
fail

Done
A2
succeed
DD
fail
PP
Here, during the planning phase two specic
services of type A (A1 and A2) are chosen with
A1 as primary and A2 as backup. If A1 fails, A2
is called; if A2 also fails, then failure is admit-
ted. Obviously this process could be continued
forever, but the planning phase would establish
in advance how many fallbacks were necessary
to satisfy the client's requirements within cost
and time constraints.
Another option follows:
A1 succeed

fail

Plan
66
//
((
A2
succeed ++
fail
33 Join
succeed ,,
fail
22 Done
A3
succeed
EE
fail
PP
Here A1, A2, and A3 are all run in parallel;
\Join" could be chosen to mean waiting for the
rst successful reply and then nishing (favour-
ing availability and (to some extent) speed), or
it could mean a vote, wherein at least two iden-
tical results were required before a successful
outcome was recorded | favouring reliability
1Sheng Qu, as part of his Masters dissertation in
Edinburgh.
instead. Dierent clients would get dierent
solutions according to their requirements, and
the engine will plan these solutions using es-
timation based on dependability data for the
available services.
4 Implementation
Currently we have prototype implementations
of many of the components of the proposed sys-
tem. These include:
1. Real-time sensors utilising notication in
the GT3 toolkit to transfer information to
direct recovery from service failures.
2. Performance monitors based on the JXTA
peer-to-peer infrastructure that gather
long-term data on the dependability of in-
dividual service instances.
3. Testing frameworks that integrate with the
GT3 toolkit to provide the ability to sim-
ulate a range of service failures in a pre-
dictable manner.
4. A rejuvenation service based on the GT3
toolkit aimed at providing a component
that implements service rejuvenation
5. Extensions of BPEL4WS to consider fault
tolerance, this provides explicit fault-
tolerant construction in BPEL.
Information services play a key role in providing
the information that guides particular decisions
taken in providing a composed service. Access
to information services plays a key role in co-
ordinating the individual components. In this
section we outline some of the considerations in
deciding on a prototype infrastructure for the
project.
4.1 Information Services
The architecture section of this paper de-
scribes the service classication and depend-
ability databases used to achieve service dis-
covery. Here we identify an infrastructure to
meet the requirements laid out in the archi-
tecture. This infrastructure is being utilised
to build initial prototypes of our system. Our
choice of infrastructure will evolve as we learn
from experience of the prototypes.
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The underlying architecture of Grid Services,
namely the Open Grid Services Architecture
(OGSA), provides mechanisms that can be
utilised to achieve service discovery. Service
Data is one such mechanism that can be used to
encapsulate information about a service. Infor-
mation that is critical in this context is service
classication and quality of service. The rest of
this section details the mechanisms and schema
for describing service related information and
the processes that utilise this information.
Service Data is a collection of information
that is associated with a Grid Service. Service
Data is encapsulated as Service Data Elements
(SDEs) that represent XML based containers
for structured information [5]. SDEs are linked
to every Grid Service instance and are acces-
sible via the Grid Service and Notication in-
terfaces. Service discovery is facilitated by in-
formation held in service data. When select-
ing services we use matching upon the service
data information against our own requirements.
The latest implementation of the OGSA frame-
work, Globus toolkit version 3.0, has service
data at the heart of all service discovery, form-
ing the Monitoring and Discovery Service ver-
sion 3 (MDS-3) which supercedes the LDAP
based MDS-2.
Service data is represented in XML, in keep-
ing with all elements of OGSA, but there are
no restrictions on the structure of the XML.
The most elementary way of imposing a struc-
ture on the Service Data is to apply an XML
Schema. The schema that is used depends upon
the requirements of Grid; in our case we want
to identify services that:
a) have the correct interface and functionality
required by the service we aim to provide
and
b) have dependability attributes that ensure
the composed service achieves its promised
level of dependability.
4.1.2 Service Discovery
Service discovery relies upon the knowledge of
what sort of service you are invoking. A par-
tial picture of this is painted by the WSDL de-
scription of the service interface. However, the
service interface does not describe the function-
ality of the service. An example is two services
providing the \add interface", an add operation
with two integer inputs and an integer output;
the add operation is invoked on both services by
passing the integer value 1 to both the inputs;
one service returns the integer value 2 and the
other the value 11; both services have operated
correctly upon the same interface but have dif-
ferent functionality. The example demonstrates
the requirements for a classication of services
based upon functionality and interface type.
Much research has taken place in the area
of classication ontologies led by the notion of
the Semantic Web. Current proposals for on-
tologies centre on frame based languages such
as OWL [6]. These languages are very simi-
lar in structure to object oriented programming
languages with the notion of class inheritance
at their heart. DAML-S [7] is a leading exam-
ple of a frame based ontology language that is
designed principally for representing Web Ser-
vices within the semantic web. It is not the in-
tention of this project to perform research into
service classication or to implement a complex
ontology language. Instead in our prototype we
have opted for a simple classication schema
within the service data element container. Ev-
ery service belongs to a particular named class.
The named class is then used as the criterion
for discovery. This classication mechanism in
addition to the WSDL description constitutes
the service functionality database.
4.1.3 Dependability Attributes
We require services be endowed with informa-
tion that informs potential clients of the qual-
ity of service with regards to a series of impor-
tant criteria, namely dependability. Like the
service classication, these QoS parameters are
expressed within the context of service data ele-
ments. The originator for this QoS information
can be the services themselves, but we envisage
that the QoS metrics are more likely to come
from the clients or a trusted third party. Many
QoS specication languages have been devel-
oped, primarily in the eld of distributed mul-
timedia applications. Jin and Nahrstedt [8] and
Aurrecoechea et al [9] provide a good contrast
of these languages including the resource spec-
ication language (RSL) created by Globus for
toolkit versions 1.0 and 2.0. QoS is expressed
at three layers: user, resource and application.
User layer QoS represents a series of parame-
ters that are set by the user, usually through a
graphical user interface, implying that the pa-
rameters must be simple. Resource layer QoS
represents parameters relating to the physical
hardware environment such as CPU allocation.
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tualization of resources where applications are
composed of lower level services. Application
level QoS is in keeping with the service ori-
ented paradigm because application developers
express their requirements for a a given level of
QoS from a service thus controlling the quali-
ties of that service [8].
Our criteria for selecting a specication lan-
guage were primarily simplicity and expressive-
ness. In addition a script and control based lan-
guages such as SafeTcl and fuzzy-control were
dismissed being too complex for our require-
ments. QoS Modeling Language (QML) devel-
oped by HP Laboratories [10] is an application
layer, parameter based, QoS specication lan-
guage [8]. QML is a generic language that pro-
vides specication renement (similar to object
oriented inheritance) and simple contract types
such as reliability and performance. The sim-
plicity of QML does not mask its ability to ex-
press complex QoS specications, for example
using percentiles, variance and frequency [10].
We have selected QML as a way of specifying
QoS requirements within the service discovery
phase of this project. Unfortunately, QML de-
spite its name is not an XML based language,
thus we have taken a subset of the QML speci-
cation [10] and implemented it in XML Schema.
QML denes categories named contract
types for conformance in given dimensions.
Each dimension corresponds to a domain of el-
ements that are either dened manually or are
built in numeric types. A contract is a set of
QoS restrictions upon the dimension domains
dened within the contract type. Dimension
domains have orderingapplied to their elements
to allow certain elements to be stronger and
therefore conform to weaker elements. For ex-
ample if a latency of ten seconds is required,
then a latency of nine or less is acceptable, in
this case nine is said to be a stronger element in
the dimension domain latency than ten. Con-
tracts can be specialised using the rene rela-
tionship to form more stringent contracts, how-
ever, all sub contracts must still conform to the
original contract type. Proles are used to link
QML contracts to interface (or portType) def-
initions.
4.1.4 Service Matching
QML is used both to specify QoS requirements
and to express QoS information for specic ser-
vice instances. QML specications are included
in the service data for our Grid Service in-
stances. These denitions will occur within the
SDE sections of each service description. An
aggregation of the QoS service data elements
constitutes the service dependability database.
Service matching is notionally a single pro-
cess, however, the process is split into two
phases. In the initial phase, the services are
actually discovered using the service classica-
tion as criterion. Services are retrieved in the
form of Grid Service handles with additional
service data elements containing the QoS spec-
ications. A second phase exists that uses the
QoS information for each of the services to iden-
tify the service that is most appropriate for the
present task. The job of identifying the service
is done by the main engine because of the dy-
namic nature of the engine means that the QoS
requirements for a given task are only identi-
ed at the last minute. Dierent services may
be \plugged" into a workow in combination
to identify end-to-end QoS given the QoS in-
formation for each service. Early implementa-
tions of the engine use exhaustive algorithms
to test the best combinations to give the best
QoS. Future developments will concentrate on
optimising this service matching process. The
second phase of the matching process is implic-
itly tied to the engine. However, the service
classication matching can be delegated to an
index service.
5 Testing
In order to help verify correctness of opera-
tion of the engine, we have developed a frame-
work which allows us to (largely) transpar-
ently \wrap" arbitrary Grid Services and con-
trol their apparent behaviour by modifying,
suppressing, or injecting messages at the service
interface level. These impositions are scripted,
so we can isolate constituents of a composition,
cause them to appear to fail in various ways,
and then observe the system's reaction.
This facility is particularly important be-
cause our composed services include fault-
tolerance capabilites and in developing our ap-
proach we need to test both the real-time mon-
itoring of services we use to detect failure and
communicate it to the composed service and to
test the fault tolerant mechanisms included in
the composed services.
Once we have established that our monitor-
ing and fault tolerance is robust we will re-
quire this framework in our experiments with
the system. The ability to script failure scenar-
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will help us to measure our ability to deliver
improved level of service in context of networks
with \known" (in this case, manufactured) de-
pendability metrics.
6 Flexible framework
Our work to date has concentrated on creat-
ing a working prototype of the architecture de-
scribed earlier. At the time of writing that pro-
totype is close to working. However, it is un-
likely that the prototype will provide an ideal
solution to the problem. In the end our ap-
proach is to provide a exible framework for
the provision of dependable Grid Services.
In the current prototype we are considering
the following (non-exhaustive) list of issues that
will help direct our next steps in the project:
1. The two service databases may in fact be
a single entity (MDS perhaps).
2. Service monitoring may be undertaken by
third parties, or services may be trusted to
advertise their own metadata honestly.
3. All monitoring may in fact be supplanted
by service level agreements.
4. The ner nuances of failure detection may
be service-specic so the framework must
admit specialised detection mechanisms.
Clear separation of design components will ad-
mit all of this exibility. The greatest such is-
sue arises in the core engine: what language
describes the composition, and how is that
then executed? Several candidates (none open
source) exist, and we hope to achieve an im-
plementation which can be \ported" to a new
composition engine with a minimum of eort.
7 Conclusions
Our project is still in its early stages. We
took an early decision that our work should
be based on the GT3 (OGSA) framework since
that is likely to be widely used by the e-Science
community. Our experience over the past six
months has been that the GT3 platform is still
quite unstable and that has led to consider-
able problems in developing components that
depend on detailed issues of the implementa-
tion of the toolkit. However, we believe that
the service-orientation of GT3 provides a good
basis for the provision of dependable services
using the techniques outlined in this paper.
This paper describes our provisional archi-
tecture and implementation, unfortunately at
the time of writing we have yet to evaluate our
work. This will be reported in later papers.
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Abstract 
This paper gives a brief overview of the diverse field of bioinformatics, identifying  
research themes.  It then introduces the BBSRC funded eScience pilot projects against 
this overview by presenting their biological aims.  Areas of the eScience programme 
addressed by these projects are identified to determine the contribution they are 
expected to make to eScience. This covers contributions to the developing Grid 
middleware and associated eScience standards as well as their bioinformatics goals. 
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1.  Introduction 
In May the BBSRC held a meeting of its 
eScience pilot projects. It was agreed at the 
meeting, that it would be a good idea to present 
a paper at this All Hands Meeting, which 
covered their six pilot projects presenting their 
bioinformatics goals and how they will 
contribute to the aims of the UK eScience 
programme. The intention is to show the types 
of bioinformatics research enabled by an 
eScience approach and how these projects will 
drive and contribute to the eScience 
developments occurring in parallel in other 
research disciplines across the UK eScience 
programme. 
 
Bioinformatics can be described as the 
derivation of knowledge from computer 
analysis of biological data. This is a simplistic 
view as it is a discipline which includes a wide 
range of scientific investigation.  It is not a 
homogeneous domain.  This means that there is 
a wide range of opinions and views as to what it 
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application of informatics techniques to 
biological data in a research or application 
environment.  These informatics techniques can 
come from a number of disciplines including 
computer science, statistics and mathematics. 
This discipline list is by no means exhaustive as 
researchers utilise techniques from engineering, 
physics, and other scientific disciplines.   
In their Strategic Plan 2003-2008 [1] the 
BBSRC recognise the growing importance of 
bioinformatics in their domain when they state: 
    “Genome sequencing and post-genomic 
technologies provide researchers with massive 
amounts of data. As a consequence biology is 
becoming more quantitative. Large 
experimental data sets will increasingly allow 
computer (in silico) simulation of biological 
systems.” 
This recognises the growing importance of 
bioinformatics in the next generation of research 
in bioscience.  
The BBSRC identify in [1] the following areas 
as important to their research agenda in non-
clinical bioscience: 
 Integrative  biology, 
 Sustainable  agriculture, 
  The Healthy organism, and 
  Bioscience for industry. 
It is recognised that there are different levels of 
biological structure within these areas from 
individual molecules, cells, tissues/organs 
through populations to microbes, plants and 
animals.  There is a need to do research in a 
number of ways within these levels and across 
the levels.  This research underpins the growth 
in bioinformatics due to its generation of large 
amounts of data, which need to be analysed, 
integrated and used in simulations to test new 
ideas. 
 
In the second strategic objective in [1], it is 
recognised that bioscience is increasingly 
dependent on the development and use of e-
tools due to the data being collected at the 
‘omics’ level of research which should lead to 
more productive in silico research and the 
development of new bioinformatics tools.   
These tools will be needed in areas such as data 
mining, pattern recognition, model building, 
data sharing across the vertical and horizontal 
biological structure levels. Traditional 
bioscience research also needs access to the data 
collections made over the centuries by Institutes 
such as the Natural History Museum.  These 
collections must be prepared in machine 
readable formats that allow investigations to be 
made that shed new light and understanding on 
biodiversity and the effects on it of changes in 
climate, agricultural policy and government 
policy.  It is important that the UK research in 
bioinformatics links with other efforts at 
National and International levels eg the GBIF 
(Global Biodiversity Information Facility) 
initiative in biodiversity. 
2.  The Pilot Projects  
When the pilot project proposals were submitted 
the BBSRC had identified four theme areas for 
these projects: 
 Genomics, 
 Structural  studies, 
  Cellular processes, and 
 Biodiversity. 
The successful projects covered topics within 
these areas, although there was no specific pilot 
project in the genomics area. 
 
The BASIS project at Newcastle University [2] 
is concerned with utilising emerging Grid 
middleware technology to develop a system 
supporting a research community investigating 
quantitatively the biology of ageing – at the cell, 
tissue and organism levels. It is creating new 
tools such as SBML (Systems Biology Markup 
Language) which will help a researcher build a 
computer based model of ageing processes and 
test them. At the tissue level these will be based 
on fibroblasts, gut and brain with experiments 
being conducted to determine the effect of 
random cell death in a tissue. Users will be able 
to set up experiments involving the creation of 
new models or modification of existing models 
which let them gain a deeper understanding of 
the effects of tissue ageing on organisms. It is 
intended that this facility will be available to a 
distributed community of researchers who will 
share their results, models and analytic tools. 
Thus this project aims to create a facility which 
allows simulation by system modelling within a 
structure level and across levels. The 
development team is working closely with 
another local team who are developing Grid 
middleware in the OGSA DAI project for 
accessing data held in databases. Thus their 
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this middleware and they are utilising it in the 
development of the system. 
 
e-Protein aims to provide a structure-based 
annotation of proteins in major genomes, which 
can be disseminated to other researchers. It is 
intended that alternative annotation approaches 
will be investigated to identify improvements in 
the methods of annotation. This will be used to 
build local databases holding structural and 
functional annotation of sequence data, which 
can be linked with relevant bioinformatics data 
resources at other sites. The improvement of 
protein modelling is a prime aim of the project 
so that better function predictions can be made. 
They intend that the system will be available to 
a research community collaborating in their 
investigations so that they can investigate and 
test alternative structure models. This system 
will have a workflow based interface which 
makes use of the ICENI middleware and its rich 
metadata structure for describing software tools. 
This middleware is being developed in a related 
Grid project which involves several of the e-
Protein investigators. As in BASIS this project 
will be informing the development of the Grid 
middleware it requires. 
 
e-HTPX is addressing the problem of unifying 
the procedures of protein structure 
determination so that they can be accessed 
through a single interface which allows 
structural biologists to create models from the 
data generated by high throughput protein 
crystallography. This will involve creating new 
structure determination software which can take 
advantage of HPC computing facilities so that 
the results of the structure determination can be 
delivered on the same time scale as data 
collection.  Data generated in these experiments 
will be stored at the EBI as an available 
resource for the research community.  It will 
involve giving users access to instruments, data 
collections and analytic tools. This project is 
primarily concerned with building structural 
models within a structure level.  As the system 
is expected to have a number of industrial users, 
an important concern is the authentication of 
users to protect the system against unauthorised 
use. The development team will be consulting 
potential industrial users to determine their 
requirements in this important area.  This will 
be used to see whether this can be supported by 
Grid facilities. 
 
BioSimGrid aims to allow comparisons to be 
made of the results of multiple biomolecular 
simulations so that the structure of proteins and 
nucleic acids can be better understood.  Its users 
will have access to large quantities of 
simulation data, which will be integrated in 
further simulation experiments testing theories 
in structural biology within structure levels with 
the capability to reuse this data in cross level 
modelling of structures. This data will require 
curation.  These secondary analysis experiments 
will need data mining services to locate relevant 
data within these databases as well as data 
analysis tools.  Some of the research community 
using this system will be working in 
commercial organisations in the pharmaceutical 
industry.  This introduces the need for user 
authentication before access is allowed to some 
of the data and tools as commercial 
confidentiality will need to be protected. It also 
means they have an interest in investigating 
mechanisms for distributed authorisation and 
accounting. There is also a requirement to link 
the simulation data with other biological and 
structural data held in National repositories to 
allow development of richer, more sophisticated 
models. 
 
BDWorld [3] is creating a problem solving 
environment in which researchers can locate 
appropriate analytic tools and data resources 
held at different sites in the environment.  These 
tools and data can then be linked in a work flow 
which produces results relevant to an 
investigation into a biodiversity problem at the 
species level. This may be a question such as 
what will be the effect on a species’ distribution 
if global warming occurs, or could this plant 
become invasive if it is introduced as an 
agricultural crop in a region. The system utilises 
a partial catalogue of life and other biotic and 
abiotic data, such as climate envelopes, in three 
exemplar studies to prove the concept – 
biodiversity richness analysis; bioclimatic 
modelling and climate change; and phylogenetic 
analysis and biogeographic. This will involve 
the system linking heterogeneous legacy and 
current data collections so that it can 
interoperate on this data using a variety of 
software tools with different data format 
expectations.  It is intended that this work will 
link with the GBIF system being developed in 
an international effort, as its resources will 
complement GBIFs.  This system must be able 
to evolve by adding new data collections and 
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requires wrapping of legacy resources as they 
join so that they are consistent with the 
standards for data within BDWorld.  This 
system is primarily concerned with the microbe, 
plant, animal level of biology although it will be 
able to support some lower level analyses. At 
the moment a basic BDWorld system is being 
built but its design is such that it will be able to 
evolve: by incorporating new tools and data 
resources; by adding ontologies which will help 
users discover the resources they need; by 
incorporating more sophisticated display tools.  
The designers are aware that Grid middleware is 
being created in parallel with their development 
of BDWorld and they are ensuring that it will be 
able to take advantage of appropriate Grid 
middleware when it has reached a suitable stage 
in its development. 
 
The neuroinformatics project [4] is investigating 
how the brain functions. It is intended that the 
developed system will allow neuroscientists to 
work collaboratively sharing their data and 
software tools.  Research in this area needs to be 
undertaken at different biological levels and 
across the levels.  The challenge is to allow the 
researchers to create their models 
collaboratively and conduct experiments on 
them.  This involves being able to locate 
appropriate data so that it can be linked in the 
models or utilised by the models.  This data and 
data produced by the models must be available 
for use in future experiments.  This research is 
being undertaken in collaboration with scientists 
at the Newcastle eScience centre who are 
looking after the database and Grid middleware 
aspects of this project in a separate project. The 
prime concern of this project at the moment is 
creating data models and software tools that 
enable heterogeneous data to be easily shared 
and analysed by its user community.  The 
design team recognise that there will be a need 
in the next phase of its development for the 
system to provide sophisticated visualisation 
tools and ontologies.  Thus they are 
concentrating on creating a basic system 
environment that can evolve by adding such 
tools in the future. 
 
3.  Pilot Project e-Science themes  
These pilot projects display a number of 
eScience themes.  
They are all aiming to support collaborative 
working within a research community who need 
to share data, results and software tools. This 
means they will need to support discovery of 
relevant data sources, data and their descriptions 
so that the different tools can analyse and share 
data.  They will need to overcome heterogeneity 
in data representation when it is prepared over 
time for different purposes when accessing 
legacy data and develop new extended standards 
for the metadata describing this data which 
allows its provenance to be established and 
stored. Many of the projects are creating results 
which have to be stored so that other analytic 
tools can use this data in the future. This implies 
that the data will need to be curated with 
provenance showing how it was created and the 
tools creating it. There will also be a need to use 
and store descriptive data so that representation 
of the data is understood by researchers and can 
be interpreted by software tools. 
 
There is some need for High Performance 
Computing (HPC) but it is not a major 
requirement of the projects. It occurs when 
complex models are being built and the results 
of analysing and using the models are needed in 
real time for further analysis. E-HTPX is the 
only project seeing this as a prime requirement, 
although the others may need some access to 
these facilities in the future. 
 
All of the projects will be creating new software 
tools which need to be made available within 
the system for other users.  These tools must be 
engineered so that they can link with existing 
tools and utilise the data available in the grid 
system. This means that there must be 
descriptions of these tools which enable them to 
be linked in analytic chains which can be 
executed by work flow engines. Several of the 
projects need work flow engines for their user 
interface to allow a user to create and execute 
work flows which perform the required 
analysis. 
 
Most of the projects are aiming to support the 
building of structural models at different 
biological levels, which can be used to 
determine the functioning of a biological system 
and the effect of change on the system. It is 
clear that as bioinformatics expands through the 
Grid this will become a growing area as 
researchers create more and more complex 
models that are not limited to one biological 
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the effect of substructure change on the higher 
level structures. This growth in model 
complexity will also be reflected in a growing 
level of diversity in the data sources used in the 
models as researchers investigate more fully the 
causes of change and evolution. 
 
There is little emphasis at the moment on the 
need for sophisticated presentation tools which 
allow users to present information in different 
and more imaginative ways.  This is probably 
due to modelling being mainly done at a single 
level at the moment. Another reason for this 
could be that the structural modelling of 
biological systems is a relatively new technique, 
and as it matures more sophisticated displays of 
the results from these complex models will be 
required by the modellers to make it easier for 
users to understand the outcomes. It is also a 
feature of the current state of development of 
the systems where these facilities are seen as the 
second stage of the development and an 
unnecessary luxury until the basic systems are 
working. 
 
Two projects are investigating the use of the 
Grid authentication techniques. This is due to 
the nature of the projects which have industrial 
links at the moment, rather than it not being of 
concern in the area. Again as the field matures 
and this type of analysis becomes more 
accepted there will be an increase in this 
requirement. 
4.  Expected effect on eScience 
It is clear that the pilot projects have fairly 
ambitious bioinformatics goals and that they do 
not see themselves developing middleware per 
se for the Grid, but co-operating with the 
projects that are developing the middleware. 
The e-Protein and neuroinformatics projects are 
working closely with research groups that are 
developing middleware in separate projects and 
will utilise this software as it becomes available. 
The e-Protein team are working closely with the 
team developing the ICENI middleware at 
Imperial College and the neuroinformatics have 
a close link with the team developing the OGSA 
DAI middleware at Newcastle University. 
These projects will have a direct influence on 
the development of these pieces of eScience 
middleware.  The other projects are keeping 
themselves informed of middleware 
developments and will utilise appropriate 
middleware, when it is in a stable enough form, 
until then they are likely to use alternative non-
generic, limited capability software that is 
available or they developed themselves to meet 
their needs.  However they all intend to take full 
advantage of Grid middleware when it is stable. 
 
All the projects have major data handling 
challenges and one of the major contributions 
from this research programme should be insight 
into the future metadata requirements and 
standards in Grid environments. This covers the 
description of data and software as well as 
provenance and curation of data.  A major issue 
through all the projects is the interoperation of 
data held in different data collections.   
Considerable insight should be gained from 
these pilots as to how to describe and hold data 
so that this task is facilitated, especially with 
respect to the wrapping of legacy systems so 
that they can enter new environments easily. 
 
Although it is not a major feature at the 
moment, these systems will need metadata 
repositories and ontologies to help users identify 
the resources held in the environments that they 
require. These will be needed to help the 
researchers create the workflows that will do 
their analyses of the data. At the moment some 
of the projects are investigating or creating 
embryonic workflow engines which will be 
used to execute the analytic chains of software 
tools which are created by users to identify the 
required analysis.  This work should further 
inform the development of these workflow 
engines. 
 
These projects all intend to develop basic 
systems which can evolve to meet future as yet 
unknown requirements.  This will be an 
important feature of their system architectures 
and the development of these pilots should give 
us more insight into the best ways of building 
systems with this capability.  This will be 
important in the development of the 
sophisticated Grid systems as we will not be 
able to afford to recreate such systems from 
scratch. 
 
5.  Conclusions 
The bioinformatics pilot projects will make 
meaningful contributions to the eScience 
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standards required for bioinformatics data and 
tools.  They will contribute to the definition of 
data curation and provenance standards. They 
do not intend to make a direct contribution to 
the development of the middleware required for 
the Grid but their use of it as it evolves will 
inform the development of this middleware.   
They will also identify new middleware 
requirements. It is clear that in the future this 
research will inform the development of the 
next generation of ontologies and data/resource 
discovery tools and the more sophisticated 
presentation tools such as result visualisation. 
However the major contribution of these pilots 
will be as catalysts which encourage more 
bioinformatics research by demonstrating what 
can be achieved by collaborative in silico data 
experimentation and analysis in bioscience.   
The pilots will also create the basic systems 
which will allow the next generation of 
researchers to fully exploit this capability. This 
will enable the field to grow and support the 
collaborative working needed to build and 
exploit the next generation of systems biology 
models. 
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ABSTRACT 
 
In the AEC (Architecture / Engineering / Construction) industry, large projects are tackled by consortia of 
companies and individuals, who work collaboratively for the duration of the project. Such projects are 
complex and the consortia members provide a range of skills to the project from its inception to 
completion. 
This document is intended to describe the design for Grid-enabling of the Product Supplier Catalogue 
Database (PSCD) application. As part of the Grid-enabling process, specialised metadata will be 
developed to enable PSCD to more effectively utilise Grid middleware such as Globus and Java CoG 
toolkit. We also describe our experience in designing, developing and deploying the application using the 
Globus Security Interface (GSI). 
 
 
1. INTRODUCTION 
 
A typical AEC industry project involves many 
individuals and companies forming a consortium 
for the duration of a project. Such projects range 
in size from design and construction of a single 
building, to the creation of a large national 
infrastructure such as airports, dams, and 
highways. These projects are usually unique, 
very complex and involve many participants 
from a number of organizations acting 
collaboratively. The members are geographically 
dispersed. The consortia include design teams, 
product suppliers, contractors and inspection 
teams who must collaborate and conform to 
predefined scheduling constraints and standards. 
These participants also work concurrently, thus 
requiring real time collaboration between the 
geographically remote participants. A typical 
consortium member is often providing similar 
services to multiple projects simultaneously 
involving different partners. Web based 
communication technology is beginning to play 
an increasingly important role in supporting 
collaboration in AEC projects particularly to 
enable a project management (or team) to 
identify the current state of a project, its 
activities, and the constraints on these activities 
and their schedules. The planning, 
implementation and running of these projects is 
thus a complex task in which the Grid will be an 
important (vital) infrastructure in the future. 
 
This industry has been examining how network 
technology can be used to improve the 
management of these projects. ActivePlan 
Solutions Ltd (APSL)
1 has produced two 
software packages to support the collaborative 
                                                 
1 ActivePlan Solutions Ltd – 
http://www.activeplan.co.uk 
work of such consortia using web-based 
technology. The functionality of these packages 
is restricted by the current limitations of network 
technology such as bandwidth, support for 
collaborative working, etc. 
 
The ActivePlan application is concerned with the 
interactive design of Building Environment 
facilities such as offices, shops, and hospitals. 
The functionality of the system includes spatial 
layout planning, looking at proximity 
relationships between spaces and determining the 
facilities and products that need to be acquired to 
create a given facility. 
 
In the Product Supplier Catalogue Database 
(PSCD) application the database system Product 
Class Database (PCD) supports the creation of 
Product Classes which are then subscribed by the 
suppliers to show available products. The PSCDs 
at suppliers’ end are used for the procurement of 
goods (e.g. doors, windows) for the construction 
projects. Both PCD and PSCDs are linked via the 
XML based Web Services technology [2]. 
Materials are sourced on a global basis from a 
large number of potential suppliers. Products are 
available from a wide number of suppliers, some 
of whom already have existing product databases 
so there are problems of linking to these and 
heterogeneity. Often the procurers have special 
relationships in terms of costs and supply with 
various manufacturers so the PCD has to signal 
to the suppliers the status of the organisation 
which is undertaking the search. The original 
database was found to be inadequate for the 
planned Grid enablement and it has been 
completely re-designed. 
 
The development of the PCD and PSCD is 
concerned with making available to members of 
the project design consortium information about 
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suppliers so that availability, delivery and cost 
can be taken into account in the planning. PCD is 
a database that stores information regarding 
product classes, product categories and product 
specifications and uses these to facilitate a search 
across a network. The search engine queries a 
dynamic selection of relevant supplier databases 
to extract, in real time, detailed information 
about the products which the user wishes to 
acquire, using the Grid infrastructure. Suppliers 
therefore will have to manage their own 
databases and also either have to provide an 
interface between these and the PCD or they can 
use a provided data structure which is PSCD 
compliant. 
 
As part of the Grid-enabling process, specialised 
metadata will be developed to enable ActivePlan 
and the PSCD application to more effectively 
utilise Grid middleware such as Globus, with 
emphasis on the Globus Security Interface (GSI) 
and the MetaComputing Directory Service 
(MDS). The current development of OGSA-DAI 
will also be monitored to determine its role.  The 
goal of OGSA-DAI is to provide uniform service 
interfaces for data access and integration via the 
Grid, providing interfaces that allow disparate, 
heterogeneous data sources and resources to be 
treated as a single logical resource [10].  
 
This paper will describe the design and 
implementation of the PSCD database from the 
point of view of product versioning and product 
specification releases. It will also define a 
security framework implementation of the PSCD 
application using GSI. GSI is based upon Public 
Key Infrastructure (PKI) and requires users to 
have a private key and an X.509 certificate used 
to authenticate to the Grid services. The 
important feature of GSI is the single sign-on 
capability and the ability to perform delegation, 
known as a proxy, to perform the authentication 
to the Grid resources on a user’s behalf. This 
facility is incorporated in the Globus and Java 
CoG toolkit. 
 
The rest of the paper is organized as follows. In 
section 2, we discuss collaborative support 
considerations from the points of view of the 
construction industry, Web security aspects, user 
management and data management. Section 3 
illustrates our design, deployment and integration 
of a Grid-enabled architecture for a PSCD web-
based application. Conclusion with further work 
follows in Section 4. 
 
 
2. COLLABORATIVE SUPPORT 
CONSIDERATIONS 
 
2.1 Security considerations 
2.1.1 Background of Web-Tier Security issues 
Security aspects rely on keeping important and 
sensitive information in the hands of authorized 
users. There are four important issues to deal 
with: authentication – being able to verify the 
identities of the parties involved; authorization – 
limiting access to resources to selected users or 
programs; confidentiality – ensuring that only the 
parties involved can understand the 
communication; integrity – being able to verify 
that the content of the communication is not 
changed during transmission [1]. 
 
Without a strong authentication, an unauthorized 
user can access the Web resources. The 
challenge to build a secure access to Web 
resources is to allow the integration of the 
existing product (PSCD) into a single user-
friendly system using the capabilities of the GSI. 
Since the user is remotely accessing the web 
resources, it must be possible to establish the 
user’s identity with certainty. 
 
2.1.2 Overview of the Grid Security 
Infrastructure  
The GSI is a client-certificate authentication 
system where all entities (users and resources) 
are identified by a globally unique name known 
as a Distinguished Name (DN). Authentication 
with the GSI is a matter of proving that a user or 
resource is the entity identified by a DN. 
Resources then typically have a local 
configuration for mapping the DN to a local 
identity (e.g. a file containing DN and username 
pairs) [1]. 
 
The public key infrastructure relies on two keys 
which can be used in such a way that if one key 
is used to encrypt a message, the other key must 
be used to decrypt the message.   One key is 
available publicly (namely public key). The other 
key is private (private key). A person can prove 
that holds the private key simply by encrypting a 
message.  If the message can be decrypted using 
the public key, the person must have used the 
private key to encrypt the message. 
 
The main issue in GSI authentication is the 
certificate. 
 
A GSI certificate includes the following 
information [1]: 
•  A subject name, identifying the person.  
•  The public key belonging to the subject.  
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The CA has signed the certificate and 
certifies that the public key and the identity 
both belong to the subject.  
•  The digital signature of the CA.  
 
The  subject  name, which is known also as a 
distinguished name (DN) is the identifier of the 
person. For example, the subject looks like: 
“C=UK,O=eScience,OU=Cardiff,L=WeSC,CN=
firstname lastname”. 
 
GSI certificates are encoded in the X.509 
certificate format, according with the Internet 
Engineering Task Force (IETF) data format 
standard. 
 
Authorization to resources is controlled by a 
mapping between the user’s distinguished name 
and a local UNIX id via a Grid-map file. The 
GSI uses the Secure Sockets Layer (SSL - also 
known, according with the IETF standard, as 
Transport Layer Security, or TLS) for its mutual 
authentication protocol. The GSI enhances SSL 
by providing single sign-on capabilities for users, 
by generating a proxy certificate. This proxy 
certificate is a lifetime limited credential that acts 
on behalf of users and can be used to 
authenticate to web resources. The advantage of 
this technology is that a user is not requested to 
enter a password every time he wants to access a 
web resource, and he can use his proxy 
certificate for accessing resources.  
 
2.2 User Management 
In any distributed computing environment where 
many services and computer systems are openly 
accessible to anybody on the network, security is 
going to be of crucial importance.  Users of an 
application have to initially log into the system 
but once they are inside and have access to the 
services offered within the network there must be 
restrictions as to who can access which services.  
This can be done using an authentication 
credential – a token attached to a user’s account 
upon login which then acts as a virtual ‘security 
pass’ with restrictions to certain services as you 
would expect to have with a security pass to a 
restricted building.  The privileges associated 
with each token will vary depending on the role 
assigned to the user in the user login database.  
For example a system administrator will have 
access to more important and critical services 
than a generic user.  When considering the 
implications of consortia within a system it 
becomes clear that a user may take on several 
different roles in various consortia – they may be 
an application developer in one, a project 
manager in another and a generic client in 
another, all of which come with different 
responsibilities and authorities. 
 
The first user management consideration when 
designing a web application is how to manage 
the front-end of the web application.  This 
includes logging a user into the system, 
determining their role in the system based on 
database information and presenting the user 
with the appropriate interface for their role.  For 
example, an industry standards product 
specification designer will be presented with an 
update and editing interface that has access with 
update privileges to the central information 
database; while a generic consortia client will be 
presented with a search and discover interface 
that allows only search queries to be executed 
and returned and products to be procured from 
suppliers.   
 
It is at the point of procurement that another user 
management issue arises.  In any industry, clients 
build up a relationship with suppliers over time 
and ascertain a discount policy in which they get 
discount based on frequent purchases and bulk 
orders.  This logic must be invoked into an on-
line procurement system.  Take an example of 
person P being a single user and also in two 
consortia – A and B.  When dealing with 
suppliers, person P may get a 2% discount on 
orders with supplier X, but when they deal with 
supplier X as a member of consortia A, they get 
a 5% discount.  As a member of consortia B, 
they may get a 10% discount.  So when person P 
is using the system, suppliers will need to be 
informed as to which consortia P is in when 
using the system this time (if any) so that they 
can use stored logic to work out any discount.  A 
question now has to be answered, where is this 
information stored? This will be addressed in the 
subsequent sections. 
 
2.3 Data Management 
In the construction industry a consortia procures 
supplies such as building materials, furniture, air 
management systems, etc from suppliers who 
specialise in manufacturing or retailing these 
products. For the members of the consortia to 
reach a large number of suppliers and to 
precisely identify what products and services 
would best suit the project requirements taking 
into consideration facts such as materials cost, 
delivery time, etc, an infrastructure is required to 
enable the members of the consortia to make a 
search across a large number of product suppliers 
for the products required.  
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3.1 Security system architecture 
Currently, Web browsers and Web servers do not 
support the concept of delegation. This means 
the creation of a lifetime limited private key and 
a certificate pair known as a proxy which can be 
used to authenticate to Web resources. As was 
shown in section 2.1.2, the GSI provides the 
mechanism and security for user to delegate their 
credentials to the Web resources. This can be 
done using Globus service or Java CoG toolkit. 
 
Figure 1 shows the system architecture which 
was designed, deployed and integrated for the 
applications. The Tomcat server used to handle 
connections to the applications can support both 
HTTP and HTTPS connections. In this 
development phase the communication between 
client and web server uses only the HTTP 
connection. 
 
 
 
Figure 1 – ActivePlan Secure Login 
Authentication Architecture 
 
1.  First, a user has to have a valid proxy 
certificate. The user submits their proxy 
certificate to the Tomcat authentication 
server (AS) via a web interface using JSP - 
servlet interface 
2.  Tomcat AS authenticates the certificate and 
obtains the local user name for the PSCD 
application from the Grid-map file 
3.  Tomcat AS passes the local user name to the 
IIS server that runs the PSCD system.  IIS 
then matches the user name to its local DB 
and creates a session for that user 
4.  User preferences are applied to the ‘index’ 
page of the PSCD system and the user is 
presented with the home page of the 
application 
 
3.2 User management  
In the PSCD application, once the user has been 
authenticated with the tomcat authentication 
server using their Globus security certificate and 
the GSI interface, the user’s local user name is 
extracted from the distinguished name associated 
with their certificate and forwarded to the 
Internet Information Services (IIS) Server that 
runs the web application.  This user name is then 
mapped to a user name in a ‘Users’ table of the 
PSCD central database.  The user name in the 
users table has an associated ‘Role’ column 
which contains the role of that particular user; 
once this has been found it can then be used to 
determine which interface to display at the web 
application front-end.   
 
A session is created for the user entering the 
system and information is stored such as user ID, 
role, interface preferences etc.  This session has 
an inactivity timeout limit of 30 minutes, this 
means that if the user does not interact with the 
system for this amount of time, the system logs 
them out and next time there is a click on a page 
there will be a reference back to the original 
login page. 
 
The structure of the web application front end is 
that of a frameset of four frames – top, bottom, 
left and right.  The top frame displays 
information about the user currently logged in, 
namely user’s name, company and role within 
the system as well as a link to log out of the 
system (see Figure 2).   
 
 
Figure 2 – Logged user information 
 
The bottom frame contains basic information 
about the site.  The right frame takes up 75% of 
the width of the page and is the ‘main’ frame 
where all the pages of the application are loaded. 
This is empty to begin with.  The left frame 
occupies the remaining 25% of the width and 
contains a tree-style navigation menu (see Figure 
3).  There are several different versions of the 
menu written into the system, each of which 
contains links available to the user depending on 
their role in the system; examples of which 
include: Project Manager, System Administrator, 
Client Side Web Browser  
Firewall 
Active Plan Application Server  
Tomcat 
Authentication 
Server 
3 
IIS 
Application 
Server
2 
4
1
Submit 
user proxy 
certificate
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effective way of only allowing relevant parts of 
the system to each type of user.  The appropriate 
menu is loaded into the left side frame by 
performing a case test against the user role 
session variable. 
 
 
 
Figure 3 – User navigation menu 
 
The issue of creating system logic for allowing 
users to mimic real industry relations and obtain 
discounts etc has not yet been implemented into 
the PSCD system.  However, research into the 
methodology of this implementation has been 
undertaken and an initial architecture to illustrate 
the proposed ‘virtual organisation’ interaction 
has been thought out.  Figure 4 illustrates ways 
in which a user may be logged into the system, 
namely as a virtual organisation consisting of a 
single person user or as a member of single or 
possibly multiple consortia - consortia could also 
feasibly be created within other consortia in an 
unlimited nested hierarchy 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure4 – Certificate Authentication Architecture 
 
Person P in figure 4 could log into the server on 
their own or be a part of consortia A or B – they 
cannot enter the system as a combination of these 
options.  The user must log in as a single user or 
a member of a single consortium. Changing 
virtual organisations would involve logging out 
and back in again. 
 
3.3 Data Management  
The PSCD will support the creation of the 
products by the suppliers who subscribe to 
relevant Product Classes. Product Classes are 
discussed in Section 3.3.1. The PSCDs could be 
searched using the XML based Web Services 
technology [2]. For searching PSCDs, a search 
criteria is required to be built specifying all or 
some of the specifications that a product should 
have and the range within which the product 
specification values should lie. For example, 
whilst procuring fan coil units for a particular 
construction project the consortia could be 
interested in specifications such as its air flow 
rate, cooling capacity, dimension, weight, 
electrical supply, maintenance cost, warranty, 
bulk purchase price etc. Therefore a search must 
specify the range within which specification 
values should lie. 
 
The PSCD system architecture is based on the 
service oriented Open Grid Services Architecture 
(OGSA) model [3]. The operations within the 
PSCD application are defined as Grid services 
(portTypes) having Web Services Description 
Language (WSDL) interfaces [6]. These grid 
services can be invoked and bound to other grid 
services or clients like any other web service 
using the Simple Object Address (SOAP) 
protocol [4]. 
 
3.3.1 The Product Class  
A mechanism is required to create standard 
product definitions to be used by the product 
suppliers when storing products in the PSCD. 
We call these product definitions product 
classes
2. With time the product suppliers tend to 
evolve their products by adding new features into 
them.  The product classes support new and 
evolving products by providing versioning 
support. A product class can be used by a large 
number of product suppliers to create and list 
their products in the PSCD.  
  The creation of product classes is the first 
fundamental task required before creating 
                                                 
2 The terms “Product Class” and “Product Class 
Definition” are used interchangeably in this 
paper. However, both the terms mean one and 
same thing. 
cA  cB 
S 
mZ  mY 
P 
mX 
Legend 
 
P = single person user 
c = consortia 
S = Authentication server 
m = supplier/manufacturer
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defined as an entity made up of a number of 
specifications. The specifications can be of 
several types and are created as part of creating a 
Product Class. The specifications correspond to 
the pre-defined specification types and provide 
the mechanism for defining the properties a 
product can have. So far five different types of 
specification types have been identified. Some of 
the specification types can be further 
decomposed into a number of sub specification 
types as shown in Figure 5. Defining a product 
class requires defining its specifications and 
constraints. For example, a window product class 
can have specifications such as width, height, 
wood type, panel shape, glazing configuration 
etc.  
 
As a part of the PSCD application, the 
development of a prototype database centric tool 
called the Product Class Database (PCD) 
occurred. It enables its users (the independent 
industry specification designers) to create the 
Product Classes. PCD enables specification 
designers to create new product class definitions 
or new versions of existing product class 
definitions. It is expected that industry standards 
would be developed and standard criteria 
established for product classes and their 
evolution. 
 
3.3.2 Versioning of Product Classes 
New products or a new range of existing 
products are introduced by suppliers on a regular 
basis as they enhance features and functionality. 
These changes to products cannot be defined 
within the scope of the existing product class 
definitions which cannot support these extra 
features. The product classes need to evolve with 
the evolution of the products. For this versioning 
of product classes is required so that new 
versions of existing product class definitions can 
be created. The new version of product class 
definitions allows the product suppliers to create 
new products with enhanced features.  
 
Versioning of product class definitions requires 
versioning of its specifications as product class 
definitions are made up of a number of different 
types of specifications. However, only those 
specifications that support the extra features need 
versioning. This allows reuse of existing 
specifications and new versions are only required 
when creating new product classes. This 
facilitates rapid creation of new product classes. 
The prototype Product Class Database is still 
undergoing development and full discussion of 
product classes and specification types is beyond 
the scope of this paper.  
  
A product class is a template for suppliers to 
create products.  It is envisaged that suppliers 
will subscribe to product classes that correspond 
to the products they supply. Product Classes will 
be used to create products in the PSCD by 
supplying values for the specifications defined 
for the product class. In this way products can be 
rapidly created once their product classes are 
available.  
 
3.3.3 Grid Enabled Multiple Database Search 
Architecture 
Members of the consortium are part of a Virtual 
Organisation (VO) interested in the procurement 
of supplies for the construction project being 
undertaken. The service oriented Grid enabled 
Multiple Database Search Service (MDSS) based 
on the OGSA model is also utilised to investigate 
how a large number of PSCDs can be searched 
for the desired products by a VO. The project 
aims to develop the MDSS to search for  desired 
products by building search criteria. The MDSS 
architecture is shown in Figure 6. Searching for 
products requires searching all PSCDs of 
suppliers that have subscribed to the product 
class definitions corresponding to the products 
being searched.  
 
The database search is divided into two parts. In 
the first part the VOs gain access to the MDSS 
instance using the Grid Service Handle (GSH) 
which is a permanent network pointer to a 
particular Grid service instance [5]. The GSH is 
resolved to the Grid Service Reference (GSR) 
using the handle resolution service that 
implements HandleResolver PortType [6]. 
 
In the second part, the grid service instance 
(MDSS) is invoked by the VO to make a search 
across PSCDs. For this the client creates a proxy 
for the MDSS instance using its service 
description which is a Web Services Description 
Language (WSDL) document defining the 
bindings, messages, type definitions, etc required 
to invoke the service [6]. The MDSS instance 
first identifies the PSCDs that need to be 
searched based on the search criteria submitted. 
For example a VO may be interested in searching 
for air conditioning units only. Therefore only 
PSCDs subscribing to the air conditioning unit 
product class need to be searched. For this, a list 
of required PSCDs is retrieved from the Product 
Class Database and then the XML based SOAP 
message is sent to each PSCD requesting 
appropriate data. The Product Class Database  
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also holds information about the product classes 
used by particular product suppliers. The PSCDs 
at the suppliers’ end provide the XML based 
Web Services interface for the operations that 
can be performed on the remote data source [2].  
  
 
 
Figure 6 - Grid enabled Multiple Database 
Search Architecture 
 
Instances of MDSS are created by the MDSS 
Factory implementing the Factory PortType. 
They are registered with and receive a GSH from 
the handle resolution service [6]. The PSCDs are 
registered with PCD which is then registered 
with the Grid Index Information Server (GIIS) 
(Figure 6) using the Grid Resource Registration 
Protocol (GRRP) [7] - a soft state registration  
 
 
 
     Product Class 
 
 
 
 
 
Sub Product Class 
Specification 
Specification  Specification Group  Table Specification  List Specification 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
protocol for registering resources with the GIIS. 
The Grid enabled Multiple Database Search part 
of the PSCD system, is still under development 
and significant changes to its architecture are 
likely to occur in the future. 
 
3.3.4 Data Access and Integration and the 
MDSS 
There is a widespread awareness within the 
research community of the need to bring 
database management systems within the fold of 
the grid infrastructure [8, 9]. We intend to follow 
closely and take advantage of the research 
activities being undertaken in this area.  Based 
on this research we are also currently 
investigating the issues that need to be addressed 
for making all autonomously managed PSCDs 
one virtual database resource and implementing a 
search using distributed query processing.   
 
The prototype PSCD is being developed to run 
on a chosen database management system 
initially. However there is considerable scope for 
its implementation across heterogeneous data 
resources. In this respect it is envisaged that 
work being undertaken as a part of The Open 
Grid Services Architecture - Data Access and 
Integration (OGSA-DAI) project will be of 
potential benefit to the PSCD System [10]. We 
aim to investigate the applicability of the data 
federation and distributed query processing 
capabilities of OGSA-DAI to implement MDSS 
within a VO.   
 
 
Factory 
Client  
(VO)  MDSS 
HandleResolver 
  GIIS 
   PCD 
  GSH 
PSCD
PSCD
PSCD
     … 
Figure 5 -The Product Class and its various specification types
Specification 
Sub-Specification  
Group 
Table Spec 
List Specification 
Product Class 
Specification
  Value    Value 
List of Column 
Specifications where 
each column 
specification has list 
of values relative to 
other column 
specification values. 
 
 
  Value 
     … 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
934. CONCLUSION AND FURTHER WORK  
 
PSCD includes a login interface using the 
security infrastructure based on GSI mechanism 
provided by the Grid middleware and Java CoG 
toolkit. This mechanism is implemented over a 
HTTP connection. The secure connection 
(HTTPS) will be implemented in future. 
 
The user management system needs to 
incorporate logic to calculate discount from 
manufacturers based on the identity of a user 
acting as a single user or as a member of a 
consortia.  The storage location for this metadata 
must also be determined; this is an area that 
requires careful consideration.  Will it reside on 
the central database or be stored by each supplier 
in the PSCD? 
 
The PSCD system aims to enable the creation of 
Product Classes and subsequent subscription by 
product suppliers who use them for the creation 
of products. This involves the development of 
the PCD and PSCD database systems and the 
Grid enabled MDSS based on OGSA. All these 
components will be integrated as part of the 
bigger picture. Prototypes for some parts of the 
system have been developed and are currently 
undergoing testing (for example PCD) while 
others are at the design phase (for example 
MDSS and PSCD). We aim to build prototypes 
for the rest of the system in the coming year.        
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Abstract 
Monitoring life-processes in a frozen lake in the 
Antarctic raises many practical challenges. To 
supplement manual monitoring we have designed, 
built and successfully deployed a remote 
monitoring device on one of the lakes of interest. 
This returns data to the Antarctic base over the 
Iridium satellite phone network. This provides us 
with a new and uniquely detailed view of the life-
processes in that environment, and is allowing us 
to understand that environment in new ways, for 
example exploring diurnal effects, and detailed 
energy flow models. We have integrated this 
sensing device into a common Grid-based 
software infrastructure; this makes the device and 
its sensors visible on the Grid as services, and also 
maintains an archive of sensor measurements. A 
desktop user interface allows non-programmers to 
work with this data in a flexible way. The 
experience of creating and deploying this device 
has given us a rich view of the many elements and 
processes that must be brought together to make 
possible this kind of e-Science. 
1. Introduction 
Professor Laybourn-Parry and her colleagues have 
been studying the ecology of freshwater Antarctic 
lakes for 12 years, and in particular the cycling of 
carbon through the ecosystem. These lakes are 
scientifically important for a number of reasons: 
•  They are isolated, pristine ecosystems with 
no direct human impact. 
•  They are ice-covered for much or all of the 
year, which reduces mixing with external 
materials. 
•  Few species of plant or animal are present in 
the lake, and the food web is consequently 
simpler to analyse and model.  
•  They are harsh environments, that force the 
evolution of interesting survival adaptations 
in planktonic organisms. 
•  They are fragile ecosystems. 
•  They may be sensitive to global changes, 
perhaps acting as a kind of “early warning” 
of climate change and its impact. 
Historically, the process of obtaining data has 
been highly labour-intensive and potentially 
hazardous, with scientists making journeys of tens 
of kilometres from the Antarctic base to collect a 
handful of readings at a location of interest (see 
figure 1).  
 
Fig. 1. Typical images of the manual data-
collection process  
Consequently, the available data has been quite 
limited; for example gathering data is subject to 
availability of personnel, transport (such as 
helicopters and quad-bikes), the stability of the ice 
and suitable weather in which to travel and work, 
and is restricted to the daytime only. As a result, 
the existing data sets are very sparse, e.g. a set of 
readings every one to two weeks. The sparseness 
of the data in turn limits the detail and accuracy at 
which colleagues back in Nottingham can model 
and analyse the life-processes in those 
environments; some of the phenomena of interest 
occur at time-scales significantly shorter than the 
available data can address. 
This paper describes work that has been carried 
out between March 2002 and August 2003. This 
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technologies and desktop visualisation tools to 
address the challenge of supporting – and 
enhancing – the Antarctic science outlined above: 
taking e-Science from the Antarctic, through the 
Grid, and onto the desktop. 
The remainder of this paper is structured as 
follows. Section 2 describes the complete system 
– hardware, networking and software – that we 
have designed, built and deployed. Section 3 
presents some of the new results that have already 
been gathered using this system. Section 4 
discusses some of the many e-Science-related 
issues that have already been raised by this work. 
Finally, section 5 identifies areas of ongoing and 
possible future work. 
2. System  Design 
2.1. Overview 
Figure 2 gives an overview of the system that we 
have designed, built and deployed over the last 18 
months. The total system comprises a number of 
interlinked components, with sensor measurement 
data flowing from left to right:  
•  At the left is the Antarctic sensing device 
itself, which is deployed on the icy surface of 
the lake to be monitored.  
•  This communicates using the Iridium [1] 
Low-Earth Orbit (LEO) satellite telephony 
network to a base computer, where its raw 
data is unpacked and scaled. 
•  An OGSA-compliant [2] Grid service, the 
Antarctic device Grid proxy, makes the 
device – and its data – available on the Grid. 
•  The data is archived in a Grid-accessible 
database. 
•  The Antarctic scientist can then work with 
the data in this Grid archive, visualising it, 
analysing it, and increasing their 
understanding of what is happening in the 
Antarctic lake and its ecosystem. 
Further details of these components are given in 
the following sub-sections. 
2.2.  The Antarctic Device 
The Antarctic device is currently deployed on the 
ice of Crooked Lake, in the Vestfold Hills of the 
Antarctic, about 15 km from the Davis Base [3] of 
the Australian Antarctic Division (68° 35’ 31.9” 
S, 78° 21’ 32.7” E); figure 3 shows the device in 
position. 
 
Fig. 3. The Antarctic device on Crooked Lake  
There are many practical challenges when 
deploying a device in such harsh conditions, with 
temperatures dropping to –40ºC and wind speeds 
exceeding 60mph. Suitable provision of power is 
particularly important due to the limited physical 
access, low temperatures (which drastically affects 
the performance of batteries) and the extreme 
latitude (the sun is below the horizon for 38 days 
at mid-winter). The transport and assembly of the 
device was also a challenge, occurring in stages 
between Nottingham in the UK, Hobart in 
Australia, Davis Base in the Antarctic and the 
Crooked Lake site. 
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Fig. 2. Current Antarctic e-Science system overview 
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data logger [4], with various sensor interface and 
storage modules. This is wired to the various local 
sensors which currently comprise: 
•  Wind monitor, reporting wind speed and 
direction; 
•  Battery level sensor; 
•  Temperature sensors above the ice, inside the 
device itself, and at depths of 3m and 5m in 
the lake;  
•  A series of temperature sensors straight 
through and immediately below the ice; 
•  Photosynthetically Active Radiation (PAR) 
sensors above the ice, facing the ice (to 
determine albedo), and at depths of 3m, 5m, 
10m and 20m in the lake; 
•  Ultraviolet-B (UVB) sensors above the ice 
and at a depth of 3m in the lake; 
•  Sonar range-finder, which measures the 
thickness of the ice from below. 
We had also planned to attach a GPS receiver to 
the device, to monitor any change in ice position 
or height, however this has not been possible to 
date due to coordination issues with the other 
sensors. 
We had originally planned a relatively slow 
measurement cycle (two to four measurements per 
day), however with the device in place we have 
actually been able to support a measurement cycle 
of one reading every five minutes, continuously. 
This is a dramatic change from the weekly or 
fortnightly schedule that was possibly with 
manual measurement. 
2.3. Remote  Communication 
The data logger is connected to an Iridium data 
modem, by which it can transfer data to a 
computer back at Davis Base (or anywhere else in 
the world, for that matter). This connection is 
relatively expensive and slow, at approximately 
$2 per minute and a throughput in practical use of 
around 1000 bits per second. However this was 
the only viable method given the remoteness of 
the site, the latitude and the intervening hills 
between the site and Davis Base. 
As well as downloading data from the device, it 
can also be re-programmed over the satellite 
modem. However, if this fails part-way through 
then the device may well require a manual re-
programming (this has already happened once). 
The satellite connection also requires that the 
batteries be in a reasonably good state of charge, 
and is unable to establish calls at lower supply 
voltages, whereas the rest of the device is still 
operational. 
2.4.  Grid Components  
We have combined efforts with the other 
EQUATOR IRC e-Science project to develop a 
common Grid software infrastructure for devices 
and sensors. This is described in more detail in 
[5]. Briefly, we have defined new Grid service 
port types (interfaces) to represent a generic 
device and a generic sensor “on the Grid”. The 
supporting tools and services (on the right-hand 
side of figure 2) exploit these common port types 
to handle varying devices and sensors in a 
standard way.  
The Device Proxy Management Client (at the top 
of figure 2) allows the person responsible for a 
device to create a suitable Grid service to 
represent that device on the Grid (a device 
“proxy”). The Data (or Trial) Manager and Sensor 
Data Pumps can be used to archive data from 
sensors in a common Sensor Database Service. At 
this point the data from the sensors is made 
available to interested parties via this Sensor 
Database Service; this service is tailored to 
support the data formats and queries appropriate 
to sensors, however the internal data model is 
relational, and we also plan to provide an OGSA-
DAI [6] interface to this archive. 
2.5.  Data Access and Analysis  
We have created a simple desktop Graphical User 
Interface (GUI) to allow scientists to download 
and analyse the sensor data from the Sensor 
Database Service. This interface uses a visual 
data-flow paradigm [7] to allow non-programmers 
to perform a range of data retrieval, processing 
and visualisation functions. Figure 4 shows a 
simple processing network. The first component is 
a data-loader, which collects data for a particular 
sensor and time-period from the Sensor Data 
Archive Grid service. This is then routed through 
a table viewer which allows the user to view the 
data as a table and to select a subset of the data. 
This subset is then routed to a 2D chart generator, 
which can create a range of standard graphs. 
Sample results are shown in section 3. 
Our colleagues at the University of Glasgow have 
also been analysing data from Antarctic device 
using a similar Hybrid Information Visualisation 
Environment (HIVE) [19]; this currently supports 
a range of multidimensional scaling algorithms, 
but lacks a Grid client facility. We are actively 
porting components between these tools, such as 
the fish-eye table viewer from HIVE. 
Using the device and sensor Grid services it is 
also possible to monitor measurements as soon as 
they reach the Grid; this is described further in 
[5].  
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Fig. 4. A simple processing network  
3. Results   
In this section we show some of the data that was 
obtained from the Antarctic device during its 
summer deployment (17
th – 31
st January 2003). 
Figure 5 shows the levels of Photosynthetically 
Active Radiation (PAR) measured at the surface 
and at various depths in the lake. Figure 5(a) 
shows the smooth curve resulting from a clear 
day, while in figure 5(b) the effects of varying 
cloud cover on a partially cloudy day. 
(a)    (b)   
 
Fig. 5. PAR readings (a) clear day (b) cloudy 
Figure 6 shows the thickness of the ice during the 
summer deployment, as measurement by the up-
looking sonar. The ice begins to melt rapidly 
towards the end of the period, after which the 
device was removed while it was possible to land 
a helicopter on the ice. 
 
Fig. 6. Ice thickness 
We have also been exploring the use of 
Visualization Toolkit (VTK) [6]; figure 7 shows 
data comparable to figure 5(b) rendered using 
VTK. We plan to use these kind of 3D 
visualisations in exploratory virtual reality and 
augmented reality interfaces. 
Fig. 7. PAR readings visualisation 
4. Discussion 
The work reported in this paper is very much 
work in progress. However, it has already 
highlighted a range of e-Science issues, ranging 
from the environmental science being supported, 
to the Grid technologies that are being applied. 
These issues are explored in the sub-sections that 
follow. 
4.1.  New scientific directions 
Using the Antarctic device we have been able to 
capture data regularly, irrespective of weather 
conditions, approximately 2000 times more 
frequently than with previous manual methods. 
This level of temporal detail is providing new 
insights into the minute-by-minute changes in the 
lake environment, as seen in the cloudy day data 
in figure 5(b). At slightly longer timescales, it 
now becomes possible to observe and analyse 
diurnal effects in the environment.  
The level of detail represented by this detail also 
allows us to apply new modelling and analysis 
methods. For example, it is possible to begin to 
model the complete energy balance within the 
environment, using the detailed light, temperature 
and ice-thickness measurements. Such a model 
can then be used to explore hypothetical changes 
in environmental conditions much more precisely 
than the current course-grained models based on 
no more than weekly measurements. 
4.2.  Getting and using the data 
In order to get maximum utility from the Antarctic 
device and its data in the short term (before the 
Grid software components were fully developed 
and available) we adopted an interim data 
encoding and exchange methods that would fit 
directly into their current working practices, i.e. 
simple textual data files, compatible with Excel, 
sent by email from the researchers in the 
Antarctic. This has allowed the environmental 
scientists at Nottingham to make immediate use of 
the data and the tools and methods that they are 
familiar with.  
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can also be published, archived and distributed via 
the device and sensor Grid infrastructure that we 
have been developing (as outlined in section 2). 
However, there are still many practical issues and 
choices to be resolved to determine how best to 
make this data – and other Grid facilities such as 
remote computation – available to the 
environmental scientists within their everyday 
work. This is one reason for our development of 
the simple visual data-flow user interface 
mentioned in section 2.5, since many of the 
scientists who we are working with are not 
programmers. Our hope is to develop this desktop 
user interface to the point where it can be used by 
the scientists with minimal additional effort 
compared to their existing practices, and to use it 
as a point of entry to their working environments 
which we can then grow to make other Grid 
services and facilities to them. We have chosen to 
use a standalone desktop application rather than 
(say) a web portal because we wish to support rich 
and finer-grained interactivity. 
4.3.  Remote science issues 
Working with a device – and colleagues – on the 
other side of the planet raised many complications 
compared to local working. The researchers have 
had to overcome a huge variety of pragmatic 
issues in the process of deploying and operating 
the Antarctic device, ranging from the 
coordination of deliveries of parts across the 
globe, to on-site problems such as the fracturing 
of fixing bolts in the extremely cold conditions 
and the extremely short life of laptop batteries in 
this climate.  
One critical set of issues has revolved around 
establishing and managing confidence in the 
Antarctic device, and as part of this, the handling 
of software and hardware failures. A fundamental 
challenge here is that only certain things can be 
done remotely; in some situations physical 
attention is unavoidable. Of course, this is not the 
complete show-stopper that it would typically be 
in a satellite-based system, but equally the cost 
profile is somewhat different (much cheaper 
devices, correspondingly more limited 
development effort), and the environmental 
pressures are also different. 
Anderson and Lee [9] consider software fault 
tolerance in terms of four phases, which are 
directly relevant in this situation: 
1. Error detection, i.e. determining that there is 
a fault. 
2. Damage confinement and assessment, i.e. 
determining – and limiting – the scope of the 
problem, e.g. what data is affected, and how 
far incorrect data may have been distributed. 
3. Error recovery, i.e. performing compensatory 
actions, e.g. to correct or withdraw erroneous 
data. 
4. Fault treatment and continued service, i.e. 
dealing with underlying cause of the fault, 
e.g. replacing or recalibrating a physical 
sensor. 
 For example (see also [19]): 
1. It was observed at one point that the data 
logger was reporting negative values for 
PAR at depth 10m. This is clearly 
impossible, since it would indicate a negative 
amount of light: the error has been detected 
(in this case by a bounds or reasonableness 
check).  
2. By inspection, it could be seen that only 
certain values from this single sensor were 
apparently in error  (damage assessment); if 
appropriate the publication of the data could 
be delayed (damage confinement).  
3. Only limited recovery is possible in this case 
since the historical reading cannot be re-
captured; error recovery is therefore limited 
to the publication of anomaly metadata 
which warns potential data users of values 
which should be disregarded (with a suitably 
flexible data format those values could be 
individually excluded). 
4. The field researcher then went out to the 
device and determined by direct inspection 
of the interface hardware, application of 
synthetic stimuli and comparison with 
similar reference devices that the gain for 
this particular PAR sensor was too high, so 
that in bright light it exceeded the working 
range of the input, giving an overflow error. 
The gain was turned down, and the sensor 
recalibrated and redeployed (fault treatment 
and continued service). 
Another significant issue of remote – or more 
specifically distributed – science has been the 
effort required to coordinate the activities of 
researchers in Nottingham and in the Antarctic. 
As well as task-specific coordination and 
collaboration, lots of work is also needed if the 
distributed researchers are to feel a common 
involvement in the research and the social 
processes that support it on a day-to-day basis, for 
example, keeping in touch, maintaining an 
awareness of promising directions to explore, 
developing a common agenda and mutual 
understanding, and so on. These things are not 
well addressed by emerging Grid technologies and 
approaches. An open-ended Access Grid [10] 
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present, however this cannot be used from Davis 
base because of the limited networking (a single 
shared satellite connection to the Internet) and the 
lack of a suitable installation on the Base. 
4.4.  Grid software issues 
The typical vision of the Grid [11] is of a 
pervasive, i.e. universal, computing and 
communication infrastructure, connecting – at 
least potentially and subject to security policies – 
everyone, everywhere. In principle, then, we 
might imagine placing the Antarctic device 
directly onto the Grid, allowing it to expose its 
resources (in this case the sensors, data log and 
logging program) through a standard service 
interface. However, there are two major problems 
to getting this device – and many other devices – 
onto the Grid in this way: 
•  The device does not have the code storage or 
computational power to run even a small 
Grid software stack, so it cannot directly host 
a Grid service; and 
•  The device is not – and cannot be – 
permanently connected to the Grid network, 
because it is (a) too expensive and (b) 
subject in any case to periods of non-
availability. 
Some may argue that these are only temporary 
problems, or ‘implementation details’, that will be 
solved in a few years time. We prefer (a) to do 
useful work in the mean time and (b) to wait and 
see whether this technological future is actually as 
perfectly uniform and free of practical problems 
as this view might suggest.  
Consequently, we have adopted a dual strategy of 
defining common device and sensor service 
interfaces (which could be supported directly by a 
sufficiently capable networked device) and 
creating a default implementation framework 
which uses proxy service on the fixed Grid 
network to represent our current devices and 
sensors, with the actual devices – in this case the 
Antarctic device – connected to its proxy as and 
when it can, by whatever means are currently 
available. When the Antarctic device is not 
connected the proxy can still provide data and 
queue reconfiguration requests, allowing Grid 
based clients to be written as if the device was a 
first-class Grid citizen. This is described in more 
detail in [5]. 
4.5. Sensor/device  issues 
The example of the problem with a PAR sensor in 
section 4.3 also highlights the need to work with 
kinds of data additional to the sensors 
measurements themselves. In that case, the 
metadata required included: 
•  Calibration metadata, i.e. what measured 
voltage corresponds to what actual level of 
PAR (in u-mols
-1m
-2), which may change 
from time to time due to adjustments or drift. 
•  Accuracy or fidelity metadata, i.e. how 
accurate is the sensor, and with what 
resolution does it provide its measurements. 
•  Data validity or availability metadata, i.e. 
that some readings should be ignored (in that 
case any readings less than zero), and 
perhaps a reason for this. 
•  Structural metadata, i.e. which particular 
reading from the data logger (e.g. which 
column in the Excel file) corresponds to 
which sensor. 
•  Deployment metadata, i.e. where (in the 
world) is the device and/or sensor actually 
deployed. 
We have adopted and extended eXtensible 
Scientific Interchange Language [12] to describe 
the structure of tabular text-based data in a 
standard way.  
We are also exploring the possible use of 
SensorML [13] (which is being brought into the 
OpenGIS consortium standardisation process) as 
one standard way of documenting some of this 
data (especially deployment and accuracy 
metadata). 
However the choice of an XML format is only 
part of the solution; we also seek to facilitate the 
associated work with the device itself. For 
example, even something as simple as unique 
tagging of sensors and devices (using RFID tags 
or barcodes) with suitable handheld support 
devices would make it much easier to manage 
collaboration data and link it back to the sensor at 
issue. Choice of suitable hardware and bus 
technologies (e.g. comparable to USB [14]) also 
makes it possible to sensors and devices to (a) 
describe themselves to some extent and (b) self-
discover at least some aspects of their own 
deployment and structure. We are continuing to 
explore these issues in various EQUATOR 
projects. 
5.  Conclusion and Future Directions 
The Grid is only one part of the total scope of e-
Science. Through the design, construction and 
deployment of an environmental sensing device in 
the Antarctic we have been able to obtain 
collective primary experience of the many – often 
apparently mundane – activities and elements that 
together make up this particular scientific 
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that goes substantially beyond that previously 
available to us. Making this device available on 
the Grid – together with the Medical wearable 
computer and phone-based devices described in 
[5] – is also driving the design and development 
of new Grid interfaces and supporting 
technologies for these kinds of devices.  
Our ambitions in the remainder of this project are 
to: 
•  Continue to analyse and exploit the data that 
we are obtaining from the device, to increase 
our understanding of this Antarctic lake 
environment. 
•  To begin to do this using the desktop Grid 
interface that has been developed, and to use 
this as a platform from which we can explore 
other Grid possibilities, such as the more 
stereotypically large computational analyses 
on remote machines. 
•  To further develop the supporting software 
and devices to explore support for 
configuration, calibration, management and 
trouble-shooting of physical devices such as 
this. 
•  To bridge between the normal Grid software 
infrastructure that we have been working 
with to date and some of the other 
‘experience-oriented’ infrastructures 
developed and used on other parts of 
EQUATOR (e.g. EQUIP [15]).  
Links 
For more information see the EQUATOR web-
site pages for this project [16], more data from 
and information about the Antarctic device [17], 
or the web-site for the sister medical devices 
project [18]. We anticipate an open-source release 
of the software infrastructure before the end of the 
project; email Chris Greenhalgh 
(cmg@cs.nott.ac.uk) or Tom Rodden 
(tar@cs.nott.ac.uk) in the first instance. 
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A Common model for the representation of scientific study metadata does not exist, by 
proposing a model and an implementation, the adoption of such a system would aid 
interoperability of scientific information systems on the Grid, or at the very least the 
model will form a specification of the type and categories of metadata that studies 
should capture about their investigations and the data they produce. This will allows 
further exploitation of the Study, associated datasets, ease citation, facilitate 
collaboration and allow the easy integration of pre-Grid metadata into a common Grid 
based information platform. 
1.   CCLRC SCIENTIFIC 
METADATA MODEL 
The CCLRC scientific 
metadata model (CSMD) is study-
dataset orientated model and 
comprises of information pertaining 
to provenance, conditions of use, 
data description and location and 
related material, and includes 
indexing information. The main 
influences for developing the model 
were in-house facilities at CCLRC; 
specifically ISIS (Neutron Spallation 
at Rutherford Appleton Laboratory), 
SR Synchrotron Radiation source (at 
Daresbury Laboratory) and the 
British Atmospheric Database 
(BADC) at RAL.  
The specific metadata 
formats which have influenced the 
design and ordering of the CSMD 
are CIP from Earth observation [1], 
DDI from social sciences [2], 
publication type metadata from the 
Dublin Core [3] and lower level 
‘Scientific Data Objects’ metadata 
found in XSIL [4] as well as CERA 
[5] from the MPIM in Hamburg. The 
Dublin core was found to be too 
high level and not detailed enough 
whereas XSIL lower level and 
missed higher level entities, CERA 
was a close fit but was somewhat 
specific to the Earth Sciences and as 
a key feature of our meta data 
model was generality CSMD was 
developed.  
2.  PURPOSE OF A MODEL 
The Model Specifies in a 
semi-structured way the types of 
metadata that need to be captured 
which will make studies easier to 
exploit, cite, groups to collaborate 
and allow a lowest common 
denominator for scientific study 
information integration within a 
Grid environment. 
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One of the driving force 
applications has been the CCLRC e-
Science DataPortal [6] technology in 
which an XML implementation of 
the model is the main data 
transport. Using the model in this 
way has acted as ‘stress-test’ of the 
model as well as the 
implementation; limitations have 
been identified and new 
requirements discovered which 
have lead to changes in the model 
and thus the implementation. 
 
Figure 1 - Example of XML representation 
of metadata model 
There is also a relational 
implementation of the CSMD being 
used in the e-minerals projects [7] 
and also on the e-materials project 
[8]. 
3.  MODEL BREAKDOWN 
The following section gives a 
break down of the metadata stored 
in the CCLRC Scientific Metadata 
format. The cardinality of the pieces 
of metadata stored and issues 
relating to the allowable values of 
that data are discussed later. 
 
Figure 2 - Schematic of metadata model 
3.1  The Study 
The Study holds provenance 
(i.e. who did the study and where 
was it done etc.) information. 
3.1.1  Study Name  
This holds the complete 
Study name. 
3.1.2  Study Institution 
Institutions involved in the 
Study and their respective roles. 
3.1.3  Investigator 
The name, institutions, 
contacts details and roles of the 
individuals in the Study. 
3.1.4  Study Information 
Extended study information 
such as a Study abstract, funding, 
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study status (e.g. in progress, 
complete), resources used by the 
study (e.g. facilities) 
3.1.5  Investigation 
Investigations carried out 
under this Study with further 
metadata for each investigation. 
3.1.5.1  Name 
The Investigation Name. 
3.1.5.2  Investigation Type 
An instance of the 
enumeration of the allowed types 
e.g. was the investigation an 
experiment, simulation, 
measurement, calculation etc. 
3.1.5.3  Abstract 
A short description of the 
investigation and why it was 
performed. 
3.1.5.4  Resources 
A description of the resources 
used in this investigation. 
3.1.5.5  Data Holding 
Holds a link to the Data 
Description and Data Location for 
this investigation. 
3.1.6  Notes 
Miscellaneous Study notes 
(could be reviewer’s remarks for 
example). 
3.2  Indexing by Topic 
By topics we mean subjects 
and keywords. This is the main 
indexing method of the Study 
metadata and what can be searched 
on (in structured and user 
constructed unstructured free-word 
searches). 
3.2.1  Keywords 
3.2.1.1  Discipline 
The area of science from 
which the keyword is referring (e.g. 
field in maths different from field in 
biology). 
3.2.1.2  Keyword Source 
A link to a domain dictionary 
from which this terms definition is 
stated. 
3.2.1.3  Keyword 
The actual keyword itself. 
3.2.2  Subjects 
3.2.2.1  Discipline 
The scientific domain that the 
subject is referring to.  
3.2.2.2  Subject Source 
A link to a dictionary, 
restricted vocabulary, ontology etc, 
from which this terms definition is 
stated. 
3.2.2.3  Subject 
A hierarchical classification 
list of terms ending with one subject 
in the correct context: 
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sciences/atmosphere/temperature/
air temperature) 
3.3  Access Conditions 
Either a list of users or 
groups who are allowed access to 
the metadata and data, or a pointer 
to an access control system which 
contains such data for this study. 
3.4  Data Description 
3.4.1  Data Name 
The logical name of the data 
object (e.g. database BLOB, file-
system file) or data collection. 
3.4.2  Type of Data 
The data format of the data 
object or general format information 
for the data collection. 
3.4.3  Status 
Whether the data is complete 
or in being added to. 
3.4.4  Data Topic 
Allows the attachment of 
Keyword and Subject indexing 
down to the data object level. 
3.4.5  Logical Description 
3.4.5.1  Parameter 
A list of tuples containing 
information about parameters used 
to collect the data collection/data 
object. This includes information 
about how the parameter was 
derived (e.g. possible enumerations 
being measured, fixed). The units of 
the value and possible range is also 
stated. Ranges and margins of error 
can also be stated.   
3.4.5.2  Timer Period 
The creation and completion 
date-time of the data collection or 
data object. 
3.4.5.3  Description 
Textual description of the 
collection/object. 
3.4.5.4  Facility Used 
Facilities used to generate the 
collection/object data. 
3.5  Data Location 
3.5.1  Data Name 
This is the logical name of the 
data as in the data description. 
3.5.2  Locator 
This holds specific 
information about the data object 
and metadata concerning it’s 
location and retrieval method on a 
file system, web server, database 
system etc (it is usually a URL). 
3.6  Related Material 
One or many links and or textual 
descriptions of material related to 
this study e.g. earlier studies or 
parallel studies. 
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4.1  Mandatory and Optional 
The mandatory or optional 
nature of a piece of metadata could 
be viewed as an ‘implementation 
issue’ however if no data is captured 
one could say this is still conformant 
as everything is optional – this is an 
obviously unacceptable situation. 
Thus a base level of 
information that must be included 
for the metadata to be conformant is 
specified in the model including the 
number of occurrences i.e. 
cardinality. 
4.2  Enumeration Issues 
In a sense enumeration e.g. 
types of institution, roles etc are 
distinct from the model in the same 
way that the classifications system 
and controlled vocabularies used in 
the keywords and subjects specified 
in the Topic metadata are. Thus they 
are necessary but need a different 
source to specify them. 
Implementation e.g. the XML one 
used in the DataPortal project does 
specify institution roles, people 
roles, institution types and 
investigation types but these are not 
necessarily part of the model.   
4.3  Cardinality 
In some cases there should 
only be 1 instance of a particular 
item with its value In others 1 to 
many and in other 0 to many. These 
issues are sometimes the source of 
fierce debate and are best left to the 
implementation the model 
documentation gives an indication 
of what it thinks is a possible 
resolution to this issue. 
e.g. should a study one have one full 
n a m e  o r  c o u l d  i t  h a v e  m o r e  t h a n  
one name ?; the model suggests one 
name but there is nothing stopping 
an implementation from having 
more than one name. 
5.  CONFORMANCE LEVEL 
There is a lot of information 
to be stored per study/data holding 
for the metadata record to be 
complete. Additionally indexing 
issues and the level of indexing is an 
issue. Thus conformance levels are 
needed with higher numbers 
representing a more complete 
metadata record. Each level would 
indeed lead to an increase in 
processing needed to generate and 
maintain the metadata conversely 
each level would increase the 
metadata mining possibilities. 
5.1  Conformance and Integration 
There are different levels of 
conformance one can have to the 
model; if all the items specified in 
the model are captured but stored in 
a different way such that they could 
be mapped to the model then we 
can say that the metadata is 
conformant (to some degree) to the 
model even if they did not know 
this; e.g. the CERA metadata model 
is conformant to a certain degree. In 
practise an wrapper architecture [9] 
is used to convert from one format 
(e.g. the format of the data archive) 
to another (e.g. the CSMD format) in 
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possible to do this because all the 
data is their in the source archive 
albeit in a different form from what 
the implementation of the CSMD 
expects. 
At a workshop in October 
2002 at NIEES on Metadata [10]. A 
discussion on the various formats 
was ensuing – the simple question 
was asked – are all NERC projects 
capturing the type of metadata 
which will make them useful in the 
future regards less of format – the 
simple answer ‘no’ was given. Thus 
the model could at the very least 
form a basis for the specification of 
the types of metadata that should be 
captured by scientific studies. 
5.2  Conformance Levels 
5.2.1  Level 1 
In Level 1 information about the 
study and investigations is complete 
but there is no mention of data 
holding i.e. the data collections and 
data sets metadata is missing. 
Indexing is provided only at study 
level. This could also be considered 
‘library’ level metadata. 
5.2.2  Level 2 
Level 2 consists of information 
about studies and data holding and 
indexing is provided only at study 
level. 
5.2.3  Level 3 
In Level 3 information about study, 
data holdings, related material and 
access conditions is available and 
indexing is done to data collection 
level. 
5.2.4  Level 4 
Level 4 is as Level 3 but with the 
additional constraint that the 
granularity of the indexing reaches 
the data object level and the data 
objects have full parameter level 
information 
5.2.5  Level 5 
Level 5 contains all information 
about each section i.e. full study, 
access conditions, related material, 
data description, logical description, 
parameter information and full 
indexing as well as details on 
facilities used and funding. It is not 
envisioned that existing study 
systems will hold this level of 
metadata and that only new system 
developed with the concepts 
outlines previously maybe able to 
reach this level. 
5.3  Benefits of a conformance level 
If a stated level of conformance is 
met this would allows for better 
clients to use systems based on the 
CSMD format. Richer data mining 
and presentation options would be 
inherit benefits to conforming to the 
model to a higher level. 
6.  MORE INFORMATION 
The latest description of the CSMD 
model can be viewed at: 
 http://www-
dienst.rl.ac.uk/library/2002/tr/dltr
-2002001.pdf
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implementation and XML Schema 
of the model with enumerations is 
available on request by e-mailing: 
dataportal@dl.ac.uk with the subject 
containing [metadata model 
request] 
For further information about the 
DataPortal project which is using 
the CSMD as it’s data format: 
http://www.e-
science.cclrc.ac.uk/web/projects/d
ataportal
7.  FURTHER WORK 
It is hoped that the following 
items will be worked on: 
1)  Using standard 
enumerations for such 
things as institution roles, 
people roles, institution 
types, investigation types, 
parameter types etc. 
2)  Checking other emerging 
metadata standards for 
scientific information and 
incorporating new ideas 
from these models into 
the CSMD. 
3)  Updating the XML and 
Relational 
implementation of the 
model so they more 
closely track the model; 
perhaps offer examples 
also. 
4)  Language issues – should 
different languages be 
subject to direct 
translation only or is other 
support needed. 
5)  Internationalisation – i.e. 
will the different norms of 
scientific investigation 
affect the model and how 
will the terminology used 
in North America and 
Europe be harmonised. 
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Abstract 
Biotechnologies such as genomics, gene sequencing and high-
throughput screening are creating massive volumes and multiple sources 
of biological and chemical data.  However, the volumes of data and the 
processing power required to analyse it, is threatening to create a 
bottleneck that might hamper the growth of biotechnology itself.  To 
date, the HPC resources required to store, manage and analyse such 
volumes of data has been only at the disposal of large companies and 
research institutes. 
However, with the emergence of Grid Technology, the whole area of 
bioinformatics is an ideal candidate to leverage the benefits of secure, 
reliable and scaleable high bandwidth access to distributed data sources 
across various administrative domains. This in effect will allow 
geographically remote researchers with limited internal resources, 
access to a wealth of biological datasets and HPC resources. 
This paper presents from an industrial perspective the business drivers 
that acted as the catalyst in creating the industrial e-Science project 
GeneGrid.  The Architecture and roadmap for a Grid based Virtual 
Bioinformatics Laboratory will be presented. 
1  Introduction 
Whole genome expression monitoring 
will have extraordinary impact on clinical 
diagnosis and therapy and bring new 
power to clinical medicine.  As the field 
progresses we will identify new probes 
for cancer, infectious disease and 
inherited disease and understand how 
genetic damage occurs and how genes 
alter response to drug therapies. Equally 
important will be new therapeutic tools in 
the form of recombinant gene products, 
novel drug targets, rational drug design, 
and gene therapy.  Next-generation 
efforts will allow us to link gene 
expression patterns with formal 
characteristics of disease models 
including pathological and clinical 
descriptions. 
It has been more than a year since the 
human genome was mapped, considered 
one of the most gargantuan scientific 
endeavors ever undertaken. The DNA-
sequencing data from the human genome 
project (HGP) contains much untapped 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
111data that needs to be converted to 
meaningful information.  At present, the 
human genome database has 
approximately six terabytes of data.  This 
data set is expected to double every six 
months. 
At present there is a vital need to develop 
distributed solutions to capture, analyse, 
manage, mine and disseminate these vast 
amounts of genomic data, in order to 
develop actual diagnostic and therapeutic 
strategies.  With the emergence of Grid 
Technology, the area of bioinformatics is 
an ideal candidate to leverage the benefits 
of secure, reliable and scaleable high 
bandwidth access to distributed data 
sources across various administrative 
domains. 
This paper will present the background 
and motivation for the industrial e-
Science project GeneGrid. GeneGrid is 
conceived from work related to the 
activities of a number of biotech 
companies based in Northern Ireland with 
extensive international collaborative 
relationships in North America, Europe 
and Brazil.  The aim of GeneGrid will 
combine the skills and experience of the 
stakeholders and the collaborative sharing 
and coordinated use of their distributed 
resources to create a “virtual 
Bioinformatics laboratory” using the 
Grid. This will allow all relevant 
organizations, partners & customers to 
access their collective skills, experience 
and results in a secure, reliable and 
scalable manner. 
2  Business Drivers 
At present limited efforts are made by the 
stakeholders to collaborate, share data 
and identify information, which can be of 
overall assistance. It is evident that while 
the different companies may have 
different commercial or academic 
objectives, the potential to share data, 
information and available resources in a 
“virtual Bioinformatics Laboratory” has 
overwhelming economic advantages. This 
is clearly demonstrated by Fusion where 
it is endeavoring to find antibody targets 
from important surface proteins generated 
by genes and work with other to seek 
genetic disease markers for diagnostics. 
The data, which can be generated 
collaboratively, will have considerably 
greater long-term value than those 
individual efforts. This has a further 
multiplier effect when combined with 
other associated academic efforts. 
The project aims to build upon existing 
genomic and proteomic programmes 
including existing microarray and 
sequencing technology and the immense 
volumes of data generated through 
screening services. At present such 
technology is used to identify alterations 
in gene expression between two samples 
(normal versus disease tissue). These 
altered expression patterns can then be 
used as a molecular fingerprint. 
Furthermore these molecular profiles can 
be used to classify different tumor types 
and ultimately to predict at a molecular 
level which patients are likely to respond 
to specific anticancer therapies. 
However, the main drawback with 
existing array technologies is that they are 
generic, i.e. they represent a collection of 
genes with no information regarding the 
tissue types in which they normally 
function. Considering therefore that the 
human body is made up of multiple tissue 
types it becomes clear that only a small 
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array will be actually involved in a 
specific disease type. 
At present the individual companies do 
not have any dedicated in-house 
bioinformatics specialisms or HPC 
capability. They generate large amounts 
of data but relating this to the global 
environment is problematic. The low 
speed of data transfer between parties, 
lack of high performance computing 
power and lack of encompassing security 
mechanisms across the disparate 
administrative boundaries and 
organizations is a blockage to rapid 
advancement of this important area of 
Science and research. 
3  Grid Based Architecture 
The Grid based architecture presented 
here is based on the Open Grid Services 
Architecture (OGSA) model [1] derived 
from the Open Grid Services 
Infrastructure specification defined by 
OGSI Working Group within the GGF 
[2]. 
The Open Grid Services Architecture 
(OGSA) represents an evolution towards 
a Grid architecture based on Web services 
concepts and technologies. It describes 
and defines a service-oriented 
architecture (SOA) composed of a set of 
interfaces and their corresponding 
behaviors to facilitate distributed resource 
sharing and access in heterogeneous 
dynamic environments. 
 
 
Service 
Directory 
Transport 
Medium 
Service 
Provider
Service 
Requestor 
       BIND                       FIND 
PUBLISH 
 
Figure 1 
Figure 1 shows the individual 
components of the service-oriented 
architecture (SOA). The service directory 
is the location where all information 
about all available grid services is 
maintained. A service provider that wants 
to offer services publishes its services by 
putting appropriate entries into the service 
directory. A service requestor uses the 
service directory to find an appropriate 
service that matches its requirements.  
An example of such a requirement is the 
maximum time a service requestor is 
willing to accept for a protein sequence 
alignment service or the need to retrieve 
specific gene information from a 
biological  database query service. The 
service directory will thus include not 
only taxonomies that facilitate the search, 
but also information such as maximum 
calculation time, QoS details or the cost 
associated with a service. When a service 
requestor locates a suitable service, it 
binds to the service provider, using 
binding information maintained in the 
service directory. The binding 
information contains the specification of 
the protocol that the service requestor 
must use as well as the structure of the 
request messages and the resulting 
responses. The communication between 
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appropriate transport mechanism [3][4]. 
This architecture is based on a view of 
service collaboration that is independent 
of specific programming languages or 
operating systems. Instead, it relies on 
already-existing transport technologies 
(such as HTTP or SMTP) and industry-
standard data encoding techniques (such 
as XML). 
4  Virtual Bioinformatic Lab 
This paper proposes to develop a service 
oriented middleware framework targeted 
towards the domain of Bioinformatics.  It 
proposed to develop an architecture to 
allow automated wide-scale data mining 
of the publications and public genomic 
databases, with the objective of 
establishing correlations of gene sets. The 
public data will be complemented by 
targeted sequencing related to specific 
cancers. The data sets will be quantified 
and then examined for potential 
diagnostic and therapeutic potential. 
In such an environment the first step for 
all service providers that wish to offer 
services is to publish its services via 
appropriate entries in the Service 
Directory. See Figure 2. These entries 
include those from service providers 
offering services such as biological 
Databases, HPC resources and analysis 
and visualization resources. 
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Figure 2 
Next the client requests the Service 
Directory for find appropriate services 
that are needed to provision the 
fulfillment of a GeneGrid service. These 
may be found via a portal user interface 
or dynamically from within a client 
application. An example of such a request 
would be “find me services that retrieve 
all gene sequence data for in format X 
and takes less than 30 sec”. See Figure 3. 
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Figure 3 
When the services are located the client 
binds to the service using binding 
information detailed in the service 
directory. This for example in the above 
example may involve specifying the 
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interact with the database service and the 
transport mechanism that is to be used 
such as JMS or SMTP. See Figure 4 
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Figure 4 
5  Summary 
Grid computing technology presents an 
architectural framework that aims to 
provide access to heterogeneous 
resources in a secure, reliable and 
scalable manner across various 
administrative boundaries. The domain of 
Bioinformatics is an ideal candidate to 
exploit the benefits of such a framework.  
The development activities of the 
GeneGrid project are due to start in Sept 
2003 and expected to deliver prototype 
grid services by Q2 2004. These 
prototype grid services will be initially 
deployed and tested both within a local 
area network and wide area network 
environment. The project expects to gain 
valuable results from such prototype 
services. 
In addition to increased access and 
reduced cost to HPC resources, another 
expected benefit of the GeneGrid 
architecture is the creation of an 
extensible integration fabric. Integration 
of such remote, heterogeneous resources 
in any enterprise is the major bottleneck 
and the realm of major Enterprise 
Application Integration (EAI) activities. 
Here we have presented a Gird based 
framework that could provide the basis 
for reference integration architecture for 
the stakeholders involved. 
However before widespread adoption 
happens within this sector a number of 
fundamental areas will need to be 
addressed: 
Advanced Service Discovery:  As a 
typical bioinformatics experiment 
involves a complex sequence of human 
and automated operations.  In a gird 
services environment the domain of 
describing, managing and discovering 
such knowledge rich resources will 
require middleware extensions or 
additions to ensure applications can 
adequately define their requirements for 
service discovery. 
Security:  The area of security, as with 
various other knowledge-based domain, 
will be a primary concern and 
requirement.  As Grid technology looks 
to share resources both internally and 
externally within organisations, security 
and integrity of information are not only 
important but also critical to Gene and 
patient confidentiality. 
Standards: The area of bioinfoamtics 
and Grid computing is already heavily 
loaded with a mixture of competing 
formats and standards.  The addition of a 
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grid computing standards will not assist 
in the adoption and uptake of such 
technology. The project aims to leverage 
the use of emerging Grid Computing 
standards, e.g. the Globus Toolkit, OGSA 
and involvement within the GGF 
standards including the newly formed 
Life Sciences Grid (LSG) Research 
Group within the GGF. 
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Abstract 
The Data Access and Integration Working Group (DAIS-WG) within the Global Grid 
Forum (GGF) is writing the Grid Database Service Specification (GDSS). The GDSS 
defines a Grid Data Service (GDS) standard for accessing and integrating data stored in 
multiple types of data storage systems, such as relational databases, XML databases, and 
file systems. The edikt team at the National e-Science Centre is developing Eldas, a 
commercial quality implementation of core features defined by GDSS. 
 
By product quality implementation we mean that Eldas is robust, well documented, easy 
to use and is based on a modular and extensible design. While a product quality 
implementation is a basic requirement for system adoption, it does not ensure broad use of 
the technology among the grid community. The extent of take-up is enhanced or 
dampened by factors such as platform independence, compatibility with different 
technologies, options for layered services and ease of deployment in a grid setting. In this 
paper, we describe the take-up issues and associated design decisions made by edikt to 
address them. 
 
1  Issues to Broad Adoption 
Data is a critical resource in any research 
endeavour. Legacy data, raw data and derived 
data are essential, and reliable tools to access 
and integrate such data are in high demand. 
Addressing these needs, the edikt team at the 
National e-Science Centre is developing Eldas, 
Figure 1, a commercial quality implementation 
of the GDSS. Traditionally the phrase 
“commercial quality software” means a 
software package is robust, well-documented, 
easy to use and designed to support evolution 
and the addition of new service features.  When 
developing data access and integration software 
for the grid environment, these aspects of 
product quality (while necessary) were not 
sufficient to ensure broad adoption of the Eldas 
software. Working with application scientists in 
several disciplines, edikt identified four major 
issues that could constrain Eldas adoption and 
made design decisions to mitigate or remove 
these obstacles. We describe these issues and 
outline the edikt approach to resolving them. 
 
Issue 1 – Machine and DBMS independence: 
Research scientists use different computer 
systems to perform research analysis. They also 
use different database management systems and 
file systems to store their basic and derived 
data. If a GDS runs on only one operating 
system, its take-up is highly constrained. To 
cover multiple architectures, Eldas is 
implemented within J2EE Java environments 
which are machine independent. Tested 
environments include JBoss and Sun ONE AS. 
An Eldas design and implementation using 
Enterprise Java Beans is underway. Using J2EE 
as our development environment ensures broad 
availability for scientists using the grid. To 
support a broad range of database types, our 
design encapsulates database-specific code in a 
Data Access Component, leaving a reusable 
Eldas core that is common to the set of Java 
environments we have examined. 
 
Figure 1: Eldas Conceptual Schematic 
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services differ from grid services in that they 
have neither state nor lifetime, the two are 
similar in many other respects.  The separation 
of the Eldas business logic from the 
presentation layer allows service invocation 
using both grid and web services interfaces.   
This dual compatibility with both web services 
and grid services allows Eldas to serve a 
significantly larger user community. 
 
Issue 3 – Layered services: The basic data 
access services provided by Eldas are GDSS-
compliant. Several layered services are being 
designed and implemented, including support 
for annotating scientific data, detecting and 
resolving data value conflicts when integrating 
data from multiple databases and versioning and 
archiving scientific data. These services can be 
deployed and used with Eldas (or other GDSS-
compliant implementations) in a mix and match 
fashion. Layered services increase the 
usefulness of the grid. This attracts more users, 
who bring requirements for new layered 
services, creating a synergistic feedback loop. 
 
Issue 4 – Ease of Use: The GGF Open Grid 
Services Infrastructure (OGSI) specification 
defines properties and “interaction rules” that 
must be supported by all grid services. Without 
rules, grid services can not interact and the grid 
becomes useless. Developing services adhering 
to these requirements is a complex and error-
prone task. To address this, edikt has created a 
fully automated installation and deployment 
process for Eldas.  Our fully-documented; easy 
to install, deploy and use software will allow 
scientists to turn their applications in to widely 
available grid services. 
 
Our Eldas design and implementation addresses 
these issues. In so doing, Eldas will make grid 
data services available to more scientists for less 
effort, making the grid a more effective 
environment for scientific research and 
collaboration. 
1.1  Eldas 
The Grid Database Service Specification 
(GDSS) [2][3], written by the DAIS working 
group of the GGF, defines a Grid Data Service 
(GDS) standard for accessing and integrating 
data stored in multiple types of data storage 
systems, such as relational databases, XML 
databases and file systems. The specification 
focuses on the functional requirements of data 
services for scientific applications [5]. It defines 
a data access and integration service “pipe” for 
accessing external data management services. 
For example, GDSS supports passing SQL 
queries to relational database, queries expressed 
in XPath or XQuery to XML database systems, 
OQL queries to Object-oriented database 
systems and “read” and “write” operations to a 
file system. 
 
The edikt team at the National e-Science Centre 
is developing Eldas – Enterprise Level Data 
Access Services – a commercial quality 
lightweight, robust and scalable implementation 
of core features of the GDSS, built around the 
Enterprise Java Beans (EJB) architecture [4]. 
For its initial implementations, edikt has chosen 
two free-to-use Enterprise Java application 
servers to maximise uptake of the software – 
JBoss [6] and Sun ONE Application Server [7]. 
 
Much of this paper presents our motivations in 
choosing the EJB architecture as an ideal 
platform in which to build grid data access 
services.  We have been driven by the desire to 
make grid data services as simple to deploy and 
use as possible.  The four key issues of platform 
independence, dual compatibility, layered 
services and usability form the cornerstones of 
the Eldas design.  
1.2  Related work 
Eldas is a robust implementation of the GDSS. 
Other reference implementations of the GDSS 
exist, such as the OGSA-DAI project [8]. At the 
time of writing we are unaware of other publicly 
announced implementations of the GDSS based 
on EJBs.   
1.3  Structure of this paper 
Section 2 presents an overview of Java 
Enterprise technologies and discusses their 
eminent suitability as a platform for developing 
grid data services.  We cover the Enterprise 
Java Beans model (Section 2.2), discuss the use 
of EJBs for database access (Section 2.3) and 
review the concepts of web and grid services 
(Section 2.1).  Section 3  presents our designs 
for Eldas and Section 4 offers our conclusions 
and pointers to further work.  
2  J2EE – Platform of Choice for Grid 
Data Services? 
This section provides a brief introduction to 
J2EE Java technologies and how they are used 
as web services and grid services. It also 
outlines a high-level architectural design view 
for implementing grid data services in an 
Enterprise Java Bean framework. 
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J2EE stands for the “Java 2 Platform, Enterprise 
Edition”, a technology designed to support 
applications that need to be scalable, available, 
reliable, secure, transactional and distributed.   
J2EE has become the de facto standard for 
developing multi-tier enterprise applications, by 
having standardised, modular components and 
services. This allows many details of 
application behaviour to be created easily, 
without complex programming. 
A typical, high level J2EE server-side 
architecture is shown in Figure 2: 
 
 
 
Figure 2: Layering in the J2EE Framework 
 
The concept of layering is used to group 
together and separate components depending on 
their function: 
  Presentation layer - contains web pages 
and user interfaces on the server; 
  Application or business layer - all 
application code, EJBs; 
  Data layer - the database. 
 
A typical enterprise application will employ all 
of the above layers and components. 
 
On this basis, edikt has developed Eldas as a set 
of services based on the GDSS which use the 
J2EE application model to access data 
resources. Enterprise Java Beans are used as 
server-side components in Eldas as their 
architecture enables the factory and service 
features of grid technology to be implemented 
easily.  We discuss this more fully in Section 1. 
2.1  Web and Grid services 
Simply put, a web service is a way of exposing 
method(s) over the internet via interfaces which 
are both platform and language independent. 
 
Typically, a client obtains information about an 
exposed method through a Web Services 
Description Language (WSDL) document. This 
then allows the client to communicate with the 
method via Simple Object Access Protocol 
(SOAP) and perform operation calls on the 
service using the Java API for XML based 
Remote Procedure Calls (JAX-RPC).  
 
A web service is a static  instance. That is, 
someone (a third-party) physically deploys the 
service on a server, and user/clients then decide 
if they wish to use this service.  In contrast, a 
grid service is a service resource that is 
deployed dynamically. That is, the service is not 
deployed until such time as the client requires it. 
The client chooses which service they require 
from a list available.  It is also worth observing 
that a web service has the same lifetime as the 
container in which it is deployed – whereas a 
grid service can have a finite lifetime, distinct 
and (generally) shorter than that of the 
container. An additional distinction is that grid 
services are stateful, whereas web services are 
stateless operations.  Grid services use WSDL 
and SOAP in the same way as web-services. 
Grid services currently use the Grid extensions 
to Web Service Description Language (G-
WSDL), which is an extension of WSDL.  The 
behaviours of grid services are defined in the 
OGSI Grid Service Specification [9][10]. 
2.2  Enterprise Java Beans 
– a scalable grid service architecture? 
Enterprise Java Beans (EJBs) is a specification 
for Java built specifically for multi-tier web 
applications [4].  EJBs are an integral 
component of the J2EE platform, forming the 
basis of a distributed framework for J2EE.  This 
distributed framework allows a client to make a 
call to the interface of a business object.  The 
client communicates to the server object via a 
stub on the client which in-turn communicates 
this to a tie on the server object.  A stub is also 
known as a proxy or a surrogate, while a tie is 
also known as a skeleton (confusingly a tie may 
also be referred to as a proxy). 
 
The EJB framework is such that: 
  EJB components are server side and 
written in Java, giving platform 
independence; 
  EJB components contain application code 
(or business logic) only; 
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RDBMS 
Presentation 
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JSP/ Servlets 
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or Business 
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services such as security, transactions, 
life-cycle, threading and persistence of 
the components within the server; 
  developers gain all the benefits of 
component based engineering. 
 
EJBs come in a number of flavours, the most 
relevant of which is the session bean.  Session 
beans are transient objects.  A session bean 
created by a client usually exists only for the 
duration of a single client-server session. A 
session bean usually performs operations such 
as calculations or data transformations on behalf 
of the client. Session bean objects can be either 
stateful or stateless. 
 
A  stateful session bean maintains a 
conversational state across methods and 
transactions, i.e. field values of the bean need to 
be updated to maintain data consistency.   
Stateful beans know about their properties i.e. 
their state. Stateful beans are associated with a 
specific client.  A stateless session bean 
represents work performed by a client. This 
work can be performed within a single method 
call or multiple method calls. It contains no 
information about its state. It can be thought of 
as an operator, only. 
 
A second flavour of EJB is the entity bean.  
Entity beans are object representations of 
persistent data maintained in a permanent 
database.  A primary key identifies each entity 
bean.  Entity beans represent specific data or 
collections of data, such as a row in a database. 
An entity bean persists and survives as long as 
its data remains in the data base. 
 
Both session and entity EJBs have similar 
behaviour when invoked. Both have an Object 
Factory, which instantiates a specific instance, 
or EJB Object, which in turn supplies a service 
to the user. 
 
EJBs have to be deployed in a container, which 
supports the above services.  Containers provide 
runtime support for J2EE applications.  When a 
J2EE application is deployed, the deployment 
process installs each component in the 
appropriate container.  
 
There are four containers in a typical 
application server hosting environment:  
  EJB Container (server-side) manages the 
execution of all EJBs; 
  Web Container (server-side) – manages 
execution of JSPs and Servlets; 
  Application Client Container (client-side) 
– manages execution of all client 
components; 
  Applet Container – Web Browser and 
Java plug-in together, or Web Browser 
and Java Runtime Environment (JRE). 
2.3  Using EJBs for web and grid services 
In Figure 3 we see how the web service API 
located in the presentation layer communicates 
with the business logic, which can take the form 
of beans and/or EJBs. Objects containing 
requests and results are exchanged between the 
client and server via SOAP. 
 
In deploying grid services in the application 
server frameworks discussed above, one has the 
following model. 
1.  The client obtains a reference to a Grid 
Service Factory (GSF) from a Grid Service 
Registry (GSR). 
2.  To use a given service, the client connects 
to and communicates with the GSF via G-
WSDL. This GSF is in fact a grid service 
itself since it uses G-WSDL extensions.  It 
is not incorrect to see similarities between a 
GSF and web services, however, since a 
GSF will quite often be a static service 
deployed on the server. 
3.  The GSF now creates a Grid Service (GS) 
which allows the client to execute the 
methods that the GSF exposes.  
4.  The client now communicates with the GS 
using SOAP until the session is terminated. 
This grid service remains alive until the 
client has disconnected from the service or 
a previously agreed time-out elapses. 
Here we have a clear correspondence between 
the EJB architecture and the behaviours of grid 
services and grid service factories.  The EJB 
Object Factory behaves just as we expect a GSF 
to behave, creating instances of EJB Objects to 
perform defined tasks. 
 
Within the application server framework, the 
fact that grid services are an extension of web 
services, and that there is a clear demarcation 
between presentation and business layers, 
means that exposing the application 
implemented in the EJBs can be done either 
way.  Thus, data access services implemented 
this way can be accessed as either web services 
or grid services with no re-engineering of the 
application core required.  This significantly 
increases the potential user community for these 
services. 
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Application Server  
 
Figure 3: Web services and the J2EE framework. 
Figure 4: The OGSA-DAI Architecture. 
3  The Eldas Design 
The Grid Data Service Specification extends the 
concepts of the Grid Service Specification to 
allow database access, in much the same way as 
Enterprise applications described above. Figure 
4 shows one way of implementing the grid data 
service architecture, using web containers and a 
JAX-RPC application in which the grid services 
reside.  This is the architecture used in the 
OGSA-DAI reference implementations of the 
GDSS [8].  
 
As we have seen, grid services can be and are 
implemented using a web services framework, 
making use of all the features and functionality 
of J2EE, i.e. web containers and application 
servers.  There are many similarities between 
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implementation of the GDSS interfaces in an 
EJB framework gives all the advantages of 
enterprise level applications to grid database 
access, namely: 
•  state management; 
•  data/object persistence; 
•  security; 
•  transactional scalability; 
•  tried and tested industry-strength 
robustness. 
 
The high-level Eldas architecture is shown in 
Figure 5. We implemented the GDSS of G-
WSDL port types as an EJB. A GDSF has the 
same behaviour attributes as an EJB Object 
Factory and a GDS has the same behaviour 
attributes as an EJB Object. Additional 
interfaces needed to be added as a Proxy in the 
JAX-RPC layer to enable full grid service 
behaviour. This allows us to: 
1.  move all application code into the 
business layer, i.e. the EJB Container; 
2.  trim the functionality contained within 
the presentation layer down to an 
absolute minimum, i.e. a proxy within the 
JAX-RPC application. 
The amount of functionality in the presentation 
layer is thus minimised through this use of 
EJBs. This architecture follows a delegation 
pattern. 
 
Figure 5: The Eldas architecture implemented in an EJB framework. 
 
The primary reason for this is that the EJB 
framework has been designed as a scalable, 
high-performance container for “significant” 
application code, providing a more robust 
runtime environment for the execution of the 
grid database service code. 
 
Much of the design of Eldas was based on well 
known patterns, most notably Business 
Delegate, Data Access Object and Singleton 
[11].  The concept of delegate classes is 
important for a number of reasons. 
•  They hide the implementation details 
of business service 
lookup/creation/access.   
•  They protect the business tier 
components from direct exposure to 
clients – the client doesn’t access the 
EJBs directly. 
•  They minimise coupling between 
presentation and business tiers. 
•  They reduce network traffic between 
client and business services. 
•  The business delegate handles 
exceptions from the business tier and 
generates application level exceptions 
– these are easier for clients to 
handle.  The delegate may also 
perform any retry or recovery 
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exposing the client to the problem. 
•  They allow us to extend the 
FactoryServiceSkeleton and 
ServiceSekeleton classes of the OGSI 
framework.  The EJBs cannot do this 
directly as they already extend other 
classes and multiple inheritance is 
neither desirable nor supported in 
Java. 
 
In this way, the exposed interface of the EJB 
Object Factory, accessed via a delegated proxy, 
acts as the GDS Factory, creating an interface 
through which we can call the methods on the 
EJB Object.  This remote object then acts as the 
actual Grid Data Service, accessed again via a 
delegated proxy in the presentation layer. 
 
The Grid Data Service is implemented as a 
stateful session EJB.  The EJB has been 
implemented this way so that only one bean is 
available for each client session, thus 
maintaining the conversational state with the 
client; in other words, they can have state or 
instance fields that can be initialised or changed 
by the client with each method invocation.   
 
Unlike many EJB database applications, we do 
not use entity beans to access the database, 
since for each query produced by the client the 
overhead of invoking an entity bean each time 
would be very large on large datasets.  Instead, 
we couple the GDS session bean to a data 
resource using the Data Access Component 
(DAC). 
 
The DAC has been designed to allow access to 
various data resources depending on the driver 
used.  The DAC has been implemented as a 
pluggable component, allowing changes to be 
made easily to the underlying implementation 
without affecting the development of the bean 
classes. Currently, Eldas supports access to 
several database management systems 
including: 
•  MySQL® 
1, an open source system 
from MySQL AB; 
•  DB2® 
2, from IBM Corporation; 
•  Oracle 9i™ 
3, from Oracle 
Corporation; 
                                                      
1 A registered trademark of MySQL AB. 
2 A registered trademark of IBM Corporation. 
3 A trademark of Oracle Corporation. 
•  Xindice, a freeware XML database 
system from the Apache Software 
Foundation, Inc.  
3.1  Enhanced data services 
The basic data access services provided by 
Eldas are GDSS-compliant. While these basic 
services are necessary for data sharing among 
collaborating scientists, basic services will not 
retain users over time. As scientists become 
acquainted with the grid, they will quickly 
envision new data services that will better 
support their work. To this end, the GDSS was 
defined with layered services in mind.  
 
While designing Eldas, we worked with 
scientists in the areas of astronomy, particle 
physics and bioinformatics to better understand 
their long range goals in grid data services.   
Initially we assumed that different application 
areas would require different types of enhanced 
data services. Happily we were wrong. All of 
these areas (and we predict other areas such as 
earth sciences) have similar requirements for: 
•  annotating scientific data; 
•  detecting and resolving data value 
conflicts when integrating data from 
multiple data sources; 
•  maintaining integrity and consistency 
constraints over data stored in 
multiple data sources; 
•  transforming data representations, for 
all data types including binary data; 
•  managing versioned data; 
•  automatic archiving of raw and 
derived scientific data. 
 
Users want to mix-and-match these services as 
needed, and we must support this requirement 
(even though such services are beyond the 
scope of the GDSS).  Conceptually, enhanced 
data services are layered over Eldas.  From an 
implementation perspective, it is advantageous 
to have factories that create tailored grid data 
services configured with exactly the set of 
required enhanced data services.  Clearly such 
bespoke services will yield better performance. 
The current design includes complete Eldas 
functionality with each combination of 
enhanced services. It is possible that some 
enhanced data services use only a subset of the 
Eldas services. If so, a good componentised 
design will allow the unused basic services 
within Eldas to be removed from the tailored 
grid data service. 
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services in a mix and match fashion increases 
the usefulness of the grid and will retain grid 
users as they become more sophisticated in their 
usage. 
4  Conclusions and further work 
We believe that the architectural framework of 
the J2EE model provides an ideal platform upon 
which to build robust, scalable and easy-to-use 
grid data services. 
 
In addition, our Eldas design and 
implementation addresses the four key issues 
blocking broad adoption of the Eldas 
technology. Hence, Eldas will make grid data 
services available to more scientists in a shorter 
time, making the grid a more effective 
environment for scientific research and 
collaboration. 
 
Version 1.0 of Eldas is scheduled for 
completion in Autumn 2003.  The Eldas 
software and full documentation will be made 
available to the UK e-Science community from 
the edikt project website, www.edikt.org.  It is 
our intention to track the evolving nature of the 
GDSS and ensure Eldas remains compliant with 
this specification. 
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Abstract 
 
With the advent of the Open Grid Services Architecture and its underlying infrastructure – the Open Grid 
Services Infrastructure – there is an increasing interest within Grid communities worldwide in Microsoft 
.NET Web Services technologies and their applicability to Grid services. In this paper we describe a 
collaboration between Microsoft Research Limited and NeSC (represented in this project by EPCC) which 
has set about exploiting this interest by: 
 
•  Developing an implementation of the Open Grid Services Infrastructure (OGSI) using .NET 
technologies. 
•  Developing a suite of Grid Service demonstrators – including an OGSA-DAI demonstrator – that can 
be deployed under this .NET OGSI implementation.   
•  Developing training courses and materials to educate and inform the UK e-Science community about 
.NET and its applicability to Grid applications. 
 
We describe our OGSI on Microsoft implementation and present an overview of our first OGSI on Microsoft 
.NET training course to be held on 9
th-10
th September 2003. 
 
 
1  Introduction 
 
With the advent of the Open Grid Services 
Architecture (OGSA) [1] and its underlying 
infrastructure – the Open Grid Services Infrastructure 
(OGSI) [2]  – there is an increasing interest within 
Grid communities worldwide in Microsoft .NET Web 
Services technologies [3] and their applicability to 
Grid services. The MS.NETGrid project is a 
collaboration between Microsoft Research Limited 
and NeSC (represented in this project by EPCC and 
funded by the UK Department of Trade and Industry) 
which is exploiting this interest by: 
 
•  Developing an implementation of OGSI 
using .NET technologies. 
•  Developing a suite of Grid Service 
demonstrators – including OGSA-DAI 
demonstrators [4] – that can be deployed 
under this OGSI implementation.   
•  Developing training courses and materials to 
educate and inform the UK e-Science 
community about .NET and its applicability 
to Grid applications. 
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the UK e-Science community. 
 
The goal of the MS.NETGrid project is to provide a 
practical demonstration to the UK e-Science 
community of the applicability of Microsoft .NET 
technologies to the hosting, development and 
deployment of Grid Services. A complementary goal 
is facilitating understanding of the Grid and e-Science 
within Microsoft. 
 
The project – which started in March 2003 – has a 
duration of 12 months and is making its deliverables 
freely available to encourage further use of Microsoft 
.NET within the UK e-Science programme. In 
addition, to facilitate the development of an OGSI 
.NET community, close links are being fostered with 
both Globus [5]  and the Grid Computing Group at 
the University of Virginia [6]  who are also 
developing an OGSI implementation on .NET. 
 
In section 2 Grid services, the Open Grid Services 
Infrastructure and Microsoft .NET are briefly 
introduced. In section 3 the design of an 
implementation of OGSI on Microsoft .NET – 
MS.NETGrid-OGSI – is described. Section 4 gives an 
overview of Grid service demonstrators developed by 
the project and which run on MS.NETGrid-OGSI. 
Section 5 provides information on the content of the 
first of a series of OGSI on Microsoft .NET training 
courses which will be run by the project from 
September 2003 to February 2004. 
 
2  OGSI on Microsoft .NET 
 
Our work is focused around an implementation of the 
Open Grid Services Infrastructure under Microsoft 
.NET called MS.NETGrid-OGSI. In this section the 
background of MS.NETGrid-OGSI is described.  
2.1  Grid Services 
 
Grid computing is a way of organizing heterogeneous 
computing and data resources so that they can be 
flexibly and dynamically allocated and accessed 
[1][7]. Often this sharing of resources occurs across 
organisational boundaries. A collection of 
organisations contributing resources in such a manner 
is often known as a virtual organisation [7]. The 
connection of heterogeneous resources requires an 
open, platform-independent global architecture. 
Efforts to define this architecture have been made in 
[1][2], yielding an Open Grid Services Architecture 
(OGSA) in which resources are represented by 
services. The term service is used to describe a 
network-aware entity (for example a software 
component) that provides certain well-defined 
functionality, accessed via a known interface, which 
accepts and processes a certain set of messages. A 
service may also have a state associated with it which 
changes in response to received messages. An 
important distinction between Grid services and Web 
services is that Grid services have state and support 
explicit lifetime management by clients. In addition, 
the behaviour of a service should not be strongly-
coupled to its implementation. An example of a 
common service is a File Transfer Protocol service.  
 
The Open Grid Services Infrastructure (OGSI) 
[2][10] defines such a service-oriented view of Grids 
in terms of modern Web services technologies, Web 
services being small, discrete, building-block 
applications that connect to each other – as well as to 
other, larger applications – via the Internet. OGSI is 
intended to be the building block upon which OGSA 
Grid services can be constructed. OGSI defines the 
capabilities and interfaces of Grid services in terms of 
an enhancement to the Web Service Description 
Language (WSDL) [11]. WSDL is used to define 
input and output messages which are, in turn, used to 
define operations. These operations are aggregated 
into portTypes which describe some part of an 
interface to a service. PortType definitions can be 
combined with concrete network protocols – for 
example HTTP – and message formats – for example 
SOAP [13]– to form bindings which can then be 
associated with network addresses to yield ports. A 
service is represented by an aggregation of ports. 
OGSI extends
1 WSDL to allow for portTypes to 
extend other portTypes and for so-called service data 
– used to represent the state of a Grid service – to be 
associated with a portType.  
 
One OGSI portType – GridService – is required to be 
implemented by all Grid services – this portType 
provides operations for the querying and updating of 
service state and lifetime management. In addition 
OGSI defines a basic collection portTypes for the 
construction of fundamental Grid services including 
factories, service groups, location services, and 
notification services. It is intended that these 
fundamental Grid services will form the building 
                                                           
1 These extensions are proposed for WSDL 1.2. 
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schedulers. 
2.2  Microsoft .NET and Web Services 
 
Fundamentally, Microsoft .NET [3] is a set of 
Microsoft software technologies for connecting an 
individual’s world of information, people, systems, 
and devices. It enables an unprecedented level of 
software integration through the use of XML Web 
services, provided by a component of .NET called 
ASP.NET. .NET’s success is central to Microsoft’s 
corporate strategy and its development has been the 
company’s major focus for the past 3 years. Microsoft 
.NET provides a suite of tools for Web service 
description using WSDL, Web service development, 
deployment and client authoring. 
2.3  Grid Services on Microsoft NET 
 
If Grid services are to be platform-agnostic, 
implementations of OGSI on a wide range of 
contrasting platforms are necessary to demonstrate 
this in practice. Implementing OGSI on .NET 
provides such a demonstration on a platform that not 
only is Microsoft’s platform of choice for software 
development for the foreseeable future but is 
becoming increasingly prevalent within the UK e-
Science community. Indeed, some e-Science 
developers are already using it as a quick and simple 
prototyping platform that provides well-structured, 
easy to use Web service functionality.  
 
3  The Design of MS.NETGrid-
OGSI 
 
Since the MS.NETGrid project is concerned with 
demonstrating the applicability of Microsoft .NET to 
Grid services development, our central design goal 
was to exploit and demonstrate as many relevant 
.NET – particularly ASP.NET – capabilities as was 
possible and sensible, especially when given that Grid 
services are essentially an extension of Web services. 
Other important design goals were: 
 
•  To provide an implementation that 
demonstrates the key concepts of OGSI 
namely the core portTypes, service state and 
service data management and lifetime 
management. 
•  To support SOAP over HTTP as our 
communications protocol, this being the 
prevalent protocol in the area of Grid 
services at time of writing. 
•  To aim for interoperability as far as possible, 
highlighting any interoperability issues that 
arise. 
•  To consider performance-related issues 
during design, implementation and testing 
and to be prepared to identify the areas of 
our design and implementation that are 
performance-critical and options for 
improving these. 
•  To utilise any features of .NET technology 
that contribute to a rapid development time, 
due to the restricted time available for 
development arising from the short duration 
of the project. 
•  To implement in Microsoft C# – a Java-style 
object-oriented programming language that 
exploits many .NET features. 
 
Full details of the design and use of MS.NETGrid-
OGSI are provided with the MS.NETGrid-OGSI 
software. The software and documentation may be 
downloaded from http://www.epcc.ed.ac.uk/~ogsanet. 
3.1  High-level Architecture 
 
Our design was inspired by features from both the 
Globus Toolkit 3 implementation of OGSI [9] and 
Virginia’s OGSI.NET implementation of OGSI on 
.NET [6][8]. Our design is similar in spirit to both of 
these implementations, in that we solve the same core 
problem of building stateful Grid services from 
stateless Web services. A distinguishing feature of 
our design is in the use of an ASP.NET Web 
Application as a Grid service container, this Web 
Application running under the Microsoft Internet 
Information Server (IIS) Web server. Our container 
also mimics the ASP.NET service deployment model, 
a feature which could prove attractive to developers 
already experienced in the production of ASP.NET 
Web Services. 
3.1.1  Converting Stateless Web Services into 
Stateful Grid Services 
 
Consuming a traditional Web service usually entails a 
client sending a request – expressed in, for example, 
SOAP – to a network end-point somewhere. At the 
end-point, the message is interpreted by the Web 
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container extracts from the request information on the 
Web service to be used and the operation exposed by 
the Web service that is to be invoked. An object 
representing the Web service is created, the operation 
called with arguments from the request, the result of 
the operation is placed into a response – again, 
expressed in, for example, SOAP – and these results 
communicated to the client. The Web service object 
is then destroyed, or left to be garbage collected. 
Essentially a traditional Web Service can be said to 
be inherently stateless. 
 
Since Grid services are stateful this necessitated that 
the service object, once created, be maintained so that 
the next call by the client is handled (conceptually) by 
the same object instance. Our solution is to store 
references to service objects and to map client 
requests to these Grid service objects. A C# object is 
created within a ASP.NET Web Application that acts 
as a repository of C# objects corresponding to Grid 
services. This is termed the OGSI container. A 
stateless Web service object – generated in response 
to a service request from a client – uses the identity of 
the Grid service to access to obtain a reference to a 
Grid service object stored within the OGSI container 
object. Two successive client requests to the same 
Grid service will therefore be handled by two 
different server-side Web service objects – which are 
created on a per-request basis in the standard Web 
services manner – but these Web service objects will 
forward the requests to the same Grid service object. 
3.1.2  Service Lifetime 
 
Our OGSI container allows for two types of service 
lifetime. The first, known as transient service 
lifetime, applies to Grid services that are spawned by 
other services, for example factory services. A 
transient Grid service lives until its termination time 
has passed, when it then will no longer respond to 
operation invocation requests. However, clients may 
request extensions to the service instance lifetime via 
a GridService portType operation, as described in [2]. 
 
The second type of lifetime is termed persistent. 
Persistent Grid services are initialised when the OGSI 
container is created and live as long as the ASP.NET 
Web Application which holds the OGSI container. 
Container-created (persistent) services are necessary 
to bootstrap essential services such as factories.  
 
The distinction of services in terms of their lifetimes 
– persistent and transient – is consistent with the 
implementations of  [9] and [6], although it is not 
required by [2]. 
3.1.3  Service Naming 
 
Since the identity of a Grid service is used to identify 
the Grid service object which should handle a client 
request, one important design consideration is Grid 
service naming. Our solution is that for every 
persistent service instance, there must be one unique 
.asmx proxy file resident in ASP.NET. For example, 
say we have a factory for a service CounterService. 
The proxy for this factory could be located at 
http://localhost/Ogsi.Container/services/persistent/Co
unterServiceFactory.asmx. Under this scheme 
CounterServiceFactory1.asmx and 
CounterServiceFactory2.asmx would be proxies for 
two different persistent services. Persistent services 
are identified in the by the path to the .asmx file. 
 
For every class of transient service, for example 
CounterService, there must be one unique .asmx 
proxy file For example, all CounterServices could be 
represented by a proxy located at 
http://localhost/Ogsi.Container/services/transient/Cou
nterService.asmx. We differentiate between different 
each transient CounterService by the use of an 
instanceId parameter in the query string of the 
URL. So, for example, 
http://localhost/Ogsi.Container/services/transient/Cou
nterService.asmx?instanceId=counter1 and 
http://localhost/Ogsi.Container/services/transient/Cou
nterService.asmx?instanceId=counter2 represent the 
URL’s of two transient CounterServices. 
3.1.4  Interacting with Grid Services 
 
Figure 1 shows how a client – implemented in the C# 
programming language – communicates with a Grid 
service under our architecture: 
 
•  A client application makes a C# method call 
to a local client-side proxy object which 
exposes the operations of the server-resident 
Grid service as methods (1). 
•  The proxy creates a SOAP request 
containing information on the location and 
identity of the Grid service to access, the 
operation to be called and the arguments 
passed by the client. 
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•  The proxy transmits this SOAP request over 
HTTP to an ASP.NET Web service hosting 
environment running on some Web server 
(2). 
Figure 1: Interacting with Grid services in MS.NETGrid-OGSI 
•  ASP.NET identifies the .asmx proxy file 
corresponding to the service the client 
wishes to access and compiles this into a 
proxy object.  
•  This proxy object then extracts from the 
SOAP request the unique identity of the Grid 
service to be invoked and passes this to the 
OGSI container object (3). 
•  The OGSI container returns a reference to 
the object corresponding to the desired Grid 
service (4). 
•  The proxy object then extracts the operation 
arguments from the SOAP request and 
invokes the operation requested by the client 
on the Grid service object (5) 
•  The results are then returned from the Grid 
service object to the proxy (6). 
•  The proxy bundles the results into a SOAP 
response and transmits these over HTTP 
back to the client (7). 
•  The client-side proxy unpacks the results 
from the SOAP response and returns these to 
the client application as a standard C# 
method return (8). 
3.2  Developing and Deploying Grid 
Services 
 
Under our architecture, developing a Grid service 
involves: 
 
•  Specifying C# classes which implement the 
functionality of the Grid service by: 
o  Inheriting from pre-defined classes 
we provide which encapsulate 
functionality relating to the OGSI 
GridService portType and, for 
factory services, the OGSI Factory 
portType. 
o  Specifying pre-defined delegate 
classes which we provide which 
encapsulate functionality relating to 
the OGSI GridService portType 
and, for factory services, the OGSI 
Factory portType. 
o  Implementing service-specific 
classes providing application-
specific portType functionality. 
•  Authoring a Web Service Proxy by creating 
an ASP.NET .asmx file. 
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configuration file to specify the name of the 
Web Service Proxy file, and associated 
proxy class, the type of lifetime of the 
service, Grid service C# implementation 
classes and any application-specific 
parameters. 
3.3  OGSI.NET – An alternative 
approach 
 
The Grid Computing Group at the University of 
Virginia have also undertaken an implementation of 
OGSI on .NET known as OGSI.NET [6][8]. The 
design of OGSI.NET differs from the MS.NETGrid 
container in a number of ways. The primary 
difference is that OGSI.NET is implemented as a 
stand-alone Windows service. An ISAPI filter 
attached to an IIS Web server intercepts requests to 
Grid services and redirects these requests to the stand-
alone Windows service. A dispatcher within this 
Windows service routes the request to an AppDomain 
– a memory-isolated region within a process – which 
holds the requested Grid service. Method invocation 
then proceeds in a manner similar to MS.NETGrid-
OGSI. 
 
Architecturally the two implementations are quite 
similar. They both follow the following procedures 
when dealing with Grid service requests: 
 
•  A service request is intercepted. 
•  A Grid service is selected on the basis of 
information within the service request. 
•  The requested Grid service operation is 
invoked via reflection on the Grid service. 
•  The results are returned to the client. 
 
The difference between implementations lies in the 
level of control provided to the service developer. In 
OGSI.NET the level of control is substantially 
greater. It is possible to write custom message 
handlers for each service, allowing fine-grained 
security features or alternative message formats to be 
implemented, for example. Security is also provided 
by OGSI.NET. However, MS.NETGrid-OGSI 
leverages existing functionality of ASP.NET to 
facilitate ease of use and provide a development 
model instantly familiar to ASP.NET developers. 
 
3.4  Limitations  
 
The limitations of MS.NETGrid-OGSI include the 
following: 
 
•  Service data and certain operation messages 
do not meet the OGSI specification exactly. 
•  ASP.NET can generate WSDL descriptions 
of our Grid services. However this is pure 
WSDL 1.1 and does not contain information 
relating to service data. 
•  Only functionality relating to the OGSI 
GridService and Factory portTypes is 
currently provided. 
•  There is no support for security. 
•  There is no support for versioning or digital 
signing of software libraries. 
•  Service state is lost if the ASP.NET Web 
Application which hosts the OGSI container 
is shut-down. 
•  Arbitrary service naming is not supported. 
 
It is attended to address some of these limitations 
before the project concludes. 
 
4  Grid Service Demonstrators 
 
We have developed a small set of Grid service 
demonstrators to exercise our OGSI on .NET 
implementation. These include: 
 
•  A simple counter service which allows 
clients to increment and decrement a 
counter. 
•  A prime factors service which calculates the 
prime factors of a number provided by a 
client. 
•  A mock-up of a load monitoring service 
factory service which creates services on 
specific hosts dependant upon their current 
load. 
•  An OGSA-DAI Grid Data Service which 
will now be described in more detail. 
4.1  OGSA-DAI Grid Data Service 
 
OGSA-DAI [4] (Open Grid Services Architecture – 
Data Access and Integration) is concerned with the 
provision of uniform service interfaces for data access 
and integration via the Grid. The aim is that through 
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sources and resources can be treated as a single 
logical resource.  
 
Central to OGSA-DAI is the notion of a Grid Data 
Service (GDS) which manages access to some data 
resource – a database management system and a 
database – while hiding from the client details as to 
the implementation of the connection to the data 
resource. Our Grid Data Service demonstrator 
provides a stripped-down implementation of a GDS 
which runs on MS.NETGrid-OGSI. The GDS can be 
configured to connect to a Microsoft SQL Server 
database and a client can then issue SQL statements 
through the operations offered by the 
GridDataPerform portType which the GDS 
implements. The results are then returned to the 
client. A client can therefore query a database in an 
approach no different to that involved in interacting 
with any other Grid service. 
 
5  Training the UK e-Science 
Community 
 
Having developed an implementation of OGSI on 
Microsoft .NET and a small set of Grid service 
demonstrators that exercise this implementation we 
are now on the verge of hosting our first “OGSI and 
Microsoft .NET” training course. This will be held at 
the e-Science Institute within the National e-Science 
Centre in Edinburgh on September the 9
th and 10
th 
2003. Our training course consists of one day of 
theory and one day of practical work, to provide 
delegates with hands-on experience of developing 
Grid services under Microsoft .NET. The first day is 
structured as follows: 
 
•  Grid Services: 
o  XML and Web Services.  
o  Grids. 
o  OGSA. 
o  OGSI. 
o  OGSI Implementations. 
•  Essential Microsoft .NET Concepts – 
concepts relevant to implementing OGSI on 
Microsoft .NET: 
o  A .NET Overview. 
o  A C# Recap – an object-oriented 
language for .NET. 
o  Application Configuration in .NET. 
o  Assemblies – C# package files. 
o  Using Attributes ASP.NET – 
supporting reflection and meta-data. 
•  MS.NETGrid-OGSI: 
o  The MS.NETGrid Project. 
o  Why OGSI on .NET? 
o  MS.NETGrid-OGSI Container 
Architecture. 
o  Service Development in 
MS.NETGrid-OGSI. 
o  A Contrasting Implementation – 
Virginia’s OGSI.NET. 
•  Obtaining, installing and testing 
MS.NETGrid-OGSI. 
 
The second day is structured as follows: 
 
•  Tutorials in Developing Grid Services. 
•  Conclusion: 
o  MS.NETGrid-OGSI Demonstrators. 
o  Course Feedback. 
o  Discussion. 
 
It is through the delivery of this course – and 
revisions of the course planned for November 2003, 
January 2004 and February 2004 – that we hope to 
realise the prime goal of the project – providing a 
practical demonstration to the UK e-Science 
community of the applicability of Microsoft .NET 
technologies to the hosting, development and 
deployment of Grid Services.  
 
6  Conclusion 
 
In this paper we have described the work undertaken 
on the MS.NETGrid project since its commencement 
in March 2003. We described the design of 
MS.NETGrid-OGSI – an implementation of the Open 
Grid Services Infrastructure under Microsoft .NET. 
This was followed by an overview of Grid service 
demonstrators we have authored which run on this 
implementation. Finally, we presented the format of a 
training course for the UK e-Science community on 
the application of Microsoft .NET to OGSI and Grid 
applications. In the following months we look 
forward to reporting on continued work on extending 
and revising MS.NETGrid-OGSI, developing e-
Science demonstrators that run on our implementation 
and, most importantly, reporting on our experiences 
in hosting our training workshops and the reception to 
these by the UK e-Science community. 
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Registration 
 
Further information on our training courses and 
registration information is available on the NeSC 
WWW site: 
http://www.nesc.ac.uk
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Abstract
The GENIE project aims to deliver a Grid-based, modular, distributed and scalable Earth System
Model for long-term and paleo-climate studies to the environmental sciences community. In this paper we
address the scientiﬁc problem of the vulnerability of the thermohaline circulation to the global climate,
and describe our e-scientiﬁc solution using a Grid-based architecture involving Condor computational
resources, web service oriented data management mechanisms and the employment of a web portal. We
ﬁnd that the scientiﬁc results of our e-science efforts are useful to the environmental science community,
and provide a means of fulﬁlling the longer-term aims of the GENIE project.
1 Introduction
The Grid ENabled Integrated Earth system model
(GENIE) project is funded by the Natural Environ-
ment Research Council (NERC) through their e-
Science programme. GENIE aims to deliver both a
ﬂexible Grid-based architecture, which will provide
substantial long-term beneﬁts to the Earth system
modellingcommunity(andotherswhoneedtocom-
bine disparate models into a coupled whole); and
also new scientiﬁc understanding from versions of
the Earth system model (ESM) developed and ap-
plied in the project.
The scientiﬁc focus of GENIE is on long term
changes to the Earth’s climate, particularly the (ge-
ologically) recent ice-age cycles and the future re-
sponse of the Earth system to human activities, in-
cluding global warming. A realistic ESM for this
purpose must include models of the atmosphere,
ocean, sea-ice, marine sediments, land surface, veg-
etation and soil, ice sheets and the energy, biogeo-
chemical and hydrological cycling within and be-
tween components.
The e-Science objectives of the project are to de-
velop, integrate and deploy a Grid-based system al-
lowing users to,
• ﬂexibly couple together state-of-the-art com-
ponents to form a uniﬁed ESM,
• execute the resulting ESM on the Grid,
• share the distributed data produced by simu-
lation runs,
• provide high-level open access to the system,
creating and supporting virtual organisations
of Earth System modellers.
This paper describes our progress, thus far, in
delivering the objectives listed above to the environ-
mental sciences community. We begin by outlining
a particular line of scientiﬁc investigation that our
efforts have enabled scientists to explore (Section
2). We then detail the development and operation
of a Grid Computing infrastructure that has made
such a scientiﬁc investigation possible (Section 3),
before discussing the scientiﬁc results gained from
our e-science endeavours (Section 4). We conclude
with an outline of our future work (Section 5) and a
summary of the work presented herein (Section 6).
2 The scientiﬁc problem
2.1 Thermohaline circulation
The thermohaline circulation (THC) of the world
ocean, also known as the global ocean Conveyor
Belt, is a key part of the global climate system (see
Figure 1). As its name implies, this large-scale cir-
culation is driven by the geographical distribution
of seawater temperature and salinity, and the North
Atlantic plays a key role in sustaining the THC. The
warm waters of the Gulf Stream, ﬂowing across the
Atlantic from the Gulf of Mexico towards Europe,
lose heat and moisture to the atmosphere thus be-
coming denser. In regions of the North Atlantic
East of Greenland, the surface water becomes suf-
ﬁciently dense to sink to great depth in a process
of deep convection. The deep water thus formed
ﬂows south-westwards until it reaches South Amer-
ica, and then continues down the side of that con-
tinent until it reaches the Southern Ocean where it
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3Southampton Oceanography Centre, Southampton, UK.
4Southampton Regional e-Science Centre, Southampton University, Southampton, UK.
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145circulates eastwards. Branches of deep water ﬂow
north-east into the Indian and Paciﬁc Ocean basins
where they eventually up-well to the surface, fu-
elling a return current of surface water. The circu-
lation is maintained by a particular pattern of atmo-
spheric moisture transport, including a net transport
from the Atlantic to Paciﬁc basins and a somewhat
restricted transport from tropical regions to the high
latitude North Atlantic.
The THC is potentially vulnerable to system-
atic changes in the global hydrological (water) cy-
cle. In particular, the Conveyor Belt mode of a sin-
gle convection cell in the Atlantic, crossing from
one hemisphere to the other, is sensitive to changes
in westwards (latitudinal) and northwards (longitu-
dinal) atmospheric transports of moisture. Under
global warming the hydrological cycle is expected
to intensify [10], with a 0.2 mm/day increase in
global mean precipitation (typical for a 2◦C global
warming) equating to a freshwater transport of 11.8
Sv (1 Sv = 106 m3s−1) [24]. The THC may re-
spond to such intensiﬁcation in a non-linear fash-
ion, associated with the existence of multiple equi-
libria. A previous study using a simple box model
of the climate system [22] has demonstrated such
multiple equilibria of the THC under different com-
binations of intra-basin (low to high latitudes of the
North Atlantic) and inter-basin (Atlantic to Paciﬁc)
atmospheric moisture transport.
With this in mind, the ﬁrst scientiﬁc objective
of the GENIE project was to explore whether mul-
tiple equilibrium states of the THC exist in a more
complex climate model under similar variations in
atmospheric moisture transport.
Figure 1: Thermohaline circulation of the world ocean.
See text for description
2.2 The computational model
The initial instance of GENIE (-1-C) comprises a
3-dimensional (frictional geostrophic) ocean model
coupled to a (dynamic and thermodynamic) sea-ice
model and a 2-dimensional (energy-moisture bal-
ance) atmosphere model. The whole model is also
known as c-GOLDSTEIN and is described in detail
elsewhere [3]. The horizontal resolution is 36 × 36
in coordinates of longitude versus sin(latitude) and
there are 8 depth levels in the ocean plus one for the
atmosphere. The model is computationally very ef-
ﬁcient, taking approximately 2.5 hours for a 4000
year integration on a typical PC or workstation (i.e.
an Intel P3/1GHz processor with 256MB RAM). In-
tegrations ofthisduration aresufﬁcient fortheslow-
est component (the ocean circulation) to approach
equilibrium.
The model takes a number of input parame-
ters which describe various physical quantities in
the simulation, including the surface freshwater ﬂux
between the Atlantic ocean and the Paciﬁc ocean
(hereafter denoted as DFWX); the atmospheric fresh-
water transport between the the tropics and the
extra-tropics of the North Atlantic ocean (here-
after denoted as DFWY); and the overall atmospheric
moisture diffusivity in the simulation (hereafter de-
noted as DIFF). See Figure 2.
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Figure 2: The DFWX anomaly transfers freshwater merid-
ionally between the Atlantic and Paciﬁc basins (−0.3 to
0.3 Sv), while DFWYtransfers freshwater zonally between
the low and high latitudes of the North Atlantic (−0.3 to
0.3 Sv).
3 Providing an e-Science
infrastructure
3.1 Condor as a Grid computing
resource
The initial scientiﬁc objective demanded the ex-
ecution of many ensemble experiments, each com-
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two parameters in combination. Our experiments
are discussed in more detail in Section 4. Despite
the speed of the model, undertaking this many runs
on a single processor was clearly too time consum-
ing. Hence a more efﬁcient way of conducting large
ensemble experiments was developed.
We used Condor [21] to execute the individual
model runs of an ensemble experiment on a large
computing resource made up of existing Condor
pools. The pools resided at the London e-Science
Centre [11], the Department of Computing at Im-
perial College London [2], and the Southampton
Regional e-Science Centre [19]. They were com-
bined into a single computing resource using the
ﬂocking features within Condor (e.g. see [4]). The
presence of institutional ﬁrewalls required the des-
ignation and utilisation of port ranges speciﬁed by
the Condor and ﬁrewall administrators at these in-
stitutions. The ﬂocked Condor pool was composed
of Linux and Solaris platforms, with approximately
200 nodes being available at peak times (i.e. when
the host institutions allowed these nodes to be avail-
able, and CPU activity on them was low).
In order to use the GENIE model on the ﬂocked
Condor pool it was compiled from source on both
the Linux and Solaris platforms, with the standard
Condor libraries. This allowed us to use the Condor
standard universe at execution time, granting the
additional features of automatic checkpointing and
automatic job migration (e.g. see [12]). Further-
more, by utilising the Condor File Transfer Mech-
anism in our Condor submission scripts we did not
have to ensure that each of the Condor pools in the
ﬂocked pool provided access to a shared ﬁlespace.
Thus by allowing Condor to schedule and dis-
tribute the model runs in an ensemble experiment
we were able to execute the individual runs in paral-
lel. This dramatically reduced the total time for the
experiment to complete from the calculated ∼ 163
days on a single processor, where each model run
was being executed sequentially, to ∼ 3 days on the
Condor resource.
3.2 A web portal for job submission
In order to execute the individual model runs on our
Condor resource we had to specify standard input
and output ﬁles for each run. This task amounted
to creating 961 individual input ﬁles for each en-
semble experiment. As a means of automating this
chore, as well as providing an interface to allow sci-
entists to create ensemble experiments, submit them
to the ﬂocked Condor pool, and subsequently mon-
itor their progress, we developed a prototype web-
based portal based on Apache Tomcat servlets [1].
The servlets for the portal were developed in
Java to interface the browser with the underlying
Condor system. They make system level calls in
order to submit experiments to Condor, as well as
retrieve information about the status of jobs in the
pool. This is illustrated in Figure 3 where we show
how a user may monitor the progress of their en-
semble experiment through the portal. The pro-
cess takes place as follows: (1) A user makes a re-
quest through their web browser to view the status
of the Condor jobs in their experiment; (2) a Tom-
cat servlet interprets the request and makes a system
level call to the operating system hosting the servlet
container; (3) the operating system returns the sta-
tusoftheuser’sCondorjobstotheservletcontainer;
(4) the container processes the results and formats
them to create a response in the user’s browser. The
submission of an ensemble experiment to the Con-
dor pool takes place in a similar way.
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Figure 3: A typical request-response for a user wishing
to monitor the progress of their ensemble experiment on
the Condor pool through the portal. See text for details.
The portal is accessed by an environmental sci-
entist with their X.509 e-Science certiﬁcate. By
using certiﬁcate-based authorisation and authenti-
cation we can ensure that only those environmen-
tal scientists on the GENIE project have access to
the provided computational resources, while forgo-
ing the requirement that they each have an account
on each resource. This is clearly advantageous from
the point-of-view of a system or virtual organisation
(VO) administrator [5].
The creation of a new experiment in the portal
consists of specifying the range of the parameter
space to be explored in the experiment, as well as
setting numerous other input parameters for each of
the model runs in the experiment. Upon submitting
the experimental conﬁguration to the portal, the por-
tal will then create the necessary input ﬁles for each
of the model runs in the experiment, and a Condor
submission script, before inviting the user to submit
the experiment to the Condor pool.
Once an experiment is submitted to the ﬂocked
Condor pool, a user can monitor the status of jobs
on the pool. The user is also provided with options
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thus overriding the currently running experiment.
At this time the portal can only manage one ensem-
ble experiment at a time.
Finally, when all the model runs in an experi-
ment have completed, the results are archived. The
user can then download the results, as well as those
from previous experiments, to their local ﬁlesystem
for further analysis, the mechanisms for which are
discussed in the following subsection.
Together, the actions above allow a GENIE sci-
entist to specify their experiment and retrieve the ﬁ-
nal results without worrying about the technicalities
of the underlying Condor pool or the GENIE sim-
ulation, granting them more time to focus upon the
analysis of their results.
3.3 A Grid-enabled data management
system
The increased resources available through Condor
require novel approaches to the management of, and
access to, large volumes of data generated by the
experiments. A single ensemble experiment (con-
sisting of 961 simulations) produces up to 10000
ﬂat ﬁles amounting to approximately 825MB of un-
compressed data. This data would previously have
been managed by the scientist who ran the exper-
iment and would often simply have been archived
to CDROM after post-processing and analysis was
completed.
In order to facilitate sharing of the data between
members of the GENIE project and enable scien-
tists to navigate the data produced by unfamiliar
component simulation codes, we have implemented
an initial data management system exploiting the
Geodise Database Toolkit [9]. This is a generic
Grid-enabled data management solution based on
open W3C compliant standards technologies [23].
The system exploits database technology to allow
additional information (metadata) to be associated
with data produced by the GENIE model. This
metadata describes the nature of each ﬁle and can
be queried within the database so that ﬁles can be
located easily.
The design of the GENIE data management sys-
tem is presented in Figure 4. The data generated
by the GENIE model runs are archived into the data
management system in two stages. (1) Data ﬁles
are ﬁrst transferred to the ﬁle server using GridFTP
using a proxy certiﬁcate authenticated by a user’s
X.509 certiﬁcate. The data are stored on the ﬁle
server with a uniquely generated Universal Unique
IDentiﬁer (UUID) as a ﬁle handle; (2) the portal
calls web service methods to archive metadata asso-
ciated withthe data. Atpresent thisservice ishosted
at the Southampton Regional e-Science Centre but
future work will extend this to a distributed repli-
cated repository.
Web services have been implemented to provide
an interface to the database that stores the metadata.
These are conceptually grouped into three services
that are used to maintain information about the ﬁles
archived on the ﬁle server(s):
1. the location service records details of the host
and the ﬁle system directory associated with
an archived data ﬁle. This allows a user to
archive their data to any Globus enabled ﬁle
server on which they have an account.
2. the metadata service allows application and
domain speciﬁc metadata in XML to be
recorded with an associated data ﬁle. The
service records two types of metadata: (a)
a standard set of metadata about the charac-
teristics of the data ﬁle (i.e. size, creation
date, etc.), and (b) any application or domain
speciﬁc metadata presented as an XML doc-
ument. This service also provides a query to
the underlying database.
3. the authorisation service allows registered
users to be given access rights to the data
archived in the repository. Access permis-
sions can be assigned to data ﬁles according
to a user’s X.509 certiﬁcate subject.
Figure 4: Architectural design of the GENIE data man-
agement system.
A familiar tool amongst the environmental sci-
entists on the GENIE project is MATLAB[15]. Con-
sequently we adopted the Geodise Database Client
tools to provide an initial interface to the data man-
agement system. These tools are Grid-enabled
and required users to authenticate themselves us-
ing an X.509 certiﬁcate. Upon doing so, MAT-
LAB functions from the toolkit can be used to query
the metadata and retrieve ﬁles from the repository.
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proxy class that calls the query web service attached
to the metadata database. A MATLAB function to
retrieve data ﬁles, by accessing the location web ser-
vice, is also provided. These mechanisms allowed
environmental scientists to easily retrieve, analyse
and visualise data from the ensemble experiments
within the same environment.
4 Scientiﬁc achievements
4.1 (DFWX,DFWY) experiment
Inourﬁrstexperiment, wevariedatmosphericmois-
ture transports by adding/subtracting anomalies to
the surface freshwater ﬂux in selected ocean re-
gions. The two forcing parameters described in sec-
tion 2.2, DFWX and DFWY were varied in combi-
nation to achieve this. In order to search for equi-
librium states of the THC, we constructed an en-
semble of independent 4000 year model runs in
(DFWX,DFWY) parameter space, varying each of
DFWX and DFWY from −0.3 Sv to 0.3 Sv in steps
of 0.02 Sv, giving 31×31 = 961 runs in total. Each
model simulation was initialised from a uniformly
cold state.
4.2 (DFWX,DFWY) results
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Figure 5: Intensity of the thermohaline circulation as a
function of DFWX and DFWY, measured as the maximum
northward transport of water mass in the Atlantic.
In our initial experiment we found two distinct equi-
librium states of the THC in (DFWX,DFWY) param-
eter space (Figure 5). These can be characterised as
Conveyor on and off modes. The unperturbed solu-
tion (marked with a white dot in the ﬁgure), which
is our best guess at the present state of the system,
is notably close to the sharp transition from Con-
veyor on to off state. In Figure 6 we show plots
of the circulation state at opposite extremes of the
(DFWX,DFWY) parameter space, which illustrate the
contrast between these two modes.
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Figure 6: Plots of the two modes of the Conveyor belt:
Conveyor off and Conveyor on, at opposite extremes of
(DFWX,DFWY) parameter space.
4.3 (DFWX,DIFF) experiment
Although there is some rationale for using DFWX
as a forcing parameter, DFWY is harder to jus-
tify. Hence, in a subsequent suite of experi-
ments, wereplacedDFWYwiththeparameterDIFF,
which determines atmospheric moisture diffusiv-
ity. The main effect of DIFF is on meridional
moisture transports: higher values of DIFF support
larger poleward moisture transports. Ensembles
in (DFWX,DIFF) parameter space involved varying
DFWX from −0.3 Sv to 0.3 Sv in 31 steps of 0.02
Sv (as before) and varying DIFF from 5 × 104 to
5 × 106 m2s−1 in 31 equal logarithmic steps of
logeDIFF=0 .06666666. As in the previous ex-
periment, we performed a series of 961 runs across
(DFWX,DIFF)space, startingfromauniformlycold
state.
4.4 (DFWX,DIFF) results
Figure 7 shows a comparable plot to that of Figure
5 for our experiment in (DFWX,DIFF) parameter
space. In common with the earlier experiment, the
parameter space can be divided broadly into Con-
veyor on and off modes. On this occasion the unper-
turbed solution (again marked with a white dot) is
further from the transition between the two modes.
However, parameter DIFF is not well constrained,
and the most realistic solution may lie elsewhere,
possibly closer to the transition zone.
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
149−0.3
−0.2
−0.1
0
0.1
0.2
0.3 5e4
5e5
5e6
0
5
10
15
20
25
Atlantic wetter
DIFF [m
2 s
−1]
Atlantic drier Low diff.
DFWX [Sv]
High diff.
O
v
e
r
t
u
r
n
i
n
g
 
c
i
r
c
u
l
a
t
i
o
n
 
[
S
v
]
Figure 7: Intensity of the thermohaline circulation as a
function of DFWX and DIFF, measured as the maximum
northward transport of water mass in the Atlantic.
4.5 Initial conditions experiment
Earlier studies [22] have shown that there are two
distinctequilibriumstatesoftheTHCasseenabove.
These are found to be stable for the same pattern
of freshwater forcing to the Atlantic, and that the
history of the system plays an important role in de-
termining to which stable mode the Conveyor con-
verges. To examine this sensitivity of the Con-
veyor a series of nine ensembles based upon the
(DFWX,DIFF) ensemble were performed. Each of
these was identical to that performed previously, ex-
cept that rather than initialising the model from a
uniform cold state, ﬁnal states from the previous en-
semble were used. In terms of (DFWX,DIFF) these
were,
(−0.3, 5×104), (−0.3, 5×105), (−0.3, 5×106),
(0 .0, 5×104), (0 .0, 5×105), (0 .0, 5×106),
(0 .3, 5×104), (0 .3, 5×105), (0 .3, 5×106).
Again, all model runs were for 4000 years. We also
continued the original ensemble experiment for a
further 4000 years to provide the restarted experi-
ments with a control run of equivalent duration (i.e.
8000 years in total).
4.6 Initial conditions results
By comparing the strength of the Conveyor across
parameter space and between the nine ensembles
described in the previous subsection, Figure 8 high-
lights the region of parameter space across which
the Conveyor can converge to quite different stable
modes despite identical forcing. This region of mul-
tiple solutions corresponds to small shifts in the po-
sition of the “cliff” seen in Figure 7 between differ-
ent ensembles.
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Figure 8: Contour plot of the most extreme MOC differ-
ence between the two states of the thermohaline circula-
tion as a function of DFWX and DIFF.
In terms of the consequences for the climate, we
ﬁnd that the collapse of the Conveyor creates a tem-
perature dipole in the Atlantic, with slightly warmer
temperatures in the South Atlantic, but a decrease of
approximately 2◦C in the British Isles [14].
5 Further work
5.1 An ICENI-based web portal
The current portal has a number of shortcomings
which limit it from providing the type of ﬂexibil-
ity required to fulﬁl the aims of the GENIE project
(cf. Section 1). Firstly, the present portal is only
capable of using the version of the GENIE model
embedded into it during the development phase. A
user is given no choice of using another version of
the model. Secondly, the format of the input and
output data used in the model is predetermined, and
a user cannot perform experiments using different
data (i.e. data at higher spatial resolution) despite
the ability of the model to support them. Similarly,
the parameter space being investigated in the en-
semble experiments is ﬁxed and cannot be chosen
by the user during the creation of the experiment.
Finally, while the use of the ﬂocked Condor pool is
clearly beneﬁcial, a user is presently unable to use
any dedicated computing resources that they may
have access to.
Consequently we are currently attempting to im-
plement other middleware platforms, such as the
Imperial College e-Science Networked Infrastruc-
ture (ICENI) [7], in order to extend the function-
ality and scope of the present portal. In particular,
the ICENI middleware provides an Open Grid Ser-
vices Infrastructure (OGSI) -compliant service ori-
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among Grid users. It uses a component-based appli-
cation model [16] to efﬁciently broker applications
on Grid resources.
setup
component
binary
component:
GENIE
archive
component
binary
component:
GENIE
binary
component:
GENIE
splitter
component
collator
component
Figure 9: The GENIE ensemble experiment as a
component-based application. Arrows describe the direc-
tion of control and data ﬂow between components.
In this scenario an ensemble experiment con-
sists of a number of components that encapsulate
the workﬂow of the experiment (see Figure 9). A
setup component initialises the experiment, creating
the necessary input ﬁles for the ensemble, using pa-
rameters chosen by the user at run time. This passes
data and control to a splitter component which del-
egates the data to multiple binary components (only
3 are shown in the ﬁgure), each of which execute
the GENIE model. As each simulation ﬁnishes, the
binary component associated with that simulation
passes the resultant data to a collator component
which passes it to an archive component that han-
dles the archiving of the resultant data.
This application model has the advantage of be-
ing both ﬂexible and extensible. Different GENIE
models can be substituted into the binary compo-
nent by the user at design time (i.e. when the user
creates the application). Moreover, the archive com-
ponent or setup component can be replaced with
one of the user’s choosing. The ICENI middle-
ware ensures that the computational model encapsu-
lated in the binary component is scheduled and ex-
ecuted on the most appropriate computational Grid
resource, be it a Condor pool or dedicated comput-
ing resources associated with the user.
We are developing a web portal interface to
ICENI, to allow a user to ﬂexibly create and exe-
cute an application on their Grid resources. This is
made possible by the architecture of ICENI which
complies with the Open Grid Services Architecture
(OGSA) [6]. Consequently, we are able to describe
GENIE components as Grid services within ICENI,
and then expose these through a gateway, the OGSA
gateway [8], to the servlet container that serves the
portal. This is illustrated in Figure 10 (cf. Figure 3),
where we show an arbitrary request-response by a
user. The process takes place as follows: (1) A user
makes a request through their web browser; (2) a
Tomcat servlet interprets the request and makes the
associated Grid service request to the OGSA gate-
way as a Simple Object Access Protocol (SOAP)
message [17]; (3) the gateway transfers the request
as an Remote Method Invocation (RMI) message
[20] to ICENI, which (4) returns a response to the
gateway in a similar manner; (5) the gateway trans-
fers the response as a SOAP message to the servlet
container, which (6) processes it and sends the ap-
propriate response to the user’s browser.
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Figure 10: A typical request-response process for an
ICENI-based web-portal for GENIE. See text for details.
As a further feature, it is possible for exter-
nal Grid services and OGSI-compliant containers to
communicate with the servlet container and make
themselves available to the user.
Thus we envisage providing environmental sci-
entists with the ability to create and execute their
GENIE experiments in a ﬂexible and transparent
way on the Grid.
5.2 Future database developments
We intend to adopt the netCDF (CF) binary format
[18] for the output of data produced by the simula-
tion codes. The query services will be updated to al-
low in-situ processing of the data and enable slices
of the data to be returned without the need to re-
trieve complete ﬁles. We also intend to provide the
ability to query for summary information about the
metadata itself in addition to data focused queries.
6 Conclusions
Environmental scientists within the GENIE project
have used a new web-based portal to test hypothe-
ses concerning the inﬂuence of freshwater transport
upon the global ocean circulation. In ensemble ex-
periments, each consisting of 961 simulations, they
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tween two dominant modes of the ocean thermoha-
line circulation in unprecedented detail [13]. This
result has only become apparent through the use
of computational resources such as Condor pools,
and user interfaces such as web portals to facilitate
them. In particular, summed together the ensem-
ble experiments amount to 46 million years of simu-
lated time. In the absence of e-Science support such
a computational effort would take several years to
complete, or more likely would not be attempted at
all.
Furthermore, we have exploited and enhanced
grid and database technologies developed by the
Geodise project to implement an initial data man-
agement system for the GENIE project. By as-
sociating metadata with the data from the GENIE
model, and exploiting database technology, we have
implemented a system that enables scientists to
more easily manage the large volume of data gen-
erated from the ensemble experiments. In the future
this will facilitate data sharing and re-use in the GE-
NIE virtual organisation of Earth system modellers.
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The future of Particle Physics is dominated by the Large Hadron Collider that is under construction at CERN.
At a centre of mass energy of 14 TeV, the LHC will be the most powerful accelerator in the world for many years
if not decades to come. Due to the enormously high energy, high luminosity and complexity of the detectors, the
LHC experiments will produce unprecedented amounts of data, estimated to be several PetaBytes per year, for
oﬄine analysis by teams of physicists all over the world. To analyse this data and to generate the Monte Carlo
simulated data necessary to understand it will require huge amounts of computing and data storage facilities.
These computing resources will be distributed across the world, linked together as a Grid.
GridPP is currently building a prototype UK Grid that will enable the four LHC experiments, ATLAS, LHCb,
CMS and ALICE, to generate large amounts of Monte Carlo simulated data. This is currently being tested
by running experiments in the USA in which the UK is involved, BaBar at SLAC and CDF and D0 at the
Tevatron, FNAL. In doing this, the largest Grid testbed in the UK has been created, consisting of more than
100 servers across 16 Institutes, incorporating a functional Grid job submission system.
This testbed is largely built upon the common core software base deployed as part of the EU-wide European
DataGrid middleware development programme.
Components of this include a distributed monitoring infrastructure of resources, services and networks; data and
metadata catalogues, replication and management tools; mass disk and tape storage management interfaces to
the Grid; distributed authentication and authorization infrastructures for multiple virtual organisations; a job
submission and brokering system, with dynamic allocation of jobs to resources using the monitoring and data
location services; fabric installation, management and monitoring systems at the scale of thousands of hosts per
site.
1. Introduction
The GridPP Testbed is currently distributed across
17 High Energy Physics sites in the UK: Birming-
ham, Bristol, Brunel, Cambridge, Edinburgh, Glas-
gow, Imperial College (University of London), Lan-
caster, Liverpool, Manchester, Oxford, Queen Mary
(University of London), Rutherford Appleton Parti-
cle Physics, Royal Holloway (University of London),
University College London, and a central Tier1A pro-
totype at Rutherford Appleton Atlas Centre.
The fabric of the physical testbed is conﬁgured to
form several logical testbeds, with diﬀerent software
versions and support committments. The bulk of
the fabric is operated as part of the EU DataGrid[2]
(EDG) Application Testbed, using the systems de-
scribed in the rest of this paper. The remainder of the
fabric is either part of the EDG Development Testbed,
the LHC Computing Grid, a dedicated testbed for R-
GMA monitoring software development or develop-
ment testbeds for speciﬁc High Energy Physics exper-
iments, such as CMS.
Much of the infrastructure is built on Globus[3] soft-
ware, and Globus-derived protocols such as GSI[3],
and most of the middleware development eﬀort has
been to add components needed to provide automated
brokering or management services. This allows us to
go beyond distributed computing and begin to deploy
Grids.
2. Security: Authentication and
Authorization
The testbed’s infrastructure of trust and permis-
sions is built on digital certiﬁcates issued by the
UK e-Science Certiﬁcation Authority[4] and other
EDG-certiﬁed Certiﬁcation Authorities[5]. These
CAs provide X.509 certiﬁcates to users and network
hosts with unique names (eg /C=UK /O=eScience
/OU=Manchester /L=HEP /CN=Andrew McNab),
which can be used for secure protocols built on SSL
or GSI, such as HTTPS, GridFTP or Globus GRAM
for job submission. This authenticated identity can
then be used as the basis of authorization decisions.
The primary component of the EDG authoriza-
tion model is the Virtual Organisation (VO). In the
testbed, this normally corresponds to one High Energy
Physics experimental collaboration, usually of several
hundred members at tens of sites across the world.
Membership lists of VOs and their subgroups are pub-
lished using LDAP servers, and local ﬁles listing au-
thorized certiﬁcate subject names are constructed ev-
ery day. Job submissions or ﬁle transfers by users are
accepted if they are attempted using one of the certiﬁ-
cates listed, and a temporary Unix account is leased
to the user for the duration of their access to the site.
The Storage Element ﬁleservers described later in
this paper further restrict access to individual ﬁles by
using GACL[6] access control lists, written in terms
of Grid identities and VO groups.
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symbols represent the status of sites in terms of
membership of the EDG Application logical testbed. The
sites with green stars were registered with the EDG and
GridPP Resource Brokers’ information indexes and
successfully accepting test jobs; one site (Manchester),
with a Green Dot, was only registered with the GridPP
Resource Broker; and the remaining sites, with Amber
Dots, were online and accepting direct submission of test
jobs via Globus GRAM, but were not registered or
successfully accepting jobs through the resource brokers.
3. Monitoring
Some Grid components need to make decisions on
behalf of the user as to where best to send jobs or
retrieve copies of data. For this brokering to function,
it is essential that a monitoring infrastructure be in
place, and desirable that the infrastructure is scalable,
ﬂexible and eﬃcient.
GridPP has taken[7] a leading role in developing the
monitoring architecture for the EU DataGrid, ﬁrst by
enhancements to the Globus MDS system and cur-
rently with the Relational Grid Monitoring Architec-
ture (R-GMA)
R-GMA is based on the Global Grid Forum (GGF)
Grid Monitoring Architecture, and presents infor-
mation as if part of a large, distributed relational
database. Multiple types of producer are supported
- eg to support streaming of updates to dynamic in-
formation. The system includes a Mediator able to
identify the best producer to contact and this re-
moves some of the optimisation burden from broker.
Throughout the emphasis has been on producing a
scalable replacement for MDS, which takes into ac-
count the dynamic and incoherent nature of the infor-
mation in a production Grid.
4. Fabric Management
All the sites in the GridPP Testbed use fabric man-
agement software based on LCFG[8] from the Univer-
sity of Edinburgh. This allows farms of hundreds of
hosts to be centrally installed and managed, both with
unique proﬁles for special purpose machines such as
gatekeepers or ﬁleservers and with identical, repeated
proﬁles for the many worker nodes. We have found
the predictability of automated installation especially
useful in identifying problems in the distributed envi-
ronment of a Grid.
The Fabric Management system also publishes in-
formation about the site status and conﬁguration into
the monitoring infrastructure, where it can be used
for operational monitoring of the Grid, and by bro-
kers needing to identify suitable sites at which to run
users’ jobs.
5. Resource Brokering
To go beyond the simple remote job submission sys-
tem provided by Globus Gatekeeper, we need to in-
troduce automated brokering of jobs and sites. This
is done using the EDG Resource Broker[9] and Job
Submission Service, which are built on the Globus
Gatekeeper[3] and Condor-G[10].
The Resource Broker matches the requirements
stated in the job description ﬁle, which can include
sophisticated expressions involving requests for opti-
mal characteristics (eg “the fastest site with a copy of
this data”) This relieves the user from having to know
where data is stored and what the minute-by-minute
current status of each suitable site is.
Associated with the Resource Broker are an Infor-
mation Index service, which provides a locally-cached
copy of relevant information from the monitoring in-
frastructure, and a Logging and Bookkeeping service
which is notiﬁed of state transitions during job sub-
mission and execution.
6. Storage Management
GridPP has lead development of the EDG Storage
Element[11] ﬁleserver, which provides homogenous ac-
cess to a wide variety of bulk data storage systems,
including large disk arrays and tape vaults, but also
single disks on modest local servers.
The Storage Element provides GridFTP, RFIO and
NFS interfaces, using appropriate Grid credentials
or using the correct site-speciﬁc Unix UID mapping.
Fine grained control is also provided using GACL[6]
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credentials and groups.
7. Data Management
Due to the large volumes of data produced by exper-
iments, most of the sites providing CPU power will not
have suﬃcient storage to hold all of the data needed
by a speciﬁc user. For this reason, the development
of eﬀective Data Management systems is essential for
the exploitation of computing resources attached to
the Grid by High Energy Physics applications. The
key problem is to match the speciﬁc subset of the data
required for a given job to a site that is able to supply
it, either locally or by suﬃcient network capacity to a
server with a copy.
The information required to perform this matching
is provided by Local Replica Catalogs at each storage
resource, and by Replica Location Services which ag-
gregate this information. The EDG[12] architecture
accomodates multiple Replica Location Services, and
is designed to be scalable and eﬃcient when deployed
on real, production Grids.
Additional functions are provided by the Replica
Metadata Service, Replica Optimization Service,
Replica Subscription Service and a high-level replica
management client.
8. Networking
GridPP is pursuing research into high speed
networking[13] needed for moving bulk data and giv-
ing access to it from remote sites on the Grid. As
preparation for this, we have deployed network moni-
toring software[14] at testbed sites. This records ongo-
ing network conditions and publishes this information
into the monitoring infrastructure, where it is avail-
able for optimising network-sensitive operations. In
particular, this is required for the Replica Optimiza-
tion Service and will enable brokers to weigh shipping
jobs to data against streaming data across the network
to suitable execution sites.
9. Testbed Support
GridPP has evaluated and deployed several tools for
providing support to testbed sites. Our current sup-
port is largely provided by conventional email mailing-
lists and telephone conferencing systems, which are
the most convenient for the current number of site
administrators ( 17); and by the GridPP website[1],
which uses our GridSite software and can allow spe-
ciﬁc groups of users to authenticate using their X.509
certiﬁcate and modify subsets of the website.
We have evaluated Bugzilla[15] as a more formal
bug tracking system instead of the support mailing
list, but this is not yet needed for the scale at which
we are operating. Some of our early meetings were
held using video conferencing, but again, the reliabil-
ity, convenience and ubiquity of the worldwide land-
line and mobile phone systems has proved invaluable.
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Abstract 
The workings within the financial sector are largely cyclical based on 
approximately 8-hour sessions, which contain overlaps due to worldwide 
activities starting with Asia, then involving Europe and finally North America. 
In each of these regions comprehensive risk assessment calculations are 
performed. One such assessment is Value-at-Risk (VaR), a statistical measure, 
initially developed by JP Morgan. VaR calculations are highly computationally 
intensive containing vast amounts of financial derivatives calculations.  
The financial sector depends heavily on such measures to gain a competitive 
advantage. At present such tasks are performed onsite in distributed 
environments. Despite the advances in distributed technology, a number of 
shortcomings exist in current practice. However, Grid Computing presents an 
alternative technology to provide shared access to heterogeneous resources in a 
secure, reliable and scalable manner. 
This paper outlines the shortcomings in current practice and proposes a grid-
based service oriented framework providing secure, reliable and scalable 
access to core VaR services. Such a framework would allow the current time 
zone to utilise unused resources in the other global locations. Finally some 
initial experimental results from the eScience RiskGrid project will be 
presented. 
1  Introduction 
The requirements and demands of the 
financial markets are largely cyclical based 
on approximately 8-hour sessions, which 
contain overlaps due to worldwide activities 
starting with Asia, then involving Europe 
and finally North America. As a result of the 
stock market activities in these regions, 
comprehensive risk assessments are 
performed upon share portfolios using stock 
market transactions as input to detailed and 
complex simulations. 
One such calculation is Value-at-Risk 
(VaR). VaR is a statistical measure, initially 
developed by J. P. Morgan in the 1980’s for 
its own internal company-wide value-at-risk 
system.  Subsequently in the 1990s, VaR 
measures became increasingly important and 
were combined with Profit and Loss 
statements (P&L’s) in a report for the daily 
“after market” Treasury meeting in New 
York.   
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intensive as large amounts of financial 
derivatives calculations are required. Using 
an 8 processor-based machine, these 
calculations can typically take up to 4 hours 
for a typical share portfolio of 100 trades. A 
vast amount of historical stock market data 
is used for such simulations. The daily 
activity on the NYSE can create up to 
2Gigabytes of market transactions. 
As the calculations are highly data bound, 
the high throughput data-access required in 
the calculations frequently creates 
bottlenecks. As a result, the increasing 
demand for better application performance 
and consistent reliability continues to 
outstrip an organizations' supply of available 
computational resources. 
Currently companies in the financial sector 
depend heavily on such computationally 
intensive calculations to gain a competitive 
advantage. An improvement in VaR 
calculation times provides traders with a 
more accurate assessment of the potential 
risk in performing a given share trade.  Such 
increased accuracy in risk assessment has a 
direct impact on the traders’ margins. 
At present and in order to meet 
computational demands, such tasks are 
largely performed on-site using distributed 
or multi-processor based systems.   
2  Current Practice 
To date localised distributed computing 
technology used within the financial sector 
has largely been SIMD based parallelization 
techniques within homogenous cluster 
environments.  However, despite the 
advances in distributed computing 
technology and the relative success of some 
such implementations there are a number of 
shortcomings in current practice. These 
include: 
•  The benefits of distributed 
computing are only economically 
viable for organisations with large 
amounts of available internal 
resources. 
•  Only resources within the same 
administrative domain can be used – 
potential resources “internal” to an 
organisation are not used for the 
purposes of distributed computing 
externally. 
•  Although delivering significant 
performance improvements the 
resources available within an 
individual organisation are in some 
cases not enough to deliver the 
results in a timely basis – this is the 
case even if all the resources were 
theoretically available. 
•  Peak demand for processing 
resources often occurs when the 
supply of available resources is at a 
minimum. 
•  There is a lack of standards in areas 
such as middleware and workflow 
management. 
•  Practical testing and application of 
new research findings in finance and 
risk management theory (often 
resulting from advances in related 
disciplines such as mathematics, 
neural networking and physics) 
which requires intensive processing 
power is still beyond the power of 
current distributed processing 
capabilities. 
•  The lack of timely processing 
capabilities is impeding research 
into advanced risk management and 
pricing algorithms. 
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The Grid based architecture presented here 
is based on the Open Grid Services 
Architecture (OGSA) model [1] derived 
from the Open Grid Services Infrastructure 
specification defined by the OGSI Working 
Group within the GGF [2]. 
The Open Grid Services Architecture 
represents an evolution towards a Grid 
architecture based on Web services concepts 
and technologies. It describes and defines a 
service-oriented architecture (SOA) 
composed of a set of interfaces and their 
corresponding behaviors to facilitate 
distributed resource sharing and access in 
heterogeneous dynamic environments. 
 
 
Service 
Directory
Transport 
Medium 
Service 
Provider 
Service 
Requestor 
       BIND                       FIND 
PUBLISH 
 
Figure 1 
Figure 1 shows the individual components 
of the service-oriented architecture. The 
service directory is the location where all 
information about all available grid services 
is maintained. A service provider that wants 
to offer services publishes its services by 
putting appropriate entries into the service 
directory. A service requestor uses the 
service directory to find an appropriate 
service that matches its requirements.  
An example of such a requirement is the 
maximum calculation time a service 
requestor is willing to accept for a given 
financial VaR calculation service or the 
minimum amount of historical market data 
that is required from a financial database 
query service. The service directory will 
thus include not only taxonomies that 
facilitate the search, but also information 
such as maximum calculation time, QoS 
details or the cost associated with a service. 
When a service requestor locates a suitable 
service, it binds to the service provider, 
using binding information maintained in the 
service directory. The binding information 
contains the specification of the protocol 
that the service requestor must use as well as 
the structure of the request messages and the 
resulting responses. The communication 
between the various agents occurs via an 
appropriate transport mechanism [3][4]. 
This architecture is based on a view of 
service collaboration that is independent of 
specific programming languages or 
operating systems. Instead, it relies on 
already-existing transport technologies (such 
as HTTP or SMTP) and industry-standard 
data encoding techniques (such as XML). 
4  VaR Services 
Using such a service oriented architecture 
we now present a framework for calculating 
VaR measures within a grid environment. In 
such an environment the first step for all 
service providers that wish to offer services 
is to publish its services via appropriate 
entries in the Service Directory. See Figure 
2. These entries include those from service 
providers offering services such as FTSE 
Historical Databases, HPC resources and 
analysis and presentation resources. 
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Figure 2 
Next the client requests the Service 
Directory for find appropriate services that 
are needed to provision the fulfillment of a 
VaR service. These may be found via a 
portal user interface or dynamically from 
within a client application. An example of 
such a request would be “find me services 
that retrieve all FTSE market data for the 
past month in format X that costs less than 
USD100 and take less than 30 sec”. See 
Figure 3. 
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Figure 3 
When the services are located the client 
binds to the service using binding 
information detailed in the service directory. 
This may, for instance, in the above example 
involve specifying the protocol that the 
client must use to interact with the database 
service and the transport mechanism that is 
to be used such as JMS or SMTP. See 
Figure 4 
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Figure 4 
5  Test Bed Implementation 
Our test implementation is based upon three 
components: The Globus Toolkit v3.0 [5] to 
handle Grid interaction, security and 
exposing the VaR service, DataSynapse 
LiveCluster [6] to manage a cluster of 
workstations to provide the HPC resources, 
and K/KDB [7] to handle data storage and 
the actual VaR calculations. Our cluster 
consists of 25 nodes running Windows XP, 
and 3 nodes running RedHat Linux, all on 
mid-range hardware. One of the more 
powerful Linux nodes also runs the 
LiveCluster server software, and is used to 
distribute tasks to the slave nodes. 
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separated into User, Grid and Cluster 
domains. See Figure 5. In the User domain, 
different client applications can connect to 
the Grid, sending commands to the VaR 
service and receiving notifications from the 
presentation service as different jobs 
progress. 
The Grid domain consists of three important 
components. The first component is the VaR 
service itself, which exposes a number of 
different VaR-related calculations to its 
clients (the available calculations along with 
their arguments are published through a 
method provided by the service). The 
second component is a KDB service, which 
connects to a KDB daemon running on any 
computer reachable from the Grid 
environment. The KDB service feeds the 
VaR service with market and portfolio data, 
and is responsible for storing results as they 
arrive. (In our current implementation, the 
VaR service interfaces directly with the 
KDB daemon, despite the presence of a 
KDB service. This is due to the substantially 
improved performance by skipping two 
steps of expensive data marshalling/un-
marshalling.) The final Grid-component is a 
presentation service, which provides the 
client applications with a simple way of 
getting updates as jobs progress, as well as 
view and export results in different formats. 
 
 
 
Figure 5: Test bed implementation architecture 
 
The third domain is the Cluster domain. As 
the user requests execution of different 
calculations, the VaR service gets the 
necessary data from the KDB service/ 
daemon, and proceeds to send the data to this 
domain. The cluster domain is managed by 
the DataSynapse LiveCluster software, and 
the calculation is performed by using a 
simple master-slave approach to distribute it. 
A DataSynapse job is used to receive 
calculation requests from the VaR service in 
the Grid domain. The job instance handles 
splitting the computation into manageable 
tasks, and then waits for DataSynapse to 
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nodes (engines in DataSynapse terminology). 
As tasks complete on the slave nodes, the job 
receives notifications from the LiveCluster 
software, and proceeds to notify the VaR 
service of its progress. The VaR service will 
use these notifications to inform the 
presentation service that a job has made 
progress, or, in case of failure, that the job 
has failed. The presentation service continues 
by notifying any client applications. 
On the slave nodes, a simple tasklet (the part 
of a job that runs on all the slave nodes) is 
used to receive work from the LiveCluster 
server. The task descriptions contain an 
executable K statement, along with the 
parameters required for the K statement to 
execute successfully. The tasklet is also 
responsible for starting up a local K daemon 
(in case one isn't running), built for the 
platform the tasklet happens to be running on 
(Linux or Windows). After starting the 
daemon, the tasklet proceeds to send it the 
specified K statement and parameters, 
waiting until the daemon finishes processing 
the request and results are returned before 
announcing that it is ready to receive more 
work. The local K daemons are preloaded 
with routines that perform the calculations, so 
the K statement passed to the tasks will in 
general be a simple function call. In addition, 
the K daemons are preloaded with semi-static 
market data, to avoid passing this information 
around all the time. 
As is evident, the architecture we have 
deployed allows for a vast range of different 
computations. Not only can simple VaR 
calculations be distributed with relative ease, 
but also any other relevant financial 
calculations that fit within the master-slave 
paradigm can easily be added to the portfolio 
of available calculations. 
6  Results 
Our preliminary results are gathered from 
running a call option pricing function (based 
on MonteCarlo simulations) on a large 
volume of stocks. A call option is an option 
to buy a stock at a fixed price at some time in 
the future. However, for call options to make 
sense, it is important that the call option is 
sold at a reasonable price, both for seller and 
buyer. The purpose of the calculation is thus 
to determine how much a call option on a 
stock valued at, for instance, £10, should be if 
the option allows the buyer to acquire the 
stock for £10 within 3 months. The result of 
the calculation will be the price the buyer will 
need to pay in order to get the stock option. 
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Figure 6: Running time for various node 
configurations 
Our test calculations were run on 1, 5, 10, 15, 
20 and 25 nodes, pricing 30000 different call 
options. The running time of the calculation 
on different node configurations is shown in 
figure 6. 
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Figure 7: Calculation speedup 
Running the calculation on one node took 
approximately 82 minutes. Running the same 
calculation on 25 nodes gave a running time 
of about 3 minutes 20 seconds, or a speedup 
of 24.7. The graph in figure 7 shows that the 
calculation appears to attain an approximately 
linear speedup, which is welcome, but fairly 
unsurprising considering the nature of the 
calculation. 
7  Summary 
Grid computing technology presents an 
architectural framework that aims to provide 
access to heterogeneous resources in a secure, 
reliable and scalable manner across various 
administrative boundaries. The financial 
sector is an ideal candidate to exploit the 
benefits of such a framework.  
Initial results presented here are encouraging, 
with considerable speedup achieved using the 
prototype commodity HPC service. In 
addition to increased performance, a major 
benefit in such architecture has been the 
creation of an integration fabric. Integration 
of such remote, heterogeneous resources in 
any enterprise is the major bottleneck and the 
realm of major Enterprise Application 
Integration (EAI) activities. Here we have 
presented a Grid based framework that could 
provide the basis for an open source reference 
architecture for the financial sector. 
However before widespread adoption 
happens within this sector a number of 
fundamental areas will need to be addressed: 
•  Security:  The area of security, as 
with various other knowledge-based 
industries, will be a primary concern 
and requirement.  As Grid technology 
looks to share resources both 
internally and externally within 
organisations, security and integrity 
of information are not only important 
but also critical to business 
operations. The whole area of AAA 
(Authentication, Authorization and 
Accounting) and the adoption of 
established security infrastructures 
within evolving grid standards will 
play an important role in the uptake 
of such technology within the 
financial sector. 
•  Standards:  The financial sector is 
already heavily loaded with various 
competing and proprietary standards. 
The addition of a further set of 
vendor specific proprietary grid 
computing standards will not assist in 
the adoption and uptake of grid 
computing. Integration of emerging 
Grid Computing standards, e.g. the 
Globus Toolkit, OGSA and 
involvement within the GGF 
standards will play a vital role. 
•  Management: As grids evolve as a 
heterogeneous array of hybrid grid 
nodes, the management of such grids 
becomes more and more prevalent 
especially within the tightly 
controlled financial sector. To date, 
little or no work has been undertaken 
to investigate a cohesive strategy for 
managing such arrays of 
heterogeneous grid elements, and 
how such management strategies will 
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enterprise/corporate management and 
operational support system (OSS) 
solutions. Such strategies have been 
overlooked and if not addressed soon, 
will inhibit the rapid adoption of Grid 
technology to the wider industrial 
community. 
References 
[1]  OGSA 
http://www.globus.org/ogsa/ 
[2]  OGSI 
http://www.gridforum.org/ogsi-wg/ 
[3]  S. Burbeck, “The Tao of e-Business 
Services,” IBM Corporation (2000); see 
http://www-
4.ibm.com/software/developer/library/w
s-tao/index.html. 
[4]  http://www.research.ibm.com/journal/sj/
412/leymann.html 
[5]  http://www-unix.globus.org/toolkit/ 
[6]  http://www.datasynapse.com/ 
[7]  http://www.kx.com/ 
[8]  Forget the web, make way for the grid, 
Deutsche Bank, 2000 -
http://www.b2business.net/DBNewEcon
omy_report.pdf 
 
 
 
 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
163gViz – Visualization and Steering for the Grid 
 
Jason Wood, Ken Brodlie 
School of Computing, University of Leeds 
 
Jeremy Walton, 
NAG Ltd 
 
  Abstract 
This paper describes work in the e-Science Core Programme project, gViz, to develop visualization 
middleware.  The focus in this paper is the evolution of our work to Grid-enable IRIS Explorer, a widely 
used dataflow visualization system from NAG.  A crucial feature of IRIS Explorer is the ability to include 
user-written simulation code as part of the dataflow pipeline, offering the opportunity of computational 
steering.  The evolution has gone through three phases.  An early demonstrator showed how, for a 
specific application, IRIS Explorer could be adapted to launch a simulation on a remote Grid resource, 
and maintain contact with it to enable steering of control parameters and visualization of results. In the 
second phase, we extended IRIS Explorer to run in a distributed fashion on the Grid, with different 
modules in the pipeline able to run on different resources – thus the pipeline spans the Grid.  In a final 
phase, we are developing a computational steering library that allows a flexible coupling of a simulation 
with a visualization system such as IRIS Explorer. This approach allows the front-end visualization 
system to connect and disconnect as required from a long running simulation, and takes a service-oriented 
approach to visualization and steering.  In all of the phases we are able to exploit the COVISA 
collaborative working feature of IRIS Explorer, enabling teams of e-scientists to jointly steer a simulation 
and visualize the results. 
 
1. Introduction 
Visualization has become a key enabler for 
e-science.  It allows the large quantities of data 
generated either by direct observation or by 
simulation, to be analysed visually, providing 
insight and understanding that would be impossible 
otherwise.  Computational steering, in which 
simulation and visualization are tightly coupled, 
has also become an important paradigm, 
encouraging efficient use of expensive Grid 
resources. 
In this paper we describe work in the UK e-Science 
Core Programme project, gViz, which aims to 
study visualization middleware for e-Science.  A 
particular interest for this paper is how we can best 
extend existing visualization systems so that they 
can be used effectively in Grid environments. 
The paper begins with a review of current 
visualization systems and previous work on 
computational steering.  We describe IRIS 
Explorer, a visualization system from NAG Ltd, 
which has been used as the basis for most of our 
experiments. We then show how our thinking has 
evolved through three stages over our past two 
years’ involvement in e-science. First, we outline 
the development of a demonstrator, widely used as 
an early illustration of the potential of e-science; 
one can view this demonstrator as representing the 
state of the art in visualization and computational 
steering, at the start of the UK e-science 
programme.  It coupled the simulation and 
visualization, but in a one-off, hand-crafted 
manner, with the simulation process running 
externally to the visualization system.  Second, we 
describe how we have been able to extend IRIS 
Explorer to run securely across several machines, 
realising our aim of making it ‘Grid-enabled’.  In 
doing this work, some limitations of IRIS Explorer 
as a complete Grid computing environment have 
been identified.  Therefore in a third phase, we are 
developing a library for computational steering. 
This is designed specifically to support the control 
and monitoring of remote simulations, from a 
desktop interface.  This interface can be any 
visualization system, including indeed IRIS 
Explorer, but we have made a clean separation 
between the roles of visualization system and 
simulation.  We conclude with a summary, and the 
main issues to be pursued in the future. 
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We divide our review into four sections: the 
development of visualization systems; the notion of 
computational steering, including mention of other 
e-science projects which involve steering; an 
outline of the gViz project; and a description of a 
typical e-science application which we shall use as 
a driver for the research reported in later sections. 
2.1  Visualization Systems 
Figure 1 – Haber and McNabb Reference Model 
The landmark report on Visualization in Scientific 
Computing by McCormick et al (1987) sparked the 
development of a number of interactive 
visualization systems, based on the dataflow 
paradigm.  The reference model for this type of 
system was elegantly described by Haber and 
McNabb (1990a), and is shown diagrammatically 
in Figure 1.  Raw visualization data is fed into a 
pipeline of processes, progressively filtering the 
data, converting it to an abstract geometric 
representation and finally rendering the geometry.  
This model is the basis for a number of 
visualization systems, including the system we 
shall be using here, namely IRIS Explorer from 
NAG (IRIS Explorer, 2003).  Figure 2 shows a 
screenshot, where modules from a library are 
loaded into a visual workspace and connected into 
a network reflecting the Haber-McNabb model.   
Figure 2 – Simple visualization pipeline in IRIS 
Explorer 
An important aspect of these systems is their 
openness and extensibility.  While many standard 
modules are delivered with the system, a user can 
encapsulate their own code as a module, add this to 
the library, and load into the workspace like any 
standard module.  This extensibility has allowed 
these systems to evolve with advances in 
computing technology, and IRIS Explorer, for 
example, remains widely used today even though 
more than a decade old.  One particular extension 
is important in the context of e-science: we are able 
to create special collaborative modules that link 
separate pipelines being executed by users at 
different geographical locations.  This was first 
achieved in the EPSRC COVISA project for IRIS 
Explorer (Wood et al, 1997), and is now an integral 
part of the system. 
2.2  Computational Steering 
Computational steering has become an attractive 
paradigm for e-science.  By close coupling of 
simulation and visualization, it becomes possible to 
control the execution of the simulation through 
observation of the visualization of current output.  
Steering is also being actively studied in the 
RealityGrid e-science pilot project (RealityGrid, 
2003), and in the ICENI framework being 
developed at the London e-Science Centre (ICENI, 
2003). 
Steering is not a new idea.  The concept was 
dramatically demonstrated at the 1989 SIGGRAPH 
Technical Reception by Bob Haber and David 
McNabb (Haber, 1990b).  A supercomputer 
simulation running at NCSA in Illinois was steered 
by a user at the conference in Boston.  The notion 
of steering was well described by Marshall et al 
(1990), where they identify three approaches to the 
visualization of output from a simulation.  First, a 
simple  post-processing approach where the 
simulation is run first, and the results later 
visualized.  An advantage is that results can be 
examined in depth, at the scientist’s own pace, and 
different visualization techniques used.  The 
second approach is tracking, in which images are 
viewed as the calculation proceeds, allowing errors 
to be spotted and fruitless calculations aborted. The 
scientist can interact with the visualization to 
control the view that is taken.  The third approach 
is steering, where the scientist interacts with both 
the simulation and the visualization. The model for 
steering is illustrated in Figure 3, where we see the 
simulation as part of the pipeline. Again it is the 
extensibility of dataflow visualization systems that 
makes this possible – the e-scientist’s simulation 
code can be incorporated as a module in the 
dataflow network. 
Figure 3 – Simulation in the dataflow pipeline 
A number of key developments followed in the 
1990s.  The EPSRC/DTI funded GRASPARC 
project (Brodlie et al, 1993) extended the notion of 
steering to a more powerful concept, whereby the 
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proceeded, allowing not only change of course as 
in the simple Marshall model, but also 
backtracking to earlier checkpoints so as to allow a 
‘reverse gear' as well as a ‘steering wheel’.  The 
resulting set of paths formed what was called a 
History Tree, recording the progress of an e-
science investigation. 
The CUMULVS library (Geist et al, 1996; Kohl, 
1997) allows a group of scientists to 
collaboratively steer a simulation.  As in 
GRASPARC, there is the opportunity to 
checkpoint results. 
Other work extended the notion of steering to 
include control of performance, notably that by 
Vetter and Schwan in the development of Progress 
(Vetter and Schwan, 1995), Magellan (Vetter and 
Schwan, 1997) and Falcon (Gu et al, 1995). 
Another key advance in the 1990s was the 
development of the SCIRun Computational 
Steering System (Parker et al, 1998; Parker, 1999).  
This is a dataflow system designed specifically to 
act as a problem-solving environment.  Therefore it 
is more than just a visualization system: it also 
includes modules for setting up models (for 
example, creating boundary conditions) and for 
numerical computation (such as iterative linear 
solvers for the differential equations associated 
with a simulation).  Particular attention has been 
given to the granularity of the modules, so that 
users can achieve effective control of the 
simulation. 
The Pathfinder system (Hart and Kraemer, 1999) 
discusses issues of consistency in steering of 
simulations.  One needs to maintain consistency, in 
the presence of two forms of lag: the lag between 
applying a steering parameter and the simulation 
responding; and the lag between results being 
generated by the simulation and their display by 
the visualization system. 
Today, the steering paradigm fits very well into the 
context of modern Grid environments, where 
computing is distributed between desktop and 
remote servers. The simulation can be executed 
remotely but the visualization executed locally, 
giving the e-scientist control over the progress of 
the calculation from their desktop.   
2.3  The gViz Project 
The gViz project is studying visualization 
middleware for e-Science.  It brings together a 
range of academic partners (Universities of Leeds, 
Oxford and Oxford Brookes; and CLRC), together 
with small, medium and large industrial companies 
(Streamline Computing, NAG Ltd and IBM UK).  
Different parts of the project are exploring different 
issues, including the use of XML in visualization 
(see paper by Duce and Sagar at this conference); 
the Grid-enabling of pV3; and the compression of 
geometry to minimize data traffic in distributed 
visualization. 
The part of the project described here is the Grid –
enabling of IRIS Explorer.  Our aim is to study to 
what degree existing visualization systems can be 
extended to operate within a Grid framework.  We 
would again hope to exploit the extensibility of 
IRIS Explorer in being able to create new modules.  
The advantages are substantial: e-scientists do not 
have to change their way of working to adapt to a 
new visualization system and we can exploit a 
decade of development effort that has seen high 
quality algorithms being included as standard 
modules in IRIS Explorer.  Equally we hope to 
identify those features of IRIS Explorer which 
inhibit its use, and these can drive new 
development work. 
2.4  Pollution Alert 
We have found it useful to develop our ideas 
against what we regard as a typical e-science 
application. 
Imagine an industrial accident at a chemical plant 
resulting in the sustained release of a toxic 
chemical gas. This gas is dispersed under the 
action of the wind and could be blown over 
neighbouring inhabited regions. The question to be 
answered is which regions, if any, need to be 
evacuated? The answer is to simulate the event 
faster than real time in order to predict gas 
concentrations in particular regions over time. 
The Grid can help by providing off-the-shelf 
compute power to allow scientists to simulate the 
event in faster than real time. A domain expert can 
run their atmospheric gas dispersion model and 
examine the results using data visualization. 
However, as well as computational resources, the 
scientist needs information about current weather 
conditions to steer the simulation. This data can be 
provided by experts from, for example, the 
meteorological office. Since time is short, rather 
than co-locating the scientists, they must be able to 
collaboratively steer the simulation and visualize 
the results. Since the decision to order an 
evacuation will be taken by the local authorities, 
the visualized data need to be presented in an easy-
to-digest form. This requires the visualization tools 
to be flexible enough to allow different 
visualizations of the same data to occur, while still 
remaining under collaborative control. 
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Demonstrator 
Figure 4 – Pollution demonstrator 
In late 2001, we created an early e-science 
demonstrator based on the pollution application, 
and this has been presented at many e-science 
events (Brodlie et al, 2002).  The demonstrator was 
built using IRIS Explorer, and made use of the 
Globus Toolkit version 2.  It illustrated a number 
of important e-science concepts: 
•  Resource discovery: a special IRIS Explorer 
module was created to display to the user 
available Grid resources (by enquiry to the 
GIIS). 
•  Launching a simulation on the Grid: a 
special IRIS Explorer module used Globus 
authentication to move simulation code from 
the desktop, to execute on a remote compute 
server. The simulation ran outside IRIS 
Explorer but socket connections allowed two-
way data transfer. 
•  Steering a simulation on the Grid: control 
parameters (in fact the wind direction) were fed 
from the desktop to the remote simulation code. 
•  Visualization: results were returned from the 
simulation to the desktop for visualization 
using IRIS Explorer. 
•  Collaborative visualization and 
computational steering: making use of IRIS 
Explorer’s collaborative visualization facilities, 
different people could both steer the simulation, 
and create a visualization of the results. 
An annotated screen shot of the demonstrator is 
illustrated in Figure 4, and a schematic view is 
shown in Figure 5.  
Although a useful illustration of what is possible, it 
also highlighted some difficulties: 
•  It was specially engineered for the application, 
rather than being based on a toolkit that others 
could use. 
•  The front-end application (IRIS Explorer) had 
to remain ‘alive’ for the duration of the 
simulation; for long-running simulations, one 
wants to be able to connect and disconnect from 
the simulation as it executes over a period of 
days. 
•  In order to check whether any steering change 
had been made, the simulation had to be 
interrupted frequently so that it could poll the 
IRIS Explorer interface (across the network) to 
check for changes. Performance analysis 
showed that 50% of the time that could have 
been used for simulation was spent checking 
for steering changes or sending data. 
•  All the data is transmitted across the network to 
the local machine for visualization. For large 
data problems it is more efficient to push the 
visualization towards the data so that the 
visualization computation is also happening 
remotely. 
Figure 5 – Pollution demonstrator schematic  
4. Grid-enabled  IRIS  Explorer 
As a first response to these difficulties, we have 
extended IRIS Explorer so that it can run in a 
distributed fashion.  The prime instance of IRIS 
Explorer runs as before on the desktop, providing a 
library of modules and a workspace in which these 
modules can be connected into a dataflow pipeline. 
However the e-scientist can now call up a 
secondary instance of IRIS Explorer, running on a 
remote Grid resource.  Authentication to allow this 
is handled either by the ssh utility, or by the 
Globus Toolkit version 2. 
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Figure 6 – Remote execution in IRIS Explorer  
The e-scientist is now provided with a second 
library of routines, displayed on their desktop, 
from which they can select modules for inclusion 
in the workspace as part of the processing pipeline.  
These modules form part of the single visualization 
application, but execute on the remote host.  We 
illustrate this with the screenshot in Figure 6, and 
the schematic view is shown in Figure 7, where 
part of the pipeline executes remotely, across the 
Grid.  
Figure 7 – Schematic of Grid-enabled Dataflow 
Pipeline Model 
This addresses the first of the three limitations 
noted with the early demonstrator.  The application 
is built using the IRIS Explorer toolkit that enables 
user code to be encapsulated as modules, and 
provides an easily created and consistent user 
interface. 
Technically the Grid-enabled version of IRIS 
Explorer has been achieved by reworking the 
existing facility in IRIS Explorer for distributed 
working.  This was based on the deprecated rsh 
facility and had fallen into disuse. The user can 
now specify to use either ssh or Globus to launch 
the remote components of IRIS Explorer. In the 
case of ssh, authorisation is handled via a user’s 
certificate being transparently authenticated 
through ssh-agent. In the case of Globus, it uses the 
user’s e-science Globus certificate proxy initialised 
by the user. 
Advantages of this approach include: 
•  Consistent working environment: the e-
scientist works entirely within a single 
environment, IRIS Explorer. 
•  Exploiting existing technology: we exploit all 
the powerful features of IRIS Explorer, 
including the ability to work collaboratively 
across the network. 
•  Performance: we can allocate the modules to 
resources so as to maximize performance. 
Essentially we have a logical pipeline 
describing the dataflow, and the e-scientist can 
map modules (simulation and visualization) to 
different Grid resources so as to provide the 
most efficient configuration. 
However some limitations from the early 
demonstrator remain: 
•  The IRIS Explorer execution model is based on 
the principle that a module completes execution 
before examining its interface to check for 
parameter changes.  This is somewhat against 
the idea of continuous steering. It is possible to 
work around this limitation by allowing the 
module to run for several iterations of the 
simulation and then stop. The module can 
check its user interface for changes and then re-
fire to continue from where it previously 
stopped. However, there is a performance 
penalty on the simulation in having to keep 
stopping and starting.  
•  The primary instance must remain alive 
throughout the simulation. 
5.  The gViz Computational 
Steering Library 
These limitations have therefore motivated our 
work to develop a library of software for use in 
computational steering applications. 
The library is in two parts: one part provides an 
API which the e-scientist can use to instrument 
their simulation code; the other part provides an 
API which allows matching capability to be 
integrated into a front-end visualization system.   
Our development environment for this is IRIS 
Explorer, but other systems could be used in its 
place. 
Our design aims include: 
•  Lack of intrusion: we want to impact as little 
as possible on the simulation, so that 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
168integrating current simulation codes with the 
library is as easy as possible. 
•  Minimise performance loss: we want to 
maximise the time the simulation spends using 
the processor for computation by allowing the 
library to handle external interactions.  
•  Breadth of scope: we want to support the 
steering of both short and long-running 
simulations (support for long-running implies 
an ability to connect and disconnect). 
•  Exploit service-oriented concepts: we want to 
be able to view computational steering from a 
web services angle (thus we aim to see 
simulations registering with a web service, 
depositing information about how to connect – 
allowing e-scientists to locate running 
simulations, and connect to them from a front-
end application). 
•  Exploit existing visualization systems: we 
take a view that we want to re-use existing 
visualization systems, which are now quite 
mature, but do not want to prescribe any 
particular system. 
•  Well specified protocol for communication 
between front and back ends: we have 
defined a simple XML-based language for this 
communication. 
•  Distinguish fixed and variable parameters: 
some parameters must remain fixed for the 
duration of a simulation to maintain integrity of 
the physics, or the numerical approximation 
(some of these are output by the simulation 
itself, such as current integration step-size and 
are of interest, but in a ‘read-only’ sense); 
others are truly steerable (such as frequency of 
output). 
•  Manage different rates of producer-
consumer: the simulation produces data which 
the front-end interface consumes, but the rates 
will be different – therefore we need to have a 
strategy that accommodates this. For example, 
if the simulation generates data sets faster then 
the visualization system can visualize them 
then we need to either: skip intermediate data; 
or cache data between the simulation and the 
visualization system; or request the simulation 
slows down while the visualization system is 
attached.  
•  Support collaboration: we want to allow 
many simultaneous front-end processes to be 
able to connect, and we want the output to them 
to be synchronised.  
A first implementation of this design has been 
completed. It provides a threaded library to handle 
external communications to keep interruption of 
the simulation to a minimum. It provides threads to 
receive changes to steerable parameters and holds 
them in a queue until requested by the simulation. 
It also provides threads to serve current parameter 
values to connected clients and threads to serve 
computed data. 
A second component of the library provides API 
routines for clients to use to create connections to 
the simulation. These connections are then used to 
send/receive parameter values in an XML format, 
or to receive data.  
Communication between simulation and client 
codes is currently handled through Unix sockets in 
an open way. Work has begun on a web services 
interface using the gSOAP library for 
communications with a GSI plugin to perform 
Globus authentication. It is also intended to 
provide a Globus authenticated and secured version 
of the current communications mechanism. 
Figure 8 – New pollution demonstrator using gViz 
library 
Figure 8 shows a screenshot of the pollution 
demonstrator; figure 9 shows a schematic 
representation, where we are running the 
simulation remotely on a Grid resource and also 
exploiting the idea of the previous section of 
distributing the dataflow visualization pipeline. 
This library has been used to re-implement the 
original pollution demonstrator to remove many of 
its limitations. It can now be launched onto the 
Grid and allowed to run with no connection to 
external processes. IRIS Explorer modules can 
connect to the running simulation and view the 
values of its parameters as well as change those 
that are available for steering. Further modules can 
connect to receive data. All modules can 
disconnect, leaving the simulation to continue. It 
has also been used in GOSPEL, another e-science 
project, (also presented at this event in the paper by 
Goodyer et al). It allows the scientist to launch 
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Grid and to subsequently monitor, steer and 
visualize the data from their desktop. 
Figure 9 – Schematic of visualization and 
computational steering using the gViz library 
This library, combined with the previously 
described extensions to IRIS Explorer gives us the 
flexibility to place simulations and visualization 
components in close proximity on the grid. 
Additionally, it allows us to communicate with the 
simulation and direct the visualization process 
from the desktop. 
Finally by using the COVISA collaborative 
working facilities of IRIS Explorer, we allow 
teams of scientists to jointly work with the 
visualization interface. 
6.  Conclusions, Issues and 
Future Work 
The gViz project has successfully extended IRIS 
Explorer to become Grid-enabled.  This allows a 
computational steering application to be developed 
within IRIS Explorer, with the simulation running 
remotely, and with the steering and visualization 
running on the e-scientist’s desktop.  A positive 
advantage of this approach is that we are able to 
exploit the existing, well developed IRIS Explorer 
environment, including both its visualization 
modules and its facility for collaborative working.  
There remain some limitations in this approach 
which have encouraged us to pursue a 
complementary strategy.  We are developing a 
library for computational steering which allows the 
simulation code to run in a Grid environment, with 
IRIS Explorer limited to a visualization role.   
Indeed the approach can be used with any 
visualization system. 
We have applied the different approaches to a 
pollution alert scenario, within the environment 
provided by the White Rose Grid.  Our next aim is 
to use the gViz technology in helping the Leeds 
Computational Biology group visualize heart 
modelling applications. 
During our initial work on Grid-enabling IRIS 
Explorer, a number of issues have emerged.  These 
include: 
•  Level of security: our use of Globus in section 
4 is limited to the authentication of a user on 
the host machines that IRIS Explorer is running 
on – should we also worry about secure data 
transfer between modules within IRIS Explorer, 
when that transfer goes across machine 
boundaries? 
•  Collaboration: we use the COVISA 
collaborative extensions of IRIS Explorer 
without any modification for Grid computing – 
should we integrate this with Globus? 
•  Standardisation: IRIS Explorer has a 
proprietary set of datatypes.  For better 
interworking between visualization systems, it 
would be useful to have standards in this area. 
•  Advanced steering: The GRASPARC History 
Tree mentioned in section 2 provided a level of 
sophistication in computational steering that 
remains even more valid today.  It requires the 
storage of intermediate data from a simulation.   
We hope to address these and other issues in the 
final part of the gViz project, and within other 
visualization activities in the White Rose Grid e-
Science Centre of Excellence. 
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Abstract 
The White Rose Grid (WRG) initiative is establishing a production Grid that underpins a broad range of 
 e-Science projects (e.g. DAME, gViz, and MRI Data Analysis System) involving the three Universities (Leeds, 
Sheffield and York) and our industrial partners.  The White Rose Universities already operate as a Virtual 
Organisation (VO), and a key part of this project is to understand and demonstrate the value of the Grid in 
this environment. The paper reports our experience of building and delivering the WRG service.  It raises 
practical issues pertaining to the Grid built by a joint team consisting of academics and Computer Services at 
the three Universities.  The paper shares our approach to working together within the WRG and describes 
some aspects of technical experience gained while building our Grid. It outlines our organisational structure, 
technical configuration of the Grid and user management issues. Finally the business use of the Grid is 
discussed. 
Introduction 
The three Yorkshire Universities – Leeds, York 
and Sheffield – have formed the White Rose 
University Consortium (WRUC) to undertake 
larger-scale projects than those can be achieved 
by any one University.  At the institutional level, 
the Consortium, which recently has been featured 
in the HEFCE White Paper The Future of Higher 
Education as an exemplar of university 
collaboration, functions as a Virtual Organisation  
(VO) employing complementary skills bases from 
the three Universities to tackle major projects. 
Many of these projects could take advantage of a 
Grid infrastructure to support scientific 
collaborations across the White Rose Universities, 
including their external partners. Thus the White 
Rose Grid (WRG) [1] offers an ideal environment 
for studying the issues involved in establishing 
and running a WRG service between the three 
sites.  It serves as a test-bed Grid environment 
which is exposed to a large variety of problems 
and issues, including key sociological constraints 
(for example human interaction, trust, ownership), 
reflected in global Grids. 
 
Further to this, the WRG provides the three 
Universities with the capability to implement 
resource optimisation at the inter-enterprise level 
by rationalising access to compute and data 
resources (refer to its architecture in Figure 1) in 
order to improve the efficiency of their use and 
enhance business opportunities. More importantly 
it provides an enabling infrastructure for 
promoting scientific collaboration between 
members of the three Universities and involving  
 
 
their industrial partners. It offers the opportunity 
to develop new e-Science projects so as to attract 
additional funding. Furthermore it is used to 
support the broad research agenda of the White 
Rose University Consortium. The WRG facilities 
underpin a number of multi-million pound project 
proposals that have been recently submitted by the 
WRUC, an example of which is the Yorkshire bid 
to host the European Spallation Source project 
(ESS) at Burn airfield.  
 
 
 
 
 
 
 
 
 
Figure 1: The WRG architecture 
Computer Science node  Engineering Application    
Packages node 
 General Purpose HPC node             CFD node 
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The WRG works with prestigious companies and 
organisations (for example: Rolls-Royce, Shell 
UK), in collaborative R&D projects, with the aim 
of assessing the impact of this new technology.  
 
The business rationale for building the WRG is as 
follows:  
•  to strengthen, in partnership with industry,     
e-Science research with the focus on the WRG 
core areas: decision support, diagnostics and 
problem solving environments, and building 
on the experience gained with e-Science 
projects such as DAME [2], Hydra [3], and 
gViz [4] 
•  to assess, in collaboration with Yorkshire 
Forward and our IT partners, the  regional 
demand for Grid technology  
•  to support and enlarge new scientific 
communities including bio-technology, 
aerospace, tissue engineering, and healthcare  
 
In addition initial studies are taking place to 
extend the White Rose Grid by providing a Grid 
infrastructure for the Worldwide Universities 
Network (WUN) [5].  For a number of logistic 
reasons the WRG has been developed in parallel 
with the UK e-Science Grid [6], and our plan is 
for the two Grids to interoperate seamlessly with 
each other.  
 
Access to WRG resources is achieved via Grid 
portals or Grid-enabled applications, and these 
hide much of its complexity from the user. WRG 
portal developments include both generic and 
application-specific Grid portals. Within the 
DAME project [2] Grid portals have been 
developed that provide access to OGSA Grid 
Services deployed across the WRG.   In terms of 
Grid-enabled applications, for example, the gViz 
project has developed Grid-enabled IRIS Explorer 
modules [4].   
 
This paper reports on progress with building the 
WRG, recounts lessons learnt, and outlines some 
problems encountered whilst building our Grid. It 
comprises five main sections.  The first section  
contains a description of the WRG organisational 
structure; this is followed by observations from 
the process of acquiring and setting up the Grid.  
The major section, about WRG technologies, 
outlines our software components and mentions 
technical problems and experience gained. The 
last two sections contain a summary of user 
management issues followed by our business 
approach. The lessons learnt, and covered here, 
add to the comprehensive experience presented by 
W E Johnston from building the IPG and DOE 
Science Grids [7]. 
The WRG  organisation 
The WRG adopts a VO model but with explicit 
staff resources allocated from the three 
Universities.  Its organisational structure is shown 
in Figure 2. It is driven by the Executive with 
participating members from the three Universities 
and our commercial partner, Esteem systems, 
representing our other IT partners Sun 
Microsystems, and Streamline Computing.  It 
encompasses staff from two Computing Services, 
as well as Engineering and Computer Science 
departments. This mixture of Service and 
Research staff provides a complementary 
combination of skills, which we see as essential, 
for the development, implementation and support 
of our Grid.  The Grid technology research 
element is led by Computer Scientists whereas the 
necessary operational skills are drawn from the 
Computing Service pool of expertise required to 
support day-to-day service.  
Figure2: The White Rose & The White Rose Grid 
 
The WRG staff responsibilities include: business 
and regional academic outreach, Grid training, co-
ordination, and liaison with the UK e-Science 
community, as well as technical developments, 
whilst local support staff are involved in the 
operation of computer systems and user support. 
The support infrastructure, which is dispersed 
across the three institutions, is large and complex 
and works under different management models. 
Effective communication remains a crucial issue 
in assuring the continuing success of the WRG, 
and many matters are positively resolved by the 
The White Rose Grid Executive 
Training & 
Education 
Technical 
Team 
 
Architecture 
Group 
User 
Manage- 
ment 
Business 
Develop- 
ment  
Leeds Computing 
Service and 
Computer Science 
staff 
Sheffield 
Computer Service 
staff 
York Computer 
Science staff 
The White Rose University Consortium 
Board (the three Universities’ VCs, 4 
PVCs and Chief Executive) 
White Rose Grid staff 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
173    
Executive who define WRG policies, and steer the 
work of their staff.   
Delivering the WRG  
The equipment procurement, its installation, and 
setting up of new Grid-enabled systems were 
carried out jointly by the three Universities. This 
consultative approach notably complicated these 
processes through the involvement of large 
working groups from distributed geographical 
locations. During this time questions of ownership 
and trust were constantly posed and resolved 
where possible.  At every level, trust has been 
engendered by working in close unison.  The 
positive outcomes also include the development of 
close collaboration at the technical level, at the 
purchasing level as well at the management level.   
Video and multi-site telephone conferencing 
facilities were used but did not always work well. 
Face-to-face meetings were found to be always 
more effective than virtual interactions despite the 
added travel times. The Consortium is now in the 
process of installing Access Grid nodes to 
increase the efficiency of meetings but from our 
past experience it is clear that while this might 
help it is not going to be effective for all meetings.  
 
A key technical/service objective of the White 
Rose Grid is to increase significantly the 
computational power available to users across the 
three Universities, and provide them with an easy 
means of access, via a Grid Portal, to WRG 
facilities.  Figure 1 presents a schematic diagram 
of the heterogeneous WRG architecture which 
comprises purposely acquired computer systems 
(funded with over £3M grants) to offer both a 
local high performance computational (HPC) 
service (with 75% resource allocation) as well as 
the Grid infrastructure (utilising 25% of 
resources). There are four WRG nodes comprising 
three clusters of high performance machines from 
Sun Microsystems and two Intel processor-based 
Beowulf systems (the larger one with 256 
processors) from Streamline Computing, in total 
delivering over 450 CPUs with a large filestore as 
integrated computational facilities.  
 
The WRG system nodes have been selected in 
consultation with the three Universities’ users to 
satisfy their diverse computational needs. Each of 
the four nodes specialises in the provision of a 
distinct service (see Figure 1). The justification 
for this approach was to rationalise access to 
compute and data resources in order to improve 
the efficiency of their use and support needed. 
Lack of a central Help Desk recording users’ 
problems and their resolution may have 
occasionally hampered service delivery. Both 
unavailability of information about the way the 
support is offered and the distributed nature of 
support cause delays in response to users’ queries. 
Subsequently this might have caused some 
difficulties to some of our users. To promote 
WRG usage a set of training courses for both 
scientific and business users is being developed. 
The initial focus is on basic HPC techniques and 
their software products (for example: OpenMP, 
MPI). Now that the Globus 2.4 installation has 
been stabilised the development of introductory 
courses on Grid computing, including Globus, has 
been started.  Offering the Grid service to users 
requires the full support of Computing Services 
using their well-developed procedures and 
existing support infrastructure.  
 
It was vital to build the White Rose Grid quickly 
using, where possible, well developed software 
components (e.g. a  powerful job manger) that 
address the most important user requirements for 
such a facility. At the same time all three sites 
needed to train support staff in installing and 
maintaining Grid middleware and related software 
products. This was a difficult process as issues 
reported were not always well documented. The 
prototype service was offered early but 
subsequent changes to the Grid fabric’s 
implementations needed to be introduced to 
achieve the greater product stability and its correct 
functionality.  
Basic software stack 
The WRG software stack is composed largely of 
open source software. The core software 
components deployed across the four WRG nodes 
include two basic building blocks: Sun Grid 
Engine Enterprise Edition (SGEEE) and the 
Globus Toolkit v2.4 (GT2.4). These were selected 
to ensure the following:  
• compatibility with other UK e-Science  Centres’ 
offerings (via Globus) 
• the ability to manage workload, resources and 
policies set by our  user communities (via 
SGEEE) 
This software stack has been customised in 
response to WRG users’ requirements.  Our 
solution provides a Grid that responds to the 
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WRG business requirements and demonstrates the 
following benefits: 
• offers access to distributed resources across 
WRG systems 
• allows to execute batch and interactive jobs on 
all individual computers 
• enables real-time machine status updates  
• monitors usage  throughout the WRG and 
gathers accounting and utilisation statistics in 
order to deliver uniform and regular usage 
accounting reports  
• implements for individual systems the agreed  
resource management policies, based on shares 
and past usage  
• offers the capacity to develop and to implement 
the utility computing model with the provision 
of on-demand service. New application costing 
models based on metered use are being 
considered.  
Sun Grid Engine Enterprise Edition 
The Sun Grid Engine Enterprise Edition (SGEEE) 
resource management software is installed on 
each of the four WRG nodes for control of 
resource allocation across machines within each 
node. It enforces the site-specific resource 
management policy which is implemented as an 
agreed SGEEE share-based policy.  This policy 
(requested by our users) assigns the level of 
service according to: the share owned by 
individual users; their past usage of this share; and 
their currently intended use of the systems.  
 
Authorisation for access to resources is effected 
by assigning users to the relevant projects 
managed by SGEEE.  This also supports the 
production (via SGEEE) of consistent usage 
accounting reports for all WRG users.  The job 
manager handles batch jobs as well as interactive 
jobs, and it allows for the implementation of a 
chargeback mechanism for the used computing 
power.  This enables the development of a utility 
computing model which will shape the business 
process while getting better control of distributed 
resources. 
Globus 
Job submission 
Working closely with the early adopters of Grid 
technology around the WRG made it possible to 
undertake a simple analysis of the types of Grid 
jobs that must be supported.  These job types 
range from basic serial and parallel jobs to more 
complex scripted job sequences and 
computational steering applications. 
 
All jobs must be routed through SGEEE for 
resource allocation on compute nodes within a 
particular cluster.  To achieve this integration 
between Globus and SGEEE the WRG has 
employed the Globus SGE job manager and 
information provider packages from Imperial 
College, London [8].  These are Perl modules and 
shell scripts that perform the necessary translation 
of generic Globus-level requests to the equivalent 
resource scheduler commands understood by 
SGE.  Each of the local SGE managers has been 
tuned appropriately to match the local 
configuration, for example to use the correct 
values for the LD_LIBRARY_PATH variable or 
work with the default values for queue parameters 
and parallel environments, which vary between 
sites. 
 
With a suitably configured SGE job manager it is 
possible to support basic serial and parallel jobs, 
but further measures are required to support 
scripted jobs and computational steering 
applications.  Scripted jobs involve a sequence of 
small tasks (possibly pre, main and post 
processing) defined within a single script.  
Computational steering applications require a 
mechanism for clients to communicate with active 
jobs on remote resources and subsequently 
influence the runtime behaviour of the job.  Both 
scripted jobs and computational steering 
applications pose challenges when the jobs 
execute on compute nodes on a private network 
within a cluster, as is the case on WRG resources.  
It appears that it is easier to resolve successfully 
support of scripted jobs than find a simple, secure 
and lightweight solution to the computational 
steering problem. 
 
The globus-sh-exec tool offers a platform 
independent solution for scripted jobs.  Scripts 
interpreted by globus-sh-exec can reference 
commonly used system tools (e.g. tar and 
gzip) via variables defined by Globus rather than 
hard coded pathnames.  Consequently, users are 
not required to know where these tools are 
installed on each resource. Typically, Globus is 
only installed on the head node of a cluster, but if 
the Globus installation is mounted on all compute 
nodes then the globus-sh-exec tool will be 
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available to any scripted job submitted to the 
Globus SGE job manager.  However, use of other 
Globus tools which access resources beyond the 
internal nodes of a cluster, such as globus-
url-copy, require special treatment.  Such tools 
must be wrapped so that the real invocation of the 
tool actually occurs on the head node of the 
cluster from where the rest of the WRG resources 
are accessible. 
Information Services 
The Information Services’ pillar of the Globus 
Toolkit is a critical component within the WRG.  
Several services are totally reliant on the 
information provided by the Grid Index 
Information Service (GIIS), which is in turn 
reliant upon the Grid Resource Information 
Service (GRIS) on each compute resource.  The 
WRG portals and brokers require a dynamic view 
of available CPUs, memory, disk space and job 
queues; without a prompt and reliable response 
from the GIIS it is impossible for the WRG 
portals and brokers to work effectively. 
 
The key issue is to ensure that each GRIS is 
capable of producing a swift response to queries.  
Two cases leading to poor response times from 
the GRIS have been observed.  Firstly, given that 
Globus is installed on the head node which is also 
used by users for development of their codes, the 
GRIS daemons occasionally compete with users’ 
code compilation for CPU time and subsequently 
fail to provide a swift response.  Secondly, 
publishing job queue information through the 
GRIS can increase response times considerably.  
There are four WRG nodes, publishing queue 
information from SGEEE on five different 
clusters, and the number of queues per cluster 
varies from 20 to over 100.  The consequence is 
that the default timeout limits for various GRIS 
information providers were often reached, 
resulting in no response at all.  This problem 
could only worsen as we introduce more 
information providers into the GRIS for 
publishing installed software and licensing details.  
The problem has not been solved completely, but 
the situation has been improved.  The GRIS 
daemons now run on the head node of each cluster 
with a higher priority than users’ jobs. Also, 
careful pruning of essential information and 
configuration of GRIS parameters such as cache 
time has improved performance. 
Troubleshooting 
The WRG is a relatively complex aggregate of 
Grid technologies with dependencies between 
individual components and also between 
components and the underlying systems.  Our 
users appreciate the experimental nature of the 
Grid software, but rapid discovery and remedy of 
Grid problems are very important. 
 
Our original organisational structure for 
maintaining Globus installations around the WRG 
was based on local system administrators at each 
site and a single Globus expert responsible for all 
three sites.  The advantage of this model is that it 
is easy to maintain a certain level of consistency 
across the various Globus installations because a 
single person is responsible for them.  However, 
there are at least two serious disadvantages.  
Firstly, a single Globus expert represents a major 
vulnerability and bottleneck in the organisational 
model.  Secondly, if local system administrators 
are not sufficiently familiar with Globus then it is 
possible to introduce incompatibility problems 
into the Globus installation while carrying out the 
essential maintenance of local software, operating 
systems and SGEEE.  For example, if changes are 
made to the configuration of SGEEE then it is 
likely that they will impact the configuration of 
the Globus SGE job manager. 
 
Over time, this Grid support model has evolved to 
a less centralised approach where the local system 
administrators are more involved with their own 
Grid installations.  Transfer of expertise from Grid 
research groups to local system administrators has 
been vital to the WRG in terms of the successful 
deployment of Globus 2.4.  This process will 
continue as experience with Globus 3.0 gained 
within the DAME project is also propagated 
through to the local system administrators.  
Portals 
Grid access through the Globus Toolkit still 
involves a relatively steep learning curve for 
many users. To simplify this access, the WRG has 
undertaken the development of portals that 
provide a single gateway to all resources from the 
user’s desktop. Various prototype portals, based 
on J2EE technology, have been developed for 
specific applications.   
 
The first portal to be developed was DAME-XTO 
[9] which was an early demonstrator. It enables 
aeronautical engineers to identify abnormal 
behaviour in aircraft engines by performing DSP 
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analyses of vibration data collected from onboard 
sensors.  It offers users secure web access 
supported by a MyProxy server [10], selection of 
engine datasets from a database catalogue, 
submission and monitoring of jobs, and the 
visualisation of results through a graph plotting 
service implemented with jCharts.   
 
Another portal, currently under development, 
enables Bioinformaticians to search through 
databases of protein structures using parallelised 
versions of novel search algorithms.   
 
Essentially, both portals follow the same basic 
model: select dataset; select application; submit 
dataset and application to a Grid resource; 
visualise the results.  However, typical usage 
requires the submission of many independent jobs 
each processing a different dataset.  The portals 
make the process of launching, monitoring and 
managing the results of these jobs a much easier 
task.  These portals have been built using Apache 
Tomcat and the Grid Portal Development Kit 
(GPDK) [11], although it was necessary to re-
engineer GPDK to work within Globus 2.4 since 
it was originally developed for Globus 1.1.4.   
 
Another portal has been developed for the DAME 
project which is based on the Struts web 
application framework [12] and the Java CoG Kit 
[13].  Within the DAME project each member 
(York, Leeds, Sheffield and Oxford) is 
responsible for developing a set of tools that aid 
the diagnosis of aircraft engine faults.  These tools 
have been developed using Globus 3.0 Grid 
Services and are deployed at each of the member 
sites.  For example, York has pattern matching 
Grid Services, Sheffield has case-based reasoning 
Grid Services, Leeds has DSP analysis Grid 
Services and Oxford provides access to engine 
datasets through Grid Services.  A workflow 
manager component coordinates the use of these 
Grid Services in sensible combinations and 
enables access to their results.  The portal 
represents a presentation layer on top of the 
workflow manager. 
 
The experience gained through developing these 
prototype portals has helped us recognise various 
requirements and limitations that will influence 
our future portal developments.  In many research 
groups around the WRG there is an obvious 
demand for access to computational resources 
through a Grid portal.  Typically, these research 
groups make heavy use of stable home-grown or 
commercial codes, they have significant 
computational requirements, they wish to share 
their code and results with collaborators, but they 
lack sufficient in-house expertise to build their 
own Grid portal. Generic Grid portals have been 
considered, but their generality is both a strength 
and a weakness.  A generic portal is relatively 
easy to develop and maintain, but its ease-of-use 
and functionality is limited by the fact that it must 
be the lowest common denominator for all users 
and all applications.  An application-specific 
portal is far more appealing to users because the 
user interface can be tailored to meet their needs 
precisely, but it places a heavy burden on the 
portal development team now responsible for 
developing and maintaining many different 
portals. 
 
Having recognised this development bottleneck 
and its consequences for a scalable solution to 
deploying a variety of portals around the WRG, 
experiments with the concept of customisable 
portals are being carried out. The intention is that 
each research group will start with a basic portal 
that contains the Grid functionality common to all 
Grid portals and will use tools, available through 
the portal interface itself, to upload new 
applications, define access to datasets, create 
simple workflows, and customise the interface.  
Relevant technology that will help us deliver this 
vision includes the component based user 
interface features of JetSpeed [14] and more 
importantly GridSphere [15].  In terms of 
automatically extending the functionality of a 
Grid portal based on application descriptors we 
take inspiration from the Ninf project [16]. 
User management    
An essential element of the WRG infrastructure is 
an effective user management scheme for 
members of the WRG community which spans 
across the three Universities, and includes 
industrial partners and academics from other 
universities. Authorisation for access to WRG 
resources as well as the implementation of 
gathering usage accounting statistics under the 
SGEEE product, necessitated the introduction of a 
new username scheme and a user authorisation 
process. These have been developed taking into 
consideration the following: 
• the distributed nature of the WRG  
• the cultural differences in registering users and 
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managing users at the three sites 
• dependence on the existing  user registration 
software at local institutions  
• the existence of two different classes of users, 
local and White Rose Grid, as well as the 
inclusion of other academic and commercial 
partners 
 
WRG users have the option of accessing systems 
though Globus or using the traditional means of 
access (via ssh & sftp). At remote sites they are 
allocated a common WRG identity beginning with 
letters WR followed by the relevant letter Y, S or L 
indicating the user’s original university, whilst 
locally they are assigned a local username.   
 
The WRG implements the GSI (Grid Security 
Infrastructure) employing a secure authentication 
through the use of a Public-Key Infrastructure 
(PKI) mechanism with digital certificates. Users 
authenticate to the Grid using their personal X.509 
v3 digital certificates issued by the UK Core 
Programme Certification Authority (CA) or the 
WRG CA. A single sign-on capability to access 
all WRG resources is welcomed by users.  
Working within the VO it would have been 
preferable to appoint a single Registration 
Authority (RA) for all WRG users. However, this 
was unacceptable to the UK e-Science Core 
Programme Certification Authority as their policy 
is that the RA should be local to the users whose 
requests the RA is to verify. As a result each 
University has established its own UK CA RA to 
verify its users’ identities in order for the UK CA 
to issue a personal digital certificate to each 
applicant. 
 
A common Application Form for WRG Resources 
is used across the WRG to authorise users for 
access to WRG resources at the three sites. Those 
authorised users may use under the WRG share 
(25% resource allocation) all available computer 
systems across the three sites. Access to 
individual software products is an issue being 
considered and resolved on an individual basis. 
This significantly complicates matters, and it 
seems unacceptable that application software 
suppliers have not resolved the issue of licensing 
their products for use on the Grid. The Grid is 
based on the principle of resource sharing and this 
is an essential requirement to have software 
products and datasets licensed for use over the 
Grid.  
Business benefits 
Although Grid technology has, so far, been 
mainly the preserve of the scientific community, it 
also offers significant benefit to other 
communities from the public and private sectors. 
Evidence to support this can be derived from the 
myriad reports that signal the profound impact 
Grid technology could have on services and 
products (see, for example [17]).  
 
As part of a move to assessing the value of a 
regional Grid infrastructure through provision of 
services to both private and public spheres, the 
White Rose Grid has engaged on a two-year 
outreach project funded by the Yorkshire and 
Humber Regional Development Agency, 
Yorkshire Forward.  
 
To support this project’s objectives three inter-
related activities have been identified: assessing 
regional interest, developing a business plan, and 
provision of a trial infrastructure for company 
incubators at the Innovation Centres/Science 
Parks of the three Universities.  
 
These activities are further supported through the 
provision of demonstrators, each of which serves 
to both promote understanding in each of the three 
objectives and be a catalyst for identifying new 
issues. These for example include the e-Science 
funded DAME project demonstrator, a Grid-
enabled MRI demonstrator to support and aid 
clinicians in the diagnosis of cancer using 
scanners’ data, or a workbench (being built with 
Shell Research) for visualising the computational 
modelling of lubricants.   
Assessment of regional interest 
To assess and foster regional interest in Grid 
technology a series of dissemination activities 
have been carried out which include presentations 
to: large national and international conferences 
(see the WRG conference [18]), representatives 
from vertical market sectors, and single 
companies. These presentations so far generated 
significant interest in Grid technology in various 
areas: medicine, disease spread, military aircraft 
maintenance, library, arts & heritage, 
agrichemical, tool cutting and digital media.  The 
final part of the assessment stage is a series of co-
ordinated meetings and workshops with interested 
parties to clarify the role of the Grid in their 
organisation and how they would want to manage 
this. 
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Developing the business plan  
To generate a business plan for the regional Grid 
infrastructure a number of preliminary activities 
have been defined and initiated. The business 
landscape defines the areas in which Grid 
companies could operate and locates each 
company within this landscape. This process 
entails identifying the type of services that could 
be provided through Grid technology (a platform 
for collaborative R&D, provision of compute 
cycles or data storage etc.), the market in which 
they might operate (one particular company, 
virtual organisation, a horizontal market sector 
such as aerospace etc.) and the roles that a 
regional Grid infrastructure could play within 
these business sectors and services (e.g., Advise, 
Enable, Broker, Develop etc.)  
 
The business landscape plays a further role in 
supporting the business development plan as well 
as helping in the identification of charge and 
business models. Work in this area is being 
supported by both accountants Deloitte & Touche 
and solicitors Hammonds. Strongly allied to 
business and charge models are issues concerning 
both Quality of Service and Service Level 
Agreements that are being studied by the WRG.  
Trial regional infrastructure 
The final stage in the White Rose Grid outreach 
programme is the provision of access to the WRG 
through a portal to companies working within the 
Innovation Centres/Science Parks at the three 
institutions to support technology evaluation as 
well as testing both the business and the charge 
models.  
Concluding remarks  
The WRG has demonstrated the value of a 
production Grid service. The task now is to 
further build the WRG e-Science user community, 
to enlarge the portfolio of Grid-enabled 
applications,  and  to  increase the number of 
e-Science projects undertaken. 
 
Further to this, recent and future technical 
developments resulting in Grid portals that offer 
an easy-to-use web interface to all WRG 
resources should encourage users to fully utilise 
all WRG computational assets. 
 
Issues of effective communication, trust, and 
ownership are constantly posed. Often they 
dominate technical problems and severely 
constrain the deployment of the Grid as well as of 
collaboration. Furthermore the delivery of the 
WRG service has exposed complexities due to its 
innovation and its large support teams. However, 
the successful resolution of these problems has 
been achieved through an effective, often dynamic 
organisational structure, the involvement of 
Computing Services from the start of this project, 
and the motivational force of the challenge of 
implementing emerging innovative technology.  
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Abstract
This paper presents our research on applying our dependability assessment method to an OGSA
compliant  middleware product.  Our  initial  proof  of  concept  experiment was  implemented using  a
stateless Tomcat web server and Apache SOAP. This research adapts and enhances our existing fault
injection software (OGSA-FIT) from the stateless environment of a standard web service to the stateful
environment of an OGSA Toolkit (Globus).
We compare our initial proof of concept experiment to our new target system based on the Globus
Toolkit. The Globus Toolkit is implemented around an Apache Tomcat server using the Axis SOAP
library as well as OGSA interfaces and libraries.
We address issues arising from latencies introduced into the system by OGSA-FIT. We introduce a
model for calculating this latency and introduce new mechanisms into the software to reduce this. We
also present results from our initial experiments, which showed a problem with an alpha version of the
Globus Toolkit.
We detail future research including plans to enhance our user GUI to provide semi-automatic test
campaign generation. Also since our OGSA-FIT software is intended to support both OGSA based
middleware as well as standard SOAP based web-service environments we outline our research into
providing interchangeable personality modules.
Keywords: GRID computing, GRID Middleware, OGSA, SOAP, software fault injection, Globus, Fault
Model
1  Introduction
GRID computing, as a means of solving large
scale  scientific  problems,  requires  dependable
middleware  to  facilitate  interaction  between
various nodes in a GRID system and to reduce the
level of complexity presented to the application
programmer when designing and implementing a
program to solve a problem. OGSA (Open Grid
Service Architecture) [1] is such a system and is
currently  the  front  running  technology  used  in
GRID  computing  [2-4].  As  such  it  requires
detailed  metrics  on  its  dependability.  This  is
required not only to uncover existing problems
with the system but to also provide potential users
with metrics to compare its dependability to other
systems.
Fault  injection  is  a  well-proven  method  of
assessing the dependability of a system [5] and our
initial proof of concept experiments, based around
a SOAP based web service system, have already
yielded significant results [6].
Our  method  uses  a  modified  version  of
Network Level Fault Injection to inject faults into
the  network  protocol  stack  before
signing/encryption  has  taken  place.  Since
signing/encryption protocols are intended to stop
tampering  with  messages.  If  these  measures
weren’t  taken  the  recipient  would  reject  the
modified  packets  and  the  intended  fault  class
would not be tested.
Our set of software tools OGSA-FIT (OGSA
Fault  Injection  Technology)  is  a  GUI  based
implementation  of  the  command  line  tools
developed for the experiments conducted in [6].
The  tools  have  been  considerably  enhanced  to
allow the semi-automatic generation of test scripts
from  WSDL  interface  definitions  as  well  as  a
graphical method for defining triggers.
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OGSA-FIT consists of five elements: 1) fault
injector  framework;  2)  hooks  into  the  SOAP
protocol stack to pass SOAP messages through the
fault injector; and 3) a user script to inject faults
into  the  message  stream,  4)  a  set  of  software
modules to allow the generation of skeleton user
tests, and 5) a GUI to allow easy user interaction
with the system.
Figure 1 depicts how a typical RPC would be
processed by the system: An RPC call is sent to
the SOAP API via the OGSA API (1). A SOAP
message is forwarded via the socket to the fault
injector (2). If a fault is to be injected the message
is processed by script (3) and new message is sent
back to the SOAP API via the socket (5). If no
fault is to be injected the message is sent back
unaltered (4). The SOAP API then transmits the
message  (6)  to  the  SOAP  API  of  the  Server
machine and this message is decoded and sent to
the service via the OGSA API (7). After step (2)
the SOAP message may or may not contain a fault
dependent  on  whether  the  trigger  fires.  The
process could be repeated by the system in the
same  way  with  the  response  message  from  the
server to the client (this is shown with shadow
lines on the diagram).
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Figure 1: Interception of an RPC call
2.1  Fault Injector Framework
Since OGSA messages are encoded in an XML
based  format,  each  message  is  parsed  and  re-
emitted to inject a fault. This takes place before
any  message  signing  and  encryption  has  been
done. The fault injector uses a SAX parser and a
two stage parse process to process each message.
The first pass acts as a trigger to determine if a
message is to have a fault injected into it. The
second  pass  only  executes  if  the  trigger  pass
indicates that a fault needs to be injected. This is
done  as  a  means  of  speeding  up  the  overall
throughput of the fault injector, since injecting the
fault is relatively time consuming.
The injector is written as a separate process to
the  software  under  test  with  the  hook  code
communication  with  the  fault  injector.
Communication is facilitated by a TCP/IP socket
connection, with the fault injector process acting
as a server.
The injector is structured in this way for three
reasons: 1) it simplifies the design of the injector
software.  The  injector  software  only  has  to  be
implemented once, with only a small amount of
hook code needing to be implemented for each
host platform/language, 2) since the fault injector
is a separate process it is possible to off load this
processing  onto  a  separate  machine,  and  3)  it
should be possible for many nodes to use the same
instance of the fault injector and this will allow
multi-node experiments to be co-ordinated.
In  addition  to  injecting  the  faults,  the  fault
injector framework also monitors the stream of
messages  for  generated  faults.  These  fault
conditions are recorded in a log file, along with
notifications of the injected faults. This log file is
stored in XML format so it can be easily analysed.
The fault injector is written in Python 2.1 as a
series of classes and a global function to execute
the  user  test  script.  The  Python  language  was
chosen to implement the test harness because it is a
scripting language that provides the following: 1)
it provides object oriented facilities; 2) it has a
comprehensive set of XML processing classes and
string processing functions; and 3) since it is self
compiling it allows easy modification to scripts,
whilst  providing  the  speed  benefit  of  p-code
execution.
The  initial  framework  developed  in  [6]  was
executed  standalone  by  a  Python  interpreter
running under Linux. OGSA-FIT is written in Java
so that it is as platform independent as possible. To
allow the Python scripting language to be retained
within  OGSA-FIT  the  Jython  package  [7]  was
used to allow python code to be executed from the
Java JVM.
2.2  SOAP API Modifications
The SOAP library modifications consist of a
small  quantity  of  hook  code  inserted  into  the
library.  One  hook  for  outgoing  message  and
another for incoming messages. The hook code
consists of opening a socket to the fault injector
server,  sending  the  SOAP  packet  to  it,  and
receiving the modified packet back. This modified
packet then replaces the packet constructed by the
SOAP library.
2.3  User Test Scripts
User test scripts are written as three derived
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too  test  for,  inject  and  record  faults.  The  fault
injector framework creates a new instance of both
the injection based class and handler based class
for each message processed.
A results class is created once and is in scope
for  the  entire  lifetime  of  the  test  run  so  it  can
record such metrics as tag statistics.
A trigger class is derived from the class inject
and must define some methods. start,  body and
end are called by the framework to process the tag
start, tag body and tag end. isInject is called to
ascertain  if  a  fault  should  be  injected  into  a
message. isEndOfRun is called to determine if the
fault  injector  should  terminate.  By  combining
these methods with data obtained from the result
class, fault triggers can be defined. The base class
also contains a method expectFault which instructs
the  fault  injector  framework  to  scan  the  next
message and check to see if it is a fault packet and
log the results of this scan to the log file.
An inject class is derived to inject a fault into a
message. The fault class gets its state from the
result class, which is in turn set from the inject
class (which will be out of scope by the time the
inject  class  runs).  The  inject  class  works  in  a
similar way to the trigger class with start, body and
end  methods  but  these  methods  are  used  to
actually inject a fault into the message.
2.4  OGSA-FIT GUI
A GUI has been implemented in Java to allow
easy user interaction with OGSA-FIT. Easy user
interaction is critical if the tool is to be widely
distributed and used by users who are not initially
familiar with fault injection techniques. It is hoped
that future research will allow OGSA-FIT to be
enhanced  to  a  degree  where  automatic  script
generation and result analysis is possible.
A new feature of OGSA-FIT is a rudimentary
test script creation facility. Script are constructed
as a visual tree be parsing the WSDL definitions
output by Gloubus 3.0 [1]. The visual tree can then
become  a  basis  for  generating  tests  manually.
Once  all  the  tests  are  defined  for  a  particular
middleware  component  a  test  script  can  be
generated from the tree and saved as a Python file.
OGSA-FIT incorporates the Jython package to
allow its test scripts to be executed. It was felt the
Python scripts should be retained from the initial
experiments rather than implement them in Java
because,  1)  a  scripting  language  was  required,
rather than a programming language like Java, and
2) there is a relatively easy way to unload Jython
classes  from  the  system,  where  as  native  Java
makes this very difficult.
OGSA-FIT  is  based  around  a  dynamically
modifiable menu system, which is closely linked
to fault injector script generation. OGSA-FIT is
designed to scan a number of standard directories.
It then constructs certain menus within the system
from the contents of these directories. This allows
the  test  scripts  to  be  added  dynamically  to  the
menus  as  they  are  created.  It  is  envisaged  that
users could also use this facility to extend and
customise OGSA-FIT for their own needs and add
facilities such as custom analysis scripts, etc.
3  Comparison  of  Proof  of  Concept
Environment with Globus 3.0
The  purpose  of  our  initial  proof  of  concept
experiment was threefold: 1) to analyse differences
between  techniques  used  to  characterise  tightly
coupled, RPC based distributed systems and GRID
based distributed systems, 2) to define a method to
characterise GRID middleware and 3) to apply this
method to a key component of OGSA.
Initial  experiments  were  conducted  using  a
web-service based system because, at the time of
the experiments, Globus 3.0 hadn’t been released
as an alpha. We therefore constructed a simulated
OGSA environment composed of Apache Tomcat
version  4,  Apache  SOAP  2.2  and  Java  1.3.1
running on a RedHat Linux 8.0 installation. This
system  allowed  us  to  emulate  a  simple  SOAP
based transaction but without any of the intricacies
of OGSA statefulness or security. It also allowed
us the opportunity to perfect our fault injection
framework  in  a  simple  environment  before
applying  it  to  the  much  more  complex
environment of an OGSA system.
We  intend  to  maintain  and  enhance  the
compatibility with standard web-services so that
OGSA-FIT  can  be  used  to  assess  web-service
middleware  dependability  as  well  as  OGSA
middleware dependability.
Since our test bed system was not implemented
using Globus we must analyze differences between
the two systems to: 1) determine if the method can
be  successfully  applied  to  Globus,  and  2)
determine  which  areas  of  the  fault  injection
framework will require modification.
Our experiments are based on Globus 3.0 alpha
3 on two PCs running RedHat 9.0 Linux.
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As stated above our initial experiments were
conducted using a standard web-server. Standard
web-servers are inherently stateless in nature. Any
data  that  is  held  is  usually  shared  between  all
clients with no distinction between clients.
Some  web-services  maintain  state  by
transmitting  a  context  id  along  with  the  SOAP
packet. This method is also used by some classical
distributed systems, i.e. CORBA and DCOM [8,
9].This id defines which context should be loaded
and used when processing a request from a client,
thus allowing a separate state to be maintained for
each client (or group of clients). States may be
maintained in physical memory, i.e. RAM or some
sort  of  backing  store,  i.e.  disk  storage  or  a
database.
OGSA implements a similar context id system.
Each  service  instance  is  defined  by  a  Global
Service Handle (GSH) which is a unique identifier
used to identify an endpoint to an instance of a
service.
The GHR is used in the same way as a context
id within a SOAP packet. By tracking the GHR of
each SOAP packet against a database of GSH a
specific instance of a GRID service can be tracked
and targeted.
Since the software written in [6] was written as
a  number  of  derived  python  classes,  it  is  our
intension to write a set of derived classes to fit in
between  the  user  script  and  the  existing  fault
injection framework classes that would provide
this functionality. It is also our intension to write a
set of classes to facilitate more detailed testing of
traditional web service SOAP RPC calls.
By  providing  these  classes  based  on  the
extensible nature of our framework we have the
facility to change the ‘personality’ of the software
and thus test different protocols. In the future more
‘personality modules’ could be written to allow
more detailed tracking of SOAP RPC calls.
3.2  SOAP Implementation
Our initial experiments were based on a system
running  Apache  SOAP  2.2.  This  was  chosen
because of its stability and the authors familiarity
with this implementation.
Apache  SOAP  is  a  tried  and  tested  SOAP
implementation but it does suffer from a number
of  deficiencies.  The  first  is  performance  when
compared to other XML based transfer techniques
[10]. A secondary concern is the extendibility of
Apache SOAP due to its rigid structure and close
integration with the HTTP transport protocol [11].
Apache  SOAP  is  based  around  a  DOM  tree
representation of a SOAP packet. Data is added to
the DOM tree as required and then the DOM tree
representation is parsed and output as a string to
the transport. Since this conversion to a string is
done  in  one  specific  place  in  the  code  it  is
relatively easy to instrument the protocol stack.
Similarly there is a single point to instrument the
protocol stack for an incoming packet just before
the packet is parsed into the DOM tree.
Apache  Axis  [12]  has  been  designed  to
supersede Apache SOAP and overcome the two
main deficiencies of the old implementation [11].
Firstly it has been designed to utilize a SAX parser
to construct packets from incoming data steams.
Secondly it has been implemented to allow its easy
integration with different transport protocols, not
just HTTP. As a by-product of this Axis has been
designed to allow plug-in modules to be inserted
into its protocol stack to alter messages as the SAX
parser parses them.
Although  the  new  Axis  implementation
improves  performance  and  allows  greater
flexibility when integrating with different transport
protocols  it  does  posse  some  challenges  with
instrumenting.
Since a SAX parser is used to parse the SOAP
message, both incoming and outgoing, there isn’t a
single point in the code at which to instrument the
protocol stack since the SOAP message is only
constructed into a string to send to the transport
once all the signing and encryption modules have
been run on it. Conversely, when a SOAP message
is received it is signed and encrypted when it is
contained  in  a  string,  at  the  point  where  it  is
decrypted  it  has  already  been  parsed  and  is
contained in a number of different data structured
within the SOAP stack.
An  interim  solution  to  the  problem  is  to
instrument the actual code that does the sending
and receiving of SOAP messages. These points
can  be  found  in  the  classes  HTTPSender  (for
transmitting  a  message)  and  SOAPPart  (for
receiving  a  message).  This  method  has  the
advantage  that  it  is  easy  to  implement  and  the
complete  message  is  constituted  into  a  string
which can be passed to OGSA-FIT in the same
way as in the original experiment [6]. This method
is a good first step in porting OGSA-FIT to the
Globus  3.0  environment  since  it  allows  the
framework  to  be  quickly  tested  but  since  all
messages are intercepted at a point after they have
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these  facilities  are  not  used.  It  also  has  the
disadvantage  of  tying  OGSA-FIT  to  a  specific
transport protocol, i.e. HTTP.
Our permanent solution to this problem is to
write a module to plug into the protocol stack. This
module will use the same plug-in technology that
other protocol stack modules use, such as WS-
Security module and WS-Encryption module. This
module must be positioned in the calling chain at a
point before (or after for received messages) WS-
Security  and  WS-Encryption  modules  are
executed. This new module must gather the data
stored in the various data structures held within the
protocol stack and pass this information to OGSA-
FIT and receive the possibly modified data back
from OGSA-FIT so that it can be rewritten into the
protocol  stack  before  normal  processing  of  the
message continues.
4  Latency Model
In [6] we noted that the fault injector would
introduce a latency into the transmission of SOAP
messages between client and server. Although this
latency is assumed to be small it could become
significant in long duration experiments because
its effects could be cumulative and it could distort
the results of time sensitive applications. Here we
present a simple model for calculating this latency
and some simple steps for minimizing its effects.
Figure 2 describes the various terms that make up
the total latency within the system.
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Figure 2: Fault Injection Latencies
From  these  we  can  make  some  assumptions
about  timing.  Firstly  we  shall  assume  that  the
terms Tet and Tes will execute in approximately the
same time since they both run a SAX parsers over
the same XML source. Secondly we will assume
that all network transfers will take approximately
the same time to execute. These terms are shown
in Equation 1.
Equation 1: Approximations
† 
Tet ª Tes =Tp
Ttt ª Ttnf ª Ttn ª Ttf =Tt
From the system described in Figure 2 there are
three different latencies that can be derived: 1)
Inject  No  Fault  (Equation  2),  2)  Inject  A  Null
Message  (Equation  3),  and  3)  Inject  A  Fault
(Equation 4).
Equation 2: Inject No Fault
† 
T inf =Tes+Ttt+Tet+Ttnf +Tel
=Tes+2Tt+Tp+Tel
Equation 3: Inject Null Message
† 
Tin =Tes+Ttt+Tet+Ttnf +Tel
=Tes+2Tt+Tp+Tel
Equation 4: Inject A Fault
† 
Tif =Tes+Ttt+Tet+Tes+Ter+Tel+Ttf
=Tes+2Tt+2Tp+Ter+Tel
Since Tinf and Tin are the same we can extract
this as a common term in Equation 5 and we can
use this to reduce Equation 4 to Equation 6
Equation 5: Common Term
† 
Tcom =Tes+2Tt+Tp+Tel
Equation 6: Reduced Inject Fault
† 
Tif =Tcom+Tp+Ter
From  this  we  can  see  that  the  difference
between injecting a fault and the other two classes
of fault is just the time taken to process the user
script and the time spent interacting with the result
class.
4.1  Comparison of Tin and Tif Timing
This  experiment  was  designed  to  verify  the
relationship derived in Equation 6. This was done
by injecting a timed sequence of fault messages
and then a timed sequence of null messages into
the test system and comparing the average time
taken to process each.
The SOAP API was instrumented with a timer
at a point just before the hook code and the timer
was terminated just after the hook code. A normal
duration  timer  was  used  to  provide  the
measurement,  which  included  any  system
overhead due to time multitasking, etc. This was
felt  to  be  justifiable  since  the  model  includes
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exact  process  time  measurement  isn’t  possible.
Using a large sample size for the test will average
out  any  irregularities  introduced  into  the
measurements.
The code tested was a modified version of the
CounterService and CounterClient supplied as part
of Globus 3.0. The CounterClient was modified so
that it contained a loop around the call to the add
service  method  to  allow  a  large  number  of
repetitions for the test.
The  test  was  performed  for Tif  by  injecting
simple fault messages (modified return values).
Whilst this was performed the system appeared to
function normally. The results are given in Figure
3. This gave an average latency of 185 m. The high
standard  deviation  in  this  experiment  is  due  to
network delays (see Figure 4).
All Write Read
(micro sec) (micro sec) (micro sec)
Mean 185 78 291
Std Dev 221 33 272
Max 695 235 695
Min 16 60 16
Median 65 65 294
1st Quartile 58 62 18
Figure 3: Total Latency of no fault packets
An attempt was then made to perform the same
experiment for Tin by running the same test code
but discarding messages. At this point a bug was
discovered  in  the  Globus  3.0  code,  which
prevented  the  experiment  from  running  to
completion.
A brief analysis of the code suggests that the
problem lies in assumptions made by the JAX-
RPC  mechanism,  and  a  small  flaw  in  the  Axis
SOAP  code.  When  the  JAX-RPC  mechanism
performs a request/response sequence it makes the
assumption that a response will always be sent by
the reciprocal JAX-RPC library on the server. If
this is not the case the Axis SOAP code has no
timeout  mechanism  in  place  to  cope  with  a
discarded  message.  The  class  HTTPSender will
block  in  the  readHeadersFromSocket method
listening  for  a  connection  from  the  server
indefinitely, waiting for the server to connect and
send a response. The situation could happen if a
client sent a request and the server crashed before
a response was transmitted.
Since verification of Equation 5 and Equation 6
isn’t  currently  possible  we  shall  assume  the
assumption made in Equation 5 is correct to allow
us to verify Tif.
4.2  Detailed Verification of Tif
This experiment was designed to provide more
detailed data for the timing model for Tif. For this
experiment we will determine timings for Ttt and
Ttf  to  ascertain  that  they  are  approximately  the
same (Tt). The experiment will also determine the
latency introduced by Tes and Tet to determine if
they are approximately the same (Tp). Finally an
overall  timing  will  be  taken  including  network
latencies and SOAP hook code latencies. Since all
network latencies and SOAP hook code latencies
are the same as for the experiment conducted in
section  4.1  they  can  be  eliminated  from  the
equations to give the required terms.
This  experiment  will  use  duration  timers  to
determine latencies with variations introduced by
system load being averaged over the sample set.
We are using these timers in place of process time
timers  because  we  are  interested  in  the  overall
throughput of the system and any real world delay
introduced.
The overall delay will be measurement using
the same measurement points as used in section
4.1. This will be Tif. The term Tet will be measured
by measuring the call to the SAX parser and the
subsequent code to bypass the second stage parser
for Null and No Fault messages. The term Tes will
be measured by measuring the second stage parser
used to inject faults. The term Tel will be measured
using  a  cumulative  method  and  reset  every
iteration  round  the  processing  loop  since  the
logging function is called from various points in
the code.
The results from this experiment are given in
Figure 4 and Figure 5. By far the largest term is Tt
with  a  mean  value  of  61msec.  This  is  to  be
expected since the network transfer is relatively
slow  and  has  a  high  timing  variability.  This
correlates  well  with  the  figure  for  Tif  given  in
Figure 3.
Ttt Tet + Tel Tes
Ttt + Tet  + 
Tes + +Ter + 
Ttf +2Tel
(micro sec) (micro sec) (micro sec) (micro sec)
Mean 61 5 0 127
Std Dev 103 3 0
Min 0 2 0
Max 366 177 0
Median 3 8 8
1st Quartile 1 2 0
3rd Quartile 73 7 0
Figure 4: Detailed Timing of Tif
Both  Tet  and  Tes  are  relatively  small  in
comparison (approximately 10% of Ttt).  In  this
experiment the fault injected into the SOAP packet
was performed using a single if statement and so
the time taken to execute Tes was correspondingly
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value of Tes would increase in proportion to the
number of if statements and string handling done.
A further set of timing was undertaken for Tel,
which  was  cumulatively  measured  in  this
experiment  so  the  combined  value  of  2Tel  was
calculated. Tel was calculated with a mean value of
30msec. A proportionally large time was expected
for this value since it performs a write to disk. The
large standard deviation can be assumed to be the
result  of  buffering  in  the  disk  routines  in  the
operating system (since about half the log routines
in the raw data gave a timing of 0 sec).
2Tel
(micro sec)
Mean 61
Std Dev 103
Min 0
Max 330
Median 5
1st Quartile 0
3rd Quartile 122
Figure 5: Log Timing
4.3  Refinement of Equation
From these experiments we can conclude that
only  network  transfers  and  log  operations  are
significant in calculating the latency of an injected
fault using this method. A simplified equation is
given in Equation 7.
Equation 7: Simplified Model
† 
Tcom = 2Tt+Tel
Tin=Tino =Tcom
Tif =Tcom+Tel
Given that this is the case, an average fault on
the system used to perform these tests would be
182  msec, which compares favourably with the
overall timing given in Figure 3.
Given this figure we can estimate how long a
particular system would have to execute before the
cumulative effect of using the fault injector would
become noticeable. If we assume that for a given
service operation, 4 SOAP packets are intercepted
and a fault injected into 2 of them with the rest
being passed through unaltered, then there would
be  a  cumulative  delay  of  approximately  2Tif  +
2Tino every operation which works out to 0.68 sec.
This delay could become significant so timing
constraints in a system being tested using OGSA-
FIT may  have  to  be  increased if services were
running continuously.
5  Latency Reduction
As shown in Section 4 the latencies that effects
the operation of a system being assessed using
OGSA-FIT are network transfers and logging. In
line  with  this,  we  have  modified  our  system
architecture to minimize these effects.
In  our  original  proof  of  concept  system  we
instrumented both the SOAP API of the client and
also the SOAP API of the server. This was done to
give us the ability to manipulate packets at both
ends of the communication system.
This had the disadvantages of: 1) the service
container had to be modified as well as the client
software.  This  effectively  means  modifying  the
software that you are testing, 2) the time take to
perform  the  fault  injection  for  a  request  and
response to a service was doubled.
In this modified architecture we have removed
the  need  to  instrument  both  client  and  service
container (although this can be done if the need
arises). Our initial experiments indicate that this
approach  can  be  as  effective  as  our  original
method.
Another modification we have undertaken to
the architecture is to allow the fault injector to
have  a  special  control  pathway  that  allows  the
generation of null packets without the need to run
the second stage of the parsing process. Since our
initial experiment to determine the timing for this
uncovered a bug in the middleware it remains to be
proven  if  this  enhancement  will  significantly
improve overall performance of the system.
6  Conclusions
The main intent of this paper was to present our
research into a timing model for our OGSA-FIT
tools when used in conjunction with Globus 3.0
middleware. The timing model presented in this
paper  has  shown  that  a  significant  cumulative
timing latency could be introduced into a system
under test. Steps have been taken to reduce this
with a modified system architecture.
The initial experiments performed on Globus
uncovered a problem with the middleware. This
could become a problem if a server crashed before
returning  a  response  packet  in  response  to  a
request packet.
This  paper  also  details  our  research  into
integrating our OGSA-FIT tools with the Globus
3.0  toolkit.  This  has  involved  inserting  SOAP
hooks  into  the  Axis  SOAP  library  used  by  the
Globus  system.  We  have  implemented  an
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which has allowed us to easily port our existing
framework to a Globus environment. We propose
a system of inserting hooks into the SOAP library
that will allow security plug-ins to be enabled.
Lastly  we  propose  an  extensible  system  of
personality modules that will allow OGSA-FIT to
track statefull OGSA objects and thus allow fault
injection to be better targeted at a specific instance
of and OGSA object.
Finally  this  paper  discusses  our  OGSA-FIT
GUI. This GUI enhances our existing framework
and  allows  easy  user  interaction  with  a  fault
injection  campaign.  The  GUI  allows  semi-
automatic fault injection campaigns by parsing the
WSDL definitions generated by a Globus build.
The GUI also integrates the python based fault
injection framework into the Java GUI by use of
the Jython package.
7  Future Research
Further work is required to enhance this method
and  provide  easy  to  use  tools  to  allow  fault
injection testing.
Work  will  be  undertaken  to  enhancing  the
existing fault injector to accommodate robustness
testing techniques. This will be done by using the
existing  framework  to  modify  API  parameters
encapsulated  in  a  SOAP  message  and  thus
achieving the aim of corrupting data at the API
interface.  This  may  be  integrated  with  the
automatic script generation facility to allow users
to easily test new general components as well as
applying this to specific middleware components.
Another area of research will be to enhance the
existing framework to track the stateful nature of
GT3 services and allow this information to be used
to target fault injection at specific services and
instances of services using the method given in
this paper.
The method will also have to be enhanced to
test for signing and encryption faults, although it is
envisaged  that  this  will  be  preformed  by  some
other mechanism than the fault injector framework
since this method carefully avoids this problem.
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Abstract
As the computational and data handling require-
ments of large scientic collaborations grow, Grid
computing is rapidly emerging as a feasible solution
to these requirements. Optimising the use of Grid
resources is crucial, and to evaluate potential optimi-
sation strategies it is important to simulate them as
realistically as possible before they are used on real
Grids. We have developed the Grid simulator Optor-
Sim and used it to test several optimisation strate-
gies using a set of performance metrics. In this pa-
per we consider the eects of several scheduling and
replica optimisation strategies and base our simula-
tion environment on the UK Grid for Particle Physics
(GridPP).
1 Introduction
GridPP [2] is a collaboration of particle physicists
and computing scientists from the UK and CERN,
who are building a Grid for particle physics. It is
designed primarily for the analysis of large amounts
of data from high energy physics experiments such
as the LHC experiments at CERN. Data is the most
important resource in this Grid, where users' jobs re-
quire access to a large quantity of data distributed
across geographically diverse Grid sites.
Intelligent job scheduling and data replication are
key tools in maximising the overall throughput of the
Grid. An ecient scheduling strategy should be able
to ensure jobs are submitted to Grid sites where the
time spent waiting to be executed and the execu-
tion time are minimised. The replication strategy
should be able to (a) determine the \best" replica,
when given a request by a job for a particular le and
(b) trigger both replication and deletion of les by
analysing patterns of previous le requests.
The Grid simulator OptorSim [4] was designed to
test various optimisation strategies in a simulated
Grid environment before they are deployed in the
real Grid. Many other Grid simulators have been
developed recently, including ChicagoSim [10, 11],
EDGSim [1], GridSim [6], and GridNet [9]. However,
these simulators generally concentrate on the prob-
lem of optimising job scheduling in a Grid environ-
ment, whereas we combine this with optimisation of
replication strategies to enable the best performance
from all the Grid's resources.
In this paper we present some results from Optor-
Sim, which show the eectiveness of several schedul-
ing and replication strategies on the simulated
GridPP environment under a range of conditions.
Evaluation of scheduling and replication strategies is
performed using a number of metrics including mean
job time and usage of computing and network re-
sources.
2 Simulation Environment
Given (a) a Grid topology and resources, (b) a set of
jobs that the Grid must execute and (c) an optimisa-
tion strategy, OptorSim simulates what would happen
in the Grid if the optimisation strategy were in use.
It provides us with a set of measurements used to
quantify the eectiveness of the strategies.
2.1 Grid Architecture
In OptorSim we adopt a Grid structure based on a
simplication of the architecture proposed by the EU
DataGrid project [3].
The Grid consists of several sites, each of which
may provide resources for submitted jobs. Computa-
tional and data-storage resources are called Comput-
ing Elements (CEs) and Storage Elements (SEs) re-
spectively. Computing Elements run jobs that use the
data in les stored on Storage Elements. A Resource
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Elements.
Sites without Computing or Storage Elements act
as network nodes or routers. Grid sites are connected
by Network Links, each of which has a certain band-
width. A Replica Manager at each site manages the
data ow between sites and interfaces between the
computing and storage resources and the Grid. The
Replica Optimisation Agent (or Optimiser) inside the
Replica Manager is responsible for both replica se-
lection and the automatic creation and deletion of
replicas. Replica optimisation is performed in a dis-
tributed way via the interaction of Optimisers located
at each Grid site. An Optimiser performs local replica
optimisation; the aim is to achieve global optimisation
as the emergent result of local optimisation.
2.2 Optimisation Strategies
The Resource Broker uses a scheduling algorithm to
calculate the cost of running a job on a group of can-
didate sites. It then submits the job to the site with
the minimum estimated cost. The algorithms we test
are based on the estimated data access time for the
job at each site, the size of the queue at each site,
or a combination of both. The following scheduling
algorithms are analysed:
 Random: Schedule randomly to a CE.
 Shortest Queue: Schedule to the CE with the
shortest job queue.
 Access Cost: Schedule to the CE where the job
has minimal le access cost.
 Queue Access Cost: Schedule to the CE where
the sum of the access cost for the job itself and
the access costs of all jobs in the queue is small-
est.
As for replica optimisation strategies, in this pa-
per we consider three specic strategies: a traditional
LFU (Least Frequently Used)-based strategy and two
economy-based strategies [8].
The LFU-based strategy will always replicate les
to the Storage Element local to the job's Comput-
ing Element. Replica Selection is achieved using a
Replica Catalogue look-up to locate all replicas. Af-
ter examining the current network state, the replica
that can be accessed in the shortest time is chosen. If
the local SE is full, the le that has been accessed the
least number of times in the previous time window is
deleted, creating space for the new replica.
The two economy-based strategies use prediction
functions, one binomial-based [4] and the other Zipf-
based [7], to calculate the le usefulness used in the
replication and le replacement decisions. Relative
le values are calculated based on the le access his-
tory stored by each Optimiser. If the potential replica
under consideration has a higher value than the lowest
value le currently in the local SE, that le is deleted
and the new replica is \bought". Replica Selection
is based on the auction protocol described in [5] for
buying and selling les.
2.3 Evaluation Metrics
In this paper we consider the following measures in
the evaluation of Grid optimisation strategies.
 The mean job execution time is dened as the
total time to execute all the Grid jobs divided
by the number of jobs completed.
 We dene eective network usage rENU:
rENU =
Nremote le accesses + Nle replications
Nlocal le accesses
;
where Nremote le accesses is the number of times
the CE reads a le from a SE on a dierent site,
Nle replications is the total number of le repli-
cations that take place and Nlocal le accesses is
the number of times a CE reads a le from a SE
on the same site (we assume innite bandwidth
within a site). For a given network topology, a
lower value of rENU indicates the optimisation
strategy is better at replicating les to the cor-
rect location.
 We dene computational power usage as the per-
centage of time that a CE is running jobs or oth-
erwise active. Henceforth, we use the term CE
usage, which is the total computational power
usage for all the CEs on the Grid.
3 Simulation Setup
To test the performance of these strategies we simu-
late the proposed GridPP 2004 testbed, which has the
network topology and resources shown in Figure 1. It
comprises 17 Grid sites in the UK and one at CERN
in Switzerland. Each UK site has a storage capacity
between 5TB and 500TB1 and between 40 and 1800
processing nodes. CERN has 1000TB of storage and
is used to hold all the master les at the beginning
of the simulation. A simulated job was dened as
reading and processing sequentially a prescribed list
of les. To simplify the simulation we assumed a con-
stant time to process each le, i.e. the analysis of
1For simulation purposes the storage capacity of each site
was scaled down by a factor of 100.
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The numbers next to each site state the CPU capacity
in kSI2000 and storage space in TB respectively.
each le was not modelled in detail. Six high energy
physics experiments are involved in GridPP; to sim-
ulate a realistic workload we used between 200 and
400 1GB les per experiment2 and dened 7-10 jobs
per experiment. The probability of a job being sub-
mitted to the Grid was inversely proportional to the
number of les required by the job (typical of most
high energy physics workloads).
4 Results
In this section we present simulation results. The
measurements described in Section 2.3 are used as
indicators of how well each strategy performs.
4.1 Scheduling Strategies
We start by studying the impact of the scheduling
algorithm used by the Resource Broker. We ran the
simulation with 1000 jobs submitted at 5 second in-
tervals. Results showing the mean job time and CE
usage for the scheduling strategies described in sec-
tion 2.2 are shown in Figure 2.
Overall, random scheduling gives the worst perfor-
mance with mean job times roughly twice as high
2The number of les per experiment was also scaled down
by a factor of 100 compared to realistic high energy physics
analysis jobs.
Figure 2: (a) Mean job time and (b) CE usage for
various optimisation algorithms.
as the next worst algorithm, shortest queue, for all
replica optimisation strategies. The Access Cost al-
gorithm has a lower mean job time than these two
but has the lowest CE usage, due to the fact that jobs
are only scheduled to sites with high network connec-
tivity. The mean job time is lowest and CE usage
is highest when we use the Queue Access Cost algo-
rithm. This gives the best balance between schedul-
ing jobs close to the data whilst ensuring that sites
with high network connectivity are not overloaded
and sites with poor connectivity are not idle.
We therefore use the Queue Access Cost scheduling
algorithm for all further tests.
4.2 Replication Strategies
We now demonstrate the scalability of each replica
optimisation strategy by varying the number of sub-
mitted jobs (Figure 3).
Figure 3: (a) Mean job time and (b) CE usage for
dierent number of submitted jobs.
There is a large drop in the mean job time when
the number of jobs submitted is increased, the LFU-
based strategy being the most aected. The binomial
economic model, which is  30% faster than the LFU
with 1000 jobs, is slightly slower when more jobs are
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better use of the Grid resources, with the CE usage
for 10000 jobs  70% higher than LFU.
OptorSim includes the simulation of non-Grid back-
ground trac. Here, we examine the eect this has
on Grid performance by comparing results with and
without the inclusion of background (Figure 4). As
Figure 4: Eects of background network trac on (a)
mean job time and (b) eective network usage.
expected, there is a large increase of a factor of around
7-10 in mean job time when we simulate the back-
ground network trac; the eective network usage
also increases slightly. The binomial-based economic
model changes the least, showing that it is the most
stable to uctuations in the Grid environment.
5 Conclusion
In this paper we have shown that scheduling and repli-
cation strategies play a fundamental role in the opti-
misation of resource usage in a Data Grid. In partic-
ular, our experiments highlight that when scheduling
jobs it is important to account for both the workload
of computing resources and the location of the re-
quired data. For replica optimisation, we have shown
that for many situations the economy-based strate-
gies we have developed have the greatest eect in re-
ducing job times and getting the most out of the re-
sources available, while being robust to uctuations
in the non-Grid network trac. The economic models
were even more ecient when OptorSim was applied
to a dierent Grid conguration in [7]. They have
thus given promising results with two very dierent
testbeds; we intend to investigate them further both
with OptorSim and in a real Grid environment.
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Abstract
This paper presents a test and deployment infrastructure that has been developed to validate the ICENI
Grid Middleware. Services have been developed to monitor the different steps in the life of the middle-
ware from its compilation to its execution. We will show how these services can be composed to provide
a full validation of the architecture and the functionalities of ICENI. We also present a MDS to ICENI
Gateway used to register machines currently available in the MDS Server as ICENI launcher services.
1 Introduction
The Imperial College e-Science Networked Infras-
tructure - ICENI - is a service oriented/integrated
Grid middleware that provides an augmented com-
ponent programming model to aid the application
developer in constructing Grid applications, and
an execution infrastructure that exposes compute,
storage and software resources as services with de-
ﬁned conditions of when and by whom these re-
sources may be used. It utilises open and extensi-
ble XML schemas to encapsulate meta-data relat-
ing to resource capability, service availability and
application behaviour.
Testing and validating a distributed infrastruc-
ture is not an easy task. In order to validate our de-
velopment activity, and to facilitate the installation
and deployment of ICENI, a build service as well
asadeploymentservicehavebeenprovided. These
services can be composed together to perform a
complete test of ICENI from the initial compila-
tion of the source code to the instantiation of the
different services that it provides.
2 Test and Deployment Infras-
tructure
2.1 Build process
The ICENI software base is checked out of the
CVS archive and automatically built every night.
Some tests are performed locally on each mod-
ule of the framework. These tests allow the de-
veloper to evaluate the individual functionalities of
the different modules of ICENI. These unit tests
are supplemented by a global test, that starts all
the required services to submit a simple test appli-
cation. That consists of a Private Administrative
Domain, a Public Computational Community, a
Scheduler Resource, a Launcher Resource, a Soft-
ware Resource Repository and the Software Re-
sources that will be composed to form the test ap-
plication [6, 4]. Finally the application is submit-
ted to the middleware and the output of its execu-
tion is evaluated.
On success, the API documentation and the bi-
nary modules are uploaded onto the LeSC web
server. These two automatic processes send an
email reporting success or failure to a devel-
oper’s mailing list allowing us to keep track of the
progress of the ICENI code.
2.2 Deployment process
Within the ICENI distribution, a script is provided
to automatically install and deploy the latest ver-
sion of the ICENI framework onto a local resource.
This script will:
• Download the latest version of the binary
modules.
• Update the conﬁguration ﬁles (e.g. infor-
mation on the private administrative domain
or the public computational communities to
connect to).
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This deployment process can be started auto-
matically at frequent intervals (by using crontab),
and can either start its own private administra-
tive domain with speciﬁc resources, or start re-
sources to connect to an already running admin-
istrative domain. It requires a CVS access to
the ICENI repositories, as well as a valid X.509
certiﬁcate and a proxy allowing a Globus access
to the machine saturn.icpc.doc.ic.ac.uk, and
the globus-url-copy command line tool.
2.3 Composition
The build process and the deployment process of
ICENI can be made available as services. These
two services can then be composed to build and de-
ployICENI,thedeploymentistriggeredonlywhen
the build service executes successfully and can be
run on different resources. The deployment ser-
vice is being extended as an Application Deploy-
ment Service that will deploy any ICENI Applica-
tion onto a resource. In the same way, an Applica-
tion Status Service can be used to monitor and test
an application, and reporting the status of the ser-
vice (and therefore the application) into a registry
(for example a MDS server).
Figure 1 shows how the build service and de-
ployment service can be composed. The arrows
represent the transfer of the ICENI modules that
are pushed on the LeSC web server by the build
service when the ICENI code compiles and runs
its tests successfully, and then pulled down to the
resources by the deployment service to install and
run an ICENI application.
These mechanisms have been used to start a
grid connecting resources in London, Cardiff, and
Newcastle. This demonstration was shown at
the London e-Science Centre Open Day with a
Launcher Service in Cardiff, and another one in
Newcastle, both connecting to a public Computa-
tional Community running in London. The appli-
cations submitted to the ICENI middleware were
scheduledtorunbetweenthesetwolaunchers, hav-
ing some components running in Newcastle, some
others running in Cardiff.
Currently, build and deployment services are
running on the following machines:
Build service is running on a Windows NT ma-
chine and a Solaris box inside the London
e-Science Centre.
Deployment service is running on a Solaris box
inside the London e-Science Centre, as well
as on a Linux box and an IRIX box that are
part of the Level 2 Grid activities. A deploy-
ment service involving machines from dif-
ferent e-Science centres is also running.
An Application Status Service has been imple-
mented to report in a database the results of these
different services. This database is publicly avail-
able on the LeSC web server [2] and can be queried
according to different criteria such as the operating
system on which the service was run, or the name
of the test that was run. Extracts from the contents
of this database are shown in Tables 1 and 2.
3 MDS to ICENI Gateway
ICENI provides a MDS [1] gateway that is going to
connect to a speciﬁc MDS server to retrieve all the
resources, by executing for example the following
request:
grid-info-search -x -h giis.lesc.ic.ac.uk
-b "mds-vo-name=lesc,o=grid"
-s sub "(|(object=class=MdsHost)
(objectclass=ComputingElement))"
For each host returned, a launcher is started
with information such as the clock speed, or the
memory available (information that will be used in
a latter phase by the scheduler to efﬁciently map
components on resources). The contract associated
to the new launcher service will either be based
on the list of authorised users provided by the re-
source in the MDS server, or if that information is
not available, a default contract will be created.
That gateway can be used as part of the ICENI
deployment to start as many launcher services as
the number of machines currently available when
the deployment is run. That allows to dynamically
change the nature of the test, and check the capa-
bilityofthe scheduler toreact toadifferentnumber
of launcher with different conﬁgurations. Figure 2
shows machines from different ETF sites connect-
ing to an UK e-Science Private Administrative Do-
main to form a federation of launcher services.
However the number of launchers started
through this technique can be very high. We are
looking at starting speciﬁc launchers according to
the type of the host; several hosts can be grouped
and managed by the same launcher such as a Con-
dor launcher [5] or a Globus launcher [3].
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Figure 1: Composition of Build and Deployment Services
Hostname Arch & OS Date Build result Tests
Run Failures Errors
rhea.lesc.doc.ic.ac.uk SunOS 5.8 2003-08-07 — 02:00 Build Successful 29 0 0
LeSCDemo2.doc.ic.ac.uk WindowsNT 1 2003-08-07 — 00:02 Build Successful 29 0 0
rhea.lesc.doc.ic.ac.uk SunOS 5.8 2003-08-06 — 02:00 Build Successful 29 0 0
LeSCDemo2.doc.ic.ac.uk WindowsNT 1 2003-08-06 — 00:01 Build Successful 29 0 0
rhea.lesc.doc.ic.ac.uk SunOS 5.8 2003-08-05 — 02:00 Build Successful 29 0 0
Table 1: Result of Build Services
Hostname Arch & OS Date Release Name Result
bouscat.cs.cf.ac.uk Linux 2.4.2 2003-08-07 — 11:23 - Hello World Pass
rhea.lesc.doc.ic.ac.uk SunOS 5.8 2003-08-07 — 05:48 - Hello World Pass
bouscat.cs.cf.ac.uk Linux 2.4.2 2003-08-07 — 04:23 - Hello World Fail, No output ﬁle
rhea.lesc.doc.ic.ac.uk SunOS 5.8 2003-08-06 — 05:46 - Hello World Pass
Table 2: Result of Deployment Services
UK E-Science Private
Administrative Domain
Newcastle
London
Cardiff
Oxford
Glasgow
Figure 2: UK e-Science Administrative Domain
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Testing and validating the behaviour of a dis-
tributed service oriented architecture presents
many challenges. The build, test & deployment
cycle within the ICENI nightly process represents
an initial exploration of these issues. Such an in-
frastructure is essential in building the resilient, ro-
bust and reliable S.O.A needed to support the UK
e-Science Grid.
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Abstract
The purpose of this project is to deliver fast and collaborative image processing to the biology
laboratory bench. This will be achieved in the context of spatial data mapping, reconstruction,
analysis and database query by developing GRID-enabled tools based on the existing tools
developed as part of the Mouse Atlas Program at the MRC Human Genetics Unit.
The Mouse Atlas Program at the MRC Human Genetics Unit in Edinburgh has developed a
spatio-temporal framework for mapping spatially organised data in the developing mouse
embryo. The Mouse Atlas (EMAP) which includes anatomy ontology of the developing embryo
and a gene-expression database for spatially mapped data (EMAGE) are part of this program.
The program has also delivered a large body of software and user interfaces for individual use
for data mapping, analysis, database query and 3D visualisation. The primary goal of this project
is to extend these software tools to allow secure and efficient collaborative work at all levels
using the GRID. The new developed tools will facilitate collaborative development of the
underlying spatio-temporal framework. The spatial mapping of the data into the standard frame
work or other images involves non-linear warp transformations which are generally compute
intensive. The GRID will be used to provide high-performance computing and secure
communication for mapping of the data. The reconstruction tools developed in the Mouse Atlas
Project include automatic alignment, sectioning distortions removal, automatic matching of 2D
sections onto a 3D template and user interfaces to manipulate grey-scale transformations and
image properties. 
Keywords: GRID-enabled tools, Mouse Atlas, Spatio-temporal databases, Biological data
analysis and visualisation.
1. Introduction
E-Science and the GRID are new terms to describe an extension of the use of the Internet not in
specific attribute but in scale. The key benefits of the GRID are transparency, security and
access to large scale compute and database resources. This is achieved by using high-bandwidth
networks to share resources and to access central provision of large scale systems for example
the high-performance computing at Daresbury (HPCX). Most e-Science funded projects are
aimed at developing the infrastructure or at large scale problems for which the advantages of
the GRID are clear. In this project we are focusing on the potential small scale benefits. In
particular the benefits for biomedical scientists at the lab bench and specifically in terms of
the tools developed as part of the Mouse Atlas Programme at the MRC Human Genetics Unit
[1]. The tools range from simple image processing for example 3D reconstruction of biological
material through data mapping to collaborative working both on reconstruction and analysis of
data. A particular application we will consider is the use of a secure GRID for collaborative
discussion of gene-expression data submitted to the Mouse Atlas Gene-Expression database
[2]. Some example of for the use of the GRID within the Mouse Atlas Program are illustrated in
the following sections.
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1962. Biomedical Image Analysis
Image analysis in the context of development is typically to describe the observed patterns in
terms of the recognizable structural features or to make a number of pattern feature
measurements. In the advent of standard atlases there is now more emphasis on spatial mapping
of the data with the possibility of much more sophisticated analysis, comparison and modeling.
Figure 1 illustrates typical image analysis tasks involved in the Edinburgh Mouse Atlas Project.
Some aspects of this process have been studied as part of the Mouse Atlas Program and where
the GRID could be important is outlined below.
3. 3D Reconstruction and Visualisation
3D reconstruction and visualisation is relatively routine in some laboratories but full
reconstruction from high-resolution serial sections required complex and compute intensive
calculation. With the development of Optical Projection Tomography (OPT) at the HGU [3]
this requirement will become widespread as experiments demand the geometric fidelity of OPT
with the high-resolution and histology of microtome sections. Figure 2 illustrates image
capture, reconstruction and visualisation in the Mouse Atlas Project. GRID aspects include
remote HPC service, transparent high-speed data transfer, and  data security.
Figure 2  Image capture, 3D reconstruction and visualisation in Mouse Atlas Project.
Figure 1  Typical image analysis involved in Edinburgh Mouse Atlas Project.
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1974. Atlases and Ontologies
The Edinburgh Mouse Atlas Project (EMAP) is an early example of a new generation of spatio-
temporal frameworks for model organisms. The key components of the framework are grey-
level voxel models of each developmental stage, an ontology of anatomical development and a
mapping between the text ontology and the geometric space of the model embryos (see Figure
3). These demand a high level of expertise and significant development time. For these
community resources to survive we need high-quality tools for the community to use and
contribute, particularly to the ontology mappings but also for inter-, intra-, spatial, and temporal
transformations. GRID aspects include collaborative image tools, complex transformation
calculation, HPC and  deformation modeling, and database interoperability.
5. DataMapping
In situ gene-expression data comes in many forms, 2D wholemount or sections, 3D volumes,
single/multi channel signal etc. A common requirement is to be able to spatially map the data
onto the standard framework or onto other images. Typical mapping processes in the Mouse
Atlas Project are illustrated in Figure 4. In general this is a complex non-linear warp
transformation established by manual interaction or automated processing. In either case the
calculation is compute intensive and if interactive warping is required access to HPC is
necessary. GRID aspects include high performance computation and high-speed and secure
data transfer. 
Figure 4 - Typical gene-expression data, a) wholemount preparation; b) section data; c) 3D OPT
data; d) a screen shot of a 3D warping interface for voxel data.
(a) (b) (c) (d)
Figure 3  EMAP  anatomy ontologylinked to the grey-level models via spatial domains.
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
1986. Spatio-Temporal Databases
Once the data is reconstructed and mapped it can then be submitted to the central database. The
Mouse Atlas gene-expression database emage, is curated to the extent that an editorial group
will check each submission for completeness and quality (see Figure 5). This process is made
easier by validity checking within the submission interface but the key checks on the data
interpretation and mapping can only be done by expert-eye and the editorial procedure may
include an interchange between the submitter and editor. This requires a secure discussive
environment including image manipulation and mapping. Query of the database does not need
the discussive aspect but many users may desire data security and privacy. The key requirement
for query is interoperability and query translation. For this type of data the translation may
involve complex spatial and temporal transformations both of the query domain and the data
return. GRID issues include interactive discussive and secure environment, interoperability, and
data-mapping services.
7. Discussion
This project is in the initial exploratory phase, GRID services are being implemented for the
provision of HPC to the lab bench for the purpose of 3D reconstruction and deconvolution. This
will then lead to services for spatial mapping (guery translation). Interactive and disscusive
environments will be considered later on the project.
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Abstract 
The Sun Data and Compute Grids (SunDCG) project[1] aims to develop an industry-strength, fully 
Globus-enabled compute and data scheduler based around Grid Engine [2], Globus [3] plus a wide variety 
of data technologies. The project started in February 2002 and will run until January 2004. The partners 
are the National e-Science Centre [4], represented in this project by EPCC[5], and Sun Microsystems [6]. 
This paper describes the project and its current status as of August 2003.  The project is funded as part the 
UK e-Science Core Programme[7]. 
Introduction 
According to [8], Grid computing can be 
classified at three levels of deployment as 
illustrated in Figure 1. 
•  Cluster Grid - a single team or project 
and their associated resources. 
•  Enterprise Grid - multiple teams and 
projects but within a single 
organisation, facilitating collaboration 
of resources across the enterprise. 
•  Global Grid - linked Enterprise and 
Cluster Grids, providing collaboration 
amongst organisations. 
Grid Engine[2] is a distributed resource 
management system that allows the efficient 
use of compute resources within an 
organisation.  Grid Engine meets the first two 
levels; Cluster and Enterprise, by allowing a 
user to transparently make use of any number 
of compute resources within an organisation. 
However, Grid Engine, alone does not yet 
meet the third level, the Global Grid. 
 
The Globus Toolkit is essentially a Grid API 
for connecting distributed compute and 
instrument resources via the internet. 
Integration with Globus allows Grid Engine to 
meet this global level.  That is, it allows 
collaboration amongst enterprises.     
 
The Sun Data and Compute Grids (SunDCG) 
project aims to develop a scheduler based on 
Grid Engine that allows user jobs to be 
scheduled across a global grid and allow these 
jobs to have access to their necessary data 
sources.  Globus will be used as the Grid API 
to provide secure communications.    
 
As a first step, a compute global grid scheduler 
has been developed by the project.  This 
integrates Grid Engine V5.3 and Globus 
Toolkit V2.2.x to allow access to remote 
resources.  This integration is achieved by use 
of the Transfer-queue Over Globus (TOG) 
software developed by the project [10].    
 
Figure 1 : Three levels of grid computing: cluster, enterprise and global grids (taken from [8]) 
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project has investigated the integration of 
access to data sources via data grid 
technologies such as OGSA-DAI, GridFTP 
and SRB.  The next step for the project team is 
to develop a hierarchical scheduler that scales 
better in a grid environment and enables access 
to remote data sources via data grid 
technologies.   
 
This paper describes how TOG can be used to 
create a global grid and so allow Grid engine 
to schedule jobs for execution on that grid.  In 
addition the paper outlines the progress being 
made in developing a hierarchical scheduler 
solution that integrates access to data sources 
across a global grid. 
Building a Global Compute Grid 
– the Transfer-queue Over 
Globus (TOG)  
Figure 2 illustrates how an enterprise can 
access remote compute resources at a 
collaborating enterprise and thus create a 
global compute grid.  This is achieved by 
configuring a queue on a local Grid Engine to 
use TOG. TOG provides secure job submission 
and control functionality between the 
enterprises.  TOG enables an enterprise to 
schedule jobs for execution on remote 
resources when local resources are busy.   Data 
and executables can be transferred over to the 
remote resource with subsequent transfer of 
results back to the local installation.   
 
In figure 2, queue e at Enterprise A acts as a 
proxy for a queue at B. This ‘proxy queue’ is 
configured to use TOG to run the job on the 
queue at B. In Grid Engine a queue that passes 
a job to a third-party is known as a ‘transfer 
queue’. TOG employs a similar mechanism to 
that used by Transfer Queues [12]: that is, 
execution methods are used to provide the 
additional functionality to Grid Engine so that 
jobs can be run elsewhere.  
 
Using TOG a global compute grid can use the 
Grid Engine interface for job scheduling, 
submission and control with remote system 
administrators still having full control of their 
resources. 
 
The TOG software has been used to create a 
global compute grid between the universities 
of Glasgow and Edinburgh.  Researchers at the 
Glasgow site of the National e-Science Centre 
have been able to access compute resources at 
EPCC using a Grid Engine installation 
configured with the TOG software [9].   TOG 
is also being used to set up a biomedical e-
Science demonstration using the new SRIF 
network linking three sites within the 
University of Edinburgh – EPCC, the Scottish 
Centre for Genomic Technology and 
Informatics (GTI) at the New Royal Infirmary 
of Edinburgh and the MRC Human Genetics 
Unit (HGU) at the Western General 
Hospital[10]. 
 
The TOG software and documentation is 
available for download from the open source 
Grid Engine site at 
http://gridengine.sunsource.net/project/grideng
ine/tog.html. 
JOSH – A hierarchical Job 
Scheduling System 
Following development and release of TOG, 
the SunDCG project is now developing a 
hierarchical job scheduling system referred to 
as JOSH – Job Scheduling Hierarchically. This 
system will match a user’s job requirements 
against Grid Engine instances at available 
compute sites.  A job can then be sent to the 
chosen compute site for local scheduling and 
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Figure 2: By configuring queue e to use the Transfer-queue over Globus (TOG) software, 
Enterprise A can access resources at enterprise B. Similarly, enterprise B can access resources at 
enterprise A by configuring queue d to use the TOG software. 
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201execution.  Before execution, any input files 
will be pulled to the compute site from their 
data sources (notably GridFTP servers).  
Similarly, output files will be pushed to their 
target data repositories after the job has 
completed. 
 
A middleware layer will handle secure 
communications and data transfer between 
JOSH, Grid Engine and any remote data 
sources.  The OGSA-compliant Globus Toolkit 
version 3 will form this layer.   User Interface 
software will be developed to allow job 
submission and monitoring from the user’s 
site. 
 
By scaling better in a grid environment and 
enabling access to remote data sources via data 
grid technologies, JOSH will improve upon the 
recognised limitations of TOG in these areas.   
Figure 3 illustrates how JOSH will query child 
Grid Engine installations at collaborating sites 
to determine if they are able to run a user’s job. 
JOSH will then place the user’s job at the site 
that best matches the following criteria. 
1.  It is capable of running the job. 
2.  It has the lowest load of the available 
sites. 
3.  It has the best access to the required 
data sources.   
For those user jobs that are not data grid aware, 
a data component will handle the transfer of 
data between sites 
Further Information 
For more information on the project and its 
deliverables please access the project web site 
at http://www.epcc.ed.ac.uk/sungrid/. 
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The objective of this ongoing work is to perform a detailed systematic study of organic salt formation 
through a series of designed experiments.  We have identified a set of descriptors that describe molecular 
properties relevant to salt formation.  For the initial experiments, a collection of salt forming acids have 
been assembled using the Cambridge Structural Database and their descriptor values have been 
calculated.  These acids define a chemical space from which the compounds for the first experiments can 
be chosen.  The experiments aim to explore this chemical space whilst building statistical models that will 
allow a better understanding of how the descriptors affect salt formation. 
 
INTRODUCTION 
 
There is currently a great amount of interest in the 
use of salts in the pharmaceutical industry 
because certain properties of the solid forms can 
be modified without altering the desired effect of 
the drug. 
 
Salt formation is essentially a three component 
system involving an acid (A), a base (B) and one 
or more solvents.  A salt is formed by the transfer 
of a proton (H
+) from an acid (A) to a base (B): 
 
A-H + B → (A
-)(B
+-H) 
 
The majority of drugs are basic (B) and therefore 
a large proportion of the work involves selecting a 
suitable acid former.   
 
Each salt imparts unique properties onto the 
parent compound. The selection of the best salt 
form for the ionisable drug is now of paramount 
importance in the pharmaceutical development of 
new chemical entities
[1].   
 
Typically, the first step in a salt selection 
procedure is the formation of a wide variety of 
salts, followed by the selection of the most 
crystalline salt form produced.  In order to assist 
salt selection a number of empirical rules have 
been devised, such as the ‘rule of three’. This 
states that salt formation generally requires a 
difference of at least three pKa units between the 
conjugate base and the conjugate acid,  
 
pKa (base) - pKa (acid) ≥ 3 
 
where pKa is the ability of an ionisable group to 
donate a proton (H
+) in an aqueous medium and is 
often referred to as the dissociation constant.   
 
Although rules such as the one highlighted above 
are valuable guidelines, as far as we are aware no 
detailed study has been made of the reliability 
and/or basis of these empirical procedures.  A 
carefully planned set of experiments may lead to a 
more scientific method for assessing the viability 
of salt formation, rather than relying on trial and 
error. 
 
INVESTIGATING THE CAMBRIDGE 
STRUCTURAL DATABASE 
 
An investigation of the Cambridge Structural 
Database (CSD)
[2] was initially performed to 
identify acids which form salts and co-crystals. 
The objective was to identify when a salt forms in 
preference to a co-crystal.  We consider succinic 
acid as an example to illustrate the process. 
 
Succinic acid is a pharmaceutically acceptable 
acid and can exist in two polymorphic forms
[3].  
In total, five salts and eight co-crystals were 
found from the CSD, using specific criteria (Table 
1). A co-crystal is taken to be an A-B composite 
in which no proton transfer has occurred: 
 
A-H + B → (A-H)(B) 
 
Table 1 also gives the pK1
[4]  value, the pKa for 
the most ionisable site in the molecule, for 
succinic acid and the salt and co-crystal forming 
bases.  When a salt was formed, the differences in 
pKa values between the acid and base were 
greater than 2.7 and so are in accordance with the 
approximate ‘rule of three’.  For the co-crystals, 
the differences between pKa values were 
generally less than for the salts and it is likely that 
the pKa values for the bases were not high 
enough to allow proton transfer. 
 
The example given agrees with the hypothesis 
that a large difference in pKa values leads to a 
higher chance of salt formation.  However, other 
factors need to be considered and this is why 
characterising salt formation space is essential in 
the prediction of salt formation. 
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Table 1.  Co-crystals and salts of succinic acid 
with their corresponding pK1 values.  A: indicates 
an acidic pKa.  B: indicates a basic pKa. * pK1 of 
this compound has not been reported in the 
literature. 
 
Figures 1 and 2 show the crystal structures for 
one of the salts and one of the co-crystals as an 
example.   
 
 
 
Figure 1.  A packing diagram for imidazolium 
hydrogen succinate viewed along the c axis
[5]. 
 
 
Figure 2.  A packing diagram for 2-
aminopyrimidine succinic acid, viewed along the 
a axis
[6]. 
 
MODEL-BASED APPROACH 
 
We are investigating an approach in which a 
statistical model, called a response surface 
model
[7], is fitted to the data from a designed 
experiment. The fitted model may then be used to 
predict the combinations of acids and bases that 
are likely to produce a salt. 
 
Due to the fact that there is a wide variety of 
choices for the acid or the base, a set of chemical 
descriptors was sought that could be used to 
characterise the chemical space of interest and to 
form a statistical model.  The chosen descriptors 
should represent key aspects of the molecular 
structure, which relate to its salt forming ability.  
It is also preferable to have a diverse set of values 
for each descriptor in order to provide a wide 
choice of possible compounds that could be 
chosen for the experiments.  
 
There were two main choices of descriptors: 
 
•  Traditional molecular descriptors – 
which are directly interpretable as 
properties of the molecule. 
 
•  BCUT (Burden Chemical abstracts 
service University of Texas)
[8]  type 
descriptors – which are single number 
descriptors that summarise the 
information in the molecular structure 
and the atoms in the structure, via 
eigenvalues of weighted connectivity 
matrices. 
 
It was decided to investigate meaningful 
molecular descriptors that, from chemical 
knowledge, were considered most likely to be 
related to salt formation. A shortlist of such 
descriptors was eventually chosen that were 
tabulated in the literature or easily calculated.   
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As a starting point, an initial set of 67 acids was 
obtained using the CSD.  The selected descriptors 
were either found in the literature or calculated 
using software such as HyperChem
[9].  Values for 
a total of ten descriptors were investigated. A 
particular concern was to avoid the use of 
descriptors which are strongly related, for 
example including pairs of descriptors which are 
highly correlated.  These may lead to redundant 
terms in the fitted model and coefficient 
estimators which are difficult to interpret and 
have high standard errors.  
 
Figure 3 shows a matrix of plots of all the two-
dimensional projections (scatter plots) of the 
values of the ten descriptors (labelled X1 to X10 
for simplicity) for the acids. These scatter plots 
show the relationship between pairs of descriptors 
for the available acids.  A high proportion of 
points along the diagonal indicates a strong 
correlation between two descriptors.  Prior to 
investigating the descriptor values, it was 
expected from chemical knowledge that several of 
the descriptors would be related and that those of 
most interest would be X1, X2, X3 and X5. 
X1
X3
X4
X5
X6
X7
X8
X9
X10
X2
 
Figure 3.  Two-dimensional projections for 
 X1 – X10. 
 
From the projections it can be seen that X2, X6 
and X10 are strongly related to each other. There 
are also high (greater than 0.8) positive 
correlations between the pairs (X2, X4), (X2, X7), 
(X4, X7), (X6, X7), (X7, X10), (X4, X7) and (X8, 
X9).    The removal of X6 and X10 from the list of 
descriptors still leaves four highly correlated 
pairs.  If X4 and X7 are removed, and only one of 
X8 or X9 (which are chemically closely related) is 
retained in the set, then the remaining variables 
appear to be unrelated.  This results in descriptors 
X1, X2, X3, X5, together with either X8 or X9. 
Table 2 shows the correlation matrix for the 
chosen descriptors, using X8 rather than X9. It 
should be noted that, when the descriptor 
comparisons were made, some acids had missing 
values for one or more descriptors.  For the 
purposes of examining the correlations between 
pairs of descriptors, only those compounds for 
which values of both descriptors were available 
were used.  Other, more sophisticated, approaches 
to descriptor selection could also be used but are 
not discussed here. 
 
 X 1 X2 X3 X5 X8
X1 1.000 0.246 -0.003  0.331 0.164 
X2 0.246 1.000 0.167 0.049 0.252 
X3 -0.003  0.167 1.000 -0.065  0.152 
X5 0.331 0.049 0.065 1.000 0.453 
X8 0.164 0.252 0.152 0.453 1.000 
 
Table 2.  Correlation matrix for the descriptors 
X1, X2, X3, X5 and X8. 
 
The next step in the process was to extend the set 
of acids to obtain better coverage of salt 
formation space.  This was achieved by first 
identifying regions in the descriptor space where 
acids were sparse and then finding additional 
acids in these regions.  
 
Figure 4 shows the two-dimensional projections 
of the chosen descriptors (X1, X2, X3, X5 and X8).   
X1
X2
X3
X5
X8
 
Figure 4.  Two dimensional projections for X1, 
X2, X3, X5 and X8. 
 
These projections indicate a reasonable coverage, 
with the poorest coverage occurring in the X1, X3 
projection (this is partly due to a number of 
missing values for the X3 descriptor). From 
Figure 4 and the three-dimensional projections 
(not shown), it was decided to try to find 
additional compounds with either low X1 values, 
high X2 values or low X5 values (or, ideally, 
combinations of these).  The ranges of descriptor 
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ensure they were appropriate for the initial 
experiments. 
 
A total of 36 additional acids were added to the 
original set and their corresponding descriptor 
values obtained or calculated. The next step of the 
process is the careful choice of compounds for the 
initial experiments from the acids.   
 
EXPERIMENTAL DESIGN 
 
When making a selection of compounds from a 
chemical space for experimentation, it is often 
required to choose a subset that is either as 
diverse or as representative of the space as is 
possible
[10].  To achieve these aims, it is common 
to use either spread or coverage designs.  A 
spread design aims to have the selected 
compounds as spread-out as possible in the 
chemical space, whereas a coverage design 
ensures that each unselected compound is as close 
to a selected compound as possible.  In the 
ongoing work, model-based design will also be 
considered, where the design aims to enable 
predictions to be made from the model as 
accurately as possible. 
 
For our initial set of 67 compounds, and using the 
descriptors X1, X2, X3, X5 and X8, Figure 5 shows 
the two-dimensional projections of a 24 point 
coverage design.  The points in the coverage 
design are evenly spread across the possible 
compounds, giving similar, but less dense, 
projections compared with Figure 4. 
X1
X2
X3
X5
X8
 
Figure 5. Two-dimensional projections for a 
coverage design for five descriptors.  
 
 
 
 
 
 
CONCLUSION 
 
A set of descriptors for investigating salt 
formation has been identified.  These descriptors 
can now be used in experiments to investigate the 
properties needed for salt formation to occur.  The 
eventual aim is that a database containing the 
descriptor values will be available to the scientific 
community over the Grid, together with rules that 
indicate which counter-ion would be most 
appropriate for a drug with a specified set of 
descriptors.  It is also planned to make available 
search algorithms for finding suitable designs for 
the experiments via a software node on the Grid. 
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Abstract 
The Geodise Project aims to aid engineers in the design process by making available a suite 
of design search and optimisation tools and Computational Fluid Dynamics (CFD) analysis 
packages integrated with distributed Grid-enabled computing, databases and knowledge 
management technologies. Engineering Design Search and Optimisation (EDSO) is a long 
and repetitive process requiring a complex sequence of tasks to be scripted together. We have 
developed a visual workflow tool with a friendly graphic user interface (GUI) to assist in the 
generation and execution of these scripts. It provides a set of functions: workflow 
construction, resource validation, script generation, process automation, job state monitoring 
and visualisation. Our workflow tool generates scripts in Matlab, which is familiar to 
Engineers and allows them to be re-used. Future work will incorporate a range of knowledge 
support mechanisms into the Workflow tool to assist in workflow construction and 
configuration. 
 
Keywords:  Workflow, process automation, Engineering Design, Grid-enabled, Matlab. 
 
1.  Introduction 
 
The Geodise project [1] is building a Grid-
enabled Problem Solving Environment 
(PSE) to carry out Engineering Design 
Search and Optimisation (EDSO) 
involving computational fluid dynamics 
and brings together the collective skills of 
engineers and computer scientists. For 
design optimisation it is necessary to 
analyse a design and obtain a value of the 
objective function, which measures the 
performance of the design. The 
optimisation process usually starts with a 
parameterised geometry in a computer 
aided design (CAD) package. The 
geometry is then meshed for the analysis 
program. After the analysis the solution is 
post-processed to obtain the value of the 
objective function. This process is 
repeated to systematically improve the 
design as part of the optimisation 
procedure [2]. 
 
Feasibility studies on some workflow 
specifications such as WSFL [3], XLANG 
[4], XPBL [5] have shown that they are 
not suitable for engineers working in a 
Matlab environment. These specifications 
lead to scripts generated in XML format, 
which limits their subsequent re-use and 
editing by engineers. There were also no 
standards until IBM, BEA and Microsoft 
recently proposed WS-BPEL [6] as an 
open standard specification. It is designed 
for Web services choreography which 
requires that: the components are web 
services, and users have to understand 
XML in order to compose a workflow. 
 
For engineers the scripts describing their 
workflows should be human-readable and 
editable outside any workflow tool. We 
have therefore focused on providing a 
workflow tool to generate scripts for the 
popular Matlab [7] PSE. Along with a 
sophisticated set of tools and post-
processing facilities, Matlab is supported 
on a wide range of platforms and 
operating systems; therefore we have 
chosen it as an exemplar hosting 
environment for the EDSO process. The 
challenge is to provide a Grid-enabled 
PSE for workflow construction with 
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resource sharing within a virtual 
organisation (VO). 
 
2. Workflow System Architecture 
 
The workflow architecture is designed for 
assembling components from Matlab 
components and/or legacy codes written in 
other languages. Fig.1 shows the 
workflow system architecture and 
illustrates how Grid technologies such as 
Globus [8] can be embedded into a 
workflow.  This system provides a loosely 
coupled Grid-enabled environment so that 
any component can be easily plugged into 
the system.  
 
 
Fig.1  Workflow System Architecture 
 
The Workflow Editor is a front end GUI 
tool mainly for workflow construction and 
runtime job management. GridFTP and 
GRAM are used for transferring files and 
submitting jobs to remote resources.  The 
workflow engine is a Globus server where 
the Matlab program with user defined 
components is installed. To access user-
defined components in a distributed 
system, GridFTP and GRAM are required 
in the workflow engine. 
 
 
 
 
The Database server is where the 
workflows and their associated results are 
stored.  The distributed Grid servers have 
hosted Globus servers and executable 
legacy codes. The implementation of 
communication is via the Resource 
Specification Language (RSL 1.0) [9]. 
 
3. Workflow Tool 
 
The workflow tool and its deployment 
system requirements are described in 
this section. 
 
3.1 Workflow GUI  
 
Workflow Tool is a standalone GUI 
application which runs on any 
platform. It is implemented in Java 
language. The main frame (see Fig. 2 ) 
is split into three panels: 
•  Component View 
•  Workflow View 
•  Compute Resource View and 
Job Monitor View 
The component view displays 
components loaded from an XML file, 
which may be dynamically generated. 
The components are defined as Matlab 
functions and are stored in a file 
system where Matlab is installed. The 
library includes Matlab scripts ( .m 
files ) for components and 
subcomponents. The subcomponents 
are functions to be called by the 
functions of the components. The 
components are laid out as a 
hierarchical tree structure. The tree 
leaves represent components and the 
other tree nodes define high level 
concepts for the leaf component. The 
concepts are used for retrieving 
information while obtaining 
knowledge advisory. The current 
version of the workflow tool only 
allows loading predefined components 
represented as an XML file. The XML 
has a list of functions that are defined 
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outputs are specified by a type, a name
 
 
 
Fig.2 Workflow Tool 
 
and an initial value. The leaf 
components can be dragged and 
dropped into the workflow view and 
they are displayed as text boxes. The 
labels of the text are the name of the 
components.  
 
The workflow view is a multiple tabbed 
panel that allows users to work on 
multiple workflows simultaneously.  The 
users can either create a workflow from 
scratch or open an existing workflow from 
a local file system or a database. The 
existing workflow can be modified and 
expanded using the same way as creating a 
new workflow. The panel is used for 
assembling components to form a 
workflow via drag and drop with 
connections between components 
representing dataflow.  The input and 
output properties of a component are 
displayed in a property sheet that pops up 
while double clicking on a selected 
component with right mouse button. Each 
sheet has a table with three columns: type, 
name and value. The users can change the 
initial value from the table and the 
contents are saved after clicking on the 
OK button. 
 
The compute resource view and job 
monitor view are in a shared space within 
a tabbed pane. The compute resource view 
shows all the Matlab servers and 
distributed servers which are predefined in 
a configuration file in XML format. The 
Matlab servers specify host names, 
directories where Matlab is located, and 
the users’ working directories where the 
user defined Matlab components are 
located. The distributed servers specify 
host names and working directories. The 
users can check/uncheck the servers 
provided by the system to validate the 
workflow task components.  
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displaying runtime job status, especially 
useful for a long time run, so that the users 
know the job status.  
 
3.2 System Requirements 
 
The software is implemented in Java as a 
standalone application and can be run on 
any platform. The workflow can be 
submitted to a remote Globus server which 
requires Java Cog [10][11] to be installed. 
The tool requires JSDK1.4 and the Java 
Cog 1.1 [10,11]. In addition, it requires a 
certificate authorised by a trusted 
organisation such as Globus Certification 
Authority (CA) or UK e-Science CA. The 
workflow engine requires: Matlab 6.5, 
Globus 2.2, Java Cog 1.1 (optional). The 
distributed servers require Globus 2.2. 
 
4. Conclusions and Future Work 
 
In this paper, the workflow system 
architecture and the workflow tool are 
presented for the EDSO process.  The 
workflow tool enables the users to 
construct, validate, run and monitor 
workflows on a distributed Grid-enabled 
system. The user assembles a workflow in 
a drag and drop environment. The 
components of a workflow are validated 
before submitting to a remote Matlab 
server. The runtime job status can be 
monitored from the tool. This has 
provided a friendly GUI tool to users so 
that they can easily construct workflows. 
The script from the workflows is 
generated in Matlab and can be edited/ re-
used. Future work will integrate 
knowledge support into the tool for 
EDSO. A decision component will be 
provided at decision points of a workflow 
and a parallel sequence will also be 
considered so that data can be passed from 
multiple components. We will also allow 
for dynamic integration of new 
components/ resources. 
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Chair: David De Roure 
 
The report ‘Research Agenda for the Semantic Grid: A Future e-Science Infrastructure’ 
was first circulated within the e-Science community in July 2001.  The subsequent two 
years have seen increasing activity in this area, in the UK, Europe and US, including the 
formation of the Semantic Grid Research Group at the Global Grid Forum and the 
recent funding of several new projects under the JISC and EPSRC ‘Semantic Grid and 
Autonomic Computing’ programme. 
 
This workshop has two main goals: 
•  Review – to take a look at where we are now, including an update on the Semantic 
Grid aspects of the original e-Science projects which set out to build ‘Semantic 
Grids’. 
•  Community Building – to provide the first opportunity in the UK for researchers to 
get together from the many e-Science projects which relate to the Semantic Grid. 
 
The featured projects include the three pilots which set out to explore different aspects 
of the Semantic Grid: 
•  MyGrid – the use of ontologies in the bioinformatics domain was already 
established, and myGrid set out to build on this and also to apply semantics within 
the service-oriented architecture.  
•  Geodise – developing information and knowledge grid aspects to encapsulate and 
exploit knowledge so that new engineering designs can be developed more 
effectively. 
•  Comb-e-Chem – applying Semantic Grid to automation, the ‘smart laboratory’ and 
in support of the notion of ‘publication at source’, a new model for scholarly 
communication in the chemistry field. 
 
The workshop will include updates on the e-Science projects within the 
Interdisciplinary Research Collaborations (IRCs) which are also addressing aspects of 
Semantic Grid, including the two projects in the Advanced Knowledge Technologies 
IRC: CoAKTinG (Collaborative Advanced Knowledge Technologies in the Grid) and 
MIAKT (Grid enabled knowledge services: collaborative problem solving environments 
in medical informatics). 
 
For the latest information on the workshop, and further information about Semantic 
Grid activities, please see the Semantic Grid Community Portal www.semanticgrid.org    
 
Announcement: There will be an international Semantic Grid Workshop at GGF9 in 
Chicago on Sunday 5
th October, chaired by David De Roure, Carole Goble and 
Geoffrey Fox.  We welcome participation from researchers in the UK e-Science 
programme. 
 
Please contact David De Roure (dder@ecs.soton.ac.uk) if you have any queries about 
these workshops and other Semantic Grid activities. 
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OGSADAI: Building Data Access and Integration Services 
Mini-workshop and panel 
 
Neil Chue Hong, EPCC (chair) 
 
Presentations: 
 
- OGSA-DAI Architecture and Design, Amrey Krause, EPCC (15 mins) 
- Developing and extending OGSA-DAI, Tom Sugden, EPCC (15 mins) 
- Distributed Query Processing using OGSA-DAI,  
  Nedim Alpdemir, University of Manchester (15 mins) 
- ODD-Genes: using OGSA-DAI to link gene data,  
  Andrew Murdoch / Thomas Seed, EPCC (15 mins) 
- Open discussion (30 mins) 
 
Summary: 
 
This workshop will present and discuss experiences of building 
Grid Data Services and using OGSA-DAI in applications to to 
enable data access and integration. The first presentations 
will give an overview of the OGSA-DAI software from a developers 
perspective and the second half of the workshop will present 
some applications built on the OGSA-DAI software. This will be 
followed by an open discussion. 
 
Overview: 
 
The UK based Open Grid Service Architecture - Data Access and 
Integration (OGSA-DAI) project is currently designing and 
building a middleware implementation of the components required 
to access and integrate data in a Grid environment.  The 
objective of groups such as the Data Access and Integration 
Services Working Group (DAIS-WG) is to specify Grid data 
services that will provide the ability to discover, manage, and 
access data resources within an OGSI compliant architecture. 
 
The Grid services implemented by OGSA-DAI provide a way of 
accessing different types of data resource through a common 
interface and allow distinct data resources to be accessed as a 
single logical resource. This is an important facility for most 
UK eScience projects. The OGSA-DAI software supports access to 
data in relational databases (MySQL, DB2 and Oracle), and data 
in XML repositories (Xindice). 
 
The objectives of this mini-workshop are to provide an 
introduction to data access and integration services, and a 
developers eye view of the OGSA-DAI software. The workshop will 
present a subset of the OGSA-DAI training course to outline the 
design of the OGSA-DAI framework and its component elements. It 
will also feature an overview of how to use, program and extend 
the OGSA-DAI software, and presentations from a number of 
projects currently using OGSA-DAI in their applications. 
Finally, there will be an open discussion on the future 
direction of data access and integration service development, 
and how a road map for new functionality in OGSA-DAI can be 
produced. 
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Mini-workshop and panel 
 
Dave Berry (NeSC, chair), Steven Newhouse (LesC), Tony Hey (e-Science Directorate), 
Miron Livny (Wisconsin), Geoffrey Fox (Indiana), Simon Laws (IBM) 
 
This workshop will present and discuss the use of the OGSA platform in UK e-Science.  
The panellists will provide international and industrial perspectives, as well as the view 
from the UK e-Science programme.  A major part of the workshop will be a panel 
discussion, with questions from the floor, so come along and ask your questions. 
 
  Introduction (Dave Berry) 
UK experience with GT3 (Steve Newhouse) 
  The Road Ahead for UK Grid Services (Tony Hey) 
  Short presentations from the remaining panellists 
 Open  Discussion 
 
Two talks will set the scene for the panel discussion.  The first will summarise the results 
of a meeting of UK GT3 users in May.   It will include a users' view of which grid 
services and related functionality are most important in the short term. 
 
The second talk will present the roadmap for adopting OGSA services in the UK.  This 
roadmap includes plans for a test Grid based on OGSI, and a migration path for the 
production UK e-Science Grid.  
 
Following the two main presentations, the remaining panellists will be give short talks to 
present personal viewpoints of the topic.  Then the discussion will be opened to the floor. 
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to be presented by 
Alan Robiette (JISC; Chair of Grid Security Task Force) and other STF members 
 
The purpose of this workshop is to inform participants about the work of the Grid Security 
Task Force (STF), and to invite feedback on security issues generally. 
 
The STF was set up to advise the e-Science Directorate on security issues: in essence, on the 
problems inherent in operating a secure environment for the UK Grid, on measures needed to 
implement high standards of security, and on development work which might be needed to 
address any special security needs of Grid computing.  Its members are drawn from a range 
of academic and commercial organisations, covering a wide spread of expertise. 
 
To date the STF has produced two documents: 
 
•  A Rough Guide to Grid Security (distributed at last year's All Hands Meeting) 
•  UK e-Science Security Policy (released at Town Meeting on 14
th May) 
 
The Security Policy has been accepted by the e-Science Steering Committee and endorsed by 
the Director-General of the Research Councils. 
 
Work currently in progress includes a further three documents, which will be completed and 
issued shortly.  These are: 
 
•  Security Task Force High Level Recommendations 
•  e-Science Security Road Map: Technical Recommendations 
•  Security Guidance for Principal Investigators 
 
The first document is a brief executive summary for the e-Science Directorate, outlining what 
STF considers should be done across the spectrum of security, including risk assessment; 
policy implementation and guidance; technology gaps; education and awareness; and 
documenting and publishing best practice. 
 
The second document, the technical road map, explores technology gaps and suggests key 
topics which need to be addressed on different timescales (short, medium and long term) to 
create robust and reliable production Grids.  Areas addressed in the road map include 
 
• Authentication 
• Authorisation  (including  delegation of authority) 
• Auditing 
• Privacy  and  confidentiality 
• Trust 
•  Security of Grid fabric 
 
In addition to reviewing purely technical solutions to the problems in these various areas, the 
paper looks at a number of important operational characteristics of potential solutions such as 
usability; performance and scalability; manageability; and standards and interoperability. 
 
Once complete and approved, it is anticipated that the road map will form the basis for new 
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Finally the third document, guidance for Principal Investigators, is intended as a practical 
guide which will assist PIs and project staff to put sound security measures in place and to 
ensure that their projects conform to the e-Science Security Policy. 
 
The workshop will be based around short presentations from the authors of these documents 
and will encourage comment and discussion from the audience.  It is hoped that this will 
inform the work of the STF in the coming year. 
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Barry R Smith, David S Moss, Matthew Davies 
School of Crystallography, Birkbeck College, University of London, Malet Street, London 
 
David Boyd 
CCLRC/Rutherford Appleton Laboratory, Chilton, Didcot, Oxfordshire 
 
Abstract 
 
The binding of peptide fragments from foreign proteins to MHC Class II cell 
surface molecules is a process that is central to vaccine design, tissue transfer, 
and the understanding of the immune system [1].  
 
The variability of MHC molecules in the human population, and range of 
possible peptide fragments, means that the problem is experimentally difficult. 
We use molecular dynamics simulations to predict peptide binding affinity. 
The simulations are computationally demanding and produce large amounts of 
data. Hence, a Grid-based distributed computing approach is ideal. 
 
 
Immunology Background 
 
When an individual is infected with a virus or bacterium, an immune response is 
provoked that recognizes and eliminates the infectious agent [1]. A critical step in the 
cellular response of the immune system is the binding of short peptide fragments 
(from broken down foreign proteins) to MHC Class II protein molecules (Figure 1). 
This complex is then presented to helper T cell receptors for inspection at the cell 
surface. The key to peptide binding specificity lies in the highly polymorphic nature 
of the MHC binding groove. Identifying peptides that bind to MHC, and hence trigger 
a response, may help researchers produce a vaccine. Rheumatoid arthritis and 
multiple sclerosis are common diseases where MHC molecules play a role. 
Inappropriate immune response can be equally harmful, for example in the treatment 
of leukaemia. 
 
Figure 1 MHC class II protein binding groove (red/blue ribbons) with bound peptide (grey ribbon). 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
221Molecular Dynamics 
 
Simulated Annealing is a molecular dynamics technique which involves rapid heating 
followed by slow cooling of a system. This allows molecules to sample many 
conformations and high energy geometries, then finally settle near the global energy 
minimum. 
 
There are many possible peptide sequences. For each chosen peptide, we use the 
AMBER [2] and NAMD [3] software packages (with Amber ‘94 force field) to 
simulate the complex in solvent. By studying the energetic interactions of each 
peptide we can discriminate between good and bad binders. In our work we also make 
use of MMTK [4], MMTSB [5], EMBOSS [6] and BTL [7] toolkits for manipulation 
of structures (mutation, docking etc) and file processing. The simulations are 
computationally demanding and produce large amounts of data: 
 
• Long time scales are required (ideally >1ns duration). 
• A full model system is large.  
• Each person's immune system comprises a slightly different set of MHC alleles.  
 
Summary of Results 
 
Our initial results (full details in Davies et al [8]) show that we can successfully 
predict relative binding affinities of a range of peptides, to an equal or better accuracy 
than other prediction methods available (e.g. ‘matrix-based’ methods [9]). Evaluation 
of the methods is performed via ROC curves, which compare both specificity and 
selectivity. Planned improvements to our simulation method, e.g. free energy 
calculations and enlarged model system, should increase accuracy further.  
 
Grid Work 
 
The current work utilises a small cluster of processors and a Globus testbed, as part of 
a pilot Grid project with funding from PPARC. Better automation and full use of 
distributed computational resources will help achieve our goal of systematically 
computing the binding energies of many types of MHC and peptide. Our particular 
interest now is to exploit the new Globus 3 Toolkit [10], for example via a distributed 
client, and development of an improved results database using mySQL [11] and 
OGSA-DAI [12].  We are also collaborators on the UK BioSimGrid project [13].  
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Abstract
With more services populating the UK’s Grid with strict access control policies and users in multi-
levelled organisations with multi-lateral collaborations, there is a real need for careful control of access to 
data and resources.  A2Z is an ongoing JISC funded project to investigate the use of Akenti (development 
authorisation software from Laurence Berkeley Laboratory) to control access to British Library data in 
the form of an existing service zetoc, run by MIMAS at the University of Manchester.  
A2Z uses UK eScience x509 certificates to identify people via the same zetoc web interface familiar to 
the user, minus the username password authentication step.  Behind the scenes, complex sets of rules exist 
some of which are issued, signed and maintained by people representing the British Library (stakeholder 
for the data) and others by people representing JISC (stakeholder for the storage and service delivery 
mechanism).  Users are issued with Attribute Certificates (i.e. certificates which tie an x509 certificate to 
an attribute e.g. group or rôle) which the stakeholders may wish to require as part of their access policy. 
This paper highlights how Akenti has been employed to describe and evaluate the complex authorisation 
rules required to access the library’s data via zetoc.  It highlights the minimal impact to the user and 
shows how a resource such as this can be controlled in a highly distributed framework.  
The zetoc service  
The zetoc service
[1,2] comprises of two 
user interfaces, a search web page and 
an alert web page. The search page 
provides an interface to search through 
the British Library’s Table of Contents 
Data.  Where possible, zetoc provides 
further information about discovered 
articles to access the full text either 
electronically or by more traditional 
document delivery routes. The methods 
and web pages providing this access are 
customisable by the institution to which 
the user is a member. The Alert page is 
an individually configurable watchdog. 
It monitors new releases of journals and 
proceedings for user specified editions 
and/or keywords, and sends out a table 
of contents for each match. 
Search access is currently controlled 
firstly by IP and if this fails by Athens; 
alert is controlled by Athens alone. 
Athens presents a username password 
challenge to the user which is evaluated 
remotely.  Three letters from the 
username identify the institute to which 
the user belongs.  
Akenti 
Akenti
[3] is a security model and 
architecture that aims to provide 
scalable security services in highly 
distributed network environments. 
It makes use of digitally signed 
certificates capable of carrying: user 
identity, resource’s  use-conditions, user 
attributes, and delegated authorization. 
It makes decisions based on policies 
split among on-line and off-line entities. 
A2Z 
A2Z uses UK eScience x509 certificates 
over https to identify people via the 
same zetoc web interface familiar to the 
user (figure 1). This does away with any 
username password step.  
Behind the scenes, complex sets of rules 
exist (see figure 2). These rules are 
issued, signed and maintained by the 
stakeholders. Users are issued with 
Attribute Certificates (mapping their 
x509 certificate to a rôle or a group). 
The stakeholders may require these as 
part of their authorisation policy. 
When the A2Z web server in figure 2 
receives a request to access either of the 
zetoc services, it checks the https 
connection for a recognised valid 
certificate. If no certificate is presented 
the user cannot get any further and is 
told so. 
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x509 certificate and IP address are 
passed to the ‘Authentication Black-
box’. This will return one of three 
options: read – access to the data, write 
– the user may customise the interface 
for other users, neither – authorisation 
cannot be found for that user. 
The Black-box decides this using a 
capability certificate issued by the 
Akenti engine. It invokes the Akenti 
engine with the user’s x509 certificate.  
Akenti reads and verifies its Root Policy 
and user certificate. It then collects and 
verifies  use condition certificates that 
the policy directs it to. The use 
conditions (below and right) specify the 
location of attribute certificates and 
other requirements e.g. location or 
receipt of fees.  The engine evaluates all 
attribute certificates and any x509 based 
constraints and returns a capability 
certificate containing full or conditional 
rights.  
Finally, the black-box is left to evaluate 
any conditions on the returned 
capability before it grants or denies 
access.  
  
Figure 1.  The zetoc interface via A2Z 
Distributed Access Control 
Authority to use zetoc is governed by 
two stakeholders: 
The British Library’s  use conditions 
allow access to readers in the Reading 
Room, anyone from UK academia, 
anyone from NHS Scotland providing a 
licence has been paid or NHS England. 
The British Library owns the data. 
JISC’s use conditions  allow access to 
British Library readers, UK academics 
from the ‘TAU’ list i.e. Higher/Further 
Education and Research Councils which 
must have a licence, ‘CHEST’ 
Associates or Affiliates with a Licence 
and any member of the NHS in the UK 
with a regional licence. JISC are the 
stakeholders for the machine and 
support. 
Due to the large number of institutes on 
the JISC TAU list it was necessary to 
create a further Akenti based service. 
This is an automated web based 
interface that generates a TAU attribute 
certificates upon the successful 
evaluation of attributes issued at the 
institute level. 
Akenti has been designed to use use-
conditions with a high level of 
granularity.  The aim is to allow stake 
holders to add and remove authorisation 
on a condition-by-condition basis.   
Conditions may be marked as “critical” 
or “non-critical”.  If a condition is 
critical it must be satisfied. 
This basis is not suitable for the zetoc 
service where a condition from the 
British Library and a condition from 
JISC must be satisfied.  Therefore A2Z 
bundles all Library conditions into one 
large critical use condition and does the 
same for all JISC conditions.     
myGrid Integration – the next step
myGrid
[4] aims to provide a virtual 
laboratory workbench. Access to zetoc 
via A2Z through myGrid is the next 
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web service for both zetoc  services, 
implementing zetoc Alert as an OGSA 
notification port type with a UDDI-M 
registry entry.  
 
Figure 2. The Distributed structure of A2Z  
Summary 
A2Z highlights how Akenti can be 
employed to describe and evaluate the 
complex authorisation rules required to 
access services such as zetoc  with 
minimal impact to the end user. 
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Abstract
The aim of this project is to make it routine to obtain reliable information on protein structure using X-ray
crystallography in a high-throughput mode by introducing easy access to all facilities together with
automation where appropriate. This will allow the biologist to concentrate on the scientific questions
rather than the technical details.
Scientific Background
The vast amounts of data coming from the
genome projects have generated a demand for
new methods to determine structural and
functional information about the proteins and
other macromolecules in living systems. At the
same time, advances in biotechnology are
making it easier to obtain pure samples of these
molecules. This has led to a demand for, and the
possibility of, high throughput structural
biology and has given rise to the term
“structural genomics”. High-throughput
techniques also open up the possibility of
carrying out mass binding studies on each
protein in order to investigate possible function
or to develop inhibitors as potential
pharmaceutical compounds or functional
probes. Increasingly, scientists who are not
experts in the various techniques individually
will carry out the complete investigations. It is
vital that high-throughput techniques do not
lead to a reduction in the quality of the
information obtained.
In the UK, several large projects involving high
throughput protein structure determination using
crystallographic methods have recently started
or been announced. As an example, the recently
announced BBSRC SPORT initiative has, as
one of its aims to "establish in the UK an
internationally competitive capability in high
throughput, parallel approaches to the
expression, isolation, purification and structure/
function determination of biological
macromolecules. This capability must be
achieved as part of a programme aimed at
producing detailed descriptions of the structure
and molecular functions of cellular complexes
and/or pathways of major biological
importance."
The diagram underneath shows the major steps
in a protein crystallography project from
selecting the target protein to investigate to
depositing and analyzing the structure.
Aims of the Project
A large amount of information will be generated
by this work. This information will have to be
passed through the structure determination
process and stored in accessible databases so
that functional information can be obtained and
experiments repeated, perhaps with
modifications. Many of the investigations will
be initiated and carried out by biologists with
little experience in physical techniques such as
x-ray crystallography. Where applicable,
automation of experiments and data analysis
will be necessary. It is therefore essential that
reliable methods of handling and analysing the
large amounts of data generated by high
throughput protein crystallography are
developed if the appropriate benefits are to be
realised.
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The e-htpx project aims to unify the procedures
of protein structure determination into a single
all encompassing interface from which users
can initiate, plan, direct and document their
experiment either locally or remotely from a
desktop computer.
The main aims are
•   To develop a user interface to allow
structural biologists to interact easily with all
the required resources
•   To implement a portal for managing and
analysing projects submitted to high-throughput
protein production
•   To develop systems for controlling the
diffraction data collection and analysis based on
rules as currently used by experts in the field of
protein crystallography
•   To extend and develop structure
determination software to take advantage of
low-cost, highly parallel computing facilities so
that feedback can be provided on the success, or
otherwise, of structure determination.
•   To implement portals for x-ray data
collection and structure determination, enabling
access to all facilities over the internet.
•   To implement an automated system for
collating the data from all stages and
transferring these data to the EBI for deposition
in public databases.
•   To liase with industrial users concerning
their needs
The UML diagram underneath defines the
interaction between the various modules.
e-Science issues
There are several features of this project which
are worth emphasizing. Firstly, there will be
real samples which have to be transferred
between the various facilities. These will have
to be tracked (e.g. with bar codes) and the
relevant information transferred from the
corresponding database. Access to these
databases will be a major issue for the project
and it is possible that the standards defined by
OGSA DAI will be important for this. Access to
instruments (e.g. for protein production,
crystallization and x-ray data collection) will be
required. In this case it is intended to implement
a large degree of automation so that the various
procedures can be carried out with minimum
intervention. However the ability to monitor the
course of the experiments and modify the
procedures will be important. Finally, security
will be a significant concern. Although most of
the information from academic projects will
eventually be deposited in public databases,
scientists will wish to protect the information
prior to publication and deposition.
Pharmaceutical companies using the facilities
will also regard this aspect as being of prime
importance.
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standard protein crystallography analysis
software to run on parallel computers. When
implemented, resource location and load
balancing may be applicable for this part of the
project. However, the other resources for high
throughput structure determination will be
located at defined experimental facilities and
identifiable in advance.
Finally, it is worth pointing out that, although
the process has similarities to a manufacturing
process involving several sites, each procedure
is subject to significant uncertainty. Feedback
from later stages of the process to earlier stages
will be necessary when problems occur.
Obtaining the appropriate mix of automation
and user decision making will be a major factor
in the project.
Progress so far
A major activity has gone in to developing a
comprehensive data model for the project. This
is a key requirement as it will enable the
information to be exchanged between different
stages of the process in a way which is
independent of the precise implementation of
each stage. The model describing the process of
protein production, from target selection
through expression, purification to
crystallisation is at an advanced stage
(http://www.ebi.ac.uk/msd-
srv/docs/ehtpx/lims/index.html). The SQL
schema to create tables inside a database will
soon be autogenerated from the UML Data
Model.  The SQL file is generated by another
version of the Data Model: The Torque
Database Schema Reference.  Torque is part of
The Apache DB Project and it is used here to
generate the database resources required from
an XML file containing the database schema,
the Torque Database Schema. The compliance
between these two models is maintained by
hand for the moment. The relational database
schema is available for three databases:
mySQL, postgreSQL and Oracle. A detailed
documentation for each table and each table
field is available with, autogenerated from the
Torque Database Schema.  (see
http://www.ebi.ac.uk/msd-
srv/docs/ehtpx/lims/downloads.html).
Procedures have been developed to allow
remote users to request images from the
automatic crystallisation facilities at the Oxford
Protein Production Facility and view the images
remotely. The images (one is shown in the top
left hand part of the first diagram) are colour
coded according to a scoring scheme for
successful crystallization. Automation of x-ray
data collection is progressing, with the ability to
produce and implement an automatic strategy
for data collection from some initial x-ray
diffraction images images of the crystal
1.
Interfacing this software to robotic sample
changers is proceeding at both the ESRF and the
SRS. Progress has also been made on
implementing parallel processors for some of
the x-ray data analysis software so that rapid
feedback can be given to the experiments.
Options for the graphical user interface and
workflow engines have been investigated.
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service will be carried out in summer 2003. A
sequence diagram showing the main flow of
information is given below.
Various workflow packages (e.g. Triana,
Taverna) are being assessed for use with the
web services implementation. During
subsequent stages of the project, the automation
aspect of the project (including feedback from
parallel computing) will be developed further
and the web services extended to the complete
procedure and placed in a grid environment,
probably using the recently released Globus
Toolkit 3 technology.
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 Abstract
 The BaBar experiment involves 500+ physicists spread across the world, with a requirement to access 
and analyse hundreds of Terabytes of data. Grid based tools are being increasingly used for the 
manipulation of data and metadata, and for transferring data and analysis tasks between sites, facilitating 
and speeding up the analyses and making best use of equipment. We describe many of these 
developments: in authorisation, job submission, and data location. The successes in introducing Grid 
technology as a solution to a pre-existent but overloaded computing model is described. 
 
1. Introduction 
Babar
[2] is a B Factory particle physics 
experiment at the Stanford Linear 
Accelerator Center. Data collected here 
are processed at four different Tier A 
computing centres round the world: 
SLAC (USA), CCIN2P3 (France), RAL 
(UK), Karlsruhe (Germany).   
Research takes place at several 
institutes in the UK (all with designated 
BaBar computing resources): the 
Rutherford Appleton Laboratory and the 
universities of Birmingham,  Bristol, 
Brunel, Edinburgh,  Liverpool, 
Manchester and Imperial College, 
Queen Mary and Royal Holloway, 
University of London.   With this 
number of sites a Grid is the obvious 
way to manage data analysis. 
However, unlike the LHC experiments, 
this has to be put on top of a large 
existing software structure. The Grid 
has to be retro-fitted rather than built in 
from the start. 
2. EDG job management for BaBar 
BaBar uses the EDG
[3] job submission   
system, with a resource broker at 
Imperial College and compute elements 
and worker nodes installed at various 
European and UK sites. 
The user prepares their data using 
skimData: an interface to databases 
storing BaBar metadata (see section 4). 
It is used to query what data are 
available at which location. The result is 
placed in a steering .tcl file.  A 
comprehensive set of this and other 
steering files are then compiled into one 
file using dump
[4].  A Job description 
language file is created and the job is 
submitted with user options (Figure 1):  
• A user submits a job via a User 
Interface (UI) to a Resource Broker  (1) 
 
Figure 1 EDG job submission 
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• The RB checks the user is authorised to 
use the services. (A user becomes a 
member of the Virtual Organisation
[ ] 1  ) 
and logs the request in Book-Keeping 
(2) & (3). 
• The RB forwards the request to the 
intended Tier A’s gatekeeper (Ideally it 
finds where data is by looking in a 
Replica Catalogue first.) (4), 
• If the user is authenticated and mapped 
to a local username the job is submitted 
to the local batch system. Output is 
written to a Storage Element and the 
Logger  & Bookkeeper is updated with 
status of the job (5), (6) & (7) 
• The User polls the RB (8) to get the job 
status. When the job has finished the 
user retrieves output through the RB. 
3. The Event Store  
The present BaBar event store 
technology for persistent data is based 
on the objectivity database
[6]. BaBar is  
replacing this by kanga (Kind ANd 
Gentle Analysis) data format. 
 
.  
Figure 2. Old Database Model 
The move to kanga must have minimal 
user impact, be backward compatible, 
and the redesigned schema must be 
hidden. No job reconfiguration should 
                                                 
1 The BaBar VO, created at SLAC using a cron 
to check users’ certificates, and is accessed via 
ldap from babar-vo.gridpp.ac.uk
[5].  
be necessary and the new system must 
work with old data. 
 
Figure 3. New Database Model 
This is achieved with the scheme shown 
here, based on the ROOT system
[7]. The 
distinction between different levels of 
data is broken down, and it is made 
possible for the user to add extra pieces 
of information (for example, 
geometric/kinematic vertex fits) to 
specific selections of data.   
4. Metadata 
There are now several million BaBar 
event files (for real data and for 
simulated data) containing many 
millions of events at various stages of 
processing and reprocessing. The file 
names incorporate the run number, the 
processing and selection program 
versions, and all the other pieces of 
information. Thus the file catalogue is 
the metadata catalogue.  Logical-to-
physical file name translation is 
performed at each server site, and 
several strategies are employed: from a 
simple directory tree to dynamic load 
balancing with MSS integration 
[8]. 
 
The  skimData tool is provided to 
navigate the catalogue, and will return 
to the user a list of valid files satisfying 
specified criteria. At each site 
skimData  uses tables in a 
mySQL/Oracle database to store its 
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exists at the site in question.   
This system has been extended with a 
small extra table which gives the file-
existence information for all BaBarGrid 
sites.  The specific information for each 
site is collected centrally with a nightly 
cron job, and this is then copied out to 
local sites.  This mean that for N sites 
the information about all the other sites 
is maintained using 2N operations, as 
opposed to N
2, at the price of being 
possibly a few hours out of date. 
The user with specific criteria then 
proceeds firstly by finding what data 
files exist, and then finding which exist 
at the sites on which they choose to run 
(or, on which they are allowed to run.) 
This is currently done ‘by hand’ rather 
than in the fully automated styled of the 
Resource Broker, but a simple to use 
web based GUI is provided. 
5. AFS as a sandbox solution 
The ideal view of job submission to a 
grid is one where the user prepares an 
analysis code and small control deck 
and places this in an ‘input sandbox’.   
This is copied to the remote computer 
or file store.  The code is executed 
reading from the input and writing its 
results to the ‘output sandbox’.  The 
output sandbox is then copied back to 
the user. 
This simple model poses some 
problems for analysis of BaBar data. On 
input the BaBar job needs many .tcl 
files – .tcl files source more .tcl files, 
and the programs need other files (e.g. 
efficiency tables). A general BaBar user 
prepares their job in a ‘working 
directory’ specifically set up such that 
all these files are available directly or as 
pointers within the local file system, 
and the job expects to run in that 
directory.    
One solution adopted for input is to roll 
up everything that might be needed in 
the input sandbox and send it. – This 
will produce a massive file and you can 
never be sure you’ve sent all the files 
that the job might require.  Another is to 
require all the ‘BaBar environment’ 
files at the remote site, but that restricts 
the number of sites available to the user. 
One solution adopted for output is to 
email it to the user – but this is only 
sensible for small files and the BaBar 
outputs can be huge (it can be ntuples 
for further analysis.)  Another is to 
expect the user retrieve the output 
themselves – this requires the user or 
their agent knowing where the job 
actually ran. Another is for the job to 
push the output back itself, requiring 
write access (even a password) to the 
client’s machine.  
Our solution is to use AFS.  The job is 
executed at a remote site using globus-
job-submit. Access to the resource is 
based on VO management discussed 
above but only at the Gatekeeper’s end. 
A simple wrapper round the job 
executes gsiklog to the home AFS cell. 
gsiklog is a self-contained binary that 
performs a klog based on the 
authorisation of a grid certificate so an 
AFS password  is not required. The job 
can then cd to the working directory in 
AFS.  Input files can be read and output 
files can be written just as if running 
locally.  
  Figure 4. Schematic of an AFS based 
sandbox for grid submission of analyses 
Figure 4 shows the topology of grid 
submissions with AFS. The starting 
point is that all BaBar software and the 
user working directory are in AFS. 
There is no need to provide and ship 
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those can be accessed through links to 
the parent releases.  
The user locates data using skimData, 
and data .tcl files are stored in the user’s 
working directory. S/he creates a proxy. 
Jobs are submitted to different sites 
according to how the data have been 
split in the skimData process. gsiklog 
is either found locally, read from AFS 
or copied across as required.  AFS 
tokens can then be acquired to allow the 
job access to the working directory and 
software.  The output sandbox is simply 
written back in the working directory 
and doesn’t require any special 
treatment. 
AFS has a reputation for being ‘slow’. 
But this is not a problem. It can be slow 
when dealing with file locking for 
editing.  But for direct IO it is relatively 
fast. It is also an established file system 
which works across many platforms and 
has been used by BaBar and other HEP 
experiments for some time now.  
 
Summary 
This paper shows some current uses of 
eScience within the UK Babar 
Community.  Some of the items 
discussed are still prototypes, but some 
are actually being employed now for 
real analyses. 
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Abstract: The Standard for Digital Imaging and Communications in Medicine (DICOM) specifies a non-proprietary digital 
imaging format, file structure and data interchange protocols for the transfer of biomedical images and non-image data related 
to such images - it is a specification of the components that are required in order to achieve inter-operability between biome-
dical imaging computer systems.  We describe how a Grid-enabled medical imaging database (eDiaMoND) employs a 
relational approach to the storage of DICOM files.  Although the work described has been carried out within the context of a 
specific mammography-related project, the underlying principles are applicable to other medical imaging systems dealing 
either with other modalities or with other diseases. 
 
Introduction 
 
The main aim of the eDiaMoND project is to develop a 
prototype for a national database of digital mammograms 
to support the United Kingdom's breast imaging 
infrastructure.  The project also intends to develop a 
number of applications to take advantage of that 
infrastructure.  One of the secondary aims of the 
eDiaMoND project is to deliver generic solutions to the 
problems addressed during the development and 
deployment processes.  This paper is presented in that 
spirit: we feel that the approach taken to database design 
for the eDiaMoND project will be of interest not only to 
other mammography-related projects, but also to a variety 
of Grid-based applications in which DICOM is utilised. 
 
DICOM: a brief overview 
 
The Standard for Digital Imaging and Communications in 
Medicine (DICOM) is a widely used standard for the 
storage and transfer of medical images.  What sets 
DICOM apart from other image formats is that DICOM 
files contain both the image data and also image-related 
data.  Image-related data can include, for example, data 
pertaining to how and why the image was taken, 
annotations, and patient information.  This ability to 
capture non-image data is taken to its extreme when 
DICOM Structured Report Documents are deployed. In 
such circumstances, no image is included in the file: it 
consists entirely of non-image data. 
 
In the DICOM view of the entities related to medical 
images, a patient can be the subject of any number of 
studies.  In the context of eDiaMoND, a study could 
represent the screening, then subsequent assessment of a 
patient; in the course of a study one or more series of 
images may be taken.  For example, in breast screening a 
single series of images would be taken using an X-ray 
machine. If further assessment were to be deemed 
necessary then a series of images may be taken using a 
different X-ray machine or possibly Ultrasound or 
Magnetic Resonance techniques.  Typically, for each 
session (or for the use of a new piece of equipment), a 
new series is created.  It is also possible to have a series of 
Structured Report (SR) Document files. SR Document 
files can refer to DICOM files (or simply the image part 
of such a file) belonging to other series without actually 
being part of that series; such referential power is 
available only to SR Document files. 
 
Every DICOM file contains information pertaining to the 
patient, study, and series.  It is common to store one 
image per DICOM file, so the patient, study and series 
data will be repeated in every file.  This allows each 
image to be viewed in isolation without losing context, 
but involves storing the same data in many files and 
introduces the possibility of conflicting data in files that 
relate to the same patient. 
 
Via the DICOM standard it is possible to exchange 
information relating to a wide variety of different image 
modalities. Within a single file, or as part of a single 
transfer, it is important that all parties involved 
understand what type of information is being exchanged.  
To facilitate this understanding, a reference is made to a 
Service Object Pair (SOP), which contains an Information 
Object Definition (IOD).  It is the IOD that defines what 
type of object is being transferred. 
 
Each Information Object Definition (IOD) contains a 
number of modules.  Each module is related to an entity.  
Modules are not exclusive to IODs, and it may be the case 
that they are related to different entities in different IODs. 
 
Each module has a usage, represented by one of three 
identifiers: if a module has usage M, it must be included; 
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condition; if it has usage U, it is optional. 
 
Each module is made up of a number of attributes. Each 
attribute has a name, a tag and a type.  The tag is a pair of 
16 bit numbers used to identify the attribute.  The first 
number signifies the Tag Group that the attribute belongs 
to; the second number identifies the Tag Element.   
Together, the pair represents the specific attribute.  Even 
for mandatory modules it is not necessary to use all the 
attributes.  The type of the attribute determines if it must 
be present and whether it must contain any data: type 1 
attributes must be present and contain data; type 2 
attributes must be present but may contain no data; type 3 
attributes are optional.  Type 1C and 2C attributes also 
exist: such attributes are present only if certain conditions 
are met.  It is possible that attributes may be present in 
more than one module; in this case the attribute may have 
more than one type.  In these cases the most restrictive 
type is used. 
 
In Part 6 of the DICOM standard, each tag is given a 
value representation (VR) and a value multiplicity (VM).  
The value representation describes the exact binary 
representation of the attribute within a DICOM file.  The 
value multiplicity gives the number of such attributes. 
 
Having a value multiplicity of more than one allows 
simple lists of attributes; for more complicated repeated 
patterns of attributes, DICOM defines sequences.  A 
particular attribute may be present in many different 
sequences and many times in a particular sequence.  It is 
also possible for sequences to contain other sequences. 
While this might tend to suggest that an object-oriented 
approach to the design of the database would be appro-
priate, the drawbacks associated with object-oriented 
databases, such as, for example, the fact that query 
optimisation compromises encapsulation means that an 
object-relational approach is more appropriate.  The IBM 
DB2 database - which underpins eDiaMoND - offers such 
capabilities. 
 
Data requirements 
 
In this section we describe some of the types of data that 
we are concerned with. 
 
The IODs currently supported by the eDiaMoND system 
are those pertaining to Secondary Capture Images, Digital 
Mammography X-Ray Images, and Mammography CAD 
Structured Report Documents.  It is fully intended that 
future versions of the database will support other 
modalities, such as Magnetic Resonance Images, 
Ultrasound Multi-frame Images, and Positron Emission 
Tomography Images.  The eDiaMoND database is 
designed in such a way that the addition of further 
modalities will not pose any implementation issues (at the 
database level, at least). 
 
Standard sets of patient data forms are gathered at the 
same time as image acquisition.  Screening forms are 
stored as DICOM Structured Report Documents, which 
contain standard BiRADS classifications. 
 
There are, of course, other types of information to be 
captured by the database.  Data pertaining to audit trail 
and access control capabilities are of particular relevance, 
given the nature of eDiaMoND.  In particular, there is a 
clear need to have a sufficiently flexible access control 
mechanism to allow individual hospitals or departments 
to enforce their own local policies.  These issues are, 
however, outside the scope of this paper. 
 
All updates to the database take the form of DICOM files 
inserted into the database.  The non-image components of 
these files are stored in the database, together with an 
identifier pertaining to the user that inserted the DICOM 
file, as well as additional information, such as, for 
example, the time that the file was inserted.  The database 
also keeps a record of all queries on the data. 
 
Design 
 
Users are not permitted to query the database directly, 
instead queries are sent in a pre-determined format as 
XML documents to the Query Service.  
 
The Query Service, as illustrated in Figure 1, commu-
nicates with the database through an OGSA-DAI Grid 
Data Service.  The Query Service can determine the 
access rights of an individual user by querying the 
database as a privileged user.  Having determined the 
appropriate access permissions, the query is either 
rejected or translated into appropriate SQL.  The Query 
Service also ensures that the access attempts are logged 
correctly by inserting the user details into the logs. 
 
Query Service
OGSA-DAI
Grid Data Service
....
Database
J
D
B
C
J
D
B
C
OGSA-DAI
Request Document
OGSA-DAI 
Result Document
XML Document XML Document Authentication
Access Control
Audit Control
Log Generation
Translation:XML->SQL
Translation:SQL->XML
 
 
Figure 1. Grid Query Service Architecture 
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The JDBC connection is made to a single logical database 
- although, in reality - this will be either a federation of 
different physical databases or a group of replicated 
databases.  The design supports the querying of both. 
 
While it is desirable to be able to handle all types of 
DICOM files, it is not practicable to create a normalised 
database that could fully represent an arbitrary file.  This 
problem can be easily understood if the system was 
required to deal with a new version of DICOM, which 
perhaps introduced new data fields or new IODs.  In 
effect, we are designing for forwards-compatibility.  In 
addition, employing an unnormalised structure - with the 
potential performance benefits that may result - is 
inappropriate for an application that requires guaranteed 
consistency of data; data integrity is essential for an 
application such as eDiaMoND.  Despite the fact that it is 
undoubtedly the case that performance is important to us, 
delivering correct data in a longer time is infinitely more 
preferable than delivering incorrect data quickly. 
 
For these reasons we divide the eDiaMoND database 
logically into two parts, as illustrated in Figure 2. 
 
DICOM file
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Figure 2. Database Architecture 
 
In one logical part of the database - which we term the re-
pository - the data is stored in a relatively unstructured 
fashion.  In the other part - which we term the clinical 
information store - data from specific IODs can be stored 
in a high-order relational database (at least 3NF).  In this 
way, when a DICOM file is inserted, it is parsed, with all 
non-image data being stored in the repository.  Then, 
automatically, via automated constraint-enforcing 
procedures (triggers), the necessary data is inserted into 
the clinical information store.  It is noted that in the 
repository, all the tags of the DICOM file are stored, 
including optional and private tags.  In contrast, the 
clinical information store holds only the data that is 
currently useful for eDiaMoND applications. If any tags 
were to be deemed relevant in future, it would be trivial to 
create additional relevant triggers. 
 
In this architecture there are some rules that have to be 
obeyed.  First, the repository allows only INSERTs, but 
not UPDATEs or DELETEs; this ensures that there is no 
potential for data loss.  Second, the clinical information 
store allows only INSERTs and UPDATEs as a result of 
INSERTs to the repository; this ensures that the data in 
the clinical information store is consistent with that in the 
repository. 
 
One of the most critical issues when developing a medical 
database is the provision of appropriate mechanisms for 
allowing updates and tracking changes.  This importance 
is derived from the legal and ethical requirements to 
record all updates of patient and screening data. In the 
eDiaMoND database, the deletion of previously captured 
DICOM files is forbidden.  The principal reasons for this 
are the necessity for keeping a history of previous data 
and cooperating with the existing health and legal 
regulations. 
 
When an update of information is needed, e.g., a change 
of name or a change of address, this will take place as a 
two-phase operation.  The first phase involves the 
insertion of a new DICOM file that contains the updated - 
or corrected - data.  The second phase - which is triggered 
by the successful completion of the first phase - involves 
a copy and an update. 
 
This second phase of the update mechanism is described 
by the following example, which is depicted in Figure 3.  
We consider a patient - Helen Jones - who has a unique 
ID: 12.  Associated with this record is a related record -
referenced by a foreign key called Audit Index - in another 
table, called Audit Table, which records the "who", the 
"when", and the "where" corresponding to the creation of 
a record in the Patient Table.  If the patient were to get 
married, with a consequent change of surname, we would, 
of course, wish to update the patient's name, with all other 
pertinent information remaining the same.  To achieve 
this, the patient record in Patient Table has to be 
duplicated, resulting in a new record, with a primary key 
of 13.  The information contained in the fields of the old 
record, having a primary key of 12, will remain the same, 
except the one that has to change, which in our case is the 
Name field, and also the field called Audit Index.  The 
latter has to reference a new record in Audit Table, which 
will contain all the necessary information pertaining to the 
conditions under which the alteration has taken place.   
This new record is the one having primary key 1043 in 
the Audit Table.  In the above example we have used one 
Audit Table for a given table in the database. However, 
one Audit Table can be used to track the changes of many 
tables.  The concept remains the same: the only 
modification is the addition of another field in the Audit 
Table containing a reference to the table that has been 
changed. 
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Figure 3. An Update 
 
The schema for the clinical information store has been 
designed in a way that allows an arbitrary set of DICOM 
files to be stored in the database, while ensuring that the 
relationships between Patients, Studies, Series and 
Equipment is maintained. 
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Figure 4. DICOM Data Schema 
 
The schema of Figure 4 is logically divided into two 
parts: there is the common spine of DICOM entities and 
additional tables relating to specific IODs.  In the dia-
gram, three IODs are represented: IOD_1 and IOD_3 
represent two different types of DICOM image IODs, 
while IOD_2 represents a Structured Report IOD.  While 
all three IODs have attributes related to Patient, Study, 
Series and Equipment, only the Image IODs have 
attributes related to the Image entity and only the 
Structured Report IOD has attributes related to the 
Document entity. 
 
As mentioned previously, the modules of an IOD are all 
related to specific entities.  Those modules contain 
attributes that may be present in more than one module, 
however the structure of DICOM is such that the same 
attribute will not be present in more than one entity.  For 
this reason it makes more sense to group the attributes of 
an IOD by entity and not by module.  Although not shown 
in the diagram, the tables relating to each IOD are linked 
to the entity tables by a shared primary key, for example, 
the  IOD_Image_Attrib table has a primary key of 
SOP_Instance_UID, which has a foreign key constraint to 
the SOP_Instance_UID primary key of the Image_Entity 
table. 
 
The  Patient Entity table is also linked to the 
eDiaMoND_Patient_Information table; this contains the 
additional patient data that was described previously, 
which is essential for epidemiology and integration with 
existing patient record systems. 
 
The entity spine contains a bare minimum of data 
allowing efficient querying when using Unique Identifiers 
(UIDs).  The Patient_UID and Equipment_UID are not 
part of the DICOM standard.  The Patient_UID is 
represented as the Patient_ID attribute in the DICOM 
files, as an additional requirement on the users of the 
eDiaMoND system it is essential that all Patient_IDs are 
unique.  The Equipment_UID is stored in the Device 
Serial Number attribute, and is also unique. 
 
Discussion 
 
We have described an approach to the storage of DICOM 
files that has been taken in the development of a Grid-
enabled medical image database.  As DICOM is a widely 
recognised standard for the transfer and storage of 
medical images, the applicability of the approach is by no 
means restricted to the area of mammography. 
Furthermore, even though the eDiaMoND database is 
based on IBM's DB2 and Content Manager technologies, 
there is nothing vendor-specific about the principles that 
have been employed. 
 
The database has been designed with the storage of any 
class of DICOM file in mind: although we have restricted 
ourselves only to IODs of relevance to eDiaMoND, the 
database has been designed so that it can easily be 
adapted to handle other types of file or other IODs.  This 
design decision was taken with the view of future-
proofing the system: new epidemiological studies, new 
equipment and new reporting forms all have the potential 
to introduce new types of data into the database.  The 
logical divide of the database into the clinical information 
store and repository means that one part can easily be 
restructured without there being the potential for major 
disruption to the system as a whole.   
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Abstract 
 
Shalf and Bethel in a recent special issue of IEEE Computer Graphics and Applications (25(2), pp.6-9, 
2003) write: “the promise of Grid computing, particularly Grid-enabled visualization, is a transparent, 
interconnected fabric to link data sources, computing (visualization) resources, and users into widely 
distributed virtual organizations”. This paper explores one theme within the gViz project, the potential of 
XML for visualization in Grid computing. A model for Grid-enabled distributed collaborative 
visualization and an XML language to describe a visualization application are presented. 
 
1. Introduction 
Visualization is a key component for 
understanding large-scale simulations and 
observations. The gViz project arose from the 
observation that the move to a Grid model of 
distributed computing and data management 
called for a review of the effectiveness of 
current visualization systems in a Grid context. 
The modern era of visualization stems from the 
influential NSF Report “Visualization in 
Scientific Computing” [McCormick:87]. 
Development of visualization s ystems was 
stimulated by this and a number of general 
purpose systems, notably the family of modular 
visualization environments (based on a dataflow 
paradigm) emerged. A number of these are in 
common use nowadays, including IRIS 
Explorer, IBM Data Explorer (now OpenDX) 
and AVS. Other systems are aimed at specific 
applications or computing environments such as 
pV3 (for distributed memory parallel computing 
environments). 
In many visualization applications, 
particularly those involving simulation, the 
computational requirement is significant. Many 
visualization systems therefore allow part of the 
processing to be done remotely. Computational 
modelling based on simulation followed by 
large scale data analysis aided by visualization 
is often involved. Typically  though the 
mechanisms for supporting this are proprietary 
and insecure.  Much modern scientific research 
requires the collaborative efforts of teams of 
scientists with complementary skills. Thus 
visualization systems which include support for 
multi-user operation have emerged. The 
combination of these two areas: distributed 
visualization and collaborative visualization is 
known as distributed collaborative visualization 
(DCV). 
 
The aim of distributed collaborative 
visualization is to harness the processing power 
of many humans and many computers and stems 
from the observation that visualization is a 
medium of communication between members of 
geographically distributed groups of people 
each making their individual contribution to 
some joint endeavour. Such groups may be, for 
example, formally constituted project teams or 
informal and transient gatherings of experts. 
Distributed collaborative visualization calls for 
collaboration at the system level to enable 
collaboration at the human level. 
There is a growing interest in the use of 
DCV applications within an Access Grid, for 
example [Brodlie:02] and a demonstration of a 
range of systems that took place in May 2003 
across at least 14 UK Access Grid sites led by 
Lakshimi Sastry at Rutherford Appleton 
Laboratory. 
For a detailed review of the state of the art in 
distributed and collaborative visualization see 
[Brodlie:03]. 
In this paper we describe a layered model for 
distributed collaborative visualization and work 
in progress to develop an XML application 
(language) to capture a description of a 
distributed collaborative visualization 
application and its resource requirements. 
 2. The 3-Tier Model 
A layered model of distributed collaborative 
visualization has emerged through thinking 
about the organization of the human participants 
in a distributed collaborative visualization 
session and the organization of the visualization 
software that supports the activity.  The 
classical reference model for visualization 
systems is the model of Haber and McNabb 
[Haber:90] which describes visualization in 
terms of the sequential composition of three 
types of processes which are now referred to as 
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due to Upson) with extensions to collaborative 
visualization due to Wood et al. [Wood:97].  
The gViz model arises from a number of 
observations. 
 
•  Different participants within a DCV 
session may have different roles and 
hence there may be different tasks that 
each may need to perform. 
•  In principle at least, different participants  
may use different software. 
•  A DCV session is certainly likely to be 
heterogeneous with respect to the 
physical computing environment: display 
capability, processing capability, 
networking connectivity. 
•  Different parts of the overall 
computation may impose different 
resource constraints, for example for 
security reasons it might be necessary to 
co-locate a data source and Filter process 
and deny general access to anything 
other than the filtered data. 
 
The gViz model is described in terms of 
three layers: 
 
•  The conceptual layer which describes the 
visualization (i.e. the transformation 
from data to image) to be performed, 
independently of the visualization 
software and physical resources with 
which it is to be realized. 
•  The  logical layer in which the 
visualization is expressed as a particular 
configuration of software entities, but 
independently of the physical resources 
with which the configuration will be 
realized. 
•  The  physical layer in which software 
entities are associated with physical 
resources. 
 
The idea of the conceptual layer is to abstract 
away the details of the visualization software 
and physical resources. It captures the 
participants’ perspective: the role(s) and tasks 
that the participants are to perform, the nature of 
the data sources, the visualization  itself, and the 
control and viewing environment. The data 
source might be a simulation or data repository, 
the visualization might be an isosurface of a 
data field from a simulation overlaid with a 
corresponding isosurface from experimental 
data, the control and viewing environment 
might be a remote seminar environment in 
which the speaker alone can control the 
isosurfaces displayed, but individual listeners 
have local control of the view. 
The logical layer then introduces the 
software entities with which the conceptual 
description is to be realized. It is useful to 
consider this in two parts, the  logical 
visualization design and the core software.  If a 
procedure library is used to realize the 
visualization, the logical design is essentially 
the structure of the user program and the core 
software is the procedure library. If a modular 
visualization environment is used the logical 
design is the composition of module network 
realizing the design and the core software is the 
set of modules provided by the environment. 
The logical layer can thus be thought of as a 
binding of the conceptual visualization design to 
a  software architecture. 
The logical layer also includes constraints on 
the resources required by the logical 
visualization design, for example, particular 
processor characteristics, operating environment 
(display resources etc.), quality of service for 
network links and requirements for co-location 
of components to ensure performance and other 
criteria are met. There is the possibility that 
resource constraints are not static and will 
evolve dynamically as a collaborative 
visualization session progresses. New data 
sources might be brought into play requiring 
computation to migrate to satisfy performance 
criteria or a participant might switch from a 
desktop to a mobile device. 
The physical layer is a binding of the logical 
visualization design, data sources and core 
software to particular physical resources. The 
binding includes allocation to particular 
processing, networking and display devices. 
Again there is the possibility that the binding is 
not static and may evolve as the logical layer  
evolves. 
3. skML 
We are developing an XML application 
(language) to capture a description of the 
visualization application, or transformation, that 
the visualization system performs and a proof-
of-concept implementation for use with NAG’s 
IRIS Explorer visualization system. IRIS 
Explorer already has a collaborative 
visualization capability and extensions to 
support remote visualization and computational 
steering in a Grid environment are being 
developed by other partners in the gViz project 
[Wood:03]. As part of the gViz project NAG is 
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Science projects. For these reasons, IRIS 
Explorer is an appropriate vehicle for 
experimentation. 
A visualization application is constructed in 
IRIS Explorer by assembling modules into a 
dataflow pipeline using a visual editor. Such an 
assembly of modules is termed a  map. IRIS 
Explorer contains a library of visualization 
modules. In addition to the collection of 
modules provided with the system developers 
may add their own modules and there is an 
international repository of public modules.  IRIS 
Explorer enables maps to be saved and loaded 
from external files. The system also provides a 
scripting i nterface called  skm script.  A skm 
script is essentially an audit trail of the 
operations by which a map can be created or 
modified. The skm language evolved from a 
language called  Scheme which is a dialect of 
Lisp. The basis of our current work is an XML 
application (language), skML, which can be 
translated into skm script. 
The basic components of a map are modules 
and links. These are represented in skML by the 
module and link elements, for example: 
 
<?xml version="1.0"?> 
<skml> 
<map> 
<link> 
   <module name="ReadLat"  
      style="left:20;top:170"  
      out-port="Output"> 
      <param  name="Filename"> 
        testVol.lat 
      </param> 
   </module> 
   <module id="iso"  
      name="IsosurfaceLat" 
      style="left:220;top:120"  
      in-port="Input"> 
      <param name="Threshold"  
        min="0" max="27"> 
        1.8</param> 
   </module> 
</link> 
 
<link> 
   <module id="met" name="Metal" 
    style="left:420;top:220; 
           controlPanel:show 
           (100,400,400,300)" 
    out-port="Output"> 
      <param …>…</param> 
   </module> 
 
    
  <module name="Render"   
    style="…" in-port="Input" /> 
</link> 
<link> 
  <module ref="met"  
   in-port="Input" /> 
  <module ref="iso"  
   out-port="Surface" /> 
</link> 
</map> 
</skml> 
 
The parameter element is used to represent a 
module’s initial parameter values. The position 
of a module within the visual editor’s display 
space and the position and size of the module’s 
control panel on the display when the module is 
launched are regarded as style and are 
controlled through the style attribute as shown 
above. 
We allow a skML document to contain more 
than one map. Roles at the conceptual level can 
thus be represented as different maps within the 
same skML document. The map element may 
be decorated with a role attribute to indicate the 
role with which the map is associated. 
Constraints on resources may be described 
and associated with skML module and link 
elements using RDF (Resource Description 
Framework). The idea is to associate RDF 
descriptions with elements in the skML 
document, for example the visualization system 
to which a module belongs, constraints on the 
physical location of the resource. 
 
<rdf:RDF    
   xmlns:rdf="http://www.w3.org/ 
      1999/02/22-rdf-syntax-ns#"     
   xmlns:v="http://www.gviz.org/ 
      skML/"> 
 <rdf:Description about="RImg"> 
  <v:Type>IrisExplorer</v:Type > 
  <v:PhysicalLocation  
     rdf:resource=”http:// 
     www.gviz.org/Mars101” /> 
 </rdf:Description> 
</rdf:RDF> 
 
The expression of resource constraints requires 
a common vocabulary for describing resources 
and a language for expressing constraints. It is 
not the purpose of the gViz project to develop 
new resource description vocabularies or 
constraint expression languages, we posit the 
existence of open standards in these areas from 
other work. For experimental purposes the 
GLUE (Grid Laboratory Open Environment) 
schema and vocabulary is being used [GLUE]. 
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describing computing, storage and network 
elements. GLUE does not encompass display 
capabilities, which are important for 
visualization applications. The Composite 
Capability/ Preference Profiles CC/PP [CC/PP] 
vocabulary being developed by W3C goes some 
way towards providing a vocabulary for display 
environments, but more work is likely to be 
needed in this area. 
For constraint specification a simple 
constraint language based on Globus RSL 
[RSL] but expressed in XML is being used.  
At the time of writing an IRIS Explorer 
module has been written that will take a skML 
document and launch a selected map within the 
document. Functionality has also been provided 
to generate skML documents from maps in the 
IRIS Explorer map editor. The idea is that a 
skML document will represent the visualization 
required within a DCV session and each user 
may choose from this skML document the IRIS 
Explorer map corresponding to their role in the 
session, recognising that different roles may be 
chosen as the session progresses. 
Implementation and demonstration of the 
resource description aspect of skML is in hand. 
4. Related Work 
The ICENI middleware [Mayer:02] has an 
underlying flow-based programming model. 
Applications are constructed by composing 
components. The middleware uses application 
related meta data to support scheduling and the 
generation of component bindings. The meta 
data is represented as XML annotations and is 
based on a separation of concerns between 
meaning, behaviour and implementation. The 3-
tier model presented here emphasises different 
concerns (user role and task, resource 
constraints). 
5. Future Directions 
The use of XML annotations of the kind 
described here is extensible. One potentially 
interesting direction is to add more semantic 
annotation, indicating the function of modules 
in a network in some way, which would open up 
possibilities of instantiating a n etwork for a 
different core software package or interfacing to 
different core software. 
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ABSTRACT: 
 
The Astrogrid registry stores metadata for every resource available to the Astrogrid virtual 
observatory.  A resource can be defined as a data archive, a data storage area, data modelling and 
astronomical algorithms, communities, and other registries to name but a few.  Each registry entry 
describes a resource in terms of  identity, curation, content, and service access metadata.   An 
Astrogrid user or component can conduct nested searches on the registry using XQuery, an 
implementation of the XML query language.  The registry is an XML file accessed through Java 
web services deployed with Axis SOAP; this implementation strives to retain platform 
independence, product agnosticism, and small installation size.  Astrogrid is developing its registry 
schema in cooperation with the IVOA registry workgroup in order to maintain compatibility with 
other virtual observatories.   
 
I.  Overview 
 
The Astrogrid registry stores metadata about 
Astrogrid data archives, data transformation 
services, and storage services that meet the 
requirements of an astronomer's query.  The 
registry can be accessed by sending an XML 
query to the registry web service.  The 
registry web service converts an XML query 
into an XQL query that is applied to the 
registry XML file.  The registry XML file 
contains metadata for each data archive, 
transformation service, and archive service 
registered with Astrogrid; registry service 
entries that satisfy the user's query are 
returned by the web service as an XML 
formatted query response to the user. 
 
Registry service entries are broken down 
into four subsets: identity, curation, content, 
and  service accessibility metadata (referred 
to in schemas as serviceMetadataConcepts).  
Identity metadata includes the resource's 
title, a short name, and its identifying URI, 
and all of these fields are mandatory for 
each resource entry.  Curation metadata 
includes metadata about the service itself, 
such as creator, publisher, location, and 
mirrors.  The presence of all curation fields 
is mandatory in a registry service entry, but 
the fields may have a null, blank, or "not 
applicable" value.  Metadata about the data, 
methods, or storage facilities described by 
the service is contained in content metadata.  
Like curation and service accessibility 
metadata, content metadata fields must be 
present in a service entry but may have a 
null value.  The service accessibility 
metadata, ServiceMetadataConcepts, 
includes information about service access, 
standards, and locations.  
 
The registry may be queried on any element 
in a service entry that has a text child 
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with boolean operators, and individual 
search selections can look for exact matches, 
inequalities, and all instances of a specific 
metadata element. A user may choose to 
view all metadata associated with a 
matching registry service entry, or the query 
can specify which metadata is to be 
returned.  Identity metadata is always 
returned in a query response, but it can 
returned alone or accompanied by curation, 
content, serviceMetadataConcept, or all 
metadata subsets. 
 
II. Metadata 
 
The Astrogrid registry itself is stored in an 
XML file.  The contents of this registry file 
are governed by seven schemas.  The top 
level schema is registry_v1_0.xsd; it 
describes the overall structure of a resource 
entry. The next four schemas - identity.xsd, 
curation.xsd, concept.xsd, and 
serviceMetadataConcept.xsd -  determine 
the hierarchy of  the resource's identity, 
curation, content, and service accessibility 
metadata.  Finally, two further schemas 
define the keywords and definitions used in 
other Astrogrid registry schemas.    
 
The seven registry service entry schemas are 
based closely on the IVOA's initial report on 
resource registry metadata, in particular Dr. 
Robert Hanisch's resource metadata 
document, "Resource and Service Metadata 
for the Virtual Observatory: Version 7." [1] 
Three of the metadata subsets - identity, 
curation, and serviceMetadataConcept - are 
generic to all types of service.  Content 
metadata can generically describe data 
services, communities, and mySpace 
resources. Most Astrogrid resources are 
described using dataset content; these 
schema elements describe UCDs, resolution, 
data quality, observation facilities and 
instruments, data rights, and finally spatial, 
spectral, and temporal coverage.  
Community and mySpace content metadata 
pertains to storage, access, and status 
information for Astrogrid communities. 
 
A final two schemas are used to describe the 
format of a registry query and a registry 
query response.      
 
Registry service entries are currently 
available for four data archives: 1XMM, 
WFCSUR, SURF, and USNO-B.  Metadata 
for these registry service entries has been 
gathered by hand, mainly through the efforts 
of Anita Richards, Elizabeth Auden, and the 
Astrogrid Data Centre workgroup.  Anita 
Richards has developed an XML template 
that can be filled out by a dataset owner and 
returned to the Astrogrid Registry 
workgroup.  She has also developed a perl 
client to automatically read the populated 
template into the registry with correct 
element hierarchy and units.  Future work in 
this area will include automatic metadata 
harvesters. 
 
III. Registry Operation 
 
The registry has three classes: 
RegistryInterface3_0, QueryParser3_0, and 
Registry3_0.  Together, these classes 
operate as a web service interface to the 
Astrogrid XML registry that can be accessed 
through a web portal or a web service call 
from other Astrogrid components.   
 
RegistryInterface3_0 is a web service 
deployed using Axis SOAP.  The web 
service takes an XML string formatted to the 
registry query schema as input and passes 
the string to QueryParser3_0.  When the 
query is complete, QueryParser3_0 returns 
an XML string formatted to the registry 
query response schema to 
RegistryInterface3_0, and the web service 
returns this string to the user. 
 
QueryParser3_0 receives the XML query 
string from RegistryInterface3_0 and then 
consults a parameter file determine whether 
the registry source is an xml file or a 
database (a database registry is not 
implemented). If the registry source is an 
xml file, QueryParser3_0 converts the XML 
query into an XQL query.  The GMD-IPSI 
XQL implementation of XQuery is used to 
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document. 
 
Query Parser3_0 next extracts the metadata 
subsets that the query should return: 
identity, identity and curation, identity and 
content, identity and 
serviceMetadataConcept, or all metadata. 
The XQL query is sent to Registry3_0, and 
the registry's query response is returned as 
an XML string, formatted to the registry 
schema.  If the query has not specified "all" 
as the metadata to be returned, 
QueryParser3_0 will extract the relevant 
metadata from the response.  Next, the XML 
query response is reformatted into an XML 
string formatted according to the registry 
query response schema.  All error messages 
are formatted as query response record key 
pairs. The query response XML string is 
then returned to RegistryInterface3_0.  
 
Registry3_0 receives a string formatted as 
an XQL query.  This class first consults a 
parameters file to ascertain the location of 
the registry XML file. The XQL query is 
then applied to the registry XML file, and 
matching registry service entries are 
returned to QueryParser3_0 as an XML 
string formatted to the registry schema. All 
error messages are formatted as service 
entries. 
 
The final XML formatted query string can 
be returned to an Astrogrid component for 
further processing, or it can be reformatted 
as HTML and displayed on a web portal. 
 
IV. Astrogrid Resources 
 
The IVOA defines a resource as any virtual 
observatory element that can be described in 
terms of a name, a unique identifier, and 
curation / maintenance metadata.  The 
current list of Astrogrid resource types 
includes archive, bibliography, catalogue, 
journal, library, simulation, survey, 
education, outreach, epoResource, 
animation, artwork, background, basicData, 
historical, photographic, press, organisation, 
project, integrated, nameresolver, 
community, and mySpace.  All of these 
resource types can have identical elements 
for identity, curation, and service 
accessibility metadata, but content metadata 
can vary by type.  Most astronomical 
resources fall into the generic category of 
"dataset content"; this includes the four data 
archives and catalogues in the Astrogrid 
registry: 1XMM, USNO-B, WFCSUR, and 
SURF.   
 
V. Current State of Development 
 
The Astrogrid registry now has entries for 
four data archives: 1XMM, The First XMM-
Newton Serendipitous Source Catalogue; 
USNO-B, The USNO-B Catalog; 
WFCSUR, Isaac Newton Telescope Wide 
Field Survey; and SURF, the Solar UK 
Research Facility.  In addition, there are two 
mock entries for community and mySpace 
resources located at MSSL.  The registry can 
be searched for these resource entries using 
any identity, curation, content, or service 
accessibility metadata element.  Portals for 
registry searches are hosted on websites on 
RAL and MSSL servers.  Results from 
registry queries can be sent to other 
Astrogrid components, such as the job 
controller and workflow manager, to return 
datasets to a user.  The registry may also be 
queried by users or components looking for 
community and mySpace information.   
 
A registry administration service is currently 
under development to provide authorized 
users a facility to add, edit, and delete 
registry resource entries through a GUI, 
rather than attempting manual updates on 
the registry XML file.   
 
Finally, the Astrogrid registry group 
continues to work with the IVOA registry 
group on stabilising the metadata contained 
in a registry schema that is interoperable 
with other virtual observatories.  As 
members of both groups exchange metadata 
ideas through the IVOA registry maillist, 
these changes are incorporated into periodic 
releases of the Resource and Service 
Metadata Document.  Metadata changes 
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implemented in the Astrogrid schema and 
registry. 
 
VI. Future Developments 
 
The next major development in the 
Astrogrid registry will be the design and 
implementation of automatic metadata 
harvesters.  These harvesters will collect 
new and updated metadata from data 
providers and store it in the registry.  The 
registry may never be perfectly in sync with 
all Astrogrid resources as services may go 
up or down at any time, but the automatic 
metadata updates will keep the registry as 
current as possible while reducing the need 
for constant human interaction. 
 
Implementing metadata harvesters assumes 
that there will be resource metadata to 
harvest, so much of the development effort 
will go towards working with data providers 
to determine the best protocol to use in 
conjunction with a push / pull metadata web 
service.  
 
Other future registry developments will 
concentrate on adding more resource entries 
to the registry as more data archives, data 
transformation and modelling services, grid 
storage areas, and communities become 
available to Astrogrid.  In keeping with the 
grid philosophy, the registry must not be a 
single point of failure for Astrogrid; 
redundant copies of the registry that list each 
other as resources must be implemented to 
ensure that Astrogrid searches, jobs, and 
processes will be affected as little as 
possible if one registry instance ceases to 
operate.  
 
 
 
 
VII. Conclusion 
 
The Astrogrid registry allows both scientific 
users and other grid software components to 
locate resources available to virtual 
observatories.   The registry has been 
implemented with Java web services, 
deployed with Axis SOAP, that access an 
XML backend; this software design allows 
the registry to be platform independent and 
retain a relatively small installation 
footprint.   
 
Users can conduct complex searches on 
exact matches, inequalities, and boolean 
operators on elements stored in the registry.  
In addition to searching for resource entries, 
authorized users will be able to add, edit, or 
delete their own resource entries through a 
registry administration web service.  This 
work will lead to the future design and 
implementation of automatic metadata 
harvesters. 
 
Astrogrid is working closely with the IVOA  
to ensure that registry standards, 
implementations, and schemas will be 
compatible with other virtual observatories. 
The astronomical community will benefit 
from resources that are easily located and 
accessed between research institutions, 
countries, and even continents.  The best 
implementation of an Astrogrid registry will 
smoothly transition between  searches of 
itself and searches of other virtual 
observatory registries, with the final result 
that users get the data they need. 
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ABSTRACT
The European Grid of Solar Observations (EGSO) is a
Grid testbed funded by the European Commission under
the Information Society Technologies (IST) thematic
priority of the Fifth Framework Programme (FP5).
EGSO will provide the tools and infrastructure needed
to create a data grid that will form the fabric of a virtual
solar observatory.
EGSO started in March 2002 and will last for 36
months. The project involves eleven groups from ten
institutions located in five countries in Europe and the
US and is led by University College London – a total of
four groups are from the UK. The EGSO Consortium is
in discussion with other groups interested in creating a
virtual observatory with the aim of finding a solution
that is universally acceptable.
1.  INTRODUCTION
The task of identifying solar data sets of interest, then
locating and retrieving them, remains a continuing
difficulty. The data are heterogeneous and widely
distributed, without any means to tie them together, and
there is no systematic way to identify observations
associated with a particular feature or type of event.
Also, the rapidly increasing volume and complexity of
solar data necessitate a sea change in the way the data
are handled.
EGSO, the European Grid of Solar Observations, is
designed to confront these issues. It will allow a user to
identify solar observations covering a given time
interval and pointing, or a type of feature; it will locate
the selected observation and then return them after any
necessary processing. To achieve its objectives, EGSO
is developing new forms of catalogues: unified
observing catalogues derived from existing catalogues,
and feature and event catalogues. It will provide the
tools to search these, and will federate data archives to
simplify the recovery of the data.
We want EGSO to succeed and every effort will be
made to ensure that it is attractive for scientists to use
and not too complex or onerous for data providers to
support. If EGSO is generally acceptable, we hope that
this will encourage participation and that this will
ensure its long-term viability.
The problems that EGSO addresses are not unique to
solar physics. Other disciplines also have distributed
data sets that are becoming too large to copy around and
a principle objective of the EGSO is to develop tools
that can also be used on other projects.
2.  OVERVIEW
2.1  The Generic Problem
In solar physics, observations are used to construct a
picture of the plasma in multi-dimensional parameter
space, including space, time, temperature and density.
The observations are made at different wavelengths
originating from different levels in the solar atmosphere
and the combined information allows the user to build
up an understanding of the changes in structures, motion
of material, sites of energy release, etc.
Observations from both ground and space are both
important. Satellite-based observations are made at
wavelengths that do not penetrate the Earth’s
atmosphere, including UV, EUV and X-rays. Ground-
based observations, mainly in optical and radio
wavelengths, compliment those from space.
Satellites are usually operated under the umbrella of
large organizations and the instruments they carry are
often built by international collaborations – as a
consequence, the data are handled in a more systematic
and open manner. Data are stored in archives, often at
mission level, with copies at one or more sites. The files
have various formats, including FITS, and range from
single images to extended intervals (an hour or orbit).
The ground-based observatories involved are both large
and small, and are located throughout the world,
scattered over many time zones. Since observatories
only observes for a fraction of the day and are often
affected by weather, good coverage often means dealing
with a number of observatories. The data are usually
available as FITS files of single images. Often there is a
single copy of the data, managed by observatory.
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When analyzing solar observations, the user undertakes
the following three steps – they are beset with problems:
•   Identify suitable observations
Many studies relate to the state or evolution of features.
They involve time intervals from a few minutes to many
hours, and areas from a fraction to the whole solar disk.
Frequently, they make use of serendipitous rather than
planned observations – an instrument observes the sun,
and post-facto events or feature of interest are
identified. To gain any understanding, it is necessary to
use as many different wavelengths as possible.
When undertaking a study, the researcher will have
identified a particular event, or the occurrence of a type
of feature, and will then have the task of identifying the
observations they need to investigate the phenomenon.
Catalogues are key to this. Solar observing catalogues
differ in quality, contents and format and in their
availability and accessibility.
For several space-based instruments, their observing
catalogues are distributed within the SolarSoftWare
DataBase tree, making it possible to use search then
with SolarSoft [1]. However, the size of the catalogues
deters most sites from holding a complete set. Also,
some catalogues have dependencies on ancillary data or
consist of multiple interrelated files making them
difficult to access except with specialized software.
•   Retrieve the data
At some sites users can identify suitable observations
from observing catalogues distributed with SolarSoft,
but these are the exceptions. Also, the tools to easily
conduct such searches for multiple instruments are
almost none existent. As a consequence, the user often
has the problem of both identifying and retrieving the
data at the same time.
The data are heterogeneous, widely scattered, with
differing means of access. Being unable to identify
suitable observations a priori means the user has to
access many sites in their effort to gather data. Although
they often need only a subset of each data file, it is
necessary to retrieve several quite large files containing
extended intervals through sometimes quite crude
interfaces. This can be quite a painful experience.
•   Process the data
Once the data has been retrieved, they have to be
processed. This usually involves the extraction and
calibration of a subset of the data. Here, solar physics
has a great advantage over many disciplines. SolarSoft
provides a common set of analysis tools that are
distributed globally – it also establishes the environment
in which to use them. Calibration data are often usually
distributed with the software in the SolarSoft tree.
3.  PROJECT DETAILS
3.1  Project Objectives
In the EGSO contract (IST-2001-32409), the project
declared several objectives including:
•   Develop the middleware to federate solar data
archives across Europe, and beyond
•   Create the tools to select, process and retrieve
distributed and heterogeneous solar data
•   Provide the mechanism to produce standardized
observing catalogues for solar observations
•   Provide the tools to create a solar feature catalogue
•   Make all tools and middleware created by the
project open source
In essence, EGSO will create the fabric of a virtual solar
observatory and will provide an entry point into solar
data for other disciplines, including space weather,
climate physics, and astrophysics.
3.2  Project Phasing & Status
The work in EGSO is divided into four phases:
I.  Project definition; consult the community explore
and experiment with technologies
II.  Architectural design; prepare system integration
and validation plan
III.  Implementation of the design; development of
middleware and catalogues
IV.  Product commissioning and delivery
EGSO is currently (in August 2003) in the early stages
of Phase III. A detailed set of system requirements was
drawn up during 2002. These were prioritised and used
as guidance for the EGSO Architecture – this was
delivered to the Commission in early 2003. The
architecture was refined over the following months and
implementation started in the summer of 2003.
3.3  Who is involved in EGSO
EGSO consortium is comprised of groups that have
considerable experience in handling solar observations
and provide access to a representative subset of
currently available data. It also includes groups with the
expertise in information technologies (IT) that will be
needed to develop the project. Details of the consortium
are given in Table 1 – the Swiss and US partners depend
on their own funding.
The two US partners in EGSO are also members of the
US Virtual Solar Observatory (US-VSO) which is
funded by NASA. Other US groups have recently
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members of the US-VSO, Stanford University and
MSU, and Lockheed-Martin, lead of the Collaborative
Sun-Earth Connector (CoSEC), funded by NASA under
Living with a Star. EGSO, US-VSO and CoSEC held a
joint meeting in October 2002 and are now trying to
collaborate as closely as possible.
Other groups involved in EGSO include the European
Space Agency, and a branch of Astrium (which is acting
as an observer on the project).
Table 1. EGSO Project Consortium Members and
Associate Members
Consortium Members Country
University College London          (PI Group)
Dept. of Space and Climate Physics
Dept. of Computer Science **
UK
Rutherford Appleton Laboratory
 Dept. of Space and Technology (**)
UK
University of Bradford
Dept. of Cybernetics **
UK
Institut d’Astrophysique Spatiale ** France
Observatoire de Paris-Meudon France
Isituto Nazionale di Astrofisico
(Obs. of Turin, Naples & Trieste )
Italy
Politechnico di Torino
Dept. Automation & Informatics **
Italy
University of Applied Science
Dept. of Computer Science **
Switzerland
Solar Data Analysis Center, NASA-GSFC USA
National Solar Observatory USA
Note: Groups marked “**” have IT expertise
Associate Members Country
Astrium plc.
(UK/French/German company)
UK
Stanford University USA
Montana State University USA
Lockheed-Martin USA
European Space Agency (SOHO Project) Netherlands
4.  DESIGN AND IMPLIMENTATION
Four workpackages will create the key components of
EGSO. Together these cover the three steps described in
Section 2.2. In the EGSO implementation, as far as
possible data will be extracted before being returned to
the user – this is departs from the current process of
extracting after the data are retrieved and greatly
simplifies the user’s software installation.
The EGSO system requirements prepared in 2002 drew
on a number of sources:
•   A user survey conducted in collaboration with
SpaceGrid , an ESA sponsored Grid study project
•   Use Cases solicited from the solar community
•   Consultation with the user community
•   Brainstorming, etc. resulting in the EGSO Concepts
Document
The EGSO architecture is designed to meet these
requirements and be a flexible and extensible as
possible. It is divided into three roles: Provider, Broker
and Consumer.
The Provider role involves interactions with data and
other providers – it includes software that might reside
on data centre systems. The Consumer role includes the
interaction with the users of EGSO, provides access
through the User Interface and any necessary workflow
capabilities. The Broker acts as a switching centre for
requests. It maintains registries that allow it to keep
track of available resources, including data and
metadata, and can make decisions on how best to satisfy
a request.
Below, we highlight a few features of the EGSO
system.
4.1  Feature Recognition Tools
Experience gained by the Observatory of Paris-Meudon
(using Hα  data) is being combined with the expertise in
feature recognition of the Cybernetics group at Bradford
University to extend existing techniques to develop a set
of tools to detect solar features such as filaments,
sunspots, active regions, etc. Once developed and fully
evaluated, these techniques will be applied to a selected
set of synoptic data to build a valuable new catalogue,
the Solar Feature Catalogue. The tools will also be
available for the user to apply to individual images.
4.2  Catalogue Preparation & Access
Catalogues are key to locating the data, and their
importance will grow as the rapidly increasing volumes
of data prohibit the unnecessary copying of data sets.
Existing observing catalogues are heterogeneous and
this makes them difficult to search. EGSO will produce
standardized solar catalogues to simplify the searches of
existing data, and ensure that future data will be more
accessible. The idea of standardized cataloguing was
first proposed as the Whole Sun Catalogue [2]. The
proposed Unified Observing Catalogues (UOCs) will be
self-describing, quantized into fragments by instrument
and time interval, have dependencies on ancillary data
removed and errors corrected. The catalogues will be
designed so that they do not have to be held in a
centralized location – the data are distributed, it is only
rational that the catalogues should be treated in the same
manner. If necessary, the UOC can be created as it is
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very easy to add new data sets, and to update catalogues
of existing data sets as new observations are made.
Two additional catalogues, the Solar Feature Catalogue
(SFC) and the Solar Event Catalogue (SEC), are
intended to provide a new entry point into solar data.
They will allow the user to search for events, features
and phenomena, rather than just date, time, location and
wavelength. Existing lists of events or features will
form the Event Catalogue. To extend these, and produce
a more systematic approach to solar features, the
Feature Catalogue will be produced using the feature
recognition software. A search of the Feature and Event
Catalogues will yield a list of dates, times and locations
that then link into a search of the observing catalogues.
The Solar Event Catalogue is being implemented as a
stand-alone server. This will hide the complex nature of
the event data that must be gathered from a large
number of sources and is very heterogeneous. The
Server will permit complex searches over a number of
different types of list and will return the answer in a
standardized format. A similar server is planned for the
Solar Feature Catalogue. This will have much in
common with the SEC Server, but will have additional
capabilities to rotate image data to the same epoch to
allow the comparison of features on demand.
It will be possible to access both the SFC and SEC
Servers from outside of EGSO. They will be usable by
VSO and CoSEC, as well as by projects like AstroGrid.
4.3  Tools to Select the Data
The entry point into EGSO for many users will be
through a graphical user interface (GUI). This will
allow the user to define criteria for selecting data that is
based either on date & time, pointing, and wavelength,
or on features, events and phenomena. To assist the
user, synoptic images and other data will be used to
provide the context for high-resolution observations.
Once an initial search of the UOC provides a list of
available observations, the user will be able to refine the
selection with the aid of quick-look images and movies.
An alternate entry point into EGSO will be provided for
other communities that are interested in solar data.
These include climate physics, astrophysics, solar-
terrestrial physics and space weather. This entry point
will also provide access to EGSO from applications
such as IDL (e.g. from within SolarSoft).
4.4  Data Provider Federation
The metadata catalogues are used to relate the
heterogeneous solar data. They allow the user to
identify what observations are available – it then
necessary to retrieve them.
The observations could be anywhere around the world,
in large or small data centres, and might even be held in
multiple locations – also, the data could be in the public
domain or proprietary.  We recognise that the resources
available varies from centre to centre. Some smaller
data centres do not have resources for full federation,
but would still like to be involve. Mechanisms will be
provided to affiliate very small data sources to larger
centres – requests would be serviced by the larger
centres that would then interact with smaller sites
through some form of trusted host arrangement
The user does not need to know this – the system should
take care of it all, selecting data sources and granting
user access as appropriate.
5.  THE EGSO DEMONSTARTOR
The first demonstrator of EGSO will be available
shortly. The initial implementation will include only a
subset of available solar data  – enough to prove the
concept, and allow us to test standalone components.
Data from consortium members will be used in the first
instance. These provide what is needed to test EGSO:
heterogeneous data (both space- and ground-based)
scattered over a number of sites, with some duplication,
and with a variety of data formats and catalogue
capabilities. Emphasis will be place on the user
interface so that we can establish the optimal way to
design this, and provide maximum search capabilities.
6.  SUMMARY
The European Grid of Solar Observations will provide
the tools necessary for a virtual observatory, but is
essentially a Grid testbed. EGSO will form a sea change
in the way solar data are accessed. In collaboration with
other groups, we are striving to ensure that the project
will find global acceptance and lead to the creation of a
worldwide virtual solar observatory.
Further details about the EGSO project can be found
under the URL http://www.egso.org
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Abstract 
The aim of the project is to increase the awareness and use of multicast technologies within the 
Grid community, so making more efficient use of bandwidth and increasing data throughput. 
This aim will be achieved through three main goals. The first is to implement selected reliable 
multicast technologies on RealityGrid’s testbed, evaluate their performance through a sequence 
of traffic monitoring experiments and document the result in an overview report. Based on this 
evaluation, our second aim is to implement a reliable multicast toolset in RealityGrid’s 
middleware (possibly within the framework of Grid FTP) and make it available to the Grid 
community. Our third goal is to perform a sequence of traffic monitoring and user experience 
experiments with Access Grid, which uses RTP/UDP stack and IP multicast, and document our 
findings in an evaluation report.  
IP multicast contrasts with more 
conventional unicast networking because 
data packets are only copied when 
necessary. Consider the scenario of a source 
computer broadcasting data to many 
receiver computers. Via unicast, multiple 
copies of the same data must be made and 
transmitted. This is not an efficient use of 
the network. Via multicast, copies of the 
data are made only when required. Only 
one copy of the data is sent along parts of 
the route that are the same for any subset of 
the receivers. 
Initial work on the MUST project will 
implement a number of open source reliable 
multicast protocols in the RealityGrid 
testbed and evaluate their performance 
through a sequence of experiments with 
high data rate one-to-many transport 
scenarios. This evaluation will be in terms 
of the improvement in throughput and 
bandwidth saving that they provide in 
comparison to unicast GridFTP, their 
possible performance bottlenecks, their 
impact on network traffic and their relative 
merits. The result will be documented in an 
overview document. 
Our focus here will be on protocols which 
build reliability on top of UDP/IP multicast 
transport through a combination of 
acknowledgement mechanisms and forward 
error correction, and for which pilot 
implementations for different platforms 
already exist or are in the final development 
phase. The important feature of these 
protocols, which make them suitable for 
Grid application, is that they achieve 
reliability and scalability without any 
additional assistance from the network 
infrastructure. Thus their deployment does 
not require any change to network routers.   
The specific protocols we have in mind are:  
•  Multicast Dissemination Protocol 
(MDP)
1 and its successor NORM
2 
(currently under development by 
Reliable Multicast Working Group 
of IETF) which make use of 
negative acknowledgements 
(NACKs) combined with timer-
based feedback control
3 and 
forward error correction to achieve 
scalable and reliable multicast.  
                                                      
1 See MDP web site 
http://manimac.itd.nrl.navy.mil/MDP/ for 
further information and relevant technical 
publications. 
2 See NORM web site   
http://norm.pf.itd.nrl.navy.mil/
3 M.  Nekovee and S. Olafsson, "Timer-based 
Feedback in Multicast Communication" 
(submitted for publication). 
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254•  Local Group based Multicast 
Protocol (LGMP)
4 developed by 
LGC working group at University 
of Karlsruhe, Germany. 
•  InterGroup Protocol
5, currently 
under development at Lawrence 
Berkeley National Laboratory, US. 
This is attempting to implement 
secure and reliable multicast. 
Once this initial evaluation is complete, 
work will begin on optimising the 
performance of these protocols (in terms of 
system performance and network impact). 
We will use these optimised protocols to 
deliver a reliable multicast toolset for use 
by Grid applications. 
MUST also aims to prove the claimed 
benefits of using Digital Fountain (DF) as 
an alternative or replacement for GridFTP 
transfers. This will involve transport level 
experimental runs over the RealityGrid 
network testbed using multicast and unicast 
streams on UDP level according to DF 
solution implementations
6.  
There will be comparative network analysis 
between the transport utilising TCP and 
GridFTP on one side and DF's FEC 
(Forward Error Correcting) coding 
technology running reliably over UDP 
level. 
The final project aim is to investigate the 
use of multicast on Access Grid
7 sessions. 
This will enable assessment of its potential 
for providing highly robust networking to 
increase Access Grid performance and 
improve users' experience of this 
                                                      
4 See LGMP web site 
http://lgmp.planethofmann.com/ for further 
information and relevant technical publications.  
5 See http://www-
itg.lbl.gov/InterGroup/index.html for further 
information and relevant technical publications. 
6 See http://www.digitalfountain.com/ for 
further information and some relevant technical 
publications. 
7 See http://www.accessgrid.org/ for further 
information. 
technology. The results of this assessment 
will be documented in an overview report.  
We envisage that multicast will become the 
enabling technology for one-to-many and 
many-to-many transport and distribution of 
high-volume data on the Grid. The project 
will impact e-Science by directly testing the 
maturity of current multicast technology in 
real-life Grid transport scenarios and by 
testing the capabilities of e-Science’s 
network infrastructure for supporting high-
volume multicast traffic.  
The outputs of the project should help push 
future development of multicast technology 
in Grid computing as well as the wider 
context of group communication for 
distributed systems.  
Notes 
MUST is due to begin in September 2003. 
The project involves collaboration between 
Complexity Research Group (CRG) of BT 
Exact (www.BTexact.com) and the 
RealityGrid consortium of EPSRC’s e-
Science initiative (www.RealityGrid.org). 
For further information, please contact 
Michael Daw (michael.daw@man.ac.uk) or 
Maziar Nekovee (maziar.nekovee@bt.com). 
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Abstract: CCLRC is involved in the development of grid and data management tools for the Simulation 
of Complex Materials e-Science project [7]. The aim of the project is to bring together computer and 
computational scientists with the aim of exploiting these technologies for key current areas of materials 
science relating to:  
•  the development of combinatorial materials chemistry, with specific applications to catalysis and 
ceramics 
•  the prediction of polymorphs of organic-pharmaceutical compounds and their properties 
Currently scientific data is distributed across a multitude of sites and systems. Scientists have only very 
limited support in accessing, managing and transferring their data or indeed in identifying new data 
resources. In a true Grid environment it is essential to ease many of these processes and the aim of the 
project is to help with automating many of these tasks. Our first step for the material scientists is to 
manage the data they produce in the areas of polymorph prediction and combinatorial methods. Currently 
they have no formal methods for storing and accessing the numerous files created running the 
applications they use.  
Data management will be provided by a new database to store metadata (interdisciplinary information 
about scientific studies) and data produced through running simulation codes. The data will eventually be 
mined to search for patterns in the data to enable a greater understanding of the science, for example, 
polymorph prediction of crystal structures. Access to the database will be provided by the CCLRC Data 
Portal. The portal will allow the metadata to be searched across a number of databases from different 
facilities such as the ISIS facility at Rutherford Appleton Laboratory.  
In this paper we focus on the data management area of the project, specifically, the design of the new 
relational database for metadata. Major considerations include the generic model that will be used to 
transport scientific metadata from the database to the Data Portal [5].  The database structure must map to 
this generic model. Later, more tables will be added to the database to allow storage of data specific to 
material science paving the way for more specialised searches and data mining algorithms. 
Background 
Currently the scientists are forced to manually 
relate between experimental, data, computing 
and analysis facilities that are available world 
wide, with little infrastructure support. In the 
future it is hoped the Grid will provide these 
functions, enabling the scientists to choose much 
more easily from a wide range of services, 
connecting and combining desired services for an 
optimal working environment. Much of the 
access to the Grid is envisaged to take place 
through customisable, community oriented 
Portals. A range of projects within CCLRC have 
been chosen to provide the initial building blocks 
of an integrated solution for users of 
experimental, computing and data facilities, 
demonstrating on a few selected examples how 
basic technologies can be used to build 
middleware components that support high level 
scientific grid applications. Data will play a 
pivotal role in the success of Grid or e-Science 
developments. Virtually all envisaged 
applications will need to be able to draw from 
and deliver to the distributed heterogeneous 
information/data sources with a variety of 
contents. Hence three major challenges are 
posed: data accessibility, data transfer and 
management of personal data. Data accessibility 
implies the capability to locate information/data 
without prior knowledge of its physical location 
or format. Furthermore scientists, as well as 
applications, need to combine results from 
different sources. CCLRC's integrated data 
system includes the Data Portal for high-level 
access to multidisciplinary data, linking to 
existing or new data catalogue systems. These 
catalogues include metadata as well as links to 
the data itself. The data is held in various storage 
resources from local disks, over databases to 
multi terabyte tertiary tape systems. For a 
number of e-Science projects, the first step is to 
create metadata catalogues and links to their 
data. The structure of these catalogues must 
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amongst the different scientific areas since the 
DataPortal provides common searches using a 
common scientific metadata format in XML [4]. 
The structure must therefore allow storage of 
common metadata such as the name of a study 
and names of investigators. Later we will add 
more tables for specific data derived from the 
simulation output files, such as a crystal’s unit 
cell parameters, volume and energy in the case of 
the study of polymorph prediction. 
Database Modelling Concepts 
A database is any collection of related data. The 
data model determines the way the data is 
organised so that you can find it again at a later 
date easily and quickly, perhaps in seconds rather 
than days.  There are a number of database 
models to choose from: relational  [1], 
hierarchical,  network and object models. The 
relational model is the most widely accepted 
today and is well proven [2]. However there are 
new systems based on the hierarchical model 
such as OpenLDAP (Lightweight Directory 
Access Protocol) - a fast-growing technology for 
accessing common directory information [3].   
The object model is based on object-oriented 
concepts and maps well to object-oriented 
programming languages such as Java. However, 
it is not as widespread as the relational model 
and is not yet proven in terms of performance. 
Relational database design includes a number of 
stages: 
•  requirements gathering and analysis 
•  logical modelling of the data resulting in the 
Entity Relationship Diagram 
•  normalization – a process of refining the 
logical model in order to preserve data 
integrity, consistency and prevent insert, 
delete and update anomalies 
•  physical modelling of the data resulting in 
the Physical Data Model 
•  implementation – creation of the physical 
database on a Database Management System 
such as Oracle or MySQL 
Entity Relationship Diagram 
An Entity Relationship Diagram is a graphical 
representation of what we know about the data 
that we plan to store in a database management 
system.  
An entity is represented by a box and relates to 
nouns or classes of data in the problem domain 
such as person or study e.g. study to predict the 
polymorphism of aspirin.  
STUDY
*  PURPOSE
*  STUDY_NAME
o  END_DATE
...
PERSON
*  SURNAME
*  FORENAME
o  OTHER_INITIALS
o  TITLE
*  TELEPHONE
...
is performed by
performs
 
An example of entities are person and study. The 
above diagram shows the relationship between 
study and person by the connecting line and verb 
phrases. The end of the connecting line describes 
the type of relationship: one-to-one,  one-to-
many,  many-to-many. The many  end is 
represented by “crows feet”. Therefore, the 
following facts or axioms are represented by the 
above diagram: 
•  a study is performed by many people 
•  a person performs many studies 
The list underneath the entity name are attributes. 
These are bits of information about the entity 
such as the name of the study, start and end dates 
etc. Mandatory attributes are marked * and those 
that are optional are marked O. These rules will 
apply when creating or updating data in the 
database. 
Many of the entities are eventually implemented 
as two-dimensional tables in the database. The 
attributes of the entity are then mapped to 
columns. To illustrate, our study entity could be 
implemented like this: 
Study 
name 
Purpose Start 
Date 
End 
Date 
etc 
Aspirin The  purpose...  10/1/03  23/3/03  ... 
Paracetemol Para...  03/5/03  25/5/03  ... 
Table 1: STUDY table 
Physical modelling is used to 
•  resolve many-to-many relationships by 
creating joining tables 
•  transform complex relationships into binary 
relationships 
•  eliminate redundant relationships 
The physical data model can be constructed 
using computer-aided design tools, such as 
Oracle Designer 9i (used for diagrams in this 
paper). The  corresponding physical tables may 
then be automatically generated in the database. 
Requirements Analysis for the Metadata 
Each stage in database design is necessary for 
both metadata and data. We will discuss the 
metadata only in this paper.  
The logical model for the metadata was based on 
the general scientific metadata language in XML 
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developed this Scientific Metadata Format [4] 
that is used to pass metadata from the different 
databases or catalogues containing metadata 
surrounding datasets from many different 
scientific disciplines. Since the metadata format 
is in XML it can then be displayed very easily 
using a style sheet on the Data Portal web 
interface, or simply passed to the calling 
application. 
The same physical metadata database will be 
used for both scientific areas of the project. 
Logical Modelling of the Metadata 
STUDY
*  PURPOSE
*  STUDY_NAME
o  END_DATE
o  FUNDING_AMOUNT
o  FUNDING_BODY
o  NOTES
o  START_DATE
DATASET
*  DATASET_NAME
*  DATASET_TYPE
*  DESCRIPTION
*  FACILITY_USED
*  URI
TOPIC
*  TOPIC_NAME
KEYWORD
*  KEYWORD
DATA OBJECTS
*  ACCESS_METHOD
*  DATA_NAME
*  DATA_TYPE
*  URI
PERSON
*  SURNAME
*  FORENAME
o  OTHER_INITIALS
o  TITLE
*  TELEPHONE
*  FAX
*  EMAIL
*  WEB_PAGE
INSTITUTION
*  NAME
*  TYPE
*  ADDRESS_LINE_1
*  ADDRESS_LINE_2
*  ADDRESS_LINE_3
*  TOWN
*  REGION
*  POSTCODE
*  COUNTRY
make up consists of
is classified by
classifies
make up
consists of
is classified by
classifies
is performed by
performs
originated by
originates
houses
is based at
 Figure 1: ER diagram of METADATA 
Figure 1 shows the Entity Relationship Diagram 
for the metadata. It illustrates the axioms for our 
domain. The important axioms follow: 
A study may be (dotted line) classified by a 
number of key words – a key word can then be 
used later to find a particular study using SQL 
(Structured Query Language – the database 
query language), or through an application such 
as the Data Portal. 
A study is classified by a number of topics e.g.  
/computational chemistry /polymorph prediction  
/aspirin. The Data Portal allows searches using a 
drill-down list. The user selects chemistry from a 
list and then computational chemistry etc. to find 
the topic they are interested in. Each study must 
link to all relevant topics. 
A study is performed by a number of people i.e. 
investigators. Also a person originates a study. 
So there are two relationships between person 
and study. 
A study consists of a number of data sets – a 
dataset entity represents information about a 
directory or folder of files created during a 
particular simulation run, such as the remote 
location (URI) and type e.g. binary or ASCII. 
A data set consists of a number of data objects – 
a data object holds the location of a particular 
file from a simulation. 
Normalization of the Metadata 
The logical model was refined to third normal 
form (3NF) [1] [2]. This involves adding tables 
and altering relationships so that the model 
conforms to certain rules. For example, a study is 
associated with a list of key words. If we were to 
place all the key words in a single database field 
as a comma separated list i.e. the key word 
attribute is multivalued it would violate one of 
the rules. The reason is that it is much more 
complex to search for all studies matching a 
particular key word if the database has to parse 
the list of key words for each row. To solve this 
problem we create another table to hold the study 
identifier and a key word in each row. That way 
multiple key words can be associated with the 
same study by creating extra rows. 
Physical Modelling of the Metadata 
Figure 2 shows the actual database structure. 
Each box represents a table in the database. The 
list in each box is a list of column names. The 
relationships are still shown as connecting lines, 
however the corresponding fields have been 
created. For example, there is now a joining table 
between STUDY and TOPIC as it had a many-
to-many relationship. Each row in the joining 
table links a single study to a single topic so 
there is the possibility of adding other rows with 
the same study linking to a different topic. 
Subsequent Work 
At the start of the project we held a workshop at 
CCLRC Daresbury Laboratory with a number of 
the scientists who work in the area of polymorph 
prediction. The purpose of the workshop was to 
gather information on the kind of data they 
produce and the applications they use. We also 
discussed how they would like to search for their 
data in addition to the standard searches provided 
by the Data Portal (search one or more 
catalogues by topic). 
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262STUDY_KEYWORD (ematerials/0.2)
STUDY_ID - NUMBER - <Maximum Le
KEYWORD - VARCHAR2 - 50
DATA (ematerials/0.2)
DATA_ID - NUMBER - <Maximum Length>
DATASET_ID - NUMBER - <Maximum Length>
DATA_NAME - VARCHAR2 - 100
DESCRIPTION - VARCHAR2 - 50
DATA_FORMAT - VARCHAR2 - 10
URI - VARCHAR2 - 250
ACCESS_METHOD - VARCHAR2 - 10
DAT_PK
DATASET_CONTAINS_DATA
STUDY_PERSON (ematerials/0.2)
STUDY_ID - NUMBER - <Maximum Le
PERSON_ID - NUMBER - <Maximum L
ROLE - VARCHAR2 - 100
PERSON (ematerials/0.2)
PERSON_ID - NUMBER - <Maximum Length>
INSTITUTION_ID - NUMBER - <Maximum Length>
SURNAME - VARCHAR2 - 50
OTHER_INITIALS - VARCHAR2 - 5
FORENAME - VARCHAR2 - 20
TITLE - VARCHAR2 - 10
TELEPHONE - VARCHAR2 - 20
FAX - VARCHAR2 - 20
EMAIL - VARCHAR2 - 100
WEB_PAGE - VARCHAR2 - 250
TOPIC (ematerials/0.2)
TOPIC_ID - NUMBER - <Maximum Length>
TOPIC - VARCHAR2 - 50
PARENT - NUMBER - <Maximum Length>
SAME_AS - NUMBER - <Maximum Length>
STUDY_TOPIC (ematerials/0.2)
STUDY_ID - NUMBER - <Maximum Le
TOPIC_ID - NUMBER - <Maximum Len
DATASET (ematerials/0.2)
DATASET_ID - NUMBER - <Maximum Length>
STUDY_ID - NUMBER - <Maximum Length>
DESCRIPTION - VARCHAR2 - 100
DATASET_NAME - VARCHAR2 - 30
DATASET_TYPE - VARCHAR2 - 10
STATUS - VARCHAR2 - 11
FACILITY_USED - VARCHAR2 - 30
URI - VARCHAR2 - 250
ACCESS_METHOD - VARCHAR2 - 10
START_DATE - DATE - <Maximum Length>
END_DATE - DATE - <Maximum Length>
ORIGINATOR - NUMBER - <Maximum Length>
DS_PK
STUDY_CONTAINS_DATASETS
INSTITUTION (ematerials/0.2)
INSTITUTION_ID - NUMBER - <Maximum Length>
NAME - VARCHAR2 - 100
TYPE - VARCHAR2 - 10
ADDRESS_1 - VARCHAR2 - 100
ADDRESS_LINE_2 - VARCHAR2 - 100
ADDRESS_LINE_3 - VARCHAR2 - 100
TOWN - VARCHAR2 - 100
REGION - VARCHAR2 - 100
POSTCODE - VARCHAR2 - 10
COUNTRY - VARCHAR2 - 50
INS_PK
STUDY (ematerials/0.2)
STUDY_ID - NUMBER - <Maximum Length>
NAME - VARCHAR2 - 200
FUNDING - NUMBER - <Maximum Length>
FUNDING_BODY - VARCHAR2 - 100
START_DATE - DATE - <Maximum Length>
END_DATE - DATE - <Maximum Length>
ACCESS_CONDITIONS - VARCHAR2 - 1
PURPOSE - VARCHAR2 - 500
STATUS - VARCHAR2 - 11
RESOURCES - VARCHAR2 - 1
NOTES - VARCHAR2 - 500
RELATED_STUDY - NUMBER - <Maximum Length>
RELATION_TYPE - VARCHAR2 - 1
ORIGINATOR - NUMBER - <Maximum Length>
ROW_CREATE_TIME - DATE - <Maximum Length>
ROW_MOD_TIME - DATE - <Maximum Length>
STU_PK
 
Figure 2: Physical Data Model
They use a number of simulation programs. 
These are a combination of commercial codes 
(Gaussian 98, Cerius2) and open-source 
(Molden, Molpak, Dmarel) plus others. For each 
code it was envisaged that a number of input and 
output files would be kept in a separate location 
and links kept in the metadata as described 
above. However, some information should be 
extracted from the output files beforehand and 
stored in the database. This would allow more 
specialised searches, and pattern searching via 
data mining algorithms. For example, one of the 
steps to predict polymorphs from a molecular 
formula is to use Gaussian 98 to calculate the 
molecular properties such as density and 
population. Therefore these properties must be 
stored in the database so that we can later search 
by those properties. 
From the discussions we constructed our first 
logical model and are now refining it to create 
the physical model. Further work will be done on 
data modelling for combinatorial science. In 
parallel we will install a version of the Data 
Portal and develop an insertion tool so that the 
scientists may manually enter metadata and links 
to their actual data files. This will be automated 
as far as possible in the future. The data files 
themselves will be stored on a number of 
distributed resources managed by the Storage 
Resource Broker software developed in San 
Diego [7]. 
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ABSTRACT 
CLEF aims to join up clinical care and biomedical research.  It is developing methods for 
managing and using pseudonymised repositories of the long-term patient histories which can be 
linked to genetic, genomic and image information or used to support patient care.  CLEF 
concentrates on removing key barriers to managing such repositories – ethical issues, information 
capture, integration of disparate sources into coherent “chronicles” of events, user-oriented 
mechanisms for querying and displaying the information, and compiling the required knowledge 
resources.  This paper describes the overall information flow and technical approach designed to 
meet these aims within a Grid framework.  Details of work on language technology and ethical 
issues are discussed in separate papers at this conference. 
 
Background: Common need for 
improved clinical information 
Information on the long-term course of patients’ 
illnesses and treatments is needed both to 
improve clinical care and to enable post genomic 
research.  Scientists and clinicians alike must 
answer the fundamental questions about patients’ 
histories: 
What was done and why?   
What happened and why? 
Simple as these questions sound, they are 
difficult to answer using current technology 
without recourse to manual examination of 
patients’ notes – a time consuming and expensive 
process.  Yet, without answers to these questions, 
it is difficult either to measure the quality of care 
or to investigate the factors affecting onset of 
disease or outcome of care.   
Hence CLEF aims to provide a repository of well 
organised clinical histories and which can be 
queried and summarised both for biomedical 
research and clinical care. 
Barriers to improved clinical information 
CLEF addresses key barriers to capturing clinical 
information and managing it in such repositories. 
•  Privacy, consent, and security – at all levels: 
policy, organisational structure, and technical 
implementation. [4] 
•  Information capture  – much of the 
information required is available only as 
dictated texts from which it must be extracted. 
•  Information integration and 
‘chronicalisation’ – in their raw form, clinical 
records consist of hundreds of diverse 
documents.  To be useful, a coherent 
‘chronicle’ of events must be inferred from 
them. 
•  Information presentation and summarisation 
– The CLEF repository is to be used by 
clinicians and scientists, not IT specialists.  
The questions to be asked are complex and 
may require information from many sources. 
The questions to be asked can be only partly 
predicted in advance.   
•  Knowledge resources – all of the above tasks 
are knowledge intensive.  They require 
recognising which information is significant 
in which context and recognising the implied 
meaning of information.  While many 
knowledge resources exist, many do not, and 
coordinating those that do is a task in itself 
•  Standards  – cooperation requires standards, 
which are only just emerging. 
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The basic CLEF Information Flow 
The basic CLEF information flow is shown in 
Figure 1. The t op cycle represents the 
information capture from the clinician into the 
repository and its use either for clinical care of 
research. 
Starting with the “Patient care and dictated text” 
at the top of the diagram, the flow is: 
•  Capture of the information. Some information 
comes from dictated and transcribed text 
.Other information comes directly from 
hospital information systems – e.g. laboratory 
results, prescriptions, etc.  
•  Pseudonymisation of all information by 
removal of overt identifying items  – name, 
date of birth, etc  - and by providing a CLEF 
Entry identifier that can only be reversed by 
the NHS provider or a trusted third party.  
•  Depersonalisation of the texts to remove any 
residual information that might risk 
identification –  e.g. names of relatives, nick 
names, place names, unusual occupations, etc. 
•  Information extraction of key information 
from the texts into predefined “templates”, 
possibly with the help of context provided by 
the information already in the repository.  
•  Integration into the health record repository 
of all information including laboratories, 
radiology, and potentially genomic analyses 
•  Constructing the chronicle to infer a coherent 
view of the patient’s history. Typically the 
same information occurs in many different 
documents with different levels of 
granularity, clarity and sometimes conflicts 
that must be reconciled.  
From this point the information can go in two 
directions. 
•  Back to the clinicians in the form of 
summaries for patient which can be re-
identified by the hospital.  Providing a 
concise up-to-date summary of a patients’ 
condition is a prime request of clinicians for 
improving patient care. 
•  On to researchers in response to queries. 
The overall use of the repository for research is 
under the control of an Ethical Oversight 
Committee to which researchers must apply to 
gain access to anything except pre-computed 
results and metadata.  Despite other precautions, 
it is assumed that if individual records can be 
read in detail, there is the risk of identification.  
Therefore, all information is treated with the as if 
it were for identifiable. [4]. 
Most researchers will be accredited only for 
aggregated results controlled through the privacy 
enhancing technologies.  Special permission of 
the Ethical Oversight Committee is required to 
gain access to individual patient records, since 
there is always the risk that an individual patient 
can be recognised from the course of their illness.       
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Figure 1: Basic CLEF Information Flow 
Privacy enhancing technologies are used to 
monitor the query process to avoid the risk that 
patients can be re-identified on the basis of other 
information known about them as described in 
[6].  All researchers have a duty of care to be 
aware of potential hazards and risks of 
compromising patient confidentiality that must be 
reported along with results.  
Underlying Technologies 
Language Technology 
Information Extraction from multiple texts 
The key characteristic of cancer patients for 
information extraction is that they are seen 
repeatedly, so that there are usually many texts 
describing the same events from different points 
in time.  Typical lifetime records consist of 100-
200 text documents plus hundred or thousands of 
items of structured data derived from laboratory, 
pharmacy or other hospital subsystems.  Even a 
single episode of care is likely to generate several 
texts.  The precision of information extracted can 
therefore be built up gradually as increasing 
numbers of documents from one patient are 
processed.  For further details  see [2]. 
Depersonalisation and the use of dead 
patients’ records for analysis 
A second function for language technology is to 
“depersonalise” texts – i.e. to remove comments 
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in the text which might accidentally make it 
likely that the individual could be identified  – 
such as nick-names, place names, employers, etc. 
This is a relatively standard task for language 
technology using “named entity recognition” [7]. 
Until the methods are proven to the satisfaction 
of the oversight committee, CLEF is confining 
itself to records of patients who are deceased. 
Information Integration into standard 
healthcare record formats 
The past decade has seen extensive work on 
structuring healthcare records for patient care.  
CLEF draws particularly on the work on 
OpenEHR which forms the basis for the new 
CEN standard for information interchange  [3].  
The structure of information in the healthcare 
record is built out of standard “archetypes”.  
“Archetypes” are reusable elements which 
facilitate  interoperability and re-use and which 
can evolve as medical knowledge and practice 
evolves. The notion of archetype has also been 
taken up by HL7  [3], the major standardisation 
body for healthcare informatics, and is closely 
related to the notion of “elements” in the US 
National Cancer Institutes CaCore Architecture
1. 
The fundamental requirement on the medical 
record is that it is a faithful log of what has 
happened and who takes responsibility for 
actions taken.  Information can never be deleted, 
and although all information is time stamped 
there is little notion of duration or relative time. 
There is no attempt in the medical record per se 
to provide a single coherent view of the patient, 
rather its purpose is to record the different views 
that have been taken about the patient at different 
times by different carers.  Finally, the medical 
record emphasises what rather than why.  
“Chronicalisation” 
By contrast the CLEF chronicle is an attempt to 
form a coherent view of the best inference about 
what has actually been done and why; what has 
happened and why.   Time relative to ‘index 
events’ and durations are at least as important as 
calendar time.  In general, this is an extremely 
difficult transformation.  Fortunately in the 
cancer domain, it appears achievable, albeit with 
A major advantage of working in cancer domain 
is that patients’ histories are marked by relatively 
discrete events – diagnosis, definitive treatment, 
recurrence, death, etc.  Furthermore, most index 
events are described repeatedly in varying detail.  
This is particularly important when dealing with 
records from a referral hospital where the system 
                                                                 
1 http://ncicb.nci.nih.gov/core 
usually will start in the “middle of the story”. For 
example, first document might simply mention 
breast cancer in the past, concentrating on the 
current recurrence.  A summary later might give 
a date for a mastectomy but no details of the 
tumour type.  Eventually, perhaps after 
information from the referring hospital was 
received, a definitive statement of the time, 
tumour, spread, and treatment might be found.   
Subsequent notes might again refer to the initial 
cancer vaguely while concentrating on current 
concerns.  Thus the  overall ‘chronicle’ comes 
into focus gradually as information accumulates.   
Visualisation of a “Chronicle”
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Figure 2: A patient chronicle in graphical 
form 
Furthermore, reasons for actions are rarely given 
explicitly.  That Tamoxifen
2 was given to treat 
the breast cancer and Paracetamol for pain is 
taken as too obvious to be mentioned.  That 
chemotherapy was suspended when the patient 
complained of severe nausea may be stated, but 
the causal link is merely implied.  Constructing 
the “why” part of the chronicle is therefore a 
knowledge  intensive task.  The certainty of the 
inferred constructs varies, so the evidence and 
certainty need to be recorded.   
Query formulation, WYSIWYM, and 
Language Generation 
For the data in the Electronic Patient Repository 
to be useful, it must be easily accessible to 
scientists and clinicians.  The interface to the 
repository of health records and chronicles is 
being designed around techniques from language 
generation known as WYSIWYM  –“What you 
see is what you meant”[1, 5] supplemented by 
various visual or graphical presentations. An 
example is given in Figure 3.  The next stage of 
the project will include user studies to ensure that 
the interface meets users’ priorities. 
 
                                                                 
2  An anti-oestrogen used to treat breast cancer and for no 
other purpose 
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Query 
Treatment profiles: Patients who received [this type of 
treatment], compared with patients who did not. Outcome 
measure: Percentage of patients alive after [this interval of 
time]. 
Relevant subjects: Patients with [this type of cancer] 
Answer| 
It was found that out of 1790 patients diagnosed with cancer 
of the pancreas, 1300 had a pancreaticoduodenectomy and 
490 didn’t.  Out of the 1300 patients who had a 
pancreaticoduodenectomy, 890 (68.46%) were alive after 5 
years. Out of the 490 patients who did not have a 
pancreaticoduodenectomy, 87 (17.75%) were alive after 5 
years. 
Figure 3: Example of WYSIWYM query 
formulation and natural language response 
Knowledge resources required 
All the key technologies in CLEF are knowledge 
intensive.  The overall approach in CLEF is 
based on “ontology anchored knowledge bases” – 
knowledge bases anchored in common 
conceptual models but conveying additional 
domain knowledge about the concepts 
represented. Examples include which drugs are 
used for which purposes, the significance of 
different results from different studies, the fact 
that a seemingly positive finding such as 
“evidence only of degenerative changes” may in 
practice convey the negative information that “no 
metastases were found”.  Some of this 
information exists in established resources such 
as the UMLS
3.  However, much of it needs to be 
compiled.  CLEF works with both 
myGrid
4 and 
the new CO-ODE
5 project to developer-usable 
knowledge resources and tools.  
Metadata in the Repository 
The CLEF repository requires at least four types 
of metadata: 
•  Resource information: what is in the 
repository so that it can be found 
•  Provenance information: where information 
comes from  
•  Usage and workflow information: how the 
information has been used, including 
information allowing monitoring potential 
compromises of privacy 
•  Annotations on certainty and evidence: what 
inferences have been made on the basis of 
what evidence with what confidence 
The first three appear analogous to metadata 
within 
my Grid and related projects.  The fourth is 
more specific to CLEF. Metadata standards also 
need to take into account emerging standards for 
                                                                 
3http://umlsks5.nlm.nih.gov  
4 myGrid.semanticweb.org 
5 www.co-ode.org 
annotating clinical trials and other areas of 
biomedicine.   
 Discussion  
CLEF is aiming to demonstrate a broad 
integration of clinical information joining up 
patient care with basic biomedical research.  It 
builds on the basis of 
myGrid and other E-Science 
projects to bring their insights to the clinical 
domain.  It is complementary with projects such 
as the National Cancer Tissue Resource and 
National Translational Cancer Network that focus 
more on actual specimens and genomic 
information per se. It seeks to provide clinical 
and knowledge resources that will be re-usable, 
for example within the broad framework being 
overseen by the National Cancer Research 
Institute (NCRI) and to lessen the barriers to 
using clinical information in collaborative 
research. 
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Kerstin Kleese, Shoaib Sufi 
Abstract 
CCLRC have recently introduced a database service for e-Science. This paper outlines 
the introduction of the service and the facilities it currently provides. We begin with a 
description of database and high availability options and then move on to the system 
selected and motivation behind this. Lastly we conclude with a short section on the 
projects currently using the CCLRC database service. 
 
 
Databases in e-Science 
One of the fundamental building blocks 
of most e-Science projects is the 
database system. Databases are used for 
storing user data, application data and 
metadata. The Data Management group 
recognised the need to establish a 
database service within the CCLRC e-
Science Centre. Many of the e-Science 
groups had a requirement for, or made 
use of some existing ad hoc databases 
systems. However no centralized 
database service existed. The Data 
Management Group therefore engaged 
in a project to provide this, which is 
now up and running with many projects. 
We describe the different architectures 
below and indicate the choice for our 
system. 
 
Database Software 
When considering database systems, it 
is important to decide on which 
database software should be used. The 
requirement for most projects is a 
relational database system (RDBMS). 
Commercial and community based  
RDBMS products are available, 
however for a reliable production 
service it was felt that an established 
commercial database should be used in 
the first instance. However, we did 
decide that any system purchased 
should be capable of running 
community based solutions at some 
time in the future. 
A key requirement for the service was 
high availability. This led us into the 
realm of database clustering. This is 
discussed in detail below as there are 
several options each with their own 
merits and pitfalls. 
 
Database Clustering 
Traditionally, a database cluster is a 
group of independent servers that 
collaborate as a single system. The 
primary cluster components are 
processor nodes, a cluster interconnect 
and a disk subsystem. The clusters share 
disk access and resources that manage 
the data, but each distinct node does not 
share memory. 
 
Figure 1 Basic Database Cluster 
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memory as well as its own operating 
system, database instance and 
application software as seen in Figure 1. 
In the event of subsystem failure, 
clustering aims to ensure high 
availability. 
There are 2 distinct database clustering 
topologies and these are discussed 
below [1]: 
 
Shared Nothing Clusters 
In pure shared nothing architectures, 
database files are spread across the 
various database instances (running 
executable programmes) running on the 
nodes. Each instance or node has 
ownership of a distinct subset of the 
data and all access to this data is 
performed exclusively by this “owning” 
instance (Figure 2). In other words, a 
pure shared nothing system uses a 
partitioned or restricted access scheme 
to divide the work among multiple 
processing nodes. 
 
 
Figure 2. Shared Nothing Cluster 
 
A transaction executing on a given node 
must send messages to other nodes that 
own the data being accessed. It must 
also co-ordinate the work done on the 
other nodes to perform the required 
read/write. IBM DB2 uses this model. 
 
Advantages 
•  This works fine in environments 
where the data ownership by 
nodes changes relatively 
infrequently. The typical reasons 
for changes in ownership are 
either database reorganizations 
or node failures. 
•  There is no overhead of 
maintaining data locking across 
the cluster 
Disadvantages 
•  The data available data depends 
on the status of the nodes. 
Should all but one system fail, 
then only a small subset of the 
data is available. 
•  Data partitioning is a way of 
dividing your tables etc across 
multiple servers according to 
some set of rules. However this 
requires a good understanding of 
the application and its data 
access patterns (which may 
change). 
 
Shared Disk Clusters 
In a pure shared disk database 
architecture, database files are logically 
shared among the nodes of a loosely 
coupled systems with each instance 
having access to all data (Figure 3). The 
shared disk access is accomplished 
either through direct hardware 
connectivity or by using an operating 
system abstraction layer that provides a 
single view of all the devices on all the 
nodes. 
 
 
Figure 3. Shared Disk Cluster 
 
In the shared disk approach, 
transactions running on any instance 
can directly read or modify any part of 
the database. Such systems require the 
use of inter-node communication to 
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from multiple nodes. When 2 or more 
nodes contend for the same data block, 
the node that has a lock on the data has 
to act on the data and release the lock, 
before the other nodes can access the 
same data block. 
 
Advantages 
•  A benefit of the shared disk 
approach is it provides a high 
level of fault tolerance with all 
data remaining accessible even 
if there is only one surviving 
node. 
Disadvantages 
•  Maintaining locking consistency 
over all nodes can become a 
problem in large clusters. 
 
Oracle Real Application Clusters (RAC) 
Oracle has been selected for the initial 
database. The Oracle clustering 
technology is called Oracle Real 
Application Clusters (RAC) and can 
only be used with Oracle Server 
Enterprise Edition (currently release 
9.2.0). RAC is based on “shared disk 
clustering” (see above). At the heart of 
this is a mechanism to transfer database 
blocks directly in memory between 
nodes. This is based on memory cache 
coherency technology (Cache Fusion), 
that utilizes the high-speed interconnect. 
By, utilizing both local and remote 
server caches, Cache Fusion exploits 
the caches of all nodes in the cluster for 
serving database transactions. 
 
Server Operating Systems 
RDBMS systems run on almost every 
operating system. We looked for the 
most flexible operating systems in terms 
of both software available and 
price/performance [3]. This ultimately 
led to the choice of a Linux based 
system. Commercial RDBMS systems 
are generally only supported on 
enterprise editions of Linux. For 
running the system we selected Redhat 
Enterprise Server AS edition. At the 
time of purchase, this was the only 
version to support Oracle RAC. 
However this has changed and now 
Redhat Enterprise Server ES edition is 
supported. 
 
Database Hardware 
When dealing with RDBMS systems, it 
is normal to decide on RDBMS 
software, operating system and then 
hardware last of all. Having decided on 
Oracle running on Linux, we examined 
Intel based architectures. We chose 
IBM x440 series nodes as the building 
blocks for the data clusters. The IBM 
X-Architecture has support for up to 16-
way SMP capability and remote I/O. 
The systems can be partitioned and are 
designed to be highly expandable. This 
closely met the requirements for a 
database service that is likely to grow. 
We purchased 2 separate clusters, one 
based at Daresbury Laboratory and the 
other at Rutherford Appleton 
Laboratory. The clusters connect to 
their own 1TB RAID 5 storage arrays 
via a independent fibre channel Storage 
Area Networks (SAN). 
These clusters operate independently of 
each other and are used for specific 
projects. While it is possible to combine 
them, this is not considered necessary at 
present. 
 
Applications 
The database service is now up and 
running and has several users. Figure 4 
shows the cluster based at Rutherford 
Appleton Laboratory. 
The main projects using the service are: 
•  CMS Storage Resource Broker 
Service [4] 
•  E-Mineral Mini-Grid [5] 
•  CCLRC Data Portal [6] 
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for NERC 
 
 
Figure 4. CCLRC Data Cluster 
 
Future Work 
The service is currently open to internal 
projects and some outside projects. We 
will expand this with the addition of a 
larger database cluster in the near 
future. A significant development this 
year will be the installation of a 20 node 
cluster at CCLRC funded by JISC and 
open to the community via UK Tier 1 
Grid access. 
The group can also provide database 
advice to the general community and 
can be contacted at the address above. 
 
Conclusions 
CCLRC have introduced an e-Science 
database service based on Oracle RAC 
and Linux. The service provides high 
availability and is now holding data for 
a number of e-Science projects. This 
number is growing continually and the 
service will be developed further. 
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Key words to describe the work: Video e-services, editing, format conversion, semantic content analysis 
 
Key Objectives:  To provide an integrated suite of video e-services to enable authorized users to analyse, edit, customize, 
trans-code and repurpose digital video files located in distant video archives and databases 
 
Motivation for the work (problems addressed): User authentication and access control between Grid services and third 
party databases outside the Grid community;  interactive processing and two-way database access; video streaming and file 
transfer using GridFTP protocol; task scheduling in a client-server-slave processor farm system using Grid middleware. 
 
VideoWorks Project Description 
 
VideoWorks for the Grid is an Oxford e-Science 
Centre project that will provide an integrated suite of 
video e-services to enable authorized users to 
analyse, edit, customize, trans-code and repurpose 
digital video files located in distant video archives 
and databases, thereby adding value to the holdings 
in these databases.  Each video file to be processed 
is first uploaded into VideoWorks, and is then 
analysed structurally to identify scene change key 
frames, and converted into a low-resolution 
streaming preview.  Subsequent interactive 
processing can take two forms: the VANQUIS 
service permits content analysis of the video, 
generating semantic metadata to permit subsequent 
query by content, while the VIDOS service permits 
repurposing of the video by permitting spatial and 
temporal editing and/or format conversion (trans-
coding) to create a customized output video file for 
local use, for example in teaching material or 
research.  Industrial Partner software permits video 
structural analysis, format conversion and steaming. 
 
For the prototype, we will work with two academic 
video databases: the BUFVC MAAS Media Online 
archive of rights-cleared videos for UK academic 
use (http://www.bufvc.ac.uk/maas/index.html), to be 
located at the Edinburgh EDINA  National Data 
Centre (http://edina.ac.uk), and the BioImage 
Database (www.bioimage.org), a database for 
multidimensional images and videos of biological 
specimens.  Both will be enabled to provide 
VideoWorks services.  The complex series of 
interactions that will occur between a user, the 
BioImage Database, the VideoWorks system are 
illustrated in Fig 1. 
 
 
 
Grid stretching aspects of VideoWorks project 
 
The VideoWorks for the Grid project combines the 
data complexity of the Semantic Web with the 
computational complexity of ‘classic’ Grid 
applications.  It involves gathering large video data 
files from distant databases and initiating 
computationally complex processing activities and 
analyses upon them.  Existing Grid middleware 
meets few of the requirements for such a Grid 
database project. 
 
User authentication 
Providing a unified authentication regime for users 
of third-party video databases linking into 
VideoWorks  services, and security of the 
VideoWorks services themselves, will require use of 
an external gateway that triggers an appropriate 
digital certificate, since the X509 digital certificate 
system employed in GSI is only appropriate for 
Grid-enabled participants, and it is unrealistic to 
expect individual database users to rush off 
individually to some Certification Authority.  Such 
authorised access must be sufficiently persistent to 
enable a user to start a long conversion job, log off, 
and then reconnect later to review progress or 
download the customized video. 
 
Database access 
Unlike most Grid projects involving databases, 
VideoWorks requires not just the passive extraction 
of data, but the ability both to communicate 
interactively with the VideoWorks system in order to 
specify customisation or analysis parameters, and 
also to write newly-created semantic metadata back 
into the video database of origin, while ensuring the 
security and integrity of that database. 
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Existing Grid middleware cannot allocate bandwidth 
to facilitate streamed video delivery, and GridFTP 
does not permit data buffers, flow control and staged 
delivery services that might assist the asynchronous 
transfer of large video data files. 
 
VideoWorks task scheduling 
Within the VideoWorks system, Grid middleware or 
Condor will be used to schedule and prioritise 
concurrent users’ jobs having different requirements, 
distributing them to the VideoWorks slave processors 
in the most efficient manner depending upon their 
individual capabilities with regard to disc space, 
processing speed or access to particular video codec 
implementations.   
 
The presentation will include a live demonstration of 
the VIDOS service within the VideoWorks prototype, 
and discussion of our progress in integrating the 
various other software components and in 
surmounting some of the obstacles to Grid 
integration mentioned above. 
 
Figure 1     Interactions between a user, the 
BioImage Database and the VideoWorks system 
(Arrow widths approximate the 
volumes of data being transferred) 
1 A BioImage user selects a video in the BioImage 
Database and chooses to use the VideoWorks services. 
2  The selected video is uploaded from the distant 
database to VideoWorks file store using GridFTP. 
3  An interactive session is established between the user 
and the VideoWorks server. 
4  Video sent to both conversion and analysis slaves. 
5  Video preview version passed to streaming server. 
6, 7  Preview and keyframe storyboard sent to user to 
permit interactive processing. 
8  User’s customization parameters are sent to the VIDOS 
conversion slave; customized video created and sent to 
VideoWorks server. 
9  Customized video is downloaded to the user. 
10  And / or  Interactive semantic analysis of video 
content undertaken by user 
11  Semantic content metadata written to VideoStore  
12 Semantic metadata transferred to BioImage for long-
term storage and subsequent Query by Content. 
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Substantial progress has been made with VideoWorks and 
we now have a stable VIDOS video editing and 
transcoding system that permits one to upload a file from 
one’s local machine or from any Web site using ftp and 
http through a Web interface.  Extensive testing was 
implemented, with testing the current system on the most 
commonly used hardware platforms and also with the 
most commonly used browsers.  Bug fixes ensured that 
the system is now reliable enough to use in conjunction 
with BioImage and with EDINA, now that they have 
digitized a substantial proportion of their videos from the 
British Universities Film and Video Council 
(http://www.bufvc.ac.uk/maas/). 
 
Further developments with respect to accessing EDINA 
through a SOAP interface using SOAP and WSDL 
standards are to be implemented as the next phase of 
VideoWorks development. 
  
Publication is planned in the journal Animal Behaviour of 
work that has led to the development of an automated 
procedure for tracking fish in aquaria through a video 
analysis module of VideoWorks. 
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processing and display step (if at all) that 
the  digital  data  are  combined  for 
comparison.    Users  often  need  significant 
amounts of experience and data comparison 
inevitably  requires  manual  migration  of 
data  from  one  place  to  another  (often 
involving  several  user  authentications  at 
different  sites).  Large  amounts  of  trained 
scientist  time  is  spent  on  “reinventing 
wheels”  in  order  to  handle  data,  as  each 
user  needs  to  go  through  the  process  of 
learning  about  formats  and/or  SQL  table 
structures etc before they can use the data 
scientifically. 
The problem is compounded by the paucity 
of,  and  disparity  between,  discovery 
metadata  formats  in  the  different 
communities.  Much  observational  data  is 
simply not used because of the overheads of 
finding  and  handling  it.    The  aim  of  the 
NERC  DataGrid  is  to  build  a  grid  that 
makes  data  discovery,  delivery  and  use 
much  easier  than  it  is  now.    Further  we 
intend to make the connection between data 
held  in  the  NERC  managed  archives  and 
data  held  by  individual  research  groups 
seamless in such a way that the same tools 
can be used to compare and manipulate data 
from both sources. 
In  the  first  instance,  the  NERC  DataGrid 
will be built on the managed archives held 
in  the  British  Atmospheric  and 
Oceanographic  data  centres.  Thus  our 
prototype  architecture  is  based  on  the 
necessity  to  provide  seamless  access  to  a 
carefully selected subset of data held in the 
two institutions. 
This  short  paper  outlines  the  key 
architecture  behind  our  prototype 
development,  our  strategy,  and  identifies 
two main challenges to achieving our goals.  
In  summary,  it  will  be  seen  that  our 
architecture depends on modularity coupled 
with  two  crucial  underlying  pieces  of 
technology: a  data model, and a  metadata 
model. Two further papers in this collection 
describe these in more detail [2,3]. 
2.  DATA METADATA TAXONOMY 
In order to deliver the desired functionality, 
there is clearly a large amount of metadata 
that needs to be  captured.   In the  desired 
grid, we will clearly need to categorise the 
data itself, the people who use it along with 
their  roles,  and  the  capabilities  of  the 
software. 
In  terms  of  the  prototype  we  have 
concentrated  on  the  data  metadata.  While 
there are many existing taxonomies of data 
metadata,  we  have  found  it  useful  to 
concentrate on a view of metadata which is 
based on where the metadata comes from, 
and its usage, rather than on usage alone. 
When  this  is  done,  we  find  five  major 
categories of metadata: 
A.  [Archive]  Usage  metadata,  normally 
generated  with  the  data,  and  always 
accompanying  it.  (For  example,  the 
metadata  held  in  a  NetCDF  formatted 
file). 
B.  [Browse]  Complete  set  of  metadata 
which  covers  both  semantics,  and 
syntax,  and  includes  both  discovery 
metadata  (D)  and  discipline  specific 
metadata  (E).  This  metadata  is  often 
built up over time. 
C.  [Comment] Ancillary metadata, such as 
annotations  and  publications.  Usually 
provided after the ingestion of data into 
an archive. 
D.  [Discovery]  The  metadata  needed  to 
find  datasets  of  interest.  Usually 
produced by managed data centres. 
E.  [Extra]  Discipline  specific  metadata 
that may exist as “institutional wisdom” 
within the community of (original) data 
users. Often fails to accompany the data 
on as it travels. 
In practice, it is rare to find a dataset that 
has a complete set of this metadata, and yet 
all this metadata is needed to both produce 
a  grid  that  allows  the  automation  of  data 
extraction  and  usage,  along  with 
meaningful interpretation by non-discipline 
specific experts. 
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inter-disciplinary  work,  this  is  not  a  new 
problem.  In  fact,  this  is  the  main  reason 
why  the  NERC  designated  data  centres 
exist. However, no data centre that we are 
aware of (world-wide!) deals with C well, 
and generally most produce B (including D 
and sometimes E) by hand. In practice there 
is  no  easy  way  of  automating  the 
production of these metadata, and as yet, no 
incentive for the data producer (and original 
users) to produce such metadata.  Thus, the 
actual process of data ingestion into the grid 
will involve real people at least for the set-
up, for the foreseeable future. 
To build the NDG we need to encompass 
this  information  in  a  machine-readable, 
machine  understandable  way,  which  also 
allows updates by suppliers and maintainers 
and annotation by users.  It also needs to be 
done  in  a  discipline  independent  manner, 
and  in  a  way  that  it  can  easily  allow 
expansion as new disciplines join the NDG. 
We  have  found  no  existing  metadata 
schema(s) that do this for all the categories 
of  information  required,  and  so  we  have 
chosen  to  implement  our  own.  However, 
one  major  aim  is  to  be  able  to  export 
metadata  in  a  variety  of  existing  and 
familiar formats. 
There  is  plenty  of  experience  in  the 
community that shows the benefit of a clear 
distinction  between  “discovery”  metadata 
and  “usage”  metadata.  We  have  followed 
that concept, by defining a metadata model 
[2]  and  a  data  model  [3]  based  on  XML 
schema.    Broadly  these  correspond  to  B 
(without  E)  and  the  A  categories  above. 
However,  we  have  made  the  clear 
assumption  that  these  are  linked  and  that 
there  is  an  element  in  common.  To 
reinforce that, we have further defined: 
S  [Summary] The overlap between D and 
A type metadata. We will be generating 
S  automatically  from  the  A  type 
metadata. 
We  assume  that  the  procedure  of  data 
acquisition  can  include  three  clear  stages: 
dataset  discovery  (mediated  by  D),  data 
browsing (mediated by B and S), and data 
extraction (mediated by A). 
For an eventual goal of allowing software 
agents  to  proceed  via  this  sequence,  we 
need to define clearly what sort of queries 
and  usage  our  metadata  will  need  to 
support.  To  that  end,  we  will  eventually 
need to characterise: 
Q  [Query]  The  complete  set  of  query 
types  that  we  expect  upon  our 
metadata. 
In  the  longer  term  we  will  also  be 
supporting  the  concept  of  “server-side” 
processing,  which  itself  will  require 
metadata description. 
3.  ACCESS CONTROL 
In the process of scoping the requirements 
of  our  metadata,  it  has  become  apparent 
that the full NDG will have complex access 
control  requirements  that  will  need  to 
support  control  over  the  metadata  records 
and  the  data  independently  –  some  users 
will have access to both, some to the data, 
and some to the metadata. Examples of the 
latter two are the requirement for users to 
see  metadata  before  purchasing  data,  and 
the  requirement  to  allow  users  to  access 
land-use  data  without  seeing  actual 
geographical metadata for privacy reasons. 
In the full NDG we must then support all 
these criteria both within the metadata and 
the software. However, an analysis  of the 
available  grid  software  suggested  that  we 
should  wait  before  trying  to  implement 
anything sophisticated. Further, just trying 
to  understand  the  existing  access  control 
policies  at  the  BADC  and  BODC  was  a 
larger job than anticipated.  Access control 
to  some  datasets  is  mandated  by  human 
decisions, and it will be difficult to define 
and codify these existing arrangements. 
NDG  planning  has  also  had  to  deal  with 
considerable  resistance  to  trust  in  grid-
based  authentication.  Like  all  new  tools, 
familiarity  is  required  before  trust  can  be 
established. 
Accordingly, the  initial implementation of 
the NDG will simply authenticate users and 
compare them to an authorisation list, but 
not implement access control beyond that. 
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GRID SUPPORT CENTRE 
Rob Allan , Alistair Mills , David Wallom, CCLRC. 
 
The UK Grid Support Centre supports all aspects of the deployment, operation and maintenance of Grid 
middleware and distributed resource management for the UK e-Science test beds. 
In the spring of 2003, the Grid Support Centre was asked to undertake a survey of the 22 e-Science CORE 
projects of the five Research Councils, to identify their support needs.  The results of this survey are intended to 
direct the future service that the UK GSC provides.  The results were collated to identify trends. 
 
An important result of the survey was identifying the UK e-Science Certificate Authority and its continued work 
as a key facility.  It also became clear that the activities generally undertaken were successfully scoped to provide 
what the user community needed. 
 
The support model provided by the UK Grid Support Centre has been sufficiently successful that it has now been 
decided to establish a European Grid Support Centre.  This is initially working as collaboration between CCLRC, 
CERN and KTH Sweden.  It is intended that the activities of this organisation will be shaped by the national/ 
organisational requirements of the host institutions that the staff of the EGSC.  It is expected that the EU may 
establish a full multi-nation support centre. 
 
This paper addresses the current operations of the Grid Support Centre. 
 
USER SERVICES 
Website (http://www.grid-support.ac.uk/) 
The Grid Support Centre website is your first port of 
call when you have any sort of query about Globus, 
other forms of Grid middleware, or the e-Science 
Certificate Authority.  As well as downloadable 
installation guides, papers and technical notes, we 
have an ever expanding online Globus knowledge 
base.  And if your query still isn’t answered, you 
can place a support call to the Grid Support 
Helpdesk.  There is also a section dedicated to 
getting you up and running with Globus. 
 
 
 
We maintain a news and events section and provide 
links to e-Science centres and projects worldwide.  
There is a download section where you can obtain 
documents, a Globus auto installer CD image and 
access the DiSCo software download portal. 
Helpdesk 
The GSC operates a helpdesk for user queries and 
problems.  This can be accessed through either a 
web-form, email address or telephone helpline. 
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The above figure shows performance of the 
helpdesk to close submitted problems and calls. 
Training 
The Grid Support Centre at RAL has developed a 
training course for system administrators installing 
the Globus Toolkit 2, and connecting to the level 2 
grid.  This was run for the first time at the beginning 
of June, and is planned again for October at NESC.   
It is expected to run this course approximately 
monthly and that the agenda will include Globus 
Toolkit 3 and the level 3 grid as these resources 
become available. 
 
Training is also given to new Registration Authority 
representatives.  This covers the use of the tools and 
methods they use to act in accordance with the rules 
and procedures of our Certification Authority.  
 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
283 
 
CERTIFICATION AUTHORITY (CA) 
The idea of a common logon through digital 
authentication and authorisation is a core 
fundamental of e-Science.  The GSC currently 
operates the UK e-Science CA for the community.  
For the certificates to be really useful though they 
must be trusted by other CAs.  The following CAs 
now trust the certificates issued by e-Science CA: 
•  • Eurogrid; 
•  • DataGrid; 
•  • CrossGrid; 
•  • DoE. 
 
 
 
There are currently 38 Registration Authorities 
(RAs) around the country to perform the physical 
identification of the users (through photographic 
ID).  The RAs are shown on the map with the 
London RAs grouped, and BBSRC & NERC 
distributed.  To date, they have approved 852 
certificates for users, machines and services.  The 
following figure shows the number of certificate 
issued by each Organisational Unit (OU). 
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Users complete a web based form to request a 
certificate.  The address of the ca is: 
http://ca.grid-support.ac.uk.  
REFERENCE SYSTEMS 
Reference systems are implementations of various 
grid related software for a number of different 
purposes.  It is convenient to distinguish between 
two groups. 
External reference systems  
There are currently four external reference systems.  
The purpose of an external reference system is to 
provide an implementation of software for use by 
people involved in the Grid.  As far as possible the 
system should be continuously available and 
accessible on the Internet. 
 
The current systems are called: 
• grid1.escience.clrc.ac.uk: runs Linux Red Hat 
6.2 and the Globus Toolkit 2.2.3; 
• grid2.esc.rl.ac.uk: runs Linux Red Hat 7.2 
and the Globus Toolkit 2.2.3; 
• ginfo.grid-support.ac.uk: the Grid 
information service; 
• http://esc.dl.ac.uk/InfoPortal/: acts as a 
gateway to ginfo.grid-support.ac.uk as well 
as a single point for obtaining transient 
information on the status of resources 
available on the Level 2 Grid. 
 
The following figure shows the home page for the 
InfoPortal. 
 
 
Internal reference systems 
An internal system is a system whose availability is 
intermittent.  It is intended for the development or 
trial deployment of new software. 
•  grid[4.5.6.7.8.9].esc.rl.ac.uk run Linux Red 
Hat 7.2 with a variety of trial software; 
•  ca[sign]-dev.esc.rl.ac.uk run Linux Red 
Hat 7.2 with the e-Science CA 
development system; 
•  esc[2.3.4.5].dl.ac.uk run Linux Suse 8 with 
globus took kit 2.2.3, and resource 
management software such as LSF; 
•  esc5 also has a prototype of the UDDI 
implementation. 
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ENGINEERING TASK FORCE 
The operational state of the Level 2 Grid (L2G) is 
monitored using the GITS test script.  Tests are run 
daily by each site on the grid to ensure the correct 
operation of all components of the GT2 tool kit.  
This includes tasks ranging from fork and batch 
queue job submission, to file transfer, and tests of 
the local and national MDS services.  The results 
from each site are published daily on the web and 
are monitored at RAL.  Any problems with the grid 
are quickly reported to the sites concerned. 
 
The following figure shows a typical page from the 
Operational Monitor. 
 
 
 
Results are also stored in a database.  A web service 
interface is used to upload results.  Several 
interfaces are available to query the data.  This 
allows analysis of historical data, such as the long 
term reliability of the grid. 
 
OGSA-DAI 
It was decided that the Grid Support Centre would 
provide long-term support for the OGSA-DAI 
(Open Grid Services Architecture - Data Access and 
Integration). 
 
The following support is provided: 
•  Reporting of problems encountered with 
the software; 
•  Answers to general queries about OGSA-
DAI; 
•  A list of frequently asked questions; 
•  A users’ mailing list; 
•  Additional documentation. 
 
The OGSA-DAI software uses version 3 of the 
Globus Toolkit and is based on a new set of 
technologies with regard to Globus Toolkit 2 
including Web Service technologies such as SOAP, 
WSDL, XML, Apache Axis and Tomcat.  OGSA-
DAI requires knowledge of databases, both 
relational (e.g. Oracle, MySQL), and XML based 
(e.g. Xindice). 
 
A web page to provide access to the support 
organisation is provided with access to problem 
reporting and simple question asking through web 
forms, email and telephone direct contacts. 
 
The following figure shows the home for OGSA-
DAI support (http://www.ogsadai.org.uk). 
 
 
 
EUROPEAN GRID SUPPORT CENTRE 
This Centre has been established to test the 
feasibility of a pan-European grid support 
organisation.  This is preparation for the next 
generation production grids.  The Centre is currently 
operating as a collaboration between CCLRC, 
CERN and the KTH, Sweden. 
 
The following figure shows the home page for the 
EGSC ( http://www.grid-support.org ). 
 
 
 
Activities include collaboration with the Globus 
group from Argonne National Lab, USA on the 
release and testing of the Globus 2.4 release. 
 
This type of international collaboration has also 
been extended into large scale activity within the 
Global Grid Forum.  One staff member is co-
chairman of several working groups and another is a 
candidate for the User Services Research Group co-
chair. 
 
It is intended to participate in further collaborations 
with other groups such as GridLab and Nordugrid.  
This will enhance the operation of the Centre with 
support for many more products and services. 
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Abstract 
The FirstDIG [1] project is a collaboration between First plc [2] and the National e-Science Centre 
(NeSC) [3] as represented by EPCC [4]. The project aims to deploy an early implementation of the 
OGSA Data Access and Integration services (OGSA-DAI) [5] within the First South Yorkshire bus 
operational environment. The project has two central goals.  The first is to demonstrate the deployment of 
OGSA-DAI services in a commercial environment, and learn from this process.  The second goal is to 
answer specific business questions posed by First through a short data mining analysis using the OGSA-
DAI service enabled data sources. The project started in May 2003 and will run through to January 2004.  
This paper describes the project and its current status as of August 2003. 
 
Introduction 
As stated in [6], the world wide web provides 
seamless access to information that is stored in 
many millions of different geographical 
locations.  Grid technology takes this concept 
one stage further by allowing seamless access 
and use of computing resources as well as 
information. The transformation of the Grid 
from an enabling technology in the scientific 
domain to a widely used business tool is a key 
requirement if the success expected by the UK 
Government is to be realised [7].  To date the 
UK e-Science Programme [8] has involved a 
large number of companies in collaborative 
projects.  Many of these companies are either IT 
related or classic early adopters.  Few projects 
involve service companies such as First plc.   
However, the company has a clear business 
problem the Grid can help them solve and for 
this reason they are collaborating in the 
FirstDIG project [7]. 
 
Since its formation in 1995, First plc has striven 
to improve the opportunities for bus and rail 
travel in cities and towns across the UK.   
Operating world-wide in many different 
transport sectors, the company runs over 10,000 
vehicles in the UK and has 23% of the market, 
making it the UK’s largest operator.  First is 
represented in this project by First South 
Yorkshire buses [7]. 
 
Many businesses turn to data mining to better 
inform their decision-making.  In the transport 
industry, the huge range of fragmented data 
sources has hindered its adoption.  In the 
FirstDIG project we intend to demonstrate how 
OGSA-DAI services can provide cost-effective 
access to disparate data sources and hence 
enable data mining of these sources to answer 
specific business questions [7]. 
 
This paper provides a brief description of 
OGSA and OGSA-DAI.  It then goes on to 
describe how OGSA-DAI will be used to 
provide access to the various data sources to be 
mined in the FirstDIG project. Finally the paper 
outlines the current status of the project  
OGSA and OGSA-DAI 
A Web Service is an interface that describes a 
collection of operations that are network 
accessible [9].  Open Grid Architectures 
facilitate the sharing of data and computing 
resources amongst collaborating organisations.   
Such collaborating organisations may be 
geographically distributed with heterogeneous 
platforms.  
The Open Grid Services Architecture (OGSA) 
[10], an extension of XML-based Web services, 
pulls together the concept of an Open Grid 
Architecture with Web Services to define a set 
of implementation and platform independent 
protocols and standards based around the 
concept of creating, managing and exchanging 
information among entities called Grid Services.  
A Grid Service is a stateful Web Service with an 
associated lifetime that conforms to a set of 
interfaces and behaviours with which a client 
may interact [9].   
 
The purpose of OGSA-DAI is to provide 
uniform service interfaces for data access and 
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interfaces, disparate, heterogeneous data sources 
and resources can be treated as a single logical 
resource.   Moreover, OGSA-DAI will allow the 
same data source and resource to be 
incorporated into an OGSA-compliant 
architecture. The OGSA-DAI Grid services will 
themselves then provide the basic operations 
that can be used to perform sophisticated 
operations such as data federation and 
distributed queries, hiding concerns such as 
database driver technology, data formatting 
techniques and delivery mechanisms[9]. 
FirstDIG Data Sources 
The data sources to be used in the FirstDIG 
project are from the following systems within 
First South Yorkshire. 
•  Customer Contact – this records 
correspondence  with customers 
including commendations and 
complaints. 
•  Vehicle Mileage – this records the 
daily vehicle mileage for bus services. 
•  Ticket Revenue – this contains the 
daily tickets sold and the money taken 
for the bus services. 
•  Schedule Adherence – a satellite 
tracking system that records whether a 
bus is arriving and departing on time 
from a bus stop.   
These systems are located at various company 
sites, on differing platforms in different 
databases.  The databases range from SQL 
sources to ODBC sources to COBOL files. It is 
precisely these issues that any technology must 
address in order to be applicable and useful to 
business. 
 
OGSA-DAI will be deployed on the relevant 
systems at First South Yorkshire and grid 
services written to enable access to the relevant 
data. A series of data filters, converters and 
query tools will be developed to provide access 
to the necessary data for these resulting OGSA-
DAI data services [7].  
Data Mining and OGSA-DAI 
Through data mining and statistical analyses the 
FirstDIG project aims to answer specific 
business questions posed by First.  This will 
require the consolidation of data from the 
customer contact system, the satellite tracking 
schedule adherence system, the mileage records 
system and the revenue system.  The project 
will determine if the OGSA-DAI-enabled data 
services can extract and consolidate the 
necessary data from these systems to answer 
these business questions. Figure 1 illustrates 
how OGSA-DAI will be used to extract data 
from the various systems and make it available 
for data mining and analysis. 
Current Status  
As previously mentioned the various data 
sources to be used in the project have been 
identified.  In addition, First South Yorkshire 
has formulated a set of business questions 
whose answers require consolidation of data 
from these various sources.  The questions 
cover topics such as: 
•  the effect of lost mileage on revenue, 
where lost mileage is due to activities 
such as road works and breakdowns; 
•  the effect of lost mileage on the 
number of complaints; 
•  the effect of  reliability on revenue; 
•  the effect of reliability on complaints 
received. 
In addition, these questions will be answered at 
deeper levels such as frequency of services and 
passenger ticket type.  
 
Thus far the data sources have been examined in 
detail to establish the relevant tables and fields 
necessary to answer the questions.   This 
examination has also been necessary to 
determine what the various data filters, 
converters and query tools will need to do in 
order to make the necessary data available via 
the OGSA-DAI services. 
 
The next stages of the project are to design and 
implement the necessary filters, converters and 
query tools, deploy these with OGSA-DAI and 
so build the data services.  These data services 
can then be used to help answer the business 
questions posed by First South Yorkshire.  
Further Information 
For more information on the project and its 
deliverables, please visit the project web site at 
http://www.epcc.ed.ac.uk/firstdig/. 
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Customer Database  Mileage  Schedule Adherence     Revenue  
OGSA-DAI
                                Data Mining and Analysis
Useful Knowledge 
 
The aim of the data mining and analysis is to discover useful knowledge, such as: 
 
“When buses are more than 10 minutes late there is a 82% chance that revenue 
drops by at least 10%” 
 
 “When a bus is cancelled, there is a 60% chance that complaints will increase by 
5%” 
 
(Note that these are examples only.) 
Figure 1: Using OGSA-DAI to extract and consolidate data from various 
sources for subsequent data mining and analysis.
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Abstract
We describe some of the key aspects of the SAM-
Grid system, used by the D0 and CDF experi-
ments at Fermilab. Having sustained success of the
data handling part of SAMGrid, we have developed
new services for job and information services. Our
job management is rooted in Condor-G and uses
enhancements that have general applicability for
HEP grids. Our information system is based on a
uniform framework for con¯guration management
based on XML data representation and process-
ing.
1 Introduction
Grid [1] has emerged as a modern trend in comput-
ing, aiming to support the sharing and coordinated
use of diverse resources by Virtual Organizations
(VO's) in order to solve their common problems[2].
It was originally driven by scienti¯c, and especially
High-Energy Physics (HEP) communities. HEP
experiments are a classic example of large, globally
distributed VO's whose participants are scattered
over many institutions and collaborate on studies
of experimental data, primarily on data processing
and analysis.
Our background is speci¯cally in the develop-
ment of large-scale, globally distributed systems for
HEP experiments. We apply grid technologies to
our systems and develop higher-level, community-
speci¯c grid services (generally de¯ned in [3]), cur-
rently for the two collider experiments at Fermilab,
D0 and CDF. These two experiments are actually
the largest currently running HEP experiments,
each having over half a thousand users and plan-
ning to analyze repeatedly peta-byte scale data.
In the HEP computing, jobs are data-intensive
and therefore data handling is one of the most im-
portant factors. Data handling is the center of the
meta-computing grid system [4]. The SAM data
handling system [5] was originally developed for
the D0 collaboration and is currently also used by
CDF. The system is described in detail elsewhere
(see, for example, [6, 7] and references therein).
Here, we only note some of the advanced features of
the system { the ability to coordinate multiple con-
current accesses to Storage Systems [8] and global
data routing and replication [9].
Given the ability to distribute data on demand
globally, we face the similar challenges of distribut-
ing the processing of the data. In this paper, we
present some key ideas from our system's design.
For job management per se, we collaborate with
the Condor team to enhance the Condor-G middle-
ware so as to enable scheduling of data-intensive
jobs with °exible resource description. For in-
formation, we focus on describing the sites' re-
sources in the tree-like structures of XML, with
subsequent projections onto the Condor Classi¯ed
Advertisements (ClassAd) framework, monitoring
with Globus MDS and other tools.
2 Job Scheduling and Broker-
ing
A key area in Grid computing is job management,
which typically includes planning of job's depen-
dencies, selection of the execution cluster(s) for
the job, scheduling of the job at the cluster(s)
and ensuring reliable submission and execution.
We base our solution on the Condor-G framework
[10], a powerful Grid middleware commonly used
for distributed computing. Thanks to the Particle
Physics Data Grid (PPDG) collaboration [11], we
have been able to work with the Condor team to
enhance the Condor-G framework and then imple-
ment higher-level functions on top of it. In this Sec-
tion, we ¯rst summarize the general Condor-G en-
hancements and then proceed to actually describ-
ing how we schedule data-intensive jobs for D0 and
CDF.
2.1 The Grid Enhancements Condor
We have designed three principal enhancements for
Condor-G. These have all been successfully imple-
mented by the Condor team:
² Original Condor-G required users to either
specify which grid site would run a job, or to
use Condor-G's GlideIn technology. We have
enabled Condor-G to use a matchmaking ser-
vice to automatically select sites for users.
² We have extended the ClassAd language, used
by the matchmaking framework to describe re-
sources, to include externally supplied func-
tions to be evaluated at match time. This
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not only on explicitly advertised properties
but also on opaque logic that is not stati-
cally expressible in a ClassAd. Other uses in-
clude incorporation of information that is pro-
hibitively expensive to publish in a ClassAd,
such as local storage contents or lists of site-
authorized Grid users.
² We removed the restriction that the job sub-
mission client had to be on the same machine
as the queuing system and enabled the client
to securely communicate with the queue across
a network, thus creating a multi-tiered job
submission architecture.
Fundamentally, these changes are su±cient to
form a multi-user, multi-site job scheduling system
for generic jobs. Thus, a novelty of our design is
that we use the standard Grid technologies to cre-
ate a highly reusable framework to the job schedul-
ing, as opposed to writing our own Resource Bro-
ker, which would be speci¯c to our experiments.
In the remainder of this Section we described
higher-level features for the job management, par-
ticularly important for data-intensive applications.
2.2 Combination of the Advertised
and Queried Information in the
MMS
Classic matchmaking service (MMS) gathers infor-
mation about the resources in the form of published
ClassAds. This allows for a general and °exible
framework for resource management (e.g. jobs and
resource matching), see [12]. There is one impor-
tant limitation in that scheme, however, which has
to do with the fact that the entities (jobs and re-
sources) have to be able to express all their rele-
vant properties upfront and irrespective of the other
party.
Recall that our primary goal was to enable co-
scheduling of jobs and data. In data-intensive com-
puting, jobs are associated with long lists of data
items (such as ¯les) to be processed by the job.
Similarly, resources are associated with long lists
of data items located, in the network sense, near
them. For example, jobs requesting thousands of
¯les and sites having hundreds of thousands of ¯les
are not uncommon in production in the SAM sys-
tem. Therefore, it would not be scalable to explic-
itly publish all the properties of jobs and resources
in the ClassAds.
Furthermore, in order to rank jobs at a resource
(or resources for the job), we wish to include ad-
ditional information that couldn't be expressed in
the ClassAds at the time of publishing, i.e., before
the match. Rather, we can analyze such an in-
formation during the match, in the context of the
job request. For example, a site may prefer a job
based on similar already scheduled data handling
requests. 1 Another example of useful additional
information, not speci¯c to data-intensive comput-
ing, is the pre-authorization of the job's owner with
the participating site, by means of e.g. looking up
the user's grid subject in the site's gridmap¯le.
Such a pre-authorization is not a replacement of se-
curity, but rather a means of protecting the match-
maker from some blunders that otherwise tend to
occur in practice.
The original MMS scheme allowed for such addi-
tional information incorporation only in the claim-
ing phase, i.e., after the match when the job's
scheduler actually contacts the machine. In the
SAMGrid design, we augment information process-
ing by the MMS with the ability to query the re-
sources with a job in the context. This is pictured
in Figure 1 by arrows extending from the resource
selector to the resources, speci¯cally to the local
data handling agents, in the course of matching.
Together with the SAM system, this will enable
the co-scheduling of jobs with the data.
3 The Management of Con¯g-
uration and Information in
JIM
Naturally, being able to submit jobs and sched-
ule them more or less e±ciently is necessary but
not su±cient for a Grid system. One has to un-
derstand how resources can be described for such
decision making, as well as provide a framework for
monitoring of participating clusters and user jobs.
We consider these and other aspects of infor-
mation management to be closely related to is-
sues of Grid con¯guration. In the JIM project,
we have developed a uniform con¯guration man-
agement framework that allows for generic grid ser-
vices instantiation, which in turn gives °exibility in
the design of the Grid as well as inter-operability
on the Grid.
In this Section, we brie°y introduce the main
con¯guration framework and then project it onto
the various SAMGrid services having to do with
information.
3.1 The Core Con¯guration Mecha-
nism
Our main proposal is that grid sites be con¯gured
using a site-oriented schema, which describes both
resources and services, and that grid instantiation
at the sites be derived from these site con¯gura-
tions. We are not proposing any particular site
schema at this time, although we hope for the
Grid community as a whole to arrive at a common
schema in the future which will allow reasonable
1Unlike the information about data already placed at
sites, the information about scheduled data requests, and
their estimated time of completion, is not described by any
popular concept like replica catalog.
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advertised, 3 { MMS matches jobs with resources, 4,5 { ranking functions retrieve additional information
from the data handling system, 6,7 { resource is selected and the job is scheduled.
variations such that various grids are still instanti-
atable.
3.2 Resource Advertisement for
Condor-G
In the JIM project, we have designed the grid job
management as follows. We advertise the partici-
pating grid clusters to an information collector and
grid jobs are matched [12] with clusters (resources)
based on certain criteria primarily having to do
with the data availability at the sites. We have
implemented this job management using Condor-G
[10] with extensions that we have designed together
with the Condor team [13].
For the job management to work as described in
Section 2, we need to advertise the clusters together
with the gatekeepers as the means for Condor to
actually schedule and execute the grid job at the
remote site. Thus, our present design requires that
each advertisement contain a cluster, a gatekeeper,
a SAM station (for jobs actually intending to pro-
cess data) and a few other attributes that we omit
here. Our advertisement software then selects from
the con¯guration tree all patterns containing these
attributes and then applies a ClassAd generation
algorithm to each pattern.
The selection of the subtrees that are ClassAd
candidates is based on the XQuery language. Our
queries are generic enough as to allow for design
evolution, i.e. to be resilient to some modi¯cations
in the schema. When new attributes are added to
an element in the schema, or when the very struc-
ture of the tree changes due to insertion of a new
element, our advertisement service will continue to
advertise these clusters with or without the new in-
formation (depending on how the advertiser itself
is con¯gured) but the important factor is that this
site will continue to be available to our grid.
3.3 Monitoring Using Globus MDS
In addition to advertising (pushing) of resource in-
formation for the purpose of job matching, we de-
ploy Globus MDS-2 for pull-based retrieval of in-
formation about the clusters and activities (jobs
and more, such as data access requests) associ-
ated with them. This allows us to enable web-
based monitoring, primarily by humans, for per-
formance and troubleshooting [13]. We introduce
(or rede¯ne in the context of our project) concepts
of cluster, station etc, and map them onto the
LDAP attributes in the OID space assigned to our
project (the FNAL organization, to be exact) by
the IANA[14]. We also create additional branches
for the MDS information tree as to represent our
concepts and their relations.
4 Integration and Project
Status
To provide a complete computing solution for the
experiments, one must integrate grid-level services
with those on the fabric. Likewise, grid-level mon-
itoring should provide services that are additional
(orthogonal) to those developed at the fabric's fa-
cilities (i.e., monitoring of clusters' batch systems,
storage systems etc.).
Our experiments have customized local environ-
ments. CDF has been successfully using Cluster
Analysis Facility (CAF), see [15]. D0 has been us-
ing MCRunJob [16], a work°ow manager which is
also part of the CMS computing insfrastructure.
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tegrate its job and information services with these
environments.
For job management, we have implemented
GRAM-compliant job managers which pass con-
trol from Grid-GRAM to each of these two systems
(which in turn are on top of the various batch sys-
tems). Likewise, for the purposes of (job) monitor-
ing, these systems supply information about their
jobs to the XML databases which we deploy on the
boundary between the Grid and the Fabric.
We delivered a complete, integrated prototype
of SAMGrid in the Autumn of 2002. Our initial
testbed linked 11 sites (5 D0 and 6 CDF) and the
basic services of grid job submission, brokering and
monitoring. Our near future plans include further
work on the Grid-Fabric interface and more fea-
tures for troubleshooting and error recovery.
5 Summary
We have presented the two key components of the
SAMGrid, a SAM-based datagrid being used by
the Run II experiments at FNAL. To the data han-
dling capabilities of SAM, we add grid job schedul-
ing and brokering, as well as information processing
and monitoring. We use the standard Condor-G
middleware so as to maximize the reusability of
our design. As to the information management, we
have developed a uni¯ed framework for con¯gura-
tion management in XML, from where we explore
resource advertisement, monitoring and other di-
rections such as service instantiation.
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Key Objectives: To bring the Advance Collaborative Environment of Access Grid 
Technology into the NHS clinical domain. 
 
Motivation for the work (problems addressed):  This joint project between the 
University of Cambridge and the West Anglia Cancer Network will demonstrate the 
capability of Grid technology to improve the delivery of patient care in the West Anglia 
region and potentially throughout the National Health Service. 
 
Overview 
 
The West Anglia Cancer Network 
(WACN) provides cancer services for a 
core population of 1.6 million and has an 
extended catchment area of 2-4 million. 
The Cancer Centre for the network is 
based at Addenbrooke's Hospital in 
collaboration with Papworth Hospital for 
patients with lung cancer.  Six more 
Cancer Units at Bedford, King's Lynn, 
Peterborough, Hinchingbrooke, West 
Suffolk and Harlow Hospitals, together 
with the Cancer Centre at Addenbrookes, 
serve the remainder of the region.   
 
Industrial support for this project is 
kindly supplied by Siemens Medical 
Solutions, the University of Cambridge 
Department of Radiology and Macmillan 
Cancer Relief. 
 
 
 
 
 
 
 
The West Anglia Cancer Network Area 
 
 
Aims of the Pilot 
 
It is clearly desirable to provide care as 
near as possible to the patient's home.  
Continuity of care is also maintained for 
patients who require treatment at the 
Cancer Centre (e.g. for radiotherapy) as 
their treatment is planned by the same 
Consultant they have seen at their nearest 
Cancer Unit.   
 
Clinicians are currently travelling large 
distances to provide remote clinical 
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use of technology to prevent such travel 
and provide access to appropriate clinical 
information and medical images across 
the network.  
 
 
Technology 
 
By introducing an advanced collaborative 
environment comprising secure video, 
voice and data services, we will be able to 
bring clinicians together to share 
expertise and improve patient care by 
allowing virtual collaborations across 
these widely dispersed clinical teams.   
 
Specifically, the project will provide a 
secure infrastructure to support multi-
disciplinary team meetings for the review 
of cancer diagnoses and treatment by 
delivering: 
•  multi-site videoconferencing  
•  interactive collaboration using 
radiology and pathology images 
•  mining of appropriate cancer 
datasets 
 
The initial prototype videoconference 
model currently runs over circuit-
switched ISDN in seven of the WACN 
hospitals.   
 
This allows the NHS to experience an 
effectively plug and play system with on-
demand, value added services without the 
requirement for specialist node operators. 
 
Clinicians are able to access a variety of 
medical applications and peripheral 
devices that facilitate qualitative 
discussions at MDT meetings.  Digital 
imaging technology is available at all 
meetings, with access to MRI and CT 
scans.  Pathologists are also provided 
with histopathology data.   
 
 
Gynaecological Oncology Multi-Disciplinary 
Team Meeting - Addenbrookes 
 
 
It is also hoped to demonstrate the 
feasibility of remote access to 
computational medical simulations and 
the mining of patient record databases to 
improve the clinical decision making 
processes within specific disease groups. 
 
Wider benefits 
 
Bringing an advance collaborative 
environment into the NHS will primarily 
give clinicians the technology and 
facilities to extend best practice 
throughout their individual disciplines.   
 
In line with the NHS Cancer Plan, 
introducing multi-disciplinary team 
working will improve patient 
management and long-term outcomes, as 
well as raising clinical standards.   
 
It is also envisaged that a considerable 
saving of expensive clinical time can be 
rapidly achieved. 
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Multidisciplinary team meetings will 
benefit from the collaborative 
technologies that the Grid can provide.   
 
 
Lymphoma Multi-Disciplinary Team Meeting - 
Peterborough 
 
 
Such collaborative technologies will be a 
benefit to every discipline in the medical 
arena, allowing the sharing of expertise 
on a national and global level.  This 
application of Grid technology will not 
only enhance existing clinical practices 
but has real potential in the education and 
ongoing development of all clinical 
personnel. 
 
 
Clinical Usage 
 
The project has been running and 
providing operational support for multi-
disciplinary team meetings for the past 18 
months.  Cancer disease groups already 
using the system are Gynaecological, 
Upper GI, Lymphoma, Dermatology, 
Urology and Testis.   
 
The remaining 18 months of the project 
will focus on content within MDTs  
and the continued rollout to additional 
disease groups.  A phased  
implementation of existing hospital 
resources will also be undertaken.  This 
will include existing clinical databases as 
well as collaborative projects such as 
JCIS, the Joint Clinical Information 
System. 
 
 
Future Developments 
 
More recently the Telemedicine project 
successfully bid for 100k from the East of 
England Development Agency to install a 
virtual private network. 
 
 
 
 
This virtual private network will provide 
a secure infrastructure for four of the sites 
in the West Anglia region to connect over 
IP, and so reduce the revenue burden of 
an ISDN connection. 
 
Cambridge eScience have also been 
approached to manage the installation of 
a similar model to WACN in some of the 
neighbouring cancer networks.   
 
Other cancer networks will benefit from 
18 months of project management 
experience in this area as well as the 
specialist training for their clinical staff 
and IT support teams. 
 
 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
297Grid Enabled Distributed Data Mining and Conversion  
of Unstructured Data 
Paul Donachy 
Terrence J harmer 
Ron H Perrott 
Jens Rasch 
Sarah Bearder 
Martin Beckett 
Belfast e-Science Centre 
www.qub.ac.uk/escience 
Datactics Ltd 
www.datactics.co.uk 
Abstract 
With the explosion in size of data warehouses and the proliferation of 
databases, handling large volumes of unstructured data is still the most critical 
element currently affecting companies attempting to control their data assets. 
This presents, even experienced data managers, with a host of potential 
problems, including matching, transformation, and integration of various 
disparate data sources. 
At present, it can not be stressed enough how poorly developed many of the 
current practices are and how as the size of datasets is only going to increase 
massively in the near future, it is of significant commercial importance to 
develop scalable affordable techniques for handling these issues. In terms of 
both crime prevention and national security, it is imperative to streamline and 
provide a mechanism for seamless access and mining to such volumes of 
unstructured data. 
A grid enabled environment has the potential to solve this problem by 
providing the core data mining engine with secure, reliable and scaleable high 
bandwidth access to the various distributed data sources and formats across 
various administrative domains.  The architecture and a roadmap for a Grid-
enabled distributed data matching solution based on such technology will be 
presented in this paper. 
1  Introduction 
The explosion in the size of data warehouses 
and the proliferation of databases, handling 
large volumes of unstructured data is still the 
most critical element currently affecting 
companies attempting to control their data 
assets. This presents, even experienced data 
managers, with a host of potential problems, 
including matching, transformation, and 
integration of various disparate data sources. 
The emergence of Grid technology and the 
ability to provide secure, reliable and 
scaleable high bandwidth access to 
distributed data sources across various 
administrative domains is set to play an 
important role in the area of data mining. 
This paper will present the background and 
motivation for the industrial e-Science project 
GEDDM. The industrial partner in this 
project, Datactics Ltd, has developed the 
world’s first fully fuzzy parallelised data 
matching algorithm. We describe the effect 
fuzzy matching has on data mining and the 
computational consequences. This paper will 
present the nature of this industry with typical 
business examples to explain the types of 
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fuzzy approach to data matching. The CPU 
intensive demands and consequences of this 
process will be described and a solution using 
message passing will be outlined.  Results are 
presented for a wide range of hardware 
scenarios to implement parallel solutions 
from SMP to Beowulf clusters. The 
architecture for a fully service oriented Grid 
enabled distributed data matching solution is 
presented. 
2  Current Practice 
Volume and structure of data are still the 
most critical elements currently affecting 
companies attempting to control their data 
assets.  At present, it can not be stressed 
enough how poorly developed many of the 
current practices are and how as the size of 
datasets is increasing massively in the near 
future, it is of significant commercial 
importance to develop scalable affordable 
techniques for handling these issues. In terms 
of both crime prevention and national 
security, it is imperative to streamline and 
provide a mechanism for seamless access and 
mining to such volumes of unstructured data. 
Bringing together data from different sources 
poses a number of difficulties. There are 
straightforward problems of format and 
standards in representing addresses and dates 
and employing different systems, which were 
intended for different uses and emphasis 
different parts of the data. 
In addition to the rich source of natural errors 
there are also deliberate errors introduced for 
fraud.  
We are particularly concerned with errors, 
which lead to duplication - that is multiple 
physical records in a database, which actually 
refer to the same entity. We have classified 
typical errors in databases, which lead to 
duplicate entries into a number of classes: 
•  Deletion, insertion, and 
replacement: Single character errors 
in a field with no obvious reason. 
Often either “typos” or extra 
characters inserted when translating 
between different data formats. 
•  Phonetic errors: Single errors due to 
mis-hearing or “mis-thinking”. 
Especially common with numbers eg. 
15 / 50. The specific errors are often 
dependant on the language being 
used. 
•  Visual errors: Similar to typing 
errors but it is possible to predict 
which character was intended. These 
are becoming more common as 
legacy paper based data is 
computerised or systems are used to 
automate entering of manual forms.   
Typical errors are confusing “m” and 
“n” and OCR system confusing 
1(one) and l (letter L). 
•  Equivalent words: An interesting 
class of errors occurs when words are 
regarded as equivalent by human 
operators such as the Ms/Mrs or 
road/avenue/street/terrace. This can 
even be deliberate in some areas to 
claim a more desirable address. 
•  Names are a rich source of these 
errors. To everyone except a 
computer “Richard” is equal to 
“Dick”, this problem is even more 
prevalent in cultures where names 
contain honorifics or have different 
forms depending on the situation. 
•  Inconsistency errors: These are 
errors, which can be identified 
automatically. Mismatches between 
the gender of a title and first name or 
between a postcode and post town. 
Of late, the Industrial partner has had requests 
from major customers in the US (banking and 
legal sectors) to interrogate data sources in 
numerous structures, formats and disparate 
administrative locations.  These business 
opportunities all present a similar technical 
 
 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
299problem, in that interfacing to such vast 
amounts of information in a common 
structured parallel approach across such 
disparate structure and sources was a bottle 
neck and problematic.  (E.g. one legal 
customer held over 45Tb of data in various 
formats including email, PDF, web logs, 
various RDBMS). 
3  Deduplication 
The Datactics “DataTrawler” product consists 
of a graphical user interface running on 
Windows and most Unix like systems. This 
shows the current view of the data and a tree 
view of all the operations performed.   
Operations range from simple import and 
conversion of data to complex fuzzy logic 
deduplication of large datasets but all can be 
performed with no programming or 
specialized database knowledge. Each 
operation is actually carried out by a separate 
engine, which may be running locally or on a 
different platform or even in a cluster.  The 
results of the engine are reflected in the GUI.  
In addition a batch script can be generated 
allowing the sequence of operations to be 
performed automatically.  An audit report of 
all operations is generated for all runs. 
The range of errors described above need a 
variety of approaches which are all contained 
The mixture of mostly random point errors 
and structural errors lead to our unique 
approach combining user supplied domain IP 
and fuzzy matching technology together with 
HPC computing power. 
Match files: All the operations in the tool are 
first subject to a set of user editable 
templates. These allow specific patterns of 
letters and numbers to be matched, or 
equivalent words to be compared or certain 
characters to be removed.  This has the 
advantage of allowing non-programming 
users to contribute domain specific business 
intelligence and allowing easy specialization 
and customization for a specific country. 
Fuzzy:  All the matching engines within 
Duplitrix can employ Fuzzy matching. This 
allows a defined number of allowable errors 
to be specified for each match. An error is a 
single missing character or a swapped pair of 
characters.  The level of Fuzziness can be 
tuned depending on the data to be matched. 
For example in first names we might specify 
an overall level of 1 error but for long, 
complicated, foreign or often mis-spelt names 
a higher error level would be permitted. 
Since many of the errors are just as likely to 
occur in the first character allowing a fuzzy 
match prevents many of the indexing 
techniques commonly used to search data. 
Ultimately this becomes a brute force 
approach of matching every character of 
every record against every other record. 
Two recent advances have made possible this 
level of error matching on large datasets. 
Cheap commodity high performance PCs 
with large memory/storage coupled with fast 
networking and cheap (free) available 
operating systems, which allow clusters of 
machines to be built easily. 
Messaging:  The Datactics matching engines 
use MPI (specifically mpich) to operate 
seamlessly on SMP and clusters under 
Windows, Linux and a wide range of Unix-
like operating systems. 
4  Towards a Grid Architecture 
The Grid based Distributed Data Mining 
architecture presented here is based on the 
Open Grid Services Architecture (OGSA) 
model [1] derived from the Open Grid 
Services Infrastructure specification defined 
by the OGSI Working Group within the GGF 
[2]. 
The Open Grid Services Architecture 
(OGSA) represents an evolution towards a 
Grid architecture based on Web services 
concepts and technologies. It describes and 
defines a service oriented architecture 
composed of a set of interfaces and their 
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distributed resource sharing and accessing in 
heterogeneous dynamic environments [3].  
 
 
Service 
Directory
Transport 
Medium 
Service 
Provider 
Service 
Requestor 
       BIND                       FIND 
PUBLISH 
 
Figure 1 
Figure 1 shows the individual components of 
the service-oriented architecture (SOA). The 
service directory is the location where all 
information about all available grid services 
is maintained. A service provider that wants 
to offer services publishes its services by 
putting appropriate entries into the service 
directory. A service requestor uses the service 
directory to find an appropriate service that 
matches its requirements.  
An example of such a requirement is the 
maximum price a service requestor is willing 
to accept for a specific data mining service. 
When a service requestor locates a suitable 
service, it binds to the service provider, using 
binding information maintained in the service 
directory. The binding information contains 
the specification of the protocol that the 
service requestor must use as well as the 
structure of the request messages and the 
resulting responses. The communication 
between the various agents all occurs via an 
appropriate transport mechanism. 
5  Summary 
Grid technology presents a framework that 
aims to provide access to heterogeneous 
resources in a secure, reliable and scalable 
manner across various administrative 
boundaries. The data-mining sector is an 
ideal candidate to exploit the benefits of such 
a framework. 
However before widespread adoption 
happens within this sector a number of 
fundamental areas will need to be addressed: 
Heterogeneous Resource: The challenge in 
grid enabling a commercial product comes 
from the requirement to use a mixture of 
different resources and platforms, efficiently 
use mixtures of nodes with very different 
performance and capabilities and manage 
external resources with unknown availability. 
All this must be provided to a non-technical 
user in a simple and straightforward manner. 
Management:  As grids evolve as a 
heterogeneous array of heterogeneous nodes 
the monitoring and management of such grids 
becomes more and more critical. To date, 
little or no work has been undertake to 
investigate a cohesive strategy to managing 
such arrays of heterogeneous grid elements 
and how such monitoring and management 
strategies will be integrated into applications 
and existing enterprise management 
solutions.  
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The testbed project has the ambition to push the practical possibilities of atomistic simulations 
forward to the point where we can perform realistic calculations on important environmental 
processes. The project has three components: the science driving the project, the development of 
the simulation codes, and setting up a grid infrastructure for this work. This paper describes these 
areas of work and gives a status report on each.
1. Introduction
The  UK  has  a  traditional  strength  in  the 
area of simulations of matter at a molecular 
level. The types of simulations include those 
that use empirical functions to describe the 
interactions  between  atoms,  and  those  that 
use  quantum  mechanics  to  describe  the 
electronic structure. Both types of simulation 
have  an  important  role  to  play  across  all 
the  physical  and  biological  sciences.  The 
UK  environmental  and  earth  sciences 
communities  have  a  strong  background  in 
the  use  of  molecular  simulation  methods 
for a wide diversity of applications, ranging 
from  the  properties  of  natural  materials  in 
the  inner  Earth  and  at  the  Earthʼs  surface, 
mineral–fluid  interactions,  crystal  growth, 
adsorption of pollutants on mineral surfaces, 
waste storage etc.
The  objective  of  our  testbed  project, 
funded  by  NERC,  is  to  work  towards  an 
implementation of the vision of being able 
to run molecular simulations that are able to 
capture as much of the environmental situation 
as possible. This typically means being able 
to  use  realistically-large  simulations,  and 
capturing  some  of  the  details  of  realistic 
environmental fluids. Whatever technique is 
appropriate, there is a need for the tools to be 
optimised for large systems.
The  testbed  project  team  includes 
scientists,  application  developers,  and 
grid  experts  (Fig  1).  Because  we  will 
be  performing  simulations  with  greatly 
enhanced computational challenges, and will 
be generating data files that are, at least for 
this area of science, of unprecedented size 
and  complexity,  we  recognised  from  the 
outset that we will be defining a completely 
new way of working. This will involve much 
greater  inter-institute  collaboration,  with 
partners  operating  within  the  structure  of 
a  virtual  organisation. Amongst  the  factors 
involved  in  setting  up  our  infrastructure 
is  to  include  a  collaborative  framework,  a 
minigrid  and  unified  portal  for  computing 
and  data  sharing,  and  the  mechanisms  for 
sharing  data  between  simulation,  analysis 
and visualisation tools.
2. Science drivers
2.1  Adsorption  of  pollutant  molecules  on 
mineral surfaces
In  earlier  less-careful  times,  a  number  of 
families of organic molecules were released 
into the environment. These were either by-
products of industrial processes or pesticides. 
It is now known that they are persistent in 
the environment, and are now present in the 
human food chain. Examples are polychloro-
biphenyl (PCB) and dioxine molecules.
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calculations (§3.3) to investigate the binding 
of  these  molecules  to  mineral  surfaces. 
Initially  we  are  working  with  an  artifi  cial 
vacuum above the mineral surface, but will 
extend  this  to  include  an  appropriate  fl  uid 
environment, and other organic molecules to 
refl  ect natural organic matter.
At the heart of this problem is a serious 
combinatorial problem, namely that there are 
many members of each family of molecules 
depending on the number of attached atoms 
and  their  position  in  the  molecule.  For 
example,  there  are  209  members  of  the 
PCB family. The problem of running similar 
calculations for all members of a family of 
molecules lends itself to computing within a 
grid infrastructure.
2.2  Materials for encapsulation of 
radioactive waste
The  question  of  how  to  store  high-level 
radioactive waste, particularly spent nuclear 
fuel, is one of the most pressing issues facing 
industrial  societies.  Among  the  materials 
being  considered  as  storage  media  are 
silicate glasses and cements. Another option 
is to use crystalline ceramics. This approach 
is  an  example  of  “learning  from  nature”, 
since it is known that some minerals, such as 
zircon, have contained radioactive atoms for 
geological timescales.
The challenge is to simulate the response 
of  any  proposed  ceramic  when  one  of  the 
radioactive ions undergoes a decay process. 
In  a  high-energy  alpha-decay  process, 
the  damage  to  the  structure  is  caused  by 
the  recoiling  atom.  We  are  performing 
simulations of the damage caused by recoil 
atoms  on  a  range  of  potential  ceramic 
matrix materials  (Fig 2). These are giving 
insights into the origin of volume swelling 
of damaged materials, and the resistance of 
materials to amorphisation1.
2.3  Mineral–fl  uid interactions
Our  interest  in  mineral–fl  uid  interactions 
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Fig 1. The partner institutes in the 
project and their areas of activity.
Fig 2. Simulation of radiation damage in the 
mineral zircon.
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lead  to  dissolution  of  minerals  in  realistic 
environments (weathering), and the processes 
that  cause  precipitation  of  minerals  from 
solutions. The latter is a particular issue in 
the oil industry, where inhibitors have to be 
introduced to prevent scaling of pipes.
We are carrying out a number of studies 
of  mineral  surfaces  with  hydration  layers. 
Examples include alumina2 and quartz3. We 
use both quantum mechanical and empirical 
models; the former are essential to describe 
dissociation  of  water  molecules.  We  are 
extending this work to study a wide range of 
oxide minerals in contact with water.
3. Code developments
3.1  Molecular dynamics
The  key  UK  code  for  molecular  dynamics 
simulations  is  DL_POLY,  developed  by  one 
of the project partners. The current release 
version is not optimised for large systems, 
although it can handle up to 300,000 atoms. 
For the work on radiation damage (§2.2) we 
will eventually need to be able to work with 
several millions of atoms.
As part of our project we are developing 
a  new  version  of  DL_POLY.  This  involves 
several  major  changes  in  the  basic 
algorithms,  including  how  to  handle  the 
long-range  Coulomb  interactions,  and  how 
to parallelise the simulation to make use of 
high-performance computers such as the UK 
HPCx facility.
3.2  Surface codes
Surface  energies  can  be  calculated  using 
the  METADISE  code.  This  is  being  extended 
to  use  Monte  Carlo  techniques  to  scan  a 
wide range of possible surface states, which 
will  include  many  states  that  are  present 
experimentally but which are often not taken 
into  account  in  theoretical  studies.  This  is 
particularly appropriate for computing in a 
grid environment.
3.3  Linear-scaling electronic structure 
calculations
Electronic structure calculations for periodic 
systems have now reached the point where 
quite complicated studies are routine. Most 
calculations  now  use  density  functional 
theory  (DFT)  as  the  means  of  describing 
the  electronic  Hamiltonian,  and  the 
computational problem is made less severe 
by treating the inner electrons of the atoms 
by  an  effective  potential  energy  function, 
called  the  ʻpseudopotentialʼ. The  challenge 
that is now being faced is how to develop 
methods to allow the size of a calculation to 
scale linearly with the size of the system, the 
“linear scaling” problem.
We  are  helping  to  develop  a  linear 
scaling DFT code called SIESTA. The approach 
to implementing a linear scaling algorithm is 
to describe the electron density in terms of 
localised atomic orbitals (many of the current 
leading codes use a superposition of waves, 
representing the Fourier components of the 
electron  wave  functions,  but  computations 
using this approach typical scale as the cube 
power of the system size). Current work is 
being carried out for calculations on water 
and  in  the  study  of  organic  molecules  on 
mineral surfaces (§2.1).
3.4  Quantum Monte Carlo methods
It  is  known  that  DFT  has  a  number  of 
limitations,  including  problems  handling 
elements  such  as  iron.  These  arise  from 
some  of  the  key  approximations  in  the 
method, particularly how electron exchange 
and  correlation  energies  are  handled.  One 
alternative  is  the  Quantum  Monte  Carlo 
method.  This  is  much  more  challenging 
from a computational perspective. However, 
the method involves integrating over many 
configurations,  which  can  be  set  up  in 
parallel. Thus the problem is ideally suited for 
computing in a distributed grid environment.
4. Grid areas and the eminerals virtual 
organisation
4.1  The eminerals minigrid
Several partners of the project are bringing 
compute  and  data  resources  to  the  project 
(including the CONDOR pool described in §4.3). 
These are being integrated to form a minigrid 
using the Globus Toolkit 2 in analogy to the 
UK eScience Grid. This is described in more 
detail elsewhere in these proceedings4.
4.2  The eminerals portal
The  eminerals  minigrid  is  accessible  from 
the  unified  portal  that  has  been  developed 
at  the  Daresbury  Laboratory,  bringing 
together  the  components  of  the  HPC  and 
data portals. This will provide an interface 
to the compute resources on the minigrid for 
running simulations, and will also interface 
to a database server which holds the projectʼs 
metadata  catalogue  describing  archived 
results from previous simulation runs.
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The  department  of  Information  Services  at 
UCL  manages  around  800  PCs,  which  are 
primarily used for teaching. These are set up 
to access services on a central server, and this 
means that, in effect, each PC typically uses 
only 5% of its individual processing power. 
We have linked these machines into one large 
CONDOR  pool,  which  is  now  being  used  by 
members of the project team for production 
runs. Although the individual processors are 
no longer top range (1.4 GHz P3 processors 
with either 256 or 512 MB RAM), we are 
finding  that  the  throughput  on  this  system 
is  comparable  to  that  on  national  high-
performance facilities for appropriate tasks.
We have set up other computing pools 
using CONDOR, which are providing additional 
computing resources. One pool has machines 
with  much  higher  memory.  All  pools  are 
connected to the eminerals minigrid.
One  of  the  initial  problems  with  the 
CONDOR  pools  was  that  users  needed  tools 
to keep track of the progress of their jobs, 
particularly  when  there  are  possibilities  of 
algorithms  failing  to  converge.  We  have 
developed  a  set  of  tools  (using  PERL)  that 
are accessed through a web browser with a 
simple password security. These mean that 
users do not need to locate and then log in 
to the machines running specific tasks, which 
would clearly be breaking the spirit of the 
CONDOR approach to distributed computing.
4.4  Data transfer via CML
We have developed a mark-up language for 
use in condensed matter sciences. This is a 
superset  of  the  well-established  Chemical 
Mark-up  Language  (CML)5,  with  essential 
new  elements  such  as  latticeVector  and 
particle.  A  complementary  FORTRAN90 
library, called JUMBO90, has been developed 
from an earlier FORTRAN77 version. This can 
be incorporated in new or existing FORTRAN 
simulation  codes,  such  as  SIESTA,  DL_POLY 
and  METADISE (§3), allowing them to easily 
generate  marked-up  data.  We  have  tested 
the  idea  with  JUMBO77  and  the  CMLcore 
language,  and  now  intend  to  use  JUMBO90 
in conjunction with CMLsolid, refining both 
the language and the parser as we go. Partly 
because  of  a  lack  of  FORTRAN-based  XML 
tools  and  the  difficulty  of  implementing 
some  aspects  of  XML  (such  as  validation, 
namespace, etc) in FORTRAN, we have decided 
to  handle  program  ʻinputʼ  externally  using 
XSLT and/or scripting languages such as PERL 
and PYTHON. A collection of XSLT stylesheets 
have been developed to convert marked-up 
chemical information into text input files for 
the programs we use in this project.
Our  objective  in  using  CML  is  to 
facilitate  data  transfer  between  simulation 
programs, particularly within the framework 
of  the  eminerals  portal  (§4.2).  and  into 
analysis/visualisation tools.
4.5  Collaborative tools
The final component of the eminerals virtual 
organisation  is  the  need  for  collaborative 
tools. For this work we use a combination 
of tools. The personal version of the Access 
Grid (ʻPersonal Interface to the Gridʼ) is used 
in both its Windows NT and Linux versions 
to provide desktop communications. This is 
coupled  with  the  Collaborative  Computing 
Framework  (CCF)  tools  for  applications 
sharing and white board tools. One example 
is that we have linked molecular visualisation 
tools to CCF for shared viewing of simulation 
configurations (Fig 3).
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ABSTRACT  
Our research aims to further our understanding of grid enabled knowledge management services. We do so 
by developing the novel notion of knowledge management services that are derived from a synthesis of 
current taxonomies in knowledge management and grounded by categories obtained through an elicitation 
exercise involving domain experts.  The latter activity is part of GRACE - Grid enabled Search & 
Categorisation Engine - an EU IST Framework V funded project. The paper is an invitation for partnership 
collaboration to realise Grid enabled Knowledge Management Services. 
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1. INTRODUCTION  
Computing has witnessed an increasing pressure to 
evolve new abstractions and concepts that enable new 
modes of interaction that allow applications to access 
and share resources and services across distributed 
heterogeneous wide area networks. Work under two 
umbrella phrases have contributed significantly towards 
these required concepts and abstractions, namely, 
Semantic Web and Grid Computing. Following Foster et 
al. [2, 3] we characterise the aim of such work is to 
provide desired qualities of service, however measured, 
on resources assembled dynamically from enterprise 
systems, service provider systems and customer systems 
involving diverse, de-centralised and distributed 
hardware, software and human resources. 
The computer began as stand-alone device for 
computation it has evolved significantly through various 
stages of interactive distributed processing that include: 
interactive processing, cluster computing and meta-
computing. The term Grid computing, should therefore, 
be seen as part of an evolution of that work. For our 
purposes we characterise this computing paradigm in 
terms of a globally distributed heterogeneous network 
that is scalable and operates in a seamless manner to 
dynamically enable co-ordinated resource sharing and 
problem solving. From a virtual organisation viewpoint 
it is useful to categorise Grid computing into two 
different perspectives computational grid and access 
grid. Much of the past work and the current emphasis is 
on the computational grid (i.e. in which a group of 
scientists are able to access and share “unlimited” 
processing capability). Our focus is on the access grid 
comprising of a set of extensible services that can be 
dynamically aggregated in a variety of ways to meet the 
needs of virtual organisations, which themselves can be 
defined by the service they operate and share and 
possibly configured as a service. 
The rapid growth of the Internet and the impressive 
success in the number of people using the World Wide 
Web has transformed the computer from a 
computational device to an entry point to a world-wide 
network of information exchange and business 
transactions. More recently web services is an important 
development that address the needs of heterogeneous 
distributed computing by enabling application/services 
that are self-contained and self-describing to be 
published, located and invoked across the web. They are 
part of an evolution of the vision created by Tim 
Berners-Lee of a Semantic Web that will enable 
automated information access and use based on 
semantics of data that can be machine processed. The 
semantic web is, therefore, an extension of the current 
web, in which information is given well defined 
meaning better enabling computers and people to work 
collaboratively. This realisation will enable a 
quantitatively different level of service. The key 
underpinning for semantic web is ontologies because 
they provide machine processable semantics for the data 
that is communicated between different actors (people 
or software agents). Many definitions exist for ontology 
for our purposes we take it as an explicitly defined 
characterisation of a shared conceptualisation. Some 
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axiomatic domain theories whilst others are simply a 
thesaurus of natural language terms. Though both are at 
quite different levels of formalisation, they do share the 
common goal of providing the required vocabulary of 
terms and relations to enable the communication of 
common conceptualisations. 
 
Initially the Internet was first used for communication 
primarily amongst academics and Grid technology was 
first developed to enable scientists world wide to 
collaboratively share resources. We envisage that by 
combining the work in Grid Computing and Semantic 
Web internet use will become more important in 
commercial setting that include enterprise application 
integration and business to business partner 
collaboration. As Foster et al [1]. point out " Just As the 
WWW began as technology for scientific collaboration 
and was adopted for e-business, we expect a similar 
trajectory for Grid technologies". However, the work in 
both areas appears largely to be separate and bringing 
them together offers considerable potential that would 
enable Virtual Environments for Distributed 
Collaboration(VEDC) and Enterprise Application 
Integration (EAI). One clear motivation for both these 
provisions is to offer organisations real or virtual the 
ability to manage knowledge.  
Some have coined the umbrella phrase Semantic Grid 
for the convergence of work in these two areas. Indeed 
as DeRoure et al. [4] point out that the visions offered 
by Grid Computing and Semantic Web have much in 
common, they can however be distinguished by the 
emphasis they respectively place on computation and 
semantics. Building on their perspective on the 
evolution of these two key areas we have articulated a 
two dimensional progression as follows. Grid computing 
focus has been the emphasis on increasing the 
computational power of distributed heterogeneous 
processing through a logical progression along a meta-
computation dimension that involves; distributed 
computing, cluster computing, peer to peer computing, 
and Grid. Whilst the emphasis in Semantic Web has led 
to an increase in the richness and capability of the 
semantics through a logical progression along a 
semantics dimension that includes metadata, ontology, 
formal semantics and inference.  
Our current research aims to describe the key 
requirements for provision of knowledge management 
(KM) services within a Grid environment. In this paper 
we present a generic conceptual model for a canonical 
set of requirements for the development of KM services 
within a Grid environment. This model is influenced by 
our research in an EU funded project GRACE 
(www.grace-ist.org) under "Information Society 
Technology Programme FP5.  The GRACE project is an 
European Union (EU) RTD Framework V funded 
project. Partners in the project are Telecom Italia LABS, 
European Organisation for Nuclear Research (CERN), 
Sheffield Hallam University, Virtual Self, Stockholm 
University Library and Stuttgart University Library.  It 
aims to deliver GRid enabled seArch and Categorisation 
Engine by making terabytes of information that already 
exists and is distributed on vast amounts of 
geographically distant locations highly accessible. Our 
focus and contribution in GRACE toolkit development 
is the identification, elaboration, validation and 
evaluation of the necessary grid enabled application 
technology to enable the next generation KM services to 
build upon core Grid services and focus on the design of 
KM technologies for knowledge worker, communities 
and organisations alike. The project aims to deliver the 
following results:  
1.  Development of a distributed search engine. 
An existing open source 3rd party solution will 
be enhanced and adapted to both Grid 
technology and the categorisation engine. The 
search engine will be enhanced by the 
categorisation output to allow for more 
accurate indexing and relevancy ranking. 
2.  Adaptation of the categorisation engine to 
the Grid infrastructure. The required 
development activities will make the 
categorisation fully distributed in order to 
minimise network latency and communication 
bottlenecks. 
3.  Extensive testing and evaluation of the 
distributed search and categorisation engine 
through utilising its experimental 
implementation. This will be performed on 
several beta-sites utilising “real world” 
documents from both organisational resources 
and scientific networks, especially through the 
3 Scientific Libraries in Geneva, Stuttgart and 
Stockholm. Specific DATAGRID project Test 
Beds will be used.  
2. TOWARDS GRID ENABLED KNOWLEDGE SERVICES 
A first step toward characterising our understanding of 
knowledge management (KM) services and their 
potential application within VO as applied in 
organisational context. It is necessary for us to first look 
at some of core theoretical vocabularies of KM, namely 
data, information and knowledge. Siddiqi and Akhgar 
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of knowledge management as: Data: set of facts or 
observations that can be computationally processed. 
Information: human interpretation of the data, which 
will vary depending on viewpoint and manipulation of 
the data. Knowledge: an abstraction of a learning 
process which can be viewed as value added 
information”.  
The distinctiveness in the above perspective is the focus 
on the acquisition and assimilation processes, these 
involve in operational terms: search, categorise 
disseminate, share, harvest etc. This perspective is 
derived from our contextual understanding of 
organisations and communities who now require their 
information recourses to everyone everywhere, but they 
can also better harvest improvements and acquiring 
knowledge from everyone everywhere. Hence for our 
purposes we adopt Siddiqi and Akhgar's [6] definition of 
knowledge management as “a process of creating value 
added information (i.e. knowledge) so that the 
information available to all its users to help them do 
their work more effectively”.  
Based on this definition we characterise KM services in 
their most abstract computational form as the necessary 
component based applications required to make 
knowledge available to knowledge workers that require 
it, where they require it, when they require it in a 
virtually instantaneous manner and in the form in which 
they require it in order to increase performance and 
competitive advantage. An immediate advantage that 
accrues from this definition is that it enables a novel 
logical alignment for underpinning integration between 
KM services and existing services within a Grid 
environment in the context of VO realised through the 
paradigm of Service Based of Architecture (SBA).  
2.1 TAXONOMICAL CLASSIFICATION OF KM SERVICES  
In order to produce this characterisation of these KM 
services we triangulated three literature sources to 
produce a taxonomic classification. The three sources 
were: Akhgar and Siddiqi’s [6] taxonomy, Gartner 
Advisory groups [7] and the taxonomy produced by the 
European Knowledge Management Forum (EKFM) [8]. 
These three taxonomies were synthesised to produce a 
closely aligned taxonomical classification for our KM 
services. The classification is as follows: Gather, 
Contribute, Organise, Distribute, Collaborate, and 
Refine. These are elaborated upon in the proceeding 
section of this paper. 
The GRACE requirements were elicited through a 
collaborative requirements engineering process 
involving an intensive distributed elicitation through a 
requirements inquiry cycle with domain specialists 
involving: three internal stakeholder groups and a focus 
group of twenty external organisations. For a more 
detailed explanation of the formal framework that was 
employed to ensure consistency in elicitation, 
classification, validation, conflict resolution, 
prioritisation, and definition and specification of the 
requirements. For the full set of requirements see 
GRACE project Web site. The resultant set of 
requirements was classified into categories elicited from 
the domain experts, these categories were mapped into 
the triangulated taxonomy. A partial mapping of 
categories to elements of the taxonomy to provide an 
illustration is as follows: 
Gather: 
Information resources harvesting such as information 
choice, access protocols (e.g. OAI and HTTP) and 
logical grouping of information.  
 Search activities such multi formatting of document 
(e.g. PDF and RDF), multiple information sources, 
uniform query syntax, quick search functionality, meta-
data search capability and automated summary 
generation    
Contribute: 
 User profiling includes following: user profile for each 
register user, persistence of pervious search result for 
each register user and sharing of user profile based on 
authorisation restriction. 
Personalisation includes:  creation of “my collection”, 
manual editing of my collection and automated update 
of my collection.  
Organise: 
 Classification includes: user specified classification 
schemes, dynamic classification and ontology-based 
merger of search results. 
Categorisation includes following : automated inference 
of key phrases in the documents, dynamic categorisation 
of information resources, automated labelling of 
document clusters based on the key phrases, and 
clustering of documents based on existing taxonomies 
and ontologies.    
Meta-data includes following: filtering, ordering and 
grouping of the original meta-data, version control and 
recognition of open standard meta-data format. 
Distribute: 
 Client Access include: multiple concurrent users, 
complying with W3C standard, and access through a 
defined API.   
User interface include: multiple user interface, screen 
help, progress indicator and automated generation of 
inferred key phrases. 
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and German), cross lingual queries support, and support 
for translation of meta-data and documents. 
Security  include:  anonymous and register user types, 
utilisation of Grid security policies and authentication 
for subscribe information resources. 
Collaborate: To provide the necessary collaborative 
environment such user communities include community 
of practices, expert domains, user groups, corresponding 
documents to roles, search result based profiling, 
sharing and viewing of data, and configuration of group 
data access. 
Refine:  To provide a taxonomy for the organisation of 
information, more significantly allow knowledge 
workers to refine or analyse the contents of the 
knowledge base in different ways specifically provide 
lift and normalisation, semantic bridging (based on 
target ontology) and execution (through evaluation of 
semantic bridges). 
Contextualisation of this taxonomical structure in the 
context of VO and specifically for our research implies 
three required conditions to progress towards a model 
for gird enabled knowledge services, they are:  
First, these KM services are not stand alone, but rather 
they should be viewed and built on each other in 
compliance with: globally distributed resources; grid 
core services and grid base-line services. Moreover, they 
deliver value in proportion to their level of mutual 
integration and interaction based on aggregation of their 
components which governs the ontological drill down of 
taxonomies (e.g. naming convention), delegated 
authentication credentials, and time limitation.  
Second; all the facets of these KM services from service 
based architecture perspective are enabled and their 
Quality of Services are heavily dependent on at least 
two other services. They are: data centric systems that 
store and/or manipulate enormous volumes of data and 
information with their interface definition and 
networking technologies and protocols that enable not 
only the transmission of data and information (e.g. 
HTTP and XML) but also multiple bindings for single 
interface through transport protocol and data encoding 
format (i.e. WSDL) and dynamic service creation.   
Third, in the context of our characterisation of VO the 
principal characteristic of KM services is that any given 
scenario should act in accordance with the notion of 
heterogeneity, distributed transparency, replication 
transparency, authorisation and access transparency and 
adaptability characteristics view of Grid discussed 
earlier realised through core and base-line grid services 
available to the application layer.   
3. CONCLUSION 
The paper's primary contribution is to present the notion 
of KM services. These are formed from the synthesised 
taxonomy and grounded via requirements elicited, that 
have been classified in terms of KM categories, elicited 
from domain experts. The status of the research on the 
GRACE project is to propose a service based model 
which provides a framework to guide the toolkit that is 
currently under development.  
The motivation to provide an early report of the results 
obtained so far is to provide an opportunity for KM and 
Grid communities to act as potential clients for the 
GRACE project. The knowledge management 
community could participate by providing scenarios that 
could be elaborated in terms of the KM model and 
subsequently executed on the Grace toolkit. The grid 
community can assess the feasibility of launching KM 
services on Grid platforms. Successful execution of the 
toolkit and its deployment on a grid platform would be a 
positive and significant step towards a grid enabled  KM 
services. We invite interested reader to visit the website 
and contact us to collaborate in our mission to realise a 
grid enabled KM as a first step towards a semantic grid.   
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Abstract 
 
The development of an advanced Grid-computing environment has been achieved through collaborative 
work between the HPCPortal and DataPortal teams at CCLRC. This has been achieved using the concepts 
of Web services and Grid services to encapsulate core components of both portals and provide a well-
defined interface for collaborative development. This work is being developed under the banner of the 
Integrated e-Science Environment (IeSE) project and was presented to an international audience at the 
recent Portals and Portlets 2003 workshop
10
 
 
Prototype Portals 
 
The existing HPCGrid Portal, DataPortal and 
InfoPortal have provided the basis for the 
development of the Web services and Grid 
services that form the advanced grid-computing 
environment. 
 
Portal technology is used to allow a single point 
of secure access to a wide range of 
functionality. For DataPortal this enables 
searching of multiple meta-data catalogues and 
interaction with backend storage resource 
brokers (SRB). For HPCPortal the ability to 
search for particular types of resources or 
applications and interact and control job 
submission on remote Grid enabled machines to 
which the user has access. For InfoPortal to 
provide access to dynamic and static 
information about the resources currently 
registering with the UK e-Science Grid. 
 
Historically the prototype portals were 
standalone applications, that in the case of 
HPCPortal and InfoPortal used a mixture of 
C/C++, Perl and cgi programming methods, 
whilst DataPortal was developed using a J2EE 
solution. In all cases the interface or 
presentation layer was directly linked to the 
underlying modules. 
 
 
DataPortal 
 
CCLRC’s data portal, uses a multi-disciplinary 
metadata model of scientific data, for exploring 
and accessing the content of data resources 
within CCLRC’s main laboratories in the UK 
and a number of other facilities in Europe. 
CCLRC are currently adapting the data portal 
for a number of e-Science projects, such as the 
Environment from the Molecular Level
8 so that 
they may store and access their own metadata 
and datasets and simultaneously access related 
metadata and datasets from other facilities 
around the world. To achieve this, the 
DataPortal was redeveloped using Web service 
technology so that the various services could be 
accessed via any user interface or system 
specific to the e-Science project community. 
Previously, access was provided only via a 
standard Web browser. 
 
 
 
 
 
 
 
Figure 1. Views of the DataPortal web 
interface. 
 
 
HPCPortal 
 
HPCPortal was developed as a portal based 
service to give users a single point of secure 
access to remote resources and to simplify use 
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services are written using the C API of Globus 
Toolkit version 2. The functionality within 
HPCPortal allows the user to discover suitable 
resources via the national MDS of the UK e-
Science Grid
12, submit and control jobs on 
remote compute resources and transfer data via 
a personal “sandbox” area of the portal to and 
from remote compute resources and remote data 
stores. Data links are also provided by means of 
direct access to DataPortal via a single sign on 
facility.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. HPCPortal Web based interface 
showing access to the personal workspace and 
the ability to run remote jobs. 
 
The prototype portal services were only 
available through a Web based interface. The 
redevelopment of the portal functionality under 
the banner of the IeSE project has resulted in 
the functionality being made available directly 
as Web services allowing the user to integrate 
portal based functionality directly within their 
own applications and GUIs. 
 
 
InfoPortal 
 
InfoPortal was similarly developed as a Web 
based user service to provide Grid resource and 
site-specific information. Such data would be in 
the form of cached data derived from the UK e-
Science MDS service
9. In addition specific 
functionality for querying the status of the UK 
Grid via the MDS is exposed as Web services 
through the portal. 
 
 
 
Figure 3. Web interface to InfoPortal. 
 
 
 
Integrated e-Science Environment 
(IeSE) 
 
The aim of the Integrated e-Science 
Environment project is to define a framework 
within which services can be developed that 
together can be used to build a portal or 
application.  
 
Through the use of a Web services approach the 
functionality of each portal can be securely 
shared. By defining a layer based on these 
services, the underlying technology used is 
hidden from the user, making the use of 
different technologies easier to implement and 
enabling a “plug and play” approach to software 
development and usage. 
 
The use of standard interfaces exposed via 
WSDL documents has allowed the DataPortal 
core to continue to be developed using Java and 
deployed using JSP technology within the 
Tomcat servlet container. To accommodate 
different requirements, including interfacing 
with the Globus Toolkit 2, the HPCPortal core 
continued to utilise Perl and C/C++ based 
components and the gSoap library
7 to provide 
the Web service wrappers. 
 
This practice makes the portal frameworks able 
to integrate or migrate to newer components 
such as Grid services, which will be based on 
the use of GT3 OGSI-compliant core in a newly 
funded test-bed project. 
 
At present the interaction between the portals 
presents the user with features such as a single 
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utilise the functionality of both portals, which 
may be deployed on different physical servers, 
by presenting their credentials (invoking an 
x.509 certificate authentication proxy from a 
MyProxy server
11) only once to one of the 
portals. 
 
The ability for the portals to be able to talk to 
each other also allows for data selected through 
the DataPortal to be transferred to or by 
components under the control of the HPCPortal.  
 
At a development level the visible portal 
interfaces can be replaced as they represent only 
a thin presentation layer on top of the core 
components of the Grid computing 
environment. Examples of this are the work of 
the e-Minerals and e-HTPX projects and 
CCLRC’s own Integrated e-Science 
Environment (IeSE). In each case a customised 
Web based interface has been deployed that 
utilises particular applications from the core 
portal services. 
 
 
 
Figure 4. Customised portal interface. Example 
from the e-Minerals project. 
 
 
This can be further extended by allowing end 
users to develop their own applications and 
GUIs that interact with the core components of 
the Grid computing environment. 
 
 
 
Figure 5. Schematic representation of 
separation of presentation layer from portal 
services. 
 
The portal services are still used as a secure 
point of access to data and remote resources and 
represent a black box type of component where 
data output is provided in a raw format via the 
Web service interface so as to be formatted by 
the user’s deployed application or interface. By 
adopting this design approach, flexibility is 
provided for customisation to suit specific 
project requirements but also promote code 
reusability. Individual components or portal 
services can still be developed using the 
language that is best suited for a particular job 
or matches existing requirements or requisites 
of a project.  
 
Two examples of customised user interfaces 
separate from the core portal services are 
currently being developed by the Grid 
Technology Group. One solution uses the 
Jetspeed Web portal technology
5 and the 
concept of portlets. Each portlet contains 
specific functionality, essentially an application, 
communicating with the core portal services via 
the Web service interface. An example of the 
portlet interface for the InfoPortal is shown in 
Figure 6.  
 
 
 
Figure 6. Jetspeed based portlet calling 
InfoPortal Web services (Xiao Dong Wang). 
 
An alternative also being developed by the Grid 
Technology Group is the use of content 
management systems to act as the user portal 
interface. An instance of such technology is 
PHPNuke
6. By default the content management 
system provides a modifiable modular interface 
that provides a range of functionality from local 
user management to online help systems. This 
has the advantage of providing the user with 
Presentation Layer (Web / WAP/ Custom Application 
Core Portal Services 
Grid Middleware  Local Services  Data Services 
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the core portal services. By adapting the 
underlying modules, the content management 
system has been made to work with the existing 
core portal services architecture for user 
authentication and access and control of the 
portal Web services. This has been achieved 
using PHP and SOAP to access the Web 
services and provides a mechanism that 
separates the content from the presentation layer 
and allows for future updates of the Web 
services to enable use of grid service concepts 
where possible. 
 
 
 
 
 
Figure 7. PHPNuke content management 
system acting as a portal front end. 
 
 
 
Acknowledgements 
 
We thank the members of the Grid Technology 
group and Data Management group, whose 
collective works form the content for the 
continued development of the Integrated e-
Science environment. 
 
References 
1.  The CCLRC e-Science centre, 
http://www.e-science.clrc.ac.uk/web 
 
2.  The HPCPortal reference portal, 
http://wk-pc1.dl.ac.uk/HPCPortal 
 
3.  The DataPortal reference portal, 
http://esc.dl.ac.uk:9000/index.html  
 
4.  The Globus project homepage, 
http://www.globus.org 
 
5.  The Jetspeed Project, 
http://jakarta.apache.org/jetspeed 
 
6.  The PHPNuke project, 
http://www.phpnuke.org 
 
7.  gSOAP http://gsoap2.sourceforge.net 
 
8.  M. Dove et al. Environment from the 
Molecular Level: an e-Science Testbed 
Project Proc. AHM 2003 (Nottingham 
2-4/9/2003) 
 
9.  R.J. Allan, D. Chohan, X.D. Wang, M. 
McKeown, J. Colgrave, M. Dovey, M. 
Baker and S.M. Fisher Building the e-
Science Grid in the UK: Grid 
Information Services Proc. AHM 2003 
(Nottingham 2-4/9/2003) 
 
10.  Portals and Portlets 2003. 
International workshop held 14-17
th 
August 2003 (e-Science Institute, 
Edinburgh), see 
http://www.nesc.ac.uk/action/esi/contri
bution.cfm?Title=261  
 
11.  MyProxy certificate repository 
http://grid.ncsa.uiuc.edu/myproxy/ 
 
12.  R.J. Allan Building the e-Science Grid 
in the UK: Middleware, Applications 
and Tools deployed at Level 2 Proc. 
AHM 2003 (Nottingham 2-4/9/2003) 
 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
313VISUALIZATION: CHOOSING THE RIGHT TOOL FOR THE RIGHT JOB 
Helen Wright, Fotis Chatzinikos and James Osborne 
Simulation and Visualization Research Group, Department of Computer Science, University of 
Hull, HULL HU6 7RX, UK 
Abstract:  Visualization  is  nowadays  an  intrinsic  part  of  scientific  computation,  with  graphical 
representation of simulation data giving the insight needed to assess results and postulate new models.  
Interaction with the graphics output is an essential part of the visualization process, but whereas desktop 
workstations with mouse and keyboard provide a commodity mechanism, more expensive items such as 
wall-sized screens tend to be provided within central facilities and have specialised inputs using wand or 
glove.  An important skill for workers in any modern visualization laboratory is thus to know which 
device is appropriate to the task in hand and what software drives it.  Two projects undertaken at the 
University  of  Hull  can  contribute:  one  investigates  the  potential  for  Grid  toolkits  to  help  manage 
equipment diversity, by conferring “device-awareness” on standard visualization software components; 
another harmonises visualization input and output mechanisms into a single, image interaction modality.  
Together these will enable graphics interaction applications to migrate transparently across a variety of 
equipment:  users’  requirements  will  trigger  autonomous  selection  of  hardware  resources  and  the 
appropriate software to support their needs.  In short, we will finally have a mechanism for that most 
difficult task of all  ¾  choosing the right tool for the right job. 
Keywords: Usability, Visualization, Grid, Image interaction 
1 Introduction 
The adage “use the right tool for the right job” 
is just as fitting in the visualization laboratory as 
it is in the workshop.  Of course, the difficulty is 
not using the right tool, but choosing it in the 
first place.  In this paper we describe some of 
the problems that occur when trying to support 
users  of  diverse  visualization  packages 
deployed on a variety of graphics hardware, the 
potential for grid tools to simplify this process, 
and  the  introduction  of  new  interaction 
modalities  that  recognise  different  device 
capabilities. 
1.1 Hull Immersive Visualization 
Environment 
Our consideration of this fundamental usability 
problem  stems  from  the  planning  and 
installation of the Hull Immersive Visualization 
Environment  (HIVE)  [1]  at  the  University  of 
Hull  in  the  Department  of  Computer  Science.  
The  HIVE  has  two  wall-sized  displays  (one 
front,  the  other  back  projected)  with  stereo 
viewing,  a  hemisphere  dome  display,  and 
various workstations capable of rendering stereo 
graphics  and/or  supporting  a  haptic  feedback 
device.  In addition to these specific items, other 
machines  without  special  display  capabilities 
are used for prototyping visualizations prior to 
using the specialised resources described.  A 32-
node HPC cluster further increases the compute 
resource available to users.  Software provision 
is  equally  diverse,  with  applications  available 
that  include  Modular  Visualization 
Environments (MVEs, parts of which have been 
extended  by  HIVE  staff),  virtual  reality  scene 
definition  toolkits  and  various  ‘home-grown’ 
viewing packages.  All of these are supported 
by lower level software APIs that perform head 
tracking,  stereo  rendering  and  haptic 
manipulation. 
1.2 Grid tools 
At the same time as institutions are recognising 
the  value  of  pooling  their  visualization 
resources within centres such as the HIVE, the 
grid computing community is developing tools 
that could help to utilise these resources.  Grid 
computing [2] is traditionally applied to grand-
challenge  problems;  the  problems  we  aim  to 
solve here are not grand challenges, but they are 
complex.  The toolkits [3] used to underpin grid 
computing have a place in the work we describe 
here,  since  they  provide  a  means  to  support 
resource discovery, job scheduling, certification 
and security. 
1.3 Types of client 
The  aim  of  the  HIVE  is  to  provide  both  a 
research facility for visualization, virtual reality 
and  imaging  sciences,  and  also  to  provide  a 
facility for other research within the University 
and its region that uses these technologies.  Two 
types of user can thus be identified: the first is 
the  visualization  engineer  (or  visioneer)  who 
will be familiar with most (though probably not 
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produce  visualization  solutions  to  the  detailed 
specification provided by the second type, the 
application domain expert. 
2 The SuperVise Concept 
The SuperVise system [4] has been conceived 
to allow for both visioneers and domain experts 
to make the most of time and resources, with an 
initial  focus  on  providing  an  interface  to 
visualization techniques.  These may be in the 
form  of  an  IRIS  Explorer  map,  an  Open  DX 
network,  or  a  script  to  drive  a  ‘home-grown’ 
visualizer  in  a  particular  way.    The  precise 
solution developed depends on the visualization 
engineer’s  skills  and  the  requirements  of  the 
application,  but  its  detailed  nature  is  hidden 
from  the  end-user.    The  role  of  the  system 
components is then to deliver this solution in a 
transparent  and  flexible  way  on  the  available 
(and evolving) hardware and software. 
2.1 Illustrative scenario 
Figure 1 shows a scenario where a user wishes 
to visualize their data using an isosurface and a 
slice,  initially  run  from  their  own  desktop 
machine, Office 1.  This has no special output 
capabilities  so  the  check  boxes  for  Stereo, 
Haptic  and  Head  Tracked  are  greyed.    The 
visualization  techniques,  encapsulated 
respectively  as  an  IRIS  Explorer  map  and  an 
Open DX network, are dispatched to available 
network nodes and their geometry outputs are 
combined and returned to Office 1. 
Next, the user wishes to display the output in 
stereo.    Stereo  capability  is  available  in  the 
HIVE using node Centre 1, so when seated at 
this machine the interface does offer the option 
to use stereo, which the user checks.  When the 
geometry outputs are combined, left- and right-
eye views are generated and delivered to Centre 
1. 
Later  the  user  wishes  to  discuss  the 
visualization  with  a  group  of  people.    The 
HIVE’s  stereo  display  wall  provides  head-
tracked stereo, so now the interface appears to 
the user with the options to use stereo and head 
tracking available and checked.  Note, however, 
that this user is not certified to use haptics, so 
even  though  the  display  wall  incorporates  a 
Phantom, in this instance the haptic check box 
is greyed and the geometries returned will not 
interface to this device. 
2.2 Incorporating interaction 
The scenario in 2.1 represents the current state-
of-the-art in respect of our SuperVise prototype, 
whereby  presentational  techniques,  i.e.  those 
requiring little or no interaction by the user, can 
be supported.  Suppose however that the  user 
wants to adjust the position or orientation of the 
slice; how they do this is inherently bound up 
with  the  device  they  are  sitting  at.    At  a 
workstation an IRIS Explorer user can employ a 
mouse-driven  transform  generator  (Figure  2) 
that transmits a  new plane  normal and causes 
the slice to be redrawn.  On the display wall, 
however,  the  viewer  is  configured  to  fill  the 
screen and interaction via this separate window 
is no longer an option. 
To solve this difficulty we will draw on work in 
[5], which has devised a software architecture to 
allow  image-based  interaction  with 
computational  steering  and  visualization 
applications.    Instead  of  treating  the  display 
process as a purely output-oriented pipeline, the 
architecture  incorporates  an  additional,  input-
oriented  pipeline.    The TransformGen  process 
can  now  transmit  Slice’s  requirement  for  an 
input  vector  using  an  InsertInteractor  process, 
which places geometry in the scene (Figure 3).  
Dragging  on  the  base  or  head  of  the  vector 
respectively translates or re-orientates the slice.  
Other  geometries  in  the  image  interaction 
toolkit  include  a  scalar  interactor  and  a 
positional interactor.  The former could be used 
to scale up the overall size of the slice and the 
latter, if applied to its corners, could change its 
aspect ratio. 
3 Putting it all Together 
The  existing  network  node  characteristics 
repository of SuperVise is currently configured 
to  hold  information  about  output  capabilities, 
such as installed viewer software, whether the 
display  supports  haptic  output  or  stereo 
viewing, and whether the camera movement is 
controlled  by  the  user’s  head  position.    To 
incorporate the type of interaction shown here 
will  require  the  input  modality  of  the  device 
also  to  be  known.    The  SuperVise  system 
already selects visualization system scripts from 
a techniques catalogue, in order to execute the 
user’s  chosen  visualization  –  now,  selecting  a 
specific  version  of  a  script  will  ensure  the 
interaction  needs  of  the  user  are  handled 
similarly.  Referring once again to the scenario, 
using Office 1 and Centre 1 (each equipped with 
mouse)  would  therefore  cause  a  script  to  be 
launched reflecting Figure 2, whereas using the 
display  wall  would  launch a  script to  execute 
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different input requirements of Figure 3 
Combining  inputs  and  outputs  into  a  single 
image  also  brings  synchronisation  benefits. 
Problems of synchronisation during interaction 
can  be  especially  difficult  to  solve  using  grid 
tools.    Using  image-based  interaction  places 
knowledge about the state of the visualization 
calculation within the renderer, since if the state 
of the interactor is new, it follows that the state 
of  the  visualization  must  be  out-of-date.    The 
renderer  can  therefore  disable  the  interactor 
until  the  visualization  is  refreshed,  thereby 
preventing race conditions. 
 
Figure 1 SuperVise scenario - visualizing a dataset using a variety of output modes 
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Combining  SuperVise  with  image-based 
interaction will produce a powerful tool for the 
visualization  laboratory.    Users  will  be  freed 
from having to know about specific devices and 
how  to  drive  them,  leaving  them  able  to 
concentrate  on  the  job  in  hand  –  that  is, 
delivering the e-Science. 
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Figure 2 Conventional interaction with a slice tool using a separate window 
 
Figure 3 Image-based interaction using a plane normal inserted in the scene 
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The BRIDGES project will incrementally develop and explore database integration over six geographically 
distributed research sites with the framework of a Wellcome Trust biomedical research project (the 
Cardiovascular Functional Genomics project) to provide a sophisticated infrastructure for bioinfomaticians. 
One of the key issues to be investigated in Bridges is data security. Different classes of data can be defined: 
public data sources; data sources for usage of project members only, and private data sources, e.g. patient 
records. The project will seamlessly handle the federation of these databases, incorporating features to 
transparently address security concerns. The project will provide valuable insights into the application of 
OGSA-DAI and the IBM DiscoveryLink technologies for this purpose, and propose and implement needed 
extensions/wrappers. This paper highlights the issues that we expect to address in the project and initial 
ideas we have to overcome them. 
1. Introduction 
The Wellcome Trust has funded a large (£4.34M) collaborative project (Cardiovascular 
Functional Genomics - ‘CFG’ [1]) over 5 years and involving 5 UK and 1 Dutch site to 
investigate hypertension.  This disease affects 25% of adults in westernised societies and is the 
major cause of cardiovascular morbidity and mortality. Hypertension is caused by a combination 
of genetic and environmental factors.  The CFG project is pursuing a translational strategy, which 
combines studies on rodent models of disease with parallel studies of patients and of large family 
and population DNA collections. As such, the project exemplifies large-scale computational 
problems of modern biology with requirements to combine information about three species, 
human, mouse and rat.   
 
Typical activities that the CFG scientists will perform include: large-scale sequence comparisons, 
integration of sequence analysis with other data (phenotyping and genotyping results, genetic and 
radiation hybrid maps, micro-array gene expression profiling and protein function prediction), 
generation of cross-species maps of genes and markers and statistical analysis of large data sets 
needed in the context of gene discovery. Currently many of these activities are performed in a 
time consuming and largely non-automated manner often requiring navigation to many different 
data resources and following multiple links to related information.   
 
The 23 month BRIDGES project [2] has recently been funded by the DTI to directly address the 
needs of the CFG scientists and provide a thorough investigation of relevant technologies for this 
purpose. Specifically, BRIDGES will investigate the application of OGSA_DAI [3] and IBM’s 
DiscoveryLink product [4] to deal with federation of distributed biomedical data. In addition 
security is extremely important for the scientists. The scientific data itself may have different 
characteristics: 
•  Public data: data from public sources, such as SwissProt and EMBL, copies of which may be 
held locally for performance reasons or shared throughout the consortium. 
•  Processed public data: public data that has additional annotation or indexing to support the 
analyses needed by CFG.  These must be held within the consortium, but one copy can serve 
the entire consortium.   
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animal experiments. These require careful enforcement of privacy and may be restricted to one 
site, or even part of a site. 
•  Special experimental data: this may fall into a particular category, e.g. micro-array data, which 
has special arrangements for its storage and access already agreed.   
•  Personal research data: data specific to a researcher, as a result of experiments or analyses that 
that researcher is performing.  This is not shared even among the local team. It may later 
become team research data. 
•  Team research data: data that is shared by the team members at a site or within a group at a 
site.  It may later become consortium research data, e.g. when the researchers are confident of 
its value or have written about its creation and implications. 
•  Consortium research data: data produced by one site or a combination of sites that is now 
available for the whole consortium. 
•  Personalisation data: metadata collected and used by the bioinformatics tools pertinent to 
individual users.  This data is normally only needed to support the specific user to which it 
pertains, but it may need to move sites when bioinformaticians visit sites or work together. 
 
The distribution of CFG partners and the data security needs are depicted in Figure 1.  
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Figure 1: Data Distribution and Security of CFG Partners 
 
2. Data Access and Integration 
Data access and integration within Bridges will be investigated through results from the 
OGSA_DAI and the recently funded follow up project, Data Access and Integration 2 (DAIT), 
and IBM DiscoveryLink. OGSA_DAI/DAIT is a collaborative programme of work involving the 
Universities of Edinburgh, Manchester and Newcastle, the National e-Science Centre, with 
industrial participation by IBM and Oracle. Its principal objective is to produce open source 
database access and integration middleware which meets the needs of the UK e-Science 
community for developing Grid and Grid related applications. Its scope includes the definition 
and development of generic Grid data services providing access to and integration of data held in 
relational database management systems, as well as semi-structured data held in XML 
repositories. OGSA_DAI is one of the key driving forces behind the Grid Data Access and 
Integration Services (DAIS) standardisation activities at GGF. 
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been developed to meet the challenge of integrating and analyzing large quantities of diverse 
scientific data from a variety of life sciences domains. IBM DiscoveryLink offers single-query 
access to existing databases, applications and search engines. The DiscoveryLink solution 
includes the combined resources of DiscoveryLink middle ware and IBM Life Sciences services. 
Using this software, IBM Life Sciences services can create new components that allow 
specialized databases—for proteomics, genomics, combinatorial chemistry, or high-throughput 
screening—to be accessed and integrated quickly and easily. This is depicted in Figure 2. 
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Figure 2: IBM DiscoveryLink Data Access and Integration 
 
At the far right of Figure 2 are the data sources. DiscoveryLink looks to these sources like an 
application - they are not changed or modified in any way. DiscoveryLink talks to the sources 
using wrappers, which use the data source’s own client-server mechanism to interact with the 
sources in their native dialect. DiscoveryLink has a local catalogue in which it stores information 
(metadata) about the data accessible (both local data, if any, and data at the backend data 
sources). Applications of DiscoveryLink manipulate data using any supported SQL API, for 
example, ODBC or JDBC are supported, as well as embedded SQL. Thus a DiscoveryLink 
application looks like any normal database application. 
 
The focus of OGSA_DAI and DiscoveryLink is thus upon access and integration of data and not 
specifically upon security concerns. Security in the context of the Grid is an area that is currently 
receiving much attention since it is a crucial factor in the wider uptake of the Grid.  
 
3. Security 
In order to control access to resources, authentication and authorization are needed [5]. 
Authentication is the establishment and propagation of a user’s identity in a given system. 
Authentication in the UK e-Science community has been based upon ITU-T X.509 digital 
certificates [6] using Public Key Infrastructures (PKIs) [7,8,9].  Authorisation is concerned with 
controlling access to services based upon specific policies. Authorisation typically requires tools 
to specify and manage policies; mechanisms to distribute and obtain policies; services that use 
policies to make an access decision; and mechanisms that request and enforce access decisions. 
Security and especially authorisation are currently the focus of much work within the Grid 
community [10]. Examples of works currently investigating authorisation in the context of the 
Grid include Community Authorisation Service [11], Akenti [12], VOMS [13] and VOM [14]. 
In addition to these, the PERMIS project [15,16] built and validated the world’s first X.509 
attribute certificate based authorisation infrastructure. The PERMIS team are working closely 
with the Globus team to design a standard Security Assertion Markup Language (SAML) [17] 
interface to any authorisation infrastructure. This will allow Grid applications to plug and play 
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and provide a rigorous investigation of security authorisation in a Grid context. 
In addition to authentication and authorisation security aspects, a key requirement of the CFG 
scientists is related to privacy. Privacy relates to the use of data, in the context of consent 
established by the data owner. There is little prior art in privacy grid science, although there is 
useful UK background in privacy including hospital systems [18]. Web based standards such as 
P3P [19] may contribute to only a small fraction of the necessary security mechanisms. 
 
4. Other Information 
At the time of writing the BRIDGES project has yet to formally begin. We have recently 
completed our recruitment activities and it is expected that the full team will be on board and the 
project shall fully commence on 1
st October.   
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Abstract
Our  aim  is  to  engage  school-aged  children  in
thought  about  e-Science  and  in  particular  two
related projects currently being developed by the
Equator IRC [1].   Both projects use data from
remote sensors and information visualisations to
help scientists study complex dynamic systems in
the environment, the ecosystem of an Antarctic
lake [2] and pollution in a city [3].   Rather than
providing  descriptions  of  these,  we  challenge
learners  to  construct  their  own  understanding
through  exploration.  We  use  images,  questions
and deliberate ambiguity [4] to engage learners in
a quest to find out what the e-Scientists are doing
on the lake and in the city.   Learners follow a
structured investigative process that guides them
through  interactive  resources,  which  we  are
currently developing, and existing websites, and
prompts them to think about relevant issues.  They
also have the freedom to use search and the web
to  investigate  in  any  direction  they  feel  is
appropriate.  This work is at an early stage; we are
currently prototyping resources and working with
teachers to structure the investigative process.
1.  Introduction
It  is  increasingly  important  for  scientists  to
communicate  their  research  to  the  public,  as
reflected  by  EPSRC’s  Partnerships  for  Public
Awareness awards [5] and the Sciart initiative [6].
This is especially true for environmental research
where  issues  surrounding  climate  change  are
being widely debated within society at large.  One
vision for environmental science is that data can
be  captured  from  arrays  of  sensors  deployed
throughout the environment, integrated with other
data sources and accessed on a global scale by
scientists able to visualise, manipulate and share
the  data  from  any  location  on  the  planet.  The
Equator IRC is changing this vision into a reality,
to  be  demonstrated  through  two  environmental
science applications:
•  the study of carbon cycling in an Antarctic
lake
•  the study of pollution monitoring in urban
environments
Fig 1. What is it? Where is it? Why is it there?
Can you find out?
Our  aim  is  to  promote  interest  in,  and
understanding  of  these  two  projects  amongst
school-aged children.   For example, by showing
how carbon atoms might travel from the urban
world to the Antarctic (e.g. how exhaust fumes
created in London could end up in a lake in the
Antarctic). Part of our plan is to transcend the
learners’  normal  vision  by  making  what  is
invisible visible and by bringing the distant near.
Learners will be able to hear the Antarctic winds,
see microscope organisms and hidden pollution,
and measure CO levels in Gower Street or UV
light intensity in the Antarctic from the comfort of
their classroom or home.  Hence, the scientists of
the future can begin to experience and consider
the  consequences  of  this  global
interconnectedness.
The  activities  and  interactive  materials  we  are
developing aim primarily to engage and challenge
learners, rather than to explain.   Our approach
takes  de-contextualised  and  deliberately
ambiguous  images,  words  and  sounds
representing aspects of ongoing environmental e-
Science work and uses them as clues.   Starting
from these clues, we challenge learners to create
their  own  understanding  of  what  they  see  and
hear.  Currently, we are working on three related
strands to this work: a ‘WebQuest’, a televisual
‘channel’  and  practical  activities  relating  the
investigation of remote environments to the study
of the learners’ own local environment.
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2.1.  A WebQuest
WebQuests are a popular form of inquiry-oriented
learning activity in which much of the information
used by learners is drawn from the Web [7]. A
WebQuest typically consists of 1) a scene setting
introduction, 2) a challenge or task to solve, 3) a
description of the process learners should follow
to  accomplish  the  task  within  which  links  and
references to resources (relevant websites, books,
e-mail  addresses,  message-boards,  etc…)  are
embedded, 4) some guidance on how to organize
the information acquired, e.g. guiding questions, a
template for a report, or instructions to produce a
diagram or poster, and 5) a conclusion that guides
learners  in  evaluating  their  work  and  may
encourage  them  to  extend  the  web-based
experience  into  other  domains  [8].   If  well
structured this kind of activity is generally popular
with learners and provides good opportunities for
use and development of cross-curriculum thinking
skills (enquiry, information processing, reasoning,
evaluation,  creative  thinking)  included  in  the
national curriculum [9].   In situations where the
domain material itself is not within the curriculum
the  opportunity  to  practise  thinking  skills  may
provide a necessary incentive for teachers to use
an activity.
Our challenge is for learners to find out what the
‘mysterious’ e-Scientists are up to on an Antarctic
lake and in London and eventually for them to
discover how these two projects might be related.
First, small groups of learners are prompted to
discuss what they think is shown in a selection of
images and how they believe these may be related.
For example, for figure 1 they are asked to share
and record ideas about what the device might be,
where it might be, what it might be for, and how
they  might  find  out  more.   They  also  add
questions they think it would be interesting to find
answers to.
Learners  are  then  asked  to  follow  a  structured
investigate process that leads them to interactive
versions  of  the  photos  online.   Moving  and
clicking the mouse within these interactive photos
may  reveal  hidden  details,  lead  to  other
viewpoints  or  link  to  relevant  websites.   For
example, moving over the wire on the ice reveals
sensors below the ice and shows readings for the
currently displayed data and time, clicking on a
sensor opens a link to a website describing that
sensor, clicking on the ‘eye’ takes you to a map
view  revealing  some  information  about  the
device’s location (see figure 2).   The learners’
activity  within  these  interactive  movies  causes
messages to be sent to the ‘news-ticker’ (blue line
at bottom of figure 2), messages here can prompt
learners  to  consider  specific  questions  or  to
investigate in a particular direction.   However,
learners  are  always  free  to  search  the  web  for
information and investigate in any direction that
they believe to be relevant.
Eventually,  learners  bring  together  the
information  they  have  gathered  and  produce  a
report.   They  are  encouraged  to  evaluate  their
work using the guidelines provided.   When the
report is complete, they will have the option to
upload it to an online database.  This action gives
them access to other learners’ reports, which they
can then view and evaluate and compare with their
own.
Figure 2.  Interactive photo, showing current
wind speed and direction
2.2.  Channel
The  ‘channel’  provides  a  much  less  structured
route into the same web-based material.   Here,
images,  sounds,  and  text  fade  in  and  out
continuously.  No action is required on the part of
the viewer; she may simply watch the slideshow
and perhaps consider the images, text and sounds
and how they may be related.   However, if she
feels  sufficiently  engaged  by  any  particular
passing stimulus she may choose to lean forward
and interact by clicking.  This action takes her to
resources related to the current image.
2.3.  Activities
Finally, we are developing outlines for possible
follow up activities relating the environmental e-
Science  projects  to  the  learners’  world.   For
example,  learners  might  be  asked  to  collect
environmental  data  about  a  local  pond  and
compare conditions in the Antarctic lake over the
same time frame.   Or, they could predict how a
pollution map of their own environment would
vary over a day.  Possibly, they could then plan a
methodology for mapping pollution in their own
area over a day, borrow CO monitors and collect
data to feed into a local pollution visualisation
generated online.
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This poster has outlined a possible approach to
promoting  understanding  of  two  specific  e-
Science projects based around prompting learner
directed  investigation  and  providing  structured
support  for  this,  as  opposed  to  providing
explanations.  This approach to promoting public
understanding  may  also  prove  appropriate  for
other projects.  However, our work is at an early
stage, we are currently prototyping resources and
refining guidelines for the investigative process in
collaboration with school science teachers [10].
By  the  end  of  the  project,  we  plan  to  have
evaluated  this  approach  and  hope  to  have
developed an enduring set of web-based resources
that are both engaging for learners and useful to
teachers.
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This paper discusses the design of a computer based training (CBT) system to support 
both the improvement of the skills of experienced readers and the training of new staff.  
This work is timely because recent advances in technology – particularly advances in 
high-quality computer displays and high-speed networking – hold the promise of 
delivering significant benefits for mammography. Through the use of ethnographic data 
we show how training packages and systems might be configured to take account of real 
world practice and how current practices would be impacted by a training system. 
Introduction 
The aim of breast screening is to diagnose 
cancers early to improve prognosis. This 
diagnosis process relies heavily on the 
skill of the human readers who examine 
screening mammograms. This paper 
discusses the design of a computer based 
training (CBT) system to support both the 
improvement of the skills of experienced 
readers and the training of new staff. As 
we will discuss, statistical analysis of 
readers’ performance provides a driver 
for this work because it demonstrates that 
reading skill is related to breadth and 
quality of experience. However, the real 
world practice of reading is more 
complex than the statistics reveal. The 
contribution of this paper is to examine 
the constraints on a design of a training 
system that are imposed by the real world 
nature of screening and the changes 
required in current practice to support its 
use. 
This paper focuses on breast screening as 
practiced by the NHS screening 
programmes in England and Scotland. An 
X-ray study consisting of one or more 
views (mammograms) of each breast is 
conducted for each patient. These new 
images are married with previous 
mammograms and with a brief patient 
history to form a case. Ideally, cases are 
reviewed by at least two readers, 
including at least one consultant 
radiologist. For each case, the readers 
attempt to identify the several types of 
mammographic features (lesions) that are 
possible indicators of breast cancer. On 
the basis of this screening, 5% of the 
patients will be offered further 
assessment and of these patients 12.5% 
(0.6% overall) will be diagnosed with 
cancer [1]. Readers are aware of their 
responsibility both to spot the cancer 
cases and to avoid recalling healthy 
patients unnecessarily. 
The work presented here has been 
undertaken as part of the requirements 
analysis phase for the eDiamond project, 
a large initiative concerned with the use 
of grid technology to support training, 
diagnosis and epidemiological 
applications for breast screening. To elicit 
requirements for a grid-enabled CBT tool, 
we have used video to capture the work 
of ‘mentoring’ (part of the process of 
training novice readers within NHS breast 
screening programmes) and have 
conducted a number of interviews with 
radiologists involved with training in 
three screening centres. 
Our data collection and analysis are 
informed by ethnographic methods – it is 
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understanding of how trainee readers 
acquire the practical skills associated with 
reading mammograms that we can 
appreciate the work of training. 
Underling this paper is a very simple, and 
hence possibly generic, model of CBT for 
mammography. The aim of CBT is to 
provide readers with additional reading 
experience on a broad range of cases 
accompanied by immediate, appropriate 
and accurate feedback. Due to the 
difficulties involved in managing physical 
film, training will be provided using high-
resolution digital images and a soft copy 
workstation
1. A large number of cases are 
required to provide practice in this way. 
We envisage the use of a grid 
infrastructure, e.g., high-speed computer 
networks and shared computing 
resources, to allow training cases to be 
shared between centres and to manage the 
collaborative work needed to select and 
annotate cases for use in training. 
Statistical Drivers for CBT 
This section explores previous statistical 
studies in the light of our ethnographic 
and interview data to uncover some of the 
drivers of grid enabled CBT. 
Several studies have shown a correlation 
between the volume of cases read and the 
sensitivity and specificity of readers [2] 
[3]. One study concludes that a reader’s 
performance is related to the logarithm of 
the number of mammograms previously 
read [4]. This finding relates to readers 
with experience of between 10 and 
12,000 cases, and is consistent with a 
power law relationship between practice 
and learning that is found in other 
domains [5]. At least one study suggests 
that readers are less good at detecting 
                                                 
1 We acknowledge that this raises issues about the 
relation between soft copy reading skills and 
physical film reading skills. 
unusual cancers [6]. In the study, ill-
defined masses represented only 3.0% of 
screening detected cancers (less than 
1:5000 cases [1]), but 18% of false 
negative interval cancers, even though 
these lesions have a positive predictive 
value of 50%.  
A number of studies suggest that the 
quality of feedback is important in 
teaching [7] [8]. We have observed two 
methods of providing trainee readers with 
feedback during screening practice. In 
side-by-side mentoring, the trainee 
examines mammograms under the direct 
supervision of a qualified reader. The 
qualified reader guides the trainee 
through the screening process. In third 
reading, the trainee reader works as an 
additional (third) reader in the normal 
screening process – comparing their 
analysis against the assessment written on 
the screening form by the other readers. 
One drawback of this approach is that the 
trainee learns with reference to the 
screening  decision, where the ground 
truth (established by tests applied 
subsequently at assessment clinics) is not 
yet known. There is anecdotal evidence 
that trainee readers will develop their 
skills in a way that mirrors the strengths 
(and hence their weaknesses) of their 
mentor. 
“I think you become what your 
mentor is in a way because I’m 
good on distortions, [my mentor] 
is good on distortions. She was 
taught by Dr [name] and Dr 
[name] is excellent on 
distortions…  We laugh now 
because I write comments and 
[my mentor] will come along and 
she will just look down and say 
oh, you have already written it 
and she was just about to make 
the same comment.” 
In summary, CBT could be used to 
improve screening accuracy by providing 
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and breadth of film reading experience in 
conjunction with reliable feedback. 
Situated Practices 
In our experience, every breast screening 
centre has its own local practices. Partly 
this is because every centre faces a 
unique set of local needs. This section 
will examine some of the implication of 
these situated practices on CBT. 
We wish to draw a distinction between 
training readers to be better 
discriminators of benign and malignant 
presentations and training readers to 
discriminate between recallable and non-
recallable cases. The premise is that some 
malignant lesions are sufficiently difficult 
to distinguish from benign presentations, 
and are sufficiently less often malignant 
than benign in the distribution seen in 
screening, that they are not recallable. 
“It is like the little non-descript 
blobs. Every woman has got little 
non-descript blobs and you could 
say 1 in probably 10,000 is going 
to be a cancer – is the beginnings 
of cancer. When you have got 
hindsight you see that the one that 
had it but you can’t go out and 
call them.” 
The need to provide reliable feedback in 
training suggests the use of cases where a 
ground truth is known. For example, a 
positive result from a needle biopsy adds 
significant weight to a cancer diagnosis. 
Similarly, some weight can be added to a 
normal (cancer free) diagnosis if there is 
a subsequent normal screening round. 
However, this material in itself does 
indicate whether the case is recallable. In 
practice, we find that the recall decision is 
a locally situated one and contingent on 
local circumstances 
An important activity in the production of 
a grid-enabled and shared teaching 
repository is the selection and work up of 
cases for inclusion in the teaching 
archive. One concern, given that the cases 
will originate from more than one centre, 
is that uniform criteria are applied. As a 
senior radiologist remarked: 
“The last thing you want, if lots of 
people are putting data onto the 
system, is to have inaccurate 
intake… You need individuals on 
site that have allocated time. Their 
role in this is to find films, pull 
out the data and to say, “This is 
what we want to learn from this 
film.” That has to be done by 
somebody who is very 
experienced with the knowledge 
and skill to do [the job].” 
Given the heterogeneous nature of 
screening practice there are issues of 
variability, including, but not limited to, 
whether mammograms might uniformly 
be judged as being of an appropriate 
technical standard, the sorts of tests 
usually conducted at assessment (for 
instance whether there is an aggressive 
policy of microcalcification biopsy, or a 
greater dependence on imaging), 
differences in reading practice (is the case 
double read, single read, is there third 
reader involvement?), patient history 
taking (is the women asked whether she 
is on HRT?), differences in X-Ray sets, 
film processing units and film 
manufacturer. Given differences of this 
nature, it may be difficult to ensure 
capture of uniform information about 
potential training cases. 
One example of this concerns the 
annotation of lesions as one aspect of 
working up a case for training purposes. 
While most radiologists we have spoken 
to are aware of BI-RADS [9] and have 
suggested it as an annotation schema for 
training cases, all the clinics that we have 
observed use their own locally evolved 
notation for marking up lesions on the 
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a lack of overlap between BI-RADS and 
this local notation. For example, readers 
might write “ISQ” meaning In Status Quo 
for a feature that had a similar 
presentation on a previous form and was 
therefore likely to be normal. ISQ has no 
BI-RADS equivalent. 
This is indicative of the difficulties 
involved in managing the workup and 
sharing of training cases. 
Discussion 
This paper has attempted to provide a 
more detailed picture of the possible roles 
of computer based training in screening 
mammography than has been presented in 
previous work. 
We have looked at the medical evidence 
for CBT and also the intricacies involved 
in achieving the goals implied by that 
evidence. In the process, we have shown 
that training is more complex than the 
statistics imply. Some parts of screening 
are inherently situated and resistant to 
formalisation. Some knowledge used in 
screening is embodied in the process of 
reading and is difficult to codify. New 
practices must be developed to allow 
training material to be shared. 
One issue then is how to mesh a generic 
CBT system with local needs and with 
other modes of training. A related issue is 
how much a CBT system should aim to 
support local needs and practices. For 
example, a design might use cases taken 
from local screening to teach the recall 
decision. The same system might also use 
“interesting” cases, shared between 
centres, to teach the distinction between 
benign and malignant cases. In this way, 
the system could provide both a breadth 
of experience and some representation of 
local practice. 
In future work, we aim to develop 
prototype systems in order to explore 
different strategies for meeting the design 
goals and constraints discussed in this 
paper. 
Acknowledgements 
We would like to thank the members of 
the NHS breast screening programmes in 
England and Scotland who participated in 
this study for their help. This work is 
funded by the Chief Scientist Office, 
Scottish Office and the UK e-Science 
research programme. 
References 
1.  L. Lancucki and D. Sheerman-Chase. Breast 
Screening Programme, England: 2001-02, 
Statistical Bulletin 2003/07, Department of Health, 
London, UK, 2003. 
2. L. Esserman, H. Cowley, C. Eberle, A. 
Kirkpatrick, S. Chang and K. Berbaum 
“Improving the accuracy of mammography: 
volume and outcome relationships”, Journal of the 
National Cancer Institute  94 (5), pp 369-375, 
2002. 
3.  L. Kan, I.A. Olivotto, L.J. Warren Burhenne, E.A. 
Sickles and A.J. Coldman “Standardized 
Abnormal Interpretation and Cancer Detection 
Ratios to Assess Reading Volume and Reader 
Performance in a Breast Screening Program”, 
Radiology 215, pp 563-567, 2000. 
4.  C.F. Nodine, H.L. Kundel, C. Mello-Thoms, S.P. 
Weinstein, S.G. Orel, D.C. Sullivan and E.F. 
Conant “How experience and training influence 
mammography experience”, Academic Radiology 
6 (10), pp 575-585, 1999. 
5.  A. Newell and Rosenbloom “Mechanisms of Skill 
Acquisition and the Law of Practice”.  In 
Cognitive Skills and Their Acquisition, pp 1-55, 
Lawrence Erlbaum Associates, Inc., 1981. 
6.  C.J. Savage, A.G. Gale, E.F. Pawley and A.R.M. 
Wilson “To err is human, to compute divine?”. In 
Digital Mammography: Proceedings of the 2nd 
International Workshop, pp 405-414, Elsevier 
Science, 1994. 
7.  M. Trevino and C. Beam “Quality trumps quantity 
in improving mammography interpretation”, 
Diagnostic Imaging Online, 18 March, 2003. 
8.  R.L. Bangert-Downs, Kulik Chen-Lin C.; Kulik, 
J.A. Kulik and M. Morgan “The Instructional 
Effect of Feedback in Test-Like Events”, Review 
of Educational Research 61 (2), pp 213-238, 1991. 
9. American College of Radiology BI-RADS 
Committee. Illustrated Breast Imaging Reporting 
and Data System (BI-RADS), American College of 
Radiology, Reston, VA, USA, 1998. 
10.  M. Hartswood, R. Procter and R. Slack. 
“Performance Management in Breast Screening: A 
Case Study of Professional Vision and Ecologies 
of Practice”, Journal of Cognition, Technology 
and Work 4, pp 91-100, 2001. 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
336Formalising the Grid Environment
The 1st Step to Automate Grid Application Assembly using
Deductive Synthesis
Alan Bundy Alan Smaill
Bin Yang
Centre for Intelligent Systems and their Applications
Division of Informatics
University of Edinburgh
August 15, 2003
Abstract
In the emerging e-Science, a Grid computing environment is coming into shape. How-
ever, the features of \rapid customised assembly of services" and \autonomic computing"
have yet been adequately addressed in existing Grid prototypes [Atkinson et al. ]. Our
project is set up to apply deductive synthesis to automate Grid service assembly, using
proof planning technology, provided that Grid services and applications can be specied
in a suitable logic.
1 A Nontrivial Assembly Example
An econometrist is trying to recongnise hidden patterns in volatility time series of dierent
stock markets using Neural Network, then apply a certain type of statistical tests on the
computing results, and expect an informative plot on his own screen. What he needs
to do in the visionary eScience Grid in the senario is to just parameterise and connect
three Grid Application objects, Database, Neural Network and Statistical Tester, that are
highly abstract, top-level implementations of real world tasks and accessible directly to
Grid users.
One of the Grid Applications in the the scenario, the Neural Network, can be realised
with two elementary Grid Services:
 an Algorithm Library which is a collection of platform-specic executable codes for
functions and algorithms in specic domains, in this case, econometrics,
1
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User
Database
Neural Network Statistical Tester
: Parameterise
: Connect
Figure 1: User customised Grid Applications
 a general Computing Unit that can be some supercomputer or a cluster of super-
computers that take platform-specic codes and execute them.
In a similar fashion, the Statistical Tester can be decomposed into a Statistical Test Func-
tion Library and a Computing Unit. To interpret and plot the test result, a Visualisation
Unit is also needed, see Figure \Assembled Grid Services".
2 Formal Specications of the Grid
2.1 1. Situation Calculus and Petri Nets
In the situation calculus, situations s are evolving to the next situation by taking an action
a. A built-in function do(a;s) represents the result of performing a in the situation s.
Thus a function OwnBook(bookName;s) means we own a book named \bookName" in s
[Reiter 01]. The situation calculus oers an approach to formalise the Grid Applications
and Services. For example, we can dene the Computing Unit as:
computing(compResult;do(a;s)) 
f(a = InputCode(Executable) ^ (CodeLib(Executable;s)))g
which means that the general-purpose Computing Unit will produce compResult only if
the action InputCode has been done to input Executable produced by a general CodeLib
in the situation s. All other Grid Services in this scenario can be dened in this way.
The synthesis of Grid Services will be possible if there is an ontology that regulates
the naming of all actions and thus enables composite Grid Services to realise its pre-
2
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
338Database
Econometrics
Algorithm
Library
Computing Unit
Statistical Test
Function Library
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Figure 2: Assembled Grid Services
or post-actions. Grid Applications can be dened as composite functions with existing
knowledge of their functionality, and then broken down into simple functions that are
correspondent to Grid Services.
The situation calculus can then be mapped to Petri Nets and visualised using the
simulation and modelling environment KarmaSIM [Narayanan 99]. Roughly speaking, a
Petri Net is a bipartite graph containing places (drawn as circles) and transitions (drawn
as rectangles). Places hold tokens that enable their executions and represent predicates
about the external or internal state. Transitions are active components, and have Input I
and Output O which both map to a or many places. During execution, token is removed
from a place, passed to the transition through its Input and deposited, maybe multiplied,
in new place(s) from the transition Output. With these settings, we could have a diagram,
Figure 3,1 of the composite Grid Services that would be generated automatically by
KarmaSIM.
2.2 2. Event Logic
Event Logic is a mathematical structure based on constructive Type Theory designed to
express the key features of a distributed computing system at the level of abstraction
appropriate for specifying interactive behaviours [Bickford & Constable 03]. The logic
has only seven axioms and can be modied and extended to capture those features in the
Grid environment, such as the concept of Virtual Organisation, collaborative computation
and so on. It will be much earlier and more straightforward to apply deductive synthesis
technique in a classical constructive Typed logic formalisation.
1All Petri Nets functions of Grid services have no arguments of situation because execution order was
assigned and indicated using the numbered arrows.
3
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ATLAS Monte Carlo Production System 
Chun L. Tan 
University of Birmingham, UK 
The  ATLAS  Monte  Carlo  production  system  tool  attempts  to  provide  the  end-user 
physicist the ability to perform on-demand Monte Carlo production for his/her specific 
needs. The aim is to shield the physicist from the underlying complexity and to present 
him/her with a consistent, flexible and intuitive interface. The tool will harness the 
power and capacity of grid computing allowing the physicist to tap on a worldwide 
computing resource pool never before available to an individual physicist.  
The first prototype, AtCom[1] (short for ATLAS Commander), has been developed in 
partnership  with CERN in October 2002. An invaluable  production  manager’s tool, 
AtCom automates tedious and often repetitious tasks like defining and submitting large 
numbers of jobs, monitoring of job execution status, scanning of log files for errors, 
updating ATLAS bookkeeping databases, cleaning up and finally resubmitting if the 
job failed. 
Future versions of the tool will be more end-user oriented. It will also be based on the 
final  grid  interface  GANGA  [2].  Apart  from  providing  access  to  Grid  and  legacy 
computing resources, GANGA, with its Python bus architecture, will potentially allow 
the Monte Carlo production system tool to interface with other complementary software 
e.g.  Atlantis[3]  (visualisation  package),  JOE[4]  (Athena  job  options  editor)  and 
DIAL[5] as they become available. 
 
1.  INTRODUCTION 
The  production  of  simulated  or  Monte 
Carlo events is a crucial component of every 
particle physics experiment. In ATLAS, this 
tedious,  error-prone  and  often  highly 
repetitive task is undertaken by a handful of 
expert  production  managers.  Typically,  the 
normal physicist needs to request for Monte 
Carlo  events  in  advance  and  is  unable  to 
implement ideas and experiment with minor 
variations  in  job  parameters  within  an 
acceptable  round  time.  This  unsatisfactory 
round time delay and the overall associated 
complexity  of  Monte  Carlo  production 
prevents the physicist from focusing on the 
physics and testing his ideas in an efficient 
and straightforward manner. 
The first prototype of the ATLAS Monte 
Carlo  production  system,  AtCom  (short  for 
ATLAS Commander) has been developed in 
partnership  with  CERN  and  has  been  in 
active  use  in  the  ongoing  ATLAS  data 
challenges.  The  basic  features  include  job 
creation,  submission,  monitoring,  validation 
and  updating  of  bookkeeping  databases. 
However, its design was geared towards the 
expert user (i.e. the production manager) and 
is not suitable for the casual physicist. This 
was  due  to  the  pressing  need  for  an 
automated  tool for  use  in  the  ATLAS  data 
challenges in the autumn of 2002. 
AtCom assists the production manager by 
automating  tedious  and  often  repetitious 
tasks  like  defining  and  submitting  of  large 
numbers of jobs, monitoring of job execution 
status,  scanning  of  log  files  for  errors, 
updating  ATLAS  bookkeeping  databases, 
cleaning  up  and  finally  resubmitting  if  the 
job failed. AtCom, with its modular design, 
has 3 distinct components: the generic basic 
job  management  component,  the  database 
interface  component  and  the  computing 
systems interface component. The computing 
systems  interface  component  was 
implemented with dynamically loaded plug-
ins  for  batch  systems  and  GRIDs.  Today, 
many flavours of batch systems are in use at 
different ATLAS institutes around the world 
and  the  GRID  is  poised  to  simplify  the 
situation  in  the  future.  We  are,  however, 
currently  in  a  transitional  stage  where 
different  flavours  of  GRIDs  and  numerous 
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GRID and non-GRID computing systems are 
being deployed together at a single site. 
AtCom  allows  jobs  to  be  defined  in  a 
generic  way  i.e.  non  system-specific.  The 
current implementation is broadly based on 
the  virtual  data[6]  approach  where  a  job 
definition  is  linked  by  reference  to  a 
transformation definition which consists of a 
script/executable,  its  execution  environment 
in the form of ' used'  packages and a signature 
enumerating the formal parameters and their 
types.  
AtCom is implemented in Java and should, 
in  principle,  run  on  any  Java-enabled 
platform.  It  has  been  routinely  used  for 
production  on  both  Linux  and  Windows 
platforms.  
 
2.  ARCHITECTURE 
 
2.1 AtCom 
AtCom
core
AMIMgt
MagdaMgt
LSFComputingSystem
EDGComputingSystem
NGComputingSystem
PBSComputingSystem
Bookkeeping DBs Plug-ins
Magda
AMI
￿￿￿
 Figure 1: The AtCom architecture 
Figure  1  above  shows  the  top-level 
architecture of AtCom. At the heart lies the 
AtCom core application, which includes the 
GUI,  implements  the  logic  of  defining, 
submitting and monitoring jobs.  
On the left of the diagram are the AMIMgt 
and MagdaMgt modules that allow AtCom to 
interface  with  the  ATLAS  bookkeeping 
databases,  AMI[7]  (Atlas  Meta-data 
Interface) and Magda[8] (Manager for Grid-
based Data) respectively. 
On  the  right  of  the  diagram,  there  are 
several  plug-ins  that  allow  AtCom  to 
interface  with  different  computing  systems. 
These plug-ins form an interface that defines 
methods  and  signatures  for  common 
operations:  submitting  a  job,  getting  job 
status,  killing  a job  and  getting  the  current 
output (stdout and stderr) of a job.  
2.2 MC production tool 
The  MC  production  tool  differs  from  its 
prototype  in  2  areas.  Job  submission  and 
monitoring  will  no  longer  be  performed 
natively  but  will  instead  utilise  GANGA’s 
job  submission  and  monitoring  facilities. 
Bookkeeping functions will also be provided 
through  GANGA.  By  interfacing  with 
GANGA, various other existing tools can be 
harnessed  e.g.  Athena/Gaudi  job  obtions 
editor  (JOE),  PyROOT[9],  Atlantis,  etc. 
Figure  2  shows  the  services  GANGA  will 
provide the MC production tool. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: The MC production tool architecture 
 
3.  ATCOM FUNCTIONALITY 
Essentially, AtCom supports three classes 
of operations: job definition, job submission 
and job monitoring. These correspond to the 
three main panels of the GUI.  
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Gaudi/ 
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DIAL 
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and 
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etc…
ATLAS Monte Carlo 
production tool 
PyROOT 
Book-
keeping 
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3.1 Job definition 
In ATLAS, collections of similar data are 
termed as datasets. Partitions are subsections 
of these datasets. 
 
 
 
 
 
 
Figure 3: Job definition panel. 
From the job definition panel (figure 3), 
the  user  can  select  a  dataset  he  wants  to 
define  partitions  with,  by  means  of  a  SQL 
query  composer  (not  shown  here  but  see 
figure 4 for a similar screenshot). He defines 
the  fields  of  the  dataset  to  be  visible  and 
specifies  the  selection  criteria.  With  the 
search  results,  the  user  can  then  select  a 
single dataset and choose a particular version 
of  the  associated  transformation.  AtCom 
displays a list of relevant parameter values of 
the  partitions  concerned  to  be  entered  (see 
figure  6).  Parameters  can  be  previewed 
before the partition is created. 
Of the parameters available to the user, the 
partition’s LFN, the signature parameters, the 
output file mapping and the final destination 
for  stdout  and  stderr  are  compulsory 
regardless of the type of transformation used. 
3.2 Job submission 
The second AtCom panel allows the user to 
submit  any  defined  partition  to  any 
configured  computing  system.  Once  again, 
the  process  begins  with  a  SQL  composer 
allowing  you  to  retrieve  a  set  of  partitions 
(see figure 7). The composer here, compared 
to that provided at the job definition stage, is 
more sophisticated as it allows attributes of 
both datasets and partitions to be selected and 
displayed. 
Given a set of retrieved partitions the user 
can  select  an  arbitrary  subset  and  select  a 
target computing system for submission. The 
jobs  are  submitted  and  automatically 
transferred to the next panel for monitoring. 
In section 7 we will in detail present what 
happens when one submits a job. 
 
 
 
 
 
 
Figure 4: SQL composer (job submission) 
3.3 Job monitoring 
 
 
 
 
 
 
 
Figure 5: Job monitoring panel. 
The  monitoring  panel  (figure  5)  displays 
the job name, ID, status, computing system, 
host  and  AMI  status  of  each  job  being 
monitored. 
Job name is the name given to the job by 
the  plug-in  upon  submission.  Usually,  it  is 
simply the LFN of the partition. Job ID is the 
computing  system  dependent  token  that 
identifies  the  job.  Status  is  the  status  as 
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status  values  include  ‘running’,  ‘wait’, 
‘done’, ‘error’ and ‘failed’ but vary with the 
type of computing system. AMI status is the 
status  of  the  partition  as  stored  in  the 
permanent  production  log  database.  The 
panel allows the user to check the status of 
all  monitored  jobs  on  demand  or  poll 
automatically at regular intervals. 
When the job completes, the corresponding 
extract  script  parses  stdout  and  stderr  in 
search  for  errors.  If  all  is  well,  the  output 
files are then registered in the replica catalog 
(Magda). Log files are copied to their final 
destination and the partition’s AMI status is 
finally set to ‘validated’. 
If the job fails, the output as defined in the 
partition’s output mapping is deleted and its 
status is set to ‘failed’. However, if the job is 
‘undecided’, the user can arbitrate and update 
the  status  manually.  The  decision  dialog 
(figure 9) displays the information needed for 
the user to perform status arbitration.  
 
 
 
 
 
 
 
 
 
Figure 9: Decision dialog. 
4  CONCLUSIONS AND OUTLOOK 
AtCom  is  a  tool  designed  for  production 
managers. It is a convenient automation tool 
that interfaces with the ATLAS bookkeeping 
databases  and  various  computing  systems. 
However,  AtCom,  in  its  current  form,  is 
neither suitable nor robust enough to be used 
by  the  casual  physicist  with  limited 
production  experience.  Moreover,  it  is  not 
known  how  scalable  AtCom  will  be  when 
monitoring  of  thousands  of  jobs.  AtCom 
inability  to  be  full  automated  will  make  it 
unsuitable  in  such  cases  while  GRAT[10]-
like systems will be a better choice. 
The  next  few  months  will  be  crucial  for 
deciding the future of the production strategy 
for  ATLAS.  The  uniform  production 
framework  will  become  reality.  ATLAS 
datasets,  partitions  and  transformations  will 
be  stored  in  a  single  logical  database.  The 
non-automated  production  mode,  will 
gradually be phased out because of the high 
risk  of  human  errors.  Highly  automated 
production tools will take care of most if not 
all the production at all sites. The production 
model will be extended to take into account 
productions on the scale of physics groups all 
the  way  down  to  the  scale  of  a  single 
physicist.  Complementary  tool  suites  (e.g. 
GANGA, DIAL) targeting just such audience 
groups will be integrated and deployed. The 
Monte Carlo production system tool will be 
designed  to  take  all  that  into  account  and 
build upon the experiences of AtCom. 
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Abstract
A number of diﬀerent mass storage systems are in use in the scientiﬁc communities. The Storage Element
(SE) is a Grid interface to storage systems being developed as a part of the European Union DataGrid project
[EDG]. It enables Grid clients to access data in the storage systems in a uniform way, i.e. without knowing
which storage system they are talking to. The SE provides a ﬂexible interface to various storage systems, and
can provide additional functionality not provided by the storage itself, such as access control, or automatic
replication across sites. We describe the current status of the SE, how experiments are using or will be using
the SE, and future developments. We describe in detail some aspects of single sign-on authentication and
delegation, and an overview of message queueing systems for the future development of the SE. This work
will be of interest to anyone with large scale storage requirements, e.g. the UK Grid community, but this
work will also be of interest to individual Grid developers.
1 Introduction
Storage requirements in the scientiﬁc community are
serviced by disparate storage systems, ranging from
the simple disk system to large systems with tapes
and robots. As scientiﬁc computation moves toward
a Grid environment, a need arises for accessing those
storage systems through Grid protocols. Some ﬁles
in the storage systems will then be made available to
users on the Grid, others will not. Conversely, Grid
users will be able to write ﬁles into the storage sys-
tems, and the ﬁles may later be replicated to other
storage systems. Of course, access to the storage must
be granted to authorised users only, and access must
be auditable by storage administrators.
To address these problems, the European Union
DataGrid project [EDG] has built the Storage Ele-
ment (SE), a robust and extensible interface to mass
storage systems. This work is being done by the
GridPP and e-Science groups at RAL.
2 Overview
We have designed and implemented an SE software
system. The role of the SE is primarily to sit between
the client and the Mass Storage System (MSS) (for
the purpose of this paper, a disk is also a MSS); to
hide the MSS diﬀerences from the client and to allow
access to the MSS using protocols that it does not
naturally support. In addition to this role, the SE
will also provide other Grid functions as applied to
data access. For example: security; access control;
quotas; monitoring; logging; network transfer estima-
tion. To the outside world, the SE provides three
types of functions:
• For data transfer, it supports existing protocols
such as RFIO, and GridFTP, and will be exten-
sible to new protocols that may appear. It will
allow these protocols to access the MSS. There
will also be an API to access ﬁles in an SE and
replicate ﬁles between SEs.
• For control, it provides diﬀerent namespaces for
diﬀerent VOs, and a range of functions such as
staging ﬁles into and out of tertiary storage,
and will in the future provide additional con-
trol functionality such as space reservation, ﬁne
grained (ﬁle level) access control, and pinning.
An API to these functions has been deﬁned and
implemented. In the near future the SE will also
support the SRM protocol (see below).
• For information, it acts as information providers
to the DataGrid Information Service, providing
metadata about the SE, the underlying MSS,
and the ﬁles therein.
The design of the SE follows a layered model with
a central core handling all paths between Grid client
and the MSS. This approach was chosen as the most
maintainable and ﬂexible provided all or most func-
tionality is implemented in the core.
3 Experiments using SE
3.1 Particle Physics
PP experiments today routinely handle thousands of
ﬁles totalling tens of Terabytes of data. They dis-
tribute this around the world for use by large interna-
tional collaborations and to make use of the CPU and
storage resources that belong to member institutes.
This is just about feasible but is achieved by many
diﬀerent ad hoc methods; very little of the software
is shared and it requires a lot of manual intervention.
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have even bigger collaborations and will generate
Petabytes (10**15 bytes) of data each year in mil-
lions of ﬁles. Solutions for managing these data are
based on Grid technology and include distribution of
data as replicas, moving data, mirroring and then the
subsequent discovery of the relevant data for analysis
[RLS]. The ﬂow can be characterised as a movement
away from the data source at the accelerator labora-
tory to remote institutes.
Storage of the physical ﬁles in mass storage sys-
tems is at the lowest level of this data hierarchy but
movement of data around the world requires direct
access from the Grid to the data.
3.2 Earth Observation
EO raw data are observations of land, ocean, and land
from satellite mounted instruments. EO data prod-
ucts are derived from this raw data through a number
of processing steps. Since the satellites and instru-
ments are run by many organisations, the data reside
in many data archives around the world. In contrast
to the PP data problem, the EO scientist wishes to
bring together data from a variety of data products
at distributed centres. Here the format and meta-
data are more important. Here too, the Grid is seen
as providing a solution to diﬀerent access methods at
diﬀerent data archives. For mass storage the main
requirement is the same; to have remote, authenti-
cated access using common protocols to data stored
in diﬀerent mass storage systems. In addition the EO
data can be held as very large numbers of small ﬁles
which tend to be stored ineﬃciently in large data sys-
tems. Solutions are under investigation which allow
the bundling of many small ﬁles into larger containers
which are handled more eﬃciently.
4 SRM
The Storage Resource Manager (SRM) is a control in-
terface speciﬁcation. There are two versions; version
1 is an older version that emerged as a collaborative
eﬀort between Lawrence Berkeley, Fermilab and Jef-
ferson Lab. Version 2 is a more recent eﬀort which
is a collaboration between the SRM1 collaborators,
Rutherford Appleton Lab, and the CASTOR and
DataGrid Data Management groups at CERN. Both
versions are today deﬁned as web services (WSDL).
Like the SE, SRMs do not store data themselves
but act as interfaces to MSSs. If clients wish to read
a ﬁle, they will ﬁrst have to send a get request to the
SRM. The SRM will return a request id and status
structure, and the client keeps querying the request
until it is ready (it may take time to process a re-
quest: for example it can take hours to stage in a ﬁle
from a busy tape storage system). When the request
is ready, the SRM provides a Transfer URL where the
client can fetch the ﬁle. When the client has ﬁnished
doing transfers on the ﬁle, it must inform the SRM
that it has ﬁnished.
It is worth observing that
(a) The client polls (rather than provide a callback
mechanism): tests have shown that this does
not in general adversely aﬀect the system load
on the server, and it is more secure and ﬁrewall
friendly (the client does not have to listen on
any ports for connections from the SRM).
(b) Requests are asynchronous.
(c) The SRM does not do any data transfer. In fact
there is a PUSH mode where the SRM pushes
the ﬁle to the client but it was never generally
supported.
Creating and uploading a ﬁle to an SRM is exactly
analogous to downloading: the client issues a put
command to the SRM and the SRM eventually pro-
vides a URL. When the client has ﬁnished uploading
the ﬁle to the URL the client must inform the SRM
that it has ﬁnished.
The SE currently provides an SRM type inter-
face, i.e. generally clients access ﬁles using get and
put type commands. The exact arguments are not
quite the same because the SRM WSDL speciﬁcation
was not available when the SE interface was created,
and the SE also currently does not process requests
asynchronously. See the section on Message Queues
for further details.
At the time of writing, the SRM version 2 speci-
ﬁcation is nearly complete. The full semantics of the
space and ﬁle management is beyond the scope of this
paper, but an SE can be easily modiﬁed to provide
partial support for SRM2 once version 1 is deployed.
5 Security
As always on the Grid, users are identiﬁed using their
personal certiﬁcates, and hosts and services are au-
thenticated similarly using their certiﬁcates. Sending
commands to an SE thus satisﬁes the following secu-
rity properties.
• Authentication: the client is clearly identiﬁed
to the SE and the SE can use this as a basis for
authentication.
• Integrity: no one can alter the command in tran-
sit.
• Conﬁdentiality: other than the fact that a com-
mand was issued to the SE, an eavesdropper
cannot gain any information about the com-
mand. For example, an eavesdropper may guess
that the client is issuing an SRM get request but
cannot know which ﬁle the client is requesting.
• Non-repudiation: The client cannot later deny
that it sent this request to the SE because the
authenticated request is logged by the SE.
Data transfers commands using the GridFTP proto-
col satisfy the same security properties, and in addi-
tion, the data transfer itself can be encrypted.
5.1 Single sign-on and delegation
One of the central end user requirements is to have
single sign-on and delegation. In a grid context,
both of these goals are achieved using Globus prox-
ies [TFE
+03] (a proxy in this context is a short-lived
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crypted). Delegation is simply achieved by copying
the proxy to the server. Proxies have the disadvan-
tage that normal (non-Grid) SSL servers and clients
do not accept them as valid because they are signed
by the user’s keys and users are not allowed to sign
keys for security reasons. Another disadvantage of
the proxy is that when it is used for delegation, the
client has no further control over how the proxy is
used.
There are other ways to achieve the same goals.
Consider the way the SSL/TLS toolkits work in gen-
eral [Res01], and OpenSSL in particular. When a
client sets up a SSL connection, ﬁrst it creates a
context which contains the user’s private key and
other things that are the same for every connection
made by the client. We can achieve single sign-on
for SSL by recognising that the contents of the con-
text are not just the same for every connection the
client makes, but also for every client, and create an
“agent” that remembers the context, similar to what
ssh-agent does for ssh. This does mean that each SSL
client will have to be modiﬁed to check for the exis-
tence of the agent before it makes an SSL connection.
The greatest advantage of this scheme is that it works
also with SSL servers that are not Grid-aware. An-
other advantage is that it works with the unmodiﬁed
OpenSSL libraries, clients, and servers, which means
that security ﬁxes to those can be deployed imme-
diately. The disadvantage, compared to the proxy
solution above, is that delegating a context is not ac-
ceptable: the context contains the user’s private key
in unencrypted form, so it must not ever be accessible
by anyone but the user.
In any case, delegation should be done “properly”.
Ideally, there should be a challenge from the remote
server which is passed to the client, and the challenge
should be signed by the remote server. Only an en-
tity in possession of the client’s private key should
be able to answer the challenge. Furthermore, on the
Grid the concept of single sign-on means that the user
may have a non-interactive client running on the user
interface machine which must then be able to answer
challenges on behalf of the user. Of course the client
must answer only authenticated challenges from ap-
proved remote servers. This problem is also easily
solved using the context agent.
5.2 Capabilities and Groups
This area of our work will involve a series of small
discrete improvements. From the users perspective it
is becoming evident that the original model proposed
for the Grid of distinct Virtual Organisations each
with no knowledge or ability to interact with each
other is insuﬃcient for our current grid environment.
What is needed by the users is the ability to choose if
the ﬁles are shared between the virtual organisations
and choose at runtime which VO they wish to work
within.
To facilitate this requirement recent DataGrid
work [vom] has gone into providing proxies which pro-
vide support with Capabilities, a mechanism of spec-
ifying a role for a certiﬁcates interaction, and groups
which provide the ability to manage collections of
users and their access.
6 Future plans and develop-
ments
6.1 Message Queue
The storage element is based on a message queue ar-
chitecture. Message Queues are commonly used in ﬁ-
nancial, communications, and process control sectors
where the outcome of failure scenarios maybe serious
or costly [GR93]. Any improvement in the message
queue performance and ﬂexibility improves the stor-
age element.
The current system is very robust and predictable.
Unfortunately our message queue is not fast. We have
a clean level of separation between the Storage ele-
ment and the underlying message queue. Some eﬀort
is currently going on to improve this interface, par-
ticular focus is on providing a C API, and improving
the performance.
Our current system may become a message queue
project in its own right but we may replace it with
a commercial or established solution. The current
message queue will be expanded to support all the
required functionality before the next improvement
is decided. We shall provide out of band transac-
tion queries, so one transaction will be able to query
the status of a second transaction. This will give
the storage element more ﬂexible error handling with
a potential improvement in debugging. Transaction
should be able to start a series of nested transactions.
This allows for reuse of transactions in the same way
as a subroutine, while preserving the traceability and
auditing of a single transaction.
Message queue infrastructures manage the details
of concurrency, asynchronous behaviour and audit-
ing. Concurrency is typically managed by queueing
messages between each module and a resource man-
ager ensuring that all modules in a transaction run in
isolation. Asynchronous behaviour is inherent in the
architecture of a message queue.
The new abstraction interface that for the storage
elements message queue API is is similar to the Data
Distributor interface [ddm], but extends the simple
UNIX ﬁle model to add transaction forking, querying
and error handling.
This API may be reused in any scenario where re-
liable asynchronous distributed secure infrastructure
is needed. The message queue API is currently being
ﬁnalised and as an ANSI C interface with a pluggable
back-end queue implementation, initially only using
our own message queue infrastructure.
There are many Java message queues available in-
cluding the Open Source Message Queue [jmq], or the
Java Message Service (JMS) [jms].
But since the majority of the SE code is in
C/C++, particularly the drivers to the mass storage
systems, and we expect performance to be a priority
the majority of the eﬀort has been spent looking at
C/C++ solutions.
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sistent, and therefore not suitable for transaction
management.
The Berkeley DB [ber], does provide persistent
queues but not a messaging framework.
MQS [mqs] is relatively new and as yet untested
and provides little more than the Berkeley DB and
event notiﬁcation.
Secure spread [spr] and its parent project spread
are probably the most mature messaging infrastruc-
tures available in the C/C++ world and will soon be
evaluated. This project uses symmetric cryptogra-
phy for security and so may not suitable for a grid
environment.
The Data Distributor [ddm] package is a general
purpose buﬀer manager. Although the current ver-
sion remains unchanged since December 96, it does
appear to be in production on several physics exper-
iments.
None of these open source projects appear to
match the hot swap functionality and enterprise lev-
els of reliability expected in projects such as IBM MQ
products [ibm] or Falcon Q [fal] but open source mes-
sage queue components are relatively common.
BSD kqueue which is a kernel API extension avail-
able in BSD 5 and above, that provides a single event
on a single host when ﬁles, sockets or pipes are mod-
iﬁed.
The libevent API [lib] provides a clean way of
wrapping kqueue like functionality into a cross plat-
form application, We have tested this software on the
Linux platform.
Message Queue Security
We intend to integrate validation of incoming mes-
sages: the XML will be validated with XML Schemas,
and the values with regular expressions or whatever
else is appropriate. This will allow us to validate
XML messages entering the SE’s message queue from
other SEs, or other clients.
6.2 A distributed SE
Thanks to the use of a message queue architecture
and our previous work on delegation, very little new
work is required, apart from packaging, to distribute
the SE across multiple SE servers. The current fo-
cus is to remove the single points of failure from the
system. Our long term goal is to use a distributed
database where no single node contains the only copy
of the ﬁlesystem.
7 Conclusion
We have described a Grid interface to storage sys-
tems that enables anyone with a Public Key Infras-
tructure (PKI) to securely share ﬁles between exist-
ing mass storage systems using common Grid tools.
We gave an overview of the system design emphasis-
ing the ﬂexibility, and described in some detail single
sign-on authentication now and some possible future
developments. We described Open Source message
queueing systems and how they apply to the SE.
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Abstract 
 
The requirements and architecture of any software system are highly interdependent.  The 
architecture can address the requirements of the system, and also feedback to them, constraining the 
system under development.  For any complex software system, understanding requirements and using 
them to make informed architectural decisions is crucial to success.  The e-Science domain presents many 
challenges to the systems developer.  Requirements are subject to change, and the development 
environment is populated with new technologies and paradigms.  Projects need practical solutions and 
methods to address these concerns that are appropriate to their resources and organisation.   We discuss 
some lightweight techniques that have been used to manage requirements in the EGSO project, and 
outline our approach to the definition of a system architecture.  We also highlight the ways in which these 
have been successful in addressing development issues. The Twin Peaks model of software development 
focuses explicitly on requirements and architecture, allowing these two key concerns to evolve 
concurrently and independently. Finally, we discuss how the Twin Peaks model addresses some of the 
challenges characteristic of e-Science projects, and present a style of prototyping that is suited to bridging 
the gap between requirements and architecture in the context of the model. 
 
 
1.  Introduction 
 
In this paper, we consider the evolution of 
Requirements and system Architectures in the e-
Science domain.  Within any system, these two 
key concerns are highly interdependent.  The 
architecture is the first artefact in the 
development process that addresses the 
requirements of the system.  Conversely, 
architectural choices can feedback to the 
requirements, constraining the system under 
development.  In designing and building 
software systems of any complexity, 
understanding requirements and using them to 
make informed architectural decisions is crucial 
to project success. 
 
The e-Science domain presents many 
challenges to the systems developer.  Within the 
objective of enabling new and innovative ways 
of doing science, is an implicit 
acknowledgement that requirements are likely 
to evolve over time.  The technical environment 
of e-Science projects is populated with new 
technologies, tools and paradigms, each with 
their own implicit architectural constraints.     
Additionally, the organisational characteristics 
of e-Science projects are often complex.  Project 
teams are usually distributed and constraints on 
resources mean that individual team members 
frequently play multiple stakeholder roles. 
These issues suggest a need for lightweight, 
accessible techniques for system definition and 
development.  E-Science projects need methods 
that are readily utilised by individual team 
members, regardless of their background and 
experience. 
 
In these respects, EGSO (European Grid 
of Solar Observations) [1] typifies an e-Science 
project. EGSO project partners are 
geographically widespread and have varying 
backgrounds and experience. The practicalities 
of communication and co-ordination have 
demanded simple, effective solutions for 
requirements analysis and management, and 
architectural definition. In this paper, we 
highlight some techniques and approaches we 
have applied to address these concerns. We also 
note that the ‘Twin Peaks’ model of software 
development serves as a useful reference for e-
Science projects.  The model describes the 
relationship between requirements and 
architecture, and suggests how development can 
proceed in a complex, dynamic environment.  
 
In section 2, we discuss techniques used 
for requirements analysis and management, and 
in section 3 our approach to architectural 
definition is outlined.  Section 4 introduces the 
‘Twin Peaks’ model, and in section 5 we briefly 
describe one project initiative used to align the 
requirements and architecture.   
 
2.  Requirements Analysis and Management 
 
The definition of workable system 
requirements for EGSO began at an early stage 
in order to add detail to the ideas that had lead 
to the inception of the project. This culminated 
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including a set of scientific use cases derived 
from community consultation, and a ‘System 
Concepts’ document that reflected the result of 
discussions within the project team. Whilst 
these artefacts proved useful, they were not 
sufficiently refined to form a basis for system 
development. The use cases were highly 
specific and technical, and it proved difficult to 
draw useful generalizations from them, whilst 
the System Concepts document took a 
mechanistic approach to the problem of 
describing required functionality, resulting in a 
set of requirements that were heavily 
interwoven with design assumptions. 
 
To overcome these problems the various 
documents were used to produce a focussed 
statement of system functionality. This took the 
form of an indexed System Requirements 
Document (SRD) that consolidated the existing 
information into a discrete series of functional 
and non-functional requirements. This provided 
scope for the isolated management of individual 
requirements and the association of meta-
information, such as a MoSCoW
1 priority, and 
comments that helped to retain their context. 
Whilst this was judged to be successful in 
separating the concerns of ‘what’ the system 
should do from ‘how’ it should do it, it also 
highlighted some hidden weaknesses in the way 
requirements had been described; for example 
labels and definitions had been used 
inconsistently.  Also, it became apparent that the 
requirements needed to be more formally traced 
to the real world problems that had inspired 
them. 
 
In order to provide the desired traceability, 
a reverse engineering process was undertaken. 
This involved a self-referential analysis of the 
SRD in which we related requirements to each 
other on the basis that specific low-level 
requirements might have a collective 
responsibility for delivering higher-level generic 
requirements. Practically, this involved 
organizing the requirements in a simplified tree 
structure, where children are related to their 
parents by either satisfying or constraining them 
[2].  Due to the qualitative nature of many of the 
requirements, it was also necessary to consider 
the partial satisfaction of one requirement by 
another. The results of this analysis provided a 
second formal view of the requirements, which 
                                                       
1 This refers to a simple four level prioritization scheme in 
which ‘M’ denotes a requirement that must be met, ‘S’ a 
requirement that should be met, ‘C’ a requirement that could 
be met and ‘W’ a requirement that we would like to meet. 
allowed useful management possibilities such as 
the ability to apply sanity checks to priorities 
and to hide detail by collapsing tree branches. 
More significantly it again revealed areas of 
weakness; for example implicit but un-stated 
high-level requirements and seemingly arbitrary 
constraints were identified and explored. Thus, 
the process of reconstruction provided a more 
precise understanding of the requirements. 
 
To avoid the problem of double 
maintenance the derived relationship 
information was folded back into the original 
SRD. This was achieved by adding pointers to 
‘child’ requirements as an item of meta-
information. At this point the SRD was also 
marked-up using XML, allowing associated 
technologies to be leveraged in order to 
constrain the structure of the document between 
editing sessions, and transform it to provide 
different views. For the purpose of constraining 
the document structure a schema was defined 
which included constructs to aid version control. 
XSLT style-sheets were then written to effect 
the transformation of the document: to HTML 
with hyperlinks to navigate the relationships 
(Figure 1) and to a graph specification that 
could be interpreted by the DOT program [3] in 
order to generate a more intuitive view of the 
tree (Figure 2). 
 
 
Figure 1: HTML View of the SRD 
 
Utilising ‘best practice’ techniques and 
developing effective tools and measures has 
enabled EGSO to deal with the problem of 
requirement instability. In particular the 
application of the analysis technique outlined 
lead to the identification of a core set of high-
level requirements for the system, which have 
been safely ‘frozen’ to minimize costs 
associated with changes to them. Other 
peripheral requirements have not been frozen, 
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development. 
 
 
Figure 2: Tree View of the SRD 
 
3.  Architectural Definition 
 
In designing large software systems, many 
factors other than formal requirements can 
direct, or otherwise impact upon an emerging 
architecture.  Within EGSO, the previous 
experience of project partners, the ‘vision’ of 
the system as described by early project 
documents, and technology surveys conducted 
within the project all suggested possible design 
solutions.  As previously mentioned, early 
design ideas such as these can tend to be 
mechanistic in nature, suggesting details that 
effectively constrain the problem solving space.  
 
An approach is required that minimises 
predisposition to particular implementation, and 
focuses explicitly on the functionality required 
of the system. Accordingly, the high-level 
architecture for EGSO has been developed in 
line with the principles of the Model Driven 
Architecture (MDA) [4], promoting clarification 
of ‘what’  the system is required to do, rather 
than   ‘how’ it is to do it.  The essential business 
logic of the system is captured in a UML 
(Unified Modelling Language) [5] model that is 
independent of any possible implementation 
technology or platform. 
   
In this way, the potential for re-use of the 
EGSO architecture has been significantly 
enhanced, representing a considerable 
advantage for a system evolving within the 
dynamic e-Science domain.  The high-level 
architecture also serves as an essential shared 
view of the system under development.  This 
shared view serves both as an artefact for 
effective communication between team 
members, and as a baseline for further 
architectural refinement.  Being modular in 
nature, the architecture also suggests a 
convenient breakdown of further development 
work that is appropriate to a distributed team. 
 
4.  The Twin Peaks Model of Software     
Development 
 
The ‘Twin Peaks’ model of software 
development [6] is a partial view of the well-
known Spiral development model.  It focuses 
explicitly on requirements and architecture, 
allowing for their concurrent and independent 
evolution. (Figure 3) Development proceeds 
with successive iterations of both these 
concerns, leading to increasingly detailed 
requirements and refinement of the system 
architecture. 
 
The Twin Peaks model addresses many 
development issues that are characteristic of e-
Science projects: the need for rapid prototyping 
that can facilitate exploration and elaboration of 
requirements, the need to be able to evaluate 
candidate architectural components, and the 
need to be able to accommodate requirements 
that are subject to change.  Further, the model 
recognises the reality of most development 
projects, where time and resource constraints do 
not allow for a lengthy requirements elicitation 
process before proceeding with system design. 
We have described how, within EGSO, the 
development of the requirements and 
architecture formed two semi-independent 
tracks of activity.  The project is progressing 
according to the guidelines offered by the ‘Twin 
Peaks’ model. 
 
 
Figure 3: The Twin Peaks Model [6] 
 
5.  Bridging the Gap between Requirements 
and Architecture 
 
The challenge presented by the Twin 
Peaks model is that of bridging the gap between 
requirements and architecture in systems 
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early stages of development when both 
specifications lack the necessary detail to make 
them fully coherent. To bridge this gap, the 
EGSO project developed several simple 
‘Scenario Animators’ to provide a user view of 
the architecture that could both be measured 
against, and used to inform the system 
requirements. 
 
 
Figure 4: Consumer Role Scenario Animator 
 
Three applications were developed that 
envisioned user perceived functionality 
associated with the EGSO system architecture. 
These corresponded to the three system roles 
defined by the architecture, that of the 
Consumer (Figure 4), Provider and Broker, and 
reflected the underlying components associated 
with each. Whilst these applications did not 
seek to ‘spike’ implementation risks (they 
lacked any real underlying logic) they facilitated 
a high level exploration of the solution space, 
helping to identify emergent requirements 
whilst informing architectural development. 
 
The project has also undertaken research 
that aims to match recognised ‘architectural 
styles’ to a set of derived general requirements 
for the data-grid domain. (To be published). 
 
6.  Conclusions 
 
In conclusion, we have identified some 
development challenges faced within the EGSO 
project, which we believe are characteristic of 
the e-Science domain. These include a shifting 
technological landscape, changing application 
requirements, and complex organisational 
characteristics where traditional stakeholder 
boundaries are blurred.   We assert that long-
term project success depends on the selection of 
appropriate development methods that can 
promote effective communication, and support 
such a dynamic development environment. 
We have emphasised the importance of 
separating the key concerns of requirements and 
architecture in order to minimise the constraints 
they place upon each other during the early 
stages of a project. Further, we have 
demonstrated how both can be developed 
concurrently, in a way that addresses the 
challenges identified within the e-Science 
domain.  In the case of requirements, we have 
noted some lightweight techniques that can 
ensure they are manageable, focussed and 
adaptive to change. In the case of architecture, 
we propose that the adoption of MDA principles 
is an appropriate strategy for the definition of 
system architecture in this context; further 
addressing the challenge of adaptability, in 
addition to aiding task decomposition within a 
distributed development environment. 
 
Finally, we believe that we have identified 
a useful development model for e-Science 
projects, the ‘Twin Peaks’ model, that offers a 
framework in which development of 
requirements and architecture can proceed semi-
independently. We have also noted one of the 
key challenges this model poses, that of 
ensuring that requirements and architecture 
ultimately cohere, and have briefly described a 
practical solution to address this. 
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Abstract 
 
The global high-resolution ocean model, OCCAM, has been run by D. Webb 
and colleagues at the Southampton Oceanography Centre (SOC) for many years. It was 
configured to resolve the energetic scales of oceanic motions, and its output is stored at 
the Manchester Supercomputer Centre. Although this community resource represents a 
treasure trove of potential new insights into the nature of the world ocean, it remains 
relatively unexploited for a number of reasons, not least of which is its sheer size. 
Computer visualisation of datasets is a powerful way of presenting vast amounts 
of information in a fashion accessible to the human mind. However, the lack of readily 
available hardware and software tools amenable to the task means that, too often, it is 
simply not an option. 
Under discussion, is a system being developed at SOC, which makes the remote 
visualisation of very large volumes of data on modest hardware (e.g. a laptop with no 
special graphics capability) a present reality. 
This system is enabling our researchers to investigate the unresolved question of 
oceanic convection and its relationship to large-scale flows; a question which lies at the 
heart of many current climate change issues. 
 
 
1. Introduction 
 
 
  The use of large scientific datasets 
continues to expose unforeseen bottlenecks, 
pitfalls and other surprises throughout the 
computer visualisation process (VP). 
  For example, at the beginning of the 
process, it is necessary frequently to store 3-
dimensional data fields in a ‘chunked’ format in 
order to spread the burden of reading slices 
evenly over the data array’s axes. This 
innovation (supported by the Hierarchical Data 
Format) vastly reduces the time taken to 
perform the ‘average’ slicing operation of 
OCCAM data, and reduces network traffic, too. 
  An example from the middle of the VP 
is the computation of isosurfaces – a staple for 
consumers of 3D visualisations, generally. It is 
a computationally expensive task, but even 
though highly parallelisable, it is still not 
possible to execute in real-time (i.e. in the blink 
of an eye), and can render some applications 
non-interactive. 
  Another limit as being approached at 
end of the VP: The number of model elements 
(grid points in the case of OCCAM) along one 
axis of a dataset is becoming comparable to the 
number of pixels on a high resolution display 
device. 
It is unlikely that computer-screen 
resolutions will increase significantly in the 
future because of the limited resolving power of 
the human eye, but the relentless march of 
Moore’s Law virtually guarantees that dataset 
sizes will increase almost indefinitely. 
Rendering problems such as this are 
beginning to be addressed in a practical way by 
open source software visualisation libraries such 
as ‘VTK’ from kitware, which provides a 
facility for sub sampling geometric objects. 
Each of these problems is compounded 
when the components of a computer 
visualisation system exist in different 
geographical locations. For example, the raw 
data may reside on a GRID server in one 
location, the processing cluster used to generate 
the requested diagnostic fields may reside 
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may be housed at a further site, and a scientific 
end user (armed with only a modest PC and 
network connection) could be working almost 
anywhere in the world. 
As part of the GODIVA project, a 
prototype system of this kind is being developed 
at the SOC, enabling remote users to process 
and visualise vast amounts of OCCAM output 
hosted by the GADS server at ESSC – a hitherto 
impossible task. 
The intermediate stages, (scientific 
processing and isosurface generation) are 
performed by the SOC’s 12 processor 24Gb 
SGI Onyx300 graphics supercomputer, 
‘proteus’. The final rendering is performed 
locally, or by one of proteus’s 1Gb graphics 
pipes, optionally, if the client machine’s 
graphics card is not up to scratch.  
In the final stage, the generated 
isosurfaces are cached on proteus, courtesy of 
those 24Gb, allowing users to sweep through 
isosurface values in real time, subject to 
network constraints. 
In the following sections, the model 
data and software system are outlined, before 
preliminary results are presented and a short 
discussion of further work and technical issues. 
 
 
2. OCCAM Ocean Model 
 
The Ocean Circulation Climate 
Advanced Model (OCCAM) uses two 
curvilinear rectangular patches connected at the 
Atlantic equator to span the world ocean. The 
version used in the present work has 1/4
o 
horizontal resolution and 36 vertical levels. 
Vertical contours of water-mass 
properties such as temperature can indicate 
convection, and vertical velocities, inferred 
from divergence, may represent downwelling. 
The question of whether these two processes are 
co-located lies at the heart of many current 
climate change issues. 
The prognostic fields required to 
investigate this matter, Temperature and 
Horizontal Velocity, are downloaded along with 
the configuration fields, Topography and Depth 
before being processed into vertical velocities 
and passed on to the next stage. 
The  Temperature field is processed 
into a sequence of isosurfaces (approximately 
40) between two interesting optima, chosen a-
priori. Isosurface generation is a CPU intensive 
task, and the size of the resulting geometry 
objects may vary considerably, because of the 
connectivity information required to represent a 
completely general, possibly multiply-
connected or highly convoluted region. 
It allows the user to flick through the 
isovalues and get a feel for the structure of the 
3D field, but why, it could be asked, is this 
better, or even different, from scrolling through 
a movie-style visualisation? 
There are a number of reasons: Firstly, 
the cached object can be manipulated, interacted 
with and viewed from different angles, unlike a 
movie frame. Secondly, other objects, sheets of 
vertical w-velocities, for example, can be added 
to the scene. The total number of different scene 
configurations, then, is n
m rather than nm, as it 
would be in the case of a movie, where n is the 
number of cached frames, and m is the number 
of objects in the scene. 
 
 
2. System Details 
 
  Much effort went into choosing an 
appropriate software platform for such a tool, 
although when all the requirements were 
gathered, the number of technologies fit for the 
task was small 
The software had to be 64bit (to cope 
with the sheer size of the data, and access 
proteus’s address space), multithreaded (for 
future parallelisation), and fast (for efficient 
processing). Other desirables were platform 
independence and open source, for portability, 
distribution and accessibility to the wider 
scientific community. 
  C++ was adopted because of its speed, 
ubiquity and descriptive power (i.e. it takes less 
lines of code to do the job). 
The GSOAP library provides access to 
web services, although it is only distributed in a 
32bit format at present, which inhibits the use of 
very large files, so today’s demonstration uses a 
locally cached server file. ‘Locally,’ in this 
sense means local-to-the-processing-server, i.e. 
at Southampton, and definitely NOT local to the 
client machine here in Nottingham. The 32bit 
problem will be discussed in a later section. 
The Kitware VTK library supplies high 
level visualisation functionality and supports a 
number of useful features such parallel 
processing of isosurfaces and sub sampling of 
geometry objects by implementing level-of-
detail actors. 
The entire development environment is 
open source and has been constructed in both 
32- and 64bit platforms, and is suitable for PC 
users and users of large datasets (I.e. >2Gb). 
The Silicon Graphics Vizserver 
software allows post rendered graphical output 
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supports a number of compression modes up to 
a ratio of 32:1. This enables remote users to 
view and manipulate highly detailed and 
complex scenes by utilizing the full graphics 
capabilities of proteus at Southampton. 
 
  
3. Results 
 
Consider figure 1. It shows the CPU 
and memory usage of an end user ‘client’ 
machine without using Vizserver. In other 
words, the client machine is responsible for 
displaying the geometry information received 
across the internet. Naturally, the performance 
of the application will depend very much on the 
power of the graphics card, and this is revealed 
in the figure. 
Here, the client machine has an 
NVIDIA GeForce4-4800 Titanium (384Mb) 
graphics card and dual AMD Athlon processors,  
2Gb of main RAM and is running Red Hat 9 – 
hardly low powered for a PC.  
The earlier CPU history (not shown) is 
steady and the levels are approximately equal to 
those at the left of the CPU Usage and % 
Memory Usage graphs respectively. If the 
Vizserver software is used, very little changes in 
these graphs, except for a small amount of CPU 
usage incurred by manipulating the scene. 
Unsurprisingly, this system monitor 
profile reflects the activity of proteus. 
Clearly, there are spikes of activity in 
the CPU Usage History graph. These spikes 
reach halfway up the scale, suggesting that the 
client window is running on one processor (50% 
CPU on a dual CPU machine). This is indeed 
the case. It also appears that their frequency is 
increasing slightly. 
Between the spikes, CPU usage levels 
are the same as before the application begins to 
run, suggesting that the client box is doing 
nothing as it waits for more information from 
the main server. 
The earlier peaks are barely noticeable, 
whereas the later ones overwhelm the single 
CPU, albeit briefly. This increase in CPU usage 
is heralded by a gentle increase in memory 
usage. 
If the Vizserver software is used, these 
profiles remain uninterestingly flat for practical 
purposes, and so are not shown here, but this 
indicates that variations in CPU and memory 
usages are due entirely to the changing contents 
of the graphics window. 
As has been stated, the generation of 
isosurfaces is CPU intensive, and the process is 
being executed on a single processor of the 
server, proteus. This bottleneck corresponds to 
periods of inactivity on the client machine – the 
flat patches between spikes. Once a surface has 
been generated, however, a call to render it 
sends the geometry object ‘down the wire’ to 
the client which takes responsibility for 
rendering on receipt. 
At first, the client machine is 
effectively empty, and the geometry object is 
simply passed through to the graphics card, 
whose activity is not recorded in the System 
CPU Usage History, (which is one of the 
reasons for having a graphics card in the first 
place.) 
Eventually, it becomes clear that even 
384Mb of texture memory is not sufficient to 
cope with a scene of this complexity, and 
subsequent geometry objects must be stored in 
slower main memory, whose allocation is 
evidenced by an incline in the % memory usage 
graph. 
The CPU must now take part in the 
graphical process, as the graphics card begins to 
make demands on main memory at every turn. 
This is the reason for the increase in the size of 
the CPU Usage spikes. 
 
 
 
Figure 1. System load under local rendering. 
 
 
By the time all the surfaces have been 
loaded and rendered, and before the scene has 
even been interacted with, approximately 1.5Gb 
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proteus to the client, which is impractical, 
clearly, for a low bandwidth connection 
(~56Kbps), for a machine possessing a low 
power graphics card, having a small memory, or 
one that is just downright slow. 
It is important to remember, here, that 
even if the user were operating proteus locally, 
the ability to sweep through isosurfaces could 
not be performed in real time, (i.e. interactively) 
even by utilizing many processors. It is caching 
that achieves this, but incurs a longer start up 
time. 
The increasing frequency between 
successive spikes is due to the nature of 
temperature data on the interval of interest. 
Colder isosurfaces are generated before warmer 
ones, i.e. to the left of the history graph. The 
colder surfaces tend to span the ocean in a 
stratified manner and so yield global (and 
therefore large) geometries, but the warmer 
ones outcrop at the surface and frequently 
consist of only a few isolated blobs, and have a 
smaller memory footprint, therefore. 
 
Figure 2 shows a temperature 
isosurface intersecting a ‘hedgehog’ of vertical, 
w-velocity arrows in the North Atlantic. Large 
outliers in w can be seen as huge arrows 
emerging from the surface. These occur at the 
coast where the water has nowhere else to go 
but vertically, due to the fact that w is inferred 
from the horizontal divergence. The w-field is 
notoriously difficult to compute accurately, due 
to the cancellation of large and similar terms. 
 
 
  
Figure 2 z-plane of w-velocity cutting through 
an isotherm in the North Atlantic 
4. Further Work 
 
Isosurface Parallelisation 
 
Parallelisation of isosurface generation 
will improve results for users of higher 
bandwidth connections and higher-performance 
graphics cards, as this will reduce the length of 
flat spots in CPU usage for these users. VTK 
supports this kind of parallelisation very well. 
 
GUI Toolkit 
Use of Trolltech’s QT widget library is 
popular and has proved successful with other 
GODIVA partners. Drawing on the group’s 
expertise, QT has been adopted at SOC and will 
be used in subsequent GUI development. 
 
GSOAP32 issues 
 
64bit versions of libraries are 
increasingly common, but are far from 
ubiquitous. It is unfortunate that the GSOAP 
library, necessary to access the ESSC GADS 
webserver, is distributed in a 32bit format only 
at present. 
There are two possible ways to 
circumvent this problem. The preferred solution 
would be to obtain a 64bit version, either from 
the GSOAP community or by minimal in house 
development. 
Alternatively, a separate 32bit-server 
component could be developed which streams 
data in <2Gb chunks and streams the data 
through a socket to a software tool derived from 
the current 64bit application. 
A communications toolkit, ACE 
appears to be ideal for the purpose, is available 
in both 32- and 64-bit versions, and is also used 
successfully by other GODIVA partners. 
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Introduction 
Abstract 
MySpace is a component of AstroGrid, a system for accessing astronomical archives which is being developed in the UK.  MySpace 
provides AstroGrid users with scratch space for storing temporary or permanent datasets, typically the results of queries submitted to 
large databases, and other transient files.  The novel feature of the MySpace system is that the scratch space is geographically dispersed, 
typically with stores at the various sites hosting AstroGrid services. Users can access and navigate MySpace seamlessly and easily, the 
network details of the individual stores being hidden.  MySpace is a fully integrated component of the AstroGrid system, written in Java 
and communicating via Web services.  It is under active development and its current state and future plans are described.  Functionality 
similar to that of MySpace seems likely to be a reasonably common requirement in distributed systems, and the experience gained with 
MySpace should be applicable elsewhere. 
Background 
Astronomy is an observational science which progresses by accumulating observations of celestial phenomena. Data archives of past 
observations, both from systematic sky surveys and disparate observations of individual objects are important.  Such data have been 
collected for hundreds, indeed thousands, of years.  However, with modern telescopes and detectors the volume of data being acquired is 
vastly greater than hitherto with those volumes increasing all the time.  Numerous data archives are available, though they are extremely 
heterogeneous both in content and data format. Moreover, they are usually accessed using bespoke software which is specific to the 
archive. Such software is often idiosyncratic and provides only limited functionality.  Also, the archives are rarely interoperable.  
AstroGrid5 is a UK e-Science project to address some of these deficiencies.  The problem of accessing astronomical archives is not 
specific to the UK, of course, and AstroGrid is co-operating with the IVOA6 and a number of similar initiatives overseas in the 
development of the so-called global `Virtual Observatory’. 
Why MySpace ? 
Accessing astronomical archives basically consists of performing database searches to yield files of results in e.g. VOTable7 format.  
Astronomers may wish to download such files to their own computers for further analysis, or to perform further queries on the results, 
either in isolation or in combination with searches of other distributed archives. However, it is anticipated that increasingly the volume of 
data will be such that moving them around the network will become increasingly costly and time consuming. This is the drive to Grid 
technologies which seek to move the processing to the data – a key element of AstroGrid. In any event, work space is required for storing 
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use one MySpace interface to access geographically dispersed data sets and work on them. 
 
Design 
Concepts 
We briefly describe some of the concepts used in the MySpace system. 
Data Source A file or Database table that is stored within MySpace Server. In this paper, we refer to it as VOTable.
Metadata
Data that is stored within MySpace Manager, such as data source size, data source creation date, owner of the data 
source, location of the data source etc.
MySpace Registry Sub-Component of MySpace Manager where Metadata are held.
Community
A single physical location in the federation of data archives that form AstroGrid. Each Community will have only 
one MySpace System installed.
Containers Hierarchical view of many structured Data Sources.
Expiry period Each MySpace System has a configurable integer representing the period that a data source can exist.
Publishing
Some of the data sources may be allowed to persist indefinitely. The MySpace System will move these data 
sources to a permanent storage area and make them publicly available to all AstroGrid users. Only Administrators 
can delete published data sources.
Design overview 
MySpace’s design goal is to use open-source software products to build distributed, collaborative and centrally-controlled data 
storage/processing system, that provides a simple and user-friendly interface. MySpace will eventually be deployed at institutions around 
the globe. 
It is envisaged that Astrogrid will include several MySpace systems, providing work space for different purposes. For example, one use is 
to provide large caches close to DatasetAccess (data archives) for the storage of intermediate results. Another use is to provide 
astronomers with their own longer-term work space, where they can keep results and `work-in-progress’. However, each MySpace system 
has the same basic structure, irrespective of how it is being used: it comprises one MySpace manager and one or more MySpace servers. 
All of these components can be geographically dispersed, both from each other and from other components of the AstroGrid system. 
MySpace is primarily intended to provide (temporary) work space and thus it is necessary to retire old files. Each MySpace system has a 
configurable expiry period that is applied to all data sources created by a user of a MySpace system. Towards the end of a data source’s 
expiry period, the user will be warned that the data source is about to expire (e.g. by displaying it in red in MySpace Explore), and the 
user then can choose to 'extend lease' of this item, 'publish' it, or delete it.  
MySpace System Components 
Components  
We now describe the main components of the MySpace system (see Figure 1): 
MySpace Manager:  MySpace Manager is invoked by users when they use MySpaceExplor to access or manipulate data sources 
in MySpace systems. It incorporates a registry comprising the Metadata describing the data sources in the MySpace system. Typically 
there will be one MySpace Manager per Community. 
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Manager to copy, delete etc. a named Data Source. Users do not know about, or interact directly with, MySpace Servers. From a usage 
perspective, there are two different kinds of MySpace Server: 
Cache MySpace Server is the MySpace Server that stores transient Data Sources (e.g. The results from intermediate queries). 
Community MySpace Serve is the MySpace Server that stores Data Sources for users within its Community. 
A single MySpace Server can act both as a Cache Server and a Community Server. Data Sources have a different expiry period depending 
upon the user to which they belong. In general,cached  data sources have shorter expiry period than data sources stored on Community 
Servers. 
MySpace Explore:  This is a user interface displayed within a web browser that allows astronomers to interactively browse/edit their data 
sources within MySpace Systems. A user sees data sources in a MySpace Explore in a hierarchical tree view format similar to a Unix 
directory structure (though the analogues of directories are called ‘Containers’). This notional hierarchy of Containers is distributed across 
the (geographically dispersed) MySpace Servers. MySpace Explore should display a simple and intuitive representation of the hierarchy. 
The notional hierarchy of containers does not correspond to the actual directory structure on MySpace Servers (which is flat in Iteration 
Two). Rather, the structure is stored and maintained by MySpace manager. 
 
 
Figure 1. An overview of a fully installed MySpace System (DatasetAccess is another sub-system within AstroGrid system and is shown here for clarity.) 
 
Technology Choices 
MySpace is a component of AstroGrid and is being implemented using exactly the same technologies as the rest of the system. AstroGrid 
is being written in Java and its components communicate via Web services (this is true of the internal components within a MySpace 
System as well as MySpace communicating with external components). Insofar as practical, only non-commercial packages are used in 
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implemented using Axis8 from the Apache Software Foundation9. 
Astronomers do not install any bespoke AstroGrid software on their desktop computer in order to access AstroGrid. Rather, they use a 
standard Web browser to access an AstroGrid portal. This portal is implemented using Cocoon10, also from Apache. Strictly speaking, 
MySpace Explore is part of the portal and is also written in Cocoon using MVC pattern. 
Current Implementation and Supported Functionalities 
AstroGrid is being developed in a sequence of three-month iterations. The software release following the completion of Iteration Two on 
31 July 2003 included the first version of MySpace System. This version had the following functionality: 
wcreate container, 
wimport file, 
wcopy file, 
wmove file, 
wexport file, 
wdelete file or container, 
wlook up details of a single file, 
wlook up details of all files matching an optionally wild-carded file name, 
wa rudimentary MySpace Explore. 
 
The basic framework is present and we plan to continue to develop the system. 
Enhancements and Open Issues 
During the remaining iterations of AstroGrid additional functionality will be added to MySpace. Some of the enhancements are 
conceptually straightforward and merely involve implementing functions which are not yet written, for example allowing copying 
between MySpace servers and improving the facilities for file import and export. Similarly MySpace Registry is currently implemented as 
a flat file and we plan to replace it with a set of database tables. 
Conversely, some of the desired features pose more substantial problems and require further thought. These open issues include the 
following items. 
wCurrently the MySpace Server stores files. However, in AstroGrid results are usually generated by querying databases and results of 
such queries can be represented as new database tables as well as files. Thus, we hope to incorporate DBMS tables of results into the 
MySpace Server. 
wCurrently the access control to data sources in MySpace is rudimentary. In the wider AstroGrid system the access which a user enjoys to 
facilities and resources is controlled by a complex set of permissions based on his membership of one or more groups of collaborators. 
We plan to tie this wider system into the access control of individual data items within MySpace. 
                                                           
8 see URL: http://ws.apache.org/axis/ 
9 see URL: http://www.apache.org/ 
10 see URL: http://cocoon.apache.org/ 
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terms of handling the transfer of large (sometimes gigabyte-sized) files across internet or security beyond firewalls. We are currently 
working on a solution to this. 
wIn order that free access to (sometimes huge) distributed data sources does not cause network resources to become overloaded, we would 
need to investigate the possibility of smart algorithms for controlled replication of (parts of) data sources.   
 
Although these are challenging, we are planning to address above new features/issues in future iterations.
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Abstract
The e-Science Certiﬁcation Authority issues digital certiﬁcates to members of e-Science projects allow-
ing them to use Grid resources both inside the UK and in international collaborations. In this paper we
present some new developments with a particular emphasis on addressing the browser support problem and
the end entity veriﬁcation. Some of the developments have already been implemented and deployed. The
developments and future issues fall into several categories: technical (e.g. software), logistical (e.g. machines,
servers), policies (international collaborations, certiﬁcation policy). This paper is much too short to present
all the ideas and address all the issues so we have chosen to cover few ideas in greater depth rather than
many ideas in little depth.
1 Introduction
The Grid Support Centre runs a web Certiﬁcation
Authority based on OpenCA [Ope] that allows users
to request a certiﬁcate using a web browser. The
browser generates the RSA key pair and a certiﬁcate
request and uploads the request to a public CA server,
and stores the keys in the browser’s keystore. The
user must then go to a Registration Authority (RA),
a person who has been entrusted with the task of
verifying the user’s identity. If the RA approves the
request, the CA will then issue the certiﬁcate.
When the certiﬁcate is issued the user must down-
load it using the browser that created the request
(because only this browser has the corresponding pri-
vate key). The certiﬁcate and private key can then be
used to identify the user when connecting to sites that
require client authentication (HTTP via SSL/TLS
[Res00]). Furthermore, the certiﬁcate and private key
can be exported from the browser and can then be
converted and used e.g. with Grid software such as
Globus.
2 Maintenance and Scalabil-
ity Issues
2.1 Renewals.
After one year, in August 2003, the ﬁrst certiﬁcates
expired. A renewal system was designed, built and
deployed. The renewal system was designed to have
a minimal impact on the current CA server system.
The system works by modifying the current request
upload system to accept uploads also via HTTPS.
When the server receives the request, it compares the
name in the request with that from the SSL authenti-
cation, and marks it as a renewal if the names match.
Thus, an end entity can renew a certiﬁcate only if it
is in the possession of the corresponding private key.
When the RA later lists pending requests, this re-
quest is ﬂagged as a renewal, and the RA will know
that there is no need to verify the identity of the user
(because the user has already done that in the SSL
authentication). The process still needs to go through
the RA because the RA must decide whether the user
is still entitled to a have an e-Science certiﬁcate.
2.2 The browser support problem.
One of the requirements for Grid CAs is that users
generate their own private key. The e-Science CA is a
web CA, so users must be able to generate key pairs
using their web browsers. Unfortunately there is no
standard cryptographic interface for web browsers,
but generally the Netscape support works by using
javascript, and Microsoft Internet Explorer (IE) is
supported using VBScript. The support for Netscape
is still limited due to diﬀerences in the cryptographic
interfaces: only Netscape versions 4.7x-4.8 are sup-
ported. IE had a bigger problem: some versions “for-
got” the private key, thus placing the user’s certiﬁ-
cate in the “other people” keystore rather than the
personal one. We ﬁxed this with assistance from the
ECMWF [ECM] who had identiﬁed the bug, and we
have constructed a page that tests whether the user’s
browser has been ﬁxed or not, and, if not, provides a
link to where the user can download a patch.
It should be emphasised that the browser support
problem is a problem for many web based CAs, not
just the UK e-Science CA. Quite a few of our peer
Grid CAs are interested in the solutions we come up
with.
Recognising the need for wider and more main-
tainable browser support, we came up with some dif-
ferent models. We have in fact built the applet solu-
tion, described below, but it is not yet mature enough
to be deployed.
Evaluating commercial solutions. One question
people sometimes ask is “why don’t you buy a com-
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evaluated some commercial solutions, some of which
are more suitable than others, but there are in general
some common objections:
i. Commercial solutions often expect you to start
from scratch; they are not prepared to import
currently valid root keys, certiﬁcates, CRLs,
archived requests, etc. With the better commer-
cial software it can be done, but it still requires
extra eﬀort.
ii. The namespace that was decided for the UK
e-Science CA is slightly unusual. In our case
the OU and L entries of the distinguished name
combined identify the RA that approved the
request, and it can be prohibitively costly (in
terms of eﬀort or money) for most commercial
solutions to adapt them to this scheme.
iii. A few commercial solutions are too invasive. In
an industry environment it may make sense to
provide “complete solutions”, but in a Grid con-
text we only need to generate and manage keys
and certiﬁcates, not deploy a full scale computer
security infrastructure.
iv. Some commercial solutions use proprietary pro-
tocols. In a Grid context, this is undesirable.
v. Finally there is the cost. Some of our peer Grid
CAs are using commercial software but their li-
censing agreements require that they pay a fee
for each certiﬁcate issued. This is not really a
problem for personal certiﬁcates, but becomes
a huge burden in the Grid environment where
CAs must also issue host and service certiﬁcates.
This of course does not mean that commercial CA
software is unsuitable for Grid CAs. On the contrary,
for anyone setting up a new Grid CA it is worth look-
ing at and evaluating the options.
Any browser solution. We can make a lot of
progress if we abandon the idea of the user gener-
ating their own key pairs. A request would proceed
as follows:
1. Using a browser with HTTPS support, the user
makes a secure but unauthenticated connection
to the CA public machine. The public machine
runs Apache in SSL only, and with some Perl
scripts underneath.
2. The server presents a request form to the user,
and the user ﬁlls it in. In particular, the user
provides a passphrase and also selects an appro-
priate RA.
3. The server checks the information supplied by
the user. In particular, it checks that the
passphrase is strong enough. If not, it explains
what is wrong and goes back to the previous
step.
4. The server generates two unique unguessable
strings as follows: it can use the SSL session
id, but can also take the time, the remote host’s
IP address, some random data (we need at least
160 bits worth of entropy in total), etc., and feed
it to a SHA1 hash function which will then gen-
erate a 40 character hex string (160 bit integer)
s1 = sha1(data). It takes this integer and puts
it through the hash function again to generate
the second string, s2 = sha1(s1).
5. The server creates two directories on the server
using the strings s1 and s2 and then, calling
OpenSSL, generates a key pair and a certiﬁcate
request. The server stores the private key in the
directory s1 and the certiﬁcate request in direc-
tory s2. The server also stores access permission
information in the directories: only the user is
allowed to access the s1 directory and only the
RA is allowed to access the s2 directory (see the
next step for details). It also stores the user’s
email address in the s2 directory.
6. The server returns a URL containing s1 to
the user, and mails a URL containing s2 to
the user’s RA. These URLs don’t point di-
rectly to ﬁles but point to CGI scripts and have
the strings encoded in the query component
([BLFIM98]) so the CGI scripts can check the
access permissions.
7. The RA opens the URL in a browser using also
a secure connection, but the server will reject
the connection if the client does not provide au-
thentication (the easiest way to do this is to
leave the Apache to optionally require authen-
tication from the client and let the checking be
done by the CGI script but it may be better to
have a diﬀerent server running on another IP
address on the same host). The server displays
the information contained in the request. Be-
cause the RA does not know s1, the RA does
not have access to the user’s private key. The
RA then approves or rejects the request, and
the server changes the request’s status, for ex-
ample by logging in the directory when the re-
quest was approved and by whom. Note there is
no need for digital signatures because the SSL
connetcion has handled the authentication and
the CGI script the authorisation. For approved
requests, the server can collects the URLs and
mail them to a CA operator, or write them to a
ﬂoppy disk as, e.g., s2.csr. In any case, the re-
quest will have to be stored in such a way that
the string s2 is associated with the request.
8. The CA operator picks up the validated requests
and issues the corresponding certiﬁcates. The
server loads the certiﬁcates, and places the cer-
tiﬁcate s2.crt in the s2 directory. The server
sends a mail to the user informing him/her that
the certiﬁcate is ready.
9. When the user connects using the URL con-
taining s1 the server calculates s2 = sha1(s1)
and checks that the certiﬁcate is there. If so, it
presents a page that allows the user to download
(still through CGI scripts) the certiﬁcate and
key in PEM and PKCS#12 format and the cer-
tiﬁcate in DER format (with appropriate MIME
type).
10. After the user has downloaded the certiﬁcate,
or a suitable time interval after that, the server
deletes the directories and in particular uses a
secure delete command to delete the private key.
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• Of course the data doesn’t have to be stored in
directories, any database will do.
• The server can validate the user’s input, and,
in particular check that the passphrase is suﬃ-
ciently strong.
• Any unkeyed preimage-resistant hash function
will do, provided the output has suﬃciently high
entropy.
• The CA operator does not have access to the
user’s private keys if the operator does not have
root access and cannot log in with the same id
as the web server on the public machine.
• Security of this scheme depends on (a), access
permissions on the public system, and (b) the
user keeping the private key URL (containing
the string s1) secure until the certiﬁcate has
been downloaded and the server has erased the
directory.
• This scheme has the advantage of working with
any browser that supports HTTPS and HTML
forms, both for the user and the RA operator.
Lynx would do ﬁne, for example.
The Java applet solution. The other option is to
let a Java applet do all the diﬃcult calculations on the
client side. In fact, there are two applets involved:
one for generating and submitting the request, and
another for downloading the certiﬁcate and matching
it up with the private key. Generally a request for a
certiﬁcate proceeds as follows:
1. The user picks a suitable RA and clicks a URL
pointing to the request applet. It is possible to
encode the RA’s name in the URL so the user
doesn’t have to specify it later.
2. The browser loads and starts the applet. The
applet displays boxes requesting the user’s name
etc.
3. When the user enters data, the applet does sim-
ple validation.
4. The applet generates key pairs and a certiﬁ-
cate request. The keys are stored in standard
PKCS#8 format with password based encryp-
tion (PKCS#5) — in other words, it can be read
by OpenSSL.
5. Everything else proceeds as normal. In par-
ituclar, the RA operator must still approve or
reject the request using Netscape.
6. When the user downloads the certiﬁcate, the
download applet checks the public key of the
certiﬁcate and uses it to ﬁnd the right private
key (the user may have more than one pending
request at any given time).
7. The download applet stores the certiﬁcate in
PEM format. If the user provides a passphrase,
the download applet can also load the private
key and generate a PKCS#12 ﬁle which can
then be imported into a web browser.
This has the following immediate advantages over the
current solution:
• The request applet can validate the information
supplied by the user.
• The download applet can export the certiﬁcate
and key in both PEM and PKCS#12 formats.
• It works with the current CA public system so it
can be deployed as an alternative. It can still be
modiﬁed later to work with other CA systems.
• It is fairly easy to build a version which allows
multiple requests to be made in one operation.
It has the following disadvantages:
• The browser support issue does not entirely van-
ish. The applet itself and its support libraries
require a recent version of Java plugin.
• The applet has to be signed because it needs
to store data in ﬁles on the user’s disk. It has
caused some techincal problems deploying not
just the signed applet but also the supporting
cryptographic libraries.
• Users will have to import the PKCS#12 ﬁles
manually.
2.3 Support and maintenance.
The public CA server. In this section we shall
very brieﬂy cover the plan for improving the public
server. If either of the two non-commercial solutions
to the browser support problem is deployed, the pub-
lic server system can be replaced with a much simpler
system. The fundamental entity in this system will
be the Request, and each Request will have exactly
one state: Pending, Approved, or Rejected. To each
Approved Request is associated a sequence of zero
or more Certiﬁcates (with the current PKI there is
never a need for more than one Certiﬁcate associated
to a Request, but some PKI models allow it). Each
Certiﬁcate is again in exactly one of the following
states: Valid, Revoked, Expired. Finally a Transac-
tion entity is stored for each change performed in the
system: who executed the change (DN if available,
IP address of client, etc.), time, etc. This will be
easy to build in a relational database system which
will enable CA staﬀ and end users to perform more
sophisticated queries. Since this system is much sim-
pler than the current system, it will be more scalable
and faster.
3 Future plans and develop-
ments
The ideas presented in this section are more in the
“blue sky” category.
3.1 Trust and signing policy
Ultimately the trust is decided by the Relying Par-
ties (RPs), i.e. resource administrators. At the mo-
ment, RPs have to accept certiﬁcates wholesale for
authentication. In other words, by installing a CA’s
certiﬁcates and CRLs, they are saying “I will accept
certiﬁcates from this CA for the purpose of authen-
ticating users.” They must trust all certiﬁcates from
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368the CA that have not been revoked. They must trust
the revocation service from that CA.
(Note that this should not be confused with the
authorisation issue. Authorisation concerns letting
individual users access resources once they have au-
thenticated themselves. It is a strict requirement for
RPs using Grid CAs that by installing a CA’s cer-
tiﬁcate they must not automatically let all authen-
ticated users access their resources. In other words,
users must ask RPs for access to the resources, or
something equivalent, like ask for VO membership.)
A notable exception to this wholesale authentica-
tion acceptance is the Globus 2 signing policy ﬁle
[Glo]. Using this ﬁle, RPs can decide to only accept
parts of a CA’s namespace. However, this system is
not very ﬂexible, it only allows RPs to decide based
on part of the namespace, and for many CAs that is
again all or nothing. Furthermore, Globus are cur-
rently discussing whether to discontinue or improve
this feature.
It would be useful to have a more ﬂexible accep-
tance language which will allow an RP to say: “I
will accept certiﬁcates from this CA for authentica-
tion purposes provided the key length is at least 1024
bits, OR the policy identiﬁer is present AND the pol-
icy identiﬁer is at least x”. It is easy to imagine a
boolean expression constructed out of the elements
that can be present in a certiﬁcate. In a sense it is
similar to a SAML authentication assertion [OAS],
but more ﬂexible.
It will also make sense to endow the language with
higher order features. For example, if checking the
sslclient purpose of a certiﬁcate with OpenSSL will
check several combinations of extensions.
Special attention should be given to host and ser-
vice certiﬁcates. For both, the host id must be veriﬁed
using the subject alternative name extension if avail-
able, and then falling back to the distinguished name
if not. Most clients do not do this today.
It may also be worth having some non-default
switches to disable standard certiﬁcate checking. For
example, if you have a certiﬁcate and want to use it
to validate a signature, you may have to ignore the
validity period of the certiﬁcate. The Globus proxy
model [TFE
+03] is another example: standard certiﬁ-
cate validation mandates that in a certiﬁcate chain all
certiﬁcates except the last (the end entity) must be
CA certiﬁcates. Globus proxy certiﬁcates are short-
lived certiﬁcates validated using the user certiﬁcate
so they require that the veriﬁer ignores that the im-
mediate issuer is not a CA.
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373McRunjob: A High Energy Physics Work°ow Planner for
Grid Production Processing
I. Bertram, D. Evans, G.E. Graham, P. Love, R. Walker
Abstract
McRunjob is a powerful grid work°ow manager
used to manage the generation of large numbers
of production processing jobs in High Energy
Physics. In use at both the DZero and CMS ex-
periments, McRunjob has been used to manage
large Monte Carlo production processing since
1999 and is being extended to uses in regular
production processing for analysis and recon-
struction. Described at CHEP 2001, McRunjob
converts core metadata into jobs submittable in
a variety of environments. The powerful core
metadata description language includes meth-
ods for converting the metadata into persistent
forms, job descriptions, multi-step work°ows,
and data provenance information. The lan-
guage features allow for structure in the meta-
data by including full expressions, namespaces,
functional dependencies, site speci¯c parameters
in a grid environment, and ontological de¯ni-
tions. It also has simple control structures for
parallelization of large jobs. McRunjob features
a modular design which allows for easy expan-
sion to new job description languages or new ap-
plication level tasks.
1 Introduction
McRunjob (Monte Carlo Run Job) was ¯rst cre-
ated in the context of the DZero Experiment at
Fermilab during the 1999 DZero Monte Carlo
Challenge. At the time, there was no easy
generic way to organize large batches of Monte
Carlo jobs, each possibly involving multiple pro-
cessing steps. McRunjob was originally designed
so as to be generic enough so that the addition
of new production processing executables would
not pose a signi¯cant integration problem into
the existing framework and so that di®erent ex-
ecutables could be linked together in possibly
complex tree-like work°ows in which each node
represents a processing step. The main focus of
McRunjob provides a metadata based abstrac-
tion of each job step and to provide tools that
allow for speci¯cation of the metadata, func-
tional dependencies of the metadata among dis-
tinct steps, delegation of methods to build and
or run jobs, and linkages to external frameworks,
databases, or servers. While McRunjob has been
used continuously at DZero since then, it has
only been in use at CMS since the end of 2002
for regular production operations.
Typically, McRunjob operates during the job
building stage to turn structured metadata into
jobs. It does this by establishing interfaces to
do the following:
² De¯ne and access a unit of schema called a
Con¯gurator
² Register functions to the schema to perform
job building, or
² Optional delegation of job building respon-
sibilities to other Con¯gurators
² Support User driven framework operation
² Support linkages to external databases, cat-
alogs, or resource brokers.
² Register parsers to the schema to allow for
customized access to the Con¯gurator in-
terface as text macros
² Specify dependencies among the metadata
elements
² Support rudimentary ontologies through
speci¯cation of synonyms and versioning
² Support inter-Con¯gurator communication
and User Interface through a Con¯gurator
container object known as the Linker.
2 Architecture of McRun-
job
McRunjob is implemented in Python and con-
sists of three major components:
² The Con¯gurator Con¯gurators are essen-
tially packages of metadata that describe
applications. Con¯gurators can be de¯ned
to describe application input, environment,
and output. However, since the Con¯gura-
tors are completely generic, they can also
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374describe batch queues, grid execution envi-
ronments, information from a database, lo-
cal computing site information, etc. Taken
together, the Con¯gurators describe work-
°ow and provenance of data.
² The Script Generator The Script Gener-
ator is a specialization of a Con¯gurator
that also implements the ScriptGen inter-
face. The ScriptGen interface makes it pos-
sible for Con¯gurators to delegate speci¯c
job generating tasks to a single common
ScriptGen object. This helps keep job gen-
eration consistent in an environment where
there may be di®erent schemes for creating
or handling jobs.
² The Linker The Linker is a container for
Con¯gurators. It also acts as a communica-
tion bus for Con¯gurators, a driver for the
job building framework, and a user interface
to the Linker and Con¯gurator APIs.
3 The Framework
The Con¯gurators build jobs together by con-
tributing their specialized knowledge of appli-
cation steps or external resources to the overall
whole in structured ways. One part of this struc-
ture is the Con¯gurator dependencies1. An-
other structure which organizes the order in
which tasks are completed is the Framework.
The framework is basically a sequence of strings
used as messages sent to framework handlers in
the Con¯gurators. The messages can include
things like Reset, MakeJob or MakeScript for
shell script building, listing of derivations and
transformations in CHIMERA, etc.
Traditionally in McRunjob, framework calls
are handled directly by the Con¯gurators them-
selves through subclassing the Framework han-
dling methods. However, to better support °ex-
ibility without using inheritance, the Con¯gura-
tor base class also provides methods for register-
ing functions (possibly user supplied in certain
simple cases) to handle speci¯c framework mes-
sages. As described above, as a double indirec-
tion supporting code maintenance tasks, these
functions can also be registered to a special Con-
¯gurator that inherits the ScriptGen interface
and then delegated.
The Linker thus provides the drumbeat ac-
cording to which the Con¯gurators march:
it provides a context within which to order
the Con¯gurators by their dependencies and a
framework within which to sequence method in-
vocations.
1Or, when not enabled, just the order in which Con-
¯gurators are added.
4 The Macro Language
The McRunjob macros are intended to provide
a user interface to the Con¯gurator and Linker
APIs. It is possible to construct the macros
as a complete declarative speci¯cation of the
work°ow, but even in a procedural environment
where parameters are being \constructed" or
\discovered" in external databases the resulting
state of the McRunjob program can at any time
be dumped in declarative format. Thus macros
can also serve as a rudimentary "provenance"
for the described or constructed work°ow.
The Linker macros comprise commands that
attach Con¯gurators, route macro commands
to speci¯ed Con¯gurators, and simple looping
and conditional constructs. In the Con¯gura-
tor, the handling of macros is done in a \class
distributed" fashion. Con¯gurator classes can
have macro handlers registered to them so that
it is very easy to extend their macro interfaces.
A particular Con¯gurator object passes a par-
ticular macro to each of the registered macro
handlers until it ¯nds one that can handle the
particular macro. The Con¯gurator base class
registers a base parser which is called last, and
Con¯gurator subclasses extend this. Following
is a list of simple Linker directives:
² attach cfgIdenti¯er attaches a con¯gura-
tor of the given type.
² cfg cfgIdenti¯er cmd issues the macro
\cmd" to the speci¯ed Con¯gurator.
² framework run cmd issues the frame-
work message \cmd" to all Con¯gurators
in sequence. Framework commands can be
grouped together and run in groups as well.
Following is a list of simple Con¯gurator macros:
² additem keyname Adds a metadata ele-
ment named \keyname"
² de¯ne keyname expression Sets the
value of \keyname" to \expression" where
expression can be a literal or a reference to
the value of a key in another con¯gurator
or a reference into the internal Con¯gurator
synonym table2 or a directive to construct
the value by registered function.
² addreq cfgIdenti¯er Adds cfgIdenti¯er as
a dynamic dependency for this con¯gurator.
² synonym key ::cfgIdenti¯er:newkey
De¯nes a possible synonym for \key" to tar-
get \newkey" in another Con¯gurator.
2`Real expressions like \a+b/c" are not yet supported.
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375² oncall fmk do cmd Store command
\cmd" and execute it on receipt of frame-
work call \fmk".
Macros can source other macros. In this way,
McRunjob macro commands can be separated
into synonym de¯nitions and stored commands
on one hand and pure work°ow descriptions on
the other hand. The former are seen as part
of the environment and are in some sense inde-
pendent of the pure work°ow descriptions. The
management of these environments leads to a
rudimentary ontological management system.
5 Operating on the Grid
The D0-Grid project aims to enable fully dis-
tributed computing for the D0 experiment, and
is based on the exisiting distributed data han-
dling system called SAM. SAM-Grid[6] exploits
standard Grid tools and protocols, utilizing soft-
ware written by the Globus Project and Univer-
sity of Wisconsin Condor Project. These are
repackaged and integrated with SAM-Grid soft-
ware to provide a system for the speci¯cation,
brokering, scheduling, and monitoring of Grid
jobs.
Currently, McRunjob uses a request system
for production of Monte Carlo data on remote
computing resources located at collaboration in-
stitutes. This system allows users to specify the
type of physics events they need using a minimal
set of keywords to describe the job. This request
is then stored in the SAM database, indexed by
RequestId. Operators at the remote computing
facilities can satisfy a Request by converting the
RequestId keywords into a complete macro suit-
able as input for McRunjob. Once the job is
complete, the results are stored into SAM, the
RequestId is marked ¯nished and the user may
access the results from the SAM database.
McRunjob processing tasks have recently been
run on the SAM-Grid using the same Request
system. To do this, a GRAM jobmanager was
written which knows how to start McRunjob
given basic information via the SAM-Grid Job
Description Language. A simple example may
look like the following:
executable = Req2Mac.macro
job_type = mc_runjob
runjob_requestid = 7658
runjob_numevts = 10000
sam_experiment = d0
sam_universe = prd
log = mctest.log
group = grid
instances = 1
This user submission is converted into a Con-
dor Job Description File by the SAM-Grid soft-
ware whereupon it is matched to a suitable com-
puting resource capable of running the partic-
ular job type. When a match is made the
job is submitted to the selected site's Globus
gatekeeper which employs the jobmanger-runjob
script to start the McRunjob process. At this
point McRunjob is in control, it takes the Re-
questId, generates a macro object internally and
passes this to the Linker in the usual way af-
ter the various processing steps to parallelize
the job etc. This scheme of submitting jobs
has been called a 'job-bomb' because McRun-
job then passes the multitude job scripts to the
local batch system. After job completion, the
output data is automatically and reliably stored
into the SAM system.
6 Conclusions and Future
Plans
McRunjob has been successfully used in both
the DZero and CMS experiments to model HEP
work°ows for Monte Carlo productions both on
local controlled farms resources and in Grid en-
vironments. In both experiments, there is a de-
sire to see how far we can extend McRunjob
into the realm of interactive analysis; the ex-
tension to batch analysis should be straightfor-
ward. More immediately, full expression support
will be added to the macro language. A com-
mon project at Fermilab between USCMS and
DZero is also being started to address common
goals and support issues.
There are many exciting directions being ex-
plored. In the context of DZero, runtime
McRunjob is being explored as an answer to
the need for monitoring jobs on the farms. The
declarative speci¯cations of jobs are converted to
XML and stored in a local XML database, and
the McRunjob created job is instrumented to up-
date this database. Furthermore, the extension
of the rudimentary ontologies as described above
presents an interesting research problem as the
environments (as de¯ned above) become large.
The authors wish to thank the members of the
DZero and CMS experiments who have provided
many insights (and bug reports) over the years;
especially Boaz Klima, Kors Bos, Willem van
Leeuwen, Lee Lueking, and the SAM team at
DZero; and Tony Wildish, Veronique Lefebure,
and Julia Andreeva at CMS; and Jaideep Srivas-
tava and Praveen Venkata of the University of
Minnesota, Peter Couvares, Alan DeSmet, and
Miron Livny of the University of Wisconsin, and
Richard Cavanaugh and Adam Arbree of the
University of Florida, and Muhammad Anzar
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Research in the earth sciences requires access to large and complex datasets. These data include in-situ 
and remote-sensed observations, and a variety of model output. Storage methods are as diverse as the data 
types and include numerous file formats and relational database systems. In practice, considerable effort 
is expended in data handling. Processing software choice is constrained by file format compatibility, and 
data object representations are coerced onto physical storage artefacts. 
A key goal of Grid technologies is to facilitate virtualisation of resources. Essential semantic behaviour 
and content is abstracted from low-level implementation. Virtualisation may be applied to data, storage 
and computational resources. This paper presents details of the NERC DataGrid data model, and the 
virtualisation  of  earth  science  data  it  enables.  The  model  is  based  upon  nested  hierarchies  of 
multidimensional arrays. Standard profiles of the model are defined for important data types like 4-D 
gridded  meteorological  forecast  data  or  oceanographic  cruise  measurements,  for  instance.  Rich  geo-
referencing information is incorporated. An XML schema provides the mechanism for mapping physical 
storage artifacts onto the data objects provided by the model.  
Key words: earth science, virtualisation, data model, grid, TC211, NDG. 
1.  INTRODUCTION 
A  key  goal  of  service-oriented  Grid 
architectures is to facilitate virtualisation of 
resources [1]. Heterogeneous platforms and 
implementations  should  be  encapsulated 
behind interfaces with common syntax and 
semantics.  Low-level  resources  may  then 
be composed into higher-level services. In 
the case of data, details of storage location 
and  format  can  then  be  hidden  behind  a 
uniform access mechanism [1,2]. 
The NERC DataGrid (NDG) project [3] is 
developing  a  Grid  to  provide  uniform 
access  to  a  wide  range  of  environmental 
data  held  across  multiple  sites,  and  in  a 
variety of formats. A key goal of the project 
is  to  make  the  transition  from  data 
discovery  to  use  as  seamless  as  possible, 
hiding  from  the  user  details  of  storage 
location  and  implementation.  A  user, 
having discovered a dataset of interest, then 
will be able to retrieve it in whole or in part 
from  within  the  same  grid  context 
regardless  of  how  and  where  the  data  is 
stored. Whether the data is extracted from a 
relational  database,  or  aggregated  from  a 
series  of  flat  files  will  be  opaque  to  the 
user. Because there is a logical separation 
between search and discovery functionality, 
and  data  usage,  the  NDG  separates  data 
modelling from metadata modelling [4]. 
Architecting  this  functionality  into  the 
NDG  requires  a  generic  data  model, 
capturing  inherent structure and semantics 
of  environmental  data  types,  while 
abstracting away storage details. The result 
provides  the  means  of  data  virtualisation 
and  abstraction.  Provided  sufficient 
flexibility  exists  in the  data  model,  it can 
apply  across  a  broad  range  of  data  and  a 
variety  of  disciplines.  Data  services  and 
software tools which implement the model 
will then operate with the full range of data. 
As discussed in [3] and [4] the basic NDG 
architecture  is  being  developed  to  ensure 
ISO  (International  Organization  for 
Standardization)  compliance  as  far  as 
possible  as  their  TC211  standards  are 
released.   
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378A parameter  is characterised by  its  name, 
physical  units,  and  a  numerical  value 
indicating  missing  (or  bad)  data
1.  A 
standard  name  from  a  controlled 
vocabulary
2  may  provide  additional 
parameter type semantics (this includes the 
namespace authority, for example "BODC 
data dictionary" or "CF convention"). 
The  parameter's  data  is  structured  as  a 
multidimensional array characterised by its 
rank and size along each dimension. 
The  contents  of  an  array  may  either  be 
numerical data retrieved from storage or a 
further sequence of arrays, one per node of 
the  parent  array.  This  nested  hierarchy  of 
multidimensional  arrays  allows  rich  and 
complex data structures to be represented. 
A  leaf  array  always  contains  storage-
derived numerical data, either from a single 
file,  or  aggregated  from  a  sequence  of 
component  files  (or  further  aggregations). 
Aggregation may be applied either along an 
existing array dimension, or to create a new 
dimension. Thus a logical four-dimensional 
array may be constructed from a time-series 
of  files  containing  three-dimensional 
arrays; or two files containing respectively 
northern  hemisphere  and  southern 
hemisphere data may be aggregated into a 
logical array with global coverage; or such 
aggregations  may be combined to provide 
arbitrarily  deep  composition  of  file-based 
1 ISO 19113 [5] provides much more sophisticated 
mechanisms for characterising data quality, and will 
be incorporated into the Data Model in the future. 
2 The MD_Identifier object is from the ISO 19115 
namespace. 
storage  into  logical  multidimensional 
arrays.  
Spatiotemporal location of the nodes of an 
array  is  accomplished  by  means  of 
associated  coordinates.  These  are  defined 
with  respect  to  spatial  and  temporal 
reference  systems.  The  reference  systems, 
in  turn,  are  described  in  accordance  with 
conceptual schema from the ISO 19111 and 
ISO 19108 standards. Individual  ordinates 
provide  values  for  each  axis  of  the 
associated  reference  systems.  An  ordinate 
may  span  one  or  more  dimensions  of  the 
corresponding  array.  Thus  a  one-
dimensional  array  representing 
measurements along a sonde trajectory will 
have  four  associated  ordinates  providing 
measurement  locations  in  space  and  time 
(Figure  2).  Each  ordinate  spans  the  same 
single  dimension  of  the  one-dimensional 
array.  A  three-dimensional  array  from  an 
ocean model on a rotated latitude-longitude 
grid  will  have  three  associated  ordinates 
(Figure  2).  Each  of  the  latitude  and 
longitude  ordinates  spans  the  two 
"horizontal" dimensions of the model array, 
while  the  depth  ordinate  spans  the  single 
third dimension of the model array. 
The NDG Data Model significantly extends 
that of Woolf et al [6] in the following three 
respects:  providing  nested  hierarchies  of 
multidimensional  arrays,  allowing 
arbitrarily  deep  aggregation  of  files,  and 
supporting  much  richer  standards-based 
spatiotemporal location of data. 
 
 
Figure 2: Coordinates in the data model. Left: one-dimensional array. Right: 
three-dimensional array.
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The EU DataGrid has deployed a Grid testbed at approximately 30 sites across Europe, with several hundred
registered users. This talk describes authorisation systems produced by GridPP and currently used on the
Testbed, including the management and distribution of Virtual Organisation membership, both by published
lists and by attribute certiﬁcates; systems to enforce access control policies for job execution environments,
ﬁleservers, local Unix ﬁlesystems, and Grid and Web Services in Java environments; and a system of local Unix
pool accounts.
1. Introduction
The overall security infrastructure of the EU
DataGrid (EDG)[1] project has been described
elsewhere[2]. In brief, it consists of Certiﬁcate Au-
thorities (CA) granting X.509 cryptographic certiﬁ-
cates to users and hosts, and providing authentica-
tion; and Virtual Organisations (VO) which autho-
rize users to use resources allocated to the VO. Au-
thorization information is currently published as VO
membership lists using LDAP, but VOMS, a system
based on attribute certiﬁcates has been developed and
described[2].
This paper describes ways in which authoriza-
tion information is published for use on the GridPP
Testbed, and how it is used to control access to lo-
cal resources, such as Unix accounts, disk ﬁlesystems
and the virtual ﬁlesystems exported by ﬁle and web
servers.
2. Virtual Organisation Membership
The ﬁrst component of the EDG authorization
model is the Virtual Organisation. In High Energy
Physics this normally corresponds to one experimen-
tal collaboration, usually of several hundred members
at tens of sites across the world.
The remote job execution middleware used by EDG
is based on the Globus[4] gatekeeper, and this uses a
static mapping from grid identities, based on X.509
certiﬁcates, to local Unix user accounts. A text ﬁle
lists grid identities and corresponding local accounts
and when a job is received for execution, it is forked
as a process owned by the local Unix user account.
Whilst adaquate for small Virtual Organisations, this
procedure is insuﬃcient for VOs with hundreds of
users at tens of sites. To address the maintainence
of the list of acceptable grid identities, EDG has de-
veloped software to allow VOs to publish membership
lists and for sites to construct the mapping text ﬁle[2].
In this system, membership lists of VOs and their
subgroups are published using LDAP servers, and
GridPP follows this standard for the GridPP VO asso-
ciated with the GridPP Testbed. Our implementation
uses the GridSite members database described later in
this paper as the source of group membership infor-
mation, and uses a standalone slapd[3] script to trans-
late the lists into the LDAP and the EDG schema. In
this way, we are able to control access to ﬁles and
webpages via GridSite, and job execution resources
using the VO server and Globus, in terms of the same
subgroup lists. We have found this this alignment of
our Web and purely-Grid authorization domains to
be very convenient (in that the information is stored
in one place, with a web administration interface for
subgroup managers) and therefore very scalable and
maintainable.
This system is also used to publish membership of
the BaBarGrid virutal organisation, and prototype
VOs for DESY experiements and the MICE collab-
oration.
3. Unix Account Management
Even with the Virtual Organisation membership
systems described above, there still remains the prob-
lem of the creation and management of the corre-
sponding local Unix accounts themselves. To address
this for EDG, we have developed a system of dynami-
cally allocated Pool Accounts[5], which are created by
the site administrator and then allocated to users as
new job or ﬁle server requests are received. A direc-
tory of lock ﬁles is maintained to retain a one-to-one
mapping between grid identities and allocated user
accounts. This also ensures that if two requests over-
lap, they are assigned to the same Unix user account,
which allows sharing of ﬁles between multipart jobs,
and between jobs and ﬁleserver requests.
Since Unix operating systems implement ﬁlesystem
permissions in terms of Unix accounts, this also pro-
vides a rudimentary way of preventing jobs from dif-
ferent grid users from interfering with each other.
Accounts may be returned to the pool of unused
accounts once all jobs running as that account have
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retrieval. Since the account allocation book keeping
is maintained by lock ﬁles, this is straightforward to
implement as a Unix shell script which is run peri-
odically and which can be tailored to individual site
requirements.
4. Grid Access Control Lists
To describe ﬁne-grained access control of ﬁles and
other ﬁle-like resources, EDG has developed GACL[5],
a format for access control lists, written in XML and in
terms of grid identities or Virtual Organisation mem-
bership.
Each GACL access control list is divided into one
or more entries, each of which has a set of permissions
which are granted if that entry’s credential require-
ments are met. Permissions are to Read (to read ﬁles),
List (to obtain directory listings), Write (to create or
write to ﬁles, to create directories, or to delete ﬁles
or directories) and Admin (to modify access control
lists.)
An entry may have one or more credentials which
must be present, including X.509 certiﬁcate identi-
ties, VO groups or VOMS attribute certiﬁcates. Two
generic credentials, Authuser (any user with a valid
certiﬁcate) and Anyuser (any user irrespective of cre-
dentials), allow access to be granted to users with no
aﬃliation to the site.
An API and library are provided for manipulating
GACL lists, and this is the foundation of the ﬁlesys-
tem and ﬁleserver access control described in the re-
mainder of this paper, and of the EU DataGrid Stor-
age Element described elsewhere[6].
5. SlashGrid ﬁlesystems
We have paid particular attention to applying the
GACL access control to standard local ﬁlesystem op-
erations, using the SlashGrid[5] framework described
here.
Most applications use a ﬁlesystem interface to ac-
cess local ﬁles on the same machine. This organises
data into ﬁles, contained in a hierarchy of folders or di-
rectories, each accessible by name. For interactive use,
a graphical ﬁle browser is commonly used, displaying
ﬁles as icons which may be opened and accessed using
a mouse. File access within an applications uses an
analogous programming interface, which in most pro-
gramming languages is based on a set of functions to
‘open’, ‘read’, ‘write’ etc.
The security associated with these operations is tra-
ditionally tied to credentials which only have meaning
on the machine (or in some cases the computing site
or cluster) in question. Typically, this takes the form
of a short username or group name, and a speciﬁc ﬁle
may have one user who has permission to write to
that ﬁle. For EDG testbed sites, these are dynami-
cally allocated pool accounts, but there may be static
accounts in other parts of the system, such as user-
interface hosts.
As we connect machines and sites together with
Grid technology, these local credentials become in-
creasingly inappropriate for managing authorisation
to use resources, as they cannot readily be shared
across the Grid. For example, a user may have the
username mcnab at one site, but amcnab at another,
and at a third site user mcnab may be a completely
diﬀerent individual.
Although the pool accounts system described above
automates the management of local accounts, the sys-
tem cannot readily be used when creating long lived
ﬁles, since the username they are owned by is only
temporarily associated with a speciﬁc Grid identity.
Initially to resolve this shortcoming, we have pro-
duced a ﬁle system framework, SlashGrid, which al-
lows ﬁle and directory authorisation to depend on
long-lived Grid identities. SlashGrid creates a hierar-
chy of directories under /grid where an application’s
username, whether static or temporary, is irrelevant
to whether it can create, read or modify ﬁles: what
matters are the Grid credentials the application cur-
rently holds on behalf of the user, wherever they are
on the Grid.
For interoperability with other products of the EU
DataGrid and related projects, SlashGrid uses the
GACL library and access control lists stored in per-
directory or per-ﬁle control ﬁles.
SlashGrid has also been designed to be readily ex-
tensible, by the use of third-party plugins to add addi-
tional ﬁlesystem types. In particular, we have imple-
mented an HTTP/HTTPS ﬁlesystem, in which the
contents of remote websites can be accessed by ap-
plications as if they were local ﬁles, and in the case
of HTTPS, may prove the user’s identity to remote
servers to obtain access to restricted ﬁles.
This has the potential to allow existing applications
to operate on the Grid, indiﬀerent to the true location
of the ﬁles they manipulate, with remote Grid ﬁle ac-
cess provided as a service by the operating system
layer.
6. GridSite web and ﬁle servers
Web browsers represent the most common, famil-
iar and most widely installed application used to ac-
cess remote resources on the current Internet. How-
ever, most websites are built using HTTP technology,
which can only implement cumbersome authentica-
tion and authorisation mechanisms. Typically, this in-
volves the user choosing a short memorable password
for each site to which they need to identify themselves.
Consequently, the user may ﬁnd themselves having to
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between websites run by their employer, their bank,
online merchants etc. As well as the inconvenience
involved, this is also vulnerable to “brute force” at-
tacks by third parties due to the short length of the
passwords.
Since the mid-1990’s, most web browsers have also
supported the HTTPS protocol, which uses X.509 dig-
ital certiﬁcates and has been widely used to provide
authentication of websites to users. This allows a user
to send credit card details to a merchant’s website, for
instance, with some conﬁdence that the site is not be-
ing impersonated by a malicious third party.
Although the corresponding user authentication to
websites has been supported since the adoption of
HTTPS, it has been far less used, due to the admin-
istrative overhead and cost of verifying users’ identity
before giving them a meaningful X.509 user certiﬁcate.
However, with the large-scale deployment of X.509
certiﬁcates to members EDG and other Grid projects
across the world, this is changing, and it is now practi-
cal to base a High Energy Physics collaboration’s web-
site on HTTPS rather than HTTP technology, with-
out requiring users to install any special software.
The GridPP project, which represents the UK in-
volvement in EDG, has chosen to implement its col-
laboration website in this way, and to produce a gen-
eral website management tool, GridSite[5], which is
ﬂexible enough for other projects to use for their own
sites.
Since GridSite is able to uniquely and securely
identify users by their X.509 certiﬁcate, they can be
granted rights to edit and upload webpages, images
and binary ﬁles. This is enforced using the GACL
access control lists described above. Access control
can be speciﬁed in terms of individuals or Virtual Or-
ganisation groups, with membership managed by the
group’s administrators through the same web inter-
face.
This has allowed GridPP to devolve maintenance
of the website down to the level of those directly in-
volved in each area of work. Since the administration
of group authorisation is also devolved, the adminis-
trative overhead normally carried by the website man-
ager is greatly reduced.
Since GridSite permits several users to maintain a
set of documents, this has also made collaboration be-
tween GridPP members at diﬀerent institutions con-
siderably easier; and tools are provided to retain old
versions and record document histories to automate
the book-keeping of who has changed a document and
at what date.
Initially, GridSite has been implemented as a self-
contained executable run from the web server to han-
dle each HTTP or HTTPS request. It has now been
divided into standalone executables to handle interac-
tive management of the site and groups by adminis-
trators, and a loadable module which is dynamically
linked directly into the Apache[7] webserver used. By
incorporating GridSite and GACL technology directly
in the webserver, all technologies support by the web-
server, including static ﬁle serving, and dynamic con-
tent provided by CGI scipts, PHP, ASP or JSP server-
parsed pages, for example, can be subject to grid-
based access control.
This ﬂexibility allows a GridSite server to simulta-
neously operate as an eﬃcient ﬁle server, as a web
host with dynamic content and as a grid host with
Grid Services in Java and other languages operating
in their favoured environments.
7. Future Developments
Future developments will include porting of the
SlashGrid ﬁlesystems framework and the GridSite
server management system to platforms other than
Linux. Support for additional authorization creden-
tials, such as Globus CAS, will be added to the
GACL library, along with support for access control
languages recommended by the GGF Authorization
Working Group.
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Abstract 
This paper presents an approach used as a basis for interactive system adaptation in which Grid jobs are 
maintained at runtime. Most of the Grid research on Resource Broker assumes that the broker’s task, 
other than monitoring the job status, is over once the job has been submitted, i.e. the user submits the job 
to the broker or the scheduler and simply waits for the results. So far little attention has been given to 
interactive jobs. The idea for an interactive job running on the Grid is that the user may, for example, 
with the push of button, change an attribute of the job during run-time. Additionally the broker may 
migrate a job to another resource on behalf of the user, if the status of a resource changes significantly 
during run-time. An elegant solution, using a reflective technique, is proposed here. The benefit of a 
reflective technique is that it is easy to upgrade in order to adapt to changes in application requirements. 
It can also provide flexibility to customize policies dynamically to suit run-time environment and high-
level transparency to applications. 
The design of an Adaptive Resource Broker is described and experimentally evaluated. Results indicate 
that this approach enhances the likelihood of timely job completion in a dynamic Grid system. 
 
1.  Introduction 
Grid computing infrastructures offer a wide 
range of distributed resources to applications 
[Fos01]. To support application execution in the 
context of the Grid, a Grid Resource Broker is 
desirable. Grid Resource Brokering is defined as 
the process of making scheduling decisions 
involving resources over multiple administrative 
domains [Sch02]. This can include searching 
multiple administrative domains to use a single 
machine or scheduling a single job to use 
multiple resources at a single site or multiple 
sites. A Grid broker must make resource 
selection decisions in an environment where it 
has no control over the local resources. The 
resources are distributed, and information about 
the resources is often limited or dated. 
Moreover a Grid system must integrate 
heterogeneous resources with varying quality 
and availability. This places importance on the 
system’s ability to monitor the state of these 
resources and adapt to changes in their 
availability over time. The Grid is a dynamic 
system where resources are subjected to changes 
due to system performance degradation, new 
resources, system failure, etc. 
There is much ongoing work in the Grid to 
provide access to resources for applications, e.g. 
Nimrod/G, AppLes, and Condor-G [Buy00, 
Ber96, Fre02].  These brokers provide 
monitoring of the application and the user can 
view this information. However these brokers do 
not enable alterations to be made to the 
application during run-time. Such brokers can be 
considered “static”, in the sense that the broker 
does not intervene with the running of the 
application during run-time. This paper discusses 
a “dynamic” broker, i.e. a broker that enables 
interaction with the application during run-time. 
This can include, e.g automatic job migration 
when the status of a resource changes (e.g. 
another user submits a job to the same resource) 
and enabling the user to change a job attribute 
during run-time. The user will be able to view 
application status, resources used by the 
application, predicted completion time etc.  
Specifically, the paper presents the design and 
implementation of an Adaptive Resource Broker.  
Adaptability is crucial in the context of the Grid, 
as it has the potential to significantly improve the 
performance of global computing applications.  
An adaptive application can change its behaviour 
depending on available resources, optimising 
itself to its dynamic environment [Fri94]. For 
example, when resource load changes, a system 
could seek to improve the quality of its compute 
resources or relocate to another compute 
resource. Adaptation can be implemented in an 
ad-hoc fashion by embedding adaptability in the 
applications code. While this may work for local 
adaptation (i.e. for a single node), it does not 
work well for global adaptation (e.g., multi-
institutional virtual working environment) or in 
cases where multiple adaptation operations have 
to be coordinated. It also complicates both the 
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reuse of adaptation strategies impossible. 
Rather than the ad-hoc approach explained 
above, this paper presents a solution in which a 
reflective technique is used to simplify run-time 
adaptation in the Grid application. The design of 
the Resource Broker is described and 
experimentally evaluated. The experiment 
involves a time-constrained application with 
requirements specified by the user. The CPU 
usage of the application is monitored and the 
Resource Broker can migrate the job if it is 
anticipated that it will not otherwise meet the 
user’s time constraint.   
The reflective technique aims to separate 
concerns for functional and non-functional 
behaviour of a program, resulting in some code 
that is highly reusable and extensible [Bla99]. In 
this case, the aim is to address the concerns 
relating to dynamic adaptability without affecting 
existing user applications. Experimental results 
indicate that the approach adopted in this paper 
enhances the likelihood of timely job completion 
in a dynamic Grid environment. 
 
2.  Adaptive Resource Broker Design 
This section describes the design of the Adaptive 
Resource Broker, which is enhanced by adding 
the functionality to enable adaptability. The 
Resource Broker performs a number of basic 
functions. The first step is the discovery and 
selection of resources that best fit the needs of 
the Grid application. The broker will then submit 
jobs in the application to the chosen machines. 
The broker thus handles submission of jobs but 
not how the job is actually executed on the 
resource. This is part of the Resource 
Management system (RMS) that resides on the 
resource involved. These actions are referred to 
as scheduling in the Resource Broker. Once jobs 
are being executed (or waiting to be executed), 
the broker monitors the resources and the 
progression of the jobs.  
Figure 1 depicts the proposed design of an 
adaptable broker. The broker is comprised of 
basic components implementing: Resource 
Discovery & Selection; Dispatching; Monitoring 
and Adapter Manager.  
The Adapter Manager controls migration, which 
is supported by job monitoring and enabled by 
re-scheduling and check-pointing. The broker 
gathers dynamic information about the resources 
during the run-time like accessibility, system 
workload, performance, etc. Dynamic 
information (e.g. performance slowdown, target 
system failure, job cancellation, etc) will be 
reported to the monitor.  
The monitor provides predictive information to 
the Adapter Manager, which uses this 
information to make a decision as to whether job 
migration is required. The main task for the 
adapter manager is to ensure the job requirements 
are fulfilled. 
 
 
Figure 1: Proposed Broker Design 
 
 
Adaptability is implemented in the broker in such 
a way as to isolate the user from the complexities 
of the system. In particular, the user is not 
obliged to alter his/her code in order to achieve 
adaptability. This is achieved using reflection. A 
reflective system, as defined by [Mea87], is one 
that is capable of reasoning about itself (besides 
reasoning about the application domain). The 
benefits of using reflection are [Bla98, Cou01]: 
• Flexibility to customise policies dynamically to 
suit run-time environment. 
• High-level transparency to applications. 
Reflection is used to bind the broker components 
to the application object. This ensures a clean 
separation between the application and the 
broker. Hence the broker components are 
transparent to the application. This use of 
reflection is the basis of the Adaptive Resource 
Broker implementation. The reflective technique 
is implemented using OpenJava [Tat00, Tat99]. 
3. Experiments and Results 
The experiments presented in this section involve 
the submission of jobs, with user requirements 
specified by the user, to the adaptive broker. 
While a job is running, other jobs may be 
submitted to the same resource(s). The results 
obtained are compared to the case where the 
adaptive middleware is not used. In particular, 
the experiments address the following questions: 
1. When job requirements are not met, are jobs 
being successfully migrated? 
2. Does this result in shorter job execution time, 
compared to the case when the adaptive 
middleware is not used? 
The experiments ran on a Grid test-bed 
consisting of 10 machines. Each machine has a 
Pentium IV processor (1.2 GHz) with 256 RAM. 
The operating system is Linux 2.4. All machines 
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between resources is via a fast LAN Ethernet. 
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Question (1) above is addressed as follows. A job 
is submitted to one of the resources. The 
Adaptive Resource Broker monitors the job 
during run-time, keeping track of the current and 
mean CPU usage. If the mean CPU usage 
decreases significantly then the broker should 
identify this and migrate the job to another 
resource. This is tested by overloading the 
resource on which the job is running by 
submitting another job. The job total execution 
time (TE) is recorded. Question (2) is addressed 
by comparing TE with the total execution time 
when the adaptive middleware is not used.  
The set of resources are labelled 1 to 10. The 
broker submits the job to a resource that is 
expected to be able to execute the job within the 
user’s time-constraint (81 minutes: the time the 
job is expected to take at 90% CPU usage). 
Hence a resource with a high percentage (>90%) 
of free CPU is chosen, in this case resource 3. 
Figure 2 depicts the fractional CPU usage of the 
application during run-time. This information is 
provided by the monitor. Specifically, the actual 
CPU usage over time is shown, in addition to the 
mean CPU usage, averaged over the time 
elapsed. This information is used to determine 
whether a job migration is required. As shown in 
figure 2, the job executes normally (i.e. with 
close to full CPU usage) for about 30 minutes. 
The CPU usage then decreases sharply, as 
confirmed by the data shown in Figure 2. Hence 
the resource is no longer expected to finish the 
job within the specified time constraint. This 
means the broker has to take action and restart 
the job on another resource.   
The broker has chosen resource 4 and the job 
starts from where it stopped on resource 3. Figure 
3 shows the CPU usage during execution on the 
new resource. As a consequence of the use of 
reflective middleware, the job is adaptable to the 
environment and continues to meet the user 
requirements. The total execution time was 74 
minutes. 
The same job was executed without the reflective 
technique; in this case the job took longer than 
the time it was assigned. The total execution time 
was 125 minutes. This results from the fact that 
there was another job running on the same 
resource during the job execution. Referring to 
the questions posed at the beginning of this 
section, it has been shown through experiments 
that the adaptive middleware successfully 
supports job migration. This results in a reduction 
in the job execution time compared to the case 
where adaptive middleware is not used. 
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resource 3 
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Figure 3: CPU usage during run-time in 
resource 4 
 
 
4. Conclusions and Future Work 
This paper describes an Adaptive Resource 
Broker that enables application configuration and 
adaptation based on resource characteristics and 
user preferences. Reflective middleware is 
proposed, controlling each aspect of an 
application in a different program. The reflective 
middleware permits run-time mechanisms to 
automatically decide when and how to adapt the 
application in reaction to changes in resource 
conditions.  
We have shown that our Adaptive Resource 
Broker is a viable contender for use in future 
Grid implementations. This is supported by the 
experimental results obtained on a Grid testbed. 
Future work will focus on extending the current 
broker in order to support interactive jobs, where 
the user can read the job intermediate outputs, 
suspend it, change some input parameters and 
migrate it. During the whole session a bi-
directional channel is opened between the user 
client and the job running on a remote machine. 
The entire job input and output streams are 
exchanged with the user client via this channel. 
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The current interest in the mechanics of crystal structure assembly stems from extensive efforts towards 
the capability to design or predict crystal structures.  This project focuses on the particular feature of non-
centrosymmetry in some crystal structures and specifically the assembly of non-centrosymmetric 
structures by both chiral and achiral molecular systems.  To give added focus, a collection of polymorphic 
‘clusters’ has been assembled from the Cambridge Structural Database (CSD) each of which comprise 
members of which at least one is a non-centrosymmetric polymorph. 
The study employs a variety of approaches over and above topology and thus molecular properties such 
as electrostatic charge distributions and organisation of molecular dipoles have been calculated from ab 
initio computer modelling techniques. 
In order to facilitate this kind of study, methods are being investigated in which database interrogation 
and ensuing property calculations can be achieved in an automated manner.   
 
INTRODUCTION 
 
There are a number of different attractive forces 
which determine the packing in molecular 
crystals and they can be approximately classified 
as follows: dispersion or London forces, 
multipolar forces, hydrogen bonding and charge 
transfer forces.  It is the complex interplay of 
these forces along with repulsion energy which 
can lead to many local minima in the lattice 
energy of a crystal which can thus result in 
polymorphism (i.e. the existence of more than 
one crystalline form in a substance).   
 
In the study of polymorphism, hydrogen bonds 
are the highest energy interactions in molecular 
crystals and thus appear to be the most important 
attractive force.  There is clear evidence that 
multifunctional molecules (e.g. pharmaceuticals) 
with multiple H-bonding sites promote 
polymorphism and that the polymorphism 
exhibited by these molecules can be ascribed to 
the different H-bonding topologies.  However, 
polymorphism also occurs in systems without 
strong hydrogen bonds (N – H ··· X, O – H ··· X, 
S – H ··· X; X = N, O, S, F, Cl, Br, I).  In these 
cases, although H-bonding may still be present in 
the form of weaker interactions such as C – H ··· 
X and C – H ··· П, the overarching importance of 
hydrogen bonding in defining polymorphism is 
greatly reduced. 
  
This project is concerned with making a detailed 
study of the latter type of the above systems.  In 
these systems electrostatic interactions are 
expected to exert a greater influence on the 
crystal structure adopted.  A particular point of 
interest is the occurrence of polymorphs, in what 
are essentially achiral molecules, that have both 
centrosymmetric and non-centrosymmetric 
crystal structures.  Interest in the second of these 
is very important for the development of useful 
materials with nonlinear optical properties. 
 
SELECTION OF DATASET USING THE CSD 
 
An investigation of the CSD
[1] has been 
conducted and a collection of 258 polymorphic 
‘clusters’, each with 2 – 4 members with at least 
one that is non-centrosymmetric has been 
identified.  Unfortunately, there is no simple 
method to execute this type of investigation with 
ConQuest, the CSD search engine, and so firstly 
a text search against “polymorph” (excluding 
organometallics) was carried out  to create an 
initial dataset of 4703 ‘hits’.  Further refinement 
of this initial data set, including identification of 
the polymorphic ‘clusters’ with non-
centrosymmetric members and the discarding of  
duplicate ‘hits’ and those with incomplete heavy 
atom coordinates was carried out manually and 
resulted in the final dataset described above with 
574 ‘hits’. 
 
The purpose of this search was to construct a 
dataset of members each with a complete set of 
crystallographic data that could be investigated 
using other applications.  Therefore, one of the 
criteria for inclusion in the final dataset was a 
complete set of atomic coordinates; however, it 
was also necessary to define as large a range as 
possible for each polymorphic ‘cluster’ and thus 
some members were accepted with incomplete 
hydrogen atom coordinates.  This problem 
affected 80 members of the final dataset. 
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MODELLING TECHNIQUES 
 
The molecular modelling package, Spartan ’02 
for Windows
[2] was used to generate the missing 
hydrogen atomic coordinates for each of the 80 
members of the final dataset.  This was 
accomplished by exporting the crystallographic 
data from the CSD as a Tripos mol2 file, a copy 
of which was then imported into Spartan ’02.   
All necessary hydrogens were added and the 
molecular minimizer function was then used 
(with all original atoms restrained) to find the 
minimum energy conformation.  This result was 
then exported as a new Tripos mol2 file.   
 
Unfortunately, Spartan ’02 does not save the 
crystallographic information present in the 
original mol2 file and so this information has to 
be manually cut-and-pasted from the original 
input file.  The modelling package Cerius2
[3] was 
used to translate the data from the mol2 file 
format to the Shelx ins file format and the now 
complete set of atomic coordinates was then 
manually cut-and-pasted back to an original 
Crystallographic Information File (CIF).  The 
biggest potential problems of this whole 
procedure are the amount of human intervention 
required leading to possible errors and due to 
rounding errors between applications accuracy is 
only maintained to the third decimal place.  This 
will only be a serious problem for atoms on 
special positions within the unit cell (i.e. 
positions in a unit cell that lie on point symmetry 
elements); where accuracy errors might move 
these atoms off of special positions. 
 
CALCULATION OF PARTIAL CHARGE 
DISTRIBUTION AND ELECTROSTATIC 
POTENTIAL MAPS 
 
The single point energy for each molecule has 
been calculated using the Hartree-Fock quantum 
mechanical model with a 6-31G
(*) basis set and 
from this the charge distribution and electron 
potential map has been derived.  A single point 
energy calculation was performed using 
molecular coordinates directly imported from the 
CSD, i.e. using the molecular conformation 
adopted in the crystal structure.  This is much 
cheaper computationally than calculating the 
equilibrium geometry, which may have little 
relation to that adopted in the crystal. 
 
The Hartree-Fock model is an approximation 
based ultimately on the Schrödinger equation (as 
are all quantum mechanical models) and 
combined with the 6-31G
(*) basis set is 
computationally one of the cheapest of these 
models (a major consideration in its selection) 
that is reasonably successful at reproducing 
experimental results.   
 
However, several points should be noted here.   
Firstly, despite charge distributions on molecules 
being part of the everyday language of chemists, 
there is no way to measure them experimentally.  
The only way to judge the various models is to 
compare the calculated dipole moments; these 
reflect the overall charge distribution of the 
molecule and can be measured experimentally.   
Secondly, the dipole moments from Hartree-
Fock models tend to be 20 to 30% larger than the 
experimental values
[4].  This is because Hartree-
Fock models overestimate the electron 
concentration and thus charge separation of 
molecules.  Although there are other models that 
account for electron correlation error e.g. Møller-
Plesset models, they are computationally (up to 
100 times) more expensive. 
 
RESULTS FROM COMBINATION OF 
CRYSTAL PACKING DIAGRAMS AND 
ELECTROSTATIC POTENTIAL MAPS 
 
The electrostatic potential data obtained from 
Spartan’02 has been used in conjunction with 
crystal packing diagrams generated with 
Mercury to generate electrostatic packing 
diagrams.  This has been done by generating the 
packing diagram for the crystal structure of 
interest from Mercury and then using the colour-
coding from the electrostatic potential map 
generated from Spartan’02 to overlay the 
packing diagram.  Two examples are shown in 
the figures overleaf; 5-nitrouracil (CSD code 
NIMFOE) (figs. 1, 2 and 3) and N,N-dimethyl-8-
nitro-napthaleneamine (CSD code DIWWEL) 
(figs. 4, 5 and 6).  5-nitrouracil exhibits strong 
hydrogen bonding whereas N,N-dimethyl-8-
nitro-napthaleneamine does not. 
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Figure 1.  A view of the packing arrangement of 
the non-centrosymmetric polymorph 
(NIMFOE02
[5]) along the a-axis.  The H-bonding 
interactions have been picked out and range from 
2.219Å – 2.884Å (donor to acceptor distance). 
 
 
Figure 2. The electrostatic potential map of 5-
nitrouracil has been calculated using a Hartree-
Fock quantum mechanical model with a 6-
31G(*) basis set.  The regions of the map range 
from red (high electronegativity) through green 
to blue (high electropositivity). 
 
 
Figure 3. The same view as above (fig. 1) but 
with the atoms colour-coded as to their 
electrostatic potential (fig. 2).  Some short-
contact distances (sum of VdW radii – 0.4Å) are 
shown.  The H-bond distances are shown 
(1.800Å – 1.841Å; H to acceptor distance) and 
from the model appears to have an electrostatic 
component as expected.  Another contact 
between the nitro O and carbonyl C (2.777Å) 
also appears to be electrostatic in nature, again as 
expected. 
 
 
Figure 4. A view of the packing arrangement of 
the non-centrosymmetric polymorph 
(DIWWEL02
[6]) along the a-axis.  There are no 
strong H-bonding interactions in this structure 
however, the molecules are functionalised and so 
we may expect a particular charge distribution to 
influence assembly.  Short-contact distances 
(sum of VdW radii) have been picked out and 
range from 2.101Å – 2.816Å. 
 
 
Figure 5. The electrostatic potential map of N,N-
Dimethyl-8-nitro-napthaleneamine has been 
calculated in the same way as 5-nitrouracil (fig. 
2).  It should be noted that for both molecules 
single-point energy calculations were carried out 
using coordinates from the CSD.  
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Figure 6. The same view as above (fig. 4) but 
with the atoms colour-coded as to their 
electrostatic potential (fig. 5).  The network of 
short-contact distances (sum of VdW radii) is 
shown; although no measurements are shown as 
they are identical to those above (fig. 4).  As can 
be seen, electrostatic attraction can account for 
the interactions between the nitro O and methyl 
groups and napthalene ‘edge’.  However one of 
the shortest contacts (2.101Å) is between the 
intermolecular methyl groups and this cannot be 
accounted for by electrostatic interactions in this 
model. 
 
As can be seen from the figs. 3 and 6 above, this 
method of modelling appears useful at 
highlighting areas of a crystal structure where 
electrostatic interactions are important (including 
H-bonding) and those where it is not, e.g. the 
intermolecular amino methyl interactions of 
N,N-dimethyl-8-nitro-napthaleneamine, where 
perhaps steric considerations may dominate.   
 
Additional points worth noting are as follows.   
This is a qualitative analysis insofar as the 
colour-coding for the packing diagrams has been 
chosen to be close to that of the electrostatic 
potential map.  A more quantitive method would 
be to base the colours on the point charges of the 
atoms, however this tends to lead to more 
extreme results with molecules coloured simply 
red and blue (and thus a loss of information from 
the electrostatic potential map).  Also, this 
method is not automated so the colour-coding of 
the packing diagram has to be done manually 
which is laborious and slow and obviously not 
suited to working with large numbers of 
structures. 
 
FURTHER WORK 
 
From the above method the electrostatic 
interactions around a given molecule are 
immediately apparent, however, topological 
information to allow comparison of different 
polymorphs is absent.  A variety of methods to 
gain this information are being investigated 
which include topological analysis using 
PLATON
[7], which provides connectivity data 
about molecular aggregates present based on H-
bonding and short contact distances.  The 
application SYNTHON
[8] allows comparison of 
two polymorphs for the presence of common 
topological features e.g. dimers, chains, and 
sheets.  The application ‘Voron’
[9] uses CIF data 
to generate a unit cell and from the atomic 
coordinates of the atoms in the unit cell a 
Voronoi tessellation
[10] is generated and some of 
the properties of this tessellation are stored and 
can be compared and analyzed. 
 
The major ‘bottlenecks’ throughout this project 
have been workflow related through the transfer 
of data from one application to another and also 
from ‘driving’ the applications to obtain the data.  
Methods of automation are being investigated 
including the use of Perl to write data-transfer 
scripts and spreadsheets to automate calculations.  
This is with the ultimate aim of providing a 
complete analysis of the electrostatic interactions 
of a molecule in the context of its crystal packing 
as a single callable process. 
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Abstract 
In this paper, we demonstrate a method of using the ICENI Grid middleware as a 
mechanism for deploying fully extensible collaborative visualisation environments. 
Various collaboration scenarios can be composed according to session requirements 
by means of a component-based Grid system, which includes display capabilities, 
steering capabilities and the ability for graphic output streaming over the Access 
Grid. 
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1. Introduction 
 
The federations of high performance 
computational resources represented by 
Computational Grids are providing 
application scientists with new opportunities 
for accessing and using such resources. New 
ways of working are emerging, in particular 
in relation to real time visualisation and 
steering of running applications, whether by 
an individual investigator co-located with the 
simulation or by groups of collaborating 
investigators distributed across multiple sites. 
However, due to the geographically 
distributed nature of collaborative 
visualisation activities, sessions tend to lack a 
sense of human presence and face-to-face 
interaction. In this paper, we demonstrate a 
method of using the ICENI Grid middleware 
[1][2] as a mechanism for deploying fully 
extensible collaborative visualisation 
environments, which integrates the 
visualisation tools within ICENI with the 
Access Grid video conferencing technology 
[3] using the Chromium distributed graphics 
rendering framework [4][5]; in order to 
provide a richer and more comprehensive 
integrated collaborative environment. 
 
 
2. The ICENI Grid middleware 
 
ICENI, the Imperial College e-Science 
Networked Infrastructure, is a Grid 
middleware system providing mechanisms 
for creating and managing computational 
Grids and for designing and deploying 
applications onto these Grid resources. It 
adopts a service-oriented architecture with 
well-defined service interfaces to separate the 
system functionality from specific 
implementing technologies. Currently 
reference implementations have been 
produced based on Jini, JXTA and OGSA 
respectively [6]. 
 
A component based application model is 
used, whereby domain specific knowledge is 
encapsulated within clearly defined software 
components. Complete applications are then 
defined by composing one or more of these 
components, enabling application scientists to 
combine their expertise with those of 
specialists in other fields, such as numerical 
analysis or scientific visualisation. Intelligent 
schedulers deploy these onto appropriate 
resources according to performance criteria 
and service level agreements associated with 
the hardware and software resources 
available [7]. See Figure 1. 
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ICENI also supports dynamic extensions, 
allowing new components to be instantiated 
and connected into an existing deployed 
application. This provides the investigator 
with highly configurable mechanisms to 
interact with the application, whether to 
modify the existing computation or to add 
new processing streams. 
  
3. Extensible deployment and collaborative 
interaction 
 
The ICENI Grid middleware therefore 
provides a versatile framework within which 
to compose and deploy applications and 
collaborative technologies. During the 
lifecycle of a simulation, the extensible 
deployment capabilities can be used to set up 
different configurations of components to 
satisfy different collaborative needs. 
 
On launching the simulation the investigator 
may wish to verify that the initial conditions 
have been correctly set and the computations 
are progressing as intended. Steering and 
visualisation components can therefore be 
deployed and connected to the simulation and 
if necessary adjustments made to relevant 
parameters. Once satisfied that the 
computation is progressing correctly these 
components would be disconnected to 
eliminate unnecessary overhead on the 
simulation. 
 
At a later stage the investigator may wish to 
set up a new interactive session with the 
simulation and allow collaborative workers to 
share in this interaction. Service level 
agreements associated with the software 
components define and control connection 
capability and typically these would be set 
with a restrictive connection policy. At the 
appropriate time these would be modified by 
the investigator to allow collaborators to 
connect. Multiple steering and visualisation 
components can then be configured to 
provide collaborative interaction sessions 
between groups of trusted investigators. 
 
The basic ICENI graphics components are 
based on the Visualisation Toolkit [8] and 
provide independent renderings of the data 
being exported. The collaborative users may 
therefore view different data sets or different 
renderings of the same data set, but these will 
not be synchronised to each other. Additional 
components have therefore been developed to 
satisfy use cases where such synchronisation 
is desirable and to provide a richer 
collaborative environment for the 
investigators. 
 
 
 
Figure 1, illustrates a 
composition of ICENI Grid 
components using the drag-
and-drop NetBeans 
Application Framework. 
Components that are relevant 
to the current session are 
dragged onto the desktop 
with the appropriate 
component connections 
established before being 
deployed to the appropriate 
resources. 
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4. Chromium – distributed graphics 
framework  
 
Chromium is an open-sourced graphics 
framework that enables OpenGL based 
graphics to be rendered efficiently over a 
distributed network or cluster. The graphics 
framework allows configuration of rendering 
from either a single OpenGL based 
application or in parallel for workload 
sharing, to a number of configurable output 
setups, e.g. broadcasting to multiple 
rendering nodes, or splitting the output 
stream into a number of sections for output 
on high resolution tiled-display systems. The 
basic working behind the framework involves 
intercepting OpenGL calls made to the 
system by the application, these are then 
passed onto ‘Stream Processing Units’ 
(SPU); each SPU performs a specific 
function by overriding default GL calls and 
they can be chained together to create an 
overall effect. These SPUs can then be 
extended to perform any custom functions, 
such as the `StereoSPU’ that is used for 
generating passive stereo displays. The 
various chromium runtime modules are 
wrapped as ICENI Grid components (iceni-
chromium-display components) that users 
can use as a basis for composing and 
configuring the display requirements of a 
visualisation session. See figure 2. 
 
Furthermore, Chromium can be configured 
with an ANL-developed stream processing 
unit (FLX [9] and FLXmitter [10]) to output 
its graphics as an h261 video stream and sent 
to a multicast address using a networking 
framework called the Adaptive 
Communication Environment (ACE) [11]; 
this effectively provides a bridging between 
the distributed graphics rendering 
infrastructure Chromium provides and the 
Access Grid. See figure 3. 
 
5. The Access Grid 
 
The Access Grid is an open-sourced video 
conferencing tool that uses IP multicasting 
technology to efficiently transmit/receive 
audio and video streams over IP networks. 
The Access Grid toolkit contains three main 
parts: a video tool, an audio tool and a text-
based chat tool. Meetings are conducted in 
virtual meeting rooms known as ‘virtual 
venues’. The Access Grid has been widely 
adopted by the academic community and also 
in the business world; a realisation that it is a 
tool that offers real savings in terms of time 
and money, meetings that would otherwise be 
near impossible and extremely costly to 
conduct face-to-face. In terms of a 
collaborative visualisation point of view, 
most activity of this type generally involve 
sites that are geographically distributed and 
hence lack a sense of human presence and 
interaction, the ability to integrate the Access 
Grid with such visualisation systems not only 
provides a basis for instant feedback 
 
Figure 2, illustrates a collaborative 
visualisation/steering session 
deployed from the component 
composition in figure 1 along with the 
Access Grid environment. 
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but also improves on the overall HCI quality 
of the session. Through the ICENI-
chromium-display component run-time 
options, a visualisation graphic output can be 
configured to stream directly onto the Access 
Grid either as a single h261 video stream or 
as a series of tiled sections, which can then be 
reassembled, automatically or manually, at 
the receiver’s end. This allows users who do 
not have the hardware or software 
capabilities to participate in a visualisation 
session and to view the graphics output. The 
various Access Grid modules can also be 
wrapped as ICENI components, allowing 
them to be composed within a collaborative 
visualisation session and automatically 
deployed to host machines that are connected 
to the Grid middleware. See figure 3. 
 
5. Conclusion 
 
The component application model used by 
ICENI and its ability to instantiate and 
connect new components to a running 
application provide a versatile and flexible 
mechanism for integrating applications with 
advanced collaborative technologies. This has 
been demonstrated using components based 
on Chromium and the Access Grid to provide 
a Grid-enabled interactive collaborative 
environment. 
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Figure 3, illustrates two visualisation 
graphics output as h261 video streams 
directly onto the AccessGrid, allowing 
users who do not have the hardware or 
software capabilities to participate in a 
visualisation session and to view the 
graphics output. 
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Abstract: This paper describes extensions to SWFL and JISGA, the need for which has become 
apparent in experimenting them with a variety of scientific applications, particularly in the support 
of services that incorporate MPI-based parallel processing. Extensions are made to the current 
SWFL to support messaging passing between parallel processes, allow specified shared variables to 
be accessed in a mutually exclusive way,  and  provide “single-to-multiple” data decomposition and 
“multiple-to-single” data merging mechanisms. As a consequence of these extensions to SWFL, 
changes need to be made in the capabilities of JISGA.  In the last section of the paper, several 
implementation issues are addressed. 
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Introduction to JISGA  
 
JISGA (Jini-based Service-oriented Grid 
Architecture) is a lightweight Grid 
infrastructure based on Jini. It extends a Jini 
system into an OGSA-compliant system for 
Grid computing by introducing Web service 
techniques into the Jini system. A major 
component of JISGA is a workflow engine 
that takes an application specified in 
Service Workflow Language (SWFL) as 
input, converts it into a Java program, and 
then handles all aspects of its distributed 
execution. Figure  1 displays the 
architecture of JISGA. JISGA processes 
Grid applications that are composed of 
interacting services and described in an 
SWFL application description document. 
The workflow engine serves as the 
execution environment for the SWFL-
described Grid applications.   By using 
multiple distributed Job Processors and 
JavaSpaces as shared memory, JISGA 
supports parallel processing for compute-
intensive applications. 
 
In JISGA, a job is submitted by providing 
the workflow engine with a SWFL 
document, the input data for the job, and a 
flag indicating whether an attempt should 
be made to exploit parallelism in accessing 
the services of which the job is composed. 
The job submission may be blocking or 
non-blocking. In a blocking call the 
submitting client must wait for the job to 
finish before continuing. In the non-
blocking case the submitting client does not 
have to wait for the job and may continue 
with other tasks. The client can then check 
later whether the job has completed. 
 
The tasks performed by the workflow 
engine differ depending on whether the job 
submitting is flagged as sequential or 
parallel. In the sequential case the workflow 
engine uses the SWFL2Java tool to 
generate the Java code, and then compiles 
and runs it. In the parallel case, a job 
partitioned recursively into sequential sub-
jobs, based on its workflow model. These 
sub-jobs are placed into a FIFO queue in 
which each sub-job represents a part of the 
original workflow model. It is these sub-
jobs that are processed in parallel. The 
order in which the sub-jobs are queued 
ensures deadlock-free execution. Job 
Processors in which a sub-job processing 
daemon is running on different machines 
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process them.  
 
 
In the implementation of JISGA, 
JavaSpaces is used as a distributed shared 
memory. It is used mainly in processing 
parallel jobs; however it is also used in both 
sequential and parallel non-blocking job 
submission calls to temporarily store the 
result object that carries the result data of a 
job. A JavaSpaces Housekeeper service is 
used to deal with certain tasks relating to 
the use of JavaSpaces, such as removing 
objects that have not been recently used, 
and updating the state of certain objects. 
The details of JISGA are described in
 1. 
2. 
 
A JISGA system can be pictured as a 
virtual computer with multiple processors 
that is composed of multiple distributed 
machines connected by a network. 
JavaSpaces works as the memory and the 
JSHousekeeper works as a kind of memory 
management unit. In this virtual machine, 
each JobProcessor can be regarded as a 
CPU, and the workflow engine provides an 
interactive interface for the clients to 
submit jobs. Figure 2 depicts such a virtual 
machine. 
 
 
 
 
SWFL and Its Extension 
 
Both Web Service and OGSA systems 
present an implementation-free interface for 
their services by encapsulating all of the 
necessary information for accessing them 
service in a platform-free, XML-based 
language such as WSDL
3.  Applications in 
are generally service-composite jobs 
involving interacting services. Such 
applications can be represented directly in a 
programming language such as Java and C, 
or in a standardized, implementation-free 
and platform-free language, such as XML. 
Representing such applications in a 
traditional programming language limits the 
applications to a range of specific services 
and a specific time because once the service 
environment is changed, the corresponding 
implementation details in the application 
program have to be changed 
correspondingly. Representing applications 
in an XML-document describes an 
application by giving its workflow structure 
Application 
In SWFL 
 
 
JavaSpaces 
Workflow 
Engine 
Job 
processors 
Figure 1: The architecture of JISGA
Servic Servic Servic Servic Service 
Figure 2: A JISGA Virtual Machine
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the services involved in the application. 
Described in an implementation-free 
language, the application is not limited to 
any particular service instance and can be 
run in any environment where a set of 
services are available, which implement the 
interfaces described in the WSDL 
documents and are referred by the 
application description document. 
 
JISGA processes Grid applications that are 
composed of interacting services and 
described in an SWFL application 
description document. SWFL
4 is an XML-
based Service Workflow Language and is 
used to describe composite services and 
applications in a standardized way. There 
are two main approaches in describing the 
workflow in a service-based composite job: 
a graph-based approach and an execution-
order-based approach. In a graph-based 
approach, a job is represented by specifying 
the data and control flows between different 
services in terms of its workflow graph. In 
an execution-order-based approach, the 
order of the execution of the services is 
predefined. However, having an execution-
order-based approach, as in XLANG
5 and 
BPEL4WS
6 , does not give the same 
flexibility as having a graph-based 
approach, as in WSFL
7, in which the only 
constraints on the order of execution of 
services are implicit in the workflow graph.  
Having a predefined service execution 
order is not suitable for representing a 
distributed application, where the ability to 
dynamically partition and schedule services 
at runtime is important in order to exploit 
potential parallelism and to make best use 
of the available distributed resources. 
WSFL does allow this capability, and hence 
provides a flexible and effective basis for 
representing a Grid application. 
 
SWFL is an extension of WSFL, and the 
main motivations for developing it were to 
describe Java-oriented conditional and loop 
constructs, to permit sequences of more 
than one service within conditional clauses 
and loop bodies, and to overcome the 
limitations inherent in WSFL’s data 
mapping approach. SWFL extends WSFL 
in two important ways: 
1.  SWFL improves the representation of 
conditional and loop control constructs. 
Currently WSFL can handle if-then-else, 
switch, and do-while  constructs and 
permits only one service within each 
conditional clause or loop body. SWFL 
also handles while and for loops, and 
permits sequences of services within 
conditional clauses and loop bodies. 
2.  SWFL permits more general data 
mappings than WSFL. SWFL can 
describe data mappings for arrays and 
compound objects. 
 
In experimenting with SWFL and JISGA 
for a variety of scientific applications some 
limitations of SWFL have become apparent, 
particularly in the support of services that 
incorporate more sophisticated parallel 
processing. The original SWFL schema 
supports parallelism by permitting parallel 
control and data flow between activities, 
and has a parallel attribute to enable 
parallelism in processing a for loop. 
However, this definition is not sufficient for 
describing the complexities of services that 
communicate via message passing. In the 
original definition of a parallel for loop, 
there is no mechanism provided to allow 
message-passing between the parallel 
processes, which assumes that all the 
processes are running the same code but on 
different data with no communication 
between them. But in a more practical 
parallel model, special processes are needed 
for tasks such as broadcasting or merging 
data, and point-to-point communication 
between pairs of processes representing for 
loop iterations should be allowed. In the 
extended SWFL, a label is specified for 
each parallel process. Normally, the process 
is labeled by given a consecutive positive 
integer starting at “1”.  By specifying a 
label for each parallel process, a particular 
job can be assigned to a particular parallel 
process to support MIMD (Multiple-
Instruction Multiple-Data) parallelism, and 
a message-passing path can be specified. 
This extension enables SWFL to describe a 
variety of scientific applications requiring 
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passing.  
 
Another extension made to the SWFL is to 
allow user specify shared variables or data.  
This allows SWFL to support shared-
memory applications. A new element type 
called Variable  is added to Flowmodel in 
SWFL. A Variable element defines a 
variable by specifying its name, its data 
type, its initial value and its properties such 
as  shared/non-shared. Both shared and 
non-shared variables can be accessed by 
multiple distributed processes, but 
accessing a shared variable requires mutual 
exclusion to ensure that only one process 
can access it at a time.  
 
In order to adequately support SPMD 
(Single-Program Multiple-Data) parallelism, 
and allow a data structure to be distributed 
among processes that execute the same 
instructions on their parts of the data 
structure, an extension needs to be made in 
SWFL to specify if and how a data 
structure is to be distributed across the 
processes. The current data mapping 
mechanism in SWFL does not address the 
problem of mapping data structures to 
parallel processes. Hence, a further 
extension is needed to support this function.  
Mapping data structures to parallel 
processes can be implemented in two steps. 
In the first step, a source data structure is 
divided into a set of data sub-parts which 
are parts of the source data structure. Then, 
in the second step, each of the data sub-part 
is assigned to each processor to be 
processed (See Figure 3).  
 
    
The data sub-parts from the division of a 
source data structure are of the same data 
type. They may be all linear arrays of 
double or all matrices of int. The number of 
the sub-parts may not be fixed because the 
division of the source data structure is 
based on how many parallel processors are 
available. In the original SWFL 
specification, it is not possible to specify 
such a data mapping, because the original 
specification of a part element in a message 
allows only reference to an individual 
variable of a certain data type. It turns out 
that if there are n data sub-parts of the same 
type in a message, the part specification has 
to be repeated n times to complete the 
specification of the message. Also n has to 
be a certain number, but in many cases, 
because the number of the processors may 
change based on the size of the source data 
structure,  n could be a variable changing 
each time the application is executed. In the 
extended version of SWFL, the 
specification of a part element is extended 
to support the specification of a set of 
variables of the same data type. An optional 
“multiple” attribute is attached to the part 
element to specify whether it is a single 
data part or a set of data parts of the same 
kind. A “number” attribute is used to 
specify the number of the data parts 
specified in this single specification of the 
part element.  A variable can be assigned to 
the “number” attribute. 
 
To implement the first step in mapping a 
data structure to parallel processes, a more 
advanced data mapping schema is needed 
to support the data mapping from a part 
element of a single data structure to a part 
element of a multiple data structures.  In the 
extension, an optional attribute “type” is 
attached to the part mapping element in a 
SWFL data mapping specification. By 
specifying ‘type=”single-to-multiple”’, it 
distinguishes a single-to-multiple data 
decomposition mapping from a general 
single-to-single data mapping and a 
multiple-to-single data merging mapping. In 
the specification of a “single-to-multiple” 
data mapping, a “rule” element is used to 
specify how a single data structure to be 
divided in to multiple data structures.  An 
Data 
2 
1 
n 1   
2 n
Sub-Data 
Processes 
Figure 3:  Mapping a data structure to 
parallel processes. 
n-1 
n-1 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
400attribute named “method” allows the choice 
of one of four basic mapping methods: 
block, cyclic, block-cyclic and customized 
mappings. A block mapping partitions the 
source data structure (which is usually an 
array), into blocks of consecutive entries. A 
cyclic mapping assigns the first elements of 
the source data structure to the first target 
sub-data structure, the second element to 
the second, and so on in round-robin 
fashion. A block-cyclic mapping first 
partitions the source part into blocks of 
consecutive elements as in the block 
mapping, the blocks are then mapped to the 
target sub-parts in the same way that 
elements are mapped in the cyclic mapping. 
A “blocksize” element is used to specify the 
size of the blocks in both block and block-
cyclic mappings; and a “targetNum” 
element is presented to specify the number 
of target sub-parts in both cyclic and block-
cyclic mappings. A customized mapping is 
used for irregular data mappings. By 
specifying which specific range of the 
source data part maps to which specific 
target data sub-part, a customized mapping 
can be specified.   
 
The extended version of SWFL labels data 
sub-parts with consecutive positive integers 
starting at “1”. Because both data sub-parts 
and parallel processes are labelled in the 
same way, in assigning each of the data 
sub-parts to a particular parallel process, 
SWFL could, by default, map a data sub-
part to the process with the same label. This 
saves the effort of specifying the mappings 
explicitly.  However, SWFL must support a 
mechanism to specify a customized 
mapping of data sub-parts to processes to 
allow a specific process to handle a specific 
data part. This may be required by MIMD 
(Multiple-Instruction Multiple-Data) 
processing, in which the parallel processes 
execute different sets of instructions. In this 
case, each process is specified in a separate 
element called “process” with a different 
“label”, and has its own input and output 
message elements.  In the specification of 
the input message, the data sub-part that is 
assigned to the process can be specified by 
its part name and its label value.  
 
The last issue addressed here is the data 
merging support in SWFL. Data merging is 
required mostly in SPMD processing. 
Because all the parallel processes execute 
the same code, the output data of each 
process should have the data structure and 
data type, and these normally need to be 
merged back into one single data structure 
to be used by the following activities (see 
Figure 4).  One of the possibilities for data 
merging is data reduction in which all the 
data sub-parts are combined using a binary 
operation such as addition, multiplication, 
max, min, logical and, etc. Another 
possibility of the data merging is combining 
a data sub-parts into a larger data structure 
by allocating each element in the sub-parts 
to a specific location in the target data 
structure.  
      
 
 
Data merging is of type “multiple-to-single” 
in specifying its part data mapping. It can 
be as the inverse of the “single-to-multiple” 
data mapping. Data reduction mappings are 
also classified as “multiple-to-single” 
mappings.  So in addition to the mapping 
method choices: block, cyclic, block-cyclic 
and customized, the “multiple-to-single” 
data mapping supports a “reduction” data 
mapping. An “operation” element is used to 
specify the reduction operation. 
 
 
Implementation Issues 
 
As a consequence of the extensions to 
SWFL described above, changes have been 
made in the capabilities of JISGA. Two 
Data 
2
1
n 1  
2 n 
Sub-Data 
Processes
Figure 4:  Data merging 
n-1 
n-1 
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of scientific parallel applications.  One way 
is to make use of an existing MPI 
implementation, such as MPICH. An MPI 
service is used to accept jobs that require 
MPI parallel processing, create machine-
dependent MPI parallel code, compile it, 
and then run it in a particular MPI 
environment. The other mechanism uses the 
original parallel processing features 
provided in JISGA. In this scenario, a job is 
first partitioned recursively into sequential 
sub-jobs. These sub-jobs are placed into a 
FIFO queue. Job processors running on 
different machines then extract sub-jobs 
from the queue and process them in parallel 
by using the SWFL2Java tool to generate 
the Java harness code for the sub-job, 
which is then compiled and executed. To 
support MPI message passing, the 
processes created for each parallel sub-job 
have an identifying label attached to them 
that is used to identify the source and 
destination of any point-to-point messages.  
 
In the current implementation of JISGA, the 
ailable Job-processors 
2.  quired number of 
3.  r that has taken 
4.  ific “successful” 
 
s for the supporting of shared/non-shared 
s for data decomposition and data 
me applications have been chosen to run 
sub-jobs are treated the same way no matter 
whether they are general sub-jobs or 
identical sub-jobs which have the same 
sequence of instructions but processes 
different input data. Because each sub-job 
only represents an individual job, 
processing a SPMD parallel application will 
put a number of descriptions of identical 
sub-jobs into Sub-Job Queue. This is 
ineffective because it increases the network 
traffic by repeatedly writing the same 
document to JavaSpaces, and wastes the 
space used by JavaSpaces.  Also, no 
guarantee could be made to ensure the sub-
jobs of the same SPMD parallel block are 
executed synchronously. To overcome 
these limitations related to parallel 
processing, changes have been made to 
JISGA to allow multiple identical sub-jobs 
to be represented in a single sub-job 
description and submitted to the Sub-Job 
Queue.   To distinguish this kind of sub-job 
from ordinary sub-jobs, we called a sub-job 
representing a set of identical parallel sub-
jobs an “m-sub-job”. The Job Processor that 
takes an m-sub-job from the Sub-Job Queue 
to execute will play the role as the master 
process in the parallel processing for the m-
sub-job. It accomplishes the m-sub-job in 
the following steps.  
1.  It searches for av
by sending a query message and then 
wait for the replies.  
Once a minimal re
Job-processors are ready, it assigns sub-
jobs to those Job-Processors and keeps 
a record (saved in a HashMap) of 
which sub-job has been assigned to 
which Job-Processor. 
In each Job-Processo
one of the sub-jobs to execute, once the 
job has completed, its result will be 
send to JavaSpaces, and a “successful” 
message will be sent to the master 
process to inform it which sub-job has 
successfully finished. 
If in any case, a spec
message hasn’t been received in a 
specified time period, the master 
process will assume the processing of 
the specific sub-job failed, and then a 
new assignment will be made.   
A
data variables, only one copy of the shared 
data is allowed in JavaSpaces and only   
“take” and “write” operations are allowed 
on it. By strictly applying these rules, 
mutual exclusion is efficiently supported to 
ensure a shared data is only accessed by 
one process at a time.  
 
A
merging, a special sub-job is allocated to 
accomplish these tasks. It is treated in the 
same way as any other sub-job – it is placed 
into the Sub-Job queue and waits for the 
next available Job-Processor to execute it.  
  
So
in the JISGA environment to demonstrate 
the functionalities of JISGA. One of them is 
a mathematical application involving a 
large-scale numerical linear algebra 
computation. It solves a set of loosely 
coupled dense linear systems by using the 
Parallel Diagonal Dominant (PDD) 
algorithm, and the application is presented 
as one of the demonstrations in the Welsh 
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Abstract 
 
This paper describes research on the DAME Project into the use of Correlation Matrix Memories for imprecise 
pattern matching on large volumes of time series data using the Grid. This technology, named AURA has been 
developed over a period of 15 years at the University of York. In the DAME project, we have begun to apply 
AURA technology to the problem of searching aero-engine vibration data with the aim of finding partial matches 
to vibration anomalies and thus providing information that can be used to form an early prognosis / diagnosis of 
potential faults. Within the DAME project, the underlying AURA technology has been improved in terms of its 
speed and memory usage and adapted for use as a Grid service under Globus Toolkit 3. At the mid-point in the 
project (July 2003), research is ongoing into encoding techniques suited to fast processing of time series data. In 
the second half of the project, we intend to investigate the use of advanced data mining methods in combination 
with a distributed grid enabled implementation of AURA to support flexible and very high performance pattern 
matching over large amounts of data. 
 
1. INTRODUCTION 
The DAME Project 
The DAME (Distributed Aircraft Maintenance 
Environment) Project is a pilot project supported 
under the UK e-Science research programme in 
Grid technologies and funded by the Engineering 
and Physical Science Research Council (EPSRC) 
Grant Number GR/R67668/01. 
 
The DAME project involves four Universities: 
York, Oxford, Leeds and Sheffield and three 
commercial partners Rolls-Royce plc, Data Sys-
tems and Solutions LLC and Cybula Ltd. 
 
The DAME project is described in some detail in 
another paper in this conference: “Distributed 
Diagnostics on the GRID: DAME”, by Tom 
Jackson et al. The interested reader is directed to 
that paper for further information about DAME. 
In this paper, we focus on one of the key chal-
lenges presented by the DAME system: time se-
ries pattern matching. 
Pattern Matching 
Modern aero-engines operate in highly demand-
ing operational environments and do so with ex-
tremely high reliability. They are fitted with ex-
tensive sensing and monitoring systems, the aim 
of which is to enable detection of the earliest 
possible signs of deviation from normal operat-
ing behaviour. In this respect, Rolls-Royce has 
collaborated with Oxford University to develop 
an advanced on-wing monitoring system called 
QUOTE.  
 
QUOTE performs analysis on data derived from 
continuous monitoring of broadband engine vibra-
tion. The analysis is achieved through data fusion 
of the vibration data with instantaneous perform-
ance measurements. QUOTE is able to offer prog-
nosis via the identification of anomalies in the vi-
bration and performance data known to be pre-
cursors for certain types of fault – for example 
Foreign Object Damage. QUOTE is also able to 
identify novelties in the data that indicate behav-
iour that departs from normal, but cannot be identi-
fied as a precursor to any known fault. 
 
Where QUOTE continuously monitors data for a 
single engine, it is envisaged that the ground based 
DAME system will compare novel patterns from 
engine vibration and performance data to data 
stored for previous flights. By identifying similar 
patterns in the data and analysing maintenance 
information corresponding to those flights, the 
DAME system will provide Maintenance Analysts 
and Domain Experts with the information neces-
sary to correlate root causes and advise of appro-
priate remedial actions. 
 
As each engine produces of the order of 1 GByte 
of vibration data per flight, the DAME Pattern 
Matching problem is a very challenging one. Con-
sider that in a naïve implementation of such a 
search, the time series query data representing 
novel behaviour (100-1000 points) may need to be 
compared against every possible time offset 
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404(100,000 – 1,000,0000s) in the time series vibra-
tion data for every flight (1,000s) of every engine 
(10,000s). This amounts to a search requiring 
potentially 10
15 operations on Terabytes of data. 
 
Despite the dramatic size of the problem, there is 
a need to return matching results in a time frame 
that is acceptable to the maintenance operation. 
 
To address the pattern-matching problem the 
DAME project is exploring the use of AURA 
(Advanced Uncertain Reasoning Architecture) 
technology developed at the University of York 
[1] and commercialised by Cybula Ltd [5]. 
 
The next section of this paper gives an outline of 
the basic AURA technology and Correlation Ma-
trix memories. Section 3 describes improvements 
to the performance of the AURA search engine 
developed under the DAME project. Section 4 
outlines the Grid Service implementation of 
AURA-G under Globus Toolkit 3. Section 5 de-
scribes in detail the particular pattern matching 
problem posed in DAME, whilst section 6 out-
lines the encoding techniques used for time se-
ries pattern matching using AURA. Finally, sec-
tion 7 outlines some research topics for the sec-
ond half of the DAME project. 
 
2. OVERVIEW OF AURA 
 
AURA is designed to provide high performance 
pattern matching capabilities on uncertain and 
imprecise data. It achieves this by storing and 
searching binary patterns using a simple and ana-
lysable form of Neural Network, known as a 
Correlation Matrix Memory (CMM). This tech-
nique has been shown to be scalable to relatively 
large problems for example, text matching [2] 
and molecular databases [6]. 
 
Pattern matching using AURA requires two 
phases of operation, a storage or training phase 
and a search or recall phase. In the storage phase 
existing data, typically records from a file or da-
tabase are encoded into binary sequences and 
stored in a Correlation Matrix Memory. In the 
search phase, new data is encoded in the same 
way and applied as an input to the CMM. The 
output of the CMM is then thresholded, decoded 
and the records identified fed into a back-check 
process. 
 
Within an AURA based system, CMMs work as 
a high performance method of filtering out the 
vast majority of records that do not match the 
query. The matching records and a few false 
positives are retained and fed into the back-check 
process. The back-check performs conventional 
pattern matching operations to remove the false 
positives leaving just the records required. 
 
We now give a simple example of how data is 
stored and searched in a CMM. The example is 
based on the idea of using a CMM to find ana-
grams of a given query - a word or sequence of 
letters in this case. 
Encoding 
Each item of data needs to be encoded as a binary 
input pattern and a binary output pattern. Finding 
an effective encoding scheme is both problem-
specific and key to obtaining high performance. 
Developing a suitable encoding strategy is a fun-
damental step in implementing any AURA based 
system. Typical encoding strategies form simple 
binary patterns for each attribute of a record. These 
codes are then combined using either superposition 
(logical OR) or concatenation to form a binary 
pattern for the complete record. 
 
Returning to our example, to form an input pattern 
for each word, first we use a 26-bit long binary 
code for each letter. So ‘A’ is encoded as 
‘100000…’, ‘B’ as ‘0100000….’ ‘C’ as 
‘0010000…’ and so on. These codes are then su-
perimposed to form the input pattern for a given 
word. For example, ‘ACE’ is encoded as 
‘101010000…’. 
 
As well as an input pattern, an output pattern is 
also required for each item of data stored. The out-
put pattern is used during storage and also during 
search, where the output of the CMM is decoded 
into a set of output patterns that identify the match-
ing data items. 
 
In typical applications a simple orthogonal encod-
ing is used for output patterns. These codes have a 
single bit set, effectively associating a single col-
umn in the CMM with a single record. Such output 
patterns have the advantage of avoiding ghosting 
effects in the CMM as well as being trivial to de-
code. 
 
Returning again to our example, we can use an 
output pattern for each word that has a bit set in a 
position reflecting the position of the word in the 
dictionary. So the first word has an output pattern 
of ‘100000….’, the second ‘0100000…’ and so on. 
Storage 
Storing data in a CMM is achieved by setting bits 
in the matrix corresponding to the outer product of 
the input and output patterns, or using simple 
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405terms by setting bits in the cells given by the in-
tersection of the rows selected by the set bits in 
the input pattern and the columns selected by the 
set bits in the output pattern. 
 
  1    1 0 0  0 0 
Input  Pattern 0    0 0 0  0 0 
“ACE”  1    1 0 0  0 0 
  0    0 0 0  0 0 
  1    1 0 0  0 0 
            
      1 0 0  0 0 
     Output  Pattern 
 
Figure 1 
 
Figure 1 shows the word ‘ACE’ being stored in a 
CMM. Figure 2 below shows the state of the 
CMM after the words ‘BAD’, ‘CAB’, ‘CAD’ 
and ‘DAB’ have also been stored. 
Search 
To use a CMM to return matching data, we must 
first encode the query data using the same 
scheme that was used during storage. The input 
pattern for the query is applied to the input of the 
CMM, which evaluates the number of set bits 
that each column has in common with the input 
pattern. These column totals are then thresholded 
to generate a binary output pattern that can be 
decoded to obtain the matching records. 
 
  1   1 1  1 1 1 
Input  Pattern  0   0 1  1 0 1 
“CAE”  1   1 0  1 1 0 
  0   0 1  0 1 1 
  1   1 0  0 0 0 
           
Σ      3 1  2 2 1 
Threshold  (2)      1 0  1 1 0 
     Output  Pattern 
 
Figure 2 
 
Returning to our example, let us assume the 
query data is ‘CAE’.Figure 2 shows the CMM 
being evaluated for an input pattern of 
‘10101000…’ The column totals are 3,1,2,2 and 
1 for columns 0 to 4 respectively. 
 
To complete the search, the column totals are 
thresholded to produce an output pattern. In this 
case, we choose a threshold of 2 as we are inter-
ested in ‘partial’ as well as exact anagrams. This 
gives an output pattern of ‘10110…’ Given the 
simple orthogonal encoding scheme used to gen-
erate output patterns, this can be trivially de-
coded to the 1
st, 3
rd and 4
th words in the dictionary 
(‘ACE’, ‘CAB’ and ‘CAD’) all of which contain at 
least 2 of the letters in ‘CAE’. 
Interesting Properties of CMMs 
Although the encoding scheme used in our exam-
ple is very simple and not without drawbacks – for 
example how is ‘AAA’ encoded? It is hoped that it 
gives the reader a feel for how the basic technol-
ogy works. It also helps to illustrate two key p
erties of CMMs. 
rop-
. 
 
Firstly, using CMMs it is possible to perform par-
tial matches very efficiently. Suppose we had a 
CMM that encoded 20 different properties of a set 
of records in a database. A single CMM search 
could be used to identify all the records that 
matched 10 or more of the attributes of the query 
data. By comparison the number of separate que-
ries required using standard database techniques 
would be over 184,000 (all combinations of 10 out 
of 20). 
 
Secondly, the performance of a CMM based 
search can far exceed that of an equivalent sequen-
tial scan through the data. Take the simple ana-
gram example. Suppose we were looking for three 
letter anagrams, a simple sequential scan of all the 
three letter words against a query might reasonably 
take O(3N) operations were N is the number of 
three letter words in the dictionary. Using a CMM, 
we note that only 3 out of 26 rows are activated by 
the input pattern. (The input pattern is said to have 
a saturation of 3/26 = 0.12) The total amount of 
information that needs to be processed is reduced 
by a factor of 1/saturation – assuming that the data 
is spread reasonably evenly between the rows and 
the CMM is implemented effectively. For more 
complex applications, such as the Address Matcher 
[2] using a smart encoding scheme can bring the 
performance improvement resulting from very low 
saturation input patterns to 100 to 1000 fold. 
 
3. AURA PERFORMANCE 
 
To achieve the best possible performance, it is 
necessary that the internal data representations 
used in the CMM be implemented in a highly effi-
cient way. With this in mind, during 2002/03 the 
AURA software library was given a ‘from the 
ground up’ redesign starting with the specification 
of a new AURA Application Programming Inter-
face (API) developed in conjunction with the 
experienced AURA user base
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for different optimisation strategies using the old 
and new libraries. Overall, the new library shows a 
significant improvement in the memory required, 
typically needing only 35% of the memory re-
quired by the old library (9.8 Mbytes v. 
28.3Mbytes): Approximately a factor of three im-
provement. As an indicator of the efficiency of the 
compression achieved by the new library, the 
memory required to store the raw data in zipped 
form is 7.2 Mbytes. 
1.  To improve performance of the AURA 
library in terms of both memory usage 
and search times. 
2.  To make the library easier to use. 
3.  To engineer the library to commercial 
software standards. 
 
As a result, the AURA library now has a set of 
comprehensive user documentation, including a 
User Guide and Programmers Reference Manual. 
   
The new AURA library incorporates new fea-
tures designed to enhance performance. These 
include the use of a variety of internal 
representations for the binary data. An additional
optimisation phase, between storage and search 
chooses the best form of compression, for per-
formance or memory, given the data actually 
stored. In addition, the internal organization of 
data is designed to be cache-friendly and thus
retain high performance as the amount of dat
stored is i
Figure 4 shows the average search times in milli-
seconds to search a CMM of 500,000 addresses 
For typical searches of the postal address data, the 
new AURA library optimised for speed provides 
search performance approximately three times 
faster than the old library (3.0 v. 9.5ms). This im-
proved performance is thought to be due to the 
internal structures used in the new library making 
evaluation of search results far more ‘cache 
friendly’. 
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Benchmark performance tests have been carried 
out on the new library against the previous im-
plementation of AURA. These are reported in 
detail in a technical report [3]. 
 
Figure 3 shows the memory requirements in 
Mbytes of the new AURA library compared to 
the old library for 500,000 records of address 
data. 
AURA Library Performance  for 500,000 
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Figure 4 
 
Interestingly, optimising for minimum memory 
also results in improvements in search time over 
the un-optimised data. This is because the postal 
address data has a reasonable amount of coherence 
between columns. For this data, there are internal 
representations that are effective both as a means 
of reducing the memory required and the execution 
time of the search. 
 
 
Figure 3   
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4. AURA-G  5. PATTERN MATCHING IN DAME 
   
The new AURA library has been implemented in 
the grid paradigm using Globus Toolkit 3 OGSI 
grid services [7]. Currently the library along with 
any application specific code forms a two-tier 
architecture. 
Figure 5 shows a Z-mod plot, used to illustrate the 
raw broadband vibration data. The x-axis repre-
sents time, whilst the y-axis represents frequency. 
The intensity of the colour represents the ampli-
tude of vibration at that time and frequency. 
 
 
Tier one hosts a generic AURA service with the 
second tier containing application specific code.  
Clients interact directly with the second tier, al-
lowing application developers to abstract away 
from the pattern match domain. 
 
The generic AURA service is implemented as a 
transient service, using Java for the grid and 
search service APIs.  Where performance is key, 
the AURA library is embedded in the service as 
a native code.  The single user library has effec-
tively been converted to a multi-user service that 
is capable of handling many users working with 
single or many CMMs. 
 
A static DAME registry has been built that con-
tains the handles of AURA service factories 
along with any instantiations.  The second tier is 
then able to create as many search engines as 
required.  With this mechanism, a distributed 
search service can be provided. 
 
Figure 5 
 
The lines on the Z-mod plot represent the peaks of 
different harmonics related to the speed of various 
components within the engine. Each of these har-
monics can be extracted as a separate set of time 
series data, referred to as a tracked order. 
 
Currently only one application specific service 
exists in the second tier.  This service is respon-
sible for training and searching using the AURA 
service.  Data is provided to this service in an 
application specific way, and any results are re-
turned from the service in the same format.  In-
ternally this service knows how to convert data 
to the correct format to build a search, and how 
to interpret the search output.  At this time, the 
DAME application uses a single instance of the 
second tier service. 
 
Novel patterns in the tracked orders can indicate a 
pre-cursor to a potential fault. A key pattern-
matching problem for the DAME system is there-
fore to identify similar patterns to any novelties 
detected by QUOTE or flagged by a Domain Ex-
pert. Identifying similar patterns in the data is a 
key step on the way to correlating the root cause of 
the problem. 
 
In the future, the AURA architecture will move 
to three tiers.  This will move the AURA native 
code out of the AURA service and onto targeted 
hardware consisting of grid machines, Linux 
clusters and potentially redundant office PCs.  
The next iteration of the AURA library should 
make it possible to distribute single or many 
CMMs across multiple machines of heterogene-
ous platforms.  Splitting the architecture in this 
way, to split the interface from the processing 
will boost the overall AURA performance and 
provide a more responsive service. 
Time Series Subsequence Matching 
The pattern-matching problem in DAME is an ex-
ample of what is referred to as a ‘query by exam-
ple’ or ‘query by content’ time series subsequence-
matching problem. 
 
Assume we have a novel pattern of n data points – 
the query. Further let us assume that the database 
of existing time series contains m points (typically 
m is very large). In a simple approach referred to 
as sequential scan, we must compare the n points 
in the query against the sequences in the time se-
ries database for every possible time offset. This 
leads to a computational complexity of O(nm). For 
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ensure that sharp changes in the value of the signal 
can be tracked faithfully. Over-sampling results in 
the use of interpolation points and an increase in 
the size of the binary code. 
large databases, this can be infeasible. Methods 
are therefore required that reduce the amount of 
computation required to find close matches. This 
is a particularly active area of research. 
 
To obtain better performance on the vibration data, 
the DM code was extended to 3 states. Compared 
to a two state code, the three state DM code can 
follow the original signal in a more precise way 
without the need to go through a low-pass filter. A 
two state DM code tracks a steady state signal as 
alternate positive and negative codes. For a three 
state DM code, the maximum quantisation error is 
half the quantisation step. 
On the DAME project, we have taken the ap-
proach of first trying to solve the pattern-
matching problem in a simple way using conven-
tional techniques and a sequential scan. Further 
research effort will then be deployed investigat-
ing ways in which the performance gains possi-
ble using CMMs can be brought to bear to solve 
the subsequence-matching problem in a highly 
efficient way. 
   
The time series representing tracked orders in the 
vibration data were empirically found to require 7 
interpolation points using 3 state (2-bit) DM codes, 
with a further code added to adjust for drift. Hence 
each point in the time series data is represented by 
8 2-bit DM codes, 16-bits in all. 
In the next section, we describe the approach 
used to perform time series subsequence match-
ing using conventional techniques. 
Delta Modulation (DM) codes 
There are several standard signal-encoding tech-
niques appropriate for vibration time series data. 
These are PCM – Pulse Code Modulation, 
DPCM – Differential Pulse Code Modulation 
and DM – Delta Modulation. PCM directly en-
codes the value of the signal while DPCM and 
DM encode the differential w.r.t. time. 
 
To detect similarity between two sub-sequences, a 
correlation measure was used based upon the co-
variance of the sequences. (Co-variance is a meas-
ure of the tendency of the sequences to vary in the 
same direction). This measure differs from the 
standard Euclidean Distance similarity measure in 
that it finds patterns to be similar in the presence 
of differences in amplitude. 
 
DM is a widely used technique in communica-
tion. It is a special case of DPCM where there 
are only two quantisation levels. A start value 
 is set before encoding, a predictor, usually a 
feedback Digital to Analogue Convertor gener-
ates an estimation signal   and the difference 
between the current input signal  and  , 
, is encoded. After a short start in-
terval, the differential code will trace the input 
signal with an error that is less than the quantisa-
tion step. The differential code   is given by: 
0 v
i e
i z
i x
i c
i z
i i z x − =
 
The correlation between the query and a given off-
set in a stored time series is found using the fol-
lowing pseudo-code: 
 
For each offset in the time series { 
  For each byte in the query { 
Form a 16-bit index from the byte 
of the query and the correspond-
ing byte of the time series 
Look up the correlation value in 
a 64K table of correlation values 
Increment the similarity score 
for this offset based on the 
value found 
), ( i i i z x ADC c − =    } 
} 
Where   represents the action of the 
Analogue to Digital Conversion,  is the estima-
tion of input signal  . Let   be the quantisa-
tion step,   is given by 
() ADC
i z
i z
i x ∆
 
Where the number of data points in the stored time 
series is m and the number of data points in the 
query is n, this method requires effectively O(2nm) 
operations. 
 
                     ∑
−
=
∆ + =
1
0
0
i
j
j i c v z
Figures 6 and 7 show a query pattern and a candi-
date match found via 3 state DM coding and a se-
quential scan of the data. 
   
The code   only needs two states, one for posi-
tive   and one for negative  . 
i c
i e i e
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Figure 6 
 
 
Figure 7 
 
We note that using a simple DPCM coding sup-
porting the –8 to +8 values that the 8 DM codes 
for each data point can take would require 8-bits 
per data point rather than 16, reducing the overall 
computation to O(nm) operations 
 
The efficiency of the simple sequential scan can 
be further improved as noted in [4] by short cut-
ting computation of the distance measure for 
each offset once the value reaches that of the 
smallest distance seen so far, or in the case that 
the K-nearest patterns are required, the K-th best 
value seen so far. This can reasonably be ex-
pected to improve the performance of the se-
quential scan by a factor of 3 to 5[4]. 
 
6. AURA TIME SERIES MATCHING 
 
Following on from the work on DM and DPCM 
codes, a very simple time series pattern matching 
application has been developed using AURA-G. 
 
The encoding scheme employed takes the DPCM 
value (-8 to +8) for each data point and trans-
forms this into a single set bit in a binary code of 
17-bits, where ‘10000…’ corresponds to –8, 
‘010000…’ to –7 and so on. 
 
To form a binary pattern for sequences of data 
points, the 17-bit codes are concatenated. Thus 
for a subsequence of 100 data points, we have a 
binary code of 1700 bits which contains 100 set 
bits. 
 
Initially, a simple scheme was used to create the 
CMM, with each column representing one of the 
m possible offsets within the time series, and 
holding values for the n data point sub-sequence 
starting at that offset. Although this approach 
provides a simple mapping of the problem, it is 
infeasible in practice due to the large memory us-
age O(nm) a factor of n more than the original time 
series. 
 
This problem was overcome via a data folding 
technique. Here, the data for each stored time se-
ries is divided  into contiguous segments of length 
n. These segments are encoded and stored as the 
columns of a CMM. Thus there are now only m/n 
columns by n data points, which have an equiva-
lent memory requirement to the original time se-
ries. The data folded CMM does however require n 
searches to generate scores for all possible offsets 
and thus complete the matching operations. Pro-
vided that each row in the CMM still contains a 
reasonable number of set bits, then each search is 
proportionately faster, making the data folded 
CMM as fast as the naïve implementation whilst 
requiring a fraction of the memory. 
Distance Measures 
Using the simple encoding scheme described 
above, it was not simply sufficient to apply the 
code for a query to the CMM and see which off-
sets are returned as potential matches. This would 
be a very odd similarity measure returning sub-
sequences that have a small number of precisely 
matching data points but vary widely in their over-
all shape. 
 
Instead a CMM based implementation of a suitable 
similarity measure such as Euclidean Distance or 
co-variance is required. Such measures can be cal-
culated by applying a weighted kernel to the 
CMM. 
 
For example, assume that we have a possible range 
of values 1-5 and wish to calculate a Euclidean 
Distance measure. The maximum distance is 4, 
whilst the minimum distance is zero. As CMM 
thresholding returns higher values as matches, we 
can use kernel weightings of 16 – d
2, where d is 
the distance between each possible value (1-5) and 
the data for the query (4). 
 
Figure 8 illustrates the kernel used for rows 0 to 4 
(representing integer values 1-5) and a query value 
of 4. The first column in the diagram (all 1s) indi-
cates that all the rows in the CMM are activated. 
The second column gives the row weights used in 
the kernel. 
Given weights on the input pattern, the CMM 
evaluates the active rows (0-4) by adding the row 
weight to the column total whenever there is a set 
bit in the column. 
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Input 
Pattern 
1 12    0  1 0 0 0 
  1 15    0  0 1 0 0 
Data = 4  1 16    0  0 0 1 0 
  1 15    0  0 0 0 1 
            
Σ       7  12 15 16 15 
Thresh-
old (15) 
      0  0 1 1 1 
       Output  Pattern 
 
 
 
 
 
Figure 8 
 
To obtain matches within a given distance a suit-
able threshold has to be used. In the case of our 
simple example, a threshold of 15 returns all 
matches within a distance of 1.  
 
Using a distance measure based on co-variance 
and suitable kernels it has been possible to build 
a simple demonstrator showing that time series 
sub-sequence matching can be achieved using 
AURA technology. 
 
 
 
Figure 9 
 
Figure 9 shows a screen shot of the graphical 
tool used to demonstrate this pattern-matching 
capability in DAME. The screen shot shows the 
query pattern, highlighted in blue. The search 
returns a set of candidate matches ordered by 
their degree of similarity to the query. These can 
be individually selected and displayed. 
 
7. RESEARCH DIRECTION 
 
Our initial work on time series pattern matching 
provided a simple proof of concept for the 
DAME mid-term demonstrator. It has also 
served as a catalyst highlighting the need for fur-
ther research into high performance time series 
pattern matching using AURA.  
 
Key areas to investigate are: 
1.  Similarity measures and their relevance to the 
pattern-matching problem in DAME. For ex-
ample, similarity measure that enable patterns 
to be matched in the presence of noise, out-
liers and scaling in amplitude and time. 
2.  Combining dimensionality reduction tech-
niques with CMM based evaluation for high 
performance indexing of time series data. 
3.  The approximation of similarity measures us-
ing smart encoding techniques and kernels 
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Abstract 
 
Biomolecular simulations provide data on the conformational dynamics and energetics of 
complex biomolecular systems. We aim to exploit the e-science infrastructure developing in the 
UK to enable large scale analysis of the results of such simulations. In particular, the 
BioSimGrid project (www.biosimgrid.org) will provide a generic database for comparative 
analysis of simulations of biomolecules of biological and pharmaceutical interest. In order to 
address the challenges of distributed computing on large amounts of simulation data the project 
is building an open software framework system based on OGSA (Open Grid Service 
Architecture) and OGSA-DAI (Open Grid Service Architecture Database Access and 
Integration). The system will have a service-oriented computing model using Grid-based Web 
service technology to deliver data analysis. Data mining services will be provided for the 
biomolecular simulation and structural biology communities. To address the security problem 
of the heterogeneous BioSimGrid environment, a Grid certificate-based and a user/pass based 
authentication mechanism will be integrated across the system. Furthermore, a distributed 
authorization and accounting mechanism is discussed to enhance the security. 
 
1. Introduction 
 
Biomolecular simulations enable us to explore the conformational dynamics of complex 
molecules such as proteins and nucleic acids. However, at present there are considerable 
problems in comparing the results of multiple simulations, and in integrating simulation results 
with other (experimentally-derived) sources of data. This problem will become more pressing if 
simulation studies are to match up to post-genomic approaches such as high throughput protein 
crystallography. 
As protein structure determination becomes more automated, and as advances are made 
in structural bioinformatics [1] and computational biology, it will become increasingly 
important that biomolecular simulations do not exist as a standalone physicochemical analysis 
of single systems, but rather that they become embedded in a matrix of computational an 
experimental studies of proteins (see Fig. 1). Furthermore, it will be essential to provide data 
retrieval and analysis tools that are accessible to a wide community of structural and cell 
biologists, not jut to simulation specialists. It is in this context that the BioSimGRID project is 
being developed. The overall aim of this project is to exploit the developing e-science 
infrastructure in the UK to enable large scale analysis of the results of biomolecular 
simulations. In particular the project will provide generic procedures for comparative analysis 
of simulations of complex biological macromolecules and systems. We also wish to integrate 
simulation data with those emerging from post-genomic approaches to structural biology. 
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overview of biological simulation and 
molecular dynamics. This is followed 
by a description of the BioSimGRID 
database, of the overall software 
architecture of the project, and of the 
database distribution. Application 
development is described using an 
example work flow. We conclude 
with some details of security 
implementation in the project, and a 
brief discussion of future directions. 
 
Figure 1: BioSimGRID in the context 
of structural bioinformatics and 
computational biology. 
 
 
2. Biological Simulation and Molecular Dynamics 
 
Molecular simulations with atom-level resolution, first performed more than 25 years 
ago, have now entered the mainstream of biological research [2]. In particular, the molecular 
dynamics (MD) method, which solves the Newtonian equations of motion for a atoms 
interacting via an empirical classical forcefield, has become a staple for investigating the 
nanosecond to microsecond dynamics of a wide range of biopolymers, including DNA, proteins 
and membranes. 
MD has benefited considerably from improvements in computer technology. As 
computers become faster, biologists have become able to explore larger molecules for longer 
timescales. Furthermore, the advent of cheap commodity cluster (‘Beowulf’) computing has 
had a significant impact on the numbers of research groups undertaking biomolecular 
simulation studies being undertaken. Currently, a typical simulation may have a system size of 
~100,000 particles (atoms), and a nanosecond timescale simulation may requires ~1,000,000 
timesteps (i.e. iterations of integrating the equations of motion). Such a simulation would take a 
few weeks on between ~8 and ~64 processors (depending upon the efficiency of the simulation 
code and protocols employed) and could generate gigabytes of data for subsequent analysis and 
visualisation. 
The status quo for the archiving of these data is far from optimal. Typically, data is 
archived in an ad hoc fashion at the level of individual laboratories. Furthermore, the reporting 
of the simulation metadata is by traditional journal article publishing, and can be prone to 
omission of technical details in the interests of brevity. Consequently, even medium-scale 
comparisons between multiple simulations are not possible unless the simulations are 
performed within a single research group. This excludes simulation results from the domain of 
structural bioinformatics, and from biology in general, where new information is derived by 
comparisons between the results of individual research endeavours. The BioSimGrid project [3] 
aims to provide a possible solution to this difficulty by providing a framework to enable and 
facilitate comparisons of biomolecular simulations. 
As a case study of the information that can arise from comparisons between simulations, 
we will take an example of a family of simulations that have been performed in one laboratory, 
thus enabling comparisons to be made using current technologies. Glutamate receptors (GluRs) 
are the major excitatory neurotransmitter receptors in mammalian brains. Structural biology 
studies have revealed that the neurotransmitter-binding domains of mammalian glutamate 
receptors share a common fold with a bacterial GluR [4, 5] and with bacterial periplasmic 
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GluR0 (Arinaminpathy, Sansom and Biggin, unpublished results) and of a bacterial periplasmic 
binding protein [7] have revealed that these functionally disparate proteins also share a 
common pattern of change in dynamics upon neurotransmitter/ligand binding. The extension of 
this comparative approach to further members of the periplasmic binding protein family will 
reveal to what extent conformational dynamics are conserved across a family of proteins with a 
similar protein fold. However, generalising this approach across multiple protein folds would 
be somewhat challenging without a simulation database and interrogation tools. 
 
3. A Bimolecular Simulation Database 
 
In an ideal world all simulation data would be available to all interested parties. 
However, at present simulation data reside in the ‘home’ laboratory and are not accessible to 
other research groups. Indeed, even within the home laboratory, pressures on disk storage in the 
past have been such that once initial analysis is complete and papers have been published, data 
are archived to tape and sometimes lost.  
One solution would be to deposit all simulation results in a centralised database such as 
the RCSB Protein Data Bank [8, 9]. However, in reality the amounts of data are such that a 
centralised database and rapid access are problematic. Thus, even though the cost of data 
storage continues to fall, managing this volume of data centrally is non-trivial. Furthermore, 
there are the problems of physically maintaining and curating a centralised database. However, 
using the Grid technologies [10, 11] we have an opportunity to draw together distributed 
collections of simulation data in disparate formats, whilst maintaining a centrally accessible 
meta-database. 
The BioSimGRID project will establish a formal database for biomolecular simulations 
within the UK, increasing collaboration via a distributed computing environment. There are 
three levels of data existing in the database (see Fig. 2): 
•  Raw data: generated by biomolecular simulations;  
•  1
st level metadata: describing the generic properties of raw simulation data, such as data 
location, simulator configuration, etc; 
•  2
nd level metadata: describing the results of generic analyses of simulation data. This 
will be produced by a suite of generic analysis tools and will provide simulation data ‘kite-
marks’. 
 
Figure 2: An overview of 
the BioSimGRID 
database 
 
Once all these data are in 
place, software tools will 
be developed for 
interrogation and data-
mining across the entire 
distributed database. In 
this way we will enable 
data-mining across all 
simulations in the database. This will also democratise simulation data by providing relevant 
metadata, including links to structural biology and genomics database entries, thus facilitating 
access to and understanding of biomolecular simulation results for non-specialists. 
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An overview of the BioSimGRID system architecture is given in Fig. 3. The project is 
building an open software framework system based on OGSI (Open Grid Services 
Infrastructure) and OGSA (Open Grid Service Architecture) [12, 13], the de facto standards in 
Grid computing. These standards are implemented in the middleware, namely Globus Toolkit 3 
(GT3) [14], which provides a community-based, open-architecture, open-source set of services 
and software libraries enabling applications to handle distributed and heterogeneous computing 
resources as a single virtual machine through Grid/Web services.  
 
Figure 3: System architecture 
 
The framework system of 
BioSimGRID has a service-
oriented multi-tier computing 
model. The system architecture 
currently consists of the 
following components. 
 
GUI: An HTTP(S)-based web 
client provides user interaction 
with the system. The client can 
be either a standard web 
browser or web-based application. The use of the web interface eliminates development and 
maintenance of client software. The user can interact with the BioSimGrid from anywhere and 
with “anything” (laptop, PDA, etc.). 
Service: This tier is dedicated to deliver data analysis and data mining services to the 
biomolecular simulation and structural biology communities through Grid-based Web services. 
There are also supporting services such as monitoring, transaction, and distributed query 
services. The protocols used here are XML/SOAP. 
Grid Middleware: This tier contains the central element of the Grid middleware GT3 Core, 
which provides the core services and capabilities required to construct a computational grid. On 
top of the GT3 Core, there is a set of components that implement basic services, such as 
security, resource, management, database access and communications. 
Database/Data: Data and database resources are distributed across collaborating sites. The Grid 
middleware enables the access of these resources transparently in a format of virtual machine. 
Within the multi-tier system architecture, the associated applications can be developed 
independently as distributed services and integrated into the system as well as using off-the-
shelf middleware components. This also improves the system scalability and flexibility. 
 
 
5. Database Distribution 
 
To address the challenges of distributed computing on large amounts of simulation data 
(we estimate an initial size of >2 TB storage for ~1000 trajectories), the project uses a leading 
commercial database, namely IBM DB2 Universal Database Enterprise Server [15]. A 
prototype database system has been implemented in a distributed environment in two 
universities (Oxford and Southampton). This will be rolled out to a further four collaborating 
universities (Birkbeck College, London; Birmingham; Nottingham; and York) in the UK within 
the next 12 months. In the longer term, a number of possible data curation solutions will be 
investigated in order to maintain large amounts of distributed simulation data for extended 
periods of time (e.g. decades). 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
415We intend that the future database distribution will be based on OGSA-DAI (Open Grid 
Service Architecture Database Access and Integration) [16] technology. This project is co-
developed by UK e-Science centres (Edinburgh, Manchester and Newcastle) and industrial 
partners (IBM, Oracle and Microsoft). OGSA-DAI defines open standards and open source 
based uniform service interfaces for accessing heterogeneous database/data resources within 
OGSA using OGSI. Through the OGSA-DAI interfaces distributed and heterogeneous data 
resources can be accessed and controlled as though they were a single logical resource. The 
concept of OGSA-DAI is based on delivering database as Grid/Web services using standard 
services, i.e. OGSA-DAI = DBMS + XML + Distributed SQL. By using OGSA-DAI, 
BioSimGRID applications will deliver services based on distributed queries with minimal 
programming efforts. The security, transaction management, distributed database access and 
job management are integrated internally into the BioSimGRID applications. Furthermore, 
heterogonous databases (DB2, Oracle9i [17], etc.) can be used in the project without the need 
for any changes to the application code. 
 
6. Application Development and Example Work Flow 
 
Prototype V1.0 of BioSimGRID has two types of GUI clients: a web portal client and an 
application client. These will provide software tools for interrogation and data-mining across 
the entire distributed database, and a set of generic analysis tools for biomolecular simulations. 
The object of applications is to be able to perform different analysis techniques across a range 
of different biosimulation trajectories. Many of the individual analysis techniques are already 
commonly in use. We will enable analyses to be performed on many trajectories with ease and 
with confidence that the analysis applied to each trajectory is the same. 
 
Figure 4: An example of a simple BioSimGRID work flow 
 
Fig. 4 is an example of a work-flow for the current 
implementation of BioSimGRID applications. The client uses a 
web-based front-end to login to the system. Once the client 
passes the authentication and authorisation, (s)he can browse the 
available trajectories in the BioSimGRID database by selecting 
from a list of metadata option on a web form. After the input 
from the user selection, a set of variables, which we call the 
database query handler (this consists of a trajectory id, frame 
selections and an analysis choice) is sent back from the client to 
the web server. The web server passes on this handler to the 
application server to start up an analysis. After the analysis is 
complete, the simulation results are displayed on the browser. If 
the user is satisfied with the analysis results, (s)he can choose to 
download selected simulation data which are sent to the client 
site for visualisation. This will automatically invoke VMD (Visual Molecular Dynamics) [18, 
19] to play the simulation. The user can also choose to discard the analysis and select different 
trajectories. 
The current implementation of the prototype tools is based on Python [20] – a powerful 
object orientated language which is becoming popular within the biosimulation community. 
There is also a popular biosimulation library called MMTK (Molecular Modelling Toolkit) [21, 
22] which is written in Python and which can provide many complex functions. The prototype 
tools we have incorporated include surface and volume, internal angle, and RMSD calculations 
of protein molecules using the MMTK Library. In addition to MMTK-based tools we have also 
written our own analysis tools, including molecular visualisation methods, and geometrical 
calculations. Molecular visualisation is performed with VMD, a standard package widely used 
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animations of molecules. As data analysis is fundamental to this project we have included 
facilities for viewing numerical data. As well as producing PNG format representations of 
graphs we will enable use of Grace [23] to facilitate customisation of data analysis results. Both 
data and image files may be downloaded to the client’s machine. 
Our future plans include enabling acceptance of user-contributed analyses, thus aiding 
the continuous development of the toolkit. We also intend to enable deposition of BioSimGRID 
calculated results into the database for future reference. 
 
7. Security Implementation 
 
The security implementation of the system will be based on three core components: 
Authentication, Authorisation and Accounting. 
 
7.1 Authentication 
To guarantee high security and easy accessibility to the heterogeneous BioSimGrid 
environment, two levels of authentication infrastructures have been implemented in the system. 
The first level is based on a digital certificate. A Grid certificate-based authentication 
mechanism (OpenCA) has been integrated across the system. This is based on PKI (Public Key 
Infrastructure) and X.509 digital certificate [24] technology. When a user wants to access 
specific BioSimGrid services, the subject of his/her X.509 personal digital certificate is verified 
against the one stored in the corresponding database and only if the security check is successful 
can the user have the access to the services. 
 
Figure 5: digital 
certificate based 
authentication 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The second security level is that of user/pass based authentication. This is designed for those 
who do not have digital certificates installed on their client machines. This level of 
authentication enables web access of the system via a public pc anywhere in the world. 
 
All the web accesses are based on Secure Socket Layer (SSL) via HTTPS. This means each 
packet is individually encrypted against the public key in the TCP/IP level. The authentication 
is currently based on user credential delegation implemented using MyProxy [25]. 
 
7.2 Authorisation  
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BioSimDB has an internal security database containing the necessary user account information. 
This component queries the security database to retrieve the user account information such as 
username, organisation, and access level. Once this information is confirmed, the user will have 
access his/her permitted area(s). 
 
7.3 Accounting 
All the transactions of the system are logged in the database. To maintain efficiency of 
the database, a distributed accounting mechanism will be developed as part of the system to 
enhance the security as well as to trace the system usage. User activities will be stored in the 
nearest account database of the system. To retrieve the accounting information of a particular 
user, an accounting component will be developed. This has to be based on distributed queries 
across the entire database. 
 
8. Summary and Future Developments 
 
The BioSimGRID project is still at an early stage of its development. In particular we need to 
refine the database schema (not discussed here), with particular attention to simulation 
metadata, and to develop methods for data deposition and for quality control of simulation data. 
This will enable us to run initial comparative analyses on complex simulations (e.g. of 
biological membranes) in order to evaluate the strengths and weaknesses of the current 
prototypes in real world applications. 
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Abstract 
We provide an overview of the DAME project, and a discussion of the progress made to date 
on the development of a distributed aeroengine diagnosis environment as a proof of concept 
demonstration for Grid computing.  We discuss the challenges faced by the DAME project in 
meeting the requirements of this complex, data intensive, diagnosis system that must be 
operated as a distributed ‘virtual organisation’. We describe the core diagnosis applications 
that have been implemented as Grid services, and explain how these services are being 
deployed within the overall diagnosis process.   We conclude with some remarks on our 
experiences in developing these Grid services under Globus Toolkit 3, and with an overview 
of the future development plans for the DAME demonstrator. 
 
1 INTRODUCTION 
The Distributed Aircraft Maintenance 
Environment (DAME) is a pilot project funded by 
the EPSRC e-Science programme. DAME is 
undertaken in partnership with Rolls-Royce plc 
who have provided the aeroengine data for the 
diagnostic system, Data Systems and Solutions, a 
company jointly owned by Rolls-Royce and 
SAIC, who are Rolls-Royce data systems 
providers and currently deliver commercial aero 
engine health monitoring services, and Cybula, a 
York University spin-off managing the data 
storage technology in the project.  The academic 
partners in the project are the Universities of 
York, Leeds, Sheffield and Oxford. 
The theme of the DAME project is the design and 
implementation of a fault diagnosis and prognosis 
system based on the Grid computing paradigm 
and the deployment of Grid services.  In 
particular, DAME focuses on developing an 
improved computer-based fault diagnosis and 
prognostic capability and integrating that 
capability with a predictive maintenance system 
in the context of aeroengine maintenance.  Here, 
we use the term “predictive maintenance” to 
mean that there is sufficient time interval between 
the detection of a behaviour that departs from 
normal (via a fault threshold) and the actual 
occurrence of a failure. The DAME system will 
deploy Grid services within this time window to 
develop a diagnosis of why an engine has 
deviated from normal behaviour, to provide  
 
prognosis (understanding what will happen) and 
to plan remedial actions that may be taken a safe 
and convenient point when the impact of 
maintenance is minimized.  We begin   
with an outline of the characteristics of the 
problem domain and illustrate the reasons why it 
is amenable to a Grid based solution. 
Fault diagnosis techniques are applicable across 
many diverse IT domains, for example, medicine, 
engineering, transport, and aerospace. However, 
regardless of the application domain, fault 
diagnosis and prognosis systems share a number 
of operating and design characteristics: 
 
•  These systems are data centric. 
Monitoring and analysis of sensor data 
and domain specific knowledge is 
critical to diagnostic process; 
•  They typically require complex 
interactions among multiple agents or 
stakeholders; 
•  They are often distributed; 
•  They need to provide supporting or 
qualifying evidence for the diagnosis or 
prognosis offered; 
•  They can be business critical, and 
typically have stringent dependability 
requirements. 
The emerging Grid computing paradigm [1] 
appears to offer an inherently practical framework 
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these requirements. 
2 THE DEMONSTRATION CONTEXT 
The context for the demonstrator being developed 
within the DAME project is an aeroengine 
diagnosis and prognosis problem. Modern aero-
engines operate in highly demanding operational 
environments and do so with extremely high 
reliability.   To achieve this, the engines combine 
advanced mechanical engineering systems with 
tightly coupled electronic control systems.  As 
one would expect, such critical systems are fitted 
with extensive sensing and monitoring 
capabilities for performance analysis.  To 
facilitate engine fleet management, engine sensor 
data are routinely analyzed using the COMPASS 
health monitoring application developed by 
Rolls-Royce and prognostic applications 
employed by Data Systems and Solutions.  The 
resulting commercial services are subscribed to 
by many commercial airlines.  
 
The basis of monitoring is to detect the earliest 
signs of deviation from normal operating 
behaviour.  COMPASS achieves this by 
comparing snap-shots of engine sensor data 
against ideal engine models.  The relatively small 
data sets may be transmitted in flight or 
downloaded once on the ground.  There is scope 
to increase the effectiveness of monitoring by 
looking at more data in greater detail. For this 
reason, Rolls-Royce has collaborated with Oxford 
University and has developed an advanced on-
wing monitoring system called QUOTE [2].   
QUOTE performs engine analysis on data derived 
from continuous monitoring of broadband engine 
vibration.  The analysis is achieved through data 
fusion of the vibration data with instantaneous 
performance measurements.  QUOTE does not 
store data from many flights or cross-reference 
data from the rest of the fleet.  However, a ground 
based system can maintain fleet wide databases of 
flight data and other maintenance related 
information and can use this additional data to 
perform various analyses.  This analysis will 
enable unknown anomalies to be correlated to 
root causes and appropriate remedial actions 
taken. 
 
The DAME project offers the prospect of 
combining the bandwidth rich QUOTE approach 
with the sophisticated time series, fleet-wide 
repositories available to COMPASS with the goal 
of an enhanced ability to anticipate maintenance 
requirements. 
 
Developing Grid-based diagnostic systems to 
facilitate the processing of data in a ground based 
system presents the DAME project with three 
principal challenges: 
•  The type of data captured by QUOTE 
involves real valued variables monitored 
over time. An example of this is shown 
in Figure 1. This plot is typical of the 
data stored on the ground and utilised to 
support the diagnostic process.  Each 
flight can produce up to 1 Gigabyte of 
data, which, if scaled to the fleet level, 
implies many Terabytes of data per fleet 
per year.  The storage of this data will 
require vast data repositories which will 
be distributed across many geographic 
and operational boundaries, but which 
must be accessible for health monitoring 
services; 
•  Advanced pattern matching and data 
mining methods must be developed to 
detect features and analyse the type of 
data produced by the engine. These 
methods must be able to operate on 
Terabytes of data and give a response 
time that meets operational demands; 
•  The diagnostic processes require 
collaboration among a number of diverse 
actors within the stakeholder 
organizations, who may need to deploy a 
range of different engineering and 
computational tools to analyse the 
problem.  Thus, any Grid-based solution 
must allow a Virtual Organisation (VO) 
to support the services, individuals and 
systems involved. 
 
In the following section we describe the core 
processing technologies being developed to 
address these challenges as well as discussing the 
implications on the Grid middleware required to 
support the system integration. 
3 DAME GRID SERVICES  
To support the DAME requirements the system 
must provide a range of diagnostic and prognostic 
services, and associated data and processing 
services. The environment is highly dynamic, and 
requires dependable and timely operation. The 
DAME project, now half way through its three-
year funding period, is building a proof of 
concept demonstrator to determine the 
effectiveness of Grid middleware to support this 
task.  
 
This proof of concept demonstrator is addressing 
several issues, including: 
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complex processing systems distributed 
across virtual organisations; 
•  Robustness of the Grid, including issues 
of security and availability; 
•  Performance of the Grid for large 
volume data management. 
The proof of concept demonstrator is based upon 
the idea of a diagnostic ‘workbench’ 
environment, hosted within a secure Grid portal.   
This workbench is virtual, in the sense that the 
diagnostic and data management services are 
distributed across the Grid (the demonstrator 
services are deployed across the White Rose 
Grid).  A functional view of the service 
architecture is provided in Figure 2. 
 
DAME has been an early adopter of the Globus 
Toolkit 3 (GT3) and the OGSI/OGSA Grid 
services model.   Hence, after some early 
development work deploying web services under 
GT2, the DAME applications have now been 
ported and deployed as Grid services, running 
under GT3, release alpha 3.0.  The primary 
motivation for making the early move to GT3 was 
the requirement for more rigour in the security 
mechanisms (DAME is working with 
commercially sensitive data). The early adoption 
of GT3 has caused some implementation 
problems, but these are discussed separately in a 
later section. 
 
Below we describe the core services that have 
currently been implemented and deployed. 
3.1  DAME Engine Data Service 
This consists of the QUOTE system, sensors and 
associated ground links.  The Engine Data 
Service controls the interactions between the on-
engine monitoring system (QUOTE), and the 
communications to a ground station, which 
establishes the link to Grid data repositories. 
Since aircraft land in many parts of the world, 
there will be many replications of this service, 
each of which will be transient in nature, only 
existing for long enough for the flight and 
monitoring data to be transferred from the aircraft 
to a ground station.  A simulated data download 
application has been built that permits the DAME 
project to simulate the real-time arrival of flight 
data and it being archived in the Grid based data 
repositories (hosted across the White Rose Grid, 
and at a remote node within Oxford University). 
The data repositories are currently implemented 
under MySQL, although in the long term DAME 
may move to Oracle database technology to 
improve integration with the commercial partners 
existing systems. 
3.2  Data Mining Service 
The Data Mining Service consists of the AURA 
pattern match system[3] which allows engine 
health monitor data to be searched for features.  
This service provides the capability to rapidly 
search the large, distributed engine data archives 
through the use of sophisticated pattern matching 
techniques.  The AURA system itself is available 
in both hardware or software implementations.   
DAME is currently using a software 
implementation, built upon the latest AURA 
software libraries, and for which a Grid service 
interface has been developed. The use of the 
software implementation of AURA allows the 
DAME project to explore the notion of 
distributed data mining, by permitting multiple 
instances of the AURA service to be deployed 
across the available Grid computing resource. 
 
The AURA methods provide search techniques 
for tera-scale datasets. In the DAME 
demonstrator context, the AURA system returns 
vibration data that best matches the anomaly 
conditions found on the engine.   If similar 
abnormal events are found in the data archive 
then any supporting information relating to these 
events, such as maintenance steps or remedial 
corrective action, can be recovered from the 
appropriate operations databases that are visible 
on the Grid.  These databases are made available 
to the Grid through OGSA-GS (and potentially 
through an OGSA-DAI implementation). As the 
AURA search may return thousands of potential 
data items, the use of distributed resources is vital 
to achieve a timely delivery of information. 
3.3  Engine Modelling Service 
The Engine Modelling Service, developed by 
Sheffield University, provides the ability to take 
parameters from flight data and run models of the 
engine. The aim is to infer the current state of the 
engine – in effect to perform model based data 
fusion.  This is intended to be an improvement on 
the engine modelling service currently employed 
in COMPASS. 
 
A performance model of a Rolls-Royce aero gas 
turbine engine has been ported into a Grid 
enabled application which allows the model to be 
run on Grid computing resource as a Grid 
Service. Based on GT3, this engine simulation 
Grid Service can be invoked simultaneously in 
different “Virtual Organisations” for different 
applications.  The deployed model has a number 
of other benefits: 
•  It will be used to assist the experienced 
maintenance engineers in the fault 
diagnosis process via on-line simulation; 
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performance simulation for different 
flight operational conditions and 
requirements, e.g. Idle, Take-off, Climb 
and Cruise; 
•  The Factory Service can generate a 
group of engine simulation instances for 
different client requirements 
•  Both Transport Level and Message 
Level Security are implemented to 
protect the secure sensitive engine model 
and user data. 
3.4 Case-Based-Reasoning  (CBR) 
Service 
DAME incorporates Case Based Reasoning tools 
for decision support in the diagnosis process.  The 
CBR system refines the knowledge base and 
captures the DAME fault diagnosis methods in a 
procedural way. One potential procedural 
application is to manage workflows associated 
with diagnostic operations.  A second application 
is to build and maintain the DAME knowledge 
base that correlates observed QUOTE engine 
anomalies with the results of root cause 
investigations by the various engine maintenance, 
repair and overhaul (MR&O) organizations (for 
example, from flight line maintenance technicians 
to engine overhaul contractors).  The learning 
achieved with CBR tools supports continuous 
improvement of the diagnosis and prognosis 
application. 
 
The CBR application has been developed by 
Sheffield University using an established 
commercial package, for which a Grid 
Service/JAVA interface has been developed.   
Aeroengine maintenance personnel are able to 
access the service via a secure Grid portal using a 
web browser on any computer connected to the 
Internet. The maintenance personnel have access 
to stores of accumulated maintenance history and 
operational data as well as large computing 
resources to support the fault analysis and the 
decision-making process.  A Service Factory 
supports the creation of multiple instances of the 
CBR service on the Grid, allowing many CBR 
processes to be executed in parallel from a single 
service access point.  The advantages are of this 
approach are: 
•  Allows search of an extensive casebase 
of historical maintenance incidents 
across a fleet of engines, as opposed to 
just the local available data; 
•  Secure environment in which to store 
sensitive data; 
•  High performance computing resources 
available to perform analysis  across 
large datasets;  
•  The ability to integrate performance 
modelling and simulation with fault and 
maintenance data for more accurate fault 
analysis; 
•  Easier to support and update the system. 
 
The future developments of the CBR services will 
incorporate workflow support.  It is intended to 
capture information that helps validate or refine 
the output from the diagnosis processes. This will 
partly be achieved through the capture of 
workflow steps used to resolve anomalous engine 
events.  This link to maintenance, repair, and 
overhaul stakeholders is essential for “closing the 
loop”, capturing lessons learned, and driving 
continuous improvement. 
3.5  Data Analysis Services 
In addition to the decision support services 
described above, the workbench provides detailed 
data analysis services that will be deployed by 
domain experts in tracing the root cause of 
anomalous events.  The current basis of the data 
analysis tools in DAME is a ground-based 
version of the QUOTE system.  This service, 
ported and hosted by the University of Leeds, 
allows fine-grained, interactive analysis of the 
vibration data, using diverse versions of the 
feature analysis algorithms developed for the 
QUOTE system.  The concept of a ground based 
data analysis system allows the option for feature 
detection algorithms that are more compute 
intensive to be run, or for Monte-Carlo type 
simulations to be carried out on fault data.  In 
addition to these Grid enabled analysis functions, 
the workbench environment also provides data 
visualisation tools for interactive assessment of 
the fault data.  These services provide domain 
experts with a deeper insight into the fault 
symptoms.  Through the use of collaborative 
working tools in the DAME portal, different 
actors involved in the diagnosis process can share 
in the results of the processing, permitting remote 
experts to participate concurrently in the fault 
analysis. 
 
4 RELATED RESEARCH ACTIVITIES 
In addition to development of the core diagnosis 
services described above, the DAME project is 
also exploring other important strategic issues 
relating to the commercial deployment of a Grid 
based system such as DAME.  Two of the most 
important of these are Quality of Service (QoS) 
and Security.   
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performance measurement as the basis for QoS 
predictions.  A local test-Grid has been built to 
support these activities.  QoS assessment is not 
simply an abstract theoretical issue for the DAME 
system, but is a fundamental requirement for 
underpinning commercial deployment of Grid 
services, where Service Level Agreements 
(SLAs) are likely to be a necessity.  This work is 
reported in detail elsewhere in these proceedings. 
 
Security is another vital deployment concern for 
the DAME system, which has stringent 
confidentiality issues associated with the data and 
processing being managed across the Grid.   
DAME therefore has a workgroup, led by the 
University of York, focussed on the issues of 
security analysis.  This group is working closely 
with the commercial partners to develop risk and 
threat models, and to characterise assets in the 
DAME system.  The studies are taking a broad 
remit, drawing from established software 
dependability techniques and seeking to establish 
a methodology for dependability analysis in 
distributed Grid systems. The longer-term 
objective is to identify the main threats and risks 
in deployed systems such as DAME, and to 
assess the efficacy of the OGSA/OGSI security 
models for managing these risks.  The results of 
these studies will be reported through the UK e-
Science Security Task Force working group. 
5 EXPERIENCES OF GT 3 
It is useful to highlight some of the experiences 
gained with the DAME project in implementing 
the core services under GT3.  The DAME project 
initially looked at GT3 with technology preview 
1, following the OGSA demo at GGF4, March 
2002.  Serious work with Grid services did not 
really commence until the release of preview 4, 
working through the alpha releases up to alpha 3. 
 
One of the initial frustrations and hindrances in 
working with the alpha releases was the lack of 
supporting documentation for the toolkit. Hence a 
considerable amount of time and energy was 
spent getting basic GT3 services up and running.   
 
The OGSI specs are relatively accessible and 
make Grid service technology seem reasonably 
straightforward.   However, this apparent 
simplicity did not follow through to service 
implementation.  The documentation that was 
provided was adequate for building simple 
services and getting security up and running.   
Once services were required that implemented 
interfaces other than the basic Grid Service 
interface, e.g. registries, factories and working 
with Service Date Elements, life got quite 
difficult.  Much time was spent taking apart 
example code, trawling through and being active 
on the Globus-developer news group, and a not 
too small amount of guess work.  The bulk of the 
development work required converting each web 
service to a Grid service (i.e. porting to the 
appropriate new CoG libraries in the toolkit) 
along with implementing registries and factories 
and the associated service infrastructure Having 
invested this effort in the learning process, the 
DAME developers are now, however, well placed 
to exploit the full scope of the OGSA/OGSI 
concepts. 
 
It is worth noting that one major implementation 
frustration has been the significant change in the 
specification for factories and registries between 
the GT3 alpha release to the beta and initial 
release. The changes in the ServiceGroup/ 
ServiceGroupEntry and the ServiceGroup/ 
Registration model are significant and require 
extensive reworking of the DAME services.  As a 
result, DAME has continued with the alpha 3 
release for the demonstrator produced for this All 
Hands Meeting. 
6 FUTURE PLANS AND DIRECTIONS 
The DAME system is developing technology at a 
number of levels. The base services consisting of 
AURA-G, QUOTE, CBR and data storage 
provide universal components that can be used in 
many other applications. In particular Cybula is 
committed to providing Grid-enabled versions of 
the AURA search engine for applications as 
diverse as biometrics to engineering.  Discussions 
have already commenced with the e-Diamond 
project to explore the use of AURA for data 
mining tasks in the domain of medical 
mammogram analysis. 
 
The composition of the core services into a 
Diagnostic / Prognostic Workbench or Portal is 
another development level. The portal deploys 
Grid middleware services for the management of 
workflows through the diagnostic process in the 
demonstrator domain.  Having developed and 
deployed the core diagnosis services there will 
now be increased focus on the workflow process 
itself. A basic workflow engine has already been 
incorporated into the DAME portal, which 
provides task brokerage and management of Grid 
security protocols (and in particular the handling 
of certificate proxies for authentication and 
validation of access to services).  Future work 
will require the inclusion of a more flexible 
workflow configuration tool within the portal 
environment.  DAME will be considering the 
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for software to address this requirement. 
 
At a more general level, DAME is concerned 
with the notion of proof of concept. That is, using 
the Globus tool kits and other emerging Grid 
service technologies to develop a demonstration 
system, which will provide input to requirements 
capture process for developing standards in areas 
such as data mining and core Grid services. 
 
Future directions also include more detailed 
investigations of the timeliness and dependability 
requirements of Grid based distributed diagnostic 
systems. The DAME demonstrator provides an 
excellent example of an advisory system that has 
soft real-time constraints: the value of the 
diagnosis/prognosis is dependent on the time at 
which it is delivered. A diagnosis/prognosis is of 
most value when there is time for the 
maintenance crew to perform further checks or 
minor maintenance without affecting the 
scheduled departure of the aircraft. Beyond this 
time, the prognosis is still of value as this work 
can be scheduled at a subsequent location. The 
DAME project will investigate the use of contract 
and anytime algorithms as well as appropriate 
process scheduling policies to ensure that 
diagnoses are delivered in time. In addition, a 
deployed DAME system requires high 
availability and reliability as well as 
communications that ensure data integrity and 
confidentiality. A fully deployed system also 
needs to scale to tens if not hundreds of thousands 
of aircraft. The DAME project will investigate 
how these requirements can be met with a Grid 
based system. 
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Figure 1. Typical engine vibration data captured by the QUOTE system. On the left is a plot 
of vibration against shaft speed. The graph shows a box where there is an anomaly, expanded 
on the right. The right plot shows one ‘tracked order’ and the same anomaly as indicated on 
the left. 
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Figure 2. Functional architecture and operation of the diagnostic scenario within the DAME 
demonstrator. 
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AstroGrid follows rigorous software engineering standards. The initial staff complement was
dominated by scientists and scientist−programmer hybrids, but nearly all the new recruits have been
professional developers from a commercial background. We have developed fairly strict development
procedures for UML design, version control, unit testing, and so on. Overall we follow a modified
version of the "Unified Process", being architecture driven, use−case centric, and iterative, with new
workplans each quarter. Part of the rigour is releasing completed software via a public web page at the
end of each quarterly cycle.
We have pioneered an open−project collaborative style mediated by new Web technologies. We run
AstroGrid News and AstroGrid Forum websites which are readable by anybody, and postable to by
registered users. We encourage a wide membership of the Forum well outside the project. It currently
has 115 members, including for example Ian Foster. For document development, including use cases,
UML designs, and schemas, we set up the AstroGrid Wiki. This uses the Twiki technology which
allows registered users to directly edit pages and create new ones. The Twiki was primarily meant for
internal project collaboration, but in fact is regularly perused by others, and we have set up "oversight
pages" which enable outsiders (especially PPARC committee members !) to track our progress. The
Twiki method has now been emulated by other VO projects and the IVOA, and has also stimulated
interest more widely across the e−science scene.
We are concentrating on the basic "engine room" work, and have constructed working versions of
many of the key components of our architecture − the Registry, the MySpace system, Job Control,
Message Queue, Data Access and the Portal − along with experimental grid services, and an example
of a heavy duty remote service − the Astronomical Catalogue Extractor (ACE), written together with
AVO. The key components still to start are AstroPass, user workflow, and registry harvesting, and
wrapping of a variety of tools. The existing software has been demonstrated in several public arenas,
but under controlled circumstances. The next key stage is releasing the software for experimentation
and feedback by a pool of beta testers. We have set up an AstroGrid Science Advisory Group
(AGSAG) composed of astronomers from outside the project. As well as meeting regularly and
providing advice, they will act as the pool of beta testers. This will start in October 2003.
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Abstract 
The GECEM project aims to use and develop Grid technology to enable large-scale and globally-
distributed scientific and engineering research. The focus of the project is collaborative numerical 
simulation and visualisation between the UK and Singapore from which experience will be gained in the 
use of Grid technology to support research in the context of an ‘extended enterprise’. In addition to these 
high-level objectives, the project also looks to develop Grid-enabled capability and products for use by the 
wider community. This paper reports on the current status of the GECEM project and discusses a prototype 
Grid integrating resources at the BAE Systems Advanced Technology Centre near Bristol, the Welsh e-
Science Centre (WeSC) in Cardiff, and the University of Wales, Swansea (UWS). This Grid is capable of 
taking a model geometry generated at BAE Systems, transferring it to UWS where it is meshed. The meshed 
geometry is then transferred to WeSC where it is used to solve a computational electromagnetics problem 
and visualised. 
 
Keywords: Computational electromagnetics, Grid, extended enterprise, mesh generation. 
 
 
1  Introduction 
Computational electromagnetics (CEM) 
is of increasing importance to the civil and 
defence sectors. It is central to important 
problems such as predicting the 
electromagnetic compatibility between 
complex electronic systems, and the 
response of systems to lightning strikes and 
electromagnetic pulses. These issues are of 
key concern in possible future platforms 
such as the More Electric Aircraft (MEA) 
and the All Electric Ship (AES). In the 
MEA, hydraulic-mechanical systems are 
replaced by electro-mechanical or electro-
hydrostatic systems allowing the engines to 
be used solely for thrust and electrical power 
rather than for maintaining hydraulic 
pressure. These concepts are influencing the 
design of the Airbus A380 super-jumbo. In 
the AES, the use of electronic systems has 
the prospect of improving operating 
efficiency and issues of in-life support. 
 
Large-scale CEM simulations are 
computationally intensive, and can involve 
access to resources that are intrinsically 
distributed. For example, in the case of an 
“extended enterprise” in which multiple 
partners from industry and academia are 
cooperating to design and build a complex 
system that requires CEM simulations, the 
geometry of a component may be created at 
one location, a mesh conforming to this 
geometry may be generated at a second 
location, and a CEM simulation based on the 
mesh may be performed at a third location. 
Finally, the output from the simulation may 
be analysed and visualised at one or more 
other locations. In such a situation, the 
partners in the extended enterprise are 
prepared to share data (the geometry, the 
mesh, the simulation output), but not the 
often proprietary software systems and the 
hardware that generate the data (the mesh 
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not feasible to place all the data, compute, 
and human resources in one geographical 
location. The Grid, therefore, is an excellent 
candidate for providing the infrastructure 
needed to support extended enterprises. It 
should be noted that “extended enterprise” 
has essentially the same meaning as “virtual 
organisation” [1]. 
  
This paper reports on the current status of 
the Grid-Enabled Computational 
Electromagnetics (GECEM) project and 
discusses a prototype Grid integrating 
resources at the BAE Systems Advanced 
Technology Centre near Bristol, the Welsh 
e-Science Centre (WeSC) in Cardiff, and the 
University of Wales, Swansea (UWS). This 
Grid is capable of taking a model geometry 
generated at BAE Systems, transferring it to 
UWS where it is meshed. The meshed 
geometry is then transferred to WeSC where 
it is used to solve a computational 
electromagnetics problem and visualised. 
The next step in this work will be to extend 
the Grid to the project partners at the 
Singapore Institute of High Performance 
Computing, and to incorporate collaborative 
visualisation. The grid under development 
by BAE SYSTEMS for aerospace 
engineering is described elsewhere in these 
proceedings [2]. 
 
Important aspects of the research include the 
deployment and use of Grid-based mesh 
generation and manipulation services, the 
secure remote execution of computational 
electromagnetic simulations on the various 
hardware resources available at the Grid 
nodes including that of the Singapore 
Institute of High Performance Computing, 
and collaborative visualisation and analysis 
of both meshes and the simulation results by 
geographically dispersed participants.  
 
A critical issue in GECEM, and in the use of 
the Grid in general, is the ability to make 
effective use of the distributed resources in 
the face of dynamically changing network 
bandwidth constraints. Hence there is a need 
to monitor Grid resources, including the 
network, and make scheduling decisions that 
ensure good service in terms of both 
performance and fault tolerance. 
 
Another issue that the GECEM project will 
be examining is how simulation codes can 
be migrated to remote computers and run in 
a secure way. The ultimate aim in this area 
is to ensure that code is protected against 
unauthorized access throughout migration 
and execution. Although cryptographic 
techniques exist for securely migrating code, 
there is currently no mechanism known for 
protecting a code from interference by 
privileged users on the remote machine. 
Achieving truly secure remote execution 
will probably require changes in computer 
architecture and/or chip design, and 
although this is beyond the scope of the 
GECEM project, techniques for mitigating 
risk within a trust model for the extended 
enterprise will be investigated. 
 
The rest of this paper is arranged as follows. 
Section 2 gives an overview of the current 
prototype GECEM Grid connecting BAE 
Systems Advanced Technology Centre near 
Bristol, Cardiff University, and the 
University of Wales Swansea. In Section 3, 
an overview of the GECEM project is given. 
Sections 4 and 5 described the mesh 
generation and CEM solver software, 
respectively. Approaches to collaborative 
visualization are considered in Section 6. 
Section 7 discusses the main features of a 
portal through which users access GECEM 
software and hardware resources. Finally, 
Section 8 summarises what has been 
achieved so far in the GECEM project, and 
outlines the main areas of future work.  
 
2  The GECEM Grid 
The grid used for the GECEM project 
combines resources located at the BAE 
Systems Advanced Technology Centre near 
Bristol, the Welsh e-Science Centre in 
Cardiff, and the University of Wales, 
Swansea. We eventually plan to add 
resources at the Singapore Institute of High 
Performance Computing. The grid currently 
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middleware to enable the resources at each 
site to be accessed in a secure and uniform 
manner. 
 
For the GECEM project we decided that 
resources should use and accept certificates 
signed by the UK e-Science Certificate 
Authority (CA). This allows interoperation 
with other UK grids, and relieves the 
GECEM project from the time-consuming 
task of running its own CA. It also 
simplifies the granting of access to other 
researchers within the UK, who may already 
have these credentials. 
 
The extent of a grid can be defined using 
several different criteria. One possibility is 
to define a grid’s boundaries based on a trust 
horizon, where a common set of credentials 
potentially accepted by each resource 
defines the extent of the grid. This follows 
from the simplicity of accepting a new user 
or resource from inside this horizon relative 
to accepting those from outside it. Using this 
criterion the use of the UK e-Science CA 
makes the GECEM grid appear to be the 
same as the UK e-Science Grid. 
 
A better definition of the extent of the 
GECEM Grid is the awareness horizon, 
created through the existence of a GIIS 
specifically for the GECEM project. The 
Globus GIIS (Grid Index Information 
Service) provides a central point at which 
users can discover the other services 
available in a Grid. Once a user has been 
granted access to the Grid, they simply need 
to be pointed to the GIIS in order to discover 
resources in the Grid. By limiting a GIIS to 
contain only GECEM resources, searches 
are simpler since there is no need for a set of 
additional attributes indicating which 
resources are “GECEM-enabled”. 
 
Using GT2, the addition of a new user to the 
GECEM Grid requires the creation of 
accounts on each resource and modification 
of the standard Globus access control file. 
At present, there is no means of applying to 
the VO for access to all resources. Instead, 
the user must apply to each site for access.  
 
We expect fairly quickly to move to an 
OGSA-based architecture, in which access 
to services can be enabled as a single 
operation with lower administrative 
overhead at each site. This will be possible 
since OGSA allows us to provide users with 
access to GECEM-specific services without 
creating individual user accounts as required 
by GT2. The flexibility of quickly 
modifying the middleware used by the 
project is one of the main benefits of 
creating a grid separate to the main UK e-
Science Grid. 
 
This is possible because a resource can 
provide services to multiple grids as long as 
the various specifications do not conflict. 
The resources at Cardiff University, for 
example, are available in both the GECEM 
and UK e-Science Grids, and the same 
machine hosts both the GECEM GIIS and 
the WeSC subtree of the UK e-Science GIIS 
without the grids being aware of each other. 
 
 
3  GECEM Project Overview 
The GECEM project will Grid-enable the 
essential aspects of industrially-relevant 
computational electromagnetics (CEM) 
using a service-oriented architecture based 
on emerging standards such as the Open 
Grid Services Architecture (OGSA). 
Services for mesh generation and 
processing, the migration of CEM codes to 
remote platforms, and collaborative 
visualisation and analysis form the basis of a 
globally distributed extended enterprise for 
which security and performance are key 
concerns. A typical mode of use would be 
the generation of a mesh using a meshing 
service at Swansea, the solution of a CEM 
problem on this mesh on a supercomputer in 
Singapore, and the collaborative 
visualisation of the results by participants at 
Cardiff University and BAE SYSTEMS in 
Bristol. 
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environment (PSE) provides the main 
interface through which these services are 
accessed. This builds on previous work at 
Cardiff and Swansea on PSEs for scientific 
and engineering applications [3, 4]. The PSE 
will support the composition of applications 
from service-based components, the 
execution and monitoring of such 
applications on remote resources, and the 
collaborative visualisation, exploration, and 
analysis of the application results. The PSE 
maintains and provides access to an archive 
of results. In addition, the PSE also provides 
an interface to meshing services and 
supports the collaborative visualisation of 
meshes. 
 
The meshing service will provide access to 
surface and volume mesh generators and a 
mesh generation toolbox for industrial 
problems to which partners can add their 
own tools. The toolbox will enable a user to 
build a mesh for general geometries. The 
meshing service will support the input of 
CAD data in the widely-used IGES format, 
as well as STEP and FLITE (the in-house 
format of BAE SYSTEMS) formats. Mesh 
analysis services will include validity checks 
and mesh quality statistics. Other features 
include a surface patch merger, a geometry 
builder, and facilities for geometry repair. 
The surface mesh generator will support 
triangulation and unstructured quadrilaterals, 
and the ability to mesh across boundaries 
and non-manifold geometries. The volume 
mesh generator will support tetrahedral, 
hexahedral, prismatic, and pyramidal 
meshes. Mesh optimisation and 
enhancement facilities will also be provided.  
 
The ability to execute a simulation on a 
remote resource is important in a number of 
industrial settings, for example, when a 
company does not have the necessary 
computing power in-house. In such cases the 
simulation code could be installed on the 
remote machine that then serves as an 
Application Service Provider (ASP). 
However, this may not always be the best 
model for remote execution. A company 
may not want to place a valuable or 
business-sensitive code on a third-party 
machine for an extended period of time 
because of the risk of unauthorised access. 
To minimise such risks a company may 
prefer to keep the code on their own 
machine and migrate it to the remote 
machine only when it is to be executed, after 
which it is deleted from the remote machine. 
This approach may also be appropriate when 
a code is in development and/or undergoing 
frequent changes. Services will be provided 
to support the secure migration, rmote 
execution, and deletion of the application, 
and the secure return of the application 
results to the user. The transfer of code and 
data between machines can be handled 
securely by encryption, however, once the 
code is decrypted on the remote machine it 
is vulnerable. Although it is impossible to 
provide complete security in such cases, the 
proposed research will investigate 
mechanisms for secure remote execution, 
perhaps building on the rexec system 
developed by Chun and Culler at the 
University of Berkeley [5]. 
 
The collaborative visualisation and 
interpretation of complex 3-D meshes and 
scalar and vectors fields will be another 
major area of the GECEM project. To make 
effective use of visual cues, such as 
perspective and occlusion, immersive 
platforms will be used extensively. The 
collaborating partners, in general, will be 
globally distributed, use a heterogeneous set 
of visualisation platforms and software 
environments, and be subject to dynamic 
bandwidth constraints. Visualisation of large 
scale scientific data sets using the Grid and a 
heterogeneous visualisation environments 
(ranging from hand-held devices, to 
workstations, to semi-immersive flat-panel 
displays, and to fully immersive CAVEs) is 
an important aspect of the GECEM project.  
 
 
4  Mesh Generation Service 
GECEM uses a mesh generation service 
based on previous work done at UWS into 
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adopted for parallel mesh generation is 
based upon a geometrical partitioning of the 
domain. The complete domain is divided 
into a set of smaller sub-domains and a mesh 
is generated independently in each sub-
domain. The combination of the sub-domain 
meshes produces the mesh for the complete 
domain. A manager / worker model is 
employed in which the initial work is 
performed by the manager, before 
distributing the mesh generation tasks to the 
workers. The entire procedure can be 
divided into four separate stages: 
 
1.  Starting from a surface 
triangulation, the domain is 
partitioned using a geometrical 
partitioning scheme into N sub-
domains. 
2.  The sub-domain boundaries are 
mapped into two dimensions and a 
2D advancing front generator is 
employed to mesh the mapped 
surfaces. The triangulations of the 
inter-domain boundaries are mapped 
back to three dimensions. 
3.  A dynamic load balancing scheme is 
employed to generate meshes in 
each sub-domain. This scheme uses 
the fact that the proposed strategy 
involves no communication between 
processors so that more than one 
domain may be allocated, in turn, to 
each available processor. The 
number of domains given to each 
processor depends on the workload 
required for each sub-domain. 
4.  The mesh is post-processed, by node 
smoothing on inter-domain 
boundaries, and the inter-domain 
communication table is constructed. 
 
The structure of the parallel grid generator is 
a single program multiple data (SPMD) 
model. Sub-domain boundary data has to be 
passed from the manager to worker 
processors and sub-domain meshes passed 
back to the manager. MPI is used as the 
message-passing library. 
 
In future work the manager process will be 
wrapped as a Web service. It will receive 
geometry data as input and return the 
corresponding computational mesh. 
 
 
5  CEM Solver Service 
Due to the compute-intensive nature of 
large-scale CEM simulations the CEM 
solver service used by GECEM is based on a 
parallel solver developed at UWS for 
electromagnetic scattering simulations. 
Solvers for other types of CEM problem will 
be added in the future. 
 
The simulation of electromagnetic scattering 
of realistic frequencies invariably requires 
the use of extremely large meshes. Figure 1 
shows how the typical mesh size varies with 
frequency when considering a simulation 
over a complete aircraft. Such simulations 
require the use of significant computational 
resources and, in this case, the use of 
parallel computers becomes essential.  
 
The solution algorithm employs an explicit 
finite element procedure for the solution of 
Maxwell’s curl equations in the time domain 
using unstructured tetrahedral meshes [7]. 
An absorbing perfectly-matched layer 
(PML) is added at the artificial far field 
boundary that is created by the truncation of 
the physical domain prior to the numerical 
solution. 
 
The computation of the radar cross-section 
(RCS) requires the evaluation of an integral 
over a closed surface enclosing the scatterer 
for each viewing angle. In the present 
implementation of the RCS solver, the 
surface is taken to be the surface of the 
scatterer and, consequently, only 
information on this surface is required. 
Furthermore, the computation of the RCS 
for one viewing angle is independent of the 
computation for any other viewing angle, so 
that the RCS computation can also be 
parallelised in the following manner: 
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recombine the surface mesh data 
into a global surface mesh. 
2.  Communicate the recombined 
global surface mesh to each 
processor. 
3.  The number of viewing angles 
required is then divided equally 
between the available processors. 
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Figure 1: Typical Mesh Sizes for CEM 
Computations 
 
 
 
6  Collaborative Visualisation 
GECEM will support the collaborative 
visualization of meshes and electromagnetic 
fields. The Resource-Aware Visualisation 
Environment (RAVE) project at WeSC [8] 
and the Visualisation in Parallel (ViPar) 
project at UWS [9] will provide input to the 
development of this service, as will also 
related projects elsewhere, such as gViz. 
The gViz project is extending IRIS Explorer 
and its collaborative tools to work in a Grid 
environment, and will develop a fully Grid-
enabled extension of IRIS Explorer, to allow 
an e-scientist to run Grid applications 
through the IRIS Explorer user interface 
[10].  
 
RAVE is a collaborative visualization 
environment that scales from immersive 
platforms, such as CAVEs and 
ImmersaDesks, to non-immersive PCs and 
workstations, and even to PDAs or any other 
network-enabled display. Because of the 
diverse capabilities of the display platforms 
the environment will be 'resource-aware' in 
the sense that the platform where the 
rendering is done and the graphical 
representation sent to a display client will be 
determined by factors such as the 
capabilities of the client and the network 
bandwidth.  
 
ViPar is a problem-solving environment that 
enables a user to perform unstructured grid 
generation in parallel, to execute 
computational fluid dynamics and CEM 
solvers on parallel platforms, and to perform 
the visualisation of grid data and solution in 
parallel. ViPar allows the user to visualise 
large geometry and mesh data sets and 
perform any necessary interaction tasks in 
order to define inputs to the other modules 
such as mesh sources and boundary 
conditions, and perform any mesh quality 
analysis and solution post-processing 
operations. In ViPar, mesh generation and 
CEM computations are done on a parallel 
computer, and the rendering is done on a 
client graphics workstation. The large 
volume data sets are stored and traversed on 
the parallel server with only the geometric 
primitives that are to be actually rendered 
being transmitted to the workstation. 
 
It is anticipated that two types of 
collaborative visualization will be support in 
GECEM. In the first, one participant will be 
designated as the leader and will be able to 
navigate the data by selecting the viewpoint, 
lighting conditions, and other related 
attributes. In this mode all participants will 
see the same scene as the leader, and will be 
able to interact via audio links. In the second 
approach each participant will be able to 
navigate the data independently. The idea 
here is that when a participant discovers 
something of interest, other participants can 
subscribe to that participants view. In effect, 
this forms a sub-group of participants with a 
leader, as in the first mode. 
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User access to all GECEM software and 
hardware resources will be via an 
application portal, or problem-solving 
environment. This portal will hide the 
complexity of the Grid system from the end-
user. The main functions of the GECEM 
portal are as follows: 
1.  To maintain an archive of GECEM-
compatible geometries generated by 
third-party software. 
2.  To maintain an archive of CEM 
simulation results and related 
metadata. 
3.  To provide an environment for 
graphically composing applications. 
Typically this will involve selecting 
geometry data that is passed to the 
mesh generator. The resulting mesh 
is then passed to a selected CEM 
solver and the output is stored in the 
archive of CEM simulation results 
for later analysis and visualization. 
4.  To provide access to a Grid 
execution environment to which 
GECEM applications can be 
submitted. This execution 
environment is responsible for 
scheduling the application and 
returning the results to the portal. 
5.  To support the collaborative 
analysis and visualization  of results 
stored in the CEM simulation 
archive. 
The GECEM portal is currently being 
designed, and it is intended to build on 
portlet aggregation techniques by making 
using of Apache JetSpeed. This is the 
approach recommended by the Grid 
Computing Environments Research Group 
of the GGF. 
 
 
8  Summary and Future Work 
The GECEM project is still in the early 
stages of development. However, a simple 
prototype of the GECEM Grid described in 
this paper has been implemented and 
demonstrated. This grid connects BAE 
SYSTEMS, WeSC, and UWS, and can be 
used to perform distributed CEM 
simulations in which geometry data resides 
at one site, and the mesh generation, CEM 
simulation, and visualization of output, are 
performed at other sites.  Currently these 
tasks, and the flow of data between them, 
are controlled by hand-written scripts, but 
the aim is to generate these scripts 
automatically within the GECEM portal, 
based on the graphical composition of CEM 
applications by users. 
 
Future work will focus on the following key 
areas: 
1.  Developing the GECEM Grid and 
incorporating resources at the Singapore 
Institute of High Performance 
Computing into it. The current GECEM 
Grid is based on GT2, however, we 
intend to move swiftly to a GT3-based 
grid. Key tasks in this migration will be 
representation of the mesh generator and 
CEM simulation solver(s) as OSGA-
compliant services that interact via some 
messaging service, such as 
NaradaBrokering [12]. This area also 
included secure remote execution and 
scheduling.  
2.  Developing the GECEM portal as 
outlined in Section 7. 
3.  Developing support for collaborative 
analysis and visualization. The initial 
effort here will go into post-simulation 
examination and navigation of the 
results, but the ability to interactively 
steer a simulation without interrupting 
its execution is also of interest. 
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Abstract 
UK particle physicists are responding to the challenges set by the turn-on of the Large Hadron Collider 
(LHC) in 2007 by developing a Computing Grid in the UK. Increasingly large amounts of Monte Carlo 
data are required in preparation for Physics and Computing Technical Design Reports and to assure 
readiness for the stream of real data. The running experiments in the US are already providing UK 
physicists with unprecedented amounts of data, which provides both an immediate demand for the level 
of computing available from a Grid and an excellent arena in which to prepare for the LHC. 
 
GridPP is a £17m, 3-year project with the goal of establishing a prototype Grid for the UK Particle 
Physics community in close collaboration with the European DataGrid and the LHC Computing Grid 
project at CERN. Now, at the mid-point of the project, the move "from Web to Grid" is well underway 
and a pervasive prototype Grid testbed has been established. The GridPP project is a complex synthesis of 
hardware infrastructure, middleware and application development, and grid deployment, all coordinated 
in an international context. Many hurdles remain in the areas of scalability, robustness, security, 
accessibility, and functionality before the prototype Grid is complete. A second three-year project, 
GridPP2, has been proposed to then develop the Grid from "prototype to production" in the run-up to the 
start of the LHC. 
Overview 
GridPP [1] may be described in terms of the seven high-level areas shown at the top of Figure-1. Each 
area has a number of component elements shown by the lower boxes in the figure. 
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. 1. 1 , . 2. 1 , . 3. 1 , . 4. 1 , . 5. 1 , . 6. 1 , . 7. 1 ,
 
. 1. 2 , . 2. 2 , . 3. 2 , . 4. 2 , . 5. 2 , . 6. 2 , . 7. 2 ,
  ,
. 1. 3 , . 2. 3 , . 3. 3 , . 4. 3 , . 5. 3 , . 6. 3 , . 7. 3 ,
 
. 1. 4 , . 2. 4 , . 3. 4 , . 4. 4 , . 5. 4 ,
 
. 1. 5 , . 2. 5 , . 3. 5 , . 4. 5 ,
 
Navigate down .
External link ,
. 2. 6 , . 3. 6 , . 4. 6 , Link to goals +
   ,
. 2.7 , . 3.7 ,
. 2. 8 , . 3. 8 ,
System
 
UK Grid Rollout
Data Challenges
Dissemination
Tier-1 Centre
Tier-A Centre
Applications
CERN DataGrid Applications
LCG Creation WP1
WP2
Resources Infrastructure
Presentation Deployment of
related areas GANGA/Gaudi
ATLAS/LHCb
resources
Participation in
of GridPP
Monitoring of
UK e-Science
Computing Fabric
Grid Technology
Tier-2 Centres
CMS
Monte Carlo 
WP3
WP4
LHCb
Standards
Open Source
Implementation
Grid Deployment
resources
Engagement
of UK groups
Attract new Particle Physics
UK Testbed
resources
WP6
WP7
WP5
SAM Framework
UKQCD
BaBar
Integration
Integration
Applications
QCD Application
Other
Data Analysis
CDF/D0
GridPP Goal
ATLAS
in the UK for the use of the Particle Physics community
To develop and deploy a large scale science Grid
5
Interoperability
International
WP8
67 1234
Worldwide
 
Figure-1: Project Areas and Elements
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
444The first four areas (CERN, DataGrid, 
Applications, and Infrastructure) represent areas 
in which GridPP invests significant resources. 
The latter three areas (Interoperability, 
Dissemination, and Resources) are management 
areas monitored at a high level to ensure the 
project evolves optimally in the national and 
international context. The pie chart in Figure-2 
shows the distribution of project resources. The 
Operations category accounts for Management 
and Travel costs. 
    Figure-2: Project Resource Distribution  
 
CERN/LCG 
GridPP funding was one of the major stimuli 
that started the LHC Computing Grid Project 
(LCG) at CERN, funding twenty-four three-year 
posts and £1.3m of hardware. The LCG 
project [2] is a Grid deployment project, 
organized internally in four areas: Applications, 
Fabric, Technology, and Deployment. The 
Applications area covers development of those 
parts of the LHC applications that are common 
across the experiments. Notable projects in this 
area are POOL (a common persistency 
framework); PI (a Physicist Interface project 
that encompasses the interfaces and tools by 
which the physicists will use the software); 
SEAL (providing the core libraries and 
services); SIMU (putting together a generic 
simulation framework and infrastructure); and 
SPI (Software Process and infrastructure project 
that will provide a common environment for 
physics software development). 
The LCG Fabric area is charged with 
prototyping the Tier-0/1 centre at CERN. 
Computing for the LHC follows a hierarchical 
model of Tier centres, starting with a Tier-0 
centre at CERN where data are reconstructed, 
complimented by a network of National Tier-1 
centres with substantial computing resources for 
selection, simulation and archiving of data, and 
then by more numerous Tier-2 centres that 
server as regional analysis centers. In practice, 
there will be a combined Tier-0/1 centre at 
CERN. The main issues for the LCG project 
fabric area are associated with scaling hardware 
and software management up to the level of 
thousands of servers and hundreds of Terabytes 
of disk. 
The LCG Grid Technology group determines 
the overall project requirements; tracks external 
technology and middleware developments; and 
makes recommendations. In particular, a strong 
relationship with the European DataGrid (EDG) 
project has been established and the first LCG 
release is largely based on EDG middleware. 
This first LCG release also contains elements of 
the Virtual Data Toolkit (VDT) from the US.  
6/May/2003
£3.8m
£5.67m
£3.67m
£2.08m
£1.78m
CERN
DataGrid
Infrastructure
Applications
Operations
The LCG Deployment group is responsible for 
deploying and operating the LHC computing 
environment. This includes system support, 
Grid Operations, and user support for a 
worldwide Grid. The LCG project will produce 
a series of deployments, the first based upon the 
EDG middleware and later ones likely to rely on 
the FP6 EGEE project. The timeline is 
illustrated in Figure-3. 
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    Figure-3: Deployment Time-Line 
In the future, GridPP expects to rely on the LCG 
releases to provide the Grid middleware in the 
UK. This policy ensures that the UK Grid is 
genuinely part of the global Grid infrastructure 
envisaged for the LHC and will enable UK 
physicists the most immediate and sophisticated 
access to LHC data. The current status is that 
the first LCG release (LCG-1) is being rolled 
out. The initial LCG Grid Operations Centre is 
at Rutherford Appleton Lab, which is also one 
of the initial set of ten sites worldwide 
deploying the release. 
European DataGrid 
The UK is one of 6 major partners (with an 
additional 15 associate partners) in the 
European DataGrid project [3] that started in 
January 2001 with the goal of developing and 
testing a globally distributed technological 
infrastructure in the form of a computing Grid. 
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on quality and successfully passed the 2
nd EU 
review in February. Currently, the EDG2.0 
release is in the final stages of integration and 
forms the basis of the LCG-1 release. One final 
release is planned before the project is 
completed in early 2004.  
The project is organized into a number of 
workpackages, of which eight (WP1-WP8) have 
relevance to High Energy Physics. The UK, 
though GridPP, currently provides the leader or 
deputy leader of five out of these eight 
workpackages and is active in all of them. 
In WP1 (Resource Management), effort in the 
UK is directed at installing and supporting 
resource brokers for the UK testbeds. There is 
also active work on defining quality assurance 
criteria and a link to work within the context of 
the core e-science programme on the making an 
OGSA-compliant resource broker. 
Provided by WP2 (Data Management), the 
Replica Manager in EDG2.0 provides three 
services: A (local) replica metadata catalogue, a 
replica location service, and a replica 
optimization service.  
 
       Figure-4: Replica Manager in EDG2.0 
 
The UK has contributed to WP2 in two main 
areas. Firstly, a package OptorSim that 
simulates the architecture of the EU and allows 
optimization of strategies for file replication. 
This has shown that, with minimal tuning, an 
“Economic” model provides at least as good, 
and frequently better, performance than the best 
simple file replication strategies. Secondly, a 
package called Spitfire has been developed that 
allows secure access to metadata for Grid 
Middleware. 
WP3 (Information and Monitoring Services) is a 
UK led/dominated workpackage that has 
developed R-GMA, a relational implementation 
of the Grid Monitoring Architecture from GGF. 
Information producers register themselves in a 
registry that is then consulted by information 
consumers giving the impression of a single 
RDBMS for the whole virtual organization. 
This has been implemented within EDG2.0 with 
LDAP interface classes allowing information 
from LDAP information providers to flow via 
R-GMA to LDAP information servers. R-GMA 
has been used in WP7 to provide network-
monitoring information and has also been 
implemented in the CMS application to provide 
monitoring. 
WP4 (Fabric Management) in EDG is based 
upon the LCGF configuration software from the 
University of Edinburgh (EDG2.0 uses a 
modified version called LCFGng). 
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      Figure-5: The LCFG Architecture 
 
WP5 (Mass Storage Management) is another 
UK led and dominated workpackage. The issue 
here is to provide transparent access for Grid 
clients to data storage. This is implemented by a 
Storage Element contained in EDG2.0, which 
has interfaces to a number of mass storage 
system. The core of the storage element is 
flexible and extensible making it easy to support 
new protocols, features, and mass storage 
systems. 
 
Control Info Data Xfer
Storage Element
MSS 2 MSS 1
Grid clients Grid clients Grid clients
Grid clients Grid clients Grid clients
 
            Figure-5: WP5 Storage Element 
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deploying and testing the middleware releases. 
At any time in the UK there are typically a 
number of overlapping testbeds (GridPP, EDG, 
LCG, together with experiment-specific 
testbeds). These are served by resource brokers 
located at Imperial College and, in the case of 
the EDG testbed, a resource broker in Lyon. 
Currently, the main issue is the transition from 
the application testbed running the EDG1.4x 
release to the LCG-1 testbed based on EDG2.0. 
A snapshot (Jul 25
th 2003) of the UK testbed 
status is shown below.  
 
Figure-6: The UK Testbed 
 
The variable status of the nodes reflects the fact 
that this is a testbed, run largely on a best-effort 
basis, and not a production Grid. Nevertheless, 
all the testbed sites can be said to be truly on a 
Grid by virtue of their registration in a 
comprehensive resource information publication 
scheme, their accessibility via a set of globally 
enabled resource brokers, and the use of one of 
the first scalable mechanisms to support 
distributed virtual communities (VOMS). There 
are few such Grids in operation in the World 
today. 
WP7 (Network Services) in the strict EDG 
context covers the areas of testbed 
infrastructure, network and transport services, 
network monitoring, and Grid security. From a 
UK perspective there have been a wide range of 
activities including participation in joint 
projects and demonstrations, Grid middleware 
development, high speed data transport, 
provision of network performance monitoring 
using R-GMA and diagnostic services, and 
piloting the benefits of “better than best efforts 
IP” services. There has also been involvement 
in pivotal work that has led to the inception of 
UKLIGHT, a new optical network research 
infrastructure.
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Figure-7: TCP Throughput monitoring using R-GMA. 
 
The EDG HEP applications workpackage, WP8, 
is lead by the UK and works with the LHC 
experiments to grid-enable the high-energy 
physics applications. The UK developments will 
be covered in the next section, where the 
application developments funded by GridPP, 
involving both LHC and non-LHC experiments, 
is described.  
Applications 
The ultimate goal of GridPP is to provide a Grid 
for use by particle physicists in the UK. The 
experiment collaborations to which they belong 
are typically worldwide enterprises, often 
involving tens of countries, hundreds of 
institutions and up to several thousand 
physicists. The global nature and sheer scale of 
these collaborations means that GridPP must 
ensure that the UK Grid is fully compatible with 
our partners (and thus “Interoperability” appears 
at a high level in the ProjectMap shown in 
Figure-1). GridPP also cannot expect to develop 
applications of this type single-handedly but has 
tried to link into as many of the applications as 
possible by funding primarily the development 
of interfaces to the Grid [4]. GridPP has also 
encourage, with some success, joint work 
between different application groups.  
One such initiative has been the GANGA 
project, a joint ATLAS/LHCb user-Grid 
interface that will allow configuration, 
submission, monitoring, bookkeeping, output 
collection, and reporting of Grid jobs. 
Implemented using a Python software bus, this 
is a layer that sits on top of the Grid middleware 
and communicates with the individual 
experiment applications.  
CMS in the UK have taken a different route, 
producing a lightweight portal demonstrator 
GUIDO that allowed the submission of CMS 
jobs to the Grid testbed. Whilst the original 
portal was specific to the pre-grid CMS 
applications it has now been generalized to 
provide a simple submission portal for any self-
contained job. 
Effort in the UK on the three LHC experiments 
has been involved in various other development 
areas: In ATLAS, major contributions have 
been made to ATCOM, the Atlas Commander 
Monte Carlo production tool that provides users 
with the ability to perform on-demand Monte 
Carlo production of specific data sets. This tool 
will eventually be based on GANGA described 
earlier. In LHCb, there have been contributions 
to the DIRAC personal interface and to the LCG 
persistency framework POOL. CMS have used 
the WP3 product R-GMA to enable monitoring 
in the CMS applications and are currently 
leading the development of the CMS analysis 
framework. A major effort for all three LHC 
experiments has been the ongoing data 
challenges and, as will be described in a later 
section, the UK has made dominant 
contributions to the early data challenges for all 
three experiments. 
Turning to the non-LHC applications, a very 
successful joint initiative has been the CDF/DO 
SAM Grid project. Originally used by the D0 
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schedule data transfers from a central repository 
at Fermilab for local analysis jobs that would, 
on completion of the transfer, execute 
automatically. GridPP funded joint work to 
adapt this tool for use by CDF and to make it 
more Grid-like. SAM Grid is now based on 
Globus/Condor (vital elements of VDT used in 
the LCG-1 release) and allows both experiments 
to move either jobs to data or, as in the original 
SAM, data to jobs. Deployed on three 
continents, SAM Grid provides a genuinely 
functional Grid for the Fermilab experiments.
 
Figure-8: SAM Grid for the CDF and D0 experiments. 
 
The BaBar experiment based at SLAC now has 
large amounts of data and a pressing need for 
computing resources. Here, the complication is 
to move in an adiabatic manner to a Grid 
without disrupting the on-going data processing. 
The experiment is in the process of re-defining 
its data model, to which GridPP effort is 
contributing, and there is also a joint post with 
CMS funded to work on the POOL persistency 
framework. Work is also in progress testing 
BaBar job submission via a resource broker at 
Imperial.  
The UKQCD collaboration aims to use the Grid 
for QCD calculations and the collaboration is 
developing the application, based on the EDG 
middleware, and the interface with the help of 
GridPP. Currently, sites at Swansea, Liverpool, 
Edinburgh and RAL are connected in a Grid. 
 
Infrastructure 
GridPP is developing two levels of resources: A 
prototype Tier-1 centre at RAL [5] and four 
distributed Tier-2 centres that will involve 
practically all HEP institutes in the UK. This 
structure reflects both the hierarchy of Tier 
centers described earlier and the UK context. 
The Tier-1 resource is totally managed by 
GridPP and allows current international 
commitments to be met. In contrast, the Tier-2 
centres rely on resources funded from non-
PPARC resources (primarily SRIF, and JREI) 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
449and, typically, are shared with other disciplines. 
Eventually, the integrated Tier-2 resources are 
likely to be considerably larger than the Tier-1 
centre but from a management point of view 
there is considerable risk, and worse, 
uncertainty, associated with them. This 
illustrates one of the fundamental challenges of 
the Grid: The need to pull resources on to the 
Grid in a managed way, in addition to pushing 
out wholly owned resources.  
The current resources at RAL (~500 CPUs, 
~80TB of usable disk, and 180TB of tape) 
provide an integrated service as a Tier-1 centre 
for LHC and a Tier-A centre for BaBar. The 
weekly usage for the Tier-1/A centre this 
calendar year is shown in the following figure: 
Figure-9: Weekly CPU usage at the Tier-1/A. 
 
The purple area represents the BaBar Tier-A 
usage; the green area shows the tail end of the 
LHCb data challenge; the large brown 
component in the penultimate bar represents the 
start of the latest CMS production. 
All three LHC experiments have completed 
their first major data challenge and CMS is 
currently preparing data for a second. The UK 
has made significant contributions to all of 
these, not only through the Tier-1 resources but 
also using the Tier-2 resources. For LHCb, 1/3 
of all the events were produced in the UK, with 
the largest single contribution coming from the 
Tier-2 resources at Imperial. For the very early 
CMS data-challenge, UK was the 3
rd largest 
contributor after CERN and the combined US, 
again with Imperial producing the largest 
contribution. In the second phase of the recent 
ATLAS data challenge, the UK was the largest 
producer worldwide. As can be seen in the 
figure below, the Tier-1 centre provided the 
largest contribution but four tier-2 sites made 
very significant additions. 
 
Figure-10: UK contributions to phase-2 of 
the ATLAS data challenge. 
 
To date, the data challenges, as with the BaBar 
Tier-A usage, has not been performed in a Grid-
like manner. However, the UK testbed 
presented earlier has been developed in parallel 
and is a real functional Grid, albeit very much a 
prototype. Now we enter a transition period 
where the LCG-1 release will be more widely 
deployed and the experiments will increasingly 
rely on grid-technology to perform the ongoing 
work. GridPP is very conscious of the need to 
rollout this Grid in a controlled manner and with 
the necessary support mechanisms. This will be 
prime focus of the second half of the GridPP 
project. 
GridPP2 
The current GridPP project will end in 
September 2004 but a follow on project, 
GridPP2 [6], has recently been proposed to 
cover the period up to September 2007. At that 
point the LHC should be turning on and a 
production Grid will be needed. At a high level, 
GridPP2 is designed to move the UK grid from 
Prototype to Production in phase with the 
releases planned from the current and future 
LCG projects (LCG2 will follow on from LCG 
in 2005). The speed at which UK physicists will 
be able to access data from the LHC in an 
efficient way will depend on continuing the 
close relationship between GridPP and LCG. 
The proposed investment in LCG from GridPP2 
is less than half of that from GridPP1 but 
matches both the needs of the LCG2 project and 
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contribute based on CERN membership. 
The hardware requirements for the LHC 
experiments in the UK have been profile (albeit  
with considerable uncertainty) and a plan 
developed to meet these needs within the 
context of GridPP2. About half of these 
requirements will be met through a totally 
managed Tier-1 resource at RAL. The 
remainder is assumed to become available 
through the Tier-2 centres described earlier. 
Although GridPP2 will not be directly investing 
in Tier-2 hardware, it will provide funding for 
posts to integrate these resource into the Grid 
and some support for operations and 
maintenance. The total hardware resources 
planned for 2007 are shown in the Figure-11. 
As at present, Applications will be developed in 
collaboration with the experiments with the 
emphasis in GridPP2 of providing the interface 
to the Grid and support for cross-experiment 
projects.  
 
The greatest challenge for GridPP2 will be to 
successfully move from a prototype to a 
production Grid, challenging the boundaries of 
Scale, Functionality, and Robustness. A 
dedicated Production Team will be set up with a  
 
 
Figure-11: Hardware planned by 2007. 
member in each of the Tier centers under the 
leadership of an Operations Manager with the 
prime function of overseeing the technical 
deployment of the Grid. A provisional outline of 
the GridPP2 project, using the Project Map 
format, is shown below. 
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Abstract 
Managing the distribution and installation of large and complex software suites such as that of the 
ATLAS Particle Physics experiment [1] gives rise to a variety of problems. To be able to deploy software 
on the Grid it must have a completely automated installation procedure  that addresses issues such 
compatibility, updates and external software required. Installations are needed to satisfy the different 
requirements of the production run, a developer (with his/her own code) and the possibility to rebuild 
from source. 
A solution to this problem has been developed in the context of ATLAS software.  ATLAS uses CMT [8] 
to configure and manage packages, which are the basic units of the software. Crucially for this project, 
CMT allows the definition and imposition of conventions for package metadata. Pacman [9] is a package 
manager that facilitates transparent fetching, installation and management of software packages. These 
two pieces of widely used software provide much of the functionality required to meet the packaging, 
distribution and installation needs of ATLAS; the main work is to interface them and solve some 
problems with the ATLAS software itself. To this end, additional tools have been developed to extract 
files in common package formats (such as tar and RPM) and write the Pacman files. These files describe 
all the information needed to fetch and install a package, including its dependencies on other packages. 
External packages are handled by additional metadata written in interface packages, thus allowing them to 
be packaged in a similar way. The presence of basic system packages is tested before the download and 
installation commences. 
 
1.  Introduction 
ATLAS  [1][2] is a general-purpose particle 
physics experiment  that will study topics 
including the origin of mass, the processes that 
allowed an excess of matter over antimatter in 
the universe, evidence for Supersymmetry and 
other new physics. The experiment is being 
constructed by some 2000 scientists in over 100 
institutes in 6 continents. The experiment will 
be located at the 27 km circumference Large 
Hadron Collider at CERN, the European 
Laboratory for Particle Physics near Geneva. 
A large software suite has been developed to 
simulate and analyse data from the experiment. 
It consists of around 2.5 GB of files organised 
into about 500 packages, including around 50 
external  packages which are not developed 
within the project. Production releases are made 
approximately every 3 -4 months, intermediate 
developer releases every two weeks and snap-
shot builds every night. 
It takes about 10 hours to build a release, but 
only about 1-2 hours to download and install a 
pre-built kit. This depends of course on the 
speed of the network and local disk access. 
Production releases will be used for large-scale 
simulation, data mining and data analysis. Some 
analysis is also done with intermediate releases. 
Developers need access to the latest releases and 
sometimes the latest night’s build. The primary 
installation site is CERN, and a few other sites 
maintain mirrors of this by semi-automated 
processes. 
Two  ‘Data Challenge’ exercises have recently 
been carried out [3][4] to gain experience with 
the Grid working model, test software tools, and 
harness available computing resources of 
ATLAS collaborators around the world for the 
production of large quantities of simulated data. 
This required deployment of the ATLAS 
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of installation kits were made for this purpose, 
using several different methods: see for example 
[6]. The experience of this has been fed into the 
development of new procedures and tools. This 
paper describes the new approach taken to 
packaging and installation and how the second 
generation kits will be produced.  
2.  Requirements and constraints 
In the language of GLUE  [7], we are talking 
about packaging, distribution and configuration 
tools. Before packaging, it is assumed that the 
software has been built with building tools. 
2.1.  Types of  kit required 
The need for several different types of 
installation kit has been identified: 
•  a pre-built binary kit for data challenges 
and productions on a supported platform; 
•  a pre-built developers’ kit which software 
can be built and run against; 
•  a full source kit will be needed to install 
the software on non-standard platforms, 
and for sites that want to be able to browse 
the full source. 
Just like releases, kits will have to be made for 
all supported ATLAS platforms, compilers and 
configurations (e.g. optimised and debug 
builds). Currently
1, the main platform for 
ATLAS is Intel x86/Linux (RedHat 7.3). Sun 
SPARC/Solaris 8 is also supported, but not 
Intel/Windows.  
Some developers would like the possibility to 
install everything needed to run a release on a 
laptop, such that it can subsequently be used 
without a network connection. 
2.2.  Installation 
Site managers who need to install the software 
want push-button deployment and automatic 
configuration, which can be run unattended. 
They need the freedom to locate the kit 
anywhere. Scripts to set up the local user 
environment should be included. Due to the 
large size of the ATLAS software, duplicate 
installation of unchanged packages is to be 
                                                            
1 The list of supported platforms and level of 
support is occasionally reviewed. Influences 
include what equipment is available and market 
trends. 
avoided. Site managers would like clear list of 
prerequisite software that is not included in the 
distribution and preferably some a utomatic 
check for this. This list should not be long nor 
contain anything too obscure. Apart from this, 
once installed, kits should be self-contained, so 
for example they do not need to access files on a 
network file system such as AFS or remote 
databases. 
Users need to be able to install the ATLAS 
software in their own file space without any 
special access permission (e.g. “root” access). 
The actions of the tools should be reversible, i.e. 
tools should be able to unconfigure and remove 
software. 
2.3.  User environment 
Once installed and configured, there must be a 
simple means to set up the user’s environment. 
Typically, his involves setting standard 
environment variables in the user’s shell so that 
executable programs and libraries may be found 
(the environment variables  PATH, and 
LD_LIBRARY_PATH respectively) along with 
any other environment variables or 
configuration files that are specific to the 
software installed. User environment is an 
important issue that configuration management 
attempts to solve. 
2.4.  The software itself 
The ATLAS software contains two distinct 
types of package: internal and external. Internal 
packages are developed and managed within the 
ATLAS software project. External packages are 
software obtained from the Particle Physics 
community or from the public domain, or can be 
commercial products. 
A release comprises a set of internal software 
packages along with references to any external 
software that is needed, but not the external 
software itself. External software is built and 
installed as needed, asynchronous to the release 
cycle. 
The existing release and distribution procedure 
is as follows. A release is first built and installed 
at the primary site using CMT. Once testing is 
successfully completed, the same release is built 
from scratch and installed at a few other sites, 
following the same procedure, but this often 
requires manual intervention. The reason is 
usually an assumption about the location of 
external software which is only valid at the 
primary site, and the lack of a standard 
distribution mechanism for external software. 
External software packages are by their very 
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use. One of the challenges of software 
distribution is to find a way to handle this 
uniformly. 
2.5.  Tools in use 
ATLAS already uses the Configuration 
Management Tool (CMT)  [8] to manage 
configuration and building of its software and 
set up the user environment. This is described in 
the following sections.  
3.  Choice of tools 
3.1.  CMT 
Given that ATLAS was already using CMT [8] 
for configuration management and building 
releases, it was an obvious choice to exploit 
this. However, it is worth explaining why CMT 
is particularly useful for this job.  
CMT is a configuration management 
environment and comprises several shell-based 
utilities. It is an attempt to formalize software 
production, especially configuration 
management, around a package-oriented 
principle. The notion of packages represents a 
set of software components (e.g. applications, 
libraries, tools) that are to be used for producing 
a system or a framework. In such an 
environment, several persons are assumed to 
participate in the development and the 
components themselves are either independent 
or related to each other. The environment 
provides conventions (for naming packages, 
files, directories and for addressing them) and 
tools for automating as much as possible the 
implementation of these conventions. It permits 
description of the configuration requirements 
and automatically deduces from the description 
the effective set of configuration parameters 
needed to operate the p ackages (typically for 
building them or using them). It also derives and 
provides a tool to set up the user environment 
necessary to do this.  CMT determines 
dependency trees and can ‘visit’ every package 
in a tree to apply a command. 
CMT  has a  broad user base, especially in 
Particle Physics and Astronomy software 
projects. 
3.2.  Pacman 
Pacman is a package manager. It can be used to 
define how the software they wish to distribute 
should be fetched, installed, configured and 
updated. The packages can be any mix of tar-
balls, RPM or other types.  Pacman doesn’t alter 
these; instead the description goes in a separate 
‘Pacman file’ that references the package itself. 
A directory of Pacman files, usually accessible 
via the web, is known as a ‘Pacman cache’.   
So the cache contains instructions on how to 
fetch and install software, but not the software 
itself. This can be anywhere else on the web. 
Caches themselves are distributed and cross 
cache dependencies are possible. 
Pacman provides a flexible way to require or 
test for the presence of prerequisite software. If 
the test fails, it will stop  before installing the 
package and explain the problem. After 
installation, Pacman provides a web interface 
showing the status of all the installed software, 
which would be convenient for remote 
monitoring. 
The advantage of using Pacman is that all the 
details of installing software are taken care of 
by the packager of the software, not the person 
who installs it, thus reducing the total effort to 
deploy software. The philosophy of Pacman is 
to put the onus on the packager to make a fool-
proof cache file and solve problems that users 
have. 
Pacman is already used by several Particle 
Physics experiments and GRID projects. 
3.3.  Package format 
The first installation kits were binary only, for 
Intel x86/Linux, and used the RPM [10] format. 
RPM is a nice solution for packaging and 
installation that is widely used with several 
popular Linux distributions, although there are 
some inconveniences associated with it. With 
the default configuration it will only allow 
software to be installed by “root”,  although 
there is a way to work around this. RPM is not 
commonly used on other operating systems. 
With the functionality  already provided  by 
CMT and Pacman, simple “tar” archives  [11] 
are sufficient for packaging files and can be 
expected to work across a wide range of 
machines. The tar files are compressed with 
‘gzip’ to save disk space and reduce download 
time. 
The functionalities of CMT, Pacman and tar are 
conveniently complementary and they do seem 
able to meet all the requirements. On the other 
hand, RPM has some overlap with each of them 
so it was retained as a second option for the 
package format. The remaining task is to make 
these tools work together to provide the 
installation kit. 
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For each package, a shell script is run to obtain 
the information needed and create a Pacman 
file, tar file and, optionally,  RPM file. This 
process will be explained in detail, after which 
the general procedure to create, install and use a 
kit is described.  
4.1.  Packaging granularity 
As ATLAS already uses CMT, the software is 
already organised into a hierarchy of inter-
dependent packages. One question was whether 
this was the best granularity for packaging and 
installation. For production purposes, it w ould 
be just as good to install the entire ATLAS 
software suite as a single package, and perhaps 
simpler. However, this makes it harder to split 
the software into several sub-releases, which is 
planned. Furthermore, the way Pacman works, 
only one package has to be requested, and then 
all those packages it depends on are installed 
automatically, so the number of packages has no 
impact on the  ease of installation. Finally, it 
would be convenient to maintain similarity 
between source kits and pre-built binary kits. It 
was therefore decided to  retain the full 
granularity. 
4.2.  Meta-data provided by the packages to 
construct the distribution kits 
The meta-data needed to construct the 
distribution kit of a given package are expressed 
inside its CMT requirements files (a sample is 
shown in  Figure  1). They are either directly 
deduced from implicit CMT specifications (such 
as dependencies, or constituent definitions) or 
from conventional parameters (i.e. CMT 
macros) parameterised by the current 
configuration (platform, site, etc.). 
•  The dependencies,  specified by CMT 
“use” statements, are used to generate 
dependencies either in the  RPM or 
Pacman manifest. 
Internal packages generally follow the ATLAS 
policy  for location of their binaries, of their 
header files, etc and they describe their 
constituents ( applications or libraries) in their 
requirements files. The meta-data they provide 
are: 
•  Applications and libraries (i.e. 
constituents) using the corresponding 
CMT statements (application and library).  
•  Run time files, i.e. conventionally all files 
from  ../share. It is expected in the 
next developments that other locations can 
also be specified, using a dedicated CMT 
macro. 
•  XML  files specified in the  use_xmls 
CMT macro. 
•  Header files, when the package provides 
them in the conventional location, 
../<package> 
External packages are actually pure meta-data 
packages: they only provide descriptions that 
allow some external software to be handled in 
the same way as internal packages. The real 
software or the package can be at any arbitrary 
location  that is accessible when building or 
packaging is done. The meta-data they provide 
are therefore the list of file paths or directory 
paths that should be exported into the 
distribution kit of the package. This is specified 
in one conventional CMT macro named 
cmt_export_paths. This macro should be 
declared in such a way that the value it takes at 
installation time should be relative to one single 
environment variable named SITEROOT. 
4.3.  Directory structure of installed files 
The structure of the kit itself is designed to be 
relocatable, and able to support the incremental 
installation of all packages below one single 
installation area. 
The entire software base is structured in terms 
of sub-projects (following the usual software 
base structuring expressed in the  CMTPATH 
environment variable). Each project is assigned 
one global version identifier. Currently ATLAS 
has two sub-projects: 
1. the release of the internal  ATLAS 
software; 
2. Gaudi  [12] (the generic Particle Physics 
software framework). 
Any package may either belong to one of the 
sub-projects or be an external package. 
The resulting internal directory structure of the 
kit reflects this organization in terms of sub-
projects and external packages as follows: 
1) The CMT specification of each package in a 
sub-project is stored  so as to replicate the 
original directory structure for all  CMT 
metadata files. This set of metadata files form 
the complete configuration set for the software, 
and remains separated from the package 
contents. 
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are stored in one single installation area below 
the sub-project directory 
3) The contents of each external package are 
stored in one top directory per package 
One sees that: 
•  this structure is designed to be identical to 
the normal installation area of the ATLAS 
software base; 
•  both internal and external packages may 
be incrementally installed below one 
unique and shared root location (often 
designated as SITEROOT); 
•  the installation is independent of this root 
location (it is relocatable); 
•  several versions of the sub-projects may 
be installed below the same root location; 
•  the binary files corresponding to several 
different platforms may be incrementally 
installed within the same structure. 
Installing the kits amounts to expanding them 
below one given root location, so to produce a 
complete working system it is therefore a priori 
sufficient: 
•  to set an environment variable SITEROOT 
pointing at this root location; 
•  to fill in the CMTPATH variable with the 
proper set of <project>/<project-id> 
entries in the software base. 
Then, CMT will automatically find all the 
information it needs to set up the user’s 
environment (such as  LD_LIBRARY_PATH, 
PATH, other environment variables,  include 
search path,  configuration file search path, 
etc…), so the development kit can be used in 
the same way as the original installation from 
which it was built. 
4.4.  Pacman files 
A typical Pacman file, for  a package  called 
‘AthExHelloWorld’, is shown in Figure  2. It 
was generated automatically using the tools 
described, from the CMT requirements f ile 
shown in  Figure 1. Note that the source path, 
shown in the example as a relative path to  a 
directory called  dist, is  one of several 
arbitrary parameters of the script that creates the 
kit. 
4.5.  Creating the installation kit 
The kit should be created by the central librarian 
as the part of the release procedure. Everything 
described below can in fact be scripted. The first 
step is to  select a release and specify its 
location. 
An ATLAS release is defined by an empty 
package  called  “AtlasRelease”  that just has 
dependencies on the set of packages and 
versions that form the release. CMT is used to 
visit every package in the release (the ‘ cmt 
broadcast’ command) and there run the 
script to create a Pacman file, tar file and, 
optionally, RPM file for the package.  
An option when walking the dependency tree is 
to walk across different project areas (different 
directories in CMTPATH). This option allows the 
ATLAS distribution to include kits for other 
projects such as Gaudi. CMT also provides a 
means to discover and work around cycles in 
the package dependencies
2, so each package 
will only be visited once. Any cycles will be 
arbitrarily broken so the Pacman files do n ot 
contain cyclic dependencies. 
A special package to perform post-installation 
setup of the software is prepared. This does 
things like fixing location-dependent 
configuration files and providing the user 
environment. 
Most releases have some problems to work 
around. The philosophy is to deal with these 
when the kit is created, so that the procedure to 
install a kit remains independent of the release 
as far as possible. 
A typical kit  size (compressed) is about 
0.75 GB. 
4.6.  Installing the kit 
The procedure for the end user or remote site 
administrator is straightforward. 
•  Install Pacman, if not already installed. 
•  Install prerequisite software. On 
RedHat 7.3, the only prerequisite not 
typically installed is the compiler 
gcc-3.2 and Java SDK 1.4.1 
•  Choose a directory for the installation 
                                                            
2 Cycles in the package dependencies may be 
considered to be a flaw in the software, but it is 
nonetheless an example of a problem that had to 
be worked around to produce an installation kit. 
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Available releases are listed on a web 
page. 
•  Get it with Pacman
3 by typing for 
example:  
pacman -get ATLAS:AtlasRelease-6.2.0 
To test the installation or use it, some 
environment variables have to be set (e.g. 
PATH,  LD_LIBRARY_PATH). This is done 
with CMT, in a way that will be familiar to 
those who have used the ATLAS software 
directly from the primary site installation. 
It would be perfectly possible to run automatic 
tests as a final step of the installation. 
The full procedures and associated scripts can 
be found in the ATLAS Deployment package 
[13]. 
5.  Conclusions and outlook 
The current product broadly satisfies the 
requirements for run-time and developers’ kits. 
The tools and procedures will now be improved 
though testing and widespread use. 
It is intended to test this at the tail end of the 
current ATLAS data challenge, along side 
existing methods. It is hoped to put it into 
production by the end of 2003, when it should 
become an integral part of the ATLAS software 
release procedure.  
Further possible enhancements include: 
•  Include some standard ATLAS tests at the 
end of the automated installation. 
•  Better handling of prerequisite software 
and platform compatibility checks. The 
EDG WP4 configuration management task 
[14] may be helpful for this. 
•  A full source kit distribution, so the 
software can build from scratch. 
•  The automated procedure has the potential 
to work with an installation on demand 
mechanism. 
•  The ATLAS software may be divided into 
sub-projects (e.g. simulation, 
reconstruction, analysis, external), in 
                                                            
3 It is intended to include the ATLAS cache in 
the registry of predefined caches whose location 
is known by Pacman; otherwise a full URL to 
the cache should be given. 
which case it would be straightforward to 
provide entry points to the same Pacman 
cache to download only t he packages 
needed for one of these sub-projects. 
•  The relationship of this project to 
LCG/EDG/iVDGL GLUE  [7] will be 
explored. 
Finally, it is noted that version 3 of Pacman will 
soon be released, with many new features that 
this project could benefit from. 
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4577.  Figures 
 
Figure 1: sample CMT requirements file for a package 'AthExHelloWorld'. 
 
 Figure 2: sample Pacman file for a package ‘AthExHelloWorld’. 
 
description='Package AthExHelloWorld-00-01-04 in release 6.2.0' 
url='http://atlas.web.cern.ch/Atlas/GROUPS/SOFTWARE/OO/Development/' 
source = '../dist' 
download = { '*':'AthExHelloWorld-6.2.0.tar.gz' } 
depends = [  'AtlasPolicy-6.2.0' , 'GaudiInterface-6.2.0'  ] 
package AthExHelloWorld 
author Paolo Calafiura Paolo.Calafiura@cern.ch 
use AtlasPolicy    AtlasPolicy-01-*  
use GaudiInterface GaudiInterface-01-* External  
library AthExHelloWorld *.cxx -s=components *.cxx 
apply_pattern component_library 
apply_pattern declare_runtime 
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Abstract   
 
Workflow techniques form an important part of in-silico experimentation within the bioinformatics 
domain and potentially allow the eScientist to describe and enact their experimental processes in a 
structured, repeatable and verifiable way.  Bioinformaticians routinely use Web-based resources within 
their in-silico experiments.  However, the use of current web service orchestration techniques is 
problematic, and represents a significant barrier to take-up by the bioinformatics community, due to the 
rapidly evolving and competing standards, a lack of freely available tools, limited support for interaction 
with stateful services, and inappropriate levels of abstraction for the bioinformatics domain.  As a result, 
the EPSRC funded 
myGrid[11] project has, in collaboration with the European Bioinformatics Institute 
and the Human Genome Mapping Project, developed a graphical toolset and workflow enactor which 
uses its own high level representation of a process flow, including specification of processing units, data 
transfers and execution constraints. 
 
 
Introduction 
 
Bioinformaticians frequently use a combination of 
local applications and remote services for 
performing ‘in-silico’ experiments.  These 
experiments are procedures using computer based 
information repositories and computational 
analysis adopted for testing hypotheses or to 
demonstrate known facts.  In 
myGrid’s case, the 
emphasis is on data intensive experiments 
requiring combinations of applications into 
workflows.  However, there can be a significant 
difference between the level at which the scientist 
wants to think about their problem and the level at 
which it is necessary to implement a solution, for 
example the details of the necessary web services 
calls and the data links between them.  
 
As a result, we have developed a workflow 
language that allows a range of abstraction levels 
so that users who want to interact with individual 
services and applications at a detailed level can 
still do so, whilst others can be relieved from the 
nitty-gritty and focus on higher-level processes.  In 
this way, our approach allows the members of the 
bioinformatics community to define the 
abstractions that fit their way of working and 
assemble workflows appropriate to their in-silico 
experiments. 
This paper presents the experiences and rationale 
that have lead 
myGrid, in collaboration with the 
European Bioinformatics Institute (EBI) and 
Human Genome Mapping Project (HGMP) to 
develop yet another workflow language (SCUFL: 
Simple Conceptual Unified Flow Language).   
Details are given of our flow language and the 
corresponding workflow enactment engine.  Our 
workflow-authoring tool is available as open 
source through the Taverna project [3], as is the 
workflow enactment engine, available through the 
Freefluo project [2].  Both tools are designed to be 
flexible and extensible to other domains. 
 
Finally, a case study is included to show how we 
use our approach to author and enact a real-world 
bioinformatics workflow using Web Services.   
 
Who, what, when, where, how of 
bioinformatics workflows in 
myGrid 
 
Workflows for in-silico experimentaion 
 
MyGrid aims to assist the scientist with the 
development and execution of in-silico 
experiments.  These experiments allow the 
scientist to investigate or verify a hypothesis that 
they may have about a particular problem or 
domain.  Such in-silico experiments are, by their 
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specialised to the particular problem they are 
associated with.  For example, 
myGrid is now 
finishing its first full prototype using a case study 
for the examination of the genetics of Graves’ 
disease [4].   The associated workflow is very 
specific to Graves’ disease and is used to 
investigate what genes and loci are involved, to 
then determine which single nucleotide 
polymorphisms (SNPs) located in these genes are 
involved and finally to develop genotyping 
experiments to test the above hypotheses. 
 
The use of 
myGrid to investigate Graves’ Disease is 
just one example of the workflow lifecycle where 
workflows are typically assembled and tailored to 
the particular experiment; enacted using a 
combination of local applications and remote 
services; iterated and refined; and then recorded 
for provenance alongside the experimental results.  
The exploratory and ad-hoc nature of the work 
performed means that the user will often interact 
with the workflow whilst it is executing, for 
example to visualise and filter intermediate results, 
choose appropriate remote service providers or 
local tools, and generally to monitor and control 
execution.   
 
Workflow functionality 
 
Basic workflow requirements such as the need to 
support sequential and parallel flows, looping and 
conditionals, recursion and complex data types 
(not just int, float, string etc.) are treated as a 
‘given’ in this paper and are common to most 
workflow languages, i.e. they are not particular to 
workflow in e-Science.  Other functionality, for 
example the need for semantic annotation and 
discovery of workflows, the need to generate 
provenance information, and the need to support 
services that generate large volumes of data are 
very much germane to e-Science workflow and are 
discussed in more detail later in this paper.  
 
Integration, integration, integration… 
 
In providing a general-purpose environment for in-
silico experimentation using workflows, 
myGrid 
will need to accommodate/integrate a vast range of 
resources in terms of data and applications.  These 
resources may be within an organisation, for 
example in-house systems at a large 
pharmaceutical company or local tools developed 
within an academic research group, or they may be 
external services delivered by a public body or 
accessed across an extranet.  The European 
Bioinformatics Institute [5] alone hosts over 50 
tools and 40 databases.  The problem of dealing 
with the heterogeneity of bioinformatics resources 
is not the subject of this paper since the problem of 
integration is a well-known problem in the 
bioinformatics field [6]. There are several issues 
that arise from a workflow perspective due to 
resource heterogeneity: 
 
Using the right level of abstraction 
 
Workflow users will typically want to use remote 
services at different levels of abstraction 
depending on what they want to do.  Some users 
will want to interact intimately with a specific 
service to tweak parameters that determine the 
detailed nature of the results or to tune 
performance.  Other users will wish to be 
abstracted from these details since they are more 
concerned with the overall orchestration of several 
services into a high-level flow and hence want 
detailed workflows and specific invocation 
methods to be ‘wrapped’ up and delivered in an 
easy to use form. 
 
Integration of existing tools and services 
 
There are several existing tools or services that 
provide integration functionality and the user will 
want to incorporate these within their workflows.  
These tools and services often have their own 
invocation and scripting mechanisms.  Interaction 
with such tools and services is often stateful and 
scripts may be used to describe a series of 
activities that need to be performed.   Furthermore, 
a variety of type systems are encountered 
(conceptual types, data formats, ‘on-the-wire’ 
types etc.) depending on the tools and services 
being used.  The requirements for abstraction and 
different invocation models can be illustrated by 
considering the use of the Talisman [7] tool and 
SoapLab [8,10] services, both of which have been 
developed by the EBI and are used within 
myGrid 
workflows. 
 
Talisman is a rapid application development tool 
and runtime environment for writing web based 
user interfaces.  A wide variety of applications and 
data can be accessed through Talisman, for 
example, the EMBOSS[9] toolset and the 
ENSEMBL[12] database.  Talisman is currently 
used by curators at the EBI for the annotation of 
Interpro and GO.  Talisman is typically used with 
a Web-based user interface, but it can also execute 
XML scripts that describe a series of activities to 
perform.  This is in contrast to the typical Web 
Services model where a set of separate operations 
would typically be provided, one for each 
application that can be invoked. Therefore, 
incorporation of Talisman as a Web Service into a 
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as XML data.  
 
Soaplab is a set of Web Services that provide a 
programmatic access to applications on remote 
computers.  The EBI has a Soaplab service running 
on top of several tens of analyses (most of them 
coming from EMBOSS).  The advantage of 
Soaplab is the uniform way of describing analyses 
and their input and output data by an XML-based 
metadata description.  Use of Soaplab requires a 
stateful interaction where a series of calls are 
required to execute an application (create instance 
of application, run application, wait for results, get 
results).  Therefore, incorporation of Soaplab into 
a workflow requires a ‘mini-workflow’ to execute 
each application.   
 
Workflows as part of ‘e-Science’ 
 
Workflow lifecycle 
 
Use of workflow as part of a scientific endeavour 
requires support for the workflow lifecycle.  For 
example, a particular workflow will typically be 
authored, enacted, validated and modified in an 
iterative cycle.   Whole workflows, or workflow 
fragments, will be published and shared so that 
others can use or learn from them, which in turn 
involves a process of annotation, discovery and 
personalisation. Therefore, workflow authoring, 
versioning, and scientific validation will be a key 
part of in-silico experimentation.    
 
Semantic description of workflows 
 
The workflows (and resources) for a particular in-
silico experiment will not necessarily be known a-
priori.  Specification at a semantic level of the 
resources and activities required allows discovery 
of suitable resources and workflows in a way that 
is abstracted from the syntactic details of data 
formats or invocation mechanisms.  The use of 
explicit and machine-readable semantics for the 
inputs, outputs, and function of a workflow 
increase the ability to share workflows since it 
allows workflows to be indexed, browsed, and 
searched according to their overall purpose rather 
than detailed syntax, data formats or service 
bindings. 
 
Workflow provenance 
 
Use of workflows as part of scientific activity 
often require provenance[16] data to be kept about 
the activities performed during workflow 
execution (recording of intermediate data sets, 
details of the specific service providers used, 
versions of data and tools involved, interventions 
were made by the user).   Provenance support is 
needed in the workflow language (so that the 
required level of provenance can be specified); the 
systems used to enact the workflows (so that the 
specified provenance data is generated during 
execution); and data stores (so provenance data 
can be store d and subsequently retrieved). 
 
Large datasets 
 
Bioinformatics applications can generate large 
datasets.   If these applications are executed as 
remote services and large datasets need to be 
transferred between these services, then, 
depending on network topography, it can be 
inefficient (and in some cases prohibitive) to 
transfer all the data to and from a workflow 
orchestration tool used to orchestrate the services.  
In particular, it doesn’t make sense to 
unnecessarily transfer intermediate datasets to and 
from a workflow tool if some of the services are 
co-located at the same service provider.  Options 
include streaming of data directly between services 
(or via intermediate repositories) or orchestrated 
set up of alterative network protocol transmission, 
e.g. sftp.  Support for these models needs to be 
present in both the workflow language and 
workflow enactment engine since the control-flow 
is now separated from the physical data-flow.     
Many of the bio services in 
myGrid are hosted by 
the EBI and there is scope for enhancing these 
services to allow service-to-service data exchange, 
for example through the use of data caching EBI.    
 
Deployment 
 
Two modes of deployment are expected for the 
myGrid workflow editor and enactor.  The first 
mode is where an individual uses the tools on their 
desktop (either directly, or within the 
myGrid 
workbench[14]) for orchestrating a set of remote 
services (and potentially local applications).  To 
support this mode, the tools need to be freely 
available and easy to install and use.   The 
bioinformatics community is a significant user of 
open-source.  Many members simply cannot 
afford, or are not willing to use, proprietary and 
commercial offerings.  The second mode of 
deployment is where an existing community 
service provider (e.g. the EBI) or large commercial 
organisation (e.g. a pharmaceuticals company) 
wants to provide new services that allow its users 
(public, collaborators or internal employees) to 
compile and execute workflows and their 
resources.   For example, a community service 
provider might host a workflow portal that allows 
users to search through a directory of workflows, 
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at the service provider site.  This has requirements 
of robustness and scalability that are less evident 
in the personal ‘desktop’ use of the tools. 
 
Summary of workflow requirements in 
myGrid 
 
Workflow in 
myGrid is characterised by the 
following requirements: 
 
1)  The workflow language should allow varying 
levels of abstraction to match the needs of 
each individual bioinformatics user.  This 
includes specification of resources or 
processes at a semantic level (conceptual type 
rather than invocation syntax or service 
‘instance’ specification).   
2)  The workflow language and enactor should 
support the specification and generation of 
provenance data.  This includes support for 
authoring and versioning, for example by 
annotating the workflow specification. 
3)  Workflow enactment should allow invocation 
of services using mechanisms other than 
simple Web Service calls, in particular stateful 
interactions with services and use of scripts. 
4)  Specification and enactment of workflows that 
involve sequential and parallel flows, 
iterations and conditionals, complex data 
types etc. – the usual stuff supported by 
workflow languages, e.g. BPEL4WS[13]. 
5)  Workflow editing and enactment tools need to 
be simple use by bioinformaticians in a 
desktop (unix or windows) environment.   
Workflow editing and enactment tools also 
need to be able to be deployed within services 
provided to the community by organisations 
such as the EBI, e.g. to allow users to 
discover, compose and execute workflows 
using resources at the EBI. 
6)  The workflow language and enactor should be 
able to accommodate services that exchange 
data directly between each other or via 
intermediate data repositories. 
 
Choice of a workflow language 
 
There are many existing standards for workflow.  
A good review of Process Modelling Languages is 
given on http://www.ebpml.org.  The obvious 
question that 
myGrid has, and continues to face, is 
whether any of the existing standards are a suitable 
starting point for what the project wants to 
achieve.  Some of the relevant standards include: 
Xlang, WSFL, and BPEL from Microsoft and 
IBM; ebXML from Oasis; XPDL from the 
workflow management coalition; UML extensions 
and EDOC from the OMG; and WSCI, which is 
under the umbrella of the W3C. It is not the 
purpose of this paper to review or summarise 
existing standards.  However, some of the reasons 
why 
myGrid had not opted to use an existing Web 
Service orchestration language are given below. 
 
Shifting sands 
 
The current workflow standards are in flux; it is 
not obvious which one is best for 
myGrid.  The 
major players (BEA, Microsoft, IBM etc.) are all 
involved in multiple ‘standards’ (BPEL, BPML, 
XPDL etc.) and multiple standardisation initiatives 
(W3C, OASIS etc.).  Alliances come and go and 
standards are moving quickly (for example, 
WSFL/Xlang→BPEL1.0→BPEL1.1 only took 
about 18 months).  It takes a significant amount of 
time and effort to effectively track workflow 
standards.      
 
Availability of simple, free and high-quality tools  
 
High quality and free tools (e.g. open source) are 
typically not available to support current standards.   
There are several commercial offerings, for 
example BPEL through IBM’s WebSphere or 
Collaxa’s BPEL server), however proprietary and 
costly solutions significantly limit the target 
audience of 
myGrid.  Furthermore, industrial 
strength solutions, e.g. WebSphere, are typically 
not easy to deploy on the desktop.   Many users 
want a simple desktop tool that they can download, 
install and use with the minimum of support. 
 
Levels of abstraction 
 
Web Service standards such as BPEL don’t have 
the levels of abstraction necessary for most 
bioinformaticians.  For example, BPEL can’t 
conceptually group together the operations 
involved when accessing an application through 
SoapLab in a way that is easily encapsulated and 
partitioned within a larger workflow. 
 
Semantics 
 
Web Service orchestration languages don’t support 
specification of processes or resources at a 
semantic level since they are written directly in 
terms of the syntax of XML data and WSDL 
operations.   Furthermore, since there is little hope 
of 
myGrid influencing these languages, there is not 
much scope for adding this support to the language 
either.   
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Use of multiple invocation methods (CORBA, 
Web Services, Grid Services, local libraries) is 
typically not supported in existing workflow 
languages, which are often targeted purely at Web 
Service invocation.  Furthermore, existing 
standards and tools don’t cater for service-to-
service exchange of large volumes of data.   
 
Provenance 
 
Existing standards don’t explicitly support 
provenance or authoring and versioning.  Lack of 
support for provenance applies both to the 
language used to specify a workflow and an engine 
used to execute a workflow specification. 
 
The 
myGrid approach 
 
MyGrid did initially adopt the WSFL language as 
the basis of workflow specification and enactment.  
To start with, this proved to be a good choice.   
Although a freely available WSFL enactment 
engine was not available at the time, the 
implementation of an enactor to support the subset 
of WSFL required proved quite simple.   Use of an 
existing specification also saved time when 
looking to get a working demonstrator going early 
in the project, which was essential in capturing 
user requirements.  
 
However, as the project progressed and more 
sophisticated workflows needed to be supported, it 
became clear that WSFL was no longer suitable for 
many of the reasons listed above.   Other 
languages were considered, but ultimately 
myGrid 
made the decision to develop its own language and 
enactor as the most cost effective way to achieve 
the research objectives of the project.   We did 
consider layering our higher-level language on top 
of an existing lower-level third-party language and 
tool-set, however, whilst this would potentially 
allow a degree of ‘plug-and-play’ of third-party 
software, it was felt that the extra effort of taking 
this approach did not justify the benefits. 
 
The decision of 
myGrid to design our own language 
and tools from scratch has meant that 
myGrid can 
more easily investigate some of key research 
aspects of e-Science workflows in bioinformatics, 
for example what it means to add semantics to a 
workflow language, and how to specify and 
generate provenance information.   
 
Overall, we feel that decoupling 
myGrid from the 
current turmoil of the workflow standards world 
means that the project can get on with the research 
work of building e-Science tools that operate at the 
right level of abstraction, are open-source, and 
most importantly will be adopted by the 
community beyond the end of the project.   
 
The Scufl language and workflow 
enactment engine 
 
The Scufl language is a high-level conceptual 
workflow language and full details of Scufl can be 
found on the Taverna Open Source project site 
http://taverna.sourceforge.net.  Only a short 
summary is presented here to assist with 
interpretation of the case study presented later.  A 
Scufl definition consists of three main entities.  
 
Processors:  
A processor can be regarded as a function of some 
set of input data to a set of output data, where each 
function may have side effects on the execution 
environment that are not encapsulated within the 
input / output specification. Processors therefore 
contain ports, which are named uniquely within 
the scope of the processor, are defined as either 
input or output and may have a type assigned to 
them in some type scheme, but this is not currently 
defined within the Scufl language.  Processors 
have a set of named input ports, a set of named 
output ports, a name within the scufl space, and a 
current execution status (initializing, waiting, 
running, or completed).  
 
Data links:  
A data link represents the consumption of some 
processor output by an input of some other 
processor. In fact, there is nothing in the language 
to prevent a processor consuming one of its own 
outputs, although this may be rejected during the 
translation to some other format due to the implicit 
problems with cyclic workflows. Data links have a 
source processor and output port name, a sink 
processor and an input port name and an optional 
name within Scufl space.  
  
Concurrency constraint:   
Although the data link specifications are enough to 
ensure correct execution ordering, since we allow 
processors to have side effects on their 
environment it is often required to explicitly create 
constraints on the ordering of execution of 
different processors.  Specifically, it is possible to 
create a gate constraint that must be satisfied 
before a processor can effect a particular state 
change; for example, processor one is only allowed 
to shift state from waiting to running when 
processor two has status 'completed'. Constraints 
have a processor controlled by the constraint, a 
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information (what, when and where for all 
activities performed in a workflow) and also 
provides service discovery via standard UDDI if a 
service is not bound in a workflow specification 
(soon to be supported in Scufl). 
state change blocked in that processor, a gate 
condition, and an optional name within scufl 
space.  Concurrency constraints are particularly 
useful in dealing with stateful interaction with 
services as shown below. 
 
  Workflow enactment engine 
  Graves’ disease case studies 
Details of the 
myGrid workflow enactment engine 
can be found on the Freefluo Open Source project 
site http://freefluo.sourceforge.net 
 
The aim of the Graves’ disease scenario is to 
identify genes involved in Graves’ disease (GD) 
using a microarray approach (Fig. 1). GD is caused 
by the secretion of thyroid-stimulating 
autoantibodies by the lymphocytes of the immune 
system. These autoantibodies stimulate thyroid 
cells via the thyroid stimulating hormone receptor 
and override the normal feedback mechanism, 
leading to hyperthyroidism [15]. 
 
Freefluo is a Java workflow orchestration tool for 
web services that currently supports a subset of 
WSFL as well as Scufl.  Freefluo is very flexible 
and at its core is a reusable orchestration 
framework that is not tied to any workflow 
language or execution architecture.   The enactor 
core supports an object model of a workflow in the 
form of a directed graph where each node has a 
state machine that defines its lifecycle.  Workflow 
scheduling and state transitions are driven by 
message passing between nodes as execution of 
the workflow progresses.   The core of the enactor 
is decoupled from both the textual form of a 
workflow specification and the details of service 
invocation and data model.  This allows the core to 
orchestrate a workflow in a generic way.   
 
Figure 1   A schematic diagram describing the 
Graves' disease scenario. 
 
The enactor core is used in the context of a 
particular language and service run-time 
environment.  A workflow language parser is used 
to convert a textual workflow specification, e.g. a 
Scufl document, into the internal object 
representation of the enactor core.   An invocation 
framework is then added to allow the enactor to 
actually invoke services in the run-time 
environment and deal with the specific data types 
passed between the services invoked, e.g. WSDL 
calls and XML message parts.   
 
Freefluo can easily be extended to support 
different invocation methods (Web Services, Grid 
Services, CORBA) and has been used in other 
projects in this way, for example for using 
CORBA wrapped numerical methods and data sets 
in a steel modelling workbench currently in use by 
the European Coal and Steel Community.   
 
High-level views of the workflows required for the 
GD scenario were represented using the unified 
modelling language (UML) in the form of activity 
diagrams (Fig. 2 represents just one sub-workflow 
within the overall GD workflow).   
 
It is the ability to extend the enactor’s run-time 
that also enables easy integration of stateful 
services such as Soaplab since the ‘mini-
workflow’ of using these services can be 
encapsulated in bespoke extension.  Furthermore, 
the run-time extensions are a natural and simple 
place to provide features such as iteration over 
datasets and automatic type casting or conversion.   
 
These series of conceptual steps identified for a 
workflow were then used as the basis of 
construction of a Scufl workflow specification 
using the Taverna workflow-authoring tool.  The 
Scufl specification describes how to orchestrate the 
set of Web Services that provide the required 
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Fig 3.   
 
Figure 2   UML diagram representing the 
nucleotide sequence annotation workflow. 
The triangles at the top of Fig 3 are workflow 
inputs, the triangles at the bottom are workflow 
outputs and the green ovals are Web Service 
operations.  The solid lines represent the data 
flows with the text annotations showing the data 
types. 
 
 
Figure 3  Graphical display of the ‘Nucleotide 
Sequence With GO Terms’ workflow.  
Some parts of the Graves’ disease workflow 
required the use of both the Talisman and Soaplab 
applications.   An example of this is shown in Fig 
4 where services are colour coded according to 
type: green for WSDL; pink for Talisman and 
beige for Soaplab.  The important thing to note is 
that these all appear at the same level of 
abstraction to the user despite the different levels 
of complexity of invoking the Web Services 
involved.  Also shown in the diagram is a series of 
Web Service invocations that are cascaded 
together using control links.  This set of 
invocations corresponds to the use of a stateful 
Web Service where a series of calls needs to be 
made in order to execute the application and 
retrieve the results.  In this case, the series of 
invocations is explicitly visible to the user, as they 
are not abstracted through an extension to the 
workflow enactor.   It should be clear from this 
example how the workbench and enactor could be 
used to invoke other stateful applications, e.g. 
using CORBA or Grid Services. 
Figure 4 Incorporation of different types of 
service into a workflow 
 
Next Steps 
 
Whilst the work we have done to date has made 
good progress on Web Service orchestration, and 
fulfils many of the requirements of the developers 
and users of bioinformatics workflows, there are 
many key areas that we still need to address.   
 
Future work includes: the explicit support for 
workflow semantics in the language and enactor, 
the ability to coordinate web services or other 
applications that need to exchange large quantities 
of data (effectively workflow enactment that 
passes data by reference instead of by value); 
coordination of contextualised web services, for 
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standards such as WS-Context; workflow 
management and lifecycle, for example a 
framework for the storage, indexing, searching and 
retrieval of workflows; and support for services or 
applications that stream input or output, i.e. they 
don’t conform to the current Web Service 
paradigm; and integration of local applications and 
toolkits in their native form.   
 
These areas will form part of a user-driven 
programme of further work within 
myGrid and in 
collaboration with the Human Genome Mapping 
Project and other e-Science projects.   
 
Conclusions  
 
MyGrid has, in collaboration with the European 
Bioinformatics Institute and the Human Genome 
Mapping Project, developed a graphical toolset 
and workflow enactor, which uses its own high 
level representation of a process flow, including 
specification of processing units with data and 
execution constraints.  The workflow toolset is 
available as open source and has also been 
integrated into the 
myGrid workbench where it was 
a key tool in assisting with the identification of 
genes involved in Graves’ disease.    
 
The biologists involved in the 
myGrid case study 
have positively received our approach confirming 
the need to address the significant difference 
between the level at which the scientist wants to 
think about their problem and the level at which it 
is necessary to implement a solution.  We also 
welcome wider feedback, anything from a quick 
note commenting on our work to offers of 
collaboration will be gratefully received. In 
particular we're interested in hearing from anyone 
who thinks they might be able to apply and extend 
our tools in other domains. 
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The BAE SYSTEMS Advanced Technology Centre is currently constructing a prototype Grid 
infrastructure - “BAEgrid”.  BAEgrid is designed as an in-house “laboratory” in which we can exercise grid 
concepts, capabilities and tools to develop and evaluate a range of Grid-enabled business scenarios. This is 
facilitated by our close relationship with the world-leading UK e-Science programme, and is being 
implemented in collaboration with several major hardware and software vendors.  Grid technology in its 
current form is ready to be deployed in areas of compute-intensive activity and can demonstrably improve 
efficiency of deployed IT assets within a single organisational domain.  However, the big pay-off from 
Grid is in the collaborative “Virtual Organisation” area.  Here we are engaging with several e-Science 
projects to test existing capabilities, and gain insight into the requirements for future work.  This paper 
gives a brief overview of the current status of the BAEgrid, and some of the collaborations now running.  
Our experience demonstrates the importance of the involvement of the end-user community in the 
development of Grid.  We identify three topics as crucial to the success of Grid in a business environment: 
security (the fundamental enabler), semantics (the key to interoperability at the applications level) and 
human factors (central to effective collaboration). 
 
 
Introduction 
Once computers reached a certain cost and power 
in the early 1980’s engineers switched en-masse 
to a new way of working, and computing in 
engineering became routine within a few years.  
More recently, the commercial benefits of the 
Internet were viewed with healthy skepticism.   
Once protocols were agreed and adopted certain 
applications (particularly email and the web) lead 
to a huge uptake.  The impact of those 
technologies on BAE SYSTEMS has been 
obvious, and it would be inconceivable to do 
business today without Intranet or Internet 
capabilities. 
 
It is now accepted that Grid protocols and 
applications are becoming sufficiently capable 
and heterogeneous (in the academic domain, at 
least) that their persistence is assured
1.  Of course, 
like computers and the Internet before, it is 
difficult to predict the timing and eventual impact 
of Grid.  There is a growing expectation that the 
impact will be large and soon! 
 
Having established that the Grid concept is taking 
shape, and has a good chance of success, we need 
to examine what the role of an engineering “end-
user” should be.  Even if processors, networks 
and operating systems are delivered “off the 
shelf” they do not constitute a capability that can 
immediately help our business.  We still need to 
consider the applications that we wish to run on 
the systems, the policies under which they are 
operated and the degree to which we wish to rely 
on others (e.g. suppliers) to meet our 
requirements.  The interactions of our 
applications, processes and workflows with the 
Grid standards and the emerging Grid-services 
architecture are not necessarily straightforward to 
implement.  
 
It is therefore essential that we develop an 
understanding of Grid – both from the technical 
and socio-political viewpoints.  From this 
understanding we can make informed choices as 
to how we adopt Grid concepts, which software 
and hardware solutions best fit our needs, and 
which areas of the business will benefit most, and 
when.  Based on past experience it is important 
that we are able to define our own requirements 
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contractors and out-sourcing to meet those 
requirements. 
The BAEgrid 
Having determined that the growth of “Grid” on a 
global scale merits investigation (and spurred on 
by the launch of the UK e-Science programme), 
the Company’s Advanced Technology Centre has 
been tasked with establishing a prototype Grid-
enabled infrastructure.  This has the aim of 
establishing the business case for Grid 
deployment across a wide range of corporate 
activity.  The infrastructure on which our 
collaborative research programme is built is 
known as “BAEgrid”.  The work on the BAEgrid 
is being performed in each of the four layers of 
our simplified Grid architecture (figure 1).   
 
 
Network Infrastructure
GRID
Applications & Facilities
Virtual Organisations
Fabric
Connectivity
Resource
Collective
Application
 
Figure 1 A simplified layer representation.  The 
corresponding Grid architecture elements
11 are 
indicated on the left. 
 
 
Network layer: 
  The network layer consists entirely of existing 
computing and connectivity resources.  No 
specialist hardware has been purchased for the 
BAEgrid initiative - an important point to stress: 
since "Grid" is built on top of existing protocols it 
requires no additional or specialist equipment.  In 
fact, the computers within the company are 
largely operating with Windows NT (or successor 
O/S types) and we currently maintain only a small 
number of Unix/Linux machines as compute 
facilities and to enable Globus deployment.  
 
 
 
Grid layer: 
The BAEgrid is constructed using the Globus 
Toolkit
2 (version 2.4). It uses components of the 
toolkit such as GSI, GRAM, GridFtp and MDS as 
well as other Globus based tools like SimpleCA 
and MyProxy
3. Globus Toolkit version 3.0 is 
currently being installed and some applications 
are being ported to the gridService architecture. In 
addition to this we have made use of the freeware 
AccessGrid
4 system (version 2.0), and used the 
Condor
5 software to set up the first version of our 
desktop aggregation pool.  We are keen to utilise 
commercial solutions where possible, and have 
recently signed partnering agreements with 
Entropia
6 and Platform
7.  Some additional tools 
have been written in-house to support deployment 
of a number of applications.  These include 
portals that provide access to grid resources using 
tools such as the Globus Java CoG, in-house 
Globus interfaces and wrappers and toolkits such 
as the MatLab interface developed in the 
GEODISE
8 project. 
 
Applications layer: 
A schematic representation of the BAEgrid is 
shown in Figure 2. This is intended to illustrate 
the organisations both within and outside the 
company that are participating in one or more trial 
"virtual organisations".  (See below).  Of 
significant importance is the separation of the 
"Intra-grid" deployed on the corporate Intranet 
and the "Extra-grid" that utilises a separate link to 
the Internet.  This is discussed further in the 
Security section (below).   
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e-Science
Singapore
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e-Science
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BAE
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BAE
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BAE
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Platform
 
Figure 2 A topological view of the BAEgrid 
showing some of the members of our Intranet and 
Internet based Virtual Organisations. 
 
The technology deployed at the "nodes" of the 
BAEgrid includes the following: 
•  Processing power in the form of multi-
processor clusters. 
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processors, stand alone Unix machines and a 
MPI enabled alpha cluster. A condor view 
server is used to monitor the pool usage. 
•  A “Datagrid" space of around 100GB 
configured, built using the Globus toolkit and 
interfaced with analysis codes. 
•  AccessGrid facilities (in the process of being 
deployed) including small meeting room and 
PIG facilities. 
•  Software applications in the form of a 
growing list of engineering applications and 
computationally expensive analysis codes. 
•  Applets and portal software to permit access 
from lightweight clients through browsers. 
•  Experimental measurement equipment.  BAE 
SYSTEMS’ proprietary pressure sensitive 
paint system
9 is used for data gathering in 
wind-tunnel experiments, and is being 
configured to operate remotely across the 
Grid. 
 
 
Virtual Organisation layer: 
Our research is centred of the deployment of 
several trial Virtual Organisations (VO’s).  Foster 
et al
10 define Virtual Organisations as a set of 
individuals and/or institutions whose relationship 
is defined by sharing rules.  In practice we have 
found it necessary to be more specific in defining 
the boundaries of a VO.  Our VO’s are constituted 
around a specific technical goal.  This goal is 
owned by one or more of the VO participants, and 
only resources, organisations and people that are 
engaged towards meeting that goal are included.  
This also helps to define and control the duration 
of the VO, and makes deployment and 
management of shared resources easier.   These 
organisations are known as Virtual Organisations 
formed by Goal-Oriented Networks (VOGONs). 
 
The Research Programme 
A traditional view of the growth of grids is an 
assumption that there will be a progression from 
“cluster grids”, through “enterprise grids” to 
“global grids”.  This probably makes sense if the 
goal is to aggregate computing power, but as we 
point out here, it is the collaborative capabilities 
of Grid that can pay the greatest dividends.  Our 
involvement in external collaborative grids is at 
least equal to (if not ahead of) our internal cluster 
grid capabilities.  In fact it is the joining of these 
two components of the BAEgrid that possibly 
presents the greatest challenge. 
The current internal research programme is split 
into several distinct areas.  “Infrastructure” and 
“Distributed Problem Solving” deal with the 
deployment of Grid and its immediate 
application, “Security” and “Semantics and 
Standards” cover areas we see as among the most 
critical for further development of Grid, and the 
“Socio-technical” – up to now a severely under-
resourced yet crucial component.  
 
Infrastructure 
Our work in this area has been restricted to the 
collection and deployment of existing tools and 
processes – such as Globus, Condor and 
AccessGrid.  We are also interested in testing and 
evaluating the state-of-the-art in commercially 
produced software.  The main goals here are to 
develop familiarity with Grid capabilities, provide 
in-house best-practice, assist with policy 
development and provide expertise and 
connectivity to support a number of external 
collaborations (including those within the e-
Science programme). 
 
Distributed problem solving 
Because of its similarities with “big science” we 
see the area of multi-disciplinary problem solving 
as one of the first areas of Grid deployment 
within the Company.  We are therefore looking to 
configure engineering workflows that involve 
compute-intensive applications together with the 
associated processing power such that they can be 
operated more efficiently.  In the current 
economic climate there is ever-increasing 
pressure to reduce fixed costs associated with IT. 
Grid-like access to distributed resources, together 
with capability-as-service architectures, offer new 
ways of delivering these savings.  In the longer 
term it is clear that a Grid-services approach to 
multi-disciplinary analysis will lead to new ways 
of combining currently disparate capabilities.   
The management of, and access to, distributed 
data, information and knowledge sources could 
have a huge impact on the decision-making 
processes deployed during a product development 
lifecycle.  The challenges are therefore not just in 
the areas of connectivity and analysis delivery, 
but also in the development of new tools and 
processes to fully exploit the new distributed 
systems.  
 
Security 
Security covers a huge range of issues that go 
right to the heart of a Grid system.  One of the 
reasons why Grid has been so successful is the 
awareness of the need for a security infrastructure 
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However, it has become clear that these measures 
are inadequate to support the deployment of even 
a moderately complex academic VO.  The UK e-
Science security task force
11 has identified a 
dozen different aspects of security (from 
authentication and authorisation, through to 
assurance and usability), and only some of these 
are handled adequately by the existing 
middleware.  
The BAEgrid deployment uses the full range of 
existing corporate and national requirements and 
procedures.   Using Grid within this environment 
is clearly possible but results in a loss of 
“performance” that all but the largest VO’s 
cannot tolerate.  Resources from multiple sites 
required by a rapidly initiated (or dynamically 
changing VO) cannot be configured or protected 
quickly enough using current procedures since 
these procedures are largely based on specifically 
negotiated, written agreements.   The current 
“split” that is shown in the BAEgrid topology 
(figure 2) is a good example of this issue.  Only 
resources (hardware, software etc) that are 
specifically licensed and authorised can be 
accessed from outside the organisation – and 
those resources cannot subsequently be re-
deployed to other networks easily.   
 
Some pertinent examples of the problems 
encountered when deploying Grid middleware in 
conjunction with firewalls are given in Surridge’s 
Rough Guide to Grid Security
12. 
 
Grid cannot work effectively under existing 
commercial-strength security systems and 
procedures. It is essential that additional tools and 
methods are developed very quickly to remove a 
major barrier to the future deployment of Grid-
enabled VO’s. 
 
Standards and Semantics 
Aircraft and their support environment 
increasingly rely on embedded computer systems, 
not only for flying the aircraft, but also for 
support systems such as structural health 
monitoring, engine usage recording etc.  At the 
same time the design of the platforms and systems 
themselves is a highly collaborative endeavour 
requiring significant levels of integration.  It is 
impossible to connect different systems together 
unless a data interface for the embedded software 
has been agreed in advance.  This defines the 
format of the information exchanged, but assumes 
that the meaning of each of the data elements is 
hard coded into the applications.  Defining and 
implementing the interface generally takes 
months or even years.   The development of 
semantic standards such as STEP has greatly 
improved interoperability – in the design office at 
least.  STEP is used to define data exchanges, 
with the meaning of the information again hard-
coded in the interface.  It does not cover all areas 
of interest, nor – being an international standard – 
can it keep up with rapid technical developments.  
We are working to develop systems that will 
automatically map parts of existing data models 
to each other, and interpret them consistently.   
This becomes truly “Grid-enabled” when the data 
model mapping techniques are sufficiently robust 
that automatic negotiation can take place and 
systems can rapidly establish grounds for 
communication of understanding with a high 
degree of automation. 
 
Socio-technical 
We will not succeed as a global company unless 
we create effective virtual organisations who are 
able to share knowledge and information and to 
work together collaboratively in the context of 
risk sharing partnerships. The business 
environment means that we are exposed to 
situations where we are both partnering and 
competing with the same companies at the same 
time.  It takes a more sophisticated shared 
working environment to enable supply chain 
partners to work collaboratively with us in a 
secure way.  A high degree of partnership 
maturity is needed to enable these relationships to 
be successful. 
 
As a company we have invested in connectivity 
throughout the company and within projects so 
that shared working environments can be enabled. 
However  connectivity  does not equal 
collaboration and a concentration on the 
technological aspects alone will not achieve 
success.  It is very important to adopt an 
integrated approach that considers the people 
issues, process requirements and technological 
aspects together in order to deliver effective 
knowledge sharing and knowledge management.  
 
A recent industry survey
13 supports the view that 
some of the major barriers to the deployment of 
Grid concepts and solutions are organisational 
and political, not technological. 
 
Grid architectures promise many benefits but it is 
important that we are ready as a company to reap 
those benefits as and when the technology is 
mature.  Looking at the human factors of 
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Grid.  Therefore the human factors component of 
our Grid research portfolio aims to address issues 
of collaborative technology
14 as well as 
communication and knowledge-sharing issues 
within multidisciplinary teams.  
 
Current Application Examples 
Three examples from our portfolio of operational 
research partnerships are now given to illustrate 
current capabilities and issues. 
 
VOGON – Analysis service 
An engineering function within one of the 
company’s business units has a requirement to 
use full-physics fluid dynamics analysis during a 
particular part of a product development lifecycle.  
This capability, together with a substantial body 
of knowledge and experience in the use of such 
tools, exists within the wider company, but is not 
easily accessible.  A licence for the relevant 
software, and an appropriately sized computing 
resource must be purchased, installed and 
maintained locally – even if the capability is not 
required continually.   
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Figure 3  The Analysis service VOGON 
 
Using existing Intranet connectivity we have 
established a Globus-enabled process whereby 
engineers can access a fluid dynamics analysis 
code, and the associated computing power.  The 
problem to be solved is set up within an existing 
problem-solving environment, and the input files 
are transferred to the remote “service” using 
GridFTP authenticated by the GSI.  The job(s) are 
then scheduled using Condor and results returned 
via the same route.  One of the most important 
aspects of this system is the lightweight client.   
The client interface is based on the Globus Java 
CoG and can be accessed through any Java-
enabled browser on any O/S – providing valid 
credentials can be presented.  Another aspect 
concerns the “service” provision.  It is now much 
easier to access support and information on the 
use of the code since access to the problem in 
hand can be organised much more easily by a 
previously remote site.  Future plans include the 
use of “knowledge-enabled” capabilities such as 
those being scoped by the GEODISE project.  
 
VOGON – GECEM 
GECEM
15 is an e-Science project that is 
concerned with Computational Electromagnetic 
analysis for product performance prediction – 
where the component technologies needed to 
solve very large problems are owned by different 
organisations.  The partners are BAE SYSTEMS, 
Cardiff and Swansea universities, HPLabs and the 
iHPC in Singapore.  This provides a trial system 
whereby different capabilities (mesh generators, 
solvers, compute resources, visualisation and VR 
facilities) can be supplied and co-ordinated by a 
“customer”. Important aspects of the proposed 
research include the deployment and use of Grid-
based mesh generation and manipulation services, 
the secure remote execution of computational 
electromagnetic simulations on the various 
hardware resources available at the Grid nodes 
(including that of the Singapore Institute of High 
Performance Computing), and collaborative 
visualisation and analysis of both meshes and the 
simulation results by geographically dispersed 
participants. A critical issue in the proposed work, 
and in the use of the Grid in general, is the ability 
to make effective use of the distributed resources 
in the face of dynamically changing network 
bandwidth constraints. 
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Figure 4 The GECEM VOGON 
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VOGON – GEWiTTS 
GEWiTTS (Grid Enabled Wind Tunnel Test 
Services) is another e-Science project and is a 
collaboration between BAE SYSTEMS, 
Manchester University and the Aircraft Research 
Association.  As before we are interested in 
scoping the delivery of capability as a service, but 
in this case we are attempting to “Grid-enable” a 
physical test facility (in the form of an 
instrumented wind-tunnel).  The orchestration of 
the necessary resources takes on a slightly 
different flavour in this instance.  We are now 
dealing with new issues such as safety during 
remote access to steerable experiments, and the 
definition of the appropriate architecture for the 
apparatus (how much processing is to be done at 
the server or client locations, for example).  
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Figure 5  The GEWiTTS VOGON 
Forward Look 
It is clear from our early exposure to Grid 
technology that there is a lot of useful capability 
offered by existing open-source and proprietary 
solutions.  This capability is mainly centred on 
the aggregation and distribution of IT resources.  
Where our requirements match those of “big 
science” – such as computationally intensive 
processes – Grid technology can be (and is) 
declared “operational”
16. 
 
In a very simple interpretation of the "Grid" 
paradigm, there are two distinct issues: 
 
•  The use of Grid concepts, architectures, 
standards and technologies to "Grid-enable" 
resources (hardware, software, facilities, 
people etc).  
•  The operation of Virtual Organisations.  
 
The current generation of Grid technology is 
almost entirely related to the issue of enabling 
existing resources – from the networking 
initiatives such as GTRN, SuperJanet4, GEANT, 
through the middleware development in Globus, 
Unicore, Condor to applications in areas of "big 
science": CERN LHC, NASA IPG, Bio-
informatics etc. 
 
Grid for "big science" permits only "symmetrical" 
VO's.  These VO's are constituted as coalitions of 
equals where each participant has a similar degree 
of ownership over the objectives of the VO.   
Resources are contributed and utilised by the VO 
members in a way that is commensurate with 
what they expect to get out.  Negotiation and 
verification of assets and their utilisation is 
largely based on established relationships.  Where 
services are provided by one member to another 
without direct reciprocation it is usually part of a 
wider context where the resource provider is 
motivated by central funding.  They may even 
part of the same establishment and are simply 
using Grid to provide a resource that would 
normally be provided anyway by other means. 
 
Current-generation Grid is not able to cope with a 
more pragmatic and realistic "asymmetric" VO 
model.  This refers to a coalition of partners 
whose motivation for participation varies - from 
those who have ownership of the problem in 
hand, to those who are interested in contributing 
capability towards that goal in return for payment 
or some other redress. 
 
A lifecycle model for a generic Virtual 
Organisation can be summarised as four phases: 
Identification,  Formation,  Operation and 
Dissolution.  Each of these phases requires 
concepts, architectures, standards and 
technologies, and almost none of this capability is 
available right now.  For example: we are 
currently attempting to operate and/or participate 
in several VOs.  Each has a different purpose but 
may share the same physical resources and staff.  
Formal policies for the operation of the VOs that 
can address quality-of-service issues, trustworthy 
sharing and access policies and  
 
This suggests that there is a further layer to be 
added to the Grid model – called  "VO Operation" 
– and this sits between the Grid-enabled resources 
layer and the VO itself.  This layer is the location 
for many services and capabilities identified in 
various discussion papers on the future of 
Grid
17,18.  It also helps explain why many of the 
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Grid are not easy to address at the middleware 
level.  Trust, negotiation, contracts, financial 
processing, auditing, business system integration 
are a handful of the issues we need to build into 
this layer. 
 
In some cases there is an interesting inter-
relationship between the current middleware and 
the VO  Operation layer.  For example, we need 
to consider interoperability within the proprietary 
applications that we wish to bundle up and offer 
to a VO.  This requires many aspects of GGF 
standards and involves us in issues such as 
semantics and ontologies, workflows, directory 
services, security etc.  This scales up when we 
join a VO where all these issues are needed this 
time at the partner/partner level.  However, there 
are also factors that are unique to this new layer.  
In particular the financial, contracting, negotiating 
and auditing tools are unlikely to be needed 
within a single organisational entity, but are key 
enablers for an asymmetric VO. 
 
Network Infrastructure
GRID
Applications & Facilities
VO Operation
Virtual Organisations
 
Figure 6 A modified layer architecture with the 
addition of a "VO Operation" category. 
Conclusions 
Grid, and its related concepts, are just the latest 
steps in a series of innovations in information 
technology over the past few decades.   From an 
"end-user" perspective, most of these innovations 
have led to changes and (usually) improvements 
in the way business is conducted.  It may 
therefore seem sensible to "sit back" and let the 
field mature before investing time and effort.   
However, Grid goes deeper and encompasses a 
much broader range of business activity than 
previous IT developments since what is at first 
glance a system for aggregating supercomputers 
turns out to be a whole new way of collaborating 
and interacting. 
 
Right now there is, of course, a large gap between 
the vision and the reality, and the extent of the 
current deployment of Grid techniques is limited 
to those areas of business that have similar 
demands to large-scale science.  The compute-
intensive engineering activities (such as 
automotive crash simulations, aerodynamic and 
structural design of aircraft) are already starting to 
benefit. An additional motivation is the current 
economic climate that is driving demands to share 
resources and distribute capability with the aim of 
reducing fixed costs and improving efficiency. 
 
There are two general areas of Grid benefits: 
1.  The delivery of capability over the Internet 
in the form of services.  This offers a new 
way to access software, hardware, data, and 
information. 
2.  The ability to form and manage dynamic, 
scalable virtual organisations. This offers a 
new way to organise, manage, control and 
participate. 
 
The first is largely achievable through extensions 
to existing capabilities, and careful and well-
validated deployment of new systems and 
processes.  Assuming, of course, that we can also 
solve the security problems!  The second is much 
more difficult, but could have an order of 
magnitude more impact.  Key enablers for the 
"next generation" of Grid technology are security 
(the fundamental enabler), semantics (the key to 
interoperability at the applications level) and 
human factors (central to effective collaboration). 
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Abstract 
 
Following a design and consultation phase, an initial eMinerals minigrid has been set up which includes 
compute and data resources together with the software and middleware to enable their use. The compute 
resources are extremely heterogeneous (comprising Beowulf machines, IBM SP's, Condor pools as well 
as a plethora of Linux boxes) and are distributed across the sites associated with the project. The data 
resources include a dedicated database server to hold the metadata catalogue for the project and multiple 
SRB server instances. In order to ensure full compatibility with the UK eScience Grid, the eMinerals 
minigrid is built on the Globus Toolkit 2. The eMinerals minigrid is accessed via a custom eMinerals 
portal which includes fully integrated versions of both the CCLRC Data Portal and the CCLRC HPC 
Portal. The DataPortal is a web based portal which allows simultaneous searches of distributed 
heterogeneous metadata catalogues while the HPCPortal essentially encapsulates the core services 
provided by the Globus Toolkit 2 technology whilst providing additional 'added value' services such a 
computational workflow. The Storage Resource Broker (SRB) software developed by San Diego 
Supercomputing, is used facilitate data management and sharing across the virtual organisation. The SRB 
allows files and data stored over multiple distributed heterogeneous physical resources to be accessed 
through a single virtual file system. This paper will describe the integration of the constituent tools / 
resources which comprise the eMinerals minigrid with an emphasis on the lessons learned and problems 
encountered (both technological and socio-political) in the process. 
 
 
I. Introduction 
 
The 'Environment from the molecular level' 
(eMinerals) project is a NERC funded eScience 
pilot project involving  groups in Cambridge 
(Earth Sciences), Daresbury Laboratory 
(eScience and computational science), Bath 
(Chemistry), University College London (Earth 
Sciences, Computer Science), Reading 
(Computer Science), the Royal Institution, and 
Birkbeck College (Crystallography). 
 
 
The scientific focus of the project is the use of 
molecular simulation techniques in order to 
investigate fundamental problems associated 
with key environmental issues such as nuclear 
waste storage, pollution and weathering.  
The simulation of realistic systems with the 
desired accuracy can be intensive both in CPU 
time and data requirements.   
Accordingly the project is extremely interested 
in the use of grid technology in order to 
facilitate both high performance computing and 
high throughput computing. 
 
In addition there is the need for wider eScience 
technologies in order to support effective 
collaborative working and data management 
across the distributed eMinerals virtual 
organisation. 
 
Accordingly the project has set-up and been 
using a number of eScience tools and 
technologies which has become known as the 
eMinerals minigrid. This paper will describe the 
different components of the minigrid, their 
integration and experiences gained so far in 
their ongoing use.  
 
II. Components of eMinerals MiniGrid 
 
The challenge of the project from a data 
management perspective is to allow effective 
sharing of data and metadata across the virtual 
organisation. Since the use of scientific codes is 
central to the project, the majority of the data is 
stored in the form of data files. 
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formats although there is much effort within the 
project to convert to using XML based data 
formats namely Chemistry Markup Language 
(CML) and Computational Chemistry Markup 
Language (CMLcomp). 
 
A. Metadata Management
 
CCLRC's integrated data system includes the 
Data Portal for high-level access to 
multidisciplinary data, linking to existing or 
new data catalogue systems. These catalogues 
include metadata as well as links to the data 
itself. The data is held in various storage 
resources from local disks, over databases to 
multi terabyte tertiary tape systems. For a 
number of e-Science projects, the first step is to 
create metadata catalogues and links to their 
data. The structure of these catalogues must 
allow storage of metadata that is common 
amongst the different scientific areas since the 
DataPortal provides common searches using a 
common scientific metadata format in XML. 
The structure must therefore allow storage of 
common metadata such as the name of a study 
and names of investigators. 
 
CCLRC houses a database server which will 
hold all the metadata relating to the project. It 
will be stored in a relational database in a 
standard structure that maps directly to the 
CCLRC Interdisciplinary Metadata Format 
(XML schema) that was designed specifically to 
describe scientific research activities. 
 
B. Data Management 
 
The metadata contains links to the actual data 
holdings themselves, which within the context 
of this project are the data files produced from 
the simulations. In order to ensure referential 
integrity of the links, the Storage Resource 
Broker (SRB), developed by the San Diego 
Supercomputing Centre (SDSC), is being used.  
 
Essentially SRB allows multiple distributed 
heterogeneous file systems to be treated as a 
single virtual file-system. This concept is 
extremely important within the context of the 
Grid where the user should not be concerned 
with the actual location of their files, the file 
system they are being stored on etc. It also 
allows files to be stored logically, i.e. according 
to their content, rather than by their location. 
Figure 1 shows the SRB architecture which 
consists of three principle components. 
 
SRB Clients  
There are a number of ways to access the SRB 
virtual file system. These include SRB 
browsers, such as InQ, SRB API and web 
services interfaces. 
 
SRB Server  
SRB server sits on top of the actual data storage 
systems translates requests from SRB clients 
into a format appropriate for the local systems. 
 
MCAT 
The MCAT stores the location associated with 
data sets, users and resources managed which is 
used by the SRB servers to service the requests 
from the SRB clients. 
 
 
 
Figure 1. Architecture diagram showing the 
three principle components of SRB: SRB 
clients, SRB servers and the Metadata 
Catalogue (MCAT). 
 
The use of SRB is also extremely useful for 
facilitating sharing of data across the VO. It is 
possible to define very specific access rights 
and conditions to data held in SRB for other 
members of the VO. 
 
C. Compute Grid Infrastructure 
 
Inspired by the development of UK eScience 
Grid, the project has been using the Globus 
Toolkit 2 to set up a compute grid. The 
eMinerals VO has a central Grid Index 
Information Service (GIIS) server to which all 
resources on the compute grid report. 
 
Currently the grid contains machines from 
CCLRC, Cambridge and UCL. The grid is 
extremely heterogeneous containing parallel 
machines, Linux boxes and Condor pools. Some 
of these resources are also part of the UK 
eScience VO and report to two GIIS servers. 
 
Condor
Condor is a technology developed by the 
University of Wisconsin in order to harness idle 
CPU cycles. It contains an efficient task farming 
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class of computational problems, parameter 
space searches for example. 
 
The eMinerals VO contains two Condor pools, 
one at the UCL node and the other at the 
Cambridge node. The UCL Condor pool is 
composed entirely of Windows machines from 
undergraduate teaching laboratories while the 
Cambridge pool is heterogeneous containing a 
variety of UNIX, Linux and Windows 
machines. 
 
D. eMinerals Portal 
 
An eMinerals web portal has been set up to 
provide a single point of secure access to the 
resources on the minigrid. The eMinerals portal 
is a fully integrated custom instance of two 
other web portals developed by CCLRC, 
namely the Data Portal and the HPC Portal. The 
eMinerals portal is also linked to a custom MDS 
(Monitoring and Discovery Service) service to 
which the resources available to users of the 
minigrid are setup to report.  
 
The Data Portal (as previously outlined) is a 
web based portal which facilitates the discovery 
of scientific metadata by allowing the 
simultaneous searches of multiple distributed 
heterogeneous databases. The Data Portal acts 
as a broker between the user and the facilities 
with metadata and data holdings. The key 
component of the Data Portal is the XML 
wrapper which converts queries into a SQL 
statement appropriate for each specific database 
and then translates the search results back into 
the CCLRC metadata format. 
 
 
 
Figure 2. General Architecture of DataPortal. 
 
The HPC Portal is another web portal developed 
by CCLRC but whereas the Data Portal is a 
broker to facilitate interactions with a data grid, 
the HPC portal is a broker to allow access to 
resources on a compute grid. Essentially the 
HPC Portal allows access to the core 
functionality of the Globus Toolkit 2 through a 
web portal. In addition it provides a number of 
'added value' services including session 
management and workflow tools. 
 
 
E. Collaborative Working Tools 
 
Given the number of different groups working 
within the project, there is a clear need for 
collaborative working tools and environments. 
The project has made extensive use of the 
Access Grid technology and has been evaluating 
Pig / Piglet technology with the eventual aim of 
deploying Pigs across the VO. 
 
In addition to AG and Pig, the Reading node of 
the project is developing a collaborative 
working suite known as the Computational 
Collaborative Framework (CCF) which allows 
the sharing of applications remotely as well as 
providing white board tools (Figure 3). 
 
 
Figure 3. Example of CCF framework. 
 
 
III. Integration of Minigrid Components 
 
A. Firewall Issues 
 
The compute resources are all running Globus 
Toolkit 2 middleware. By using the eMinerals 
portal as the central point of access for the 
minigrid, it has been able to avoid firewall 
problems as the ports necessary for Globus use 
need only be opened to the portal server.  
The trade off for this convenience is however it 
that the portal server becomes a single point of 
failure for the minigrid. 
 
More problems have been encountered with the 
use of SRB due to firewalls. SRB server 
middleware which are currently installed on the 
Cambridge and Daresbury nodes requires access 
to the central MCAT for the project. However 
as the database server which hold the eMinerals 
databases is heavily fire-walled as it also holds 
databases crucial to other eScience projects. 
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Hence in order to enable all nodes of the VO 
access to SRB it was necessary to install the 
SRB server software and the MCAT software 
on an application server outside of any site 
firewalls. The application server then performs 
port forwarding to the database server using 
Oracle Client software. The implementation 
require firewall holes only to be opened to the 
application server and also has the additional 
benefit that if the SRB software is somehow 
compromised then the database server is still 
secure. 
 
B. Interacting with Queuing systems and 
Condor 
 
Some of the compute resources on the minigrid 
run batch queuing systems. For example, the 
IBM SP machines run LoadLeveler and the 
DEC Beowulf cluster uses OpenPBS. In 
addition to the parallel / cluster machines, there 
are also two Condor pools in the minigrid. 
 
Two approaches have been experimented with 
in order to interact with these queuing systems 
via Globus. 
 
The first approach has been to use the Globus 
job managers for these queuing systems. The 
globus job-managers can be configured for 
different types of queuing systems, which are 
then interacted with through the use of the RSL 
syntax. This is not necessarily an all 
encompassing solution as the parameters passed 
in the RSL string are mapped to the underlying 
native batch system and so it is still a 
requirement that the sufficient parameters 
needed to run the job are supplied.  
 
The second approach has been to use the default 
globus ‘fork’ job-manager, and supply a pre-
written batch file, particular to the target 
queuing system, which after data has been 
transferred to the target machine is invoked via 
a simple globus run command. These scripts are 
either transferred with the data to be processed 
or are ‘pre-installed’ on the target machine and 
invoked in the same way as any other target 
executable. 
 
 
B. Portal Integration Issues 
 
As described earlier, the eMinerals portal is 
actually a customised integrated instance of the 
CCLRC Data Portal and the CCLRC HPC 
Portal (Figure 4). 
 
 
 
 
 
Figure 4. The customised eMinerals portal. 
 
These portals were developed independently 
and in particular both had their own session 
management services. In order to allow a degree 
of flexibility for both portals to develop in the 
future, it was decided that both portals should 
retain their own individual session management 
service. 
 
However within an integrated environment, 
such as the eMinerals portal, a typical scenario 
is that a user may wish to use the Data Portal 
services to search metadata holdings and 
eventually find links to specific data of interest. 
Having found this data, HPC Portal services 
may then be used to find a suitable compute 
resource, transfer the data and then start some 
computation on that data. 
 
In order to allow a degree of flexibility for both 
portals to develop in the future, it was decided 
that both portals should retain their own 
individual session management service. Hence 
for the above scenario to be possible some   
mechanism of federating credentials, 
specifically proxy certificates and private keys, 
is necessary. The solution was to modify both 
portals so that their uses a common format for 
their session identities and to use the standard 
GSI delegation mechanism to transfer 
credentials between the session managers. 
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Figure 5. Session manager federation 
mechanism. 
 
Figure 5 shows federation mechanism 
schematically which consists of the following 
steps: 
 
•  Initially a user has logged onto one 
portal and their credentials are stored in 
Session Manager 2 which has issued 
them with a session id string (SID). At 
some point later, the user then attempts 
to use a service of the other portal which 
sends the SID to it's own session 
manager (Session Manager 1) in order to 
verify that it is a valid SID. 
 
•  Since this SID is not recognised by 
Session Manager 1, it contacts Session 
Manager 2 asking if it recognised this 
SID and requesting the corresponding 
proxy certificate. 
 
•  Assuming the SID is valid, Session 
Manager 1 then generates a new public 
private key pair. The public key is used 
to form a certificate signing request 
which is then send to Session Manager 2 
which then forms a delegate certificate 
by signing the certificate signing request 
with the private key that it holds. This 
certificate is then returned to Session 
Manager 1 
 
Using this mechanism it is possible to transfer 
credentials without the private keys ever being 
exposed. 
By implementing this functionality between the 
two session managers, it is possible for a user to 
sign on once with either portal and to then 
seamlessly use the services of either portal.  
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Abstract
Over the period September 2002-April 2003 the UK Grid Engineering Task Force and staff at Regional e-
Science Centres and CCLRC deployed the Globus Toolkit GT2 at 14 sites and on approximately 80
compute resources to set up the first production-quality e-Science Grid for the UK. This work is proving
to be exemplary of what can be achieved using heterogeneous resources on a national scale and is feeding
discussions on how to link Grids with multiple virtual organisations across Europe. This paper therefore
reports on experiences of this deployment exercise, compares with other efforts worldwide and suggests
further work to be done.
Introduction
Members of the UK Grid Engineering Task
Force from the Regional e-Science Centres and
CCLRC have deployed the Globus Grid
middleware and a number of additional tools
from their projects to implement the first UK
computational e-Science Grid.  This so-called
“Level 2” Grid now provides a service for a
growing number of users of applications pre-
installed on Centres’ resources and is supporting
grant-funded e-Science pilot projects. Over the
coming months it will continue to be developed
as a robust service platform. The programme of
work undertaken to deploy software and
applications is described in this report. It was
agreed by all members of the UK Grid
Engineering Task Force and managed by Rob
Allan, Alistair Mills and David Boyd. The
workplan was forwarded to the e-Science TAG
for approval, and we acknowledge the active
participation of Anne Trefethen in project
meetings, which enabled us to get very useful
guidance in a number of areas.
E-Science Grid deployment phases were defined
to be:
Level 0: Resources with Globus GT2
registering with the UK MDS at ginfo.grid-
support.ac.uk [5];
Level 1: Resources capable of running the Grid
Integration Test Script [4];
Level 2: Resources with one or more
application packages pre-installed and capable
of offering a service with local accounting and
tools for simple user management, discovery of
applications and description of resources in
addition to MDS;
Level 3: GT2 production platform with widely
accessible application base, distributed user and
resource management, auditing and accounting.
Resources signing up to Level 3 will be
monitored to establish their availability and
service level offered. A GT3 testbed is also
included at this level.
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were used for fortnightly meetings during which
progress was discussed, issues raised and new
milestones and deliverables agreed. These
meetings were documented in the form of
minutes and action lists. In the later stages the
new Centres of Excellence have started to
contribute resources.
Figure 1: on-line active map of Regional
Centres
The agreed milestones and deliverables were
also documented in an overall project plan
together with required effort levels and this used
to check the feasibility of the outcome. Task
graphs and Gantt charts together with a task
summary were produced automatically using
the OpenSched open source software and
incorporated into a full project report which
included a basic risk analysis.
Key components of the project thus include:
•   ETF Coordination: activities are
coordinated through regular Access Grid
meetings, e-mail and the Web site;
•   Resources: the components of the e-Science
Grid are the computing and data resources
contributed by the UK e-Science Centres
linked through the SuperJanet4 backbone to
regional networks;
•   Middleware: many of the infrastructure
services available on this Grid are provided
by Globus GT2 software with additional
local resource management software such
as Condor, PBS, Sun GridEngine,
LoadLeveler, LSF;
•   Directory Services: a national Grid
directory service using MDS links the
information servers operated at each site
and enables tasks discovery usable
resources at any of the e-Science Centres.;
•   Security and User Authentication: the Grid
operates a security infrastructure based on
x.509 certificates issued by the e-Science
Certificate Authority at the UK Grid
Support Centre at CCLRC;
•   Additional tools and applications to be
described below.
Work package leaders were responsible for
setting the technical agenda of their own work
packages and for documenting technical aspects
of the work undertaken and the deliverables
produced. Proposals were circulated for
discussion and agreement.  The current working
groups are:
•   Grid Deployment Management – leader
R.J. Allan (CCLRC Daresbury);
•   Grid Middleware – leader J. Giddy
(Cardiff), previously N. Hill (CCLRC
RAL);
•   Information Services – leader R.J. Allan
(CCLRC DL);
•   Security and Firewalls – leader I.
Kostadinov, previously J. Hillier (Oxford);
•   CA  – leader A.B. Mills (CCLRC, RAL);
•   Grid User Management – leader S.J.
Newhouse (Imperial);
•   Applications – leader S. Cox
(Southampton);
•   Grid Integration Testing – leader D.J. Baker
(Southampton);
•   Grid Support – leader A.B. Mills (CCLRC
RAL);
•   Access Grid – leader M. Daw
(Manchester);
•   Web and Grid Services – leader R.J. Allan
(CCLRC Daresbury).
A secure Web site was used for internal
document management based on the EDG
GridSite software from Andrew McNab
(Manchester). The Web site was set up at RAL
and maintained by the Grid Support Centre. We
also thank the Grid Network Team who were
instrumental in the early stages in collecting
requirements and for making the university
computing services community aware of the
need for access through firewalls and for
sufficient bandwidth and QoS to run
applications and demonstrators.
In the latter stages of the project several
participants from the new Centres of Excellence
and other e-Science Pilot Projects became
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the Grid infrastructure. International
collaborators are also aware of our activities and
have provided input in a number of areas. The
outcome of our work has clearly created interest
at an international level with the integration
testing activity, heterogeneous nature of the
Grid, its 4-tier MDS hierarchy and diversity of
installed applications being cited as leading
examples. We are particularly grateful for
funding to employ David Wallom, who is
participating in setting up a European Grid
Support Centre and for his input in the later
stages. Ron Fowler also joined the ETF with
new funding from DTI and is setting up Grid
monitoring tools, which may be of value in the
context of a future Grid Operations Centre.
We firmly believe this deployment of the first
UK e-Science Grid has been successful and
represents one of the first national-scale
computational Grids anywhere in the world (as
reported at GGF7). Applications running on this
Grid have been demonstrated at a number of
meetings, including this one, and are listed
together with the published papers in a final
report on the project [1].
Particular successes have been:
1.  Establishment of a coherent collaborating
group of people working to common goals
(the ETF). We have used Access Grid for
regular technical and management
meetings;
2.  Evaluation, deployment and support for the
Globus middleware and management of
updates through several releases. This was
largely facilitated by the UK Grid Support
Centre staff;
3.  Issuing of digital certificates and
implementation of working solutions to
related security issues around users, hosts
and firewalls (CA, IP database, dynamic
firewall);
4.  Implementation of solutions to manage
authorisation issues for distributed users
and virtual organisations and to do
accounting (VOM and RUS);
5.  Implementation of several client tools to
manage the install base and access to
applications on a heterogeneous resource
pool (Nimrod, HPCPortal);
6.  Implementation of a sophisticated Grid
information and operational monitoring
system comprising several software
components (MDS, GITS, InfoPortal);
7.  Implementation on Grid resources of a
diverse portfolio of applications with a
wide user base;
8.  Identifying lessons learned and future
requirements.
Issues Addressed
There were a number of technical issues which
had to be addressed to complete this task and a
number of equally important sociological issues.
Among these included:
•   Establishment of a coherent collaborating
group of people working to common goals;
•   Data communication through a limited
firewall port range using a “trusted host”
database;
•   Version management and interoperability
testing of Globus releases;
•   Integration testing and monitoring of
resource status;
•   Installation and validation of applications
for end users in e-Science pilot projects;
•   Issuing of host, service and user certificates
from the UK Certificate Authority;
•   In-depth support for system administrators
and users;
•   User management, including multiple
conditions of use (currently being addressed
by John Duke, JISC);
•   Demonstrations of the Grid at Centre open
days and pilot project workshops;
•   Project management, including regular ETF
meetings with 12 sites via Access Grid;
•   Deployment of tools to facilitate
management of distributed resources,
applications and users.
Resources
Collectively, resources at these sites represent a
significant pool of heterogeneous computing
power. The Level 2 Grid consists of a large
number of testbed systems plus the larger (>32
processor) servers shown in Table 1. Other
resources are diverse in nature, including a Sony
Playstation at University of Manchester and an
SGI Onyx visualisation engine at University
College London.
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Daresbury HPCx 1280 Power 4 procs in 40 IBM Regatta p690 nodes,
AIX5.1, LoadLeveler
Daresbury Loki cluster 64x alpha cluster, RedHat 7, PBS
Daresbury IBM SP 8x IBM Power2 Winterhawk nodes, AIX5.1,
LoadLeveler
Manchester Computing Green 512 proc SGI Origin 3800, Irix, LSF
Manchester Computing Fermat 128 proc SGI Origin 2000, Irix, LSF
Manchester Computing Bezier 32 proc SGI Onyx 300, Irix
Imperial College Condor pool Large teaching pool
Imperial College Sun Large SMP enterprise system
Imperial College Viking cluster 236 proc Pentium IV
Rutherford Appleton
Laboratory
Hrothgar
cluster
16x dual AMD Athlon, RedHat Linux, PBS
University College London Condor pool Around 500 proc Pentium IV
University of Southampton Iridis cluster Around 400 proc Pentium III and Pentium IV,
RedHat Linux, EasyMCS
Tools and Middleware
Among the many tools deployed from centre
projects were:
•   Certificate Authority and Grid Support –
OpenCA and Remedy/ ARS used (CCLRC)
[8]
•   GITS – Grid Integration Test Script
(University of Southampton) [4]
•   UK hierarchical Monitoring and Discovery
Service – Globus MDS provides snapshots
of resource status (CCLRC) [5]
•   InfoPortal – provides resource-centric and
site-centric views of the Grid and related
information including an active map
(CCLRC) [5]
•   GridSite - secure Web access for project
management (University of Manchester)
•   VOM and RUS portal - user management
and accounting (Imperial College) [11]
•   “Trusted host” secure ip database - for
firewall administrators (University of
Oxford)
•   ICENI – Grid client framework (Imperial
College)
•   IeSE and HPCPortal – portal client for
moving data and running HPC applications
across the Grid (CCLRC) [6]
•   Nimrod/G – task farming application
management client tool (Cardiff)
•   Network monitoring tools (CCLRC) [13]
Several of these tools are described in separate
conference papers as referenced above.
Applications
A number of e-Science Grid sites participated in
winning entries at SuperComputing 2002. There
were 3 prize categories and members of our
community were involved in/ linked to all three:
(i) Most Geographically Distributed, (ii) Most
Heterogeneous, and (iii) Most Innovative Data-
Intensive Application. For further details see:
http://www.nesc.ac.uk/
news/SC2002_UK_success.html
The ETF Applications WP8 started scoping
further requirements in December 2003. An
open meeting was held in Southampton on
24/1/2003 and a follow-up meeting in
Cambridge in April. At least eight groups have
run applications across the multiple sites and
provided details of their work: encountering and
solving a range of issues. The work reported
here would not have been possible without the
considerable efforts of a large number of
individuals across many e-Science projects and
at every e-Science Centre. They have
generously given their time to test out the
infrastructure, and develop and test applications
for deployment for the timely delivery for the
launch of the e-Science Grid in April 2003.
The applications listed below have been run both
on a regular basis for scientists in the
participating projects and also on special
occasion for demonstrations and open days at the
participating centres. We are continuing to add
new applications to this list and to bring in new
users as the e-Science Grid becomes a more
mature production environment.
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4911.  Monte Carlo - simulations of ionic diffusion
through radiation damaged crystal
structures. Mark Hayes and Mark Calleja
(Cambridge)
2.  GENIE - integrated Earth system modelling
with ICENI. Steven Newhouse, Murtaza
Gulamali and John Darlington (Imperial
College), Paul Valdes (Reading), Simon
Cox (Southampton) [14]
3.  BLAST – for post-genomics studies. John
Watt (Glasgow)
4.  Nimrod/G - with astrophysical applications.
Jon Giddy (Cardiff)
5.  DL_POLY - via e-Minerals portal. Rob
Allan, Andy Richards and Rik Tyer
(Daresbury), Martin Dove and Mark Calleja
(Cambridge) [6,7]
6.  Grid Enabled Optimisation - vibrations in
space application to satellite truss design.
Hakki Eres, Simon Cox and Andy Keane
(Southampton)
7.  RealityGrid – computational steering for
chemistry. Stephen Pickles, Robin Pinning
(Manchester), Peter Coveney (UCL) [9]
8.  R-Matrix – electron-atom interactions for
astrophysics. Terry Harmer (Belfast) [12]
9.  GITS. David Baker (Southampton) [4]
10.  ICENI. Steven Newhouse, Nathalie
Furmento and William Lee (Imperial
College) [15]
Some of these applications are described in
separate conference papers as referenced above.
Work still to be done
By far the most significant outcome of the initial
user experiences was to highlight issues of ease
of use and reliability of the Grid infrastructure.
Users have to apply for a digital certificate, but
even when they have this they still need to apply
for individual accounts on resources which they
wish to access and sign up to diverse usage
policies. Implementation of applications across a
pool of heterogeneous resources can be difficult
and validation mechanisms are required.
Discovery of appropriate applications on
machines with sufficient capacity (cpu and
memory) to run a particular job is also not easy
as the MDS system does not produce output in
an easily consumable form. Client tools such as
Nimrod-G and HPCPortal are being used to
address some of these user issues. Reliability
issues have also been a concern, for instance
upgrading middleware, testing inter-operability
of releases and keeping the MDS system running
have all required much more manpower than
initially envisaged.
A number of areas significant for a fully-
functional production Grid environment have
hardly been tackled using GT2. Issues include:
•   Grid information systems, service
registration, discovery and definition of
facilities;
•   Security and maintenance of the Grid;
•   Role-based authorisation;
•   Portable parallel job specifications;
•   Meta-scheduling, resource reservation and
‘on demand’;
•   Linking and interacting with remote data
sources;
•   Wide-area computational steering;
•   Workflow composition and optimisation;
•   Distributed user and application
management;
•   Data management and replication services;
•   Grid programming environments, PSEs and
user interfaces;
•   Auditing, advertising and billing in a Grid-
based resource market;
•   Semantic and autonomic tools.
There are many general issues surrounding
security and deployment of applications and
software. For instance, ensuring that all nodes
have suitable policies and security patches in
place, implementing mechanisms both technical
and policy for coping with potential breaches of
security and keeping software and patches up to
date throughout the Grid.
Given that some projects are now in place to
develop services in an OGSA framework (Grid
Economies, OGSA-DAI, Workflow
Optimisation, etc.), is GT3 a more appropriate
vehicle for future development? A production
GT2 platform can continue to be supported and
forms the core pillars for GT3. This will be
discussed further in a mini workshop at the
AllHands meeting [10] and in GT3 testbed
projects just starting.
We are also now beginning the task of bridging
communities with the e-Science Grid, JISC and
EGEE starting to share experiences, middleware
and tools. A BoF will be held at the AllHands
meeting to discuss possible ways forward.
The UK Grid is also growing, with seven new
Centres of Excellence joining - UCL and
Warwick are already on line. This may mean
that the ETF will become too large if all sites
are involved, so a different organisational
structure may be required. Suggestions were put
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10/7/03) including:
•   A users’ forum;
•   An administrators’ forum;
•   Operational management and monitoring
group;
•   Distinct cross-community working groups,
e.g. on Grid Information Services, Security,
OGSA.
The participation of a wider community is
bringing tools from other e-Science projects into
use and also increasing the resource and
application base for real scientists.
Finally the e-Science Grid will soon have
dedicated resources from the JISC JCSR
programme and the ETF anticipates working
with the Open Middleware Initiative Institute,
OMII, at least to inform on practical
experiences, requirements and constraints, e.g.
around security.
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In this paper, we extend the functionality of the Triana problem-solving environment
into the Web services world.  Triana uses a peer to peer subset of the GridLab GAT
interface,  that we have labeled the GAP Interface. The GAT/GAP are middleware
independent APIs that allows transparent access to various underlying middleware
architectures. Current GAP bindings include JXTA and P2PS, an in house lightweight
P2P toolkit. Here, we newly extend this functionality to create a Web services binding
for the GAP, which allows users to graphically and transparently create Web services
workflows.  In  particular,  we  look  at the  discovery, invocation, composition, and
publishing of Web services using the Triana environment. Such composed applications
may then be written as BPEL4WS  graphs by using the Triana pluggable architecture
and executed from within Triana or any Web services choreography engine.
1.0  Introduction
Web  services  are  emerging  as  an
important  paradigm  for  distributed
computing  [1,2].  It  is  argued  that
services will be composed as part of
workflows  to  build  complex
applications to achieve client problem
requirements [3,4].  The composition of
services  into  workflows  raises  two
challenges.  First,  the  users  have  to
invoke  several  services  individually
(maybe  running  into  hundreds)  and
coordinate data transfer between these.
This is a tedious task and requires the
user to be aware of the low level details
of  accessing  registries,  invoking
services, and troubleshooting in case of
problems. Although  it  is  possible  to
automate these tasks by writing scripts,
the users still need to have an in-depth
knowledge  of  writing,  running,  and
troubleshooting  scripts.  Second,  the
whole  process  needs  to  be  repeated
afresh each time the composite process
is run. This makes it difficult to validate
or share the process.
From the above discussion, it is clear
that it is an important challenge to make
it  possible  for  users  to  construct
complex  workflows  graphically  and
transparently  and  thereby  insulating
them from the complexity of interacting
with numerous heterogeneous services.
Based on these requirements, a  Web
services composition system needs the
following mechanisms:
ß  Service  discovery  methods:  there
must be a mechanism by which a
user,  and  other  components,  can
locate  relevant  services  on  the
network;
ß  Service composition methods: there
must  be  mechanisms  to  allow
composition of services in a simple
graphical manner;
ß Transparent  invocation  methods:
there must be mechanisms to invoke
services transparently, i.e. without
requiring the user to develop a client
for each service;
ß  Transparent publishing of services:
there must be mechanisms to allow
users to publish composite services.
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requirements  of  an  architecture  for
building  complex  distributed  Web
services based systems. By facilitating
the  transparent  construction  of  Web
services workflows, users can:
ß Create  new  composite  services
which offer more functionality than
atomic services;
ß  Share and replicate workflows with
other users;
ß  Easily carry out ‘what-if’ analysis
by altering existing workflows;
In  this  paper,  we  propose  a  solution
which  aims  to  provide  such  an
architecture  by  extending  the  open
source  Triana  problem  solving
environment.
The remainder of the paper is organized
as  follows:  Section  2  provides  an
overview of Triana and the GAP API.
Section 3 describes the components of
the WServe API and Section 4 outlines
the current status and planned future
work.
2.0  System Overview
This section presents an overview of the
system  explaining  the  Triana
environment, how Triana uses the GAP
interface,  and  finally  how  WServe
implements the GAP binding for Web
services.
2.1 Triana
Triana  [5,6,7]  is  an  open  source,
distributed,  platform  independent
Problem  Solving  Environment  (PSE)
written  in  the  Java  programming
language.  A  PSE  is  a  complete,
integrated computing environment for
composing,  compiling,  and  running
applications in a specific area [8]. The
Triana PSE is a graphical interactive
environment  that  allows  users  to
compose applications and specify their
distributed behavior.  A user creates a
workflow by dragging the desired units
onto the workspace and interconnects
these  by  dragging  a  cable  between
them.  Although, the focus here is on
the graphical interface, Triana consists
of  a  complex  set  of  interacting
components  that  create  the  complete
system or any subset. This federated
approach gives Triana the flexibility it
needs to be able to be applied to many
different  scenarios  and  at  many
different levels.   For example, it can be
used  as  a  workflow  engine  for  grid
applications; for connecting data driven
grid  components  and  managing  the
workflow between them, or as a data
analysis system for image, signal or text
processing  applications;  allowing  a
scientist to quickly apply algorithms to
data sets and view results.  It can also
be used as a high-level graphical script
editor for creating a number of task-
graph  or  workflow  script  formats
including, but not limited to Directed
Acyclic Graphs (DAG) and BPEL4WS
[9] formats (see Figure 1).
Figure  1:  The  Triana  user  interface
representing a simple signal processing
network.
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GEO600  gravitational  project  [10].
Here,  it  was,  and  still  is,  used  as  a
quick-look  data  analysis  system  for
analyzing  gravitational  wave  signals
that  are  output  from  the  laser
interferometer  detector  located  in
Germany. During the past two years it
has been restructured and redesigned in
this new federated architecture.  Briefly,
the user interface has been completely
disconnected  from  the  underlying
subsystem for both the functionality of
the main system and for every Triana
unit and its associated user interface.
Clients (i.e. those running a GUI) can
log  into  a  remote Triana Controlling
Service,  build  and  run  the  Triana
network  remotely  and  then  locally
visualize the result on their device even
though the visualization unit itself is run
on the remote server.    Users can also
log off without stopping the execution
of the network and then log in at a later
stage  to  view  the  progress  (perhaps
using  a  different  device  e.g.  mobile
phone,  handheld).    In  this  context,
Triana  could  be  used  as  a  visual
environment  for  monitoring  the
workflow  of  Grid  services  or  as  an
interactive portal by running the Triana
Controlling Service as a Servlet on the
Web server and by running the applet
version of the Triana GUI.   Further,
Triana  networks  can  be  run  as
executables in a stand alone or batch
processing  mode  since  any  Triana
network  can  be  run  with  or  without
using the Triana GUI.  
2.2 The GAP Interface
The GAP Interface is a straightforward
API  for  peer-to-peer  networking,
providing applications with methods for
advertising,  locating,  and
communicating  with  other
peers/services.
The  GAP  Interface  is,  as  its  name
suggests,  only  an  interface,  and
therefore is not tied to any particular
Grid middleware implementation. This
provides  the  obvious  benefit  that
applications  written  using  the  GAP
Interface can be deployed on any Grid
middleware for which there is a GAP
binding, as shown in Figure 2. This also
means that as new middleware, such as
OGSA [12], becomes available, GAP-
based applications can seamlessly be
migrated  to  operate  in  the  new
environment.
Figure  2:  The  relationship  between
Triana, the GAP Interface,  and  GAP
bindings
Currently  there  are three middleware
bindings  implemented  for  the  GAP
Interface: JXTA, a peer-to-peer toolkit
originally  developed  by  Sun
Microsystems  [13];  P2PS,  a  locally
developed  lightweight  alternative  to
JXTA; and a Web services binding, the
implementation of which is discussed in
this paper (see Section 3). As mentioned
earlier,  the  GAP  Interface  provides
methods for advertising, locating and
communicating  with  other
peers/services; however the mechanism
used  to  provide  this  functionality
Application
(e.g. Triana)
GAP Interface
JXTA P2PS
Web
Services
UDDI
SOAP
JXTA
Discovery JXTA
Pipes
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example, in the JXTA binding, service
discovery is  done  through  the  JXTA
Discovery Service, while in the Web
Services  binding,  discovery  is  done
using UDDI (as illustrated in Figure 2).
As  well  as  providing  sufficient
functionality  in  itself  to  enable  the
construction  of  peer-to-peer
applications,  the  GAP  Interface  was
also  designed  as  a  prototype  for  the
peer-to-peer  subset  of  the  GridLab
GAT-API. GridLab is a pan-European
project that is developing an easy-to-
use, flexible, generic and modular Grid
Application Toolkit (GAT) [11]; Triana
is  a  test  application  for  this  project.
When released, the GridLab GAT will
provide a consistent API to resource
brokering,  monitoring  and  other
services through an adapter architecture.
It is intended to implement a GAP-GAT
adapter enabling GAP and its bindings
to  provide  peer-to-peer  services  to
GridLab GAT applications.
2.3 WServe: GAP binding for Web
services
WServe is an API that implements the
GAP binding for Web services (Figure
3).  Specifically,  it  provides  the
functionality  needed  to  discover,
invoke, and publish services. Services
are discovered by querying UDDI based
on user specified attributes. Services are
invoked  through  a  gateway  that  also
handles  data  type  conversions.
Composite services can be published to
the network by executing a simple GUI
based wizard.
Figure  3:  The  relationship  between
GAP and WServe
3.0  The WServe API
As introduced above, WServe provides
the key functionality to integrate Web
services  with  Triana.  In  particular,
WServe  facilitates service discovery,
invocation, and publishing.
3.1 Discovery of services
Triana  services  are  discovered  by
querying a UDDI server. A Search can
be done on user specified parameters
and only those services matching the
search parameters are retrieved. WServe
provides classes  that  will  search  the
registry, read the WSDL location, and
retrieve  the  WSDL  document.  The
WSDL  document  is  then  read  and  a
Triana tool representing the service is
instantiated. This tool is a proxy for the
Web service. On one hand, it interacts
with other tools in the composed graph
GAP
WServe
 UDDI
Service
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the WS Gateway to make the service
calls. Interaction with other tools may
be  receiving  or  passing  on  data,  or
control  instructions e.g.  for  looping.
Finally,  the  toolbox  is  populated  to
indicate to the user that the service is
available and can be used.   
3.2 Composing Services
Services  are  composed  simply  by
dragging  and  dropping  the  tools
required  from  the  toolbox  onto  the
canvas and connecting them with pipes.
This  composite  graph  can  then  be
executed or saved in a format for which
a writer is available. We have currently
implemented  writers  in  a  Triana
proprietary  format  and  BPEL4WS.
Additionally, it is also possible to read
in a workflow which may have been
created  by  another  user.  Triana  can
handle any workflow as long as it is
written in a format for which a reader is
available.  We  have  currently
implemented  a  Triana  proprietary
format reader and a BPEL4WS reader
which can be used to read and execute
the graph.
3.3 Invoking services
Services  are  invoked  from  Triana
through a WS Gateway. The Gateway
uses  a  custom  serializer
(ObjectMarshaller)  to  convert
proprietary Triana data types into Java
primitive types or JavaBeans; this will
eventually incorporated into the SOAP
custom  serilization  mechanism.  The
Triana  tool  representing  the  service
passes on the WSDL document to the
Gateway.  The  Gateway  dynamically
configures  the  call,  and  invokes  the
service.  The results are converted back
to the Triana proprietary data types by
the  ObjectMarshaller and returned to
the tool (see Figure 4). The invocation
is done using SOAP over HTTP.
Figure 4: Service invocation
3.4 Publishing composite services
A user can make the composed service
graph available to others. This is done
by  executing  a  simple  GUI  based
wizard which asks the user to provide
the  relevant  information  for  e.g.
network location, a text description etc.
All  the  necessary  artifacts  are
automatically generated and the service
published.  The  “PublishToUDDI”
wizard first uploads the graph to the
user  specified  location.  A  Triana
launcher service running at the server
generates a Triana tool representing the
composite service.  Second, the WSDL
document  is  generated  based  on  the
WSDL  documents  of  the  component
services. Finally, the service details are
published to the UDDI server.
3.5 Triana Web services
There  are  already  over  100  tools
available for the Triana problem solving
environment. These tools, ranging from
image  to  signal  processing,  were
developed  by  the  Triana  user
community. Unfortunately, these tools
Triana Unit
Service
ObjectMarshaller
WS Gateway
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498cannot  be  exposed  as  Web  services
without  undergoing  extensive  code
revisions. To avoid this, we propose to
implement a tool wrapper which can
handle  interactions with  Triana tools
and provides an interface for it to be
invoked from a service. The wrapper
configures and invokes the tool. The
tool applies the algorithm and passes
the results back to the wrapper, which
then passes them on to the service (see
Figure 5).
Figure 5: Wrapping Triana Tools
4.0  Conclusion
In  this  paper  we  have  outlined  a
framework  to  integrate  graphical
creation  of  Web  services  workflows
within the open source Triana problem
solving environment. In particular, we
looked  at  how  Triana  handles
discovery, invocation, composition, and
publishing of Web services through the
WServe API. We have integrated UDDI
within Triana enabling us to discover
Web  services.  We  have  integrated
BPEL4WS readers and writers which
enables  Triana  to  handle  BPEL4WS
graphs.  We  have  developed  a  Web
Services Gateway which enables Triana
to execute Web services calls. Further,
we  have  developed  a  facility  which
allows  users  to  graphically  and
transparently  publish  composite
services to the network.
Current and future work concerns the
provision  of  data  provenance,
implementation  of  the  complete
BPEL4WS  specification,  integration
with  other  workflow  languages  like
Petri  Nets.  Additionally,  we  plan  to
extend this framework to include the
OGSA services.
The Triana system is an ongoing project
based at Cardiff University; the latest
version  can  be  downloaded  at
http://www.trianacode.org/.
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Abstract
The Grid is an emerging infrastructure that supports
the discovery, access and use of distributed com-
putational resources. The emergence of a service-
oriented view of hardware and software resources on
the grid raises the question as to how database man-
agement systems and technologies can best be de-
ployed or adapted for use in such an environment.
We argue that distributed query processing (DQP)
can provide effective declarative support for ser-
vice orchestration, and we describe an approach to
service-based DQP (OGSA-DQP) on the Grid that
supports queries over Grid Data Services (GDS)s
provided by OGSA-DAI project, and over other ser-
vices available on the Grid, thereby combining data
access with analysis; uses the facilities of the OGSA
to dynamically obtain the resources necessary for ef-
cient evaluation of a distributed query; adapts tech-
niques from parallel databases to provide implicit
parallelism for complex data-intensive requests; and
uses the emerging standard for GDSs to provide con-
sistent access to database metadata and to interact
with databases on the Grid.
The service-based Distributed Query Processor is
itself cast as a service referred to here as Grid Dis-
tributed Query Service (GDQS). In addition, OGSA-
DQP employs another service for query evaluation
referred to here as Grid Query Evaluation Service
(GQES). As such, OGSA-DQP implements a ser-
vice orchestration framework in two sense: both in
terms of the way its internal architecture handles the
construction and execution of distributed query plans
and in terms of being able to query over data and
analysis resources made available as services.
1 Introduction
Service-based approaches (such as Web Services and
the Open Grid Services Architecture) have gained
considerable attention recently for supporting dis-
tributedapplicationdevelopmentine-businessande-
science. The service-based approach seems to many
a good solution to the problem of modelling a virtual
organisation as a distributed system.
The Open Grid Services Architecture (OGSA) [3,
8], build upon and extend the service-oriented ar-
chitecture and technologies rst proposed for Web
Services (WSs) [4]. The OGSA proposes conven-
tions and interfaces for a Grid Service, a (poten-
tially transient) stateful service instance supporting
reliable and secure invocation, lifetime management
and notication. This allows the dynamic creation
of service instances on computational resources that
are discovered and allocated as, and when, they are
needed.
Although the initial emphasis in Grid computing
was on le-based data storage [6], the importance
of structured data management to typical Grid ap-
plications is becoming widely recognised, and sev-
eral proposals have been made for the development
of Grid-enabled database services (e.g. Spitre [1],
OGSA-DAI [www.ogsa-dai.org.uk]). Ongoing work
in the Database Access and Integration Services
WorkingGroupoftheGlobalGridForumisdevelop-
ing a proposal for a standard service-based interface
to relational and XML databases in the OGSA set-
ting [www.gridforum.org/6 DATA/dais.htm]. This
specication uses the XML-based Web Services De-
scription Language (WSDL) to specify the interface
that should be supported by a Grid Database Service
(GDS).
The system presented here, namely OGSA-DQP,
1
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501is a proof of concept implementation of a service-
based distributed query processor on the grid, that
aims to exploit the service-oriented middleware pro-
vided by OGSA-DAI and OGSA reference imple-
mentation, Globus Toolkit 3 (GT3), by plugging into
the port types dened by the constituent services of
those frameworks.
OGSA-DQP supports the evaluation of queries ex-
pressed in a declarative language over one or more
existing services. These services are likely to in-
clude mainly database services, but may also in-
clude other computational services. As such, OGSA-
DQP supports service orchestration and can be seen
as complementary to other infrastructures for ser-
vice orchestration, such as workow languages. In
principle, OGSA-DQP can be used in any Grid ap-
plication that aims to integrate and analyse struc-
tured data collections. OGSA-DQP uses the emerg-
ing standard for GDSs to provide consistent access
to database metadata and to interact with databases
on the Grid. Notably, it also adapts techniques from
parallel databases to provide implicit parallelism for
complex data-intensive requests.
This paper aims to provide a user-oriented view
of OGSA-DQP, rather than delving into the details
of its design and implementation. Therefore, after
the following section which gives an overview of the
OGSA-DQP system, Section 3 provides a step-by-
step walk-through that illustrates the usage of the
system, via a GUI client.
2 Overview
OGSA-DQP is an example of a high level data in-
tegration framework. It is also an example of a ser-
vice orchestration framework in that it coordinates
the incorporation of external analysis services into
data retrieval. As shown in Figure 1, OGSA-DQP
OGSA-DAI
GT3 CORE
Distributed Query Processor
Application/Presentation Layer
Configuration
Logging
Auditing
Policy
Security
Versioning
Accounting
  OGSA High
Level Services
Figure 1: Layered Architecture of OGSA-DQP
has a layered architecture. It uses services provided
by the OGSA-DAI framework to access potentially
heterogeneous data sources. The OGSA-DAI frame-
work provides GDSs to give access to (potentially
heterogenous) stored collections of structured data
managed by database management systems imple-
menting standard data models. At a lower level, lies
GT3, the OGSA reference implementation which is
used both by OGSA-DQP and OGSA-DAI for ser-
vice instance creation, service state access, and life-
time management of the service instances.
OGSA-DQP provides two services to full its
functions: The Grid Distributed Query Service
(GDQS) and the Grid Query Evaluation Service
(GQES). The implementation of the GDQS builds
on our previous work on the Polar* distributed query
processor for the Grid [7] by encapsulating its com-
pilation and optimisation functionality. The GDQS
provides the primary interaction interfaces for the
user and acts as a coordinator between the underly-
ing query compiler/optimiser engine and the GQES
instances. The GQES, on the other hand, is used to
evaluate (i.e. execute) a query sub-plan assigned to
it by the GDQS. The number of GQES instances and
their location on the grid is specied by the GDQS
based on the decisions made by the query optimiser
and represented as an execution schedule for query
partitions (i.e. sub-plans). GQES instances are cre-
atedandscheduleddynamically, andtheirinteraction
is coordinated by the GDQS.
It is important to note that GDQS relies on OGSA-
DAI port types and extends those port types with
additional functionality (i.e. with an additional port
type). Consequently, muchoftheinteractionpatterns
supported by a standard GDS are also supported by
a GDQS. This brings about uniformity in the users'
perception of the GDQS as a data integration service.
The interaction of a client with the GDQS can
roughly be divided into two phases:
1. Set-up phase
2. Query evaluation and result delivery phase
The following sections provide an overview of the
operations that take place during each phase.
2.1 GDQS Set up
The GDQS implements an additional port type to en-
able the users to specify a set of data sources and
analysis services to be used for queries. The Grid
Distributed Query (GDQ) port type denes a single
operation, namely importSchema, for that pur-
pose. The importSchema operation is used to
prepare the GDQS for query submission. Prepar-
ing the GDQS for query submission involves iden-
tifying the data sources and the analysis services to
be used in the query. The data sources have to be
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handles that wrap those data sources. The analysis
services have to be identied by URLs which point
to the WSDL documents describing those services.
Both the GDSF handles and the WSDL URLs have
to be included in a list, inside an XML document,
which should then be supplied as the only parameter
to the importSchema operation.
importSchema(GDQResourceList )
N2
N3
Create()
findServiceData(databaseSchema)
DBSchema
GSH:GDS1
N1
G
Factory
GDSF
G GDQ GDQS1
G Client
￿GS
G GDS GDS1
￿GS
￿GS
findServiceData(CompResourceMetadata )
availableResources
WebService(WSDL)
N4
getWSDL
2 3
4
5
Create
1
Figure 2: Interactions during the GDQS Set-up
Phase
Figure 2 illustrates interactions that take place
during a typical setup phase. The client rst obtains
a list of available resources from the GDQS instance
by querying its Service Data Element (SDE) whose
name is CompResourceMetadata (interaction
1). This call uses the Grid Service (GS) port type
findServiceData operation to access the ser-
vicestate. ThentheclientcallstheimportSchema
operation on the GDQ port type and provides a list
of resources (interaction 2). The GDQS then inter-
acts with the specied GDS Factories to obtain the
schemas of the databses they wrap, and with service
WSDL URLs to obtain the WSDL documents of the
analysis services (interactions 3 and 4). The GDQS
also creates GDS instances so that the query evalua-
tors can access data during query execution (interac-
tion 5).
Note that schema conict resolution is not sup-
ported during schema import; the imported schemas
are simply accumulated and maintained locally.
2.2 Query Submission
The GDQS accepts query submissions in the form of
OQL [2] queries via the Grid Data Service (GDS)
port type dened by OGSA-DAI. The query is em-
bedded within an XML document called a GDS per-
form document [5]. The perform document can be
congured such that the results are delivered syn-
chronously to the client, or streamed and pulled
asynchronously by the client or pushed to another
service. These alternative interaction modes can be
specied by a set of activities embedded in the per-
form document. For a detailed explanation of how
these can be achieved see [5]. In this paper only
the synchronous mode of delivery is described, even
though asynchronous delivery is also exploited in the
implementation.
Figure 3 illustrates the interactions that take place
when a query is received and processed by a GDQS
instance. The client submits a query via GDS per-
form operation (interaction 1). The query conatined
in the perform document is compiled and optimised
into a distributed query execution plan, whose parti-
tions are scheduled for execution at different GQESs
(this is not explicitly shown in the gure). The
GDQS then uses this information to create GQES
instances on their designated execution nodes (in-
teraction 2). Next, the GDQS hands over to each
GQES the sub-plan assigned to it (interaction 3).
This initiates the query execution process whereby
some of the GQES instances interact with other GDS
instances to obtain data (interaction 4). Eventually,
the results start to propagate across GQES instances
and, ultimately, reach the client (interaction 5).
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Figure 3: An Overview of Interactions During Query
Execution
The next section illustrates how OGSA-DQP can
be used. For this purpose, an example query submis-
sion procedure is walked through in detail.
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503DATABASE:￿goterms
TABLE￿goterm (
  id varchar(32), type varchar(55),
  name varchar(255),
  PRIMARY KEY  (id))
DATABASE:￿proteinInteractions
TABLE￿protein_interaction (
  ORF1 varchar(50),  ORF2 varchar(50),
  baitProtein varchar(50), interactionType varchar(5),
  repeats int(11), experimenter varchar(100))
DATABASE:￿yeastSequence
TABLE￿protein_goterm (
  ORF varchar(55),GOTermIdentifier varchar(32),
  PRIMARY KEY  (ORF,GOTermIdentifier))
TABLE￿protein_property (
  ORF varchar(55),molecularWeight float,
  hydrophobicity float, PRIMARY KEY  (ORF))
TABLE￿protein_sequence (
  ORF varchar(50),  sequence text,
  PRIMARY KEY  (ORF))
EntropyAnalyser
Service N1,￿Manchester
N2,￿Manchester
N3,￿Newcastle
N4,￿Manchester GDQSF
N0,￿Manchester
GDSF
GQESF
GQESF
GDSF
GQESF
GDSF
GQESF
GQESF
Figure 4: An Example distributed Setting used for testing OGSA-DQP
3 Using OGSA-DQP
To illustrate the GDQS set-up and query submis-
sion phases introduced above we use the setting il-
lustrated in Figure 4. The experimental setting in-
volves ve separate machines, four of which are lo-
cated on the same campus and one in a campus in
another city. Individual machines are identied by
node numbers and denoted by a shaded square. Note
that three of the nodes have GDS Factories installed
on them to wrap the three databases located on those
nodes. The databases are hosted by MySQL DBMS.
The table denitions comprising the schema of each
database are given below the shaded boxes.
An analysis service, namely EntropyAnaly-
serService is also deployed on one of the nodes,
and will be used to illustrate how OGSA-DQP can
combine data analysis with data retrieval.
The GDQS Factory is installed on a separate node,
although it is conceivable that it might have existed
on one of the other nodes alongside GDS Factories.
Note, also, that Grid Query Evaluator Factories are
installed on all of the nodes to enable the exploitation
of every machine available for the execution of the
query.
Thefollowingsubsectionswalkthereaderthrough
the steps required to submit and execute queries in
the setting explained above.
3.1 ServiceDiscoveryandInstanceCre-
ation
3.1.1 Locating the Factory
As implied by the service oriented architectures, the
initial step to any client-service interaction is the dis-
covery of desired services in a public registry. Note,
however, that here the discovered entity is not the
service itself but a factory that can be used to cre-
ate the actual service instance. OGSA-DAI denes
the notion of a Grid Data Service Registry (GDSR),
which is based on the OGSA Service Group Registry
concept [8]. A GDSF registers itself with at least
one, but potentially multiple, registries when it is ini-
tialised. Those registries are specied as part of the
GDSF conguration process. The GDQSF, obeys the
same pattern and registers itself to the GDSRs spec-
ied in its conguration. Figure 5 illustrates this.
Typically the registry would range over a Virtual Or-
ganisation (VO) known to the user, and would be
identied by a Grid Service Handle (GSH). The GUI
Client implemented for OGSA-DQP provides a dia-
log where it is possible to enter the GSH of a registry
and inspect its content (i.e., obtain the list of regis-
tered services). Figure 6 illustrates the screen shot
of the dialog. Note that the handle of the GDQSF
is highlighted to indicate that GDQS Factory was lo-
cated.
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Figure 5: Discovering the GDQS Factory and In-
stance Creation
Figure 6: Discovering the GDQS Factory and In-
stance Creation
3.1.2 Creating a GDQS Instance
As the OGSA adopts a model where interactions
with services follow a stateful instance approach,
once the factory is located, the next step is to cre-
ate an instance. Using the OGSA-DQP GUI Client
this can be done by pressing the appropriate button,
shown in Figure 6. When a GDQS instance is cre-
ated, several initialisation steps take place:
 The GDQSF passes conguration information
to the instance it creates. Some information,
such as the credentials of the user, OGSA-
DAI activity types supported by the instance,
is inherited from the standard GDSF behaviour.
Other information, such as the set of XSL trans-
formations required for transforming externally
obtained documents into a form understandable
by the query optimiser and the location of the
query optimiser engine is specic to GDQS.
 An XML document that contains information
about the computational characteristics of the
nodes being made available for processing is
loaded by the GDQS instance. This information
will be obtained dynamically in future versions,
but currently it is statically loaded.
 Some of the Service Data Elements (SDEs) are
initialised with the data collected during the ini-
tialisation.
Once the instance is created it is then ready for
setting it up to acquire resources required for the
queries, which is explained in the next section.
It is worth noting that GDQS instances are cre-
ated per-client and can handle multiple queries but
are still relatively short-lived entities. This model is
also applicable to the lifetime of the GDS instances
created and managed by the GDQS.
Clearly, other approaches to lifetime management
are possible, each having particular advantages and
disadvantages. For instance, the GDQS could be im-
plemented to serve multiple queries from multiple
users for a long period of time. In that case the cost
of setting up the service would be reduced, at the ex-
pense of somewhat increased complexity due to the
need to manage multiple coexistent query requests
and the resources allocated for their executions. On
theotherhand, theGDQSinstancecouldbedesigned
to be a per-query, short-lived entity, in which case
the cost of setting up the service might come to con-
stitute a considerable proportion of the total cost of
the service provided by the instance. The approach
adoptedforourparticularimplementation(i.e., anin-
stance per-user that is capable of responding to mul-
tiple requests by that user), avoids the complexity of
multi-user interactions while ensuring that the set-up
cost is unlikely to be the dominating one.
3.2 Preparing the GDQS for Query Ex-
ecution
As pointed out in Section 2.1, preparing a GDQS
for query submission involves identifying the data
sources and the analysis services to be used in the
query. The GDQS instance helps the user in identify-
ing the available resources by exposing the compu-
tational resource metadata loaded during its initial-
isation as an SDE. The client can query the Com-
pResourceMetadata SDE to see the available
resources. Theusercanthencompilealistofthedata
resources (identied by GDSF handles) and the anal-
ysis resources (identied by WSDL URLs) required
for a particular query session, and hand them to the
GDQS using the importSchema operation. For
the example setting described in Section 3 and illus-
trated in Figure 4, the input to the importSchema
operation would be the following XML document:
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<importedDataSource>
<GDSFactoryHandle>
http://machine1.cs.man.ac.uk:8080
/ogsa/services/ogsadai
/GridDataServiceFactory
</GDSFactoryHandle>
<GDSFactoryHandle>
http://machine2.cs.man.ac.uk:8080
/ogsa/services/ogsadai
/GridDataServiceFactory
</GDSFactoryHandle>
<GDSFactoryHandle>
http://machine1.nclac.uk:8080
/ogsa/services/ogsadai
/GridDataServiceFactory
</GDSFactoryHandle>
</importedDataSource>
<importedService>
<wsdlURL>
http://machine3.cs.man.ac.uk:9090/
axis/services
/EntropyAnalyserService?WSDL
</wsdlURL>
</importedService>
</GDQDataSourceList>
Oncethelistissubmitted, theGDQSinstancecon-
tacts the GDSFs provided in the list to extract the
database schema of the data sources by querying the
databaseSchema SDE exposed by those GDSFs.
It also processes the WSDL documents pointed out
by the provided WSDL URLs. Figure 7 is a snap
Figure 7: The GDQS Setup Dialog
shot the GUI client screen with data sources and
analysis service selected and ready for schema im-
port. Initially only the top list is displayed and user
is expected to select items from the list to add to the
selected data source list. Similarly, the user can enter
WSDL URLs to the provided edit box and add them
to the selected services list.
Note that it is conceivable to take different ap-
proaches to GDQS setup, in regard with the extent
of required interaction. The following are possible:
1. Generic GDQS. As described above a GDQS
can startas an empty box, in which case the user
needs to provide the full list required resources
for a particular query session.
2. Partially congured GDQS. It might be de-
sirable to congure the GDQS factory so that
the instance, when created, starts with an ini-
tial set of resources already acquired to enable
the users start querying immediately. In the
case that the query session requires the addition
of more resources, the user can add those re-
source using the importSchema operation as
described above.
3. Fully Congured GDQS. For well-dened
query requirements it might make sense to have
fully congured GDQS factories (i.e., a special
case of item 2), for frequent use within an or-
ganisation. Such GDQS Factories can be ad-
vertised in the VO registry with different names
and additional metadata to indicate their capa-
bilities in terms of the resources they can inte-
grate.
Although only item 1 is supported in the current
OGSA-DQP implementation, it is fairly easy to ex-
tend GDQSF to support items 2 and 3 since the fac-
tory conguration schemes in OGSA-DAI are ca-
pable of incorporating such extensions in a well-
dened way.
3.3 Submitting Query Requests
Before writing the query the user may wish to have
access to the schemas of the data sources. To accom-
modate this need, GDQS exposes the metadata about
the imported resources as an SDE, so the user can ex-
aminethedatabaseschemaoftheimporteddatabases
by querying the importedSchemas SDE.
As pointed out in Section 2.2, submitting the
query requires the user to embed the OQL query into
a query request document, dened by the GDS spec-
ication. In the case of the OGSA-DQP GUI Client
the query is simply entered as an OQL text and the
request document is constructed on the y. The fol-
lowing query is used as an example to illustrate the
query submission procedure.
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calculateEntropy(p.sequence)
from p in protein_sequences,
go in goterms,
pg in protein_goterms
where
go.id=pg.GOTermIdentifier and
p.ORF=pg.ORF and
p.ORF like "YBL06%" and
go.id like "GO:0000%";
The query contains two separate join operations
each joining two extents (or tables in relational
databases terms) from different databases (on dif-
ferent servers) and applies entropy analysis on se-
quences obtained from one of the extents using a
web service. The calculateEntropy method
is an operation dened by the EntropyAnaly-
serService. Note that the parameter to this
method is a column from protein sequences extent.
The query is embedded in the following GDS per-
from document:
<gridDataServicePerform>
<documentation>
This request submits an OQL query to
GDQS to retrieve data from distributed
data sources.
</documentation>
<oqlQueryStatement name="statement">
<expression>
print select p.ORF, go.id,
calculateEntropy(p.sequence)
from p in protein_sequences,
go in goterms,
pg in protein_goterms
where
go.id=pg.GOTermIdentifier and
p.ORF=pg.ORF and
p.ORF like "YBL06%" and
go.id like "GO:0000%";
</expression>
<webRowSetStream name="stOutput"/>
</oqlQueryStatement>
</gridDataServicePerform>
Figure 8 shows the query execution pane of the
GUI Client, with the results displayed in the lower
pane and schema information displayed as an XML
document in the top pane.
Table 1 gives an indication of the response times
for various operations performed during the whole
exercise. The top two rows in the table show the size
of the three extents involved in the query in terms of
the number of rows they contain. The bottom row
provides the elapsed time during the main operations
such as the service set-up (i.e. importing resource
schemas), the query compilation and optimisation,
query postprocessingand query execution. Note that
the gures in the table are meant to provide a rough
Figure 8: The GUI Client Query Submission Dialog
Table 1: Response Times for Different Phases
protein protein
extent names goterms goterms sequences
extent sizes 16803 11369 6303
(in rows)
execution times
Query Query Post Query
GDQS Setup Optimisation Processing Execution
1.3 sec 107 milisec 715 milisec 13 sec
ideaabouttheresponsetimesandshouldnotbeinter-
preted as the result of a thorough performance anal-
ysis.
4 Conclusion
There has not been much on service orchestration on
the Grid; the system described here provides one ap-
proach to declarative support for service orchestra-
tion via dynamic resource discovery and allocation.
OGSA-DQP provides an example of a high level
Grid Service Framework that is capable of combin-
ing data analysis with data integration. In fact, to our
knowledge, it is the rst service-based distributed
query processor that demonstrates how a DQP can
combine data access with data analysis.
From a user point of view, OGSA-DQP exempli-
es the patterns of interaction with dynamically cre-
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of service factories using registries, explicit creation
of service instances via factories, and accessing the
instance state via Service Data Elements.
As pointed out in Section 3.1.2, the instance
lifetime model adopted for GDQS and GDSs aims
to balance the cost of system set up with implied
complexity in the system. Furthermore, the cost of
GDQS set up can be compensated for by moving to-
wards using partially or fully congured GDQS fac-
tories.
Although Section 3.3 provides response times of
various operations during the GDQS setup and query
execution, a detailed performance analysis needs to
be done to closely examine the behaviour of the sys-
tem and identify the bottlenecks in the infrastructure.
This is a prioritized item in our future work list. It is,
however, reasonable to expect that as replicated data
sources and analysis services become readily avail-
able, the relative response time is likely to be even
better since OGSA-DQP design is geared towards
exploiting available grid resources to implement par-
allel execution.
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Abstract 
Soaplab is a set of Web Services providing programmatic access to many applications on remote computers. Because 
such applications in the scientific environment usually analyze data, Soaplab is often referred to as an Analysis Web 
Service. It uses a unified (and partly standardized) API to find an analysis tool, discover what data it requires and what 
data it produces, to start it and to obtain results. Soaplab is especially well suited for sets of similar tools, such as the 
European Molecular Biology Open Software Suite (EMBOSS). 
 
Introduction 
Do you use command-line tools? Of course, you do...  
Command-line tools are not only an integral part of 
any operating system but they play a significant role in 
any scientific domain. For example, in bioinformatics, 
there are several sets of command-line tools for 
analyzing data "in silico", one of the most prestigious 
of them being the EMBOSS (1). 
 
The advantages of using command-line tools are 
tremendous: They are fast, efficient and usually easily 
used by scripting languages. There are, however, also 
limitations: 
 
•  There is no standardisation in the parameters 
and invocation method for each different tool, 
thus requiring the user to learn each tool 
individually. 
 
•  Knowledge of the operating system or shell 
facilities is often required (e.g. how to redirect 
data flows, or how to call them 
asynchronously). 
 
•  Generally invocation and processing takes 
place on the same computer. 
 
In spite of these issues, these tools represent an 
Aladdin's cave of potential treasures for the scientist. 
One possible approach to overcome their limitations is 
to write a wrapper around them, making the command-
line tools unified, remotely accessible, and hiding their 
dependencies on the underlying operating system. 
Soaplab offers such wrappers, and in addition provides 
for remote invocation of the tools. 
Soaplab overview 
The Soaplab solution adds complexity but it also 
removes the fundamental limitations of the command-
line tools. It is a suitable approach especially if the task 
can be summarized by the following facts: 
 
•  There is a useful command-line tool or set of 
tools (such as EMBOSS). 
 
•  There is a need to access such tools from 
other computers, either on a local network or 
over the global internet. 
 
•  There is a requirement to access the tool 
programmatically, as opposed to manual 
invocation from the command line or through 
some kind of CGI interface. 
 
The last point in particular is important considering the 
growing number of grid-based technologies and the 
potential orchestration of resources into workflows.  
 
Soaplab is a set of Web Services providing 
programmatic access to the command-line tools 
available on remote computers. Because such tools, 
especially in the scientific environment where Soaplab 
was born, usually analyze data, Soaplab is often 
referred to as an Analysis (Web) Service. The 
important point is that Soaplab services are defined by 
an API that is the same for all analysis tools, 
disregarding the operating system where they run, the 
manner in which they consume and produce data (e.g. 
from/to files or from/to standard streams), and the 
precise syntax of the underlying command line tool. 
 
Considering the Soaplab Web Service as a Sesame 
door to the treasures, what are the keys opening the 
lock? The answers are in metadata, API and a 
distributed architecture. 
Soaplab metadata 
A universal API, as described later, is able to cover all 
possible command-line tools because Soaplab uses 
metadata in order to describe individual tools in detail. 
It is a trade-off allowing a stable API and relatively 
easy extensibility at the same time. Metadata 
themselves are extensible (so they can be used not only 
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to use them to store server-side details there) but the 
most important facts that are available always include: 
 
•  description, type, and provider of the given 
analysis tool, 
 
•  names and types of the input data and 
command-line parameters, 
 
•  names and types of the resulting output data. 
 
Metadata are crucial and service providers (those who 
want to make their analysis tools available as a Web 
Service) need to create them for every individual 
application; for this reason the format of metadata is 
important. Soaplab stores metadata in XML files - see 
later about their specification - which is fine for 
programs but much harder for humans. An example of 
such XML would be too long to fit into this paper - see 
it, therefore, online
1. 
 
The service provider needs much easier way. A 
favourite candidate is the format used by EMBOSS - 
so called ACD files. It uses simple and forgiving 
syntax, and - importantly - the EMBOSS 100+ 
programs are already distributed with their descriptions 
in this format. Soaplab includes a converter that reads 
the ACD files and creates the XML file from them. On 
top of that, the ACD syntax is extensible - it allows a 
provider to add additional options that are ignored by 
the official EMBOSS parsers but can be used by the 
Soaplab generator. The figure 1 shows an ACD file for 
an EMBOSS seqret
2 program, and the figure 2 shows 
an ACD file for a mythical application HelloWorld 
(returning just a given greeting). 
 
Soaplab has also additional converters capable of 
reading other formats and converting them into the 
unified XML format. Currently absent is a decent 
graphical editor to create this metadata. 
 
If the metadata are the magic Sesame formula then the 
Soaplab API is a real key to the Sesame door. 
Soaplab API in a nutshell 
The main Soaplab API, addressing the individual 
analysis, allows the client: 
 
•  To determine the analysis type, category and 
all its metadata. 
 
•  To send input data and parameters to the 
analysis. 
 
                                                 
1 http://industry.ebi.ac.uk/soaplab/copies/blastn_ncbi_al.xml 
2 http://www.hgmp.mrc.ac.uk/Software/EMBOSS/Apps/seqret.html 
•  To run the analysis - both synchronously (by 
blocking the request until the analysis 
finishes) or asynchronously (by creating a 
session identifier that can be later used by 
polling the server for the status and results). 
 
•  To retrieve current analysis status, including 
various notification messages (if 
implemented). 
 
•  To retrieve data results. 
 
Figure 3 shows the main API methods (for sake of 
readability, it is expressed as Java methods but in 
reality a WSDL is used instead
3, Soaplab being a 
normal Web service). 
 
For feeding data into the analysis and for retrieving 
results from it the API uses named parameters. The 
known and allowed names are available from the 
analysis metadata. The supported types of the 
input/output data are strings, binary data and arrays of 
both. Other types can be added by an almost plug-and-
play mechanism. 
 
Sometimes it may be more appealing to have a 
stronger typed API. Such API would not be universal - 
it would express very specifically methods and data 
types available only for the given analysis. Soaplab 
provides it as well: an analysis-specific API can be 
generated from metadata. This means that any analysis 
is available (if the service provider decides so) using 
both a universal API and a strongly typed API (called 
an API for derived services). Figure 3 shows part of 
such API for the EMBOSS seqret program. 
 
Soaplab provides also a registry-like Web Service that 
can list all available analysis (from a given server) in a 
shallow hierarchy. Obviously, this task should be 
delegated to a proper registry service wherever 
possible; the functionality is included in Soaplab for 
the cases where the service provider does not require 
the more sophisticated facilities of a full registry 
service such as UDDI. The API of this ill-named 
service is also in figure 3. 
Soaplab architecture 
The API and, to certain extend, metadata, are the only 
things important for the end-users. But for the service 
providers it is worth to look very briefly into the 
overall architecture. The figure 4 shows details: 
 
•  The part that takes the most effort is to create 
metadata. These metadata are converted into 
an XML file and used by the services. 
 
                                                 
3 An example: 
http://industry.ebi.ac.uk/soaplab/wsdl/edit__seqret.wsdl 
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details that can change anytime. The current 
Soaplab server is based on an internal 
CORBA-based AppLab (2) server and a 
Tomcat servlet engine (using Apache Axis 
Soap toolkit). A less dependency-rich solution 
is in the pipeline. Note that Soaplab can 
optionally use a local database for keeping 
results long after the analysis finished and/or 
the current client sessions expired; in the 
absence of this component the local file 
system is used. 
 
•  Thanks to a unified API and the nature of 
Web Services there can be a range of various 
clients written in different languages to access 
the analysis tools remotely. Few of them are 
distributed with the Soaplab but the more 
important are those adding values - such as 
Talisman (3) – a generator of web-based 
interfaces, or the Taverna project's workbench 
(4) - a  workflow environment. Also some 
widely used open source initiatives in 
bioinformatics, such as Bioperl, have their 
own clients talking to Soaplab-based services 
already. 
 
Because of having all information defined in metadata, 
Soaplab is in a very good position to generate many 
useful things. We have already mentioned generated 
derived services (Java source code files) with a strong-
typed API, and the converters for generating XML 
metadata files from other formats. Additionally, 
Soaplab can automatically generate 
Java source code files that are able to register some or 
all Soaplab services by a UDDI registry (using the 
UDDI4J API), or by BioMoby (5) registry (a work still 
in progress). 
Standards involved 
Soaplab services can be considered building blocks 
(see 
myGrid (6) and Taverna project, for example) - and 
as such they will be more useful the more accepted and 
open standards they are built on. 
 
The Soaplab API is very similar to the analysis engine 
interface as defined in the "Biomolecular Sequence 
Analysis" specification (7) adopted by the Life 
Sciences Task Force of OMG
4. The only changes 
reflect the fact that the original interface was designed 
purely for CORBA and not for Web services. The 
same standard defines also the contents of 
metadata - but only the basics. It allows, however, 
extension of the metadata in a standard way - which is 
what Soaplab does. 
 
                                                 
4 http://lsr.omg.org 
Having experience with both the API and the metadata, 
we have initiated a request for a proposal to adopt 
more middleware-neutral standards. The new 
specification
5 is expected at the end of 2003 with the 
Soaplab to be its prototype. 
Conclusion 
Having opened the Sesame door, what can be said 
about the treasures behind?  The life science domains 
are full of cleverly written algorithms and 
computational methods, very often presented in badly-
written scripts with non existent or limited user 
interfaces that are sometimes difficult to combine 
together. Soaplab offers a unified way to access such 
pearls and provides a basis for integration tools such as 
Taverna. 
 
An available test bed providing more than one hundred 
EMBOSS applications is running and accessible at EBI 
as an experimental service
6. The whole project was 
born thanks to the 
myGrid project (full 
acknowledgement in 6), and hopes to evolve further as 
and when new requirements arise. 
                                                 
5 http://www.omg.org/cgi-bin/doc?lifesci/2003-01-08 
6 Web Service’s endpoint: http://industry.ebi.ac.uk/soap/soaplab 
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Figure 2: ACD file for a non-EMBOSS program 
appl: seqret [ 
  documentation: "Reads and writes (returns) sequences" 
  groups: "Edit" 
] 
section: input [ info: "input Section" type: page ] 
bool: feature  [ 
  information: "Use feature information" 
] 
seqall: sequence  [ 
  parameter: "Y" 
  features: "$(feature)" 
] 
endsection: input 
section: advanced [ info: "advanced Section" type: page ] 
bool: firstonly  [ 
  information: "Read one sequence and stop" 
] 
endsection: advanced 
section: output [ info: "output Section" type: page ] 
seqoutall: outseq  [ 
  parameter: "Y" 
  features: "$(feature)" 
] 
endsection: output
appl: HelloWorld [ 
  documentation: "Classic greeting 
from the beginning of the UNIX epoch"
  groups: "Classic" 
  comment: "non-emboss" 
  comment: "exe echo" 
] 
 
string: greeting  [ 
  optional: "Y" 
  parameter: "Y" 
  default: "Hello World" 
  comment: "defaults" 
] 
 
outfile: output  [ 
  optional: "Y" 
  default: "stdout" 
] 
 
 
Figure 1: ACD file for an EMBOSS application “seqret”
Figure 3: Soaplab general API. In the right lower corner 
there is also a generated strongly-typed API for a particular 
analysis 
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Figure 4: Soaplab Architecture. The main box in the middle 
represents a “not-so-important” current implementation 
which may later change without visible impacts on clients. 
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The Gene Ontology (GO), a structured controlled vocabulary of over 15,000 terms, is becoming the de 
facto standard for describing gene products in terms of their molecular functions, biological processes in 
which they participate, and the cellular locations in which they are active.  However, current annotation 
editors do not constrain the choice of GO terms users may enter, potentially resulting in inconsistent or 
even nonsensical descriptions of gene products.  Relying upon a DAML+OIL version of GO, including 
mined GO-term-to-gene-product-type and GO-term-to-GO-term associations, and the FaCT reasoner, 
GOAT aims to guide the user in the annotation of gene products with GO terms by displaying those field 
values that are appropriate based on previously entered terms.  This will result in annotations of a higher 
quality, which in turn will facilitate biomedical e-Science. 
 
Introduction 
For years, life scientists have been conducting 
experiments that yield large amounts of 
complex, dynamic data.  The life-science 
community has become more aware that they 
lack representations and tools to help marshal 
the variety of data and higher-level knowledge 
needed to ask sophisticated questions and 
perform analyses of these data.   In response to 
this, the Gene Ontology (GO) [1] (Figure 1), a 
structured controlled vocabulary of over 15,000 
terms, has been (and is being) developed to 
describe the gene products of various 
organisms, for which it is becoming the de facto 
standard.  GO is divided into three 
subontologies of terms (most of which also have 
natural-language definitions) which may be 
used to annotate gene products in terms of their 
molecular functions, biological processes in 
which they are involved, and the cellular 
locations in which they are active.  Each term of 
each of these subontologies is related to its 
respective parent term(s) via is-a or is-a-part-of 
relationships. 
 
Although GO provides a large vocabulary of 
terms from which to choose to annotate gene 
products, the three subontologies are (purposely 
by the GO Consortium) independent of each 
other, and thus, there are no links between terms 
of different subontologies.  It is possible 
(though unlikely) that an annotator, in 
describing a protein, could willfully associate 
the terms "viral life cycle", "amino-acid 
biosynthesis" and "extracellular matrix" to that 
protein; it is more likely that he would 
accidentally do so. In either case, this is 
biologically nonsensical.  Good annotation 
relies upon the domain expertise of the 
annotator and the usability of the annotation 
tool.  We seek to improve upon the latter by 
creating formal relationships between pairs of 
GO terms (as well as between GO terms and 
gene-product types) mined from biological 
databases and building an application that, 
relying upon these relationships, will 
dynamically retrieve and present only those GO 
terms that are applicable based on the GO terms 
and the gene-product type already entered by 
the user. 
 
Such conceptual annotations are not only useful 
for bioinformaticians querying online data 
resources and analysis tools but are also a 
requisite for the kind of activities being 
undertaken by the UK e-Science programme.   
Projects such as 
myGrid
 [2] are moving towards 
the Semantic Grid or Information Grid, in which 
semantic and service rich layers are built on top 
of the classic Grid where bioinformatics 
services will reside.  The semantic markup of 
the content and services in that layer is a vital 
part of ensuring that projects such as 
myGrid 
have the appropriate semantic content.   
Bioinformatics is becoming well-placed to 
provide such semantically marked up resources, 
but there is a need to have intelligent tools to 
facilitate the process of marking up and 
ensuring the highest possible quality of markup.  
In this paper we introduce the Gene Ontology 
Annotation Tool (GOAT) project, which aims 
to use Description Logic and associated 
reasoning
 [3] to guide the annotation process. 
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Figure 1.  A screenshot of a portion of GO in DAG Edit, a tool for editing controlled vocabularies that 
are represented as directed acyclic graphs.  A term related to its parent via an is-a relationship is shown 
with a circled “i” to the left of the term, and a term related to its parent via an is-a-part-of relationship is 
shown with a squared “p” to the left of the term. 
 
Approach 
Currently, the process of annotating gene 
products with GO terms is an unguided one, in 
which the user relies upon his domain 
knowledge to tediously wade through large, 
often irrelevant parts of GO subtrees in search 
of the concepts he wishes to use.  GOAT seeks 
to aid the user by presenting him with those 
terms of the appropriate GO subontology that 
we have found to be formally associated in GO-
associated databases with GO terms he has 
already entered for the gene product in question.   
For example, if he has already entered “triplet 
codon-amino acid adaptor” as the molecular 
function of a specific tRNA, GOAT could offer 
“protein biosynthesis” (as well as all of its 
subconcepts, as the user may want to choose a 
more specific term) as plausible choices for the 
GO biological process in which this tRNA 
participates, since “protein biosynthesis” has 
been used in combination with “triplet codon-
amino acid adaptor” in at least one other 
credible tRNA database entry.  If he then 
chooses “protein biosynthesis” as the biological 
process and indicates that he wishes to enter a 
GO cellular component, GOAT could in turn 
retrieve all GO cellular-component terms that 
have been formally associated with “triplet 
codon-amino acid adaptor” and with “protein 
biosynthesis” in tRNAs.  Thus, the suggested 
terms become more specific (more likely to be 
accurate) as more information is entered.  By 
offering the most likely terms, the user has a 
better chance of finding the term(s) he wishes to 
use. 
 
GOAT is closely related to (and relies heavily 
upon) another project at the University of 
Manchester named GONG (Gene Ontology 
Next Generation) [4].  The goal of GONG is to 
convert the present GO into a Description-
Logic-based ontology and then to further enrich 
it with formally represented biological 
knowledge.  The former entails translating the 
ontology into DAML+OIL
  [5], which is the 
specific Description Logic we are currently 
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new concepts under which to classify terms that 
are related in GO to their parent terms only by 
is-a-part-of relationships since all terms of a 
formal ontology (apart from the root node(s)) 
must be connected to one or more parent terms 
via is-a relationships.  We have begun to add 
further semantic content by finding recurring 
patterns in GO terms (e.g., x metabolism, where 
x is some biological chemical) and adding 
dynamically generated DAML+OIL definitions 
to these terms. 
 
It is to this DAML+OIL version of GO that we 
add our GO-term restrictions.  The first type of 
these restrictions is that between GO terms.   
Currently, the only relationships between terms 
available from the original GO are the child-
parent links that are explicitly represented and 
the descendant-ancestor links that can be 
inferred by traversing the hierarchy.  Most of 
the relationships we are adding (in the form of 
formal DAML+OIL restrictions) are links 
between the currently independent 
subontologies of GO.  These will, for instance, 
make connections between terms representing 
molecular activities and the biological processes 
with which those molecular activities have been 
associated.  For example, a term representing 
the molecular activity “hexokinase” can be 
linked to the biological-process term 
representing “glycolysis”.  We are also adding 
relationships between pairs of GO terms within 
the same subontology provided that one of the 
terms does not subsume the other term of the 
pair (i.e., one is not an ancestor or descendant of 
the other). 
 
 The cross-ontology relationships we are adding 
are being mined from the complete version of 
GOA (Gene Ontology Annotation)
  [6], a 
database holding all GO-code annotations of 
Swiss-Prot entries.  Specifically, for each GO-
term/GO-subontology pair, we determine a set 
of GO terms each of which is used as a 
nonelectronically inferred annotation along with 
the given GO term for at least one Swiss-Prot 
entry.  Terms are added to the set (or replace 
terms in the set) such that each of the terms is 
not subsumed by any of the other terms of the 
set.  For the set of a GO-term/GO-subontology 
pair in which the subontology is the one in 
which the GO term is placed, each associated 
term must additionally not subsume or be 
subsumed by the given term.  
 
The number of restrictions mined from GOA 
will already result in a significant increase in the 
size of our DAML+OIL version of GO. 
Representing only these top-level associated 
GO terms will minimize the ontology’s growth, 
as GOAT will use a reasoner to retrieve all 
terms subsumed by the intersection of an 
entered set of top-level terms.  Thus, 
representing associated terms that are subsumed 
by other associated terms would be redundant.  
Examples of GO-term-to-GO-term restrictions 
can be seen in Figure 2, in which the 
DAML+OIL GO is shown in OilEd [7], a 
DAML+OIL-ontology editor.  Using only the 
DAML+OIL descriptions of this figure (and not 
the many other descriptions of the ontology for 
the sake of this example), if a user entered 
“microtubule” as a cellular component and/or 
“structural molecule” as a molecular function, 
GOAT would query a reasoner, which would 
return “microtubule-based movement” as a 
biological-process term that has been associated 
with (either of) these concepts.  The reasoner 
would then subsequently be queried to retrieve 
all descendants of “microtubule-based 
movement” for display to the user as plausible 
choices for biological-process annotation. 
 
The second type of these added restrictions is 
that between GO terms and gene-product types 
(i.e., types of biological molecules), which were 
obtained from the various prominent organismal 
databases that use GO terms to annotate their 
gene-product entries (e.g., the Saccharomyces 
Genome Database (SGD)
 [8]).  The entries of 
most of these databases do not have structured 
fields that classify them into types of biological 
molecules, and thus, there is no easy way to 
automatically mine for this type of association.  
Instead, the databases were manually searched 
and examined, resulting in a set of zero or more 
associated gene-product types for each GO 
term.  We assumed that proteins can be 
annotated with almost any GO term and instead 
concentrated on finding terms associated with 
tRNAs, mRNAs, snRNAs, and snoRNAs.   
These types of macromolecules have more 
restricted functions (and processes and cellular 
locations) that can be used to pare a given GO 
subontology down to a more manageable size 
for presentation to the user. 
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Figure 2.  A screenshot of the DAML+OIL version of GO, augmented with restrictions, loaded into 
OilEd, an editor of DAML+OIL ontologies.  The term “microtubule-based movement” has been selected 
in the left pane, and its two entered restrictions can be seen in the lower right pane, one associating 
“microtubule” as a cellular component and the other associating “structural molecule” as a molecular 
function. 
 
After being translated into the DIG file         
format
  [9], the ontology, augmented with 
associations, is loaded into FaCT
  [10], a 
classifier of DAML+OIL ontologies, which can 
then be used to query the ontology.  We are 
currently implementing the user interface of 
GOAT in PEDRo
  [11], a simple knowledge-
acquisition tool originally designed for use by 
the proteomics community.  PEDRo relies upon 
an XML Schema as the representation for its 
GUI, which can be edited to create data-entry 
forms for any domain.  Current work on PEDRo 
involves extending it with Java classes that can 
query FaCT for the subsumed terms of 
dynamically constructed DAML+OIL 
descriptions.  With these extensions, as the user 
adds terms describing the function, process, and 
location of a given gene product, these very 
choices will dynamically restrict the choices 
offered for the various fields of the form for that 
gene product.  While GOAT is designed 
specifically for GO-term annotation, PEDRo is 
a generic tool, and these extensions may be 
suitably modified to use ontology sources in 
other domains. 
 
Discussion 
Translation to a Description Logic and 
augmentation with formal term definitions and 
relationships among the terms will result in a 
richer, more consistent GO that is open to 
machine reasoning.  Tools driven by this 
formally represented knowledge can then be 
built to guide users in specific tasks.  Such an 
example is GOAT, which will use this 
DAML+OIL version of GO to guide biomedical 
researchers in the annotation of gene products 
with GO terms.  Specifically, we plan to guide 
these users by presenting those terms that are 
most appropriate to enter for a given field given 
the values that have been entered or chosen for 
the fields at that point.  Currently, life scientists 
lack such tools and instead must largely rely 
upon their own expertise and slow traversal of 
large subhierarchies of GO.  
 
Figure 3 shows a screenshot of GOAT as 
currently implemented in PEDRo.  PEDRo 
exports entered data as an XML file; each such 
file consists of a set of gene-product 
annotations.  Each gene-product annotation in 
turn includes a natural-language name, a gene-
product type (i.e., type of biological 
macromolecule), and a set of one or more GO 
terms for each of the three GO subontologies.  It 
is these GO-subontology fields where users will 
be aided in the process of annotation.  For 
example, as shown in Figure 3, the user has 
entered “triplet codon-amino acid adaptor” in 
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biosynthesis” in the biological-process field and 
has chosen “transfer RNA (tRNA)” from the 
menu of gene-product types.  Upon indicating 
that she wishes to enter a value for the cellular-
component field, GOAT will dynamically 
construct a DAML+OIL query asking for those 
terms of the GO cellular-component 
subontology that are formally represented in our 
DAML+OIL GO as being associated with all of 
this information.  Here, this corresponds to the 
intersection of GO cellular-component terms 
that have been formally associated with “triplet 
codon-amino acid adaptor” and “protein 
biosynthesis” in GOA and with “transfer RNA 
(tRNA)” in at least one of the examined 
organismal databases.  This subset of GO terms 
is shown as a tree in a pop-up window, from 
which she may choose one or more terms as 
field values.  Thus, instead of searching for the 
appropriate term(s) through all of GO, the user 
is presented with only the most likely values in 
the familiar form of GO’s hierarchical structure.  
  
 
Figure 3.  A screenshot of GOAT as implemented in PEDRo.  The right window shows that for each 
gene-product annotation, in addition to a natural-language name field and an enumerated list of gene-
product type, there is a field for each of the three subontologies of GO, each of which may have one or 
more GO terms.  Here, the user has indicated that she wishes to enter a value for the field named 
“cellular_component”, and thus, the left window pops up, containing all relevant GO-cellular-component 
terms based on the GO terms that have already been entered in the other fields. 
 
Other GO browsers, such as QuickGO [12], 
have also mined the GO-related databases for 
associations which are then displayed in their 
interfaces.  GOAT goes a step further by the use 
of reasoning.  Simple mined links have to be 
followed, and it can be difficult to keep track of 
the many associations that a given term may 
have.  The dynamic use of subsumption 
reasoning ensures not only that appropriate 
terms both close and far from a given term are 
found but that these terms additionally satisfy 
all constraints implied by information already 
entered for the gene product.  This should make 
the process of finding relevant terms more 
efficient and effective. 
 
The semantic annotation of Web or Grid content 
or services is a vital part of making e-Science 
function effectively and efficiently.  Currently, 
the annotation process is entirely conducted by 
humans.  In biology, as well as elsewhere, the 
possibilities for annotation are legion, opening 
up the possibility of misannotation.  We have 
the technology that can use Description-Logic 
ontologies and reasoning to help guide the user 
through the annotation process by “predicting” 
the next annotation for a gene product based on 
the set of annotations he has already entered for 
the gene product.  In addition to resulting in 
more biologically appropriate annotations, this 
should make the process less tedious and more 
satisfying by drastically reducing the amount of 
verbiage through which the user must to wade 
to reach the appropriate terms.  Improving the 
quality of semantic annotation and easing its 
production will thus facilitate the progress of     
e-Science. 
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Abstract 
 
Much research and development expertise had gone into developing domain specific data 
analysis, computational steering and visualisation software tools. The use of such tools has 
become an integral part of modern scientific research with scientists having developed highly 
customised, robust data analysis applications that form the core of their daily scientific activity. 
At the same time, advances in experimental techniques, instrumentation and high performance 
computing are producing ever-larger data sets. The scalability requirements to handle such 
massive data sets are generally beyond the capabilities of existing data analysis and 
visualisation systems. The motivation behind our scalable application visualisation services is to 
provide a generic toolkit that can be used to harness the power of Grid computing and make it 
available to familiar data analysis environments. The advantage of this approach is that it 
preserves existing knowledge, familiarity and the appropriateness of domain specific application 
environments.
1.  Introduction 
The current computing challenge is to cater 
to a range of complex applications that aim 
to process and visualise and gigabytes of 
data. The emergence of the Grid computing 
paradigm [1] with its services for 
automated co-scheduling, co-allocation and 
management of resources together with the 
emergence of local and national high-
bandwidth networking offer an opportunity 
to develop novel problem solving 
environments (PSE) that address the high 
performance computing, data management 
and visualisation requirements that these 
applications demand.  
Application toolkits such as Cactus [2] 
provide a high level of abstraction on top of 
Grid toolkits such as Globus [3] for 
programmers, hiding many of the low level 
issues. PSE tools such as SCIRun [4] 
provide even higher-level interfaces for 
applications to be built on. However, these 
tools require a steep learning curve and also 
introduce a new development and execution 
environment for applications. Customising 
existing applications to new environments 
is often labour intensive and this is the 
primary stumbling block for take up. 
Moreover, to develop such PSEs ab initio 
represents a failure to exploit the vast 
amount of research and development that 
had gone into developing currently used 
software tools, as well as the resources 
invested by scientists in learning these 
tools. 
This aspect of legacy software is of 
immediate significance at our Laboratory 
(CCLRC - Council for the Central 
Laboratory of the Research Councils, UK), 
which is one of Europe's largest 
multidisciplinary research support 
organisations. It operates several large-scale 
scientific facilities for the UK research and 
industrial communities including 
accelerators, lasers, telescopes, satellites 
and supercomputers alongside its active 
participation in scientific research in 
astronomy, biology, chemistry, 
environmental science and physics. The 
CCLRC e-Science Centre is addressing the 
scalability limitations of existing tools by 
creating a generic software framework 
consisting of a backbone of services that 
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legacy applications can improve their 
scalability. The distinction between our 
approach and other portal and Grid aware 
application developments is that ours aims 
to preserve existing knowledge, familiarity 
and the appropriateness of domain specific 
application environments. At the same time, 
it augments such applications with the 
powerful Grid computing environment to 
process and visualise their data and thus 
facilitate greater take up of Grid 
technologies.  
The architecture is described in Section 2 
and is designed to hide the complexities of 
the Grid computing infrastructure and 
minimise, if not eliminate, the need for 
complete redevelopment of application 
software. The Grid aware Applications 
Portal toolkit (GAPtk) [5] is the realisation 
of this framework. 
In Section 3 we describe an initial set of 
applications that formed the basis on which 
generic user requirements have been 
gathered. The current prototype provides an 
initial set of Grid enabled Web services for 
visualisation and data manipulation that are 
a vital part of any near real-time scientific 
data exploration. The implementation 
details of a sample set of services are 
described in Section 4. The current status of 
the toolkit and plans for future development 
are included in the concluding section 
alongside some observations on the 
technologies used and the longer-term goals 
for the use of the software in real world 
applications. 
2.  Architecture 
The motivation behind GAPtk is to provide 
a generic toolkit that makes Grid computing 
methodology available to familiar data 
analysis environments. Towards achieving 
this goal, the toolkit will provide utilities, 
services, and high-level application 
programming interfaces. 
 
Figure 1: GAPtk architecture 
The current prototype is based around Web 
Services technology [6].  Web Services are 
request/response-based  interactions, which 
use an XML dialect (typically SOAP [7]) 
for messaging, and may operate over 
various communication protocols (though 
generally HTTP is used). This technology 
was chosen for a number of reasons, 
including the simplicity of the protocols 
that enable thin client side interfaces, the 
wide availability of support libraries, and 
the expected convergence of Web and Grid 
Services. This should provide a migration 
path in the future to the Open Grid Services 
Architecture [8](OGSA).  
The basic architecture is summarised in 
Figure 1 and consists of three main parts: a 
client-side utility consisting of a Web 
services communication backend and an 
intelligent rendering and object 
manipulation library, a server-side Web 
services front-end, and a server-side 
implementation backend.  
The client backend (Figure 2) is a thin 
interface designed to translate user requests 
from application-specific events/callbacks 
into SOAP messages to the server. We 
currently have two implementations of this 
part, one using the Java-based Axis toolkit 
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this way we plan to make the services 
available to a variety of clients, for example 
a desktop application like MATLAB [10] 
or a web-based portal such as the Live 
Access Server [11]. 
 
Figure 2: GAPtk client backend detail 
 
The server front-end (Figure 3) is currently 
based on the Axis library running as a 
servlet in the Apache Tomcat [12] 
container. It is a thin layer whose purpose is 
to map the incoming requests on to the 
implementation backend. 
 
Figure 3: GAPtk server detail 
 
Finally, the server-side implementation 
backend (Figure 3) is responsible for 
actually carrying out the request. It may do 
this in various ways, locally on the server 
for minor queries (e.g. "List the data sets 
the server has access to") or delegate the 
request to an external resource, for example 
another Grid or Web service. It would also 
be possible for the client to communicate 
directly with external resources, for 
example metadata catalogues. 
A sample set of Grid enabled Web services 
within the toolkit 
Our current prototype implementation 
offers two main sets of services, one for 
data extraction and one for visualisation 
and data analysis. 
The data service allows querying of simple 
metadata from known data sources. This 
includes the names of data variables, 
physical units and dimension ranges. A 
sample of data can be extracted by 
specifying a variable, a physical region to 
extract, and a resolution for the extracted 
data. In this way large data sets can be 
easily requested in a more manageable sub-
sampled form. Access is provided to 
multiple data holdings, which may be local 
collections of files, or remote services. For 
example, for the GODIVA [13] project 
(described in Section 3) we have 
implemented a data holding which 
interfaces to the GADS [14, 15] data 
service based at the Reading Environmental 
Systems Science Centre (ESSC). 
The visualisation service allows the 
execution of basic visualisation tasks, 
including extraction of isosurfaces and 
slices, and server side rendering of 
geometry and animations. Extracted data 
and the results of visualisation tasks can be 
downloaded or stored in a session directory 
on the server where they may be re-used in 
other calculations. Hence, clients can opt to 
render geometry data themselves for 
improved user interaction, or request 
server-rendered images if they lack this 
ability. All downloading of data is 
accomplished using standard HTTP, for 
efficiency rather than attempting to encode 
the data into SOAP, which is not an 
efficient format for large data sizes [16]. 
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Key applications 
The first production version of the software 
toolkit is targeted at two key application 
areas, namely condensed matter physics 
and environmental sciences. The first of 
these is represented by the Excitations 
Visualisation Environment (EVE) [17] 
project, currently being implemented in 
collaboration with scientists at the CCLRC 
ISIS neutron spallation facility. The other is 
aimed at the UK Oceanographic research 
community, under the NERC funded 
GODIVA project. For these two projects, 
we are also building sample client 
applications that will make use of the 
visualisation Web services to demonstrate 
the key technologies and provide 
performance and ease of use measures. 
Excitations Visualisation Environment 
The ISIS facility at the Rutherford 
Appleton Laboratory is the world's most 
powerful pulsed spallation neutron source. 
It provides beams of neutrons and muons 
that enable scientists to probe the structure 
and dynamics of condensed matter on 
scales ranging from the sub-atomic to the 
macro-molecular. Experimental data sets 
are typically 0.1-0.2GB per experiment 
setting, with 1-2GB for a sparse collection 
of settings This is anticipated to increase to 
10-20GB in near future due to new detector 
instruments. 
In most cases, the physics of interest is a 
function of 4 variables. Visualisation of this 
data is an important part of analysing the 
experimental results, and together with data 
processing (e.g. noise reduction) and 
simulation, it forms a complex data analysis 
cycle that needs to be carried out 
interactively for the scientist to obtain 
maximum value from the data. A fast, 
interactive analysis cycle also opens up the 
possibility of “steering”, i.e. modification 
of experimental parameters in response to 
initial results. 
EVE is currently being developed as a suite 
of custom Grid based applications and 
visualisation services. It aims to leverage 
the GAPtk architecture to allow advanced 
visualisation and data analysis at the client-
end with a customised portal based on 
using Matlab
TM, since this is the PSE that 
users are familiar with from the current 
non-Grid aware system. These data and 
visualisation services aim to support the 
physicist through a complete cycle of data 
analysis in near real-time. This will require 
an increase in performance over existing 
tools of at least a factor of 10. 
Another key requirement is that the analysis 
may be performed within collaborative 
environments, such as the Access Grid [18]. 
Apart from supporting the scientific 
collaboration inherent to such large-scale 
facilities, this will also allow the researcher 
to guide a local technician to control the 
experiment in real-time. 
GODIVA  
The primary scientific aim of GODIVA 
(Grid for Oceanographic Diagnostics, 
Interactive Visualisation and data Analysis) 
is to quantify the ocean overturning 
circulation that controls climate on long 
timescales, both from observations and 
models. This can help to improve the 
models as well as provide metrics for 
detecting early signs of climate change 
hidden within ocean observation.  
The Computational science objectives in 
this project are: 
• to make available affordable, familiar and 
appropriate environments for visualisation 
and analysis of oceanographic model data. 
• To identify and quantify resource 
requirements and the Grid & Web based 
technological strategies for deploying a 
production system on affordable hardware 
via appropriate portals.  
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The modular visualisation and data 
handling requirements of these two widely 
differing applications have much overlap. 
The GAPtk architecture was as a result 
based on detailed user requirement capture 
exercises carried out in collaboration with 
scientists working in these application 
areas. The focus on applications provided 
extensive insights into existing performance 
bottlenecks, the scalability requirements for 
existing and next generation scientific data 
analysis and exploration and productivity 
issues.  
The use of existing tools for data analysis 
has automatically lead to the realisation that 
most of the visualisation techniques 
required are well established. These are the 
traditional 2D and 3D vector plots, 2D 
contours, isosurfaces and volume 
visualisation. Nevertheless, it also emerged 
that the data may in some cases be more 
complex (e.g. 4 or more dimensional) and 
new visualisation methods are needed to 
explore the data productively. What has 
emerged as a key requirement is that 
instead of a single step generation of a high 
quality geometric representation of a huge 
amount of data, the scientists need the 
ability to dynamically explore small or 
medium-sized parts of the data. This is 
directly addressed by the GAPtk server, 
including the flexibility to determine the 
resolution of the data sent to the client as 
well as how they wish to overlay and 
compare different variables. Such flexibility 
for data analysis requires reliable and 
robust ability from the services to respond 
in near real-time. The data resolution 
demands adoption of appropriate transfer 
protocols, formats and strategic just-in-time 
compute decisions. These requirements are 
being built in as intelligent services within 
GAPtk. 
4. Some observations and Conclusion 
The first prototype server and client 
software is currently in the testing and 
evaluation phase. First experiences have 
been mostly positive with regard to the aim 
of near-real time interaction, and we are 
currently adding further services and 
preparing the system for initial user 
feedback. 
A number of important issues have arisen 
during the implementation of the prototype 
services. Many of these are related to the 
need to make the services as generic as 
possible so that they may be used by clients 
of widely varying capabilities. For example, 
when considering what format to use when 
sending processed data back to the client, a 
balance needs to be made between 
efficiency, leveraging robust existing 
solutions and minimising dependencies. We 
address this by allowing a choice of data 
formats, including well-supported existing 
binary formats (e.g. HDF [19], netCDF 
[20]) and an XML-based format that is less 
efficient but removes the need for external 
dependencies. Internally we use HDF5 as a 
data storage format for performance, and 
for the ability to easily read and write 
subsets of data (this is very difficult with 
XML because of its free format). 
Another particularly important concept that 
we have yet to address is the idea of 
workflow, i.e. the chaining together of 
services to accomplish a complex task. In 
visualisation this chain may be identified 
with the visualisation pipeline, familiar 
from tools such as AVS [21], Iris Explorer 
[22] and VTK [23]. Our services currently 
operate as atomic mini-pipelines 
comprising of data extraction, a single 
processing step, and data output. Any more 
complex visualisation must be built up from 
several web service calls, with resulting 
loss of efficiency.  
An example of this is the extraction of an 
isosurface of density from oceanographic 
data and generation of a rendered image 
file. This requires three services to be 
invoked, one to calculate density, another to 
extract the isosurface, and a third to render 
the image. 
It is clear that a solution to this problem 
would be of great help in improving the 
efficiency and usefulness of the GAPtk 
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possibility of using generic approaches to 
workflow [24, 25] to accomplish this. 
As already described, a framework for 
collaborative data analysis is also an area of 
great interest. This would need to allow 
effective sharing of data and application 
status between multiple clients and the 
server. There are solution precedents for 
these that are tool specific [26], but we 
believe a generic approach is also possible. 
One extension that is required to support 
this is provision for direct communication 
between the server and client, as opposed to 
the current request/response mode. 
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As more resources are being made available over the Grid, authorization framework is 
increasingly becoming vital. The level of information returned needs to be based upon the privileges 
provided to the user. A few probable authorization frameworks that could be used over the Grid exist; 
however, have not been standardized yet in the e-science community.  The authorization framework in 
the Data Portal is built similar to the VOMS approach. The issue of authorization is addressed by 
creating an authorization infrastructure at the resource provider’s end that is managed and controlled 
by the resource provider’s organization. 
This article discusses the probable authorization frameworks and defines the authorization 
framework that is being implemented for the Data Portal based upon the requirements from the various 
ongoing projects. 
 
Introduction 
The CCLRC Data Portal [9] provides 
an infrastructure for discovering and accessing 
data resources over Grid environments. It 
utilizes web services in conjunction with Grid 
technologies and acts as a broker between 
scientists, facilities, data and other services by 
providing a transparent access to the various 
kinds of data kept in a multitude of systems and 
sites.  
 
One of the main issues that is being 
addressed in the Data Portal framework is in the 
area of security. Users accessing resources via 
the Data Portal need to be authenticated and 
authorized. For the authentication of users, the 
GSI architecture [8] is being used as in many 
other e-science projects. The GSI architecture 
provides a reasonably trusted mechanism for 
authenticating users and delegating 
authentication rights. Users wishing to access 
resources via the Data Portal maintain a proxy 
certificate in the My Proxy Server repository [7]. 
When the user logs into the Data Portal, a 
delegate proxy certificate is created via the 
proxy certificate stored in My Proxy Server. 
This delegate proxy certificate is then used by 
the data portal on behalf of the user in retrieving 
the requested data.  
 
The proxy certificate of the user helps 
in authenticating the request and verifying that 
request has been made by the user himself. 
However it does not specify what the user is 
allowed to retrieve.  A direct mapping between 
the user’s distinguished name (DN) with the 
resource at the resource end, such as the use of a 
grid map file, aids in providing the capabilities 
of the user but is not scalable and becomes less 
manageable as more resource servers are added 
coupled with the increase in users. 
 
It is seen that the resource providers 
are interested in making their resources 
available via applications such as Data Portal 
but would need a more manageable system to 
control and manage their resources that enables 
them to cope with the increase in users when 
they are plugged into the grid.  
 
Currently a few probable authorization 
framework that could be used over the Grid 
exist. The coming section briefly describes the 
three primary authorization frameworks that 
have been reviewed - Community Authorization 
Service (CAS) from the Globus project, Virtual 
Organization Management System (VOMS) 
from the EU Data grid project and EC funded 
PERMIS Role Based Privilege Management 
Infrastructure developed at Salford University. 
The next section discusses about the 
requirements that were deemed necessary for 
the Data portal and subsequently describes how 
the Data portal’s Authorization framework has 
been addressed. 
CAS 
The Community Authorization Service 
[2], developed by the Globus Project, 
approaches the problem by allowing resource 
providers to delegate some of the authority for 
maintaining fine-grained access control policies 
to a trusted third party authorization server. This 
authorization server maintains a community 
policy database that contains the policies and 
privileges of the users. When a user requires to 
access a resource, it requests the CAS server 
with the capabilities (access privileges) that it 
requires. If the requested capability is consistent 
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issues a restricted proxy certificate that contains 
the capabilities. The user then utilizes this 
restricted proxy certificate to authenticate with 
the resource provider for accessing the resource. 
The user’s request is then executed by the 
resource provider if the resource provider 
maintains a trust with the certifying CAS 
service and if the request has been authorized by 
the CAS server.  
VOMS 
Another framework currently being 
developed by the European Data Grid to solve 
this issue is the VOMS authorization 
architecture [1]. The VOMS architecture tackles 
the issue by classifying authorization 
information into two categories.  
o  General information regarding the 
relationship between the user and the 
Virtual Organization 
o  Information regarding what the user is 
allowed to do at the Resource Provider.  
 
The VOMS server maintains the 
relationship between the user and the Virtual 
Organization as a set of roles that the user can 
present to the resource provider.  
 
When a user needs to access a resource, it 
requests the VOMS server for a pseudo-
certificate. The VOMS server provides the user 
with a pseudo-certificate that specifies the role 
of the user and time validity. At the user end, 
the user then creates a new proxy certificate 
containing the pseudo-certificate in a non 
critical extension of the proxy certificate. This 
proxy certificate is then used by the user to 
request a resource provider within that VO. 
Based upon the roles that have been assigned to 
the user by the VOMS server, the Resource 
Provider decides what level of access privileges 
is granted to the user. 
PERMIS 
The Role based Privilege Management 
Infrastructure [3] developed at University of 
Salford also provides certain features in solving 
this issue. It provides an elaborate method of 
describing policies. These authorization policies 
are stored in X.509 attribute certificate which 
are placed in one or more LDAP directories. 
Attribute certificates storing user’s roles are 
created by the Virtual organization’s Privilege 
Allocators and are places on public LDAP 
directories. When a user accesses a resource, the 
Access Decision Module located at the resource 
pulls the User’s attribute certificate, and if 
necessary the policy Attribute certificate, from 
the public LDAP directories. It then verifies if 
the Attribute certificate has been signed by its 
trusted privilege allocated and provides the 
resource to the user based upon the permission 
granted by the Attribute certificate. 
Requirements 
Analysing the structure of the resource 
providers and the future directions it is heading, 
it is seen that the important requirement to the 
Authorization infrastructure are that it has to be: 
 
o  Scalable 
It is quite inevitable that as organizations 
start collaborating more there would be an 
increase in users accessing their resources. The 
organizations need be able to scale up the 
number of users or resources without much 
additional administration overhead for them to 
be able to enjoy collaboration. 
 
o  Manageable 
Adding or removing users or resources to 
the system or modifying user privileges to the 
resources need to be kept simple and intuitive 
for the organizations so that the overhead for 
collaboration does not increase. Also keeping 
users privileges manageable keeps the system 
more consistent and up to date, making them 
reliable. 
 
o  Preferably under the control of the 
resource end 
When it comes to the issue of security, 
organizations are wary of external parties 
accessing their resources. Organizations would 
prefer to have control over who have access 
over their data and up to what degree. They are 
not yet ready to trust third party organizations in 
authorizing their resources and prefer to keep 
control over their resources to keep them 
reliable. 
 
o  Minimum intervention at the Data Portal 
layer 
As the Data Portal is a broker application 
between users and resource, it is best to pull 
authentication and authorization information 
from the resource provider’s trusted bodies and 
have Data Portal forward it to the resource 
provider along with the request. This keeps Data 
Portal away from being an addition point of 
security consideration.  
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Models 
Much of the data are stored in file systems, 
databases or other system which already have 
an elaborate access control features and many 
resources present already utilize these existing 
access control features in managing the level of 
information that need to be returned. It seems 
best to integrate the authorization information 
along with these access control mechanism in 
providing the level of information to be returned. 
 
o  Ability to integrate with GSI 
The GSI is the standard means of 
authenticating users in the e-science community. 
It provides a trusted mechanism in 
authenticating users and delegating 
authentication rights. It would be useful for the 
authorization system to use GSI as the 
authentication mechanism.  
 
o  Future integration capabilities with other 
Grid related applications 
Users accessing data resources via the Data 
Portal may like to use other Grid applications 
such as the HPC portal [10,11] in conjunction. 
For example a user may retrieve a certain data 
set via the data portal and may then submit a job 
on the HPC portal. It would be easy for the user 
to do such operations if different Grid 
applications use the similar authentication and 
authorization strategies.  
Implementation 
While building the authorization 
framework, the issue of authorization has been 
addressed by creating an authorization 
infrastructure at the resource provider’s end that 
is managed and controlled by the resource 
provider’s organization. This relieves the Data 
Portal from having to take responsibility of 
authorization and also improves the resource 
provider’s trust in the request from the Data 
Portal as the authorization information is from 
its own Organizational Authorization server. 
 
  It takes in many ideas from the EU 
Data Grid’s VOMS project as this architecture 
seems the most suitable for the situation. A few 
differences here is that the authorization 
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Figure 1 : Data Portal Interaction with Authentication and Authorization 
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certificate, as the authorization token (Attribute 
Certificate) generated by the organization’s 
authorization server itself contains the DN of 
the user and hence can be related to the proxy 
certificate.  
 
Central to the authorization framework 
is an Authorization Server that is hosted in 
every Organization which is participating with 
the Data Portal. This Authorization Server is 
administered and maintained by the local 
organization. The basic authentication and 
authorization interactions between the modules 
within the Data Portal framework are as shown 
in Figure 1. 
 
The Data Portal’s Authentication 
Module handles the user’s login and creates a 
delegate proxy certificate via the MyProxy 
certificate server. It then uses the delegate proxy 
certificate for interacting on behalf of the user.  
The authentication module contacts the 
participating organizations Authorization 
Servers and requests for Authorization Tokens 
for the user by presenting the user’s proxy 
certificate. The returned Authorization Tokens 
are stored in the Session Manager against the 
user’s current session ID along with the user’s 
Delegate Proxy certificate.  
 
When the user makes a request to for a 
specific resource, the Data Portal retrieves the 
user’s proxy certificate and the respective 
Authorization Token, which has been generated 
by the organization in which the resource needs 
to be queried, from the Session Manager. The 
Data Portal then authenticates with the resource 
using the user’s proxy certificate and transfers 
the request query along with the Authorization 
Token. The resource’s Access Adapter receives 
the request query and validates the 
Authorization Token. If the user has adequate 
privileges to access the resource, the resource 
executes the request query and returns the result 
back to the Data Portal which then forwards it 
back to the user or to the next application.  
 
In the subsequent section, the different 
segments of the authorization infrastructure are 
discussed in more detail. 
Authorization Server 
Every organization participating with 
the Data Portal hosts an authorization server. 
The basic structure of the authorization server is 
as shown in Figure 2. It consists of an Attribute 
Certificate Token generator which generates an 
Authorization Token, a User Privilege Database 
which stores the user’s privileges and a 
management interface for managing user’s 
privileges.   
 
The Data Portal requests for an 
Authorization Token from the Organization’s 
Authorization Server by sending the user’s 
proxy certificate along with the request. 
 
Currently the request is performed via 
the web service interface. The Authorization 
Server verifies the validity of the proxy 
certificate and queries the User privilege 
Database for the privileges of the user with the 
DN of the user via the User Privilege Interface. 
After receiving the user’s privileges the AC 
Token generator then creates an Authorization 
Token containing the user’s DN, access  
 
privileges and time constraints and signs it with 
its private key.  This Authorization Token is 
then returned back to the Data Portal. 
 
The user’s privilege is stored in the 
form of groups in the User privilege Database. 
He or she is a member of one or more groups 
where each group is assigned a certain set of 
access privileges at the resource end.  
 
The group membership to the user is 
assigned via the management interface. The 
management interface is used to add and 
remove user’s to the groups or to modify the 
user’s group.  
Authorization Token Format 
Currently the AC Token Generator 
creates an Authorization Token in XML format. 
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Figure 2: Authorization Server 
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available for a variety of platforms. The 
Authorization Token is currently of the format 
as shown in Figure 3.  
 
<attributeCertificate> 
 <acInfo> 
   <version>1.0  </version> 
    <holder> user DN </holder> 
    <issuer> issuer DN </issuer> 
    <issuerName> issuerName </issuerName> 
  <issuerSerialNumber>  </issuerSerialNumber> 
 <signatureAlgorithm>MD5withRSA</signatureAlgorithm> 
  <validity> 
   <notBefore></notBefore> 
   <notAfter></notAfter> 
  </validity> 
  <attributes> 
   <DPGroup>value</DPGroup> 
   <wrapperGroup>value</wrapperGroup> 
   <dataAccessGroup>value</dataAccessGroup> 
  </attributes> 
 </acInfo> 
 <signature> 
 </signature> 
</attributeCertificate> 
 
Figure 3: Attribute Certificate 
 
The Attribute certificate contains the 
DN of the user for whom it is intended for. It 
also contains the time validity of the attribute 
certificate as to when the user is authorized to 
use and a list of groups that that the user is a 
member of. This is then signed by the AC 
Token Generator using the Authorization 
Server’s private key to validate the source of the 
contents.  
Resource Access Adapter 
Every resource present within the organization 
has a Resource Access Adapter which 
 
 
receives the request. This resource Access 
Adapter acts as an interface for external users to 
access the resource. The basic structure of the 
Resource access adapter is as shown in Figure 4.  
 
When the Resource Access Adapter 
receives a request query, it authenticates with 
the Data Portal using the user’s proxy delegate. 
The request is currently received via the web 
service interface. Once authenticated the 
Resource Access Adapter receives the request 
query along with the Authorization Token.  
 
The AC Token Decoder in the 
Resource Access Adapter then verifies to see if 
the user’s DN in the Authorization Token is the 
same as in the proxy certificate and also checks 
to see if the Authorization Token has been 
generated by its organization’s Authorization 
server. On succeeding, the AC Token generator 
retrieves the group that the user belongs to from 
the Authorization Token and forwards it to the 
Access Enforcement Module along with the 
request query.  
 
The Access Enforcement Module then 
adds the user’s DN and its request to a new 
entry in the Access Log table and maps the 
relevant user’s group to the resource’s local 
Access Control Mechanism, such as to a Unix 
Access Control Mechanism or to a Relational 
Database’s Access Control Mechanism. The 
request query is then executed with the 
privileges provided by the resource’s local 
access control mechanism.  
Conclusion 
 
With this strategy the resource provider 
would trust the request put forward by the user 
as the user’s authenticity is guaranteed by the 
resource’s trusted Certification Authority and 
user’s level of privilege is defined by its own 
organization’s Authorization Server. 
 
The organization is also able to 
manage a larger number of users as it 
categorizes the users into various groups at 
organization level and the actual access 
privilege to the group is maintained at the local 
resource level. The overhead at the resource 
level would reduce as it now has to maintain the 
access privileges to only a set of groups rather 
than users and increase in users access the 
system does not necessarily increase the 
administrative overhead at each resource 
proportionally. 
Web Service Interface 
AC Token 
Deconder 
Access Enforcement 
Access Log 
Resource 
Request result (Proxy 
Cert, AC Token, query) 
Figure 4: Access Adapter 
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Also in this strategy the resource 
providers would continue to use the existing 
access control mechanism with the 
Authorization Token complimenting it in order 
to handle the increase in users. This would be 
important as many applications already have 
mature access control mechanisms that have 
already been deployed. 
 
The GSI proxy delegation would also 
be unaffected by the Authorization Token and 
would continue to function normally as these 
tokens are not a part of the proxy certificate but 
rather piggybacked with every request and 
hence would not be necessary to generate a new 
proxy certificate embedded with the 
authorization token each time before a request 
to a resource. 
 
The Authorization Token’s size would 
remain small as it basically stores only the 
information regarding to the group 
memberships, with the rest of privileges 
parameters being held at the local resource level.  
Revocation mechanisms would also not be 
necessary as the Authorization Tokens have a 
short life.  
Future Work 
 
The next stages of development in the 
Authorization Framework are to formalize the 
format and the structure of the Authorization 
Token with the possibility of complying to the 
Attribute Certificate [5] format. 
 
As organizations keep increasing the 
resources it opens to the Grid, it would also be 
interesting to look into the ways of managing 
how the resource servers would handle 
Authorization Token within the organization. A 
change in Authorization Token format could 
trigger modification to the resource Access 
Adapters. Especially for larger organizations, it 
may be interesting to have a mechanism where 
resources could pull in modification if necessary 
from certain repositories within organization. 
  
  Another interesting option would be to 
replace the web service interface of the modules 
with Grid service interfaces or other 
communication protocols to make it operate in 
other protocols as well. Finally, uses of 
Authorization Tokens in other applications such 
as for the HPC portal are being investigated.  
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Abstract 
 
We have, over the past eighteen months, been developing a software toolkit to enable the sites 
participating in the UK e-Science Grid to carry out operational monitoring of Grid resources and to 
facilitate the integration of the Grid. In this paper we present and discuss the design and 
implementation of the software tools throughout the development of the UK e-Science Grid, and 
comment on our experience of using these tools to do integration testing and operational monitoring.  
 
Finally we highlight current problems and suggest potential improvements to the tools, and additionally 
make suggestions for ways in which the project could be developed and diversified in the future. 
 
1.  Background 
 
The Grid Engineering Task Force (GETF) [1] 
was formed in October 2001 to guide the 
construction, testing and demonstration of a 
prototype (Level 1) e-Science Grid in the UK. 
It contains members from each of the 10 
regional e-Science Centres. The GETF initially 
operated through working groups which put 
the key elements of the Grid infrastructure in 
place. 
 
The integration of the developing 
software/hardware infrastructure is a vital 
aspect of building an e-Science Grid. To 
address this issue, UK e-Science participants at 
Southampton University (Simon Cox and 
David Baker) setup the Grid Integration 
Working Group (GIWG) [2], under the 
coordination of David Baker, with the 
following objectives: 
 
•  Enable all regional e-Science centres 
to successfully deploy the Globus 
Toolkit (GT) [3] on their local 
resources. 
 
•  Enable all regional e-Science centres 
to successfully contribute Grid-
enabled resources to the UK wide 
Grid infrastructure. 
 
•  Ensure that the UK Grid is a useful 
and usable resource, so that users 
collaborating on e-Science projects 
will have access to the hardware and 
software resources to enable them to 
successfully carry out their research. 
 
 With these objectives in mind, the activities of 
this group were as follows:  
 
  Define a set of point to point 
“integration tests” appropriate to the 
Level 1 Grid. For example it was 
important to ensure that simple jobs 
(e.g. Hello World) could be submitted 
from one site to another, and to 
ensure that files could be transferred 
“across” the Grid.  
 
  Develop the software to enable the 
integration tests to be performed from 
each site on the Grid. In this respect 
the Grid Integration Test Script 
(GITS) [4] was written. 
 
  Facilitate the integration of the Grid 
by encouraging sites to carry out the 
point to point tests to other sites on 
the Grid, and to publish their results 
on the GETF web site. This activity, 
of course, involved providing some 
basic troubleshooting advice to sites 
experiencing problems, and generally 
encouraging sites to become active 
members of the developing UK wide 
Grid. 
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the UK Grid, the Level 2 Grid (L2G), the 
GIWG continued it’s activities (“recast” as the 
Operational Monitoring Work Package). 
During this period we concentrated on 
developing, improving and supplementing the 
prototype software with a view to providing a 
robust and reliable toolkit to enable sites to 
carry out daily integration testing and to enable 
the Grid Support Centre (GSC) to monitor the 
status of the UK Grid (also known as 
“Operational Monitoring”) 
 
The reminder of this paper is organised as 
follows. Section 2 describes the key features, 
and design of the GITS developed by Baker et 
al. In Section 3 we outline the tests provided 
by the GITS. In Section 4 we present some 
experiences of carrying out operational 
monitoring at the GSC (Fowler) using the data 
provided by the GITS. In Section 5 we present 
and describe some potential technical 
improvements to the GITS. In Section 6 we 
describe the GITS Web Service [5], developed 
by McKeown, a tool developed to enable users 
to interpret and analyse the data provided by 
the GITS. Finally in Section 7 we present and 
discuss potential future challenges, and 
opportunities in this area of work. 
 
2.  Development of the Grid Integration 
Test Script (GITS) 
 
The automation of the integration tests was a 
high priority. As the number of machines in 
the Grid grows then performing the tests from 
each site would become progressively more 
time consuming, and burdensome. In reality 
without the GITS sites would probably not 
carry out the tests, or write their own script to 
automate the task.  
 
The development of the GITS was begun 
during the deployment of the Level 1 Grid, and 
due to portability issues perl was selected as 
the language of choice.  
 
During the development of the L2G the focus 
at Southampton has been to concentrate on 
improving the GITS to ensure that it is a more 
robust, and usable piece of software. The most 
important features of the GITS are: 
 
•  A comprehensive set of 
integration/operation monitoring 
tests. The GITS now provides a wide 
range of tests that are appropriate to 
the services supported on the UK 
Grid. This includes point to point tests 
to check job submission and file 
transfers, and tests to check the 
Monitoring and Discovery Service 
(MDS) functionality of hosts on the 
Grid. MDS is the information services 
component of the GT [6]. It is 
envisaged, however, that the GITS 
should be regarded as a “toolkit”. In 
this respect users are able to select the 
most appropriate subset of tests for 
their needs.   
 
It is worth noting at this juncture that 
the present version of the GITS is 
only fully compatible with version 2.x 
of the GT, however it may provide 
some functionality with GT version 1.  
 
•  Test execution is done using 
Proc::Reliable. Most of the tests 
(interoperability tests plus GRIS test) 
are performed using the perl module 
Proc::Reliable [7]. This is a perl 
module that ensures simple, reliable 
and configurable subprocess 
execution, and in particular ensures 
that process timeouts can be handled 
reliably in the GITS. It is, however, 
worth noting that while timeouts are 
handled reliably by the script, they 
occasionally leave behind dead 
processes in their wake, and this issue 
does need to be addressed. This 
discussed in Section 5 of this paper. 
 
•  The GITS can output test results in 
html format. By default the GITS 
sends the test results to the screen, 
and the generation of html output is 
optional. Users of the GITS are, 
however, strongly recommended to 
use this feature since it provides them 
with an excellent way of presenting 
their results – with easy access to 
diagnostic information (see below). 
 
•  The GITS can output test results in 
XML format. This is another 
optional feature, and it provides the 
user with a means of publishing their 
results in a format that is appropriate 
for use with the GITS Web Service. 
At this juncture is worth noting that 
the GITS Web Services is an 
extremely useful “companion” to the 
GITS. It enables users to store the 
results generated by the GITS. The 
use of historical data is invaluable in 
terms of interpreting and analysing 
the information provided by the 
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described in detail in Section 6 of this 
document. 
 
•  The GITS provides data for both 
fork and batch jobmanagers. Most 
of the machines in the L2G run batch 
jobmanagers, and so this is an 
important feature of the GITS. It is, 
however, worth noting that some of 
the point to point tests may return a 
“failed” state for batch jobmanagers 
even when all is well. The batch 
system in question may not be able to 
return results fast enough for a test to 
succeed. At present the GITS is not 
yet able to check the status of batch 
queues on remote hosts, and 
determine if the queues are busy at 
the time of the test. 
 
•  Useful and accessible diagnostics. 
When a test fails it is important to 
have some clue as to why the test 
failed. Relevant diagnostic 
information is included in the html 
output for easy access. In this respect 
the functionality of the GITS is 
limited by the diagnostic information 
provided by the GT. 
 
It is important to mention, that despite its 
name, the GITS was written with two 
important uses in mind. These are: 
 
•  Performing Integration tests.  As 
discussed above the GITS allows sites 
to perform the point to point 
integration tests – the primary 
motivation for this work.  
 
•  Operational Monitoring. The GITS 
also provides a toolkit to allow sites 
to monitor the operational status of 
their own local Grid software 
infrastructure. The requirement for 
local Grid administrators to monitor 
the “dynamic status” or “heartbeat” of 
their own Grid machines can not be 
understated. In this respect it is 
envisaged that the GSC will in due 
course adopt the GITS to provide the 
“dynamic status” of the UK Grid to 
its users. 
 
3.  Tests performed by the GITS 
 
The GITS is available for download, and it is 
packaged with some basic documentation and 
the Proc::Reliable perl module. The script may 
be copied and modified freely by any site 
under the terms of the GNU General Public 
License. In this section we briefly describe the 
tests done by the script; readers interested to 
know more should consult the documentation 
[4]. 
 
a)  Interoperability tests 
 
The following “point to point” tests are used to 
check connectivity between hosts on the grid.  
 
•  Ping verifies that you can 
successfully authenticate to the 
jobmanager(s) on a remote host using 
the following Globus command:  
 
globusrun –a –r hostname/jobmanager  
 
Successfully authenticating to a specific 
jobmanager (fork or batch service) is a 
prerequisite to running the interoperability 
tests using that particular jobmanager.  
   
  RSL-Hello verifies that you can run 
the command /bin/echo Hello World 
on a remote host using the globusrun 
command. 
 
•  Hello World verifies that you can run 
the command /bin/echo Hello World 
on a remote host using globus-job-
run. 
 
•  Stage verifies that you can stage a 
simple shell script to a remote host 
and then execute it using globus-job-
run. 
   
•  RSL-Shell verifies that a remote shell 
script or executable can be run on a 
host using the globus-sh-exec 
command. 
 
•  Batch-Submit verifies that you can 
submit the batch job, /bin/sleep 600, 
to a remote host using the globus-job-
submit command.  
   
•  Batch-Query verifies that you can 
query the status of the batch job 
submitted in “Batch-Submit” using 
the globus-job-status command. 
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cancel the batch job submitted in 
“Batch-Submit” using the globus-
job-clean command. 
   
•  Batch-Retrieve verifies that you can 
retrieve the output from a short batch 
job, /bin/echo Hello there, submitted 
to a remote machine using the globus-
job-submit command. The GITS uses 
the command globus-job-get-output 
to perform this test.  
   
•  GASS verifies that the Globus Access 
to Secondary Storage (GASS) can be 
used to transfer a file to/from a 
remote host. This is a difficult test to 
automate, and to simplify the process 
the GITS implements a “reverse 
GASS” transfers in which the GASS 
server is started on the user’s client 
machine. The GITS tests the service 
by executing two commands; the first 
to transfer a file to the remote host, 
and the second to transfer the file 
back to the client host. 
. 
•  GridFTP verifies that the GSI-
enabled FTP service can be used to 
transfer a file to/from a remote host. 
The GITS tests the service by 
executing two globus-url-copy 
commands; one to transfer a file to a 
remote host, and one to retrieve the 
file. 
 
•  GSIssh verifies that you can use the 
GSI–enabled ssh service to login and 
run the command /bin/echo Hello on 
the remote machine.  
   
•  GSIscp verifies that the GSI-enabled 
scp service can be used to transfer a 
file to/from a remote host. The GITS 
tests the service by executing two 
gsiscp commands; first to transfer a 
file to a remote host, and then to 
retrieve the file. 
 
b)  MDS tests 
 
The following tests are used to check the MDS 
status for hosts on the grid.  
   
•  GRIS performs a test query against 
the host's Grid Resource Information 
Service (GRIS). The GITS executes 
the command grid-info-search -x -h 
hostname to perform this test.  
   
•  UK GIIS verifies that the host is 
advertising its Grid Resource 
Information Service (GRIS) to the 
UK National Grid Index Information 
Service (ginfo.grid-support.ac.uk).  
 
c)  MDS tests for administrators  
 
The following MDS are useful to Grid/system 
administrators who need to debug their local 
MDS setup. 
 
•  Local GIIS verifies that the host is 
advertising its Grid Resource 
Information Service (GRIS) to the 
UK National Grid Index Information 
Service (ginfo.grid-support.ac.uk).  
 
•  Jobmanagers verifies that the host is 
advertising its jobmanagers to the UK 
National Grid Index Information 
Service (ginfo.grid-support.ac.uk). In 
addition if the test is successful, the 
jobmanagers advertised to the GIIS 
are listed.  
   
•  Comparison verifies that the 
information advertised by a host's 
Grid Resource Information Service 
(GRIS) is being faithfully reported by 
the UK National GIIS. This test 
queries the GRIS of a host at a 
specified site GIIS and at the UK 
National GIIS, and compares the 
results of the two queries in order to 
perform this test.  
 
4.  Some experiences of using the GITS 
to monitor the L2G 
 
During the course of the L2G sites have been 
working very hard together by running the 
GITS on a daily basis with a view to 
integrating the resources on the Grid. 
Interested readers may wish to go to the GIWG 
homepage [2] which provides pointers to all 
the L2G integration results. Using all these 
integration test results to identify and resolve 
problems at sites is by no means a simple task. 
The GSC maintain a “watching brief” over the 
daily integration test results to identify issues 
on the Grid, and when appropriate sites are 
contacted so that persistent integration 
problems can be discussed. This section details 
the key issues that can be drawn from our 
experience of integrating/monitoring the Grid 
using the software tools developed in this 
project. 
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On the whole the problems shown up by the 
daily integration test results tend to be fairly 
mundane. Over half the problems raised during 
monitoring the L2G were related to the 
“testing infrastructure” maintained by 
individual sites.  Sites need to install and 
maintain up to date versions of the GT and the 
GITS, and ensure that the correct set of remote 
hosts is tested each day. Although building this 
“testing infrastructure” is not technically 
demanding, it can however be a time 
consuming and error prone operation. A 
number of issues have surfaced. 
 
•  Each individual involved in testing 
has to apply for an account on each 
remote host separately. This 
complicates getting full test 
coverage. A simplified means of 
applying for accounts across all 
L2G systems would help here. A 
common gridmap-file, as used by 
GridLab, may be the best solution, 
although this requires a unified set 
of terms and conditions of use.  
 
•  The set of test hosts changes with 
time. It would be useful to get the 
names of the test hosts from a 
central location, such as the GITS 
Web Service. 
 
•  There is no single package of 
software to install for L2G sites. 
This means that new versions of the 
GITS are installed by hand when 
people have the time. With the 
recently released VOM tools, the 
GITS Web Service tool (gqec.pl) 
and guide lines for setting up Grid 
enabled ssh, NTP, etc., it might be 
time to consider a single software 
distribution that must be installed 
on all L2G machines. 
 
•  The problem with automatically 
running the tests, which requires 
either frequent manual intervention 
to create a proxy, or the use of very 
long lived proxies, which represent 
a security problem. 
 
Another common source of problems was 
issues related to firewalls and port range 
usage. Some of these are easily resolved by 
requests to system administrators or by 
getting Globus to set the port range 
environment variable. One technical issue 
that has not been resolved is the frequent 
timeouts that occur when testing between 
systems that both limit the TCP port range. 
This issue is currently under investigation. 
 
Monitoring the GITS results can be a 
difficult and time consuming process. While 
the HTML output page for the tests provides 
a clear summary of the results from one site 
for one day, even viewing this needs a small 
font and a large screen. An example of the 
html output from the GITS is shown in 
Figure 1. The task becomes much harder 
when trying to compare results from 
different sites and for various dates. At this 
juncture it’s not clear how this issue could 
be satisfactorily resolved. A more 
sophisticated interface, such as the GITS 
Web Service view, could be very useful in 
this respect. Alternatively if all sites 
uploaded their daily integration results into 
the GITS Web Services it might be possible 
to devise a automated means of analysing 
and correlating the results from all the 
participating sites to form an overview of the 
status of the UK e-Science Grid on a 
particular day.  
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Figure 1: An example of the html output from GITS 
 
It’s worth highlighting that the GITS Web 
Service has already proved to be invaluable 
with respect to carrying out operational 
monitoring. The historical data from the 
tests stored in the database can help to 
identify which issues are temporary or 
persistent. In addition being able to work out 
when something stopped working can help 
locate the change that caused it in the first 
place.  
5.  Potential improvements to the GITS 
 
At the time of writing the UK e-Science 
community is reasonably happy with the GITS 
in terms of the tests that it offers, and its 
operation. After a year of development most of 
the bugs have been resolved and it’s quite a 
robust piece of software. There are, however, a 
number of areas in which improvements could 
be made. These are: 
 
a)  Process timeouts 
 
An important issue that still needs to be 
investigated in more detail is the way that the 
GITS kills processes. A number of users have 
noted that the GITS leaves a number of 
hanging processes in its wake, and while this 
does not prevent the GITS from functioning 
correctly it is annoying and should be 
addressed. Unfortunately this is one of the 
most difficult areas of perl programming, and 
it may take a while to resolve. 
 
b)  GT versioning  
 
Some method of detecting the version of the 
GT installed on local and remote hosts would 
be very useful. This is by no means a simple 
task (given the complex structure of the 
Globus software distribution). In a grid in 
which sites are running assorted 
versions/releases of the GT this functionality 
would be useful (if not essential) in term of 
immediately identifying potential 
incompatibilities.  
 
c)  Batch jobmanager support 
 
More complete support of batch jobmanagers 
could be included in the GITS. For example, 
the ability to check the status of the batch 
queues on a remote host, and take an 
appropriate course of action if the queues are 
busy. Currently the GITS is unable to make 
allowance for timeout’s due to full queues. 
 
d)  The results interface 
 
Although the html output provided by the 
GITS is useful in identifying issues, it is, as 
noted in Section 4, somewhat too cumbersome. 
It is worthwhile restating that maybe a more 
sophisticated interface, such as the web service 
view could represent a worthwhile 
improvement to the existing script. 
 
e)  Parallelisation 
 
As more sites join the UK e-Science Grid, 
performing daily integration test at each site 
becomes a more time consuming process. To 
circumvent this issue it’s possible to 
simultaneously execute several GITS client 
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and combine the results files when all the 
client processes have completed. A wrapper 
script is currently under development which 
offers users of the GITS this functionality. 
 
6.  The GITS Web Service  
 
The GITS Web Service allows the various 
sites running the GITS to upload their results 
in XML format to a central database using 
Web Service technology. The results stored in 
the database can be queried using various pre-
defined search criteria through the Web 
Service. Access to the Web Service is 
controlled so that only certain users can upload 
results, however anyone can download the 
results. Proxy certificates are used for 
authentication allowing users to use batch 
scripts to upload results. The results are 
returned from the Web Service in the same 
XML format as the GITS produces, so 
applications can use results directly from the 
GITS or from the Web Service. The Web 
Service also provides the functionality to 
convert the results from XML format to 
HTML format. The XML schema that 
describes the GITS results allows new tests to 
be added without modification to the schema. 
Various clients for the Web Service have been 
provided including a Perl script, a C++/Qt GUI 
tool that also acts as an interface for the GITS 
and a Perl CGI script. It is hoped that the GITS 
Web Service will be useful in a number of 
areas: making it easier to monitor the GITS 
results by collating all the results in one place 
and by providing useful search tools, by 
maintaining a log of the state of the Grid 
allowing users to discover why some Grid 
application may have failed in the past and to 
allow applications to discover whether a 
resource is working correctly before 
attempting to use it. 
7.  Future work 
 
In this section we present and discuss some 
strategic areas which we feel need to be 
addressed. There are at least four potential 
development areas. 
a)  The GITS 
 
We would argue that a well defined set of 
point to point tests, as provided by the existing 
GITS, will continue to be a useful tool for 
integration testing and operational monitoring 
irrespective of the “level” of the UK e-Science 
Grid. In addition it is worth noting that the 
existing production UK Grid will continue to 
be deployed for at least another 15 months. For 
these reasons it is important to continue to 
support and maintain the current GITS. Of 
particular note in this respect are the suggested 
technical improvements to the GITS identified 
in Section 5. 
 
The current GITS is only fully compatible with 
version 2.x of the GT. Over the next year or so 
a new prototype Grid will be developed and 
deployed in the UK, and this will employ the 
“next-generation” GT 3 based on Open Grid 
Service Architecture mechanisms. An 
interesting challenge will be to port the 
existing integration software for use with a GT 
3 Grid. 
b)  An applications test suite 
 
It could be argued that even if your Grid 
resources pass the GITS test that there is no 
evidence that they can run significant or “real” 
applications without issues. An application test 
suite would essentially take the testing process 
from the simple “point to point” level, 
provided by the GITS, to something more 
realistic.  
 
A reasonable starting point could be a subset 
(or all) of the applications identified in the 
L2G Applications Work Package. A typical 
test application might, for example, consist of 
a Makefile, source codes, input data files, and 
output files to allow the user to verify the test 
run. 
 
c)  Automating Operational 
Monitoring 
 
It was noted in Section 4 that the current 
method of carrying out operational monitoring 
of the Grid is cumbersome and time 
consuming. As the number of participating 
sites increases, this situation is exacerbated. 
Perhaps the best solution that has been 
suggested is to provide a software tool capable 
of analysing and correlating all the data 
uploaded in to the GITS Web Service, and thus 
provide an automatically generated overview 
of the status of the UK e-Science Gird each 
day. 
 
d)  Parallel versions of the GITS tests 
 
The development and implementation of 
parallel versions of some of the GITS tests was 
suggested some time ago. They would form a 
really useful addition to the present test set, 
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place would hopefully not require too much 
effort to design and implement. 
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Abstract:  The project aims to provide easy, 
transparent access to experimental, observational, 
simulation and visualisation data kept on a 
multitude of systems and sites. Further more it 
will provide links to other web/grid services, 
which will allow the scientists to further use the 
selected data, e.g. via data mining, simulations or 
visualisation. The Data Portal will aim to work as 
a broker between the scientists, the facilities, the 
data and other services. The problem addressed is 
that  currently the  scientific data is stored 
distributed across a multitude of sites and 
systems. Scientists have only very limited support 
in accessing, managing and transferring their 
data or indeed in identifying new data resources. 
In a true Grid environment it is essential to ease 
many of these processes and the aim of the Data 
Portal is to help with automating many of these 
tasks. 
The Data Portal originally used Suns Java 2 
Enterprise Edition (J2EE) but was replaced using 
a component based web service model. 
 
Key words: Data Access, Globus, SOAP, Web 
Services, Grid, MetaData. 
 
1.  Introduction 
 
Currently the scientists are forced to 
manually relate between all the experimental, 
data, computing and analysis facilities that 
are available world wide, with little 
infrastructure support. In the future it is 
hoped the Grid will provide these functions, 
enabling the scientists to choose much more 
easily from a wide range of services, 
connecting and combining desired services 
for an optimal working environment. Much 
of the access to the Grid is envisaged to take 
place through customisable, community 
oriented Portals. A range of projects within 
Council for the Central Laboratory of the 
Research Councils' ( CCLRC) have been 
chosen to provide the initial building blocks 
of an integrated solution for users of 
experimental, computing and data facilities, 
demonstrating on a few selected examples 
how basic technologies can be used to build 
middleware components that support high 
level scientific grid applications. Data will 
play a pivotal role in the success of Grid or e-
Science developments. Virtually all 
envisaged applications will need to be able to 
draw from and deliver to the distributed 
heterogeneous information/data sources with 
a variety of contents. Hence three major 
challenges are posed: data accessibility, data 
transfer and management of personal data. 
Data accessibility implies the capability to 
locate information/data without prior 
knowledge of its physical location or the 
form in which its contents is described. 
Furthermore scientists, as well as 
applications, need to be able to combine 
results from different sources. Data transfer 
relates to the problem of large data volumes 
that need to be transferred across the Internet. 
Management of personal data is concerned 
with the growing distribution of data 
produced by scientists within a Grid 
environment, which required new ways of 
keeping track and moving data for single 
scientists and more importantly for research 
groups. CCLRC's integrated data system 
includes the following components a Data 
Portal for high-level access to 
multidisciplinary data, linking to existing data 
catalogue systems. These catalogues include 
metadata as well as links to the data itself. 
The data itself is held in various storage 
resources from local disks, over databases to 
multi terabyte tertiary tape systems. 
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The Data Portal is currently giving 
access to data from two of our experimental 
departments: Synchrotron Radiation (SR at 
Daresbury) and Neutron Spallation (ISIS at 
RAL) as well as data from the British 
Atmospheric Data Centre (BADC at RAL). 
Last year we have also integrated an outside 
source for demonstration purposes: the Max 
Planck Institute for Meteorology in Hamburg, 
Germany. An installation is available at 
http://esc.dl.ac.uk:9000/dataportal.  
The Data Portal was designed to 
work in distributed and heterogeneous 
environments, our current test installation has 
proven that to be true, integrating a multitude 
of systems types, operating systems, 
databases and sites seamlessly. Furthermore 
Version 3 of the Data Portal has proven to be 
robust. 
 
1.2.  Architecture 
 
Central to the Data Portal is the 
Server, which provides the User interface and 
manages the interaction with the User and all 
attached resources. The server provides the 
user with a web interface to search the 
existing metadata both on the server itself and 
the connected data holdings transparently. 
Incoming requests from the user will be 
interpreted by the server and a query will be 
formed and transmitted either to the Central 
Metadata Catalogue or the connected local 
Metadata Repositories. Currently queries to 
local repositories have a SQL like notation 
and are transmitted via http. The result from 
the various local repositories and the Central 
Catalogue is expected in XML format. The 
response generator will collate the results and 
user output generator will produce the 
required pages to display the results. The 
Server is also responsible for the user 
authentication and session control. In the 
future the server is also expected to liaise 
with other data portals as well as other grid 
services. 
 
 
CLRC DataPortal Server Other Instances of the
DataPortal Server
Local data
Local DB
XML wrapper
Facility 1
Local data
Local  DB
XML wrapper
Facility N
Local data
Local DB
XML wrapper
Facility 1
.
 
Figure 1. Data Portal General Architecture. 
 
CCLRC has developed a special 
multidisciplinary metadata format [1] to be 
able to integrate and make available data 
from various scientific topics ranging from 
astronomy to physics. In the following 
paragraph we will describe how these 
resources are connected with the server. 
Other repositories are expected to 
have either their own metadata catalogue 
systems and their own metadata formats 
describing their data holding or use an 
extension of the CCLRC Scientific Metadata 
format (CSMD). To integrate them each 
catalogue will be accompanied by an XML 
wrapper, which interprets the requests of the 
Data Portal server and translates them into 
local SQL and metadata formats. If the reply 
consists solely of metadata information the 
XML output generator and the Response 
generator will provide a collated XML 
document to the Data Portal server, with the 
included metadata translated back into the 
general metadata format. Does the request 
also include the wish for actual data, these 
will be transferred separately and the XML 
document returned to the server will include 
the necessary information. Currently the 
metadata catalogues include links to the data 
location, the data can be transferred via 
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machine. 
The core Data Portal system offers 
the user the possibility to collect all relevant 
datasets in his personal shopping basket, 
which can be kept from one session to the 
next if required. This shopping basket than 
offers the user a range of functionalities like 
transfer (using GridFTP), delete (from 
shopping basket), or if available manipulate. 
Datasets have to be marked in their metadata 
database for the Portal to know a 
manipulation service is available. In the case 
of the BADC this manipulation is the link to 
RasDaMan. The user is guided to a 
manipulation interface, which interacts both 
with the metadata database (via the XML 
wrapper) for general information about the 
dataset as well as the Gribservlet, which 
enables the interaction with the RasDaMan 
database. 
 
1.3.  Version 3 
 
The current version of the Data Portal 
moves away from the previous 
implementation which relied solely on Sun's 
Java 2 Enterprise Edition (J2EE) component 
based model to a modular web services 
model. This is achieved using Apache's Axis 
implementation of the SOAP [2] (Simple 
Object Access Protocol) submission to W3C.  
SOAP is a lightweight protocol for exchange 
of information in a decentralised, distributed 
environment. It is a XML based protocol, 
which defines a framework for representing 
remote procedure calls and responses. 
Using SOAP and web services the 
Data Portal was decentralised into modules 
that represent an area of functionality.  These 
services were platform and language 
independent allowing other services (other 
portals or clients) to communicate with the 
Data Portal regardless of the language that 
they were written.  Each of the Data Portal 
modules communicates with each other using 
SOAP protocol to achieve the same 
functionality as the previous version. 
Vital to this version of the Data 
Portal is the Lookup module.  This is used for 
the publishing and finding Data Portal web 
service modules.  Essentially this acts as an 
interface to a Universal Description, 
Discovery and Integration (UDDI) registry 
[3].  A module would query the UDDI and 
receive a Web Services Definition Language 
(WSDL) file address for the module.  This is 
standard to describe the technical invocation 
syntax of a web service.  A module would use 
this file to invoke the web service that it 
needs. 
 
The Shopping Cart allows registered
users to permanently store and annotate
pointers to the external data files and
data sets.
Facilities Access Facilities Access
Control Control
Certification Certification
Authority Authority
DataPortal Web DataPortal Web
Interface Interface
Authentication Authentication
& &
Authorisation Authorisation
Session Session
M anagement M anagement
Facilities XM L Facilities XM L
W rappers W rappers
Q uery Q uery
& &
Reply Reply
Facility Facility
Administration Administration
DataPortal DataPortal
Permanent Permanent
Repository Repository
External External
Data File Data File
Store(s) Store(s)
Data Transfer Data Transfer
Service Service
Look Up Look Up
Shopping Cart Shopping Cart
Facility Administration allows
external facilities to advertise
their grid services to the
DataPortal.
Figure 2. Architectural view. 
 
2.  Walk through 
 
The following will give you a simple 
walk through of some of the key features 
of the Data Portal. 
 
2.1.  Logging On 
 
A user via the web interface would 
need to authenticate to the Data Portal before 
searching for data. This is achieved by using 
an online credentials repository called 
MyProxy Server [4], requiring a user to have 
a certificate and a private key associated with 
the certificate. A user delegates a proxy 
credential using MyProxy so that they can 
authenticate themselves to the Data Portal.  A 
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lifetime are given to the Web Interface and 
the information passed via SOAP to the 
Authentication module. The module retrieves 
another delegated certificate (a self delegated 
certificate based on the first delegated 
certificate) out of the MyProxy Server which, 
in effect, is a short term binding of the user's 
Distinguished name (DN) to an alternate 
private key.  
Once the user has authorised to the 
Data Portal, the Authentication module looks 
up the WSDL addresses for the XML 
wrappers that are published to the Data 
Portal.  Each wrapper has an associated 
Access and Control module (ACM), which 
provides access permissions to the wrapper's 
data.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.  Logging on Process. 
 
The authentication module passes the 
delegated information to the ACM which 
uses the DN to decide whether the user has 
either read access to the XML wrapper's 
location, metadata or data. Mapping the DN 
to a local username and obtaining the access 
rights from the local computer's authorisation 
mechanism does this.  A simple XML 
document representing the results is sent back 
to the Authentication module, which 
concatenates the information from each ACM 
and forwards this to the Session Manager 
module. The Session Manager inserts the 
information into a database along with the 
proxy certificate, creates a session id and 
returns this to the Web Interface via the 
Authentication module.  This completes the 
logging on sequence. 
 
2.2.  Basic Search 
 
 
Initial log on through Browser / Outside Service
Session
Manager
Web Interface
Authentication
USER
MYPROXY
1: get 
certificate(name, 
passphrase)
Access & 
Control
FACILITY A
2: getUserPrivileges (DN, 
permissions)
OUTSIDE
SERVICE
Figure 4. Basic Search Page. 
 
Once the user has successfully 
logged on to the Data Portal they are ready to 
search for data.  The Web Interface queries 
the Session Manager for the access rights of 
the user and displays a list of the XML 
wrappers that the user has read access to.   
The user drills down to select a topic and 
sends the query to be processed by the Query 
and Reply module. If the session id is still 
valid (i.e. the proxy certificate has not 
expired) the module queries the Lookup 
module to locate the WSDL files for the 
XML wrappers that the user has chosen.  The 
XML wrappers translate the query into a 
local querying language such as Xpath or 
SQL. The local database(s) are searched and 
return the results.  This is transformed into 
CCLRC's scientific metadata format in XML.  
Each wrapper returns the XML document to 
the Query and Reply, which is concatenated 
into one XML file and returns this to the Web 
Interface.   
   
4: return SID
START: Login(name, passphrase)
FINISH: return SID
FACILITY A
DATABASE
FACILITY B 
DATABASE
DATABASE
Get permissions from 
database for facility A
Session
Manager
5: getPermissions(SID)
Access & 
Control
FACILITY A
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Figure  5.  Basic Search - Modules used. 
 
Initial search results from the basic or 
advanced search will be displayed to the user. 
The ones of most interest they can expand 
further. Finally they will be able to select 
useful datasets/files for further processing.  
 
 
Figure  6. Initial Result Page. 
 
 
 
Figure 7.  Expanded Result Page. 
 
2.2.  Shopping Cart 
 
The XML results are displayed to the 
user via an Extensible Stylesheet Language 
Transformation (XSLT).  The user narrows 
down their search until they wish to add 
studies, datasets or individual files to the 
shopping cart.  This represents a persistent 
data storage of the user's choices over 
previous sessions from the Data Portal.  The 
Web Interface collects the information from 
the CCLRC XML metadata format from the 
choices that the user has given, sending a 
XML representation of the items added to the 
Shopping Cart module.   
 
 
Figure 8. The Shopping Cart. 
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id to the Session Manager, which returns the 
user's DN.  The DN is mapped to the 
persistent shopping cart for the user and adds 
the items.  The user is then directed to the 
page that displays the contents of their 
shopping cart.  The Shopping Cart can offer a 
range of functionalities e.g. third party 
transfer of files or datasets and in the case of 
the BADC, a manipulation link to RasDaMan 
[5], which connects to the RasDaMan 
database, manipulates the data and returns the 
results.   
The user can also decide to transfer a 
single file or a move a complete dataset to 
another location.  The shopping cart stores 
the location(s) of the file or the dataset's files 
for the user to transfer the data whenever they 
wish.  The Web Interface would pass the file 
location(s) information to the Data Transfer 
module which would request the user's 
certificate from the Session Manager via the 
session id.  The Data Transfer module would 
transfer the files using the user's proxy 
certificate as the credentials for the transfer, 
allowing the user to move the data to any 
machine with the user's DN in the globus grid 
map file [7]. The gridmap file basically maps 
a DN to a local user on the machine. 
 
2.3.  Outside Services 
 
One of the key reasons for moving to 
web services is for the ability for other 
applications and web services to access the 
Data Portals services.  This is independent of 
the programming language that the web 
services are written in.  At CCLRC two other 
portals are been developed, the HPC portal 
and Visualisation portal.  One possible 
scenario is that a user has found some data 
using the Data Portal and wishes to run an 
application on the data and visualise the 
results.  The web service infrastructure of the 
Data Portal allows other applications to 
communicate with the modules.  The HPC 
portal could communicate with the shopping 
basket on behalf of the user.  Once the 
location of the data was extracted from of the 
cart, the data could be transferred to a 
machine where the application resides.  Once 
the application finishes the results can then be 
visualised via the Visualisation portal which 
can be invoked again using web services. 
Single sign on between the HPC 
Portal and the Data Portal can be achieved via 
session information being shared between the 
separate Session Managers of the portals.  A 
user wishing to use the functionalities 
available to the Data Portal e.g. a file URL in 
their shopping cart, who is coming through 
the HPC Portal, could use their proxy 
certificate stored in the HPC Session 
Manager to authenticate them to the Data 
Portal.  This is achieved via mutual 
authentication between the two web servers.  
Once the Data Portal Session Manager has 
authenticated that the client is the HPC Portal 
it trusts that the proxy certificate being passed 
is a valid proxy and starts a session on the 
Data Portal.  The proxy certificate is 
transferred encrypted and is therefore safe for 
internet transfer via web services. 
 
 
 
Figure 9. HPCPortal. 
 
   
  With single sign on between the 
portals a user could access the data in their 
shopping cart, transfer the data a run a job on 
the data or vice versa, coming through the 
Data Portal first, without having to logon 
twice or have their MyProxy server username 
and passphrase passed via web services. 
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certificate been viewed by an outside agent 
the life time of the proxy certificate is so 
short (1-2 hours) that it would expire before 
the agent is able to use it. 
 
3.  Current Work 
 
3.1  Security 
 
Currently authentication within the 
Data Portal is done by the exchange of the 
user's proxy certificate to the ACM for each 
facility.  The facility maps the user's DN to a 
local user and the access rights are given back 
to the Data Portal in the form of an XML 
document.  The XML document gives 
information regarding the read access to the 
facility and then read access to the data and 
metadata respectively. 
The new architecture developed is 
slightly different to the previous.  Each XML 
Wrapper has an associated Access Control 
Modules.  The ACM signs the XML 
document with its private key which the Data 
Portal stores in the Session Manager's 
database.  When the Query and Reply 
modules sends a request to the XML Wrapper 
it now sends the XML document associated 
with the facility.  The XML Wrapper can 
validate the signature of the XML document 
with the ACM's public key.  Therefore the 
XML Wrapper can trust the access 
information regarding the facility given in the 
XML document. 
 
3.2  XML Wrapper 
 
The XML Wrappers are used to 
convert between the local metadata format of 
a data archive and the CCLRC Scientific 
Metadata format. The wrappers represent a 
common interface to the Data Portal core 
modules (e.g. Query and Reply module) 
which allows the Data Portal to seamlessly 
interact with the different data archives. 
While essentially a wrapper can be written in 
anyway as long as they expose the same 
interface it is of interest to talk about the 
architectures involved in writing them as we 
are moving towards a new more flexible 
architecture. 
The current architecture takes in a 
restricted 'SQL' like where clause and returns 
the CSMD records which match the results of 
the query - i.e. the whole study metadata 
which matches the results. The wrapper itself 
selects the study keys from the Data Archive 
which match the 'where clause' and either 
builds the record in real time (which is slow) 
or retrieves it from the cache if it has already 
been built. 
  
 
 
 
 
 
 
 
 
 
 
 
DataPortal
Xmlwrapper
cache
Data 
Archive
SQL ‘like’ where clause
Studies in XML 
Csmd v1 format
SQL statements and
replies
Figure 10. Old Architecture 
 
  The new XML Wrapper Architecture 
uses a different approach. The XML Wrapper 
interface now takes in an XQUERY and the 
XML Wrapper Document Selector (XWDS) 
applies this query to the document repository 
and returns the results that are specified by 
the XQUERY.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.  New Architecture 
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This version 4 architecture has a number of 
advantages, firstly a bespoke API for 
querying the data is not needed to be 
specified or supported, the CSMD XML 
format is known and XQUERY's are logical 
to write and will have a form which is subject 
to standardisation. Also the processing is 
done by the Wrapper to select only the 
fragments from the studies that are needed, 
formatting information can also be specified 
in the XQUERY such that results returned 
now contain only the information needed for 
the level of detail of presentation and are in 
the correct format needing minimal 
amendment for presentation. This approach 
has two advantages, the transfer of huge 
studies and then the huge processing 
overhead of applying XSLT stylesheet to all 
these studies by the Data Portal is removed. 
Also, in the queries processed by the XWDS 
key selection is independent of the data 
archive and hence information can still be 
retrieved if the archive is unavailable on the 
network. The work done by the XWDS is 
also separate from that done by the Data 
Portal allowing more distributed processing, a 
more Grid based approach. The architecture 
also allows for a separation of concerns the 
issue of building the CSMD files and cache 
coherency are now in a separate module the 
XML Wrapper Document builder (XWDB). 
The flexibility offered by this new approach 
is hoped to allow a more efficient and 
scalable effect on the Data Portal as a whole.  
4  Future 
 
The Data Portal is will be taking 
account of new technologies (e.g. OGSA [7] 
and the Globus Toolkit 3 (GT3) [7][8]).   
Further work and research will be undertaken 
with other projects and the new technologies 
mentioned above.  This will allow other 
modules will be added to this release e.g. 
notification of web service completion for 
long queries or transfers. 
 
 
The Data Portal technology will also be used 
for a range of projects e.g. 
•
•
•
Environment from the Molecular Level 
(NERC) 
Simulation of new Materials (EPSRC) 
NERC DataGrid (NERC) 
 
In the NERC DataGrid project we 
will aim to integrate our existing software 
with the packages of the US Earth Systems 
Grid. First discussions have shown the 
developments to be complementary and 
future perspectives to be very similar. 
Heavy emphasise will be put in the 
future on the developments of metadata for 
various aspects of the portal and ontologies, 
which we think are essential to sustainable 
progress. 
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The North-East Regional e-Science Centre is involved in a large number of research projects 
that rely on the design and development of a Grid-based infrastructure. Building a large num-
ber of different infrastructures would be time-consuming, difficult and risky; currently available 
Grid middleware is relatively immature and subject to frequent change, while the knowledge 
and experience of it among e-Science researchers is understandably very limited. Consequently, 
it was decided to analyse the requirements of all the Newcastle projects and to design and build 
a common Core Grid Middleware consisting of a set of Grid Services. This paper discusses the 
design and development of the Core Grid Middleware package, as well as the experiences both 
in designing Grid services, and in porting Web to Grid services. 
 
1. Introduction 
The North-East Regional e-Science Centre is 
involved in a large number of research pro-
jects that rely on the design and development 
of a Grid-based infrastructure. Building a 
large number of different infrastructures 
would be time-consuming, difficult and 
risky; currently available Grid middleware is 
relatively immature and subject to frequent 
change, while the knowledge and experience 
of it among e-Science researchers is under-
standably very limited. A further problem is 
that many e-Science projects—both at New-
castle and elsewhere—are currently based on 
Web Services, but there is the intention to 
move to Grid Services at some point in the 
future. The method of making the transition 
is not yet clear, and nor is the extent of the 
extra work, delays and risks that this will 
introduce into projects. 
Consequently, it was decided to analyse the 
requirements of all the Newcastle projects 
and to design and build a common Core Grid 
Middleware. The core will consist of an in-
teroperable set of Grid Services. Each project 
can adopt the Core Grid Middleware and 
build its own application-specific services on 
top of it. This should reduce development 
effort, time and risk. 
This document outlines the proposed core 
services and describes the process of building 
the Core Grid Middleware. The services that 
make up the core will not only be tested in-
dividually for quality but also as a set for 
interoperability. They will be packaged to 
simplify deployment and accompanied by 
test programs, documentation, tutorial mate-
rial and courses. A testbed system running 
the Core Grid Middleware will be maintained 
and made available to all the projects, for 
developing and testing their applications. 
Over time, further services will be added into 
the core. It is important to stress that it is not 
the intention to build all the services from 
scratch. In most cases, the best approach will 
be to identify and integrate “best-of-breed” 
services whatever their origin, provided that 
an open-source implementation is available. 
However, it may sometimes be necessary to 
develop services to meet project require-
ments if no implementation exists. 
The rest of this document is structured as 
follows. Section 2 describes the current state 
of the Open Grid Services Architecture and 
its implementation. Section 0 gives a brief 
overview of the NEReSC projects. Section 4 
describes the initial composition of the Core 
Grid Middleware and the process by which it 
will be built and extended. Section 5 reports 
on the experiences from converting the 
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myGrid Web Services to Grid Services. 
Finally, Section 6 describes additional future 
options. 
2. Grid Services 
The Open Grid Standard Architecture 
(OGSA) [1] is the Grid community’s effort 
to create a set of standards for the construc-
tion of interoperable and platform-neutral 
Grid applications. It will define a number of 
key Grid Services on which Grid applications 
will be built (Figure 1). Currently, version 
1.0 of the Open Grid Services Infrastructure 
(OGSI) [2], the foundation of OGSA, has 
been finalised. 
OGSI defines the fundamental proper-
ties/characteristics of a Grid Service using 
the Web Services Description Language 
(WSDL) [3]. “A Grid Service is a Web Ser-
vice that conforms to a set of conventions 
(interfaces and behaviours) that define how a 
client interacts with a Grid Service” [2]. The 
Globus project [4] recently released v3.0 of 
their Globus Toolkit [5], which, amongst 
other features, provides a reference imple-
mentation of the OGSI standard [2]. The 
toolkit also includes a number of tools for 
consumers and developers of Grid Services. 
The OGSA working group [6] is currently 
considering a number of use cases [1] in or-
der to identify those core Grid Services that 
are going to make up the OGSA layer of 
Figure 1 (a number of Grid Services that may 
find their way in the OGSA layer are pre-
sented in Error! Reference source not 
found.). Global Grid Forum [7] working 
groups have already started the standardisa-
tion process for some of these services. 
 
Figure 1: Grid application stack 
3. Current NEReSC Research Pro-
jects 
The North-East Regional e-Science Centre 
(NEReSC) is involved in a number of Grid-
related research projects: 
myGrid [8], OGSA-
Data Access and Integration (OGSA-DAI) 
[9], Microbase [10], OGSA Distributed 
Query Processing (OGSA-DQP) [11], 
BASIS [12], e-Demand [13], GridMIST [14], 
GridSHED [15], eXSys [16], GOLD [17]. 
The promised deliverables of these projects 
include Grid middleware, Grid application 
frameworks for specific domains, and com-
plete Grid applications. 
Although researchers involved in these pro-
jects are collaborating, there is a need to 
identify and build a common infrastructure, 
and provide the necessary development tools 
to assist them in their implementation work. 
 
Figure 2: Provisional list of Grid Services for OGSA 
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This will prevent duplication of development 
effort and, as a result, avoid wasting valuable 
resources and time. Furthermore, it is impor-
tant for the deliverables to be interoperable 
with existing and future Grid Service stan-
dards - currently most NEReSC projects are 
focused on Web Service standards (Figure 3) 
and so a migration path to Grid Services will 
be required (this is also true for many UK e-
Science research projects). 
 
Figure 3: Application stack currently adopted by most 
of the NEReSC projects 
Notable exceptions amongst the NEReSC 
research projects are OGSA-DAI and 
OGSA-DQP which have adopted the applica-
tion stack of Figure 1 and already exploit the 
Globus Toolkit v3.0. 
4. The Core Grid Middleware 
The aim is to develop a software layer, the 
NEReSC Core Grid Middleware (Figure 4), 
on which all the e-Science application pro-
jects could be built. This will consist of a set 
of Grid services that will be chosen for their 
functionality, dependability and interopera-
bility. It is the intention to select best-of-
breed services, whatever their source. How-
ever, the current dearth of available Grid 
Services means that it will sometimes be 
necessary to take Web Services produced in 
the projects in which NEReSC is involved 
and port them to become Grid Services. 
 
Figure 4: The NEReSC Core Grid Middleware layer 
The OGSI standard is an obvious candidate 
on which such middleware could be based, 
and we recommend that the Globus reference 
implementation of the Open Grid Standard 
Infrastructure (OGSI) standard is adopted as 
the underlying platform for the Core Grid 
Middleware. 
Even after the initial set of services has been 
defined, the Core Grid Middleware will not 
be frozen: the aim is to add new, generically 
useful services as they became available. The 
development effort would closely follow the 
standards work on OGSA but will not be re-
stricted by it – particularly, in the early 
stages, it will sometimes be necessary to pre-
empt standardisation in order to provide re-
quired services. However, the aim must be 
for the Grid Services implemented by the 
NEReSC middleware to evolve to become 
OGSA-compliant when the OGSA specifica-
tion is finalised. 
4.1. Initial Release 
The initial release of the NEReSC Core Grid 
Middleware will be made in September 
2003. It will consist of four Grid services 
running on the Globus OGSI reference im-
plementation. These services, shown in 
Figure 5, were chosen by analysis of the re-
quirements of the NEReSC Grid projects. 
 
Figure 5: The initial release of the NEReSC Core Grid 
Middleware 
They are: 
•  Workflow Execution. The ability to 
capture and enact computations is impor-
tant for all the e-Science projects. Exist-
ing work on workflow execution [18] in 
the 
myGrid project [8] is the basis for the 
Workflow Enactment Grid Service 
(WEGS) for the Core Grid Middleware. 
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Currently, the 
myGrid enactment engine is 
based on Web Services and so NEReSC 
is producing WEGS to be OGSI compli-
ant. 
The WEGS in the initial release of the 
Core Grid Middleware will accept work-
flows written in the Web Services Flow 
Language (WSFL) [19] and SCUFL 
[20]. However, NEReSC is already 
evaluating the possibility of providing 
support for the Web Services Business 
Process Execution Language (BPEL) 
[21]. 
NEReSC is planning to follow the work 
of the GGF working groups in the impor-
tant area of workflow/business process 
composition and provide support for the 
Grid workflow standard when that is 
made available. 
•  Notification Service. The expected dy-
namic and distributed nature of Grid Ap-
plications means that a facility will be 
necessary for informing interested parties 
of changes in data, Grid Service status, 
application-specific events, etc. The No-
tification Service will be based on that 
produced within the 
myGrid project. The 
myGrid Notification Service [22] provides 
a way for 
myGrid Services to publish 
events and/or register interest in pub-
lished events. Like the Enactment En-
gine, the 
myGrid Notification Service is 
based on Web Services and so it will also 
need to be adapted to Grid Service stan-
dards. The OGSI specification [2] de-
scribes a notification portType and Ser-
vice Data Elements (SDEs) through 
which NGS will provide the 
myGrid Noti-
fication Service functionality. 
•  Database Access Service. Many of the 
research projects in which the NEReSC 
is involved require access to database 
management systems over the Grid. The 
Open Grid Services Architecture – Data-
base Access and Integration (OGSA-
DAI) [9] service provides a consistent 
way to access relational and XML data 
on the Grid. The OGSA-DAI implemen-
tation is included as is in the Core Grid 
Middleware, since it is already built on 
top of Globus Toolkit v3.0 [5]. 
•  Distributed Query Processing Service. 
NEReSC is directly involved in the de-
sign and implementation of the OGSA - 
Distributed Query Processing (OGSA-
DQP) [11] Grid Service, which enables 
Grid applications to run queries on dis-
tributed data resources. A number of e-
Science research projects will greatly 
benefit from the inclusion of OGSA- 
DQP in the initial release of the Core 
Grid Middleware. 
The work required to port the 
myGrid Work-
flow Enactment and Notification Services to 
be Grid Services will give us valuable 
knowledge about the issues and effort re-
quired to do this conversion–something that 
will be useful to the many UK e-Science pro-
jects that are planning to carry out this transi-
tion at some point. 
4.2. Quality Control 
In order to make it as straightforward as pos-
sible for e-Science projects to utilise the Core 
Grid Middleware, the following activities 
will be carried out: 
•  the services will be individually tested 
on a set of platforms (initially Windows, 
Linux and Solaris); 
•  the set of services will be tested for in-
teroperability; 
•  the Core Grid Middleware will be pack-
aged to simplify installation; 
•  test programs will be provided; 
•  user documentation will be provided; 
•  tutorial material will be provided about 
the services; 
•  courses will be provided to train re-
searchers in how to build applications 
on the Core Grid Middleware; 
•  a testbed system running the Core Grid 
Middleware and test programs will be 
made available for experimentation, and 
the testing of applications that build on 
the core services; and 
•  “best efforts” support will be offered to 
users. 
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4.3. Future releases 
New services will be added to the initial core 
set over time, in response to requirements 
and availability. The main candidates will be 
the services specified by the OGSA stan-
dardisation activity, but it may necessary to 
pre-empt standardisation in order to meet 
project requirements. In most cases “best-of-
breed” services will be identified and inte-
grated, provided that an open-source imple-
mentation is available. However it may 
sometimes be necessary to develop services 
if there is a requirement and no implementa-
tion exists. 
In order to maintain the integrity of the core 
set, the activities described in Section 4.2 
will need to be repeated for each new ser-
vice. 
5. Web Services to Grid Services 
The experience gained from converting the 
myGrid Workflow and Notification services to 
OGSI compliant Grid Services is of great 
importance to the UK e-Science community. 
The Core Grid Middleware in its current 
state incorporates versions of the above two 
myGrid services with the following character-
istics: 
5.1. Workflow Service 
The 
myGrid workflow enactment service of-
fers an interface for submitting and executing 
a workflow. The consumer of the service is 
given a unique identifier for the submitted 
workflow. Subsequent operations, like que-
ries about the status of the execution of a 
workflow, will have to carry that unique 
identifier. 
In OGSI, it is possible to create a Grid Ser-
vice Instance that logically represents the 
execution of a workflow. A unique identifier 
is not required anymore. The Grid Service 
Handle of the Grid Service Instance now 
uniquely identifies a submitted workflow. 
Furthermore, the status of a workflow that 
has been given to the service can be exposed 
through a Service Data Element. 
The process of mapping the design and con-
cepts of the 
myGrid workflow enactment Web 
Service to the Core Grid Middleware Grid 
Service has been straightforward. However, 
additional, software engineering related in-
vestment had to be made on understanding 
and using the Globus Toolkit v3.0. 
The interface of the workflow Grid Service 
resembles that of the 
myGrid Web Service. 
That was due to the lack of a GGF specifica-
tion (even in draft format) on a Grid Work-
flow Service. It is deemed necessary that 
such a specification is agreed by the Grid 
community. 
5.2. Notification Service 
As with the 
myGrid workflow service, the 
design and philosophy of the 
myGrid notifica-
tion service were mapped to the equivalent 
Grid Service without problems. However, 
since the OGSI defines a particular interface 
for notification services, it was deemed nec-
essary to adhere to it. Hence, the notification 
Grid Service utilises the Service Data Ele-
ment subscription mechanism defined by 
OGSI. A consumer of a Grid Service that 
wishes to receive notification messages must 
query the “topics” Service Data Element 
(SDE) of the Core Grid Middleware Notifi-
cation Service. This SDE returns the avail-
able topics on which the service can send 
notifications. 
The software engineering work required for 
exposing the functionality of the 
myGrid noti-
fication service as an OGSI Grid Service In-
stance was more time-consuming than it was 
with the workflow service. This was due to 
the initial requirement of adhering to the 
OGSI notification interface.  
6. Conclusions and Future Work 
This document has described a core set of 
grid services that will be created for the 
NEReSC projects. The initial release will be 
in September 2003, and this will be followed 
by updates, with other services added as re-
quired. 
If there was interest outside NEReSC in the 
Core Grid Middleware (for example as a 
contribution to the ideas presented in [23] 
and [24]) then it would be possible to make it 
more widely available, but extra effort would 
need to be found for support. A more ambi-
tious, but valuable, extension of the work 
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would be to actively participate in the OGSA 
standardisation process and include all the 
Grid Services specified by OGSA in the Core 
Grid Middleware as they become standard-
ised. Work would include integrating best-of-
breed reference implementations into the 
Core Grid Middleware, but it could also ex-
tend to being proactive in developing refer-
ence implementations of OGSA Services. 
Further, any additional services that were not 
part of OGSA, but were seen as being key to 
the UK e-Science communities, could be de-
veloped and integrated. The advantage of this 
approach would be that e-Science teams 
would not have to spend valuable resources 
on developing and deploying the underlying 
Grid Services but could instead concentrate 
on building applications on the Core Grid 
Middleware. Furthermore, valuable resources 
would not be wasted by different teams de-
veloping parallel implementations of the 
same Grid Services. 
Ideally, a dedicated team of software engi-
neers would be assigned the task of develop-
ing, hardening, testing, maintaining, and 
supporting the Core Grid Middleware pack-
age. To get full benefit from the package, it 
will also be necessary to allocate sufficient 
effort to all aspects of documentation, includ-
ing tutorial material and courseware. 
Another option for further work would be to 
port the Core Grid Middleware to other sys-
tems (e.g. SGI) and frameworks (e.g., .NET). 
There seems to be a great deal of interest in 
.NET as a hosting environment for Grid Ser-
vices and so a .NET implementation of the 
Core Grid Middleware could be built. It is 
likely that .NET will emerge as a significant 
development and execution platform for Grid 
Services, not only on Windows but also on 
the Linux platform (e.g. the Mono project 
[25]). We are therefore closely following the 
progress of the two .NET implementations of 
OGSI [26, 27]. 
Finally, we believe that the Core Grid Mid-
dleware could provide valuable test-cases for 
the emerging UK Grid, when that moves to 
OGSA. 
To summarise, we believe that the advan-
tages of the Core Grid Middleware approach 
are: 
•  Easier deployment 
•  Centralised development 
•  Thorough testing 
•  Interoperability 
•  Support 
•  Tutorial material 
•  Courses and courseware 
•  User documentation 
•  Faster adoption of Grid standards 
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Abstract 
 
In this paper we review work that is being undertaken to evaluate Grid Information Service 
technologies  and  attempt  to  define  what  services  and  related  schemas  are  required  for  a 
production Grids. Much of the paper is based on a report from the GIS2003 workshop held at 
NeSC 24‐25/4/2003 [1]. We identify a need to support both static and dynamic information, and 
discuss what is happening in this area with UK Grids. Finally, we discuss additions to the 
existing  schemas  that  would  be  required  to  support  users  and  applications,  in  addition  to 
resources. 
1.  INTRODUCTION 
The  Grid  provides  an  infrastructure  that 
can  provide  seamless,  dependable, 
consistent,  and  pervasive  access  to 
distributed  resources,  services,  groups  or 
virtual organisations. All these components 
that  make  up  the  Grid  can  be  sources 
and/or sinks of information, which in turn 
can be dynamic and/or static in nature. Key 
to using the Grid, or any other wide‐area 
infrastructure  is  the  utilisation  of  this 
information  in  a  range  of  increasingly 
complex  ways,  for  example  from 
advertising  simple  capabilities  service,  to 
annotating  and  storing  data  that  allows 
sophisticated workflows to be developed. 
 
A key component of any distributed system 
is  its  so‐called  Information,  or  Directory, 
Service.  This  service  typically  holds 
information that has been advertised by an 
available  service  with  that  environment, 
and  can  be  interrogated  or  searched 
through by a client wanting to use services. 
Often also the Information Service will hold 
addition information that can by the client 
to directly interact, or bind, to service that it 
wants to use. 
 
 
Typically  the  interaction with  Information 
Services  involves  queries  via  “standard” 
APIs  for  publishing  and  searching,  and 
working  with  some  definition  of  data 
stored on the server.  
 
Each  distributed  system  has  its  own 
Information  Service,  which  in  turn  has 
different  APIs  and  data  definitions.  In 
addition,  the  service  may  provide  static 
and/or  dynamic  information  that  can  be 
provided  synchronously  or 
asynchronously. These factors, plus others 
such  as  holding  customised  information 
and  use  of  different  versions  of  the  same 
Information  Service  makes  working  with 
one  or  more  Information  Services  from  a 
single  or  cross  environment  perspective 
problematic,  if  not  impossible  and  thus 
makes the investigation of this area a key 
step for the successful deployment and use 
of infrastructures such as the Grid. 
 
This  paper  is  broken  up  into  sections.  In 
sections 2  we discuss and detail the status 
and current Information Services. In section 
3 we look at data and data model that are 
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used with Information Services. In section 4 
we explain what is happening within the e‐
Science  support  centre  with  regards  to 
Information  Services  and  the  associated 
data.  Section  5  outlines  potential  future 
directions for information Services, and in 
Section 6 we conclude.  
2.  CURRENT  GRID  INFORMATION 
SERVICES 
The  discovery  and  use  of  services  and 
service data, is a difficult and complex task, 
especially  in  large  scale,  open  distributed 
systems such as the Grid, due to: 
  The global extent and the large number 
and variety of services advertised, 
  The diverse range of repositories used 
to register and publish the services and 
their associated data (protocols), 
  The variety of methods use to describe 
the actual data (semantics), 
  Problems associated with searching the 
repositories and aggregating data into 
knowledge  that  can  be  used  for 
reasoning  purposes  (different  levels 
require different search methods). 
There  are  currently  three  main‐stream 
technologies used: 
  LDAP (MDS); 
  Relational (R‐GMA) 
  UDDI and extensions. 
2.1  LDAP 
The Lightweight Directory Access Protocol 
(LDAP) has an object oriented data model, 
and is an open standard and is thus vendor 
independent. Directories can be distributed 
and  replicated  to  provide  scalability  and 
reliability.  LDAP  servers  can  provide 
security  through  granular  access  control 
and  secure  authentication  mechanisms. 
Data  access  to  servers  is  via  standardised 
Internet  protocols.  There  is  a  stable  open 
source implementation, OpenLDAP [5] that 
MDS  uses  with  referral  and  local 
information  providers  to  build  a 
hierarchical GIS. 
 
LDAP  has  shortcomings.  There  is  an 
inflexible  data  model.  So  that  an  LDAP 
entry  is  an  entry  is  an  entry,  where  the 
information model intends to map reality. 
Thus,  there  needs  to  be  an  entry  for  a 
person and a different entry for a computer. 
The  LDAP  query  language  is  weak.  It 
cannot  give  results  based  on  computation 
on  two  different  objects  in  a  structure. 
There  is  no  join  operation  either.  With 
LDAP  you  have  to  have  to  anticipate  the 
questions that you want to ask the server. 
LDAP has no historical perspective, so time 
stamps need to added by another layer of 
middleware 
 
2.1.1  LDAP and MDS 
MDS version 1 was based on a centralised 
LDAP server. It was based on a push model 
and was fairly limited in its capabilities and 
features.  MDS  version  2  was  based  on  a 
decentralised  LDAP  server.  It  provided  a 
push model, with a soft‐state protocol for 
GRIS/GIIS  registration,  and  caching  for 
performance  and  reliability.  The  MDS 
index service was based on GRIS and GIIS. 
MDS  version  3  is  now  known  as  the 
Monitoring  and  Discovery  System.  It  is 
designed  for  use  with  the  emerging  Grid 
Services. It can cope with a variety of data, 
for  example  from  core  MDS  v2,  GLUE 
Computing elements, GRAM. And others. 
There are higher‐level tools associated with 
MDS3, including an Index server similar to 
MDS2  GIIS,  command  line  clients,  C 
bindings, and a GUI browser. 
 
2.2  Relational 
2.2.1  RDBMS and XML DBMS 
Databases  systems  are  optimised  for  fast 
reads  and  writes;  data  is  stored  a  tabular 
form  and  typically  has  tree  structure  and 
relationships.  Databases  support  complex 
queries  and  join  operation  on  tables.  An 
important  feature  is  data  resilience  via 
features such as roll back “undo”. 
Products,  such  as  Oracle Gateway [6] can 
be used to distribute “systems”. However, 
typically  it  is  not  easy  to  distribute  data 
across multiple vendors at present, without 
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the  use  of  special  wrappers,  or  proxies. 
Obviously  it  would  be  possible  to  use 
RDBMS as LDAP backend server. 
2.2.2  R‐GMA 
The  European  Data  Grid  (EDG),  with  its 
Relational  Grid  Monitoring  Architecture 
(R‐GMA)  [7]  are  providing  a  relational 
view over multiple information sources. R‐
GMA is a relational implementation of the 
GMA specification from the GGF, a publish 
‐subscribe  architecture.  R‐GMA  is 
concerned  with  both  information  and 
monitoring.  R‐GMA  associates  a  time‐
stamp with all information, and supports a 
powerful data model and query language. 
R‐GMA is not a general distributed RDBMS 
system,  but  a  way  to  use  the  relational 
model in a distributed environment where 
global consistency is not important. 
R‐GMA  is  able  to  announce,  publish  and 
collect information. There is also a separate 
registry and schema, as there are different 
requirements  for  distribution  and 
replication.  
R‐GMA  provides  different  kinds  of 
producers to cater for diverse needs. They 
are  distinguished  for  example  by  their 
ability  to  perform  streaming  or  perform 
relational  join  operations,  or  by  their 
resilience . 
2.3  UDDI 
UDDI, the Universal Description Discovery 
and Integration is a Web Services registry 
standard [6], which provides a data model 
for  describing  businesses  and  associated 
services  and  an  API  with  a  useful  but 
somewhat limited query language.  
 
There  is  also  the  Universal  Business 
Registry  (UBR),  which  is  a  global  public 
registry  for  advertising  the  available 
services. In addition UDDI can be set up as 
a private or community registry. 
 
Originally  there  was  a  UDDI  consortium; 
now  OASIS  Technical  Committee  [9]  is 
determining  the  specification.  UDDI 
version 3 was promised for late 2002, and 
version v 4 is at the discussion stage. 
 
An e‐Science project maps onto a business 
in  a  reasonably  straightforward  way. 
Assertion  mechanisms  can  ensure 
information  published  to  the  UBR  is 
accurate and it could therefore be a useful 
way to publish electronic information about 
access to e‐Science services worldwide.  
 
2.3.1  UDDI – Related Technologies 
2.3.1.1  WS Inspection Language 
WSIL  [10]  provides  XML  document  that 
acts  as  an  intermediate  point  to  a  service 
description, can reference UDDI or WSDL 
or  WSIL.  WSIL  can  be  used  to  gather 
service  information  about  a  deployed 
service  that  is  not  published  in  a  UDDI 
server,  but  residing  in  a  known  location, 
typically associated with a Web server. 
 
2.3.1.2  ebXML 
ebXML  [11]  is  a  competitor  to  UDDI  and 
the OASIS TC. It is registry for e‐Business 
objects. There are variety of mappings, for 
example  QSL  and  Xquery  [12].  ebXML 
include information life cycle management, 
such as submitted and approved. It also has 
features like policies and audit trails. 
 
2.3.1.3  Extended UDDI Servers 
myGrid  [13]  is  focussed  on  service 
discovery,  augmented  service  descriptions 
using  metadata.  Providers  may  adopt 
various  ways  of  describing  their  services; 
access  polices,  or  contract  negotiation 
details. In myGrid provides a system that 
allows  multiple  users,  not  just  publishers, 
to add metadata to service descriptions; 
The metadata may be structured according 
to  published  ontologies,  so  that  multiple 
users,  especially  in  the  case  of  a  public 
registry; can interpret it unambiguously; 
myGrid  aims  to  create  an  information 
model,  i.e.  an  ontology  unifying  not  only 
UDDI  and  WSDL  descriptions,  but  also 
general  metadata  attachment,  as  well  as 
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DAML‐S  [14]  and  BioMOBY  [15]  style 
semantic annotations, to provide a uniform 
way  of  querying  and  navigating  service 
information. 
The  data  model  relies  on  RDF  Triples 
(subject, predicate, object) as the means to 
represent all the information in a uniform 
manner.  This  information  is  stored  in  a 
triple  store,  which  can  be  queried 
uniformly  through  the  use  of  a  query 
language such as RDQL [16]. 
UDDIe  from  Cardiff  University  [17]  is 
attempting  to  deal  with  “missing”  UDDI 
services,  and  similarly,  service  documents 
that are out of date. In addition this project 
is  investigating  ways  to  extend  search 
capabilities,  such  as  finding  “partial” 
matches to services. In the longer term this 
projects  also  aims  to  study  information 
provenance, such as audit trails or logging 
capabilities. 
3.  DATA AND DATA MODELS 
Data is increasingly being marked up in 
XML, which is a useful step, but there 
needs to be a unified way of describing the 
entities and elements that we are interested 
in.    Along  with  ways  of  annotating  the 
data, there is a need for tools to manipulate 
the  information  (translate  or  query),  and 
also  potentially  a  repository  to  store  the 
information.  There  is  a  need  for  an 
independent data modelling technology. 
We should be able to use the same schema, 
there  are  two  emerging  for  use  with  the 
Grid: GLUE and CIM. 
3.1  Grid  Laboratory  Uniform 
Environment (GLUE) 
GLUE  aims  to  provide  interoperability 
between EU and US HEP Grid projects. It is 
a  common  schema  to  describe  Grid 
resources: 
  Compute Elements, 
  Storage Elements, 
  Network Elements. 
There are GLUE mappings to LDAP (MDS), 
XML, and SQL (R‐GMA). 
3.2  Common  Information  Model 
(CIM)  
CIM  [4],  from  Distributed  Management 
Task  Force,  is  an  industry  approach  to 
enable  the  management  of  “real  world” 
objects. There are four parts to CIM: 
  Modelling language and syntax, 
  Management  schema  (core, 
common, extension), 
  Protocol to encapsulate syntax and 
schema (XML/HTTP), 
  Compliance document. 
3.3  Tools 
Open  and  standard  tools  are  emerging  as 
XML is taken up widely; including those to 
query and translate XML data. 
The  emerging  query  languages  are  Xpath 
[18],  Xquery  [19],  and  XQL  [20].  The  de 
facto  mechanism  for  translating  between 
different  schemas  is  XSLT  [21],  which  is 
based  on  Xpath.  Also,  specialised  data 
stores are being developed, such as the RDF 
Triple store, which is specialised database 
for  RDF.  RDF  supports  RDQL,  the 
associated query language. 
4.  E‐SCIENCE  INFORMATION 
SERVICE TESTBED  
4.1  UK  hierarchical  MDS  and 
InfoPortal 
Some tools, based on the Globus MDS, have 
been developed in WP2 of the level 2 of the 
UK  e‐Science  Grid  deployment,  which  is 
managed  by  the  Grid  Engineering  Task 
Force.  Further  detailed  information  and 
deliverables are at the following at: 
•  ETF, http://www.grid‐support.ac.uk/etf 
•  ETF Directory Services Working Group 
WP2, http://esc.dl.ac.uk/MDS  
•  InfoPortal, http://esc.dl.ac.uk/InfoPortal 
We are following steps to establish a suite 
of  Grid  Information  Services  to  facilitate 
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resource  discovery,  selection  and 
operational monitoring. To do this we are: 
1.  Setting up a hierarchical resource 
directory service based on Globus 
MDS2.2; 
2.  Assisting users to maintain their 
information on line and tune the 
system; 
3.  Identify additional schema 
requirements (e.g. for additional job 
manager information). 
4.  Providing Web‐based tools to view 
resource‐centric structure and content 
based on MDS and other sources 
(active resource table); 
5.  Providing Web‐based tools to view site‐
centric content based on MDS and 
other sources (active UK site map); 
6.  Integrating with Network Monitoring 
service [22]; 
7.  Integrate with Grid Integration Testing 
service [23]; 
8.  Provide programmatic Web service 
interfaces to above information. 
The UK e‐Science MDS has a top‐level (Tier 
0)  node  maintained  by  the  Grid  Support 
Centre at ginfo.grid‐support.ac.uk with VO 
name  “UK  e‐Science”.  We  are  using 
standard  port  2135  for  all  LDAP  traffic. 
There  are  currently  4  tiers  in  the  MDS 
hierarchy.  In  order  for  this  to  function 
correctly  it  was  essential  to  synchronise 
system clocks by using NTP servers in all 
tiers. 
In  addition  to  the  Globus  command  line, 
we  are  developing  a  number  of  Web 
Services  as  part  of  InfoPortal.  Currently 
users  can  invoke  an  MDS  query  to 
download a complete snapshot of the status 
of an individual resource via a Web Service 
by sending its fully qualified domain name. 
Alternatively  a  cached  copy  of  the  same 
data can be obtained (the InfoPortal caches 
snapshots  once  per  hour).  In  addition, 
services  are  provided  to  return  the  static 
XML  data  about  individual  resources. 
Future  work  will  address  more  complex 
queries as a way to support brokering and 
scheduling.  
4.2  Extending Schemas for e‐Science 
In a separate paper [24] we proposed XML 
schemas  for  Grid  users,  applications  and 
resource  descriptions,  which  can  be  used 
for  authorisation  and  contact  purposes, 
discovery and for mapping applications to 
resources.  Such  schemas  could  enable  a 
range  of  services  including  Google‐style 
searches  for  Grid  applications  across 
scientific  disciplines  with  appropriate 
information  on  application  functionality, 
input‐output, QoS requirements, licensing, 
user  authorisation  and  install  base.  The 
schemas are being developed in the CCLRC 
IeSE project [25], for instance Web Services 
are provided in InfoPortal to return static 
data about individual resources encoded in 
XML.  These  schemas  effectively  could  be 
used  to  extend  the  UDDI  schema  for  e‐
Science  projects  with  the  use  of  unique 
keys.  We  have  suggested  this  as  a 
mechanism  to  provide  a  semi‐static 
information  base  complementary  to  the 
Globus MDS or other dynamic source. They 
are a first step in defining full Grid facility 
metadata.  
5.  FUTURE DIRECTIONS  
Tools and standards appropriate for Grid 
Information Services can be classified as 
follows: 
Emerging: 
•  Data models – standards are appearing e.g. 
GLUE/ CIM but need to be agreed; 
•  Data providers and repositories – using the 
likes of MDS/R‐GMA/service‐data/UDDI/ 
RDBMS/ XML DBMS. 
•  Rapid changes are being made to take up of 
functionality that is missing.; 
•  Semantic markup is being introduced in a 
limited way. 
Being Studied: 
•  Producer‐consumer  interactions  – 
synchronous/asynchronous,  static  vs. 
streams; 
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•  Performance and stability – being explored, 
e.g. for LDAP; 
•  Security – typically skipped, but role‐based 
authorisation models will be important for 
an  extended  GIS  including  people, 
applications and data; 
•  QoS/SLA – starting to be studied; 
•  Scaling – still to be investigated. 
Future: 
•  GIS  as  the  basis  of  user  management, 
brokering and scheduling tools; 
•  Federation  of  services  –  not  discussed  or 
handled yet; 
•  Contract  negotiation  based  on  service 
description and QoS – not even discussed 
yet. 
6.  CONCLUSION 
We believe that given the number of active 
projects  in  the  UK  developing  Grid 
Information  Services  or  using  them,  we 
should  be  in  a  good  position  to  address 
some of the above topics and make better 
use of the available tools and schemas in a 
coordinated  way.  A  full  Grid  information 
system is likely to require a combination of 
streamed  data  sources  and  semi‐static 
information, some of which was described 
above. It should however have a relatively 
simple  API  or  small  number  of  APIs 
enabling tools to be developed to support 
complex  queries  and  provide  meaningful 
information  to  brokers  and  other 
application‐level  Grid  information 
consumers. 
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Abstract. In this paper we show how we have used and adapted GT3 to support scalable and flexible remote 
medical monitoring applications on the Grid. We use two lightweight monitoring devices (a java phone and a 
wearable computer), which monitor blood glucose levels and ECG/SpO2 activity. We have connected those 
devices to the Grid by means of proxies, allowing those devices to be intermittently connected. The data from 
the devices is collected in a database on the Grid, and practitioners can obtain real time data or observe the 
patients historical data. 
 
-  Making remote data available to the Grid in 
order that a wider scientific community can 
access scientific data as quickly as possible 
often using varying quality communication 
services.  
Introduction  
The emergence of e-science and initiatives such as 
the UK e-science programme has been driven from 
the initial suggestion of “the Grid” as a distributed 
computing infrastructure for advanced science [1]. 
We have already seen considerable progress on the 
construction of such an infrastructure with software 
facilities such as the Globus Toolkit [2] becoming 
freely available based on the premise that high 
bandwidth communication allows storage and 
computational resources to be shared by a range of 
scientists accessing these services from their labs. 
Initiatives surrounding the GGF [3] such as OGSA 
[4] and work on the semantic grid [5] and OGSA-
DAI [6] outline a clear position where powerful 
computational services and very large amounts of 
data are readily available to a distributed community 
of scholars. 
-  Making Grid facilities available to remote 
users when these need to be delivered across 
lower bandwidth communication using devices 
with significant display and processor 
limitations.  
Our particular interest is in solving the core 
technological problems involved in extending the 
grid by exploring these challenges within the 
medical domain. The need to make Grid facilities 
available “in the field” is particularly critical in the 
case of medical services where much of the day to 
day work of medicine centres on the patient 
requiring a number of medical professionals to 
correlate medical data with patient examination and 
observation.  
However, not all science takes place within the 
research lab and when we consider those areas 
where a significant portion of scientific activity 
takes place away from the lab a mismatch is evident 
between the provision of services enabled by current 
grid technology and the needs of the scientist in the 
field. Currently, the link between the field scientist 
undertaking remote work “on site” and their home 
lab is poorly supported and is often a significant 
bottleneck in the scientific process.  
Grid technology and medical devices  
The current trend towards Telemedicine and 
Telecare evident in the UK [7] has seen an 
explosion in the range of locations where advanced 
medical care needs to be delivered. E-medicine 
initiatives such as NHSdirect have illustrated the 
need to maximise the flexibility of delivery of health 
care. The ultimate goal is to increase the availability 
of medical care in order to both reduce the demands 
on hospital services and to improve the long term 
care and recovery of patients.  
Within the MIAS/ Equator Medical Devices Project 
we wish to address this potential scientific 
bottleneck by considering the development of 
mobile access to Grid services and how these 
services may be connected to a heterogeneous 
collection of mobile devices. Mobile access to grid 
facilities requires significant research to tack to two 
core research challenges. 
Existing trials in Telemedicine and Telecare such as 
those carried out by the Oxford centre for e-health 
[7], the Biomedical Informatics group at 
Nottingham University [8] and the Glasgow Royal 
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demonstrated the feasibility of remotely monitoring 
patients as part of an overall care programme or as 
part of a clinical trial. However, these efforts have 
tended to be small scale in nature and have typically 
required the development of bespoke sensors and 
purpose build infrastructure for the logging of data 
for analysis.  
In this paper we present our initial work in creating 
a medical monitoring infrastructure that exploits 
standard grid software suitable for future clinical 
trials. The developed infrastructure allows 
lightweight medical devices to be made available on 
the grid as Grid Services. We have developed two 
distinct medical devices based on this infrastructure: 
a wearable medical monitoring jacket which 
independently delivers medical data to the Grid for 
analysis by researchers and clinicians; and a Java 
phone based blood glucose device which allows 
patients to self report medical information onto the 
Grid. 
Device 1: The Monitoring Jacket 
In developing our first medical device we have used 
a standard wearable platform (the Cyberjacket [10] 
developed at Bristol), which comes with wireless 
connectivity, and augmented it with three purpose 
built sensors: an ECG, an Oxygen Saturation 
Monitor and a temperature sensor. This augments 
the standard sensors on the Cyberjacket for position 
sensing (using GPS), and motion sensing (using 
accelerometers). 
Whereas current state of the art monitoring systems 
which typically require purpose built devices or 
significant customisation, the Cyberjacket has a 
modularised architecture. This means that health 
researchers can easily customise a jacket for their 
experiment. It also decreases the cost of units, as 
they are reusable in different configurations. 
Wearable architecture 
The wearable system consists of an ADS `bitsy’ 
processor unit (based on the StrongARM), with a 
custom 9-wire bus embedded in the fabric of the 
jacket. The bus provides sensors with power, 
ground, and communications via three serial links. 
Two links run at RS-232 levels, and are for 
dedicated RS-232 devices. Any commercially 
available device that runs RS-232 (such as a GPS) 
can be connected to one of these busses. The third 
bus runs at TTL level, at 4800 baud, and is used as a 
drop-link bus on which tens of devices (e.g. medical 
sensors) can be connected. In addition, the bitsy 
offers stereo sound I/O that can be used to give 
feedback to the wearer. 
The standard sensors can be attached to measure a 
range of activities: a compass mounted on a pair of 
headphones measures the direction in which the 
wearer is looking, and an accelerometer mounted 
vertically on the back can detect walking. A typical 
configuration of the medical wearable is shown in 
figure 1. 
 
Figure 1: A typical configuration of the wearable 
Sensor architecture 
Typically, information is gathered from multiple 
sensor types in order to more accurately track and 
diagnose a given disease state or improve the data 
fed into clinical trials. The combination of electro-
physiological and other medical parameters that 
must be monitored will vary for a specific medical 
condition. Consequently we have designed modular 
sensors units that can be easily added or removed to 
facilitate customisation for a particular trial. At the 
time of writing, the sensor modules include: 
−  Blood oxygen saturation (SpO2) derives the 
level of oxygen present in arterial blood by 
calculating the ratio of light absorption resulting 
from oxygenation and reduced haemoglobin 
through a well-perfused body part (the finger). 
−  3 Point Electrocardiogram (ECG) monitors 
the signal produced on the surface of the skin 
by the electrical activity of the heart. 
−  Skin and ambient temperature are monitored 
using clinical grade thermistors. 
Each sensor uses analogue techniques to obtain, 
non-invasively, signals that impart rich medical 
information about the patient. The signals are 
conditioned, sampled and processed prior to 
assembly into packets of digitised data. All sensors 
conform to a similar packet format, which includes a 
header (depicting the origin of the packet and the 
type of data included within it), the data itself and 
some indication of the validity of the data. 
 
Figure 2: The wearable bus protocol 
The packets of data generated by a particular sensor 
can be time-division multiplexed with that of other 
sensors, or allocated to a dedicated channel 
depending on the quantity of data produced (see 
figure 2), e.g. output from the ECG sensor is in 
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with ASCII sequence $SE0 (where S = streaming, E 
= ECG, 0 = minor sensor number) and carry a 
payload of 100 bytes, transmitted at 19,200 baud. 
Device 2: Blood Glucose Monitoring  
We have complemented our work with continuous 
unobtrusive monitoring by exploring medical 
devices that rely on self-reporting. We have adapted 
a system for the monitoring and self-management of 
Type 1 diabetes to utilise Grid services. The original 
system was developed in collaboration between 
Oxford University and e-San Ltd, a mobile 
healthcare company. The system is built on clinical 
experience and has evolved based on feedback from 
both clinicians and patients. A Grid-based version of 
the system, as demonstrated by this project, offers a 
possible solution to scaling up the data collection 
and patient advice in a generic way.  
Type 1 diabetes mellitus involves the destruction of 
beta cells in the pancreas, preventing the body from 
producing insulin. Without treatment, blood glucose 
levels will be abnormally high, causing long-term 
complications such as damage to eyes and nerves. 
The standard treatment for Type 1 diabetes involves 
injections of long-acting insulin at bedtime and extra 
short-acting doses to counteract the effects of each 
meal during the day. This treatment has been shown 
to delay and reduce complications, but brings a risk 
of hypoglycaemia (low blood glucose levels) if 
insulin doses are too high. Patients must therefore 
adjust their insulin doses carefully, based on 
measurements of their current blood glucose levels 
and taking into account the meals they are about to 
eat and/or any exercise they intend to do. 
In conventional treatment, patients attend a three-
monthly clinic to discuss any problems or alterations 
in treatment with a diabetes specialist clinician. 
Patients may write down their blood glucose 
measurements, insulin doses and other information 
in a paper diary. However, important trends in the 
data (such as dangerous overnight hypoglycaemia) 
will not be seen by the clinician for up to three 
months. The diary itself may not be accurate; since 
some patients may “adjust” the blood glucose levels 
they enter in order to appear to have better control. 
The e-San system uses an off-the-shelf GPRS 
(General Packet Radio Service) mobile phone to 
improve communication between the patient and 
clinicians. A popular blood glucose meter (the 
Lifescan SureStep) can be connected to the phone 
via a specially-built interface cable. When the 
patient takes a blood glucose reading, it is 
transferred via the cable to the phone, which 
immediately sends it to a central server using a 
GPRS connection. Custom software on the phone 
prompts the patient to answer a short series of 
questions about the insulin dose they are about to 
inject and relevant lifestyle information (diet, 
exercise, minor illnesses, etc.) The process of 
gathering this data has been made as rapid as 
possible for the patient and the system is highly 
portable: many younger patients already carry a 
mobile phone and are familiar with the technology. 
The stored patient data on the server can be viewed 
both by the clinicians and that particular patient by 
accessing a secure web page. When required, the 
clinicians can rapidly contact patients using text 
messages or voice calls to their phones. 
 
Figure 3: Diabetes self-management system: 
mobile phone, blood glucose meter and cable 
 
Figure 4: Sample lifestyle questions 
The system is currently being used in a 100-patient 
trial involving young adults with Type 1 diabetes. 
Feedback from patients and clinicians has 
influenced the Grid demonstrator version of the 
system. The principal motivation for developing a 
Grid version of the phone system is to address the 
technical challenges of a future scale-up of the 
system on a national basis. In particular, distributed 
storage and processing of the data will be required 
since a single server is not sufficient to handle the 
data from all Type 1 diabetes patients in the UK 
(approximately 100,000). It would also be 
advantageous for a team of diabetes experts to be 
continuously available to review the data (operating 
across multiple time zones would allow 24-hour 
coverage to be achieved with all clinicians still 
working during normal office hours.) In this 
application the Grid offers a possible future-proof 
and generic solution to the scalability problems. 
In the following section we consider the 
development of the underlying architecture used to 
support these different classes of medical device and 
the extensions we have made to the Globus Toolkit 
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across the grid. The infrastructure we have used has 
also been exploited to undertake remote monitoring 
via the Grid [11]. 
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Figure 5: The Equator MIAS devices Grid deployment 
Putting Devices and Sensors on the Grid 
The devices and sensors comprising our medical 
devices have considerably less power than those 
normally expected to be placed on the Grid. They 
have limited computation power, little memory and 
low bandwidth, intermittent network connectivity. 
Such devices are not directly suitable for hosting 
Grid Services given current technologies. However, 
we envision certain high-end devices or devices in 
the near future will be capable of doing so. 
Consequently, our approach has been, wherever 
possible, to make such devices and sensors available 
as if they were first class Grid Services. We have 
defined two new application-independent port types: 
one for a generic sensor, and one for a generic 
device (which is assumed to host a number of 
sensors). These port types can be supported directly 
by sensors and devices of sufficient capability and 
reliability of communication. However, all of the 
devices and sensors that we are working with at the 
moment depend on proxy Grid Services to 
implement these interfaces on their behalf. The 
devices communicate with their respective proxies 
using whatever protocol is appropriate, as and when 
communication channels are available. 
To realise this approach, we have also defined a 
Generic Device Proxy Factory port type, which can 
be implemented by factory services able to create 
device and sensor proxies. We have initially created 
proxies for the two devices described in this paper 
and the EQUATOR IRC environment e-Science 
project’s Antarctic lake monitoring device [11]. 
Of these, the heart monitoring device is the most 
sophisticated, supporting dynamic addition and 
removal of sensors as well as the execution of 
custom software modules on the device itself, e.g. to 
support on-device monitoring of critical health 
indicators. Note, even this device cannot support a 
standard Grid Service interface, since its wearer will 
often move outside of wireless network range as 
they go about their everyday activities. In terms of a 
fixed Grid this would represent a failure of the 
service (or the Grid fabric). In the context of mobile 
and remote devices it is a perfectly normal part of 
operation and should not appear as a failure – the 
wearable device’s Grid Service proxy (on the fixed 
network) maintains availability based on cached 
historical data and queues requests for 
reconfiguration even when the device itself is 
currently unreachable. 
Data Archival 
In many applications in health informatics the data 
from sensors and devices will normally be archived 
to a persistent store of some form, from which the 
user (e.g. the clinician or informatician) will request 
data as and when they require it, e.g. when 
reviewing a particular case, or testing a new feature 
detection algorithm.  
The second part of our system assumes that devices 
and sensors are exposed as Grid Services using the 
port types already mentioned; it then allows the data 
from these sensors to be archived in a timely fashion 
to an archival database. 
We have designed a custom Grid Service port type 
for this database, to tailor it to the kinds of data 
being stored and queries being performed. In the 
first version this is implemented directly over a 
Relational DataBase Management System using 
JDBC; this will migrate to use OGSA-DAI in the 
next version, in order to provide a generic Grid 
interface to the data archive. 
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There are two distinct elements of data analysis and 
visualisation within our current approach: 
–  Live sensor and device monitoring; and 
–  Analysis and visualisation of archived data. 
The live monitoring component makes direct use of 
the defined sensor and device Grid Service port 
types to provide real-time status information. This is 
appropriate for interactive use, demonstration, 
trouble-shooting and configuration. 
Working with archived data uses the data archive 
service rather that the sensors and devices 
themselves, and is more appropriate for routine 
(occasional) monitoring and longer-term analysis. 
To support this activity we are developing a simple 
visual dataflow tool to allow non-programmers to 
get data from the archive and to view it in various 
ways. These elements are shown together on the 
deployment diagram shown in figure 5.  
New port types 
This section describes the port types that we have 
defined. We have sought to keep as close as possible 
to the design idioms of OGSA – as distinct from 
other distributed object systems such as CORBA or 
Java RMI – and it may be that others will find these 
examples illustrative in this respect. 
Sensor port type 
The sensor port type is in some ways is the most 
fundamental for the kinds of systems being 
considered. Each sensor port corresponds to exactly 
one sensor, which is characterised as: 
–  some self-describing metadata, e.g. what kind 
of sensor it is, 
–  its configuration, e.g. its sampling rate, and  
–  zero or more data samples (of whatever 
phenomenon it senses). 
As far as Grid applications are concerned we 
consider the sensor service’s Grid Service Handle 
(GSH) to be the globally unique identity of the 
sensor (although it typically also exposes other 
forms of identification that are not specific to the 
Grid). We expect a sensor Grid service to be 
persistent, as long as the sensor exists ‘on the Grid’. 
Clearly, this does not prevent the sensor service 
migrating between hosts or being activated and 
deactivated by its run-time support environment. 
In OGSA, a service exposes information about itself 
or its internal state using Service Data Elements 
(SDEs) that can be queried and modified using 
standard operations in the common Grid Service 
port type. SDEs, analogous to properties in 
JavaBeans, support a standard introspection 
mechanism (again as SDEs) that is used by the 
standard Java-based service browser GUI provided 
with GT3, allowing a user to browse the service data 
of arbitrary Grid services. 
Port types can also extend (multiple) existing port 
types, if they also wish to support those interfaces. 
In our case, the sensor port type extends the 
following standard OGSI port types: 
–  GridService: required by all Grid services to 
provide standard access to lifecycle operations 
and service data, and 
–  NotificationSource: allowing clients to listen 
asynchronously for changes to the service data. 
and defines the service data elements shown in the 
following tables: 
Table 1:Sensor port type: self-description 
Name   #  Mutability  Modify?  Description 
IdentifiedAs  1  Constant  False  Sensor ID, names and type 
Description  1  Mutable  False  Expanded description, e.g. placement, accuracy, etc. 
MeasurementTemplate  1  Constant  False  The format in which measurements are reported 
MeasurementDiscard- 
PolicyExtensibility 
1..*  Constant  False  Acceptable XML schema types for the 
measurementDiscardPolicy SDE 
MeasurementPublication- 
PolicyExtensibility 
1..*  Constant  False  Acceptable XML Schema types for the 
measurementPublishingPolicy SDE 
ConfigurationExtensibility  1..*  Constant  False  Acceptable XML Schema types for sensor configuration SDE 
ProxyStatus  1  Mutable  False  Current status, e.g. in contact with proxy or disconnected 
Notes: 
–  The various …Extensibility SDEs are analogous to OGSI’s GridService 
findServiceDataExtensibility SDE, and give the names of XML schema types that are 
understood by a particular Grid Service instance when used in the corresponding SDE (of XML schema type 
ogsi:ExtensibilityType, which is just a wrapper for XML Shema’s any). 
–  We are evaluating SensorML [12] as a possible standard XML schema for sensor self-description; in the 
mean time we are using a simple placeholder type. 
–  The measurementTemplate value allows a potential client to assess the kind of data that will be 
returned from a sensor even if it has not yet made any measurements. (It is also used internally in configuring 
the Sensor proxy in our current implementation.) 
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Name   #  Mutability  Modify?  Description 
MeasurementDiscard- 
Policy 
1  Mutable  True  The conditions under which the sensor should discard 
historical measurements 
MeasurementPublishing- 
Policy 
1  Mutable  True  The conditions under which the sensor (proxy) should make 
a new measurement public 
configuration 0..*  Mutable  True  Sensor-specific  configuration information, e.g. sample rate 
Notes: 
–  We do not expect or require that a sensor should retain its readings indefinitely. The 
measurementDiscardPolicy allows the conditions under which the sensor and/or the proxy discard 
old readings to be managed. A simple example would be to retain no more than some number of historical 
readings. 
–  Different kinds of sensors may take measurements at widely varying rates, and each measurement may 
represent differing quantities of data. The measurementPublishingPolicy allows the way in which 
the sensor reveals (publishes) new measurements to be controlled. For example, a very rapidly sampling 
sensor might be configured to announce new measurements no more than 5 times per second (even if it is 
taking and making available 5000 measurements during this period). 
Table 3: Sensor port type: measurement 
Name    #  Mutability Modify? Description 
Measurement  1  Mutable  False  The most recent measurement made by the sensor 
MeasurementCounter 1  Mutable  False  A  running counter of measurements made 
MeasurementHistory  1  Mutable  False  The complete known history of measurements 
Notes: 
–  The measurement SDE nominally exposes the most recently made measurement. However the 
measurementPublishingPolicy may mean that some measurements are not actually ‘published’ as a 
distinct value of this SDE. 
–  The measurementCounter SDE exposes a running total (monotonically increasing) of the measurements 
performed by the sensor. Because the measurementPublishingPolicy may limit the measurements 
exposed directly through the measurement SDE, a client that requires all measurements should monitor 
this counter, and obtain any newly available measurements via a query to the measurementHistory 
SDE (below). 
–  The measurementHistory SDE exposes the sensor’s full (retained) history of measurements. 
Depending on the measurementDiscardPolicy this may be quite a limited subset of measurements 
made, e.g. the last few measurements. We also define a new GridService::findSequenceData 
query expression type, queryByServiceDataNameAndCount, which (unlike the normal 
queryByServiceDataNames query expression type) allows a client to request only a subset of the 
available measurement history by providing a measurement counter range of interest. Following standard 
OGSA idiom, a query expression of the appropriate type is passed to the 
GridService::findSequenceData operation and the service responds accordingly. 
 
Sensor Measurement Types 
We have defined measurement, 
measurementHistory and 
measurementTemplate SDEs to have type 
ogsi:ExtensibilityType, i.e. any. 
However, we have also had to choose a default 
XML schema type for use in the services that we 
have developed and deployed. We have adopted 
XSIL, the eXtensible Scientific Interchange 
Language [13] as a standard XML format for 
exchanging sensor measurement data. In 
particular, XSIL defines a simple XML 
representation of a table of data, with self-defined 
column names, types and units, each row of 
which can then represent a single measurement (see 
sample below): 
<XSIL> 
 <Comment>Temp at depth of 3m</Comment> 
 <Param Name="sensorHandle" Value="…handle…"/> 
 <Table> 
 <Column Name="dateTime" Type="datetime"/> 
 <Column Name="counter" Type="int"/> 
 <Column Name="reading" Type="float" 
Unit="C"/> 
 <Stream Delimiter=",">2003-07-07 
10:11:12.000000, 123, 1.124, 
   2003-07-07 10:11:17.000000, 124, 
1.126</Stream> 
 </Table> 
</XSIL> 
 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
568Notes: 
–  We have adopted the standard ISO-8601 
date-time format, and extended XSIL to 
support this as a first-class column type 
(“datetime”).  
–  The “counter” column corresponds to the 
measurementCounter SDE’s value. 
–  In some cases (e.g. from the archival 
database) the sensor’s Grid Service handle 
may appear as an explicit column in the table 
(if the table may include data from multiple 
sensors). 
–  A multi-dimensional sensor, such as a two-
axis accelerometer, would have one column 
for each dimension of measurement (e.g. “X” 
and “Y” rather than just “reading”). 
Actuator Port Type 
We plan to design a corresponding actuator port 
type to allow notifications to propagate from the 
Grid back to sensing devices (e.g. the wearable).  
Our current focus has been on developing sensing 
from lightweight devices, however. 
Device Port Type 
The Device port type is somewhat simpler than 
the sensor port type. We regard a device as being 
a supporting or hosting hardware/software 
platform for zero or more sensors. We assume 
that each device is characterised by: 
–  some self-describing metadata, e.g. what kind 
of device it is, and 
–  zero or more references to the sensors that it 
hosts. 
As with sensors, we consider the device service’s 
Grid Service Handle (GSH) to be the globally 
unique identity of the device as far as Grid 
applications are concerned, and we expect a 
device Grid service to be persistent, as long as the 
device exists ‘on the Grid’.  
The device port type extends the following standard 
OGSI port types: 
–  GridService: required by all Grid services to 
provide standard access to lifecycle operations 
and service data, and 
–  NotificationSource: allowing clients to listen 
asynchronously for changes to service data. 
–  ServiceGroup: exposing the device’s sensors in 
terms of their sensor Grid services.  
Exposing of its sensors through the ServiceGroup port 
type is the main function of the device service. A 
ServiceGroup supports notification by default, so a 
client of the device Grid service can receive 
notifications of sensor addition and removal. 
The device port type also defines the following 
additional service data elements (table 4). These mirror 
the corresponding SDEs in the sensor port type. 
Generic Device Proxy Factory Port Type 
The generic device proxy factory is specific to our 
proxy-based implementation of device and sensor 
proxies: a Grid service directly hosted by a sensor or 
device would have no need of such a port type. We 
include it here for completeness. 
The device proxy factory port type is very simple and 
extends the following standard OGSI port types: 
–  GridService: required by all Grid services, to 
provide standard access to lifecycle operations 
and service data, and 
–  NotificationSource: to allow clients to listen 
asynchronously for changes to service data. 
–  ServiceGroup: exposing the device proxies that it 
has created, and used for device discovery. 
Factory: allowing clients to request the creation of new 
device proxy service instances. 
Table 4: Device port type: self-description 
Name  # Mutability Modify? Description 
IdentifiedAs 1 Constant  False  Device ID, names and type 
Description  1  Mutable  False  Expanded description, e.g. including placement, 
accuracy, etc. 
ProxyStatus  1  Mutable  False  Current status of sensor, e.g. in contact with proxy or 
disconnected 
It defines one piece of static (port type) service data, 
which is a value for the 
ogsi:createServiceExtensibility 
SDE, identifying the specific XML schema type 
required as the creation parameter to 
Factory::createService. We have also 
added an additional operation, the Device port type 
getCreationInfo, allowing a client to obtain 
instance-specific information from newly created 
device proxy services. This is a work-around for 
Factory::createService  not returning the 
ExtensibilityOutput in GT3 release 1.0 (and 
is an otherwise standard OGSI notification factory). 
The particular XML schema required by the generic 
device proxy factory allows the requesting client to 
override the normal service deployment properties, 
e.g. instantiating the correct GridServiceBase 
sub-class appropriate to the device that they are 
connected to the Grid. The client can also specify an 
initial set of sensor proxies to be created, as well as 
provide custom configuration information specific 
to their device and/or sensor proxies. 
At present we provide a simple command-line client 
to request the creation of a new device proxy. 
However, some devices (such as the wearable) 
would be capable of directly requesting the creation 
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569of the Grid proxy, although this would raise 
additional security considerations. 
Database port type 
We have defined a custom port type for our sensor 
data archive, so that most clients can work in terms 
of domain-specific types (such as XSIL 
measurement records), rather than having to use a 
generic database interface and types. Internally, the 
database service maps to these generic operations. 
The database port type is a standard operation-based 
interface, comparable to a CORBA or RMI 
interface. It supports addition and querying of: 
Devices; Sensor types; Sensors; Sensor self-
descriptions; and Sensor measurements. 
The user interfaces 
 
Figure 6: An initial standard interface 
The approach we have adopted allows the clinician 
exploiting the grid infrastructure to view the world 
as a series of Grid services providing a set of live 
clinical data. The clinician can view this data and 
manipulate it using standard data manipulation 
services. The clinician experience of these devices 
viewed from the grid is of a set of abstract data 
services. This data can then be presented using 
standard grid and web based facilities. Figure 6 is a 
screenshot of one of our early monitoring interfaces 
displaying the information arriving from the Grid 
services associated with the wearable device. We are 
in the process of refining these interfaces for use by 
clinicians by undertaking consultation with our 
clinical partners to establish their requirements. 
Summary 
In this paper we have provided an overview of our 
work to date on extending the Globus Grid Toolkit 
(GT3) to support lightweight mobile devices 
suitable from medical monitoring. We have 
presented an overview of the devices we have 
developed and the highly extensible underlying 
architecture and services deployed to connect these 
devices to the Grid. While we hope our approach 
can act as a blueprint for others seeking to conduct 
clinical trials on the Grid, before such architecture 
can be used in real clinical trials a number of 
significant challenges remain. Of these, a principle 
issue for future consideration is how we may 
provide appropriate security and address the privacy 
demands of this class of application. 
Acknowledgements 
We would like to acknowledge the EPSRC in 
supporting our work in the Equator GR/N15986 and 
Grid based Medical Devices for Everyday Health: 
GR/R85877 projects. 
References 
1.  Foster, I. and Kesselman, C. (eds.). The Grid: 
Blueprint for a New Computing Infrastructure, 
Morgan Kaufmann, 1999. 
2.  The Globus toolkit available from 
http://www.ggf.org/ogsa-wg/  
3.  The Global Grid Forum 
http://www.gridforum.org/ 
4.  The Open Grid Services Architecture (OGSA) 
http://www.globus.org/ogsa/ 
5.  de Roure, D., Jennings, N., Shadbolt, N 
“Research Agenda for the Semantic Grid: A 
future e-Science infrastructure” 
http://dcs.gla.ac.uk/Nesc/general/technical_pape
rs/DavidDeRoure.etal.SemanticGrid.pdf 
6.  Open Grid Services Architecture Database 
Access and Integration (OGSA-DAI), 
http://dcs.gla.ac.uk/NeSC/general/projects/OGS
A_DAI/ 
7.  The oxford centre for e-health 
http://www.medicine.ox.ac.uk/ndog/tmr/ 
8.  The Biomedical Informatics Group at 
Nottigham University 
http://www.eee.nott.ac.uk/medical/ 
9.  Computer Assisted Reporting of 
Electrocardiograms, Glasgow University 
http://www.gla.ac.uk/departments/medicalcardi
ology/research/care.html 
10.  Muller, H. and C. Randell, “An Event-Driven 
Sensor Architecture for Low Power 
Wearables”, ICSE 2000, Workshop on Software 
Engineering for Wearable and Pervasive 
Computing, pp. 39-41, June, 2000. 
11.  Greenhalgh et al., eScience from the Antartic to 
the Grid. To appear proceedings of the 2
nd UK 
eScience All hands meeting. 
12.  SensorML Specification, 
http://vast.uah.edu/SensorML/ 
13.  XSIL Specification, 
http://www.cacr.caltech.edu/projects/xsil 
 
 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
570￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
!
￿
￿
"
$
#
&
%
’
￿
)
(
￿
*
,
+
-
(
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
0
/
2
1
3
￿
4
￿
6
5
7
￿
￿
*
%
3
￿
￿
(
8
(
8
￿
8
9
￿
￿
￿
￿
￿
￿
:
￿
;
￿
￿
￿
<
￿
=
+
-
9
￿
￿
8
￿
-
￿
?
>
@
￿
￿
￿
￿
A
B
￿
￿
#
,
9
￿
￿
￿
+
$
￿
C
*
D
#
E
9
F
H
G
E
I
￿
J
L
K
.
M
.
N
P
O
,
Q
S
R
U
T
V
G
X
W
4
G
<
Y
Z
J
P
K
.
[
]
\
^
K
_
Q
_
R
<
‘
)
G
￿
a
$
N
￿
O
U
J
P
b
d
c
￿
e
U
Q
f
R
U
g
h
G
i
Y
j
G
<
‘
k
\
^
K
l
K
.
N
P
m
l
m
f
Q
S
R
n
G
p
o
,
G
E
o
￿
b
^
N
L
m
.
m
r
q
s
R
￿
t
u
G
<
v
<
J
P
K
.
N
x
w
z
y
{
J
P
|
f
N
￿
q
^
R
E
y
}
G
p
‘
k
G
X
o
￿
b
f
N
P
m
.
m
.
~
$
J
P
O
4
￿
{
‘
k
G
X
￿
￿
G
p
￿
￿
￿
￿
K
.
￿
L
\
^
~
￿
8
￿
D
￿
z
￿
i
￿
￿
￿
S
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
p
￿
z
￿
x
￿
z
￿
6
￿
,
￿
l
￿
^
￿
￿
￿
￿
￿
S
￿
￿
￿
￿
￿
x
￿
￿
￿
)
￿
￿
￿
z
￿
l
￿
C
￿
￿
￿
￿
k
￿
￿
￿
p
￿
S
￿
z
￿
¡
￿
￿
￿
¢
￿
⁄
£
¥
￿
D
￿
l
￿
¢
￿
￿
￿
f
￿
⁄
￿
.
￿
￿
￿
,
￿
l
￿
¢
￿
￿
￿
f
￿
⁄
￿
k
￿
§
ƒ
k
¤
¥
'
l
“
)
“
6
￿
x
￿
)
«
‹
ƒ
0
›
ﬁ
k
￿
S
￿
￿
ﬂ
￿
￿
l
￿
l
￿
s
￿
￿
›
–
k
†
f
￿
x
￿
S
￿
¡
￿
￿
£
S
￿
￿
‡
6
›
￿
￿
￿
l
￿
￿
￿
￿
†
_
￿
￿
￿
)
·
_
￿
￿
¶
f
￿
x
•
C
›
￿
f
￿
_
›
￿
￿
‚
„
l
￿
￿
￿
¡
￿
￿
†
￿
†
S
￿
￿
†
_
￿
<
￿
,
†
S
ﬂ
￿
”
￿
￿
s
￿
￿
￿
z
￿
)
￿
￿
￿
￿
￿
p
￿
z
￿
x
￿
z
￿
S
￿
￿
￿
￿
￿
x
￿
￿
￿
)
￿
￿
￿
z
￿
l
￿
C
￿
￿
￿
￿
k
￿
￿
￿
p
￿
S
￿
z
￿
¡
￿
￿
￿
¢
￿
⁄
£
»
†
S
￿
￿
￿
D
￿
l
￿
¢
￿
￿
￿
f
￿
⁄
￿
.
￿
￿
￿
,
￿
l
￿
¢
￿
￿
￿
f
￿
⁄
￿
￿
￿
§
ƒ
k
¤
¥
'
l
“
)
“
6
￿
x
￿
)
«
‹
￿
x
￿
l
›
￿
￿
￿
￿
†
S
￿
￿
￿
8
￿
￿
¶
^
￿
￿
•
￿
›
￿
f
￿
_
›
￿
￿
‚
￿
￿
￿
￿
›
￿
￿
￿
_
￿
￿
†
_
…
‰
ﬂ
￿
￿
S
￿
z
†
x
·
d
￿
￿
¶
^
￿
￿
•
C
›
￿
S
￿
S
›
￿
￿
‚
¿
z
–
)
￿
z
”
x
￿
S
￿
￿
￿
￿
ﬂ
￿
￿
z
￿
^
￿
￿
†
_
￿
￿
￿
￿
”
￿
”
￿
￿
p
￿
p
￿
l
`
V
￿
￿
￿
_
￿
￿
￿
￿
￿
l
ﬂ
￿
￿
_
￿
￿
￿
X
￿
z
￿
￿
￿
S
￿
x
`
Z
ƒ
§
￿
x
￿
z
†
S
￿
￿
￿
￿
￿
￿
￿
p
￿
l
￿
_
￿
C
￿
E
￿
^
£
s
￿
￿
￿
p
￿
l
￿
z
￿
￿
￿
￿
x
￿
￿
￿
)
￿
￿
￿
z
￿
l
￿
C
￿
￿
￿
￿
k
￿
￿
￿
p
￿
S
￿
z
￿
¡
￿
￿
￿
¢
￿
⁄
£
»
†
S
￿
4
￿
D
￿
z
￿
i
￿
￿
￿
S
￿
￿
￿
l
￿
L
￿
,
￿
l
￿
¢
￿
￿
￿
f
￿
⁄
￿
￿
￿
§
ƒ
k
¤
¥
'
l
“
)
“
6
￿
x
￿
)
«
‹
ﬂ
$
›
”
C
›
￿
￿
￿
￿
†
_
￿
￿
￿
l
￿
s
”
C
›
•
￿
￿
￿
￿
￿
‚
S
￿
S
·
d
￿
￿
¶
^
￿
￿
•
C
›
￿
S
￿
S
›
￿
x
‚
ˆ
@
˜
$
¯
￿
˘
4
˙
U
¨
￿
￿
D
˘
ƒ
§
￿
￿
￿
˚
‡
§
…
¸
￿
￿
￿
d
￿
￿
￿
￿
￿
i
￿
Z
ﬂ
￿
￿
z
￿
￿
￿
￿
†
s
`
V
￿
X
￿
￿
￿
˛
˝
D
￿
z
￿
p
￿
¢
…
‰
￿
l
￿
￿
￿
￿
￿
S
•
￿
￿
p
￿
p
￿
￿
￿
￿
￿
l
`
$
￿
S
￿
x
`
-
￿
i
￿
^
￿
￿
￿
l
￿
￿
￿
L
￿
d
￿
￿
￿
p
†
S
￿
L
￿
_
￿
p
￿
i
£
Z
￿
￿
￿
l
￿
￿
†
d
˝
￿
￿
￿
￿
l
`
Z
￿
￿
￿
l
￿
¡
￿
￿
￿
￿
￿
X
¶
^
￿
￿
￿
￿
￿
ˇ
†
f
￿
￿
￿
￿
￿
￿
￿
￿
z
￿
_
￿
X
￿
￿
￿
x
￿
p
￿
_
￿
￿
￿
p
†
S
￿
￿
†
S
￿
,
￿
d
￿
￿
†
S
ﬂ
￿
￿
p
￿
￿
￿
￿
†
f
￿
i
￿
p
￿
p
￿
￿
￿
p
†
S
￿
h
`
￿
￿
_
￿
￿
￿
d
—
￿
￿
_
￿
￿
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
i
†
f
￿
￿
˝
￿
￿
¢
￿
￿
￿
h
￿
x
￿
￿
￿
l
￿
￿
￿
¡
￿
_
￿
￿
￿
f
￿
i
￿
x
￿
˛
￿
ˇ
￿
￿
†
f
ﬂ
￿
￿
p
￿
f
￿
￿
￿
l
￿
k
”
￿
￿
￿
£
s
￿
￿
￿
X
￿
z
￿
k
￿
￿
†
￿
S
￿
￿
￿
￿
￿
￿
†
S
￿
￿
†
f
ﬂ
˚
£
S
›
j
￿
￿
￿
 
￿
_
￿
￿
†
f
ﬂ
￿
￿
X
￿
¥
￿
z
†
S
￿
p
￿
i
￿
X
￿
￿
￿
i
†
f
￿
￿
￿
z
￿
_
￿
X
￿
￿
￿
x
￿
p
￿
_
￿
￿
￿
p
†
S
￿
￿
￿
X
￿
￿
￿
¡
￿
L
￿
_
￿
¡
￿
S
￿
8
￿
￿
￿
z
￿
￿
￿
p
￿
￿
￿
l
`
H
•
￿
£
u
￿
¢
￿
¡
￿
˚
￿
X
￿
_
￿
￿
￿
S
￿
Z
￿
￿
￿
l
￿
_
￿
X
￿
_
•
￿
￿
p
￿
¥
`
￿
￿
_
￿
￿
￿
h
￿
￿
￿
￿
￿
￿
￿
￿
p
￿
z
￿
.
￿
z
￿
f
￿
S
￿
z
￿
￿
£
6
￿
￿
￿
p
￿
S
￿
»
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
x
￿
_
￿
s
￿
￿
￿
l
¶
^
￿
￿
￿
p
￿
￿
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
<
￿
S
￿
x
`
￿
￿
¢
￿
¡
￿
<
￿
p
￿
￿
￿
￿
￿
l
￿
￿
￿
l
￿
f
￿
E
￿
￿
￿
￿
￿
i
￿
￿
￿
S
•
￿
￿
i
￿
p
￿
i
￿
⁄
£
6
￿
ˇ
†
S
￿
E
”
x
￿
_
￿
¡
￿
_
￿
p
￿
i
￿
l
￿
x
￿
￿
†
S
￿
p
￿
s
￿
￿
￿
p
†
S
￿
C
›
ƒ
§
￿
￿
￿
˚
‡
§
…
‰
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
-
”
x
￿
f
￿
¡
‚
d
￿
_
￿
S
￿
.
￿
§
￿
x
￿
r
￿
S
￿
￿
•
P
￿
z
￿
l
￿
￿
￿
￿
￿
x
•
s
￿
⁄
￿
l
￿
￿
￿
￿
￿
￿
†
»
ﬂ
￿
†
f
￿
￿
￿
0
￿
￿
￿
x
￿
d
￿
)
￿
⁄
˝
,
￿
l
￿
f
￿
⁄
£
Z
£
S
￿
.
￿
_
￿
¡
￿
§
†
_
￿
<
`
s
￿
z
￿
f
￿
z
￿
p
†
S
”
￿
ﬂ
￿
￿
l
￿
f
￿
)
￿
￿
￿
￿
†
S
￿
￿
￿
￿
_
￿
x
`
￿
￿
￿
￿
￿
￿
S
￿
￿
￿
S
￿
D
†
_
￿
￿
”
x
￿
S
￿
￿
￿
S
￿
i
￿
p
￿
z
￿
￿
￿
p
ﬂ
￿
”
x
￿
i
￿
l
ﬂ
￿
￿
l
￿
^
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
4
￿
ˇ
†
f
￿
<
`
s
￿
i
￿
P
￿
l
￿
￿
￿
l
￿
f
￿
E
￿
S
￿
￿
￿
¡
￿
x
￿
¢
￿
￿
￿
l
￿
8
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
￿
_
￿
￿
￿
§
￿
￿
￿
.
￿
S
`
s
￿
p
￿
i
£
￿
￿
r
￿
r
￿
S
￿
i
￿
X
￿
_
•
x
￿
i
￿
f
›
￿
￿
)
￿
X
￿
￿
￿
￿
￿
￿
￿
x
￿
￿
￿
_
￿
V
￿
X
`
s
￿
.
￿
_
￿
￿
￿
l
￿
_
￿
x
`
￿
￿
p
`
￿
￿
_
￿
￿
￿
￿
￿
ˇ
†
f
￿
)
`
s
￿
l
”
￿
￿
p
†
d
£
^
ﬂ
￿
￿
l
￿
f
￿
)
†
S
￿
￿
￿
˛
￿
f
￿
￿
￿
X
`
$
†
_
￿
U
”
￿
￿
￿
†
s
￿
￿
￿
l
￿
￿
￿
￿
†
S
￿
¡
￿
§
˝
,
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
z
￿
￿
￿
6
￿
X
￿
￿
”
P
†
_
￿
￿
￿
z
￿
^
￿
￿
￿
X
￿
_
￿
￿
￿
†
»
￿
￿
†
S
￿
p
￿
S
￿
0
￿
S
￿
l
￿
￿
£
˛
￿
X
￿
_
￿
￿
￿
S
￿
0
”
￿
￿
￿
†
S
•
￿
￿
p
￿
z
ﬂ
˛
￿
￿
￿
S
￿
x
`
¥
˝
D
￿
z
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
l
￿
§
￿
_
￿
￿
￿
0
￿
￿
￿
￿
￿
￿
￿
z
￿
￿
†
S
￿
S
￿
l
￿
￿
†
S
￿
L
￿
D
￿
S
￿
x
`
$
`
s
£
￿
￿
x
￿
_
ﬂ
￿
￿
X
￿
_
›
￿
￿
-
￿
￿
￿
x
￿
p
￿
”
x
￿
_
”
P
￿
z
￿
˚
￿
￿
￿
￿
￿
Z
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
￿
†
S
￿
￿
￿
￿
￿
￿
￿
$
￿
_
–
￿
￿
r
￿
S
￿
￿
￿
X
￿
_
￿
^
￿
6
†
S
￿
￿
￿
￿
￿
￿
￿
¥
‡
￿
…
￿
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
u
”
x
￿
S
￿
¡
‚
d
￿
_
￿
f
￿
f
￿
￿
￿
_
–
￿
‡
￿
￿
h
￿
0
†
f
￿
u
￿
￿
￿
￿
￿
¥
￿
)
«
￿
￿
…
⁄
￿
s
￿
￿
￿
p
￿
z
￿
x
￿
z
￿
Z
￿
p
￿
z
￿
f
￿
z
￿
￿
￿
V
￿
f
￿
￿
￿
X
`
￿
￿
￿
￿
￿
￿
f
￿
￿
￿
6
￿
X
￿
￿
`
s
￿
p
￿
￿
￿
￿
￿
L
￿
￿
￿
￿
￿
l
`
￿
›
￿
ƒ
§
￿
x
￿
$
￿
S
–
)
‡
￿
￿
￿
￿
S
￿
￿
￿
X
`
￿
￿
_
”
￿
”
x
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
￿
￿
x
￿
f
￿
￿
•
L
￿
l
￿
z
￿
!
￿
￿
￿
￿
￿
x
￿
￿
￿
i
￿
x
￿
￿
z
￿
S
￿
l
￿
￿
£
Z
`
￿
￿
r
£
¥
†
f
￿
Z
￿
￿
￿
￿
￿
˚
￿
4
￿
S
￿
}
￿
ˇ
†
S
￿
￿
ﬂ
￿
†
f
￿
￿
￿
￿
￿
￿
￿
L
￿
d
￿
￿
￿
ˇ
†
f
￿
￿
￿
￿
ﬂ
￿
†
S
￿
^
￿
￿
￿
L
￿
k
￿
_
￿
L
`
Z
￿
L
￿
￿
￿
.
￿
￿
`
s
£
￿
￿
x
￿
_
ﬂ
￿
￿
X
￿
0
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
￿
`
s
￿
X
￿
￿
￿
z
†
d
￿
S
￿
z
￿
￿
£
»
￿
_
￿
L
`
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
￿
￿
S
￿
i
￿
p
†
s
￿
z
￿
_
￿
￿
￿
p
†
S
￿
Z
￿
ˇ
†
S
￿
§
￿
￿
￿
x
￿
￿
”
x
￿
_
￿
¡
￿
_
￿
p
￿
i
￿
l
￿
￿
￿
￿
†
f
￿
i
￿
s
￿
￿
￿
i
†
f
￿
Z
†
S
￿
4
￿
X
￿
_
￿
￿
￿
S
￿
z
…
‰
￿
￿
￿
z
￿
S
￿
i
￿
￿
￿
d
￿
￿
†
S
ﬂ
￿
￿
p
￿
0
￿
z
†
S
￿
p
￿
i
￿
X
￿
￿
￿
p
†
S
￿
Z
”
￿
￿
￿
†
S
•
￿
￿
p
￿
z
ﬂ
˛
￿
l
›
Æ
￿
C
ª
˘
4
˙
U
￿
»
￿
￿
￿
$
￿
D
˘
U
￿
￿
￿
ª
Ł
￿
i
￿
.
￿
8
￿
￿
￿
￿
†
S
￿
{
￿
￿
†
f
￿
i
￿
p
￿
p
￿
￿
￿
p
†
S
￿
x
￿
Z
˝
￿
￿
¢
￿
￿
￿
{
￿
_
￿
￿
†
f
ﬂ
￿
￿
$
￿
S
￿
x
`
Ø
￿
p
†
S
￿
x
￿
-
￿
x
￿
r
￿
f
￿
•
P
￿
z
￿
l
￿
Œ
￿
￿
￿
￿
￿
￿
￿
￿
￿
x
•
s
￿
⁄
￿
l
￿
￿
￿
￿
†
_
￿
￿
￿
p
￿
^
￿
￿
￿
l
￿
￿
￿
x
￿
_
￿
￿
￿
p
†
S
￿
x
￿
S
￿
0
￿
i
￿
^
￿
￿
￿
l
￿
￿
￿
.
￿
⁄
￿
-
￿
ˇ
†
S
￿
ﬂ
˛
￿
_
￿
￿
£
￿
£
S
￿
.
￿
_
￿
¡
￿
z
›
￿
￿
￿
”
L
￿
_
￿
￿
￿
,
￿
ˇ
￿
￿
†
S
ﬂ
3
￿
￿
￿
x
￿
z
￿
p
￿
,
￿
ˇ
￿
x
￿
x
`
￿
￿
_
ﬂ
￿
￿
l
￿
f
￿
¡
￿
_
￿
￿
￿
p
ﬂ
￿
…
”
P
†
S
￿
￿
￿
￿
￿
S
￿
x
￿
￿
￿
$
￿
S
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
￿
˛
￿
S
￿
￿
†
S
￿
￿
￿
x
`
￿
￿
ˇ
†
S
￿
￿
￿
d
￿
_
￿
￿
￿
i
†
f
￿
x
￿
￿
￿
z
†
S
ﬂ
￿
”
￿
￿
s
…
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
L
￿
_
￿
￿
￿
S
”
￿
”
￿
￿
￿
†
f
￿
f
￿
¡
￿
￿
￿
l
￿
l
￿
x
`
￿
￿
_
￿
￿
￿
￿
￿
ˇ
￿
￿
†
S
ﬂ
º
￿
￿
￿
￿
￿
.
￿
￿
￿
˚
”
￿
￿
￿
†
s
￿
z
￿
l
￿
￿
￿
￿
￿
.
￿
￿
S
￿
￿
￿
2
†
_
￿
V
￿
￿
￿
￿
￿
x
￿
z
￿
p
￿
S
￿
˛
￿
i
ﬂ
￿
”
P
†
S
￿
￿
￿
￿
￿
_
￿
L
￿
￿
￿
￿
￿
p
￿
￿
￿
￿
￿
￿
￿
Ø
￿
_
￿
L
￿
_
￿
p
£
￿
￿
￿
￿
X
￿
u
†
_
￿
￿
p
ﬂ
￿
”
L
†
f
￿
￿
￿
¡
￿
_
￿
^
￿
j
”
￿
￿
￿
£
s
￿
￿
￿
p
￿
l
￿
_
￿
˚
”
x
￿
￿
￿
z
￿
￿
†
f
ﬂ
￿
￿
z
￿
x
￿
￿
￿
i
￿
￿
￿
L
￿
z
￿
X
`
￿
￿
j
￿
￿
￿
x
￿
_
￿
￿
p
￿
x
￿
￿
￿
p
￿
x
`
s
￿
2
￿
X
￿
S
￿
￿
￿
z
￿
H
”
￿
￿
￿
£
s
￿
￿
￿
X
￿
z
￿
l
￿
￿
”
￿
￿
p
￿
f
￿
￿
ﬂ
˛
￿
Œ
”
￿
￿
￿
£
s
￿
￿
￿
X
￿
z
￿
l
￿
˛
￿
d
￿
￿
ﬂ
￿
†
S
…
￿
￿
”
￿
￿
￿
￿
l
￿
￿
￿
X
￿
D
”
￿
￿
￿
£
￿
￿
￿
￿
X
￿
z
￿
U
￿
_
￿
L
`
￿
￿
f
￿
⁄
￿
￿
￿
￿
†
f
￿
￿
†
S
ﬂ
￿
£
S
›
￿
–
)
￿
l
￿
￿
”
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
p
ﬂ
￿
…
”
P
†
S
￿
￿
￿
￿
￿
S
￿
x
￿
￿
￿
˛
†
S
￿
,
￿
￿
￿
￿
￿
l
￿
￿
￿
»
￿
_
”
￿
”
x
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
x
￿
l
￿
￿
￿
￿
￿
z
￿
X
￿
d
￿
￿
￿
i
￿
f
￿
z
￿
p
£
￿
￿
i
￿
i
￿
￿
￿
￿
￿
i
￿
￿
f
￿
z
￿
￿
￿
x
￿
￿
￿
_
￿
￿
￿
￿
￿
z
￿
￿
†
^
￿
￿
￿
)
￿
￿
￿
.
￿
8
￿
￿
￿
i
†
f
￿
j
`
￿
￿
_
￿
￿
￿
Z
￿
p
￿
￿
‚
￿
￿
￿
†
d
˝
￿
￿
V
￿
ˇ
†
f
￿
)
ﬂ
˛
￿
_
￿
￿
£
†
S
￿
￿
￿
￿
￿
￿
￿
-
”
￿
￿
￿
†
s
￿
￿
￿
l
￿
￿
￿
￿
￿
l
￿
￿
￿
i
￿
￿
￿
S
†
f
￿
i
￿
f
￿
l
`
￿
›
￿
￿
)
￿
￿
￿
Z
￿
￿
￿
.
￿
S
￿
￿
†
S
￿
￿
￿
X
￿
￿
￿
￿
￿
x
￿
_
￿
￿
￿
￿
￿
￿
˛
￿
S
￿
l
￿
￿
￿
￿
￿
¡
￿
d
￿
￿
￿
￿
￿
￿
￿
p
ﬂ
˚
￿
￿
￿
X
￿
d
￿
￿
￿
i
†
f
￿
h
†
_
￿
D
￿
z
￿
p
￿
l
￿
￿
￿
￿
￿
￿
†
S
￿
h
￿
p
ﬂ
￿
”
x
￿
S
￿
￿
￿
￿
￿
￿
￿
￿
…
￿
￿
￿
i
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
¥
￿
_
￿
L
`
￿
￿
i
†
f
￿
￿
￿
i
￿
.
￿
d
￿
￿
￿
i
†
f
￿
»
†
_
￿
￿
￿
_
￿
￿
†
S
ﬂ
˛
￿
,
￿
_
￿
x
`
˛
￿
p
†
S
￿
L
￿
E
￿
d
￿
D
￿
i
￿
￿
…
￿
￿
￿
z
￿
￿
ﬂ
￿
￿
l
`
s
￿
X
￿
d
￿
￿
￿
)
￿
l
￿
￿
￿
z
￿
￿
￿
S
￿
p
￿
l
￿
,
￿
X
￿
￿
`
s
￿
¢
æ
»
￿
z
￿
￿
￿
¢
￿
￿
•
P
￿
l
￿
l
￿
_
￿
x
￿
￿
￿
￿
￿
f
￿
z
￿
z
†
S
￿
￿
￿
^
￿
ﬂ
˚
￿
x
￿
￿
￿
»
•
L
￿
￿
￿
￿
￿
_
‚
f
￿
z
￿
2
†
_
￿
￿
￿
￿
￿
x
￿
￿
￿
i
￿
￿
￿
x
￿
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
￿
ﬂ
￿
•
L
￿
l
￿
»
†
_
￿
￿
￿
￿
†
f
￿
s
…
￿
￿
￿
p
￿
^
￿
x
￿
￿
ﬂ
￿
￿
￿
￿
￿
￿
_
￿
￿
￿
l
￿
0
†
S
￿
E
￿
￿
￿
￿
￿
˛
￿
i
†
f
￿
￿
￿
p
￿
z
￿
l
`
j
￿
¡
￿
_
￿
￿
￿
S
￿
￿
￿
￿
￿
_
￿
L
`
h
†
S
￿
,
￿
￿
￿
￿
￿
￿
i
￿
s
￿
L
￿
￿
￿
¢
￿
￿
￿
￿
￿
￿
￿
￿
ﬂ
˚
•
P
￿
z
￿
U
†
S
￿
L
￿
¡
￿
_
￿
￿
￿
S
￿
￿
￿
U
•
P
†
S
￿
￿
￿
L
`
￿
￿
￿
￿
￿
￿
_
￿
￿
￿
.
￿
￿
￿
i
£
￿
￿
p
￿
￿
￿
0
•
L
￿
z
…
￿
i
†
d
˝
￿
￿
￿
￿
￿
￿
￿
￿
p
†
S
￿
￿
￿
p
￿
l
￿
_
￿
￿
￿
p
†
S
￿
¥
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
￿
￿
†
S
￿
X
`
￿
›
ﬁ
k
†
d
˝
,
￿
l
￿
S
￿
z
￿
.
￿
¥
￿
￿
￿
l
￿
z
￿
z
￿
^
￿
]
￿
￿
￿
￿
￿
z
†
f
￿
￿
￿
z
￿
￿
￿
X
￿
z
￿
S
￿
-
￿
S
￿
x
`
’
￿
￿
†
f
ﬂ
￿
”
￿
￿
s
￿
￿
￿
_
…
￿
￿
￿
p
†
S
￿
x
￿
S
￿
)
￿
S
`
￿
￿
r
￿
S
￿
x
￿
￿
￿
.
￿
»
￿
x
￿
r
￿
f
￿
￿
”
￿
￿
￿
†
d
￿
￿
￿
p
`
s
￿
.
`
￿
￿
￿
￿
￿
￿
l
˝
￿
￿
￿
†
f
￿
f
￿
￿
￿
￿
￿
￿
￿
˝
￿
￿
¢
￿
￿
￿
￿
￿
i
￿
$
˝
￿
￿
￿
￿
X
￿
¡
￿
-
￿
￿
†
˛
￿
d
￿
￿
￿
￿
￿
f
￿
¡
‚
˛
￿
￿
￿
￿
￿
X
￿
￿
”
￿
￿
￿
†
S
•
x
￿
i
￿
l
ﬂ
-
›
U
￿
￿
”
x
￿
S
￿
￿
￿
￿
￿
p
￿
￿
…
￿
￿
￿
p
￿
S
￿
￿
￿
p
£
￿
”
￿
￿
￿
†
f
ﬂ
￿
￿
p
￿
￿
￿
i
￿
x
￿
￿
￿
_
”
x
”
￿
￿
￿
†
^
￿
S
￿
¡
￿
˛
￿
X
￿
<
￿
￿
￿
￿
￿
￿
￿
_
–
￿
‡
￿
￿
￿
”
￿
￿
￿
†
S
”
L
￿
d
…
￿
f
￿
d
￿
￿
†
S
￿
.
￿
.
￿
k
￿
d
￿
_
￿
￿
￿
p
￿
S
￿
f
￿
￿
†
_
￿
￿
￿
￿
￿
￿
￿
E
￿
f
￿
z
￿
￿
￿
l
￿
￿
￿
S
￿
f
‡
§
…
‰
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
0
ﬂ
￿
￿
z
￿
￿
￿
￿
†
s
`
￿
￿
￿
x
￿
_
￿
D
￿
l
￿
x
￿
_
•
￿
￿
p
￿
l
￿
E
￿
￿
￿
x
￿
￿
￿
f
￿
z
￿
￿
￿
x
￿
￿
￿
_
￿
￿
￿
k
￿
￿
￿
￿
￿
x
`
￿
£
˛
†
_
￿
C
￿
z
￿
p
￿
l
￿
￿
￿
￿
￿
￿
†
S
￿
¥
￿
z
†
S
￿
i
…
￿
i
￿
X
￿
￿
￿
p
†
S
￿
L
￿
0
˝
￿
￿
¢
￿
￿
￿
u
ﬁ
￿
…
￿
￿
p
￿
p
‚
S
￿
˛
￿
d
￿
￿
†
S
ﬂ
˛
￿
￿
￿
_
￿
x
`
H
￿
p
†
S
￿
x
￿
￿
￿
_
￿
6
￿
i
￿
^
￿
￿
￿
z
￿
￿
ﬂ
￿
￿
z
…
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
579`
s
￿
X
￿
d
￿
￿
￿
￿
￿
z
￿
￿
￿
l
￿
￿
￿
f
￿
i
￿
.
￿
z
›
ƒ
§
￿
￿
￿
»
•
￿
￿
x
￿
i
￿
X
`
s
￿
p
￿
￿
￿
V
•
￿
￿
p
†
￿
￿
¡
‚
j
￿
x
￿
d
￿
￿
￿
￿
￿
￿
￿
˛
†
_
￿
D
￿
￿
￿
￿
￿
¥
￿
f
￿
￿
￿
￿
†
s
￿
￿
￿
X
￿
d
￿
￿
￿
l
`
￿
￿
†
_
￿
ı
￿
⁄
˝
§
￿
_
￿
￿
￿
Z
”
L
￿
S
￿
¡
‚
d
￿
_
￿
f
￿
S
￿
U
￿
￿
￿
￿
￿
V
￿
p
￿
S
￿
￿
￿
f
￿
-
￿
￿
￿
z
￿
S
￿
p
￿
S
•
￿
￿
p
￿
-
`
￿
￿
_
￿
￿
￿
u
￿
￿
￿
￿
￿
￿
￿
￿
S
￿
x
`
￿
￿
￿
￿
￿
￿
$
￿
￿
￿
i
￿
f
￿
]
”
x
￿
S
￿
￿
￿
S
￿
i
￿
p
￿
z
￿
D
￿
￿
†
f
ﬂ
￿
”
x
￿
s
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
x
￿
S
￿
D
”
P
†
_
￿
￿
￿
z
￿
^
￿
￿
￿
X
￿
_
￿
†
S
￿
)
￿
￿
￿
￿
￿
￿
”
x
￿
f
￿
¡
‚
r
￿
S
￿
S
￿
-
ﬂ
˛
￿
_
‚
S
￿
V
￿
i
￿
¥
￿
_
￿
2
￿
X
`
s
￿
l
￿
￿
￿
l
￿
_
￿
x
`
￿
￿
p
`
￿
￿
_
￿
￿
￿
-
￿
ˇ
†
S
￿
￿
p
ﬂ
￿
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
￿
￿
p
￿
￿
￿
￿
￿
￿
￿
z
￿
￿
￿
z
￿
￿
†
S
￿
f
￿
z
￿
￿
￿
l
†
S
￿
x
￿
￿
￿
f
￿
￿
￿
X
`
!
￿
z
￿
￿
￿
￿
￿
¢
…
￿
￿
†
S
￿
￿
ﬂ
￿
￿
l
￿
f
￿
.
›
￿
￿
H
￿
˚
￿
x
￿
r
￿
f
￿
6
￿
￿
￿
￿
￿
l
￿
d
￿
￿
￿
l
`
V
￿
¥
￿
^
￿
x
ﬂ
˚
•
P
￿
z
￿
k
†
S
￿
<
￿
i
ﬂ
￿
”
￿
￿
p
￿
￿
…
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
»
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
U
￿
￿
￿
x
￿
_
￿
D
￿
_
￿
￿
￿
k
￿
￿
￿
￿
￿
i
￿
￿
￿
_
•
x
￿
i
￿
￿
￿
ˇ
†
f
￿
<
￿
￿
￿
￿
￿
k
￿
¡
￿
_
￿
￿
￿
f
￿
†
S
￿
￿
￿
S
￿
￿
￿
¡
￿
￿
￿
i
￿
￿
￿
.
￿
8
￿
￿
￿
￿
￿
￿
￿
￿
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
￿
￿
r
￿
d
￿
_
￿
p
￿
p
￿
S
•
￿
￿
p
￿
S
›
U
ƒ
§
￿
￿
￿
l
￿
￿
￿
6
`
s
￿
i
￿
P
￿
l
￿
￿
￿
l
￿
^
￿
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
0
￿
z
￿
S
￿
￿
•
L
￿
￿
￿
x
￿
￿
￿
l
`
h
￿
i
￿
^
￿
￿
￿
z
￿
¡
￿
¡
￿
x
￿
_
￿
￿
￿
f
￿
l
￿
S
•
￿
￿
i
£
f
›
￿
ƒ
§
￿
x
￿
￿
”
x
￿
f
￿
¡
‚
^
…
￿
S
￿
S
￿
V
￿
￿
￿
^
￿
L
￿
¥
￿
x
￿
f
￿
»
￿
f
†
^
†
s
`
￿
”
P
†
_
￿
￿
￿
z
￿
^
￿
￿
￿
X
￿
_
￿
)
￿
ˇ
†
S
￿
Z
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
￿
`
s
￿
X
￿
⁄
…
￿
z
†
d
￿
S
￿
z
￿
￿
£
￿
`
s
￿
￿
￿
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
￿
›
￿
ƒ
§
￿
x
￿
￿
￿
￿
￿
i
￿
l
￿
l
￿
,
†
_
￿
C
￿
￿
￿
￿
￿
￿
ﬂ
￿
†
s
`
￿
…
￿
l
￿
p
￿
)
￿
￿
￿
L
￿
d
￿
6
￿
_
￿
￿
￿
˚
†
S
￿
,
￿
p
￿
f
￿
￿
￿
z
￿
￿
￿
l
￿
￿
￿
0
￿
S
￿
￿
￿
￿
￿
i
￿
p
ﬂ
￿
￿
¢
￿
￿
￿
l
`
j
†
S
￿
￿
￿
p
£
V
•
￿
£
$
￿
￿
￿
￿
￿
￿
r
￿
d
￿
_
￿
p
￿
X
￿
_
•
￿
￿
p
￿
i
￿
i
￿
⁄
£
2
†
_
￿
˚
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
l
￿
l
￿
)
￿
￿
￿
￿
￿
x
￿
-
￿
￿
￿
￿
￿
H
￿
S
￿
¡
￿
_
￿
￿
￿
￿
￿
X
￿
_
￿
￿
￿
i
￿
⁄
£
†
S
￿
4
￿
￿
￿
￿
￿
6
ﬂ
￿
†
s
`
s
￿
z
￿
￿
￿
z
￿
S
￿
$
•
L
￿
￿
ﬂ
￿
￿
f
`
s
￿
0
￿
x
￿
￿
￿
l
￿
)
￿
S
￿
x
`
-
￿
￿
￿
￿
￿
˚
￿
￿
￿
l
￿
S
￿
p
†
S
￿
†
d
￿
f
￿
z
￿
￿
˝
￿
￿
￿
￿
X
￿
¡
￿
￿
ﬂ
￿
†
s
`
s
￿
z
￿
p
￿
p
￿
i
￿
￿
￿
0
￿
X
￿
￿
”
L
￿
l
￿
￿
￿
ˇ
†
f
￿
￿
ﬂ
￿
￿
.
`
￿
￿
l
￿
_
￿
￿
•
L
￿
￿
ﬂ
˛
￿
S
`
￿
￿
￿
X
￿
_
￿
￿
￿
S
￿
l
￿
l
›
￿
ƒ
§
￿
￿
￿
X
￿
,
˝
D
†
S
￿
x
￿
p
`
Z
￿
￿
￿
.
¶
^
￿
￿
￿
i
￿
￿
￿
)
￿
￿
￿
p
￿
S
￿
￿
￿
i
￿
L
￿
z
￿
S
￿
^
￿
D
￿
￿
￿
l
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
.
￿
￿
￿
†
￿
•
L
￿
V
￿
x
￿
￿
￿
l
`
 
￿
￿
†
H
†
f
•
s
￿
￿
￿
S
￿
i
￿
￿
￿
z
†
S
￿
p
￿
i
￿
X
￿
￿
￿
p
†
S
￿
2
`
￿
￿
_
￿
￿
￿
￿
›
Ø
ƒ
§
￿
x
￿
$
`
￿
￿
¢
￿
ı
…
￿
ˇ
￿
l
￿
￿
￿
l
￿
f
￿
˚
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
x
￿
_
￿
U
￿
￿
￿
l
￿
l
`
￿
￿
0
†
S
￿
,
￿
￿
￿
￿
￿
˛
”
x
￿
S
￿
￿
￿
S
￿
i
￿
p
￿
z
￿
￿
￿
z
￿
p
￿
￿
…
ﬂ
￿
￿
z
￿
^
￿
¡
￿
U
†
_
￿
L
￿
￿
￿
￿
￿
￿
”
x
￿
f
￿
¡
‚
d
￿
_
￿
S
￿
D
ﬂ
￿
￿
l
￿
S
￿
x
￿
4
￿
￿
￿
x
￿
_
￿
U
￿
￿
￿
￿
￿
l
￿
￿
￿
￿
￿
X
￿
U
￿
￿
￿
i
￿
f
￿
￿
￿
¢
￿
ı
…
￿
X
￿
z
￿
S
￿
f
￿
k
￿
￿
￿
￿
†
f
”
L
￿
0
￿
￿
†
˛
ﬂ
˛
￿
d
￿
￿
￿
¡
￿
-
￿
¡
￿
S
￿
￿
‚
˛
￿
￿
†
»
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
￿
￿
6
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
￿
￿
†
-
￿
l
￿
x
￿
_
•
x
￿
i
￿
￿
￿
p
†
f
￿
S
`
h
•
x
￿
_
￿
X
￿
_
￿
L
￿
￿
￿
p
￿
￿
￿
-
￿
S
￿
x
`
j
￿
i
ﬂ
￿
”
￿
￿
￿
†
d
￿
S
￿
￿
”
x
￿
S
￿
¡
‚
d
￿
_
￿
f
￿
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
˛
￿
_
￿
x
￿
z
￿
S
›
ƒ
§
￿
￿
￿
k
￿
_
–
￿
‡
￿
￿
ł
”
x
￿
f
￿
¡
‚
r
￿
S
￿
S
￿
§
￿
x
￿
f
￿
￿
•
L
￿
l
￿
z
￿
˛
￿
￿
￿
￿
￿
￿
￿
￿
￿
p
￿
￿
￿
￿
￿
_
￿
p
ﬂ
￿
†
f
￿
￿
￿
￿
l
￿
S
￿
z
￿
￿
£
$
`
￿
￿
r
£
Z
†
d
￿
f
￿
z
￿
￿
￿
￿
￿
￿
￿
￿
￿
4
￿
S
￿
￿
￿
p
￿
V
￿
￿
￿
￿
￿
￿
￿
k
«
3
￿
ˇ
†
f
￿
￿
￿
￿
￿
x
￿
˚
￿
X
￿
S
￿
￿
￿
￿
ˇ
†
f
￿
￿
￿
V
ﬂ
￿
†
S
￿
^
￿
￿
￿
x
￿
l
›
;
ƒ
§
￿
￿
￿
u
”
x
￿
S
￿
¡
‚
d
￿
S
￿
S
￿
H
￿
x
￿
￿
￿
.
￿
$
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
l
￿
-
￿
p
￿
￿
￿
￿
p
￿
￿
￿
￿
`
s
￿
i
￿
￿
￿
z
￿
￿
￿
z
￿
^
￿
<
￿
￿
￿
i
￿
￿
￿
.
￿
￿
￿
i
￿
￿
￿
￿
￿
x
￿
§
￿
)
«
￿
￿
4
￿
S
￿
Ø
￿
S
￿
x
`
￿
￿
x
￿
S
￿
￿
ﬂ
￿
￿
￿
￿
¢
…
￿
￿
￿
i
”
￿
￿
p
￿
￿
”
￿
￿
￿
†
s
￿
z
￿
l
￿
￿
￿
￿
†
f
￿
U
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
L
￿
z
￿
s
￿
￿
￿
l
¶
^
￿
￿
￿
z
￿
^
￿
￿
￿
p
￿
S
￿
x
￿
p
ﬂ
￿
…
”
￿
￿
p
￿
z
ﬂ
￿
￿
l
￿
f
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
x
￿
V
￿
_
￿
x
`
{
￿
p
ﬂ
￿
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
x
￿
V
￿
￿
￿
￿
￿
i
￿
￿
￿
l
`
Œ
￿
￿
†
`
s
￿
l
”
￿
￿
p
†
d
£
]
†
S
￿
￿
￿
,
†
f
￿
x
`
s
†
S
￿
¥
”
L
†
￿
†
S
￿
X
￿
l
›
Œ
ƒ
§
￿
￿
￿
.
￿
￿
￿
￿
`
s
￿
i
￿
￿
￿
z
￿
￿
￿
z
￿
^
￿
¥
￿
p
ﬂ
￿
…
”
￿
￿
p
￿
z
ﬂ
￿
￿
l
￿
f
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
x
￿
6
￿
_
￿
￿
￿
˛
￿
￿
￿
l
￿
i
￿
.
￿
8
￿
￿
￿
l
`
u
•
￿
£
h
￿
￿
￿
l
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
￿
`
s
￿
X
￿
￿
￿
z
†
d
￿
^
…
￿
l
￿
￿
£
0
￿
ˇ
￿
￿
†
S
￿
^
￿
￿
…
‰
￿
z
￿
L
`
˚
￿
￿
†
_
￿
ı
￿
⁄
˝
§
￿
_
￿
￿
￿
<
￿
￿
￿
L
￿
d
￿
U
￿
x
￿
S
￿
4
•
P
￿
z
￿
l
￿
￿
˝
￿
￿
￿
￿
¢
￿
￿
￿
￿
￿
l
￿
6
￿
ˇ
†
S
￿
￿
￿
￿
￿
￿
￿
”
x
￿
f
￿
¡
‚
r
￿
S
￿
S
￿
D
￿
￿
￿
L
￿
d
￿
<
ﬂ
˛
￿
d
￿
¡
￿
¡
￿
￿
￿
l
￿
<
￿
r
￿
d
￿
S
￿
i
￿
X
￿
_
•
￿
￿
p
￿
§
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
l
￿
￿
￿
￿
†
￿
¡
￿
S
￿
￿
‚
￿
￿
D
￿
￿
†
￿
•
L
￿
￿
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
l
`
￿
›
￿
￿
V
￿
￿
￿
x
￿
p
￿
)
”
x
￿
_
”
P
￿
z
￿
￿
˝
D
￿
6
•
L
￿
l
￿
S
￿
p
￿
￿
•
￿
£
-
￿
￿
‚
S
￿
z
￿
￿
￿
¡
￿
￿
￿
p
￿
￿
￿
˛
￿
￿
￿
￿
￿
￿
￿
d
…
‰
–
‡
§
…
‰
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
￿
”
￿
￿
￿
†
S
”
x
￿
S
￿
f
￿
d
￿
￿
￿
i
†
f
￿
$
￿
￿
￿
￿
￿
l
†
S
￿
￿
£
S
›
6
ƒ
§
￿
￿
￿
X
￿
0
￿
X
￿
k
￿
ˇ
†
f
￿
i
￿
p
†
d
˝
D
￿
l
`
•
￿
£
h
￿
Z
•
￿
￿
￿
￿
i
￿
z
￿
,
†
S
￿
￿
￿
￿
￿
p
￿
i
￿
￿
￿
￿
†
S
￿
E
￿
￿
￿
x
￿
￿
￿
￿
￿
￿
￿
￿
￿
x
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
†
S
￿
E
￿
￿
￿
￿
￿
»
￿
S
￿
￿
￿
￿
†
S
…
￿
z
￿
p
￿
_
￿
￿
￿
l
`
]
￿
￿
†
S
￿
ı
￿
⁄
˝
D
￿
S
￿
￿
￿
˛
”
x
￿
f
￿
¡
‚
d
￿
_
￿
S
￿
f
›
V
￿
j
￿
¥
￿
￿
￿
￿
￿
l
￿
]
†
f
￿
s
￿
￿
￿
p
￿
i
￿
x
￿
¥
†
S
￿
x
￿
￿
z
￿
￿
”
P
￿
z
￿
￿
￿
p
￿
z
￿
x
￿
z
￿
￿
￿
p
￿
j
`
s
￿
l
”
￿
￿
p
†
d
£
^
￿
p
￿
￿
￿
˛
￿
￿
￿
￿
￿
˛
￿
_
”
￿
”
x
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
h
￿
S
￿
x
`
￿
￿
p
￿
￿
i
￿
￿
￿
￿
`
￿
￿
r
£
^
…
￿
￿
￿
†
S
…
‰
`
￿
￿
r
£
-
￿
x
￿
￿
￿
￿
†
f
￿
￿
￿
￿
￿
￿
￿
˛
￿
￿
￿
S
￿
￿
›
￿
ø
4
￿
p
￿
x
￿
_
￿
p
￿
i
£
f
￿
￿
￿
￿
￿
￿
￿
￿
￿
X
￿
⁄
…
￿
￿
￿
￿
￿
l
￿
§
†
S
￿
￿
￿
X
￿
_
￿
￿
￿
S
￿
z
…
‰
￿
￿
￿
z
￿
S
￿
i
￿
￿
￿
p
￿
z
￿
^
￿
S
￿
z
£
»
￿
￿
†
S
￿
ı
￿
⁄
˝
D
￿
S
￿
￿
￿
)
ﬂ
￿
￿
p
￿
S
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
»
￿
￿
†
￿
￿
￿
S
￿
￿
￿
X
`
¥
￿
l
￿
^
￿
￿
￿
p
￿
￿
†
f
￿
￿
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
￿
`
s
￿
p
￿
￿
￿
￿
￿
L
￿
￿
￿
￿
￿
l
`
￿
›
œ
ß
¥
￿
˚
￿
˘
￿
￿
E
￿
￿
￿
￿
œ
￿
￿
￿
￿
￿
￿
￿
￿
￿
¨
￿
˘
4
˙
<
￿
￿
￿
￿
˙
U
￿
￿
¨
￿
￿
˚
¨
￿
˘
U
￿
￿
￿
ª
˘
￿
￿
￿
￿
￿
˙
￿
￿
￿
)
￿
￿
￿
i
￿
º
￿
￿
￿
¡
￿
S
`
￿
￿
¢
￿
￿
￿
i
†
f
￿
x
￿
_
￿
￿
‡
§
…
‰
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
l
†
S
￿
￿
£
￿
￿
￿
￿
x
￿
￿
￿
⁄
˝
,
†
S
…
￿
l
￿
i
￿
.
￿
8
￿
￿
￿
￿
†
S
￿
￿
￿
z
†
S
￿
s
￿
L
￿
S
￿
￿
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
H
￿
￿
”
x
￿
S
￿
z
￿
￿
￿
￿
￿
￿
￿
￿
￿
„
￿
￿
￿
X
￿
˚
`
s
￿
p
￿
￿
￿
p
`
s
￿
.
`
￿
p
￿
^
￿
￿
†
￿
￿
⁄
˝
D
†
￿
￿
￿
￿
l
￿
S
￿
p
†
S
￿
x
￿
￿
•
￿
£
￿
￿
￿
￿
￿
”
x
￿
￿
￿
z
￿
￿
￿
￿
†
_
￿
￿
￿
¡
￿
S
`
s
￿
p
￿
x
￿
￿
￿
￿
￿
￿
￿
l
￿
f
￿
￿
￿
￿
￿
.
`
†
f
￿
j
￿
￿
￿
￿
￿
˛
￿
¡
￿
_
￿
￿
￿
S
￿
￿
￿
￿
￿
￿
￿
x
￿
z
￿
i
￿
l
￿
x
￿
z
›
-
ƒ
§
￿
￿
￿
˛
￿
¡
￿
S
`
s
￿
p
￿
x
￿
￿
￿
j
￿
p
￿
6
￿
¡
￿
x
†
f
￿
￿
￿
z
￿
￿
￿
†
»
￿
￿
￿
x
￿
d
￿
￿
￿
￿
￿
￿
￿
￿
￿
¡
￿
x
￿
_
￿
￿
￿
S
￿
￿
`
s
￿
p
￿
￿
￿
￿
￿
￿
￿
p
•
￿
￿
s
￿
￿
￿
p
†
S
￿
h
†
_
￿
<
￿
￿
￿
￿
￿
6
￿
¡
￿
_
￿
￿
￿
S
￿
￿
￿
￿
￿
p
￿
￿
z
†
S
￿
^
￿
￿
￿
S
￿
i
￿
￿
￿
.
`
u
˝
￿
￿
¢
￿
￿
￿
￿
￿
p
￿
￿
￿
￿
￿
x
￿
Z
￿
￿
”
￿
￿
￿
￿
z
￿
￿
￿
S
›
j
ﬁ
￿
†
d
˝
D
￿
z
￿
S
￿
l
￿
l
￿
4
￿
p
￿
￿
￿
￿
￿
￿
￿
￿
r
…
¸
–
￿
￿
d
￿
S
￿
￿
￿
X
￿
_
￿
^
￿
￿
￿
￿
￿
￿
￿
￿
￿
i
￿
x
￿
￿
￿
z
￿
￿
…
￿
￿
￿
￿
z
￿
f
￿
i
†
f
￿
￿
￿
X
￿
￿
￿
ˇ
￿
￿
￿
￿
￿
￿
￿
￿
￿
z
￿
￿
`
s
￿
p
￿
￿
￿
p
`
￿
￿
l
`
￿
i
￿
^
￿
￿
†
˛
￿
￿
￿
￿
•
s
…
‰
￿
￿
￿
l
￿
S
￿
p
†
S
￿
x
￿
§
￿
f
￿
§
￿
i
￿
p
￿
i
￿
L
￿
⁄
￿
￿
￿
￿
￿
_
￿
￿
￿
l
`
Z
￿
p
￿
$
ø
4
￿
p
￿
S
￿
￿
￿
￿
￿
￿
'
S
›
￿
￿
￿
i
￿
￿
￿
￿
￿
p
￿
!
￿
l
￿
S
￿
¡
￿
!
￿
￿
￿
x
•
s
…
￿
￿
￿
￿
z
￿
f
￿
i
†
f
￿
￿
￿
z
￿
￿
￿
l
￿
￿
￿
f
£
u
￿
i
￿
x
`
￿
￿
z
”
P
￿
z
￿
x
`
s
￿
l
￿
^
￿
‡
§
…
￿
ﬂ
˛
￿
_
￿
￿
￿
￿
￿
¢
￿
￿
•
x
￿
S
￿
￿
￿
X
￿
Ø
￿
⁄
￿
¡
￿
d
￿
￿
￿
l
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
„
￿
8
￿
￿
￿
S
￿
￿
￿
}
￿
￿
￿
￿
…
”
x
￿
_
￿
x
`
￿
￿
l
`
j
￿
i
￿
H
￿
￿
￿
l
￿
￿
ﬂ
˛
￿
0
†
S
￿
§
￿
$
￿
￿
￿
￿
￿
￿
†
_
￿
,
￿
⁄
˝
,
†
S
…
￿
￿
l
￿
i
￿
.
￿
8
￿
￿
￿
￿
†
S
￿
h
￿
ˇ
￿
￿
￿
x
￿
￿
…
￿
￿
￿
p
†
S
￿
x
￿
l
￿
￿
￿
 
￿
￿
￿
￿
￿
!
￿
"
$
#
%
"
&
!
(
’
)
#
*
’
￿
+
￿
￿
,
￿
￿
„
￿
￿
￿
x
￿
S
￿
D
￿
ˇ
†
f
￿
i
￿
p
†
d
˝
￿
￿
.
-
￿
￿
￿
￿
￿
￿
!
"
#
"
!
’
#
’
￿
￿
￿
￿
￿
￿
„
￿
￿
/
0
!
"
#
"
!
’
#
’
￿
￿
￿
￿
￿
￿
￿
￿
+
￿
￿
￿
￿
„
￿
$
1
￿
￿
￿
￿
￿
!
"
#
"
!
’
#
’
￿
3
2
￿
⁄
'
r
￿
ƒ
§
￿
￿
￿
￿
￿
⁄
˝
D
†
_
…
‰
￿
z
￿
p
￿
l
￿
￿
￿
￿
￿
￿
†
S
￿
￿
￿
ˇ
￿
￿
￿
x
￿
￿
￿
￿
￿
p
†
S
￿
x
￿
l
￿
￿
￿
 
￿
￿
￿
￿
￿
!
￿
"
&
#
%
"
)
!
(
’
$
#
*
’
￿
￿
￿
￿
,
￿
￿
„
￿
￿
￿
￿
_
￿
￿
￿
˚
￿
￿
†
f
￿
x
￿
⁄
￿
￿
￿
￿
￿
L
￿
8
￿
￿
￿
.
`
$
￿
x
￿
￿
￿
i
￿
￿
￿
¥
†
S
￿
￿
￿
z
…
￿
￿
l
￿
i
￿
.
￿
8
￿
￿
￿
￿
†
S
￿
$
￿
¡
￿
S
`
s
￿
X
￿
_
￿
￿
￿
ˇ
￿
￿
￿
x
￿
￿
…
￿
￿
￿
p
†
S
￿
x
￿
4
￿
￿
￿
x
￿
d
￿
E
￿
S
￿
￿
￿
D
￿
z
￿
p
￿
S
￿
l
￿
s
￿
ˇ
￿
￿
￿
x
￿
￿
￿
￿
￿
p
†
S
￿
x
￿
U
†
S
￿
x
￿
￿
￿
￿
￿
k
￿
s
￿
¡
￿
￿
￿
,
4
†
f
`
s
￿
p
￿
￿
￿
f
￿
z
￿
￿
l
¶
^
￿
x
￿
d
￿
￿
￿
i
†
f
￿
Z
￿
￿
†
S
￿
p
￿
S
￿
.
`
»
￿
￿
￿
x
•
s
￿
⁄
￿
l
￿
￿
￿
D
￿
￿
†
˚
￿
x
￿
￿
￿
.
`
»
•
P
†
S
￿
￿
￿
L
`
￿
￿
_
￿
￿
£
»
￿
￿
†
f
￿
s
…
`
s
￿
¢
￿
￿
￿
i
†
f
￿
x
￿
l
›
˚
ƒ
§
￿
￿
￿
￿
￿
￿
￿
s
”
x
￿
_
￿
L
￿
￿
￿
p
†
S
￿
H
￿
￿
†
￿
￿
￿
æ
»
￿
￿
￿
p
￿
z
￿
^
￿
¡
￿
z
￿
5
1
6
￿
￿
￿
￿
￿
!
"
#
"
!
’
#
’
￿
￿
￿
_
￿
￿
￿
Z
`
s
￿
z
￿
￿
￿
z
￿
￿
ﬂ
￿
￿
i
￿
x
￿
l
`
￿
•
￿
£
￿
￿
￿
†
f
￿
x
￿
￿
￿
￿
￿
￿
￿
x
￿
8
￿
￿
￿
i
￿
￿
￿
H
￿
_
￿
x
`
 
`
s
￿
X
￿
_
￿
S
†
f
￿
x
￿
_
￿
i
…
￿
i
￿
l
￿
i
￿
￿
￿
h
￿
￿
￿
￿
￿
$
￿
￿
†
f
￿
￿
￿
￿
￿
l
￿
￿
”
P
†
S
￿
x
`
s
￿
p
￿
￿
￿
V
￿
⁄
˝
D
†
_
…
‰
￿
z
￿
p
￿
l
￿
￿
￿
￿
￿
￿
†
S
￿
￿
ﬁ
)
￿
_
ﬂ
￿
￿
i
￿
i
￿
￿
†
S
…
￿
￿
￿
p
￿
S
￿
Z
ﬂ
˛
￿
_
￿
￿
￿
￿
￿
¢
￿
￿
›
ƒ
§
￿
￿
￿
)
￿
￿
￿
s
”
x
￿
S
￿
x
￿
￿
￿
p
†
S
￿
»
￿
z
†
￿
￿
￿
æ
»
￿
￿
￿
p
￿
z
￿
^
￿
￿
￿
,
￿
_
￿
x
`
˛
￿
￿
￿
￿
￿
)
￿
￿
￿
f
`
s
￿
p
￿
S
￿
x
•
x
￿
_
…
￿
￿
￿
X
￿
<
￿
ˇ
￿
x
￿
x
￿
8
￿
￿
￿
i
†
f
￿
x
￿
￿
￿
_
￿
￿
￿
￿
￿
￿
￿
￿
￿
z
￿
Z
￿
x
￿
￿
￿
.
`
˛
￿
￿
†
￿
￿
z
†
S
￿
x
￿
￿
￿
￿
￿
￿
￿
x
￿
8
￿
§
￿
￿
￿
x
￿
￿
￿
￿
￿
f
￿
￿
￿
￿
_
ﬂ
￿
”
￿
￿
p
￿
¢
￿
￿
￿
x
`
s
￿
l
￿
8
7
6
9
!
￿
#
%
"
$
#
*
’
￿
￿
f
￿
￿
￿
￿
†
s
￿
￿
￿
X
￿
d
￿
￿
￿
l
`
!
˝
￿
￿
¢
￿
￿
￿
Ø
￿
l
￿
f
￿
¡
￿
Ø
￿
￿
￿
x
•
s
…
￿
￿
￿
l
￿
S
￿
p
†
S
￿
¥
￿
.
`
s
￿
S
￿
;
:
=
<
‹
'
￿
￿
￿
?
>
￿
￿
)
@
·
d
›
ø
x
†
S
￿
￿
￿
l
￿
f
￿
¡
￿
¥
￿
p
￿
x
￿
￿
￿
X
`
s
￿
l
￿
f
￿
￿
￿
l
￿
i
￿
.
￿
8
￿
￿
￿
￿
†
f
￿
Z
￿
l
￿
￿
￿
z
￿
￿
￿
S
£
»
￿
￿
￿
￿
￿
￿
￿
￿
†
_
￿
4
￿
i
†
S
…
￿
z
￿
_
￿
￿
‡
§
…
‰
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
X
￿
￿
￿
.
￿
Z
￿
B
A
D
C
?
9
¸
￿
￿
￿
z
￿
_
￿
 
•
L
￿
V
￿
z
†
S
￿
x
￿
￿
￿
￿
￿
￿
￿
x
￿
8
￿
￿
￿
l
`
￿
￿
ˇ
￿
￿
†
f
ﬂ
￿
￿
￿
￿
￿
h
￿
￿
￿
￿
￿
￿
￿
￿
￿
S
￿
z
￿
h
￿
_
ﬂ
￿
”
￿
￿
p
￿
¢
￿
￿
￿
x
`
s
￿
.
￿
z
›
ø
x
†
S
￿
F
E
￿
:
G
<
‹
'
￿
￿
￿
?
>
￿
￿
)
@
·
￿
￿
￿
￿
￿
l
￿
H
￿
I
6
J
?
K
B
L
N
M
P
O
￿
Q
O
"
Q
O
’
M
P
Q
"
Q
’
S
R
T
U
W
V
K
0
Y
X
[
Z
J
M
O
Q
O
"
Q
O
’
X
Z
K
M
P
Q
"
Q
’
X
\
X
^
]
\
H
U
L
ﬁ
￿
￿
z
￿
￿
￿
_
￿
9
￿
p
￿
￿
￿
￿
￿
￿
￿
˛
￿
¡
￿
S
`
s
￿
p
￿
x
￿
0
†
S
￿
,
￿
￿
￿
￿
￿
_
:
N
‘
+
a
$
￿
l
`
s
￿
f
￿
S
￿
6
b
º
￿
X
￿
0
￿
￿
￿
￿
￿
￿
￿
†
_
￿
¡
￿
_
￿
P
￿
z
￿
￿
￿
l
￿
￿
￿
f
£
￿
†
_
￿
C
￿
￿
￿
￿
￿
k
￿
⁄
˝
D
†
_
…
‰
￿
z
￿
p
￿
l
￿
￿
￿
￿
￿
￿
†
S
￿
»
￿
￿
£
s
￿
⁄
￿
￿
￿
z
ﬂ
￿
￿
_
￿
x
`
c
b
￿
￿
_
￿
￿
￿
￿
￿
￿
￿
￿
￿
)
￿
z
￿
p
￿
S
￿
l
￿
￿
￿
z
￿
￿
￿
l
￿
￿
￿
f
￿
i
￿
.
￿
U
†
S
•
￿
￿
￿
￿
_
￿
p
￿
￿
￿
.
`
˛
•
￿
£
￿
`
s
￿
X
￿
_
￿
f
†
S
￿
x
￿
S
￿
i
￿
p
￿
z
￿
p
￿
￿
￿
￿
￿
￿
￿
￿
U
￿
⁄
˝
D
†
_
…
‰
￿
z
￿
p
￿
l
￿
￿
￿
￿
￿
￿
†
S
￿
￿
ﬁ
k
￿
_
ﬂ
￿
￿
p
￿
¢
￿
￿
†
S
￿
￿
￿
X
￿
_
￿
0
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
)
￿
p
￿
0
￿
￿
￿
x
￿
E
￿
￿
￿
x
•
s
…
￿
￿
￿
l
￿
S
￿
p
†
S
￿
C
›
¥
￿
D
£
j
￿
x
￿
￿
￿
p
￿
￿
￿
$
￿
￿
￿
￿
￿
»
￿
p
†
￿
￿
l
￿
_
￿
E
‡
￿
…
￿
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
X
￿
￿
￿
.
￿
z
￿
￿
￿
￿
￿
￿
￿
»
‡
￿
…
ﬂ
￿
￿
_
￿
￿
￿
￿
￿
¢
￿
$
†
S
￿
￿
￿
￿
￿
￿
￿
￿
•
L
†
f
￿
￿
￿
x
`
￿
￿
S
￿
￿
£
-
†
_
￿
U
￿
￿
￿
￿
￿
￿
￿
i
￿
￿
￿
x
￿
z
￿
￿
ﬂ
￿
†
^
￿
⁄
￿
0
￿
￿
￿
x
•
s
…
￿
￿
￿
l
￿
S
￿
p
†
S
￿
6
￿
z
￿
S
￿
˚
•
P
￿
,
”
x
￿
￿
†
f
”
x
￿
_
￿
^
￿
d
￿
￿
￿
.
`
￿
￿
S
￿
z
￿
￿
†
^
￿
￿
￿
￿
￿
_
￿
p
￿
^
￿
￿
￿
￿
•
s
…
‰
￿
￿
￿
l
￿
S
￿
p
†
S
￿
x
￿
l
￿
˝
,
†
f
￿
￿
‚
￿
￿
p
￿
￿
￿
»
￿
￿
£
s
￿
￿
￿
￿
￿
l
ﬂ
￿
￿
_
￿
￿
￿
X
￿
z
￿
S
￿
i
￿
p
£
-
￿
ˇ
￿
￿
†
f
ﬂ
º
￿
￿
￿
￿
￿
d
￿
￿
…
¸
￿
d
￿
s
￿
X
￿
)
￿
_
￿
k
￿
￿
￿
￿
￿
•
L
†
S
￿
￿
￿
￿
†
f
ﬂ
†
_
￿
˚
￿
.
￿
S
￿
¡
￿
￿
￿
￿
￿
￿
￿
￿
￿
i
”
Ø
￿
￿
†
]
￿
i
￿
￿
￿
$
`
s
￿
X
￿
_
￿
f
†
S
￿
x
￿
S
￿
)
￿
f
￿
»
￿
p
￿
i
￿
p
￿
x
￿
￿
…
￿
￿
￿
¡
￿
d
￿
￿
￿
.
`
6
￿
p
￿
￿
ø
4
￿
p
￿
S
￿
￿
￿
￿
￿
￿
'
S
￿
d
￿
￿
†
)
£
￿
￿
p
￿
z
￿
X
`
6
￿
￿
￿
￿
￿
§
￿
S
￿
p
†
S
•
x
￿
S
￿
￿
‡
￿
…
￿
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
￿
￿
e
￿
￿
†
S
￿
2
￿
￿
￿
￿
￿
h
•
P
†
S
￿
￿
￿
L
`
￿
￿
_
￿
￿
£
 
†
S
￿
0
￿
￿
￿
￿
￿
H
￿
i
￿
x
￿
￿
￿
z
￿
￿
…
￿
￿
S
￿
x
`
2
†
S
￿
s
￿
￿
￿
z
￿
￿
…
￿
￿
￿
l
￿
S
￿
p
†
S
￿
￿
￿
+
￿
￿
/
f
￿
s
￿
8
›
￿
ƒ
§
￿
￿
￿
X
￿
$
”
￿
￿
￿
†
S
”
x
￿
S
￿
f
￿
d
￿
￿
￿
i
†
f
￿
Ø
￿
X
￿
￿
`
s
†
S
ﬂ
￿
￿
i
…
￿
x
￿
d
￿
￿
￿
l
`
￿
•
^
£
￿
ﬂ
˛
￿
_
￿
￿
￿
￿
￿
¢
￿
˚
ﬂ
￿
￿
￿
￿
i
￿
￿
￿
p
”
￿
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
x
￿
4
˝
￿
￿
￿
￿
X
￿
¡
￿
￿
￿
_
￿
￿
￿
D
￿
z
†
S
ﬂ
￿
…
”
￿
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
.
`
]
•
P
￿
l
￿
l
￿
_
￿
x
￿
￿
￿
Z
†
S
￿
k
￿
￿
￿
￿
￿
V
`
s
£
￿
￿
x
￿
_
ﬂ
￿
￿
X
￿
Z
￿
L
￿
d
￿
￿
￿
x
￿
￿
￿
-
†
_
￿
e
￿
˝
￿
￿
￿
￿
p
￿
¡
￿
V
￿
¡
￿
x
￿
S
￿
￿
￿
S
￿
.
￿
,
￿
￿
￿
￿
￿
˚
`
￿
￿
l
￿
￿
￿
i
￿
f
￿
x
￿
d
￿
￿
￿
i
†
f
￿
x
￿
§
†
_
￿
￿
￿
¢
￿
¡
￿
￿
￿
￿
†
d
˝
￿
￿
D
￿
S
￿
x
`
￿
￿
†
S
￿
p
￿
￿
ﬂ
￿
￿
x
￿
￿
￿
_
￿
x
`
u
￿
f
￿
￿
†
d
˝
￿
￿
0
￿
p
￿
]
￿
￿
￿
i
￿
l
￿
¥
￿
S
￿
6
￿
￿
￿
￿
￿
»
”
x
￿
￿
†
f
”
x
￿
_
￿
^
￿
d
￿
￿
￿
p
†
S
￿
”
￿
￿
￿
†
s
￿
z
￿
z
￿
l
`
x
￿
z
›
ø
4
￿
p
￿
x
￿
_
￿
p
￿
i
£
f
￿
r
￿
￿
￿
￿
￿
§
￿
f
￿
i
†
f
•
x
￿
_
￿
￿
‡
§
…
‰
ﬂ
￿
￿
_
￿
￿
￿
￿
￿
¢
￿
e
￿
X
￿
￿
￿
￿
￿
¡
￿
_
￿
x
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
l
`
†
S
￿
^
￿
￿
†
¥
￿
S
￿
￿
￿
_
”
￿
”
x
￿
￿
†
f
”
￿
￿
￿
￿
X
￿
d
￿
￿
￿
￿
•
x
￿
S
￿
￿
￿
X
￿
￿
￿
ˇ
†
S
￿
)
￿
x
￿
￿
￿
˚
￿
p
￿
V
￿
￿
￿
￿
￿
￿
†
S
￿
s
￿
￿
￿
z
￿
￿
…
￿
￿
￿
l
￿
S
￿
p
†
S
￿
C
›
ﬁ
￿
￿
l
￿
￿
￿
f
￿
￿
￿
2
￿
￿
￿
￿
￿
f
`
s
￿
i
￿
￿
￿
p
†
S
￿
x
￿
S
￿
¥
'
￿
…
¸
–
=
”
x
￿
￿
†
f
”
x
￿
_
￿
^
￿
d
￿
￿
￿
p
†
S
￿
￿
p
￿
˛
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
l
`
 
†
S
￿
!
￿
￿
￿
x
￿
$
￿
￿
￿
¡
￿
_
￿
x
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
l
`
!
‡
§
…
￿
ﬂ
˛
￿
_
￿
￿
￿
￿
￿
¢
￿
￿
￿
￿
†
￿
￿
†
S
ﬂ
￿
”
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
6
￿
￿
￿
z
￿
_
￿
￿
￿
￿
￿
z
￿
￿
￿
i
￿
￿
￿
˛
`
￿
￿
_
￿
￿
￿
￿
†
_
￿
￿
￿
p
￿
f
￿
￿
￿
z
￿
￿
￿
l
￿
￿
￿
l
›
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
580r1
r2
a
inner-region outer-region
ø
4
￿
p
￿
S
￿
￿
￿
￿
￿
￿
'
Y
-
h
￿
￿
￿
x
•
P
`
s
￿
p
￿
￿
￿
p
￿
￿
￿
p
†
S
￿
2
†
_
￿
￿
￿
￿
￿
￿
￿
V
￿
p
￿
￿
￿
￿
￿
l
￿
￿
…
‰
￿
￿
￿
z
￿
S
￿
p
†
S
￿
!
￿
￿
†
f
￿
s
￿
x
￿
S
￿
x
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
 
￿
￿
”
x
￿
f
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
„
￿
￿
￿
i
￿
^
￿
￿
†
￿
￿
￿
￿
￿
￿
￿
￿
»
†
S
￿
￿
￿
z
†
S
￿
￿
￿
￿
￿
.
￿
8
￿
￿
￿
l
`
￿
￿
￿
￿
•
s
…
‰
￿
￿
￿
l
￿
S
￿
p
†
S
￿
x
￿
l
›
 
6
7
6
7
1 2
3
4
5
3
4
5
A
B
C
D
ø
4
￿
p
￿
S
￿
￿
￿
￿
￿
)
￿
g
-
￿
ƒ
§
￿
￿
￿
)
￿
d
…
‰
–
Œ
￿
￿
†
S
￿
ı
￿
⁄
˝
D
￿
S
￿
￿
￿
￿
”
L
￿
S
￿
¡
‚
d
￿
_
￿
f
￿
S
›
￿
￿
D
￿
p
†
s
￿
¡
‚
￿
￿
E
￿
￿
￿
_
￿
L
`
˛
￿
 
￿
S
￿
￿
￿
￿
￿
p
￿
x
`
s
￿
l
”
L
￿
l
￿
x
`
s
￿
l
￿
f
￿
D
†
_
￿
￿
￿
￿
￿
x
￿
)
￿
￿
†
f
￿
i
￿
p
￿
X
￿
￿
￿
p
†
S
￿
￿
￿
z
￿
x
￿
z
￿
￿
￿
S
£
￿
￿
S
￿
x
`
￿
￿
￿
l
￿
l
`
H
†
S
￿
x
￿
i
£
￿
•
P
￿
˛
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
.
`
h
†
f
￿
x
￿
￿
￿
￿
˝
￿
￿
￿
￿
p
￿
p
￿
˛
•
￿
￿
i
†
s
￿
¡
‚
s
￿
˚
￿
}
￿
_
￿
x
`
H
–
’
￿
_
￿
￿
￿
˛
`
s
￿
z
”
P
￿
z
￿
L
`
s
￿
z
￿
^
￿
6
†
S
￿
j
￿
￿
￿
x
￿
»
￿
￿
†
S
￿
p
￿
p
￿
p
￿
￿
￿
i
†
f
￿
j
￿
l
￿
￿
￿
z
￿
￿
￿
S
£
￿
￿
S
￿
x
`
ﬂ
￿
￿
x
￿
⁄
￿
￿
•
P
￿
￿
￿
￿
￿
z
”
P
￿
l
￿
d
￿
￿
￿
l
`
Z
￿
￿
￿
￿
￿
x
`
s
￿
￿
￿
l
`
￿
￿
§
†
S
￿
￿
￿
￿
￿
i
ﬂ
￿
￿
.
￿
z
›
h
ß
¥
￿
˚
￿
˘
￿
￿
E
￿
￿
￿
￿
œ
￿
￿
￿
￿
￿
￿
￿
￿
￿
¨
￿
˘
4
˙
<
￿
￿
￿
￿
˙
U
￿
￿
¨
￿
￿
˚
¨
￿
˘
U
￿
￿
￿
ª
￿
¨
￿
￿
￿
¨
￿
￿
￿
ƒ
§
￿
￿
￿
§
￿
r
…
¸
–
]
‡
§
…
‰
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
￿
”
x
￿
￿
†
f
”
x
￿
_
￿
^
￿
d
￿
￿
￿
p
†
S
￿
0
”
x
￿
f
￿
¡
‚
d
￿
_
￿
S
￿
<
￿
z
†
S
￿
x
￿
￿
￿
X
￿
⁄
￿
¡
￿
†
S
￿
￿
￿
￿
￿
￿
￿
6
￿
￿
￿
l
￿
S
￿
l
￿
-
￿
￿
￿
￿
￿
S
￿
S
￿
l
￿
l
￿
￿
￿
i
￿
p
￿
p
￿
x
￿
⁄
￿
￿
￿
￿
￿
_
￿
￿
￿
.
`
¥
￿
p
￿
V
ø
￿
￿
p
￿
S
￿
x
￿
￿
￿
6
￿
s
›
Ł
￿
f
￿
¡
￿
￿
￿
⁄
￿
¡
￿
_
￿
S
￿
˚
•
L
￿
l
￿
i
†
f
￿
￿
￿
f
￿
￿
￿
￿
†
»
†
f
￿
￿
￿
˚
†
S
￿
4
￿
ˇ
†
f
￿
￿
￿
)
￿
ˇ
￿
￿
￿
x
￿
8
￿
￿
￿
i
†
f
￿
x
￿
_
￿
•
￿
￿
p
†
s
￿
¡
‚
s
￿
W
-
<
￿
˚
￿
x
￿
￿
￿
L
￿
￿
†
f
￿
￿
–
˚
›
x
ƒ
§
￿
x
￿
￿
•
￿
￿
i
†
s
￿
¡
‚
s
￿
§
ﬂ
˚
￿
L
￿
⁄
￿
￿
•
P
￿
￿
”
L
￿
l
￿
￿
…
￿
ˇ
†
f
￿
￿
ﬂ
￿
￿
l
`
h
￿
￿
￿
.
¶
f
￿
x
￿
z
￿
^
￿
￿
￿
X
￿
_
￿
p
￿
i
£
f
›
￿
￿
D
￿
i
†
s
￿
¡
‚
s
￿
￿
￿
}
￿
S
￿
x
`
￿
￿
{
￿
_
￿
￿
￿
6
￿
p
￿
x
`
s
￿
￿
…
”
P
￿
z
￿
x
`
￿
￿
z
￿
^
￿
￿
†
S
￿
￿
￿
￿
￿
￿
￿
-
￿
￿
†
S
￿
p
￿
p
￿
p
￿
￿
￿
i
†
f
￿
￿
￿
z
￿
￿
￿
l
￿
￿
￿
f
£
j
￿
S
￿
x
`
u
￿
￿
￿
z
￿
.
`
￿
†
S
￿
x
￿
i
£
•
P
￿
V
”
L
￿
l
￿
￿
￿
ˇ
†
f
￿
￿
ﬂ
￿
￿
.
`
]
†
f
￿
x
￿
￿
￿
$
˝
￿
￿
￿
￿
p
￿
i
￿
V
•
x
￿
i
†
s
￿
¡
‚
s
￿
¥
￿
￿
￿
S
￿
x
`
2
–
￿
￿
_
￿
￿
￿
`
s
￿
l
”
L
￿
l
￿
x
`
s
￿
l
￿
f
￿
)
†
S
￿
Z
￿
￿
￿
￿
￿
˚
￿
z
†
S
￿
p
￿
i
￿
X
￿
￿
￿
i
†
f
￿
Z
￿
l
￿
￿
￿
z
￿
￿
￿
S
£
¥
￿
S
￿
x
`
Z
ﬂ
˚
￿
x
￿
￿
￿
￿
•
L
￿
￿
￿
￿
z
”
P
￿
l
￿
_
￿
￿
￿
l
`
Z
￿
￿
￿
￿
￿
x
`
s
￿
￿
￿
l
`
x
￿
￿
†
_
￿
￿
￿
￿
￿
p
ﬂ
￿
￿
.
￿
z
›
￿
D
￿
i
†
s
￿
¡
‚
h
￿
￿
￿
z
†
S
￿
^
￿
￿
￿
S
￿
i
￿
x
￿
)
￿
⁄
˝
D
†
$
￿
i
￿
x
`
￿
￿
z
”
P
￿
z
￿
x
`
s
￿
l
￿
^
￿
￿
￿
⁄
￿
¡
￿
_
￿
f
￿
l
￿
l
￿
U
'
￿
S
￿
x
`
˚
￿
g
-
￿
￿
￿
￿
￿
￿
_
￿
f
￿
k
'
E
￿
z
†
S
￿
x
￿
￿
￿
￿
￿
￿
￿
x
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
,
￿
_
￿
￿
†
f
ﬂ
￿
￿
X
￿
U
•
x
￿
f
￿
￿
￿
X
￿
￿
￿
ˇ
￿
￿
￿
x
￿
8
…
￿
￿
￿
i
†
f
￿
x
￿
￿
￿
￿
†
u
•
P
￿
-
￿
L
￿
￿
￿
.
`
]
￿
p
￿
!
￿
￿
￿
￿
￿
-
￿
￿
￿
¡
￿
_
￿
L
￿
⁄
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
d
￿
￿
￿
i
†
f
￿
￿
†
_
￿
)
￿
￿
￿
￿
￿
￿
￿
￿
p
†
S
•
x
￿
S
￿
^
‡
￿
…
￿
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
￿
￿
e
￿
d
˝
￿
￿
￿
￿
p
￿
i
￿
￿
￿
^
￿
￿
￿
S
￿
S
￿
§
￿
￿
￿
￿
†
f
ﬂ
￿
”
￿
￿
s
￿
￿
￿
.
￿
4
￿
￿
￿
_
…
`
s
￿
X
￿
_
￿
￿
￿
p
￿
^
￿
￿
￿
l
￿
S
￿
¡
￿
_
￿
X
￿
<
￿
￿
￿
x
￿
d
￿
k
￿
l
￿
_
￿
¥
•
P
￿
￿
￿
x
￿
￿
￿
l
`
¥
￿
i
￿
-
￿
￿
￿
x
￿
0
￿
z
†
S
￿
x
￿
￿
￿
￿
￿
￿
￿
x
￿
￿
…
￿
￿
￿
i
†
f
￿
j
†
S
￿
<
￿
￿
￿
￿
￿
˛
ﬁ
)
￿
_
ﬂ
￿
￿
i
￿
i
￿
￿
†
f
￿
￿
￿
X
￿
_
￿
H
ﬂ
￿
￿
_
￿
￿
￿
￿
￿
¢
￿
￿
￿
p
￿
H
†
_
￿
P
…
‰
`
s
￿
X
￿
_
￿
f
†
S
￿
x
￿
S
￿
￿
￿
￿
￿
•
s
…
‰
￿
￿
￿
l
￿
S
￿
p
†
S
￿
x
￿
l
›
￿
D
￿
i
†
s
￿
¡
‚
￿
￿
￿
z
†
S
￿
x
￿
￿
￿
p
￿
￿
￿
￿
￿
￿
†
S
￿
D
￿
￿
￿
￿
￿
_
￿
f
￿
l
￿
>
￿
@
￿
S
￿
x
`
￿
i
￿
›
Ł
￿
S
￿
¡
￿
￿
z
†
S
￿
p
￿
￿
ﬂ
￿
￿
˛
†
_
￿
￿
￿
,
￿
p
†
s
￿
¡
‚
￿
￿
 
￿
￿
†
S
￿
￿
￿
￿
￿
l
￿
￿
”
L
†
f
￿
x
`
￿
￿
4
￿
￿
†
6
￿
￿
￿
￿
￿
￿
•
s
…
‰
￿
￿
￿
z
￿
S
￿
p
†
S
￿
￿
›
￿
￿
￿
￿
￿
p
￿
p
￿
u
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
z
￿
￿
￿
⁄
￿
¡
￿
_
￿
f
￿
l
￿
-
†
_
￿
￿
￿
l
￿
f
￿
¡
￿
{
￿
z
†
S
￿
p
￿
￿
ﬂ
￿
￿
{
ﬂ
￿
￿
x
￿
￿
￿
•
P
￿
j
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
l
`
Ø
￿
￿
￿
l
¶
^
￿
￿
￿
l
￿
^
￿
￿
￿
X
￿
_
￿
p
￿
i
£
!
￿
l
￿
f
￿
¡
￿
￿
￿
￿
†
f
￿
i
￿
￿
ﬂ
￿
￿
Ø
￿
X
￿
Z
￿
i
￿
s
…
`
s
￿
l
”
L
￿
l
￿
x
`
s
￿
l
￿
f
￿
6
￿
S
￿
x
`
j
￿
l
￿
_
￿
j
•
L
￿
￿
￿
￿
†
f
ﬂ
￿
”
x
￿
s
￿
￿
￿
.
`
j
￿
z
†
S
￿
x
￿
z
￿
￿
￿
￿
￿
￿
￿
z
￿
^
￿
￿
￿
i
£
f
›
￿
^
￿
¡
￿
_
￿
f
￿
>
￿
z
†
S
￿
x
￿
￿
￿
￿
￿
￿
￿
x
￿
8
￿
¡
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
•
s
…
‰
￿
￿
￿
l
￿
S
￿
p
†
S
￿
V
ﬁ
k
￿
S
ﬂ
￿
￿
i
￿
i
￿
￿
†
f
￿
￿
￿
p
￿
S
￿
ﬂ
￿
￿
_
￿
￿
￿
￿
￿
¢
￿
￿
￿
˚
￿
^
￿
¡
￿
_
￿
f
￿
@
`
s
￿
X
￿
_
￿
S
†
f
￿
x
￿
_
￿
p
￿
p
￿
z
￿
l
￿
-
￿
￿
￿
￿
￿
￿
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
{
￿
S
￿
x
`
￿
^
￿
￿
￿
S
￿
S
￿
j
i
2
￿
￿
†
f
￿
x
￿
⁄
￿
￿
￿
￿
￿
L
￿
8
￿
￿
￿
-
￿
￿
￿
￿
￿
￿
￿
￿
†
f
￿
￿
￿
￿
￿
l
￿
￿
”
P
†
S
￿
x
`
s
￿
p
￿
￿
￿
2
￿
￿
￿
x
￿
￿
￿
￿
￿
f
￿
￿
￿
￿
_
ﬂ
￿
”
￿
￿
p
￿
¢
￿
￿
￿
x
`
s
￿
l
￿
l
￿
7
9
!
￿
#
"
#
’
￿
›
￿
D
￿
p
†
￿
￿
¡
‚
Z
￿
Ø
￿
p
￿
^
￿
f
†
S
￿
p
￿
S
￿
.
￿
E
￿
￿
￿
￿
￿
￿
”
￿
￿
￿
†
S
”
x
￿
S
￿
f
￿
_
￿
￿
￿
p
†
S
￿
»
†
S
￿
4
￿
￿
￿
S
￿
p
†
S
•
x
￿
S
￿
‡
§
…
￿
ﬂ
˛
￿
_
￿
￿
￿
￿
￿
¢
￿
￿
￿
e
￿
u
￿
f
￿
￿
￿
￿
†
f
￿
￿
￿
!
￿
￿
￿
￿
￿
3
￿
￿
￿
x
•
s
…
￿
￿
￿
￿
z
￿
f
￿
i
†
f
￿
x
￿
2
†
_
￿
u
￿
￿
￿
￿
￿
￿
i
￿
￿
￿
x
￿
z
￿
￿
…
￿
￿
￿
￿
z
￿
f
￿
i
†
f
￿
C
›
￿
ƒ
§
￿
￿
￿
X
￿
h
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
￿
˝
￿
￿
i
￿
p
￿
˚
•
P
￿
]
”
P
￿
z
￿
￿
…
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
.
`
»
￿
ˇ
†
f
￿
￿
￿
l
￿
f
￿
¡
￿
-
￿
￿
￿
z
￿
_
￿
￿
￿
￿
￿
l
￿
￿
￿
p
￿
￿
￿
￿
￿
z
￿
￿
￿
l
￿
￿
￿
f
£
S
›
￿
D
￿
p
†
￿
￿
¡
‚
2
–
￿
￿
†
S
￿
￿
￿
￿
￿
l
￿
￿
”
L
†
f
￿
x
`
￿
￿
￿
￿
￿
†
!
￿
￿
'
￿
…
¸
–
￿
”
x
￿
￿
†
f
”
x
￿
_
￿
^
￿
d
￿
￿
￿
p
†
S
￿
￿
￿
†
s
`
s
￿
j
￿
￿
￿
x
￿
¡
￿
￿
￿
f
￿
Z
ø
s
￿
)
‡
￿
￿
￿
›
￿
￿
￿
￿
^
￿
_
￿
p
￿
￿
￿
￿
￿
x
￿
p
￿
-
˝
￿
￿
p
￿
i
￿
0
•
P
￿
j
”
P
￿
z
￿
￿
…
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
.
`
￿
ˇ
†
S
￿
2
￿
.
￿
S
￿
¡
￿
￿
￿
￿
￿
z
￿
_
￿
￿
￿
￿
￿
l
￿
￿
￿
p
￿
￿
￿
￿
l
￿
￿
￿
z
￿
￿
￿
S
£
f
￿
V
￿
_
￿
i
￿
￿
￿
￿
†
f
￿
￿
￿
S
￿
ø
s
￿
k
‡
￿
￿
￿
z
￿
_
￿
￿
”
￿
￿
￿
†
s
￿
z
￿
l
￿
￿
￿
¥
ﬂ
￿
†
S
￿
￿
￿
￿
￿
￿
￿
x
￿
_
￿
Œ
†
S
￿
￿
￿
j
￿
z
￿
￿
￿
l
￿
￿
￿
f
£
!
￿
_
￿
￿
d
￿
§
￿
￿
￿
p
ﬂ
￿
￿
S
›
ƒ
§
￿
￿
￿
,
￿
z
￿
￿
￿
l
￿
￿
￿
f
£
0
￿
i
￿
x
`
￿
￿
z
”
P
￿
z
￿
x
`
s
￿
l
￿
^
￿
4
”
￿
￿
L
￿
S
￿
￿
￿
)
￿
￿
￿
D
￿
p
†
s
￿
¡
‚
￿
￿
4
￿
]
￿
S
￿
x
`
￿
§
￿
Z
￿
X
￿
j
k
m
l
_
n
p
o
￿
q
￿
q
?
o
￿
r
p
r
p
s
u
t
3
v
(
w
*
x
H
”
L
￿
_
￿
¡
￿
_
￿
p
￿
i
￿
l
￿
0
￿
S
￿
x
`
Œ
￿
x
￿
S
￿
V
￿
￿
￿
z
￿
f
￿
z
￿
¡
￿
_
￿
￿
ˇ
￿
l
￿
d
￿
￿
￿
￿
￿
￿
￿
l
￿
)
￿
￿
￿
x
￿
_
￿
￿
ﬂ
￿
￿
S
‚
S
￿
￿
￿
¢
￿
6
￿
_
￿
￿
￿
￿
￿
¡
￿
S
￿
￿
￿
￿
￿
p
￿
S
￿
￿
￿
ˇ
†
S
￿
0
￿
p
￿
^
￿
f
￿
l
￿
￿
￿
￿
￿
p
￿
f
￿
_
￿
￿
…
￿
i
￿
￿
￿
»
￿
0
‡
￿
–
￿
z
￿
￿
￿
￿
￿
i
￿
￿
†
S
￿
￿
ﬂ
￿
￿
l
￿
f
￿
¡
￿
z
›
ƒ
§
￿
￿
￿
￿
￿
l
￿
￿
￿
z
￿
￿
￿
S
£
￿
`
s
￿
z
”
P
￿
z
￿
L
`
s
￿
z
￿
^
￿
,
￿
D
￿
p
†
￿
￿
¡
‚
s
￿
E
￿
]
￿
￿
￿
s
￿
￿
￿
p
•
￿
￿
i
￿
￿
￿
z
y
￿
￿
p
￿
s
…
￿
￿
￿
￿
￿
l
￿
S
￿
￿
￿
p
￿
￿
￿
￿
{
$
”
x
￿
S
￿
￿
￿
S
￿
i
￿
p
￿
z
￿
p
￿
X
￿
￿
ﬂ
￿
S
￿
˚
￿
￿
￿
x
￿
-
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
]
”
￿
￿
￿
†
S
…
￿
￿
￿
z
￿
.
`
￿
￿
￿
￿
_
￿
L
`
º
￿
S
￿
p
￿
￿
†
￿
￿
L
￿
S
￿
￿
`
s
£
￿
￿
x
￿
S
ﬂ
￿
￿
X
￿
{
￿
ˇ
￿
l
￿
_
￿
￿
￿
￿
￿
￿
￿
l
￿
!
˝
￿
￿
￿
￿
X
￿
¡
￿
ﬂ
￿
￿
S
‚
S
￿
<
￿
i
￿
U
￿
￿
￿
￿
￿
i
￿
￿
￿
S
•
￿
￿
p
￿
<
￿
￿
†
)
￿
s
￿
￿
￿
p
￿
p
￿
i
￿
l
￿
D
￿
￿
￿
0
‡
￿
–
!
￿
z
￿
￿
￿
￿
￿
i
￿
￿
†
S
￿
￿
ﬂ
￿
￿
l
￿
f
￿
.
›
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
581|
}
￿
￿
œ
;
￿
~
￿
￿
￿
￿
˙
U
￿
￿
¨
￿
￿
￿
¨
￿
˘
4
￿
￿
˙
￿
5
￿
￿
￿
￿
￿
￿
￿
￿
k
ª
˘
￿
¨
￿
˘
￿
￿
z
￿
ª
ƒ
§
￿
￿
￿
￿
`
s
￿
l
￿
S
￿
l
￿
i
†
f
”
￿
ﬂ
￿
￿
z
￿
^
￿
￿
￿
￿
￿
￿
†
S
￿
￿
￿
,
￿
ˇ
†
f
￿
§
￿
￿
￿
￿
￿
6
￿
_
–
￿
‡
￿
￿
￿
￿
S
￿
￿
￿
p
`
Z
￿
p
ﬂ
￿
…
”
￿
￿
p
￿
z
ﬂ
￿
￿
l
￿
f
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
-
￿
L
￿
S
`
¥
￿
￿
￿
￿
￿
￿
￿
z
￿
0
”
￿
￿
￿
￿
i
￿
L
￿
￿
￿
p
”
x
￿
_
￿
C
†
f
•
s
￿
⁄
￿
l
￿
￿
￿
￿
￿
p
￿
S
￿
.
￿
W
-
'
f
›
,
￿
￿
†
Z
￿
z
￿
￿
￿
.
￿
d
￿
￿
￿
6
￿
»
￿
￿
￿
i
￿
f
￿
s
…
‰
”
L
￿
l
￿
￿
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
_
￿
L
￿
￿
￿
￿
￿
z
￿
￿
￿
￿
￿
p
￿
￿
†
f
￿
￿
ﬂ
￿
￿
z
￿
^
￿
￿
ˇ
†
f
￿
￿
￿
￿
†
f
￿
i
￿
p
￿
p
￿
￿
￿
p
†
S
￿
$
￿
￿
￿
￿
†
f
￿
￿
￿
⁄
…
¸
￿
￿
￿
.
￿
8
￿
￿
￿
i
†
f
￿
¥
￿
z
￿
S
￿
p
￿
z
￿
￿
￿
p
￿
_
￿
￿
￿
p
†
S
￿
C
￿
￿
￿
›
,
￿
￿
†
￿
￿
￿
L
`
s
￿
z
￿
¡
￿
⁄
￿
¡
￿
_
￿
x
`
￿
x
†
d
˝
￿
p
￿
z
￿
^
￿
S
￿
z
£
￿
￿
￿
p
￿
S
￿
s
…
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
˛
￿
_
￿
x
￿
z
￿
”
x
￿
S
￿
￿
￿
S
￿
i
￿
p
￿
z
￿
￿
p
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
x
￿
￿
l
￿
_
￿
•
P
￿
º
ﬂ
￿
￿
p
￿
S
￿
¡
￿
d
￿
￿
￿
l
`
￿
￿
￿
†
￿
;
￿
S
￿
￿
￿
p
`
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
￿
￿
i
￿
x
￿
￿
l
￿
￿
￿
^
￿
p
￿
￿
†
S
￿
￿
ﬂ
￿
￿
z
￿
^
￿
.
￿
￿
￿
_
￿
x
`
>
›
,
￿
￿
†
￿
”
￿
￿
￿
†
d
￿
￿
￿
p
`
s
￿
»
￿
-
￿
￿
￿
l
￿
￿
￿
￿
￿
_
”
x
”
￿
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
u
￿
ˇ
†
f
￿
￿
￿
￿
￿
￿
￿
¥
￿
i
￿
l
￿
S
￿
z
￿
￿
Z
￿
f
￿
￿
￿
X
`
￿
￿
￿
￿
x
￿
d
￿
￿
˝
§
￿
S
￿
￿
•
P
￿
z
￿
p
￿
￿
￿
V
`
s
￿
z
”
￿
￿
p
†
d
£
S
￿
.
`
j
￿
f
￿
￿
”
x
￿
_
￿
￿
￿
￿
†
_
￿
￿
￿
￿
￿
￿
6
￿
k
«
￿
￿
￿
…
⁄
￿
s
￿
z
￿
i
￿
l
￿
x
￿
￿
￿
0
”
￿
￿
￿
†
S
￿
f
￿
￿
￿
S
ﬂ
￿
ﬂ
￿
￿
f
›
ƒ
§
￿
￿
￿
Z
￿
z
ﬂ
￿
”
￿
￿
x
￿
f
￿
￿
￿
X
￿
￿
￿
i
￿
￿
†
f
•
s
￿
⁄
￿
l
￿
￿
￿
￿
￿
p
￿
S
￿
￿
'
Z
˝
D
￿
f
￿
￿
￿
￿
†
j
￿
￿
￿
￿
￿
l
￿
_
￿
￿
￿
¥
￿
S
￿
￿
p
ﬂ
￿
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
￿
￿
￿
L
￿
d
￿
]
￿
￿
†
S
￿
s
￿
￿
￿
i
￿
x
￿
z
￿
p
£
3
￿
z
￿
￿
￿
.
￿
d
￿
￿
￿
.
￿
u
￿
x
￿
￿
￿
￿
￿
ˇ
￿
￿
￿
￿
￿
￿
p
￿
S
￿
￿
…
‰
`
s
￿
z
￿
￿
￿
S
￿
i
￿
￿
￿
s
￿
￿
￿
￿
†
f
￿
￿
￿
⁄
…
¸
￿
￿
￿
.
￿
8
￿
￿
￿
i
†
f
￿
￿
`
x
￿
d
￿
￿
￿
x
￿
^
￿
￿
￿
￿
￿
X
￿
§
`
￿
￿
d
￿
¡
￿
6
￿
X
￿
E
￿
x
￿
￿
￿
￿
…
￿
ˇ
￿
￿
￿
,
￿
￿
†
￿
￿
￿
￿
￿
￿
¥
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
i
†
f
￿
￿
￿
￿
￿
z
￿
i
￿
l
￿
f
￿
￿
￿
p
￿
￿
￿
￿
￿
S
￿
x
`
u
￿
¢
￿
¡
￿
6
￿
￿
†
S
￿
s
￿
￿
￿
i
￿
x
￿
￿
z
￿
￿
￿
.
￿
d
￿
￿
￿
p
†
S
￿
2
￿
￿
￿
z
￿
￿
￿
S
￿
l
`
￿
￿
￿
†
H
￿
￿
￿
.
￿
⁄
￿
˛
￿
￿
￿
￿
￿
V
￿
￿
￿
z
￿
p
￿
p
￿
S
•
￿
￿
i
￿
p
￿
i
￿
⁄
£
￿
￿
_
￿
x
`
]
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
￿
i
￿
p
￿
p
￿
z
￿
x
￿
z
￿
)
†
S
￿
￿
￿
￿
￿
x
￿
0
￿
￿
￿
l
￿
￿
￿
￿
￿
S
￿
￿
￿
p
`
¥
￿
i
￿
￿
￿
ˇ
￿
￿
￿
f
￿
⁄
￿
￿
￿
￿
￿
x
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
ˇ
†
S
•
￿
￿
⁄
￿
l
￿
8
…
￿
￿
￿
i
￿
f
￿
>
￿
￿
›
￿
ƒ
§
￿
￿
￿
j
￿
z
ﬂ
￿
”
￿
￿
x
￿
f
￿
￿
￿
X
￿
Z
￿
i
￿
Ø
†
f
•
s
￿
⁄
￿
l
￿
￿
￿
￿
￿
p
￿
S
￿
j
￿
￿
˝
D
￿
f
￿
˛
￿
￿
†
￿
￿
￿
L
`
s
￿
z
￿
¡
￿
⁄
￿
¡
￿
_
￿
x
`
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
†
S
￿
￿
￿
0
￿
￿
￿
.
¶
f
￿
x
￿
i
￿
￿
￿
l
`
V
￿
p
￿
h
ﬂ
￿
†
d
￿
￿
￿
p
￿
￿
￿
»
￿
ˇ
￿
￿
†
S
ﬂ
￿
$
￿
￿
￿
￿
￿
f
`
s
￿
i
￿
￿
￿
p
†
S
￿
x
￿
S
￿
E
￿
￿
￿
p
￿
S
￿
s
…
‰
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
S
￿
x
￿
￿
￿
»
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
￿
￿
i
￿
x
￿
h
￿
p
ﬂ
￿
…
”
￿
￿
p
￿
z
ﬂ
￿
￿
l
￿
f
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
V
￿
￿
†
»
†
f
￿
￿
￿
￿
￿
￿
￿
x
￿
d
￿
￿
￿
x
￿
￿
￿
.
￿
k
￿
˛
￿
x
￿
￿
￿
￿
￿
l
￿
￿
†
f
￿
S
￿
l
￿
￿
￿
z
†
f
￿
x
￿
￿
f
￿
￿
￿
X
`
¥
￿
l
￿
￿
￿
^
￿
p
￿
￿
†
S
￿
￿
ﬂ
￿
￿
z
￿
^
￿
.
›
￿
￿
￿
?
￿
￿
￿
￿
￿
￿
￿
z
￿
5
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
)
￿
￿
￿
￿
￿
￿
￿
￿
=
￿
g
￿
6
￿
¡
￿
$
¢
^
￿
⁄
£
ƒ
¥
￿
￿
￿
￿
￿
￿
&
￿
g
￿
￿
￿
￿
￿
¡
§
￿
¥
￿
￿
ƒ
§
￿
￿
￿
￿
￿
p
￿
z
￿
f
￿
f
￿
￿
£
»
￿
_
–
￿
‡
￿
￿
@
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
-
￿
￿
†
f
￿
x
￿
￿
￿
X
￿
￿
￿
￿
￿
l
`
»
†
_
￿
￿
˛
￿
z
†
S
￿
p
￿
i
￿
.
￿
8
￿
￿
￿
p
†
S
￿
$
†
S
￿
￿
￿
￿
￿
￿
￿
S
￿
x
`
￿
￿
_
￿
p
†
S
￿
x
￿
6
￿
￿
†
S
ﬂ
￿
”
P
†
S
￿
￿
￿
l
￿
^
￿
￿
￿
§
￿
￿
￿
x
￿
d
￿
￿
￿
z
￿
^
…
￿
¡
￿
x
￿
S
￿
￿
￿
S
￿
.
`
-
￿
i
￿
^
￿
￿
￿
l
￿
￿
ﬂ
￿
￿
.
`
s
￿
p
￿
_
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
￿
￿
￿
i
￿
￿
￿
§
￿
￿
￿
p
￿
￿
￿
L
￿
i
￿
.
￿
z
›
D
ƒ
§
￿
￿
￿
6
￿
p
￿
￿
￿
¢
…
￿
￿
￿
p
￿
S
￿
x
”
￿
￿
￿
†
S
•
￿
￿
p
￿
z
ﬂ
3
`
￿
￿
d
￿
¡
￿
￿
￿
f
￿
￿
￿
￿
￿
k
￿
￿
￿
.
¶
f
￿
x
￿
i
￿
￿
￿
l
`
￿
￿
p
ﬂ
￿
”
x
￿
i
￿
l
ﬂ
￿
￿
l
￿
^
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
￿
f
￿
z
￿
￿
￿
x
￿
￿
￿
f
￿
￿
£
￿
￿
_
￿
L
`
!
￿
￿
†
S
ﬂ
￿
￿
V
￿
￿
†
f
￿
^
￿
￿
￿
￿
†
S
￿
￿
￿
p
￿
s
￿
ˇ
†
S
￿
￿
ﬂ
˛
￿
d
￿
￿
￿
p
†
S
￿
!
￿
X
￿
»
`
s
￿
￿
…
￿
x
￿
x
￿
l
`
Ø
￿
p
￿
￿
￿
S
￿
￿
￿
i
￿
￿
￿
i
￿
￿
￿
X
￿
_
￿
6
￿
S
–
)
‡
￿
￿
￿
i
￿
￿
”
x
￿
s
￿
Z
￿
L
￿
i
￿
f
￿
￿
˝
￿
￿
￿
￿
X
￿
¡
￿
Ø
￿
p
￿
￿
￿
￿
l
￿
f
`
V
•
￿
£
$
￿
￿
￿
￿
￿
S
￿
S
￿
.
￿
˚
'
￿
￿
_
￿
x
`
h
￿
¥
†
_
￿
E
ø
4
￿
p
￿
S
￿
￿
￿
￿
￿
￿
￿
￿
›
Ł
￿
S
￿
¡
￿
￿
￿
￿
￿
￿
•
s
…
￿
￿
￿
l
¶
^
￿
￿
￿
l
￿
f
￿
»
￿
￿
￿
￿
￿
S
￿
S
￿
$
￿
￿
￿
.
￿
S
`
￿
￿
￿
†
f
￿
￿
￿
$
ﬂ
￿
†
f
￿
￿
￿
-
￿
p
￿
￿
”
￿
￿
s
￿
˛
￿
x
￿
p
￿
l
￿
˛
￿
￿
￿
x
￿
_
￿
`
s
￿
z
￿
x
￿
￿
￿
.
￿
)
￿
i
￿
￿
￿
￿
￿
p
￿
￿
”
￿
￿
s
￿
6
`
￿
￿
_
￿
￿
￿
Z
￿
_
￿
x
`
j
￿
￿
￿
￿
￿
l
￿
d
￿
￿
￿
l
￿
)
†
S
￿
￿
￿
￿
†
S
￿
￿
ﬂ
￿
†
S
￿
￿
￿
†
f
￿
s
￿
￿
”
￿
￿
￿
￿
U
￿
x
￿
i
￿
.
￿
4
￿
￿
￿
x
￿
_
￿
<
`
s
￿
￿
￿
x
￿
x
￿
l
￿
4
￿
￿
￿
x
￿
D
￿
￿
￿
l
￿
￿
￿
￿
￿
i
￿
￿
￿
4
†
_
￿
L
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
S
￿
S
￿
f
›
￿
k
￿
i
￿
￿
†
_
￿
￿
￿
￿
￿
￿
￿
)
`
x
￿
d
￿
￿
￿
￿
￿
x
￿
i
￿
.
￿
,
￿
￿
￿
￿
†
f
￿
￿
￿
)
`
￿
￿
d
￿
¡
￿
6
￿
p
￿
»
•
￿
￿
p
￿
x
￿
_
￿
￿
£
˚
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
_
￿
￿
￿
†
¥
￿
￿
￿
l
`
s
￿
x
￿
z
￿
￿
￿
￿
￿
x
￿
￿
￿
￿
￿
i
￿
l
￿
6
†
_
￿
U
￿
￿
￿
￿
￿
6
￿
x
￿
p
￿
l
￿
)
￿
⁄
￿
￿
†
S
￿
￿
￿
l
`
V
￿
S
￿
x
`
-
￿
￿
†
Z
￿
￿
￿
z
…
`
s
￿
L
￿
￿
￿
0
￿
￿
￿
x
￿
0
￿
￿
￿
p
ﬂ
￿
￿
˚
￿
￿
￿
.
¶
f
￿
x
￿
i
￿
￿
￿
l
`
¥
￿
￿
†
￿
￿
￿
￿
l
￿
S
`
-
￿
_
￿
L
`
Z
˝
￿
￿
￿
￿
i
￿
￿
￿
6
￿
￿
￿
￿
￿
_
￿
f
￿
`
￿
￿
_
￿
￿
￿
￿
￿
_
￿
L
`
Z
￿
￿
￿
l
￿
￿
￿
￿
￿
i
￿
￿
￿
l
›
￿
Œ
￿
￿
￿
￿
￿
￿
￿
p
”
s
￿
,
˝
§
￿
S
￿
,
￿
x
￿
￿
￿
l
`
￿
￿
￿
†
￿
￿
z
†
S
￿
^
￿
￿
￿
￿
†
S
￿
x
￿
￿
￿
￿
￿
￿
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
¥
†
_
￿
￿
￿
￿
￿
￿
)
￿
_
–
￿
‡
￿
￿
￿
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
i
†
f
￿
￿
•
￿
£
￿
`
s
￿
￿
￿
x
￿
x
￿
i
￿
￿
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
¶
f
￿
x
￿
z
￿
x
￿
￿
…
￿
p
￿
￿
￿
0
†
_
￿
L
￿
￿
￿
￿
￿
￿
￿
d
￿
_
￿
￿
￿
p
†
S
￿
x
￿
￿
￿
￿
￿
￿
￿
_
￿
L
`
￿
￿
_
￿
p
†
S
￿
￿
￿
§
￿
￿
†
f
ﬂ
￿
”
L
†
f
￿
￿
￿
z
￿
^
￿
￿
￿
l
›
￿
ƒ
§
￿
￿
￿
p
￿
￿
￿
￿
￿
￿
￿
￿
i
”
￿
￿
￿
￿
S
￿
p
￿
￿
†
￿
￿
z
￿
x
￿
￿
￿
￿
￿
￿
￿
l
`
˛
￿
￿
￿
x
￿
d
￿
￿
￿
.
￿
S
￿
¡
￿
-
￿
⁄
￿
¡
￿
_
￿
S
￿
￿
￿
￿
￿
l
￿
￿
￿
l
￿
i
￿
f
￿
l
￿
E
￿
￿
￿
￿
￿
￿
p
￿
￿
”
￿
￿
s
￿
￿
￿
x
￿
p
￿
l
￿
￿
￿
￿
￿
x
￿
d
￿
￿
￿
¢
￿
4
￿
￿
￿
.
¶
f
￿
x
￿
i
￿
￿
￿
l
￿
C
￿
S
￿
x
`
￿
`
s
￿
z
￿
x
￿
￿
￿
l
￿
C
￿
￿
￿
￿
￿
E
￿
x
￿
_
ﬂ
￿
￿
l
￿
†
S
￿
s
￿
￿
￿
￿
￿
<
†
f
￿
s
￿
￿
”
x
￿
s
￿
￿
￿
x
￿
p
￿
l
￿
C
￿
ˇ
†
S
￿
￿
￿
￿
￿
￿
￿
D
￿
⁄
￿
¡
￿
_
￿
S
￿
f
›
￿
ƒ
§
￿
￿
￿
X
￿
C
￿
p
ﬂ
￿
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
s
…
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
￿
￿
X
￿
U
￿
S
￿
l
￿
￿
£
'
¤
x
￿
￿
￿
s
￿
p
•
￿
￿
i
￿
f
›
Ł
￿
S
￿
¡
￿
￿
￿
⁄
￿
¡
￿
_
￿
f
￿
§
￿
l
￿
_
￿
￿
•
L
￿
k
￿
￿
￿
￿
￿
￿
￿
S
￿
￿
S
￿
x
`
￿
˝
￿
￿
￿
￿
l
￿
￿
￿
￿
￿
l
¶
^
￿
￿
￿
p
￿
￿
￿
.
`
￿
›
￿
￿
}
￿
￿
￿
_
￿
p
￿
p
￿
￿
￿
￿
￿
￿
￿
i
￿
j
†
S
￿
￿
￿
￿
￿
￿
￿
￿
￿
_
￿
f
￿
˚
￿
z
￿
S
￿
•
L
￿
￿
￿
￿
￿
l
￿
￿
†
d
￿
f
￿
z
￿
￿
￿
l
`
-
•
￿
£
￿
￿
￿
￿
￿
…
‰
￿
￿
￿
￿
￿
x
￿
￿
￿
i
￿
x
￿
»
￿
￿
￿
L
￿
d
￿
￿
￿
⁄
￿
¡
￿
_
￿
S
￿
￿
˝
￿
￿
i
￿
￿
￿
￿
†
f
￿
s
￿
￿
￿
￿
z
…
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
p
￿
￿
￿
￿
”
x
￿
￿
￿
l
￿
^
￿
p
†
S
￿
L
￿
¥
￿
￿
￿
￿
￿
_
￿
f
￿
l
￿
l
￿
0
￿
i
￿
{
￿
]
￿
￿
†
f
ﬂ
￿
”
￿
￿
s
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
￿
￿
￿
x
￿
_
￿
￿
ﬂ
￿
￿
p
￿
S
￿
^
￿
￿
￿
￿
￿
￿
￿
]
￿
ˇ
†
S
￿
￿
ﬂ
˛
￿
_
￿
￿
£
￿
￿
￿
†
f
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
p
￿
˛
￿
l
￿
_
￿
 
•
L
￿
V
￿
￿
￿
￿
p
￿
S
￿
￿
￿
i
￿
L
￿
l
￿
_
￿
^
￿
E
￿
￿
￿
r
￿
￿
￿
p
￿
￿
￿
0
￿
i
￿
»
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
￿
￿
￿
￿
i
ﬂ
￿
￿
f
›
<
ƒ
§
￿
￿
￿
￿
￿
i
￿
￿
…
￿
￿
￿
z
￿
￿
ﬂ
￿
￿
l
`
s
￿
X
￿
d
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
x
￿
¢
￿
¡
￿
￿
†
_
￿
<
￿
￿
￿
￿
￿
_
￿
f
￿
l
￿
￿
￿
l
￿
_
￿
$
•
P
￿
6
￿
￿
￿
i
￿
l
˝
,
￿
.
`
-
￿
S
￿
x
`
”
￿
￿
i
†
S
￿
￿
￿
￿
￿
l
`
!
￿
_
￿
x
`
￿
￿
￿
￿
￿
￿
$
￿
p
ﬂ
￿
”
x
￿
i
￿
l
ﬂ
￿
￿
l
￿
^
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
]
”
￿
￿
L
￿
S
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
x
￿
l
`
￿
i
￿
$
￿
￿
￿
l
￿
￿
”
L
†
f
￿
x
￿
￿
￿
)
￿
￿
†
»
￿
￿
￿
￿
￿
S
￿
S
￿
￿
￿
￿
￿
.
￿
￿
￿
x
￿
¢
￿
¡
￿
z
›
￿
k
￿
i
￿
˛
￿
￿
￿
￿
￿
_
￿
f
￿
l
￿
j
†
_
￿
»
￿
￿
￿
￿
￿
!
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
￿
˝
,
￿
l
￿
￿
￿
!
￿
S
￿
￿
…
￿
￿
￿
￿
ﬂ
￿
￿
.
`
￿
￿
￿
†
￿
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
￿
†
f
￿
˛
￿
￿
￿
x
￿
)
￿
￿
￿
_
ﬂ
￿
￿
)
￿
S
￿
￿
￿
¡
￿
￿
￿
i
￿
￿
￿
.
￿
8
￿
￿
￿
￿
￿
￿
￿
￿
￿
S
￿
x
`
￿
￿
￿
￿
￿
x
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
￿
,
˝
,
￿
l
￿
￿
￿
<
￿
x
†
k
￿
X
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
†
_
￿
￿
”
P
†
S
￿
￿
￿
￿
￿
S
•
￿
￿
p
￿
i
￿
i
￿
⁄
£
)
†
f
￿
4
`
￿
￿
¢
￿
￿
￿
z
￿
￿
…
￿
z
￿
x
￿
z
￿
l
￿
￿
￿
i
￿
H
￿
S
￿
l
￿
￿
￿
￿
￿
¡
￿
S
￿
z
£
-
•
P
￿
￿
￿
⁄
˝
D
￿
z
￿
l
￿
j
￿
￿
￿
￿
￿
S
￿
S
￿
l
￿
l
›
6
ƒ
§
￿
￿
￿
˛
￿
_
–
￿
‡
￿
￿
`
s
￿
z
￿
f
￿
z
￿
p
†
S
”
P
￿
z
￿
¡
￿
￿
￿
z
￿
￿
￿
.
￿
d
￿
￿
￿
l
`
]
￿
H
￿
¡
￿
_
￿
￿
￿
f
￿
Z
†
S
￿
)
￿
p
ﬂ
￿
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
￿
r
￿
S
￿
￿
￿
X
￿
_
￿
^
￿
¡
￿
§
￿
l
￿
S
￿
¡
￿
Z
￿
￿
￿
S
￿
i
￿
p
†
S
￿
￿
￿
l
`
¥
￿
￿
†
Z
￿
￿
”
L
￿
_
￿
￿
￿
￿
￿
X
￿
￿
￿
￿
￿
X
￿
_
￿
￿
￿
x
￿
S
￿
￿
`
￿
˝
D
￿
S
￿
￿
￿
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
S
›
“
ˆ
«
￿
˙
<
￿
￿
￿
￿
5
￿
￿
￿
￿
￿
‹
￿
￿
k
ª
˘
￿
¨
￿
˘
￿
￿
￿
￿
ª
￿
˚
￿
˘
U
￿
￿
œ
￿
￿
￿
￿
￿
￿
￿
￿
￿
¨
￿
˘
￿
˙
<
￿
p
￿
￿
¨
￿
￿
￿
¨
￿
￿
￿
￿
}
￿
f
￿
￿
￿
X
`
￿
…
‰
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
h
￿
ˇ
†
S
￿
￿
￿
￿
￿
x
￿
˛
￿
S
–
)
‡
k
￿
￿
_
”
x
”
￿
￿
i
￿
X
￿
z
￿
_
…
￿
￿
￿
p
†
S
￿
}
￿
l
￿
_
￿
￿
￿
￿
†
S
￿
j
￿
S
￿
￿
￿
￿
￿
￿
ﬂ
￿
￿
￿
￿
￿
￿
￿
￿
!
￿
￿
￿
z
￿
￿
￿
z
￿
￿
†
S
￿
f
￿
z
￿
￿
￿
l
￿
¢
￿
⁄
£
Œ
†
_
￿
˛
￿
￿
￿
￿
￿
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
V
￿
S
￿
￿
￿
¡
￿
￿
￿
i
￿
￿
￿
.
￿
8
￿
￿
￿
￿
￿
￿
￿
0
￿
￿
†
f
￿
k
￿
z
￿
S
￿
$
￿
¢
￿
)
￿
f
￿
￿
￿
￿
￿
￿
ﬂ
￿
￿
￿
￿
￿
x
￿
_
￿
,
￿
￿
￿
￿
￿
)
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
l
￿
E
￿
r
￿
d
￿
S
￿
i
￿
X
￿
_
•
￿
￿
p
￿
)
￿
S
￿
￿
￿
￿
￿
⁄
￿
¡
￿
d
￿
￿
￿
p
￿
S
›
<
￿
)
￿
x
￿
,
￿
p
ﬂ
￿
…
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
H
†
S
•
s
￿
⁄
￿
.
￿
8
￿
￿
￿
p
￿
S
￿
￿
˝
§
￿
S
￿
￿
￿
￿
†
V
￿
z
￿
￿
￿
.
￿
d
￿
￿
￿
￿
￿
V
￿
_
–
￿
‡
￿
￿
￿
_
”
￿
”
￿
￿
p
￿
X
￿
z
￿
d
￿
￿
￿
i
†
f
￿
￿
￿
￿
x
￿
_
￿
 
￿
z
￿
S
￿
’
￿
x
￿
￿
￿
Ø
˝
￿
￿
x
￿
_
￿
￿
￿
z
￿
f
￿
z
￿
￿
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
l
￿
￿
￿
￿
x
￿
_
￿
)
￿
_
￿
￿
￿
￿
￿
r
￿
r
￿
S
￿
i
￿
X
￿
_
•
x
￿
i
￿
›
o
(
ﬁ
 
ﬁ
￿
ﬂ
¡
k
F
ﬁ
￿
s
u
l
–
k
d
†
$
‡
d
k
?
·
3
k
p
￿
W
¶
g
ﬁ
B
s
+
†
(
t
x
›
§
￿
￿
￿
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
￿
†
_
￿
x
￿
.
￿
S
￿
¡
￿
￿
￿
_
–
￿
‡
￿
￿
￿
￿
z
†
S
ﬂ
￿
”
L
†
f
￿
￿
￿
z
￿
^
￿
U
￿
￿
￿
x
￿
¢
￿
￿
…
￿
_
•
￿
￿
p
￿
§
￿
ˇ
†
S
￿
<
￿
z
￿
s
￿
l
￿
￿
￿
￿
￿
￿
￿
p
†
S
￿
￿
†
S
￿
￿
￿
l
￿
f
￿
¡
￿
￿
￿
f
￿
￿
￿
X
`
￿
￿
￿
†
f
ﬂ
￿
”
x
￿
s
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
￿
￿
￿
￿
z
…
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
￿
˝
D
￿
f
￿
E
￿
￿
￿
x
￿
l
￿
￿
￿
.
￿
￿
￿
￿
￿
_
￿
￿
£
˚
”
x
￿
￿
￿
l
￿
￿
￿
.
¶
f
￿
x
￿
p
￿
￿
￿
¢
￿
￿
￿
§
￿
ˇ
†
S
￿
,
￿
S
￿
￿
￿
p
`
￿
￿
p
ﬂ
￿
…
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
C
›
￿
￿
j
￿
f
`
￿
`
s
￿
i
￿
￿
￿
p
†
S
￿
C
￿
￿
￿
i
￿
0
˝
D
￿
f
￿
k
￿
￿
￿
.
￿
￿
￿
.
￿
￿
￿
￿
￿
_
￿
￿
£
¥
￿
￿
†
￿
z
￿
x
￿
￿
￿
￿
￿
￿
￿
0
￿
￿
￿
x
￿
_
￿
)
￿
d
￿
)
￿
S
￿
￿
£
¥
￿
⁄
￿
¡
￿
_
￿
f
￿
￿
ﬂ
˚
￿
￿
￿
i
￿
￿
￿
p
”
￿
￿
p
￿
￿
￿
￿
†
f
ﬂ
￿
”
￿
￿
s
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
§
￿
￿
†
f
￿
￿
￿
X
`
¥
•
P
￿
￿
￿
z
ﬂ
￿
”
￿
￿
p
†
d
£
S
￿
.
`
￿
›
•
S
￿
)
￿
‚
S
￿
)
￿
￿
￿
„
￿
)
￿
$
”
»
￿
￿
￿
)
￿
‹
￿
￿
¡
￿
‹
￿
…
G
¢
^
￿
=
￿
g
¥
¡
¢
^
￿
‚
=
￿
g
¥
￿
§
‹
￿
￿
￿
¡
§
‹
¥
¡
￿
‰
¢
^
”
￿
￿
￿
￿
￿
￿
￿
￿
ƒ
§
￿
￿
￿
k
￿
L
￿
￿
￿
￿
￿
D
”
x
￿
x
￿
S
￿
￿
￿
)
†
S
￿
C
￿
￿
￿
x
￿
￿
￿
d
…
‰
–
￿
‡
§
…
‰
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
˛
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
￿
…
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
￿
￿
z
†
S
￿
x
￿
￿
￿
X
`
s
￿
z
￿
￿
￿
l
`
6
￿
￿
￿
￿
￿
￿
￿
z
￿
￿
￿
.
￿
d
￿
￿
￿
p
†
S
￿
￿
†
_
￿
￿
￿
)
”
P
†
S
￿
￿
￿
￿
￿
S
•
￿
￿
p
￿
§
￿
z
†
S
￿
i
…
￿
i
￿
.
￿
8
￿
￿
￿
p
†
S
￿
˚
†
_
￿
P
￿
S
–
)
‡
￿
￿
￿
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
l
￿
f
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
x
￿
￿
￿
ˇ
†
S
￿
￿
￿
￿
￿
¡
￿
_
￿
￿
￿
f
￿
<
†
_
￿
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
l
›
6
￿
￿
￿
z
†
S
￿
p
￿
i
￿
.
￿
8
￿
￿
￿
i
†
f
￿
h
†
_
￿
,
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
L
￿
˝
D
￿
f
￿
￿
￿
￿
￿
l
￿
S
`
￿
￿
i
￿
p
£
-
￿
r
￿
d
￿
S
￿
i
￿
X
￿
_
•
￿
￿
p
￿
￿
￿
ˇ
￿
￿
†
S
ﬂ
￿
”
￿
￿
￿
￿
z
￿
￿
￿
p
†
S
￿
x
￿
￿
￿
_
–
￿
‡
￿
￿
`
s
￿
z
…
￿
S
￿
z
￿
p
†
S
”
x
ﬂ
￿
￿
l
￿
^
￿
￿
￿
l
›
{
ƒ
§
￿
￿
￿
x
￿
l
￿
D
￿
￿
￿
￿
￿
j
￿
￿
￿
￿
†
S
￿
￿
￿
»
￿
ˇ
†
s
￿
￿
￿
x
￿
￿
￿
l
`
2
†
f
￿
2
￿
z
￿
￿
￿
z
…
￿
d
￿
￿
￿
p
￿
￿
￿
˚
￿
S
￿
»
￿
￿
￿
s
￿
.
￿
￿
￿
s
￿
￿
￿
i
†
f
￿
˛
￿
ˇ
￿
￿
￿
S
ﬂ
￿
￿
z
˝
D
†
S
￿
￿
‚
6
￿
￿
￿
L
￿
d
￿
,
”
P
￿
z
￿
￿
ﬂ
￿
￿
¢
￿
￿
￿
￿
￿
.
`
¥
￿
`
s
£
￿
￿
x
￿
_
ﬂ
￿
￿
X
￿
<
￿
¡
￿
￿
†
S
￿
X
￿
￿
￿
U
†
S
￿
￿
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
l
￿
f
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
x
￿
￿
￿
S
￿
x
`
0
￿
z
￿
x
￿
￿
￿
￿
￿
￿
￿
l
`
￿
￿
￿
x
￿
_
￿
E
`
￿
￿
d
￿
¡
￿
￿
￿
S
￿
x
`
￿
￿
￿
†
S
￿
^
￿
￿
￿
￿
†
f
￿
s
￿
i
￿
s
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
_
￿
￿
￿
p
†
S
￿
￿
￿
￿
†
S
￿
x
￿
p
`
￿
•
L
￿
￿
￿
.
￿
S
￿
￿
…
￿
i
￿
p
£
)
￿
z
￿
￿
￿
¡
￿
x
￿
_
￿
￿
￿
f
￿
l
`
0
•
P
￿
￿
￿
⁄
˝
D
￿
z
￿
l
￿
6
￿
⁄
￿
¡
￿
_
￿
S
￿
.
￿
C
￿
p
￿
˚
￿
￿
”
P
†
S
￿
￿
￿
￿
￿
S
•
￿
￿
i
￿
<
￿
￿
￿
S
￿
￿
￿
s
…
￿
i
†
f
￿
C
›
ƒ
§
￿
￿
￿
$
†
f
￿
￿
￿
p
￿
S
￿
p
￿
x
￿
_
￿
￿
￿
S
–
)
‡
￿
￿
?
”
x
￿
f
￿
¡
‚
d
￿
_
￿
S
￿
Z
˝
D
￿
f
￿
˛
`
s
￿
z
￿
f
￿
z
￿
p
†
S
”
P
￿
l
`
￿
x
￿
￿
￿
p
￿
￿
￿
6
￿
￿
￿
￿
￿
￿
†
˚
￿
￿
￿
￿
￿
￿
￿
x
￿
8
￿
￿
￿
￿
￿
￿
￿
￿
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
˛
”
x
￿
x
￿
S
￿
￿
￿
l
￿
l
›
ƒ
§
￿
￿
￿
p
￿
k
￿
￿
†
S
￿
^
￿
￿
￿
￿
†
f
￿
C
￿
⁄
￿
￿
￿
￿
￿
x
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
˝
§
￿
S
￿
§
￿
X
￿
_
￿
￿
￿
S
￿
z
￿
p
£
»
￿
x
￿
￿
￿
l
`
Z
￿
￿
†
˛
”
￿
￿
￿
†
S
…
￿
^
￿
X
`
s
￿
h
￿
]
￿
￿
£
s
￿
￿
￿
￿
￿
z
ﬂ
˛
￿
_
￿
￿
￿
X
￿
￿
￿
￿
†
f
￿
^
￿
f
￿
z
￿
^
￿
￿
￿
p
†
S
￿
2
￿
￿
†
￿
￿
X
`
s
￿
z
￿
^
￿
￿
￿
i
￿
ˇ
£
!
￿
￿
￿
x
￿
_
￿
”
L
†
f
￿
￿
￿
￿
￿
i
†
f
￿
C
￿
6
￿
￿
￿
￿
￿
!
￿
￿
￿
l
￿
￿
￿
￿
†
f
￿
 
￿
￿
￿
￿
￿
z
￿
2
ø
4
￿
i
￿
f
￿
￿
￿
￿
￿
￿
'
.
￿
￿
￿
˚
￿
￿
￿
x
￿
d
￿
H
˝
D
￿
f
￿
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
582•
P
￿
z
￿
p
￿
￿
￿
u
”
￿
￿
￿
†
￿
￿
z
￿
l
￿
￿
￿
￿
￿
.
`
￿
￿
_
￿
L
`
￿
￿
￿
￿
l
￿
x
￿
￿
￿
-
￿
￿
￿
L
￿
d
￿
˛
”
x
￿
_
￿
￿
￿
￿
†
_
￿
k
￿
p
￿
￿
”
￿
￿
s
￿
`
￿
￿
_
￿
￿
￿
Z
†
_
￿
<
￿
p
￿
^
￿
￿
￿
z
￿
￿
￿
l
￿
￿
￿
˛
￿
￿
￿
_
￿
L
`
￿
￿
￿
￿
l
￿
x
￿
￿
￿
￿
˝
￿
￿
￿
￿
X
￿
¡
￿
￿
￿
i
￿
x
”
￿
￿
s
￿
0
￿
x
￿
p
￿
˚
￿
￿
†
￿
￿
￿
l
￿
f
`
x
￿
8
￿
￿
￿
_
￿
L
`
{
`
￿
￿
￿
￿
x
￿
￿
￿
u
￿
￿
￿
￿
￿
￿
”
P
†
S
￿
￿
￿
￿
￿
p
†
S
￿
{
†
_
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
i
￿
￿
￿
V
￿
￿
￿
x
￿
_
￿
˝
D
†
S
￿
￿
￿
X
`
￿
•
L
￿
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
￿
￿
￿
i
￿
￿
￿
￿
￿
_
￿
x
`
￿
￿
￿
￿
l
￿
x
￿
￿
￿
D
￿
￿
￿
￿
￿
D
￿
x
￿
i
￿
§
￿
￿
†
0
•
L
￿
￿
￿
z
￿
￿
￿
z
…
￿
_
￿
￿
￿
l
`
L
￿
8
›
0
ƒ
§
￿
￿
￿
p
￿
￿
￿
￿
￿
￿
￿
￿
†
S
￿
^
￿
￿
￿
￿
†
f
￿
C
￿
ˇ
￿
¡
￿
_
ﬂ
￿
￿
z
˝
D
†
S
￿
￿
‚
¥
˝
§
￿
S
￿
)
￿
l
￿
f
￿
￿
￿
p
￿
i
£
￿
￿
￿
z
ﬂ
￿
†
d
￿
S
￿
.
`
V
￿
_
￿
x
`
￿
￿
l
￿
S
￿
¡
￿
￿
￿
l
￿
_
￿
x
`
￿
￿
p
`
￿
￿
_
￿
￿
￿
￿
”
￿
￿
￿
†
s
￿
z
￿
l
￿
￿
￿
￿
†
_
￿
§
￿
_
–
￿
‡
￿
￿
￿
￿
￿
￿
￿
S
￿
x
￿
⁄
￿
ˇ
†
f
￿
￿
ﬂ
￿
￿
.
`
￿
￿
p
￿
f
￿
￿
†
-
￿
-
￿
￿
￿
￿
￿
_
￿
L
`
￿
￿
_
￿
p
†
S
￿
￿
￿
￿
￿
p
ﬂ
￿
”
x
￿
i
￿
l
ﬂ
￿
￿
l
￿
^
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
￿
￿
￿
x
￿
d
￿
V
￿
S
￿
l
￿
￿
￿
z
”
￿
￿
￿
￿
l
`
￿
￿
S
￿
-
￿
_
￿
￿
￿
S
￿
￿
￿
f
￿
￿
ﬂ
￿
￿
z
￿
^
￿
¥
￿
i
￿
￿
￿
-
￿
i
￿
x
”
￿
￿
s
￿
V
`
￿
￿
d
￿
¡
￿
￿
x
￿
p
￿
￿
￿
x
￿
S
ﬂ
￿
￿
.
￿
￿
￿
_
￿
x
`
Z
￿
￿
￿
x
￿
d
￿
k
`
s
￿
z
￿
x
￿
￿
￿
.
`
Z
￿
i
￿
￿
￿
§
†
f
￿
s
￿
￿
”
x
￿
s
￿
k
`
￿
￿
d
￿
¡
￿
￿
￿
x
￿
p
￿
￿
x
￿
S
ﬂ
￿
￿
l
￿
l
›
￿
ƒ
§
￿
x
￿
)
￿
￿
†
f
￿
￿
￿
S
￿
z
￿
¡
￿
￿
￿
i
†
f
￿
￿
†
S
￿
￿
￿
6
￿
￿
†
f
￿
i
￿
p
￿
l
￿
￿
￿
￿
￿
p
†
S
￿
»
†
S
￿
C
￿
i
ﬂ
￿
”
￿
￿
p
￿
￿
…
ﬂ
￿
￿
z
￿
^
￿
¡
￿
d
￿
￿
￿
p
†
S
￿
L
￿
￿
”
￿
￿
￿
†
d
￿
S
￿
l
`
H
￿
V
￿
￿
￿
z
￿
X
￿
d
￿
￿
￿
i
￿
f
￿
z
￿
p
£
￿
ﬂ
￿
￿
i
￿
￿
†
f
￿
˚
`
s
￿
l
￿
S
￿
z
￿
p
†
S
”
￿
…
ﬂ
￿
￿
z
￿
^
￿
￿
￿
z
￿
P
†
f
￿
￿
￿
.
›
•
S
￿
￿
￿
‚
S
¢
^
￿
)
§
￿
￿
¡
￿
$
¢
^
￿
⁄
£
ƒ
¥
￿
￿
￿
￿
￿
￿
&
￿
g
￿
￿
￿
￿
￿
¡
§
￿
¥
￿
￿
ƒ
§
￿
￿
￿
¥
￿
S
–
)
‡
k
￿
￿
f
￿
￿
￿
X
`
H
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
x
￿
￿
￿
.
￿
0
￿
￿
￿
x
￿
»
￿
￿
†
S
￿
L
￿
￿
￿
z
”
￿
￿
†
S
￿
￿
￿
-
￿
¡
￿
S
￿
￿
‚
￿
”
P
†
^
†
f
￿
<
￿
￿
†
￿
`
s
￿
￿
￿
x
￿
x
￿
˛
￿
￿
￿
￿
￿
˛
”
x
￿
￿
†
s
￿
￿
￿
.
￿
￿
￿
￿
￿
p
￿
￿
￿
-
￿
￿
￿
x
￿
_
￿
˚
￿
p
￿
”
P
†
f
￿
￿
￿
￿
￿
p
•
￿
￿
p
￿
)
￿
_
￿
,
￿
_
￿
￿
£
￿
￿
⁄
￿
¡
￿
_
￿
S
￿
k
￿
i
￿
˛
￿
i
￿
￿
￿
,
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
￿
›
￿
￿
Ø
￿
￿
￿
f
￿
￿
‚
￿
￿
p
￿
￿
f
`
￿
`
s
￿
l
`
˛
￿
￿
†
6
￿
￿
￿
￿
￿
￿
￿
¡
￿
S
￿
￿
‚
￿
”
L
†
￿
†
S
￿
￿
￿
￿
￿
_
￿
x
`
˛
￿
X
￿
E
￿
￿
￿
￿
￿
x
￿
D
￿
6
￿
z
￿
S
￿
x
`
s
￿
X
`
￿
￿
d
￿
￿
￿
￿
ˇ
†
f
￿
￿
￿
z
￿
s
￿
l
￿
￿
￿
￿
￿
￿
￿
p
†
S
￿
C
￿
￿
˝
￿
￿
￿
￿
l
￿
j
￿
i
￿
￿
￿
￿
”
￿
￿
￿
￿
z
￿
￿
￿
l
¶
^
￿
￿
￿
X
￿
￿
￿
i
￿
￿
￿
￿
￿
⁄
￿
￿
￿
z
”
x
￿
￿
￿
x
￿
r
￿
f
￿
￿
z
†
S
ﬂ
￿
”
￿
￿
p
￿
￿
￿
￿
￿
.
`
￿
›
k
ø
x
†
S
￿
￿
￿
￿
￿
￿
￿
￿
￿
S
–
)
‡
k
￿
=
￿
_
”
￿
”
x
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
$
￿
￿
￿
x
￿
˚
￿
p
￿
￿
￿
¢
…
￿
￿
￿
p
￿
S
￿
f
”
￿
￿
￿
￿
￿
…
‰
”
￿
￿
￿
†
s
￿
￿
￿
l
￿
￿
￿
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
”
x
￿
z
￿
_
￿
￿
￿
￿
￿
l
”
x
￿
<
'
D
￿
_
￿
x
`
6
￿
￿
†
_
￿
￿
ø
4
￿
i
￿
f
￿
￿
￿
￿
￿
￿
￿
￿
^
￿
S
￿
￿
￿
￿
￿
p
￿
￿
￿
i
￿
￿
￿
X
￿
_
￿
p
￿
i
£
»
￿
f
`
￿
`
s
￿
.
`
￿
￿
￿
†
6
￿
￿
￿
￿
￿
)
￿
￿
￿
S
￿
￿
‚
￿
”
L
†
￿
†
S
￿
P
˝
￿
￿
￿
￿
l
￿
˛
￿
￿
￿
￿
￿
￿
S
–
)
‡
￿
￿
&
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
p
†
S
￿
-
•
P
￿
z
￿
S
￿
p
￿
x
￿
§
￿
z
￿
￿
￿
.
￿
￿
￿
s
￿
￿
￿
i
†
f
￿
C
›
￿
˝
,
†
f
￿
￿
‚
¿
¤
x
†
d
˝
￿
`
s
￿
z
￿
x
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
˛
￿
¡
￿
S
￿
￿
‚
s
￿
)
￿
p
￿
H
￿
￿
￿
￿
￿
-
￿
_
–
￿
‡
￿
￿
￿
S
￿
x
`
3
￿
￿
￿
￿
￿
￿
”
￿
￿
￿
￿
l
￿
￿
￿
.
¶
^
￿
￿
￿
p
￿
￿
￿
i
￿
￿
￿
￿
†
_
￿
V
￿
.
￿
S
￿
¡
￿
†
_
￿
$
￿
￿
￿
x
￿
l
￿
￿
￿
￿
￿
￿
￿
f
￿
￿
‚
s
￿
l
›
￿
￿
ƒ
§
￿
￿
￿
p
￿
»
˝
,
†
f
￿
￿
‚
￿
¤
x
†
d
˝
ł
`
s
￿
￿
￿
x
￿
x
￿
l
￿
￿
￿
￿
￿
x
￿
V
”
￿
￿
￿
†
s
￿
z
￿
l
￿
￿
￿
￿
￿
.
￿
￿
￿
S
￿
x
`
 
￿
￿
￿
z
…
¶
^
￿
￿
￿
p
￿
￿
￿
.
`
!
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
￿
†
f
￿
￿
`
s
￿
l
￿
»
`
s
￿
z
”
x
￿
p
￿
￿
￿
￿
￿
l
`
2
￿
p
￿
Ø
ø
4
￿
i
￿
f
￿
￿
￿
￿
￿
h
￿
s
›
￿
￿
￿
˝
,
†
f
￿
￿
‚
￿
¤
L
†
d
˝
!
”
x
￿
￿
†
s
￿
￿
￿
.
￿
￿
￿
￿
†
S
￿
<
￿
z
†
S
￿
^
￿
￿
￿
￿
†
S
￿
X
￿
4
￿
￿
￿
x
￿
k
￿
￿
￿
s
￿
.
￿
￿
￿
s
￿
￿
￿
i
†
f
￿
˛
†
_
￿
￿
￿
￿
￿
￿
￿
￿
_
–
￿
‡
￿
￿
￿
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
i
†
f
￿
￿
•
￿
£
￿
￿
￿
￿
¡
￿
￿
￿
.
`
s
￿
￿
￿
p
￿
i
￿
x
￿
h
￿
¡
￿
S
￿
￿
‚
￿
￿
￿
￿
￿
†
￿
￿
￿
￿
￿
0
￿
￿
￿
f
￿
￿
‚
»
”
P
†
￿
†
S
￿
￿
›
￿
{
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
8
—
^
￿
￿
￿
S
￿
￿
‚
￿
￿
_
￿
p
￿
i
†
s
￿
z
￿
_
￿
￿
￿
p
†
S
￿
¥
￿
z
†
S
ﬂ
￿
”
P
†
S
￿
￿
￿
l
￿
f
￿
￿
†
S
￿
C
￿
￿
￿
￿
￿
￿
S
–
)
‡
￿
￿
￿
f
￿
￿
￿
X
`
￿
_
”
￿
”
￿
￿
p
￿
X
￿
z
￿
d
￿
￿
￿
i
†
f
￿
￿
_
￿
￿
￿
￿
￿
z
ﬂ
￿
”
s
￿
￿
￿
￿
￿
†
;
ﬂ
˛
￿
d
￿
¡
￿
¡
￿
￿
¡
￿
S
￿
￿
‚
￿
￿
￿
￿
￿
￿
x
￿
_
￿
￿
￿
_
￿
￿
￿
˛
￿
i
￿
u
￿
￿
￿
￿
￿
˛
￿
¡
￿
S
￿
￿
‚
h
”
P
†
^
†
f
￿
E
˝
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
.
￿
￿
￿
￿
x
￿
d
￿
￿
￿
_
￿
￿
￿
k
￿
￿
￿
x
￿
￿
￿
￿
￿
z
￿
^
￿
￿
￿
p
£
˛
￿
r
￿
d
￿
_
￿
p
￿
p
￿
S
•
￿
￿
i
￿
k
￿
i
￿
˛
￿
￿
￿
￿
￿
0
￿
￿
†
S
ﬂ
￿
”
￿
￿
￿
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
￿
f
￿
￿
￿
X
`
￿
›
u
ƒ
§
￿
￿
￿
p
￿
￿
ﬂ
˛
￿
d
￿
¡
￿
¡
￿
￿
￿
p
￿
￿
￿
h
”
￿
￿
￿
†
s
￿
￿
￿
.
￿
￿
￿
˚
￿
x
￿
￿
￿
.
￿
˚
￿
p
￿
s
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
d
￿
￿
￿
i
†
f
￿
￿
S
•
L
†
f
￿
s
￿
$
￿
r
￿
d
￿
S
￿
i
￿
X
￿
_
•
￿
￿
p
￿
h
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
l
￿
»
￿
p
￿
Ø
￿
￿
￿
￿
￿
u
￿
￿
†
S
ﬂ
￿
”
￿
￿
￿
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
￿
f
￿
￿
￿
X
`
￿
￿
_
￿
L
`
-
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
￿
”
￿
￿
￿
￿
￿
￿
ˇ
￿
l
￿
￿
￿
l
￿
x
￿
￿
￿
.
￿
￿
†
_
￿
<
￿
.
￿
S
￿
¡
￿
$
￿
¡
￿
S
￿
￿
‚
P
›
ƒ
§
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
†
f
ﬂ
￿
”
￿
￿
s
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
6
”
x
￿
￿
￿
z
￿
ˇ
￿
z
￿
￿
￿
z
￿
x
￿
z
￿
l
￿
)
￿
r
￿
S
￿
￿
£
-
￿
ˇ
￿
￿
†
S
ﬂ
•
x
￿
f
￿
￿
￿
X
￿
0
†
S
￿
x
￿
l
￿
l
￿
x
￿
￿
￿
L
￿
¡
￿
￿
￿
S
￿
§
￿
￿
￿
￿
†
f
￿
￿
￿
6
￿
_
￿
¡
￿
¡
￿
￿
￿
i
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
§
˝
￿
￿
i
￿
￿
￿
￿
￿
S
￿
￿
r
￿
d
￿
_
￿
p
￿
X
￿
_
•
￿
￿
p
￿
V
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
l
￿
f
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
C
￿
§
￿
￿
†
]
￿
￿
”
￿
￿
￿
￿
z
￿
ˇ
￿
z
￿
￿
￿
￿
￿
.
`
2
￿
_
￿
p
￿
i
†
S
…
￿
l
￿
d
￿
￿
￿
p
†
S
￿
H
†
S
￿
¡
`
s
￿
l
￿
)
￿
i
￿
D
ﬂ
￿
￿
￿
￿
i
￿
￿
￿
p
”
￿
￿
i
￿
»
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
l
￿
￿
￿
_
￿
￿
￿
￿
r
￿
d
￿
_
￿
p
￿
X
￿
_
•
￿
￿
p
￿
S
›
￿
ƒ
§
￿
￿
￿
0
￿
￿
†
f
￿
i
￿
s
￿
￿
￿
i
†
f
￿
Z
￿
S
￿
￿
￿
¡
￿
￿
￿
i
￿
￿
￿
.
￿
8
￿
￿
￿
￿
￿
￿
￿
k
￿
p
￿
§
`
s
￿
l
”
￿
￿
p
￿
￿
￿
￿
￿
.
`
￿
p
￿
V
ø
￿
￿
p
￿
S
￿
x
￿
￿
￿
@
›
ƒ
§
￿
￿
￿
j
￿
￿
†
S
￿
p
￿
s
￿
￿
￿
i
†
f
￿
Ø
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
˝
§
￿
S
￿
˛
￿
p
ﬂ
￿
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
.
`
￿
x
￿
￿
￿
p
￿
￿
￿
6
￿
￿
￿
￿
￿
￿
￿
￿
￿
p
†
S
•
￿
￿
L
￿
,
ƒ
￿
†
￿
†
S
￿
p
‚
^
￿
i
￿
,
￿
f
￿
z
￿
¡
￿
￿
￿
p
†
S
￿
»
￿
￿
›
￿
¥
￿
￿
￿
0
ƒ
￿
￿
S
￿
‹
￿
¢
'
W
`
￿
›
￿
￿
H
￿
S
`
￿
`
s
￿
i
￿
￿
￿
p
†
S
￿
￿
￿
￿
†
Z
￿
￿
￿
￿
†
^
￿
￿
￿
￿
￿
￿
†
S
￿
ı
￿
⁄
˝
D
￿
S
￿
￿
￿
˚
￿
z
†
S
ﬂ
￿
”
P
†
S
￿
￿
￿
l
￿
f
￿
¡
￿
k
”
x
￿
￿
†
S
…
￿
￿
￿
X
`
s
￿
l
`
-
•
￿
£
-
￿
0
ƒ
￿
￿
￿
￿
￿
￿
S
`
￿
`
s
￿
i
￿
￿
￿
p
†
S
￿
L
￿
_
￿
￿
￿
￿
†
_
￿
ı
￿
⁄
˝
§
￿
_
￿
￿
￿
)
˝
§
￿
S
￿
§
˝
￿
￿
￿
￿
i
￿
￿
￿
￿
￿
l
￿
￿
￿
†
￿
￿
￿
￿
￿
”
￿
”
P
†
S
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
`
s
￿
p
￿
￿
￿
￿
†
d
￿
f
￿
z
￿
￿
£
;
￿
_
￿
x
`
￿
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
￿
S
￿
i
￿
p
†
s
￿
z
￿
d
￿
￿
￿
i
†
f
￿
C
￿
0
˝
,
†
f
￿
￿
‚
ƒ
¤
L
†
d
˝
￿
￿
￿
†
f
￿
^
￿
￿
￿
￿
†
S
￿
￿
￿
E
￿
⁄
†
f
•
{
￿
￿
￿
￿
•
￿
ﬂ
￿
￿
X
￿
￿
￿
￿
￿
i
†
f
￿
￿
S
￿
x
`
$
￿
￿
†
S
￿
^
￿
￿
￿
￿
†
f
￿
￿
￿
S
￿
x
`
Z
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
$
ﬂ
￿
†
S
￿
￿
￿
i
￿
￿
†
f
￿
￿
￿
p
￿
￿
￿
L
›
￿
›
ˆ
3
˜
.
¯
￿
˘
￿
,
˙
ˆ
￿
¨
c
￿
B
˜
˙
¯
3
˚
￿
ˆ
￿
,
¸
ƒ
§
￿
￿
￿
h
￿
_
–
￿
‡
￿
￿
￿
￿
†
f
￿
^
￿
￿
￿
_
￿
p
￿
x
￿
»
￿
￿
†
_
￿
ı
￿
⁄
˝
§
￿
_
￿
￿
￿
Z
￿
￿
†
￿
ﬂ
￿
†
S
￿
￿
￿
i
￿
￿
†
f
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
.
￿
U
￿
￿
￿
L
￿
d
￿
￿
￿
_
￿
￿
￿
)
￿
r
￿
d
￿
_
￿
p
￿
X
￿
_
•
￿
￿
p
￿
k
￿
p
￿
»
￿
￿
￿
￿
￿
0
￿
S
￿
￿
￿
p
`
￿
_
￿
x
`
»
￿
￿
†
˛
￿
_
￿
p
￿
p
†
￿
￿
l
￿
d
￿
￿
￿
￿
￿
r
￿
d
￿
_
￿
p
￿
X
￿
_
•
￿
￿
p
￿
k
￿
¡
￿
S
￿
￿
‚
s
￿
E
￿
￿
†
˛
￿
r
￿
r
￿
S
￿
i
￿
X
￿
_
•
x
￿
i
￿
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
l
￿
l
›
j
ƒ
§
￿
x
￿
Z
￿
￿
￿
l
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
¥
ﬂ
￿
†
f
￿
￿
￿
i
￿
￿
†
S
￿
￿
￿
p
￿
￿
￿
j
￿
z
†
S
ﬂ
￿
…
”
L
†
f
￿
￿
￿
z
￿
^
￿
￿
¶
^
￿
￿
￿
z
￿
￿
￿
i
￿
.
￿
0
￿
»
￿
S
￿
￿
￿
X
`
h
￿
￿
–
0
￿
h
￿
￿
￿
z
￿
￿
￿
S
￿
l
￿
￿
￿
ˇ
†
f
￿
0
￿
S
￿
￿
£
￿
_
￿
x
`
Z
￿
_
￿
p
￿
￿
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
l
￿
E
￿
￿
￿
x
￿
_
￿
￿
￿
￿
￿
l
”
L
†
f
￿
￿
￿
D
￿
￿
†
￿
￿
¢
￿
.
›
<
￿
{
￿
i
†
s
￿
z
￿
S
￿
`
￿
￿
d
￿
¡
￿
_
•
x
￿
f
￿
￿
￿
˛
￿
X
￿
6
￿
z
￿
￿
￿
.
￿
d
￿
￿
￿
.
`
H
￿
ˇ
￿
￿
†
f
ﬂ
￿
￿
￿
￿
￿
￿
¥
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
x
￿
l
`
H
￿
i
￿
￿
…
￿
ˇ
†
S
￿
￿
ﬂ
˛
￿
d
￿
￿
￿
p
†
S
￿
￿
˝
￿
￿
￿
￿
X
￿
¡
￿
￿
￿
￿
￿
l
￿
z
†
S
￿
¡
`
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
l
￿
￿
￿
￿
￿
x
￿
_
￿
￿
_
￿
￿
￿
￿
￿
r
￿
d
￿
_
￿
p
￿
X
￿
_
•
￿
￿
p
￿
￿
￿
S
￿
x
`
h
˝
￿
￿
x
￿
z
￿
￿
￿
￿
￿
￿
￿
z
£
h
￿
p
￿
f
￿
⁄
￿
0
￿
￿
￿
l
”
L
†
f
￿
￿
￿
￿
￿
l
`
￿
￿
†
$
￿
￿
￿
￿
￿
»
￿
￿
–
0
￿
u
￿
￿
￿
l
￿
￿
￿
f
￿
z
￿
¡
￿
z
›
»
ƒ
§
￿
￿
￿
»
`
x
￿
d
￿
￿
￿
S
•
x
￿
S
￿
￿
￿
￿
ﬂ
˛
￿
_
￿
p
￿
s
…
￿
￿
￿
S
￿
i
￿
x
￿
￿
￿
)
￿
￿
￿
X
￿
⁄
￿
￿
†
S
￿
￿
£
￿
†
_
￿
￿
￿
￿
￿
￿
￿
￿
￿
r
￿
r
￿
S
￿
i
￿
X
￿
_
•
x
￿
i
￿
,
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
l
￿
￿
†
S
￿
￿
￿
￿
￿
￿
￿
￿
S
￿
￿
￿
p
`
Z
￿
￿
￿
x
￿
d
￿
￿
￿
¢
￿
￿
ﬂ
￿
†
f
￿
￿
￿
i
￿
￿
†
S
￿
¡
￿
l
›
￿
–
k
￿
X
￿
￿
￿
z
†
d
￿
S
￿
l
￿
￿
£
»
†
S
￿
E
￿
_
￿
p
￿
￿
r
￿
d
￿
_
￿
p
￿
p
￿
S
•
￿
￿
i
￿
,
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
l
￿
￿
￿
p
￿
￿
￿
l
￿
_
￿
￿
￿
￿
￿
p
￿
l
`
￿
†
f
￿
s
￿
￿
￿
i
￿
￿
”
x
￿
_
￿
¡
￿
_
￿
p
￿
i
￿
l
￿
￿
￿
†
6
￿
_
–
￿
‡
￿
￿
º
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
￿
￿
_
￿
L
`
6
†
S
￿
￿
￿
_
￿
￿
￿
￿
†
f
￿
￿
￿
￿
￿
p
£
￿
•
x
￿
f
￿
￿
￿
X
￿
˝
￿
￿
￿
￿
z
￿
￿
￿
S
–
)
‡
￿
￿
￿
￿
X
￿
￿
￿
￿
†
_
￿
￿
￿
z
￿
￿
￿
.
￿
￿
￿
s
￿
￿
￿
i
￿
x
￿
x
›
￿
›
ˆ
3
˜
.
¯
￿
˘
￿
,
˙
ˆ
￿
￿
›
˝
B
˝
+
¯
˙
￿
˛
g
ˇ
￿
B
¯
￿
—
ƒ
§
￿
￿
￿
º
￿
S
–
)
‡
￿
￿
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
i
†
f
￿
￿
L
￿
￿
￿
.
￿
￿
￿
￿
￿
x
￿
p
￿
}
￿
i
†
s
￿
z
￿
S
￿
`
￿
￿
d
￿
¡
￿
_
•
x
￿
f
￿
￿
￿
u
†
S
￿
˛
￿
r
￿
d
￿
S
￿
i
￿
X
￿
_
•
￿
￿
p
￿
u
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
¡
￿
￿
￿
l
￿
Z
￿
￿
†
￿
`
s
￿
￿
￿
￿
￿
z
￿
￿
…
ﬂ
￿
￿
i
￿
￿
￿
￿
˝
￿
￿
x
￿
￿
￿
￿
￿
x
￿
z
￿
￿
￿
￿
￿
￿
￿
z
£
Z
￿
x
￿
r
￿
S
￿
￿
”
L
￿
l
￿
￿
ﬂ
￿
￿
X
￿
￿
￿
￿
￿
p
†
S
￿
-
￿
￿
†
￿
￿
x
￿
￿
￿
￿
!
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
H
￿
S
￿
x
`
￿
￿
￿
￿
i
￿
￿
￿
￿
†
x
￿
￿
￿
￿
￿
l
￿
S
￿
￿
￿
¡
￿
￿
￿
ˇ
†
S
￿
￿
￿
￿
”
L
￿
.
￿
￿
￿
i
￿
L
￿
￿
_
–
￿
‡
￿
￿
ł
￿
_
”
￿
”
￿
￿
p
￿
X
￿
z
￿
d
￿
￿
￿
i
†
f
￿
x
￿
4
￿
￿
￿
L
￿
d
￿
U
￿
￿
￿
x
￿
￿
†
f
￿
˚
￿
￿
￿
x
￿
d
￿
E
￿
S
￿
￿
￿
¡
￿
￿
￿
i
…
￿
￿
￿
.
￿
8
￿
￿
￿
x
￿
￿
￿
f
›
￿
ƒ
§
￿
x
￿
0
￿
S
￿
i
￿
p
†
s
￿
z
￿
_
￿
￿
￿
p
†
S
￿
¥
￿
￿
†
_
￿
ı
￿
⁄
˝
§
￿
_
￿
￿
￿
￿
￿
￿
￿
￿
￿
z
￿
Z
￿
￿
￿
￿
￿
i
￿
.
￿
￿
￿
†
!
ﬂ
˛
￿
d
￿
￿
￿
¡
￿
Œ
￿
r
￿
r
￿
S
￿
i
￿
X
￿
_
•
x
￿
i
￿
j
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
l
￿
»
￿
￿
†
2
￿
r
￿
r
￿
S
￿
i
￿
X
￿
_
•
x
￿
i
￿
￿
￿
￿
f
￿
￿
‚
s
￿
￿
￿
i
￿
H
￿
￿
￿
￿
￿
￿
￿
￿
￿
f
￿
￿
‚
￿
”
P
†
￿
†
S
￿
￿
›
Ł
￿
S
￿
¡
￿
h
￿
￿
￿
f
￿
￿
‚
h
￿
l
￿
_
￿
u
￿
￿
￿
z
￿
￿
¥
￿
p
￿
X
￿
⁄
￿
6
†
S
￿
,
”
￿
￿
￿
￿
￿
￿
ˇ
￿
l
￿
￿
￿
l
￿
x
￿
￿
￿
.
￿
k
￿
ˇ
†
f
￿
￿
￿
￿
￿
￿
￿
˛
￿
S
￿
￿
￿
￿
￿
i
￿
f
￿
￿
ﬂ
￿
￿
z
￿
^
￿
)
￿
￿
†
￿
¥
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
S
›
￿
ƒ
§
￿
￿
￿
X
￿
￿
￿
￿
†
_
￿
ı
￿
⁄
˝
§
￿
_
￿
￿
￿
˚
￿
X
￿
￿
￿
￿
†
_
￿
￿
‡
§
…
‰
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
i
￿
￿
￿
”
P
￿
l
￿
z
￿
¢
￿
P
￿
_
￿
,
￿
S
￿
x
`
 
ﬂ
￿
￿
r
£
￿
•
P
￿
$
￿
x
￿
￿
￿
l
`
 
￿
i
￿
2
￿
￿
†
f
￿
d
￿
⁄
￿
￿
￿
x
￿
￿
￿
￿
￿
p
†
S
￿
˝
￿
￿
¢
￿
￿
￿
V
￿
_
￿
￿
£
¥
￿
_
”
x
”
￿
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
C
›
￿
￿
¯
￿
,
￿
￿
￿
˝
+
¯
3
￿
~
￿
F
¯
￿
—
ˇ
.
￿
¯
￿
˝
ƒ
§
￿
￿
￿
k
￿
_
–
￿
‡
￿
￿
ł
˝
D
†
S
￿
￿
‚
;
¤
x
†
d
˝
!
￿
￿
†
_
￿
ı
￿
⁄
˝
§
￿
_
￿
￿
￿
D
￿
￿
￿
.
￿
S
`
￿
￿
U
￿
0
`
s
￿
z
￿
ı
…
￿
i
￿
x
￿
¢
￿
￿
￿
i
†
f
￿
»
†
_
￿
C
￿
￿
￿
￿
￿
)
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
i
†
f
￿
x
￿
<
￿
￿
†
˚
￿
￿
￿
￿
￿
¥
￿
S
￿
x
`
￿
￿
￿
￿
x
￿
z
￿
p
￿
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
Z
`
s
￿
z
”
P
￿
z
￿
x
`
￿
￿
z
￿
x
￿
z
￿
i
￿
.
￿
z
›
￿
￿
￿
￿
￿
￿
¡
￿
￿
￿
.
`
s
￿
￿
￿
p
￿
l
￿
<
￿
￿
￿
S
￿
￿
‚
s
￿
￿
￿
†
￿
￿
￿
￿
x
￿
»
˝
￿
￿
￿
￿
z
￿
$
￿
_
￿
p
￿
P
†
_
￿
C
￿
￿
￿
￿
￿
z
￿
p
￿
￿
`
s
￿
z
”
P
￿
z
￿
x
`
￿
￿
z
￿
x
￿
z
￿
i
￿
.
￿
,
￿
L
￿
r
￿
S
￿
•
L
￿
l
￿
z
￿
h
￿
￿
￿
d
￿
￿
￿
p
￿
￿
￿
x
￿
.
`
￿
›
k
ƒ
§
￿
￿
￿
￿
￿
￿
†
f
￿
i
￿
6
†
S
￿
U
￿
￿
￿
￿
￿
￿
￿
￿
†
f
ﬂ
￿
”
L
†
f
￿
￿
￿
z
￿
^
￿
￿
p
￿
)
￿
￿
￿
^
￿
L
￿
k
￿
￿
†
Z
‚
f
￿
z
￿
l
”
￿
￿
￿
￿
x
￿
￿
”
P
†
￿
†
S
￿
￿
†
_
￿
D
￿
r
￿
r
￿
S
￿
i
￿
X
￿
_
•
x
￿
i
￿
˚
￿
￿
￿
S
￿
￿
‚
s
￿
￿
￿
”
s
…
￿
￿
￿
†
S
…
‰
`
￿
￿
_
￿
￿
￿
f
›
￿
￿
¯
￿
￿
‰
￿
F
¯
￿
—
ˇ
.
￿
¯
￿
˝
ƒ
§
￿
￿
￿
,
￿
⁄
†
S
•
Z
￿
z
†
S
￿
^
￿
￿
￿
￿
†
S
￿
￿
￿
￿
†
f
ﬂ
￿
”
L
†
f
￿
￿
￿
z
￿
^
￿
§
￿
p
￿
§
￿
x
￿
￿
￿
l
`
»
￿
￿
†
￿
￿
￿
†
f
￿
s
…
￿
￿
￿
￿
†
S
￿
P
￿
￿
￿
x
￿
￿
￿
z
￿
s
￿
l
￿
￿
￿
￿
￿
￿
￿
p
†
S
￿
-
†
_
￿
￿
￿
￿
￿
￿
￿
f
￿
￿
‚
˛
†
f
￿
-
￿
￿
￿
￿
†
f
ﬂ
￿
”
￿
￿
s
￿
￿
￿
_
…
￿
￿
￿
p
†
S
￿
x
￿
S
￿
￿
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
S
›
￿
￿
￿
￿
￿
￿
￿
†
f
￿
i
￿
￿
￿
p
￿
)
￿
￿
†
¥
”
x
￿
f
￿
¡
‚
r
￿
S
￿
S
￿
˚
￿
S
￿
x
`
￿
￿
￿
¡
￿
_
￿
x
￿
￿
”
P
†
S
￿
￿
￿
,
￿
￿
￿
￿
￿
￿
`
￿
￿
d
￿
¡
￿
˚
￿
￿
￿
x
￿
d
￿
￿
￿
￿
￿
￿
￿
f
￿
￿
‚
¥
￿
￿
￿
.
¶
f
￿
x
￿
i
￿
￿
￿
l
￿
l
￿
S
￿
￿
†
￿
⁄
￿
¡
￿
_
￿
￿
￿
§
￿
⁄
†
S
•
u
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
￿
￿
￿
￿
￿
†
V
￿
￿
￿
z
￿
￿
￿
￿
￿
i
￿
l
￿
S
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
i
￿
￿
￿
l
￿
C
￿
￿
†
`
s
￿
￿
￿
￿
￿
l
￿
￿
￿
˛
￿
S
￿
x
`
 
￿
￿
￿
.
￿
￿
￿
¡
￿
￿
￿
.
`
s
￿
￿
￿
p
￿
-
￿
h
￿
￿
￿
f
￿
￿
‚
￿
￿
i
￿
0
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
￿
￿
￿
_
￿
p
￿
p
￿
˛
￿
S
￿
x
`
]
￿
￿
†
u
￿
i
†
f
￿
-
￿
⁄
†
S
•
2
￿
￿
￿
￿
•
x
ﬂ
￿
￿
X
￿
￿
￿
￿
￿
p
†
S
￿
 
￿
￿
†
￿
￿
l
￿
x
￿
_
•
￿
￿
p
￿
￿
_
–
￿
‡
￿
￿
ﬂ
￿
†
S
￿
x
￿
¢
￿
￿
†
S
￿
￿
￿
i
￿
￿
￿
L
›
3
￿
k
￿
f
￿
S
￿
i
￿
C
￿
￿
￿
￿
￿
￿
￿
X
￿
$
￿
￿
†
S
￿
ı
￿
⁄
˝
D
￿
S
￿
￿
￿
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
583Tasks added to Task Pool
ø
4
￿
p
￿
S
￿
￿
￿
￿
￿
>
-
E
￿
_
–
￿
‡
￿
￿
￿
›
L
ƒ
￿
￿
f
￿
￿
‚
¥
￿
)
`
￿
`
s
￿
i
￿
￿
￿
p
†
S
￿
$
￿
p
￿
$
￿
E
￿
x
￿
S
￿
￿
￿
l
￿
>
￿
@
￿
i
￿
￿
￿
￿
X
￿
￿
￿
￿
†
S
￿
˚
￿
_
–
￿
‡
￿
￿
￿
￿
”
P
￿
l
￿
z
￿
¢
￿
L
￿
￿
￿
S
￿
x
`
u
￿
z
￿
_
￿
H
•
P
￿
˛
￿
x
￿
￿
￿
.
`
h
•
￿
£
†
S
￿
￿
￿
￿
￿
l
￿
￿
￿
_
”
￿
”
x
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
x
￿
l
›
￿
￿
¯
￿
—
6
￿
ˇ
¯
￿
￿
+
—
6
￿
￿
￿
ﬂ
￿
†
f
￿
￿
￿
i
￿
￿
†
S
￿
￿
￿
p
￿
￿
￿
￿
￿
￿
￿
p
￿
i
￿
l
￿
f
￿
￿
˝
D
￿
f
￿
￿
￿
￿
￿
￿
￿
l
￿
d
￿
￿
￿
l
`
)
￿
￿
†
￿
￿
￿
￿
p
￿
z
˝
j
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
_
￿
￿
￿
x
￿
¥
†
_
￿
0
￿
￿
￿
x
￿
j
￿
_
–
￿
‡
￿
￿
”
￿
￿
￿
†
s
￿
￿
￿
.
￿
￿
￿
l
›
{
ƒ
§
￿
x
￿
h
￿
￿
￿
p
￿
i
￿
l
￿
^
￿
￿
￿
￿
X
￿
￿
￿
L
￿
_
￿
p
￿
i
£
H
￿
p
￿
r
£
f
￿
z
￿
¡
￿
§
￿
⁄
†
S
•
L
￿
z
￿
<
￿
￿
￿
￿
†
d
˝
￿
￿
p
￿
￿
￿
V
”
x
￿
_
￿
¡
￿
_
￿
p
￿
p
￿
z
￿
E
”
x
￿
￿
†
S
…
￿
z
￿
l
￿
￿
￿
￿
￿
p
￿
￿
￿
-
￿
_
￿
x
`
￿
￿
￿
£
￿
￿
x
￿
¡
￿
￿
￿
￿
†
S
￿
￿
￿
X
￿
￿
￿
d
￿
￿
￿
p
†
S
￿
$
”
P
†
S
￿
p
￿
^
￿
￿
￿
l
›
￿
￿
￿
￿
ˇ
†
S
￿
￿
…
ﬂ
˛
￿
_
￿
￿
￿
p
†
S
￿
￿
￿
ˇ
†
S
￿
<
￿
.
￿
S
￿
¡
￿
￿
￿
⁄
†
S
•
￿
ﬂ
˛
￿
r
£
￿
￿
S
￿
p
￿
￿
†
0
•
L
￿
￿
￿
￿
￿
p
￿
z
˝
D
￿
l
`
￿
￿
ˇ
†
S
￿
￿
￿
￿
￿
￿
_
￿
￿
￿
X
￿
⁄
￿
￿
￿
p
￿
l
￿
_
￿
s
”
￿
￿
x
￿
￿
”
P
†
f
￿
￿
￿
l
￿
l
›
4
￿
k
￿
¢
￿
￿
￿
￿
†
S
￿
x
￿
S
￿
￿
￿
￿
￿
￿
￿
￿
`
￿
￿
_
￿
￿
￿
)
￿
ˇ
†
S
￿
￿
￿
￿
￿
￿
˚
￿
￿
￿
X
￿
￿
￿
L
￿
_
￿
p
￿
p
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
-
￿
z
￿
i
￿
p
￿
z
￿
^
￿
)
￿
X
￿
￿
￿
f
￿
z
￿
￿
￿
l
￿
￿
￿
_
￿
￿
￿
.
`
Z
￿
_
￿
￿
￿
￿
￿
￿
￿
￿
⁄
†
f
•
Œ
￿
￿
￿
￿
•
￿
ﬂ
￿
￿
X
￿
￿
￿
￿
￿
i
†
f
￿
Œ
￿
￿
￿
￿
￿
S
￿
S
￿
S
￿
￿
￿
￿
￿
￿
￿
u
￿
￿
￿
p
￿
i
￿
l
￿
^
￿
V
￿
￿
†
_
￿
ı
￿
⁄
˝
§
￿
_
￿
￿
￿
￿
X
￿
￿
￿
￿
†
_
￿
˚
￿
S
–
)
‡
￿
￿
￿
￿
”
P
￿
l
￿
z
￿
¢
￿
P
￿
￿
￿
S
￿
x
`
￿
ﬂ
˛
￿
r
£
V
•
P
￿
￿
￿
L
￿
￿
￿
.
`
h
￿
p
￿
￿
z
†
S
￿
d
￿
⁄
￿
x
￿
x
￿
8
￿
￿
￿
i
†
f
￿
-
˝
￿
￿
i
￿
￿
￿
V
￿
S
￿
^
£
Z
￿
_
”
￿
”
￿
￿
p
￿
X
￿
z
￿
d
￿
￿
￿
i
†
f
￿
C
›
￿
￿
˙
U
¨
￿
￿
D
˘
￿
￿
z
￿
￿
¨
￿
￿
¯
￿
¯
￿
￿
￿
¯
￿
ª
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
Z
￿
ª
￿
º
˘
￿
￿
￿
¨
￿
￿
￿
￿
￿
￿
z
￿
￿
¨
￿
˘
￿
￿
z
￿
ª
￿
ª
¨
￿
«
￿
˙
<
￿
￿
￿
￿
￿
￿
S
￿
￿
￿
p
`
2
￿
p
￿
s
￿
ˇ
￿
¡
￿
S
￿
￿
￿
￿
￿
￿
￿
x
￿
8
￿
￿
￿
￿
￿
￿
￿
￿
￿
p
￿
Z
￿
p
￿
i
‚
f
￿
z
￿
p
£
 
￿
￿
†
 
￿
z
†
S
￿
x
￿
￿
￿
p
￿
￿
￿
¥
†
S
￿
˚
￿
￿
￿
￿
z
￿
￿
￿
l
￿
￿
†
f
￿
S
￿
z
￿
x
￿
z
†
S
￿
L
￿
¥
￿
￿
†
f
￿
i
￿
p
￿
l
￿
￿
￿
￿
￿
p
†
S
￿
Œ
†
_
￿
˚
￿
￿
†
f
ﬂ
￿
”
￿
￿
s
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
x
￿
S
￿
0
￿
￿
￿
z
…
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
.
￿
￿
￿
￿
￿
x
￿
d
￿
￿
￿
_
￿
￿
￿
¥
￿
S
￿
l
†
S
￿
f
￿
￿
￿
S
”
￿
￿
￿
￿
X
￿
z
￿
_
￿
p
￿
p
£
h
￿
￿
￿
l
”
x
￿
_
￿
¡
￿
d
￿
￿
￿
l
`
￿
￿
S
￿
x
`
ﬂ
˛
￿
_
￿
L
￿
_
￿
S
￿
.
`
￿
•
￿
£
￿
￿
￿
￿
￿
￿
ﬂ
￿
•
L
￿
l
￿
j
†
S
￿
Z
`
s
￿
i
￿
P
￿
l
￿
￿
￿
l
￿
^
￿
u
†
f
￿
￿
￿
^
￿
_
￿
￿
￿
X
￿
￿
￿
d
…
￿
￿
￿
i
†
f
￿
x
￿
z
›
ƒ
￿
†
￿
†
S
•
s
￿
¡
￿
_
￿
p
￿
￿
￿
2
￿
￿
†
S
•
x
￿
x
￿
⁄
￿
h
￿
S
￿
x
`
{
￿
￿
æ
»
￿
￿
￿
p
￿
z
￿
^
￿
￿
￿
f
￿
￿
￿
X
`
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
p
†
S
￿
￿
￿
¢
￿
-
￿
p
￿
Z
￿
￿
￿
l
￿
z
￿
l
￿
￿
￿
￿
￿
S
￿
￿
£
]
￿
￿
†
!
￿
￿
†
f
￿
i
￿
f
￿
h
￿
￿
￿
￿
￿
￿
ﬂ
˚
•
P
￿
z
￿
†
S
￿
L
”
￿
￿
¡
￿
S
￿
￿
￿
￿
￿
X
￿
z
￿
_
￿
￿
￿
d
†
S
￿
￿
￿
f
￿
S
￿
￿
￿
X
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
x
￿
S
￿
S
￿
_
￿
x
`
￿
￿
p
ﬂ
￿
”
x
￿
i
￿
l
ﬂ
￿
￿
l
￿
^
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
￿
X
￿
￿
￿
￿
￿
￿
￿
.
￿
z
›
Æ
S
￿
)
￿
￿
￿
￿
ª
￿
￿
¢
=
§
￿
¥
￿
￿
￿
￿
￿
￿
Ł
￿
S
￿
¡
￿
’
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
x
￿
_
￿
Z
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
￿
†
S
￿
￿
￿
￿
￿
￿
￿
￿
￿
f
￿
￿
￿
X
`
￿
X
￿
￿
i
￿
p
‚
S
￿
l
￿
i
£
j
￿
￿
†
H
•
L
￿
Z
†
d
˝
￿
￿
￿
￿
l
`
￿
•
^
£
￿
￿
￿
`
￿
￿
¢
￿
￿
￿
z
￿
￿
￿
z
￿
^
￿
￿
†
S
￿
￿
￿
f
￿
_
￿
x
￿
p
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
˝
￿
￿
￿
￿
p
￿
¡
￿
$
˝
￿
￿
p
￿
i
￿
￿
￿
x
￿
r
￿
S
￿
0
￿
i
￿
￿
￿
k
†
d
˝
￿
￿
$
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
i
†
f
￿
-
”
x
￿
￿
†
s
￿
￿
￿
.
￿
￿
￿
D
￿
ˇ
†
f
￿
￿
S
￿
z
¶
^
￿
￿
￿
p
￿
￿
￿
i
￿
￿
￿
H
￿
S
￿
l
￿
￿
￿
l
￿
￿
￿
˚
￿
￿
†
H
￿
￿
￿
x
￿
_
￿
˛
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
Z
￿
S
￿
x
`
￿
￿
i
￿
￿
￿
￿
†
d
˝
￿
￿
￿
￿
￿
￿
￿
p
￿
l
￿
￿
￿
ˇ
†
S
￿
˚
￿
i
￿
￿
￿
˚
￿
x
￿
￿
￿
S
›
￿
￿
￿
￿
￿
￿
p
￿
￿
￿
i
￿
￿
￿
X
￿
_
￿
§
￿
⁄
￿
￿
￿
z
”
￿
￿
p
￿
]
￿
￿
￿
￿
￿
l
￿
_
￿
￿
￿
p
￿
￿
￿
￿
￿
￿
S
￿
￿
￿
p
`
￿
†
_
￿
P
￿
x
￿
￿
￿
S
•
￿
￿
p
￿
￿
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
l
￿
￿
￿
p
￿
U
￿
￿
￿
￿
￿
l
￿
￿
￿
z
￿
ˇ
†
S
￿
￿
￿
,
￿
￿
†
￿
￿
_
”
￿
”
￿
￿
p
£
6
￿
ˇ
†
f
￿
￿
S
￿
z
￿
z
￿
l
￿
￿
￿
D
￿
￿
†
˛
￿
￿
￿
l
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
.
￿
z
›
U
ƒ
§
￿
￿
￿
￿
￿
_
”
￿
”
￿
￿
p
￿
X
￿
z
￿
d
￿
￿
￿
i
†
f
￿
Z
”
x
￿
￿
†
s
￿
￿
￿
.
￿
￿
￿
§
￿
p
￿
”
￿
￿
￿
￿
f
￿
8
￿
￿
￿
p
￿
l
￿
_
￿
U
￿
￿
￿
z
￿
￿
ﬂ
￿
￿
6
”
￿
￿
￿
†
d
￿
f
￿
l
`
u
￿
-
￿
￿
￿
p
ﬂ
￿
￿
Z
￿
z
†
S
￿
x
￿
￿
￿
￿
ﬂ
￿
￿
i
￿
x
￿
V
”
￿
￿
￿
†
S
…
￿
￿
￿
l
￿
￿
￿
l
›
￿
ƒ
§
￿
￿
￿
˛
￿
_
”
x
”
￿
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
j
”
￿
￿
￿
†
s
￿
z
￿
l
￿
￿
￿
)
˝
§
￿
S
￿
0
￿
￿
￿
￿
￿
￿
￿
l
￿
S
ﬂ
￿
￿
p
￿
p
￿
￿
￿
l
`
￿
S
￿
0
”
x
￿
S
￿
￿
￿
6
†
S
￿
￿
￿
￿
￿
z
￿
f
￿
z
￿
E
￿
-
￿
S
￿
￿
￿
X
`
H
`
￿
￿
z
”
￿
￿
p
†
d
£
￿
ﬂ
￿
￿
l
￿
^
￿
6
￿
i
￿
u
￿
￿
￿
￿
￿
»
￿
k
«
•
￿
￿
s
￿
6
￿
i
￿
6
￿
p
￿
6
￿
z
￿
i
￿
.
￿
_
￿
0
￿
￿
￿
x
￿
d
￿
￿
￿
￿
￿
￿
￿
p
￿
6
￿
p
￿
6
￿
￿
￿
￿
￿
p
￿
p
￿
E
￿
-
•
L
†
S
￿
￿
￿
￿
￿
p
￿
z
￿
x
￿
l
￿
¡
‚
h
￿
p
￿
￿
￿
￿
￿
￿
￿
￿
¡
￿
_
”
￿
￿
X
`
-
`
s
￿
z
”
￿
￿
p
†
d
£
￿
ﬂ
￿
￿
z
￿
^
￿
￿
†
_
￿
￿
￿
f
￿
￿
￿
X
`
-
￿
_
”
￿
”
￿
￿
p
￿
X
￿
z
￿
d
￿
￿
￿
i
†
f
￿
x
￿
l
›
￿
￿
Ø
￿
f
`
￿
`
s
￿
i
￿
￿
￿
p
†
S
￿
C
￿
￿
￿
l
￿
_
￿
￿
￿
￿
￿
ˇ
￿
￿
￿
k
￿
￿
￿
￿
†
f
￿
￿
￿
S
￿
^
￿
»
ﬂ
˚
￿
L
￿
⁄
￿
-
•
L
￿
￿
￿
f
￿
i
￿
f
￿
z
￿
￿
￿
†
-
￿
￿
￿
￿
￿
￿
￿
⁄
£
￿
”
P
￿
￿
†
_
￿
§
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
l
￿
k
￿
￿
￿
x
￿
_
￿
˚
￿
_
￿
￿
￿
￿
￿
￿
￿
l
¶
^
￿
￿
￿
p
￿
￿
￿
l
`
h
￿
S
￿
x
`
￿
￿
￿
￿
￿
V
￿
p
￿
i
ﬂ
￿
￿
i
￿
￿
￿
˛
￿
p
ﬂ
￿
”
L
†
^
￿
￿
￿
.
`
]
•
￿
£
￿
￿
p
†
s
￿
z
￿
S
￿
￿
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
Z
ﬂ
˛
￿
S
￿
x
￿
_
￿
f
￿
￿
…
ﬂ
￿
￿
l
￿
^
￿
l
›
￿
ƒ
§
￿
￿
￿
$
￿
_
–
￿
‡
￿
￿
”
x
￿
f
￿
¡
‚
d
￿
_
￿
S
￿
Z
￿
p
￿
￿
`
s
￿
.
￿
￿
￿
p
￿
S
￿
￿
￿
.
`
￿
￿
￿
†
j
￿
l
￿
s
…
￿
_
•
￿
￿
p
￿
$
￿
p
￿
S
￿
￿
￿
f
￿
￿
…
¸
￿
￿
￿
l
￿
_
￿
p
￿
Z
”
￿
￿
￿
†
S
•
x
￿
i
￿
l
ﬂ
￿
￿
†
f
￿
i
￿
￿
￿
￿
￿
p
†
S
￿
C
￿
￿
￿
p
￿
x
`
s
￿
l
￿
l
`
￿
￿
D
￿
￿
￿
￿
￿
￿
S
￿
￿
￿
p
`
˛
`
s
￿
l
￿
S
￿
l
￿
i
†
f
”
￿
ﬂ
￿
￿
z
￿
^
￿
D
`
s
￿
.
￿
￿
￿
z
￿
￿
￿
p
•
P
￿
l
`
˛
￿
￿
￿
l
￿
￿
￿
k
˝
D
￿
f
￿
<
”
￿
￿
￿
†
S
ﬂ
￿
”
s
￿
￿
￿
l
`
•
^
£
2
￿
￿
￿
￿
￿
￿
￿
_
”
￿
”
x
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
Œ
￿
￿
￿
￿
￿
p
￿
z
￿
^
￿
￿
￿
p
￿
￿
￿
￿
￿
l
￿
￿
`
s
￿
l
￿
￿
￿
p
￿
￿
￿
j
￿
￿
†
 
￿
￿
￿
f
￿
¡
‚
^
￿
p
￿
”
￿
￿
￿
†
f
•
￿
￿
p
￿
z
ﬂ
˛
￿
˛
￿
X
￿
_
￿
￿
￿
S
￿
z
￿
￿
￿
￿
￿
x
￿
_
￿
Ø
￿
z
￿
￿
￿
￿
￿
￿
￿
z
￿
^
￿
￿
￿
i
£
￿
”
x
￿
￿
￿
f
￿
8
￿
￿
￿
X
￿
z
￿
S
￿
￿
˝
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
￿
Œ
￿
￿
￿
.
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
l
￿
u
￿
￿
￿
￿
￿
z
£
￿
x
￿
r
￿
f
￿
￿
￿
r
￿
d
￿
_
￿
p
￿
p
￿
S
•
￿
￿
p
￿
S
›
ƒ
§
￿
￿
￿
Œ
￿
￿
￿
z
…
￿
￿
†
f
￿
￿
￿
￿
￿
z
￿
l
￿
<
￿
r
￿
d
￿
S
￿
i
￿
X
￿
_
•
￿
￿
p
￿
￿
†
f
￿
»
￿
l
￿
f
￿
¡
￿
»
￿
￿
†
S
ﬂ
￿
”
￿
￿
￿
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
»
￿
￿
￿
l
￿
￿
†
S
￿
￿
￿
¡
￿
￿
￿
￿
_
￿
￿
￿
￿
￿
￿
￿
s
￿
l
`
￿
›
7
￿
)
￿
j
￿
￿
”
￿
￿
￿
￿
f
￿
8
￿
￿
￿
p
￿
l
￿
_
￿
￿
￿
￿
†
S
￿
L
￿
￿
￿
X
`
s
￿
z
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
C
￿
￿
￿
￿
￿
￿
￿
￿
_
ﬂ
￿
†
S
￿
￿
￿
^
￿
4
†
_
￿
s
￿
￿
￿
p
ﬂ
￿
￿
,
￿
￿
￿
l
¶
^
￿
￿
￿
.
￿
⁄
￿
￿
￿
l
`
￿
”
P
￿
z
￿
L
￿
⁄
†
S
•
˚
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
˚
￿
S
￿
x
`
￿
￿
￿
￿
￿
˚
￿
r
￿
d
￿
S
￿
i
￿
X
￿
_
•
￿
￿
p
￿
˚
`
s
￿
X
￿
￿
￿
6
￿
￿
”
L
￿
S
￿
￿
￿
0
￿
￿
†
Z
￿
0
￿
⁄
†
f
•
V
ﬂ
˚
￿
x
￿
￿
￿
)
•
P
￿
˚
￿
S
￿
x
￿
_
￿
i
…
£
￿
￿
￿
￿
l
`
￿
￿
l
￿
_
￿
￿
￿
￿
￿
ˇ
￿
￿
￿
p
￿
p
£
P
￿
￿
￿
⁄
†
f
•
0
￿
￿
￿
_
￿
p
￿
i
￿
￿
￿
￿
￿
E
`
s
￿
x
￿
<
￿
￿
†
k
†
d
￿
S
￿
z
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
p
￿
￿
￿
￿
￿
_
￿
i
…
￿
i
†
s
￿
z
￿
_
￿
￿
￿
.
`
Z
”
x
￿
￿
†
s
￿
￿
￿
.
￿
￿
￿
￿
†
S
￿
§
￿
￿
￿
i
ﬂ
￿
￿
￿
†
S
￿
￿
￿
z
￿
s
￿
z
￿
z
￿
.
`
s
￿
i
￿
x
￿
»
`
s
￿
p
￿
￿
￿
6
¶
^
￿
￿
†
S
￿
￿
￿
˝
D
￿
f
￿
E
￿
˚
￿
z
†
S
￿
x
￿
￿
￿
￿
￿
S
￿
^
￿
,
￿
X
￿
￿
￿
￿
￿
￿
￿
k
￿
p
￿
¥
￿
.
￿
_
￿
￿
￿
i
£
￿
￿
S
￿
￿
￿
X
`
»
`
s
￿
z
￿
f
￿
z
￿
p
†
S
”
￿
ﬂ
￿
￿
l
￿
f
￿
.
›
￿
k
￿
￿
￿
)
`
￿
￿
l
￿
￿
￿
i
￿
f
￿
￿
￿
￿
†
f
￿
x
￿
￿
￿
p
`
s
￿
l
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
C
￿
r
￿
￿
￿
￿
￿
§
`
s
￿
l
￿
z
†
S
ﬂ
￿
”
L
†
^
￿
￿
￿
i
￿
￿
￿
p
†
S
￿
￿
†
_
￿
￿
￿
￿
￿
￿
￿
”
x
￿
S
￿
￿
￿
S
￿
i
￿
p
￿
z
￿
￿
￿
¡
￿
S
￿
￿
‚
s
￿
§
ﬂ
˚
￿
x
￿
￿
￿
￿
•
L
￿
6
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
l
`
¥
￿
￿
†
˛
￿
l
￿
x
￿
_
•
￿
￿
p
￿
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
584ø
4
￿
i
￿
f
￿
￿
￿
￿
￿
@
-
<
￿
_
–
￿
‡
￿
￿
￿
￿
†
S
￿
p
￿
s
￿
￿
￿
p
†
S
￿
$
￿
￿
￿
¡
￿
¡
￿
￿
￿
i
￿
￿
￿
.
￿
8
￿
￿
￿
x
￿
￿
￿
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
585￿
￿
￿
￿
†
s
`
s
￿
)
￿
￿
†
￿
”
P
￿
z
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
￿
￿
￿
￿
0
￿
￿
￿
l
¶
^
￿
￿
￿
p
￿
￿
￿
.
`
˛
￿
￿
￿
f
￿
￿
‚
˛
˝
￿
￿
i
￿
￿
￿
x
￿
i
￿
Z
￿
￿
￿
￿
￿
•
P
†
S
￿
￿
￿
L
`
￿
￿
￿
†
_
￿
￿
￿
i
￿
￿
￿
￿
￿
r
￿
d
￿
_
￿
p
￿
p
￿
S
•
￿
￿
p
￿
￿
￿
￿
￿
l
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
l
￿
l
›
Æ
S
￿
￿
￿
…
￿
¢
^
￿
￿
￿
￿
￿
)
￿
)
￿
5
¥
￿
￿
￿
￿
￿
￿
‹
￿
￿
￿
?
￿
$
￿
‹
¥
￿
￿
6
¥
￿
￿
$
￿
￿
￿
ƒ
§
￿
￿
￿
 
￿
S
￿
￿
￿
p
`
￿
ﬂ
￿
￿
X
`
￿
`
s
￿
p
￿
z
˝
§
￿
_
￿
￿
￿
￿
”
x
￿
f
￿
¡
‚
r
￿
S
￿
S
￿
.
￿
￿
”
P
￿
z
￿
￿
ﬂ
￿
￿
i
￿
H
￿
f
￿
z
￿
z
￿
l
￿
￿
￿
￿
￿
†
￿
￿
￿
˝
￿
￿
X
`
s
￿
￿
…
‰
￿
¡
￿
_
￿
￿
￿
f
￿
!
†
S
￿
￿
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
l
￿
f
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
’
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
…
￿
￿
￿
￿
￿
￿
￿
.
￿
z
›
Z
￿
￿
￿
_
￿
￿
￿
S
￿
z
…
‰
￿
￿
￿
z
￿
S
￿
i
￿
￿
￿
i
￿
l
￿
f
￿
f
￿
￿
£
h
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
p
†
S
￿
u
”
x
￿
f
￿
¡
‚
d
￿
_
￿
S
￿
.
￿
˝
￿
￿
p
￿
i
￿
§
￿
x
￿
￿
￿
x
￿
S
￿
i
￿
p
£
￿
￿
￿
￿
.
¶
^
￿
￿
￿
i
￿
￿
￿
¥
￿
j
￿
￿
￿
S
￿
￿
￿
S
￿
¥
†
_
￿
)
￿
z
†
S
ﬂ
￿
”
￿
￿
p
￿
i
￿
l
￿
￿
￿
l
￿
_
”
x
￿
_
…
•
￿
￿
p
￿
p
￿
¢
￿
￿
￿
i
￿
.
￿
￿
￿
_
￿
x
`
h
•
L
￿
˛
￿
￿
†
f
￿
x
￿
￿
￿
￿
￿
￿
￿
x
￿
8
￿
￿
￿
l
`
V
￿
x
￿
￿
￿
p
￿
￿
￿
-
￿
z
†
S
￿
p
￿
i
￿
.
￿
8
￿
￿
￿
i
†
f
￿
x
￿
￿
†
_
￿
†
f
”
L
￿
l
￿
s
…
‰
￿
￿
†
S
￿
x
￿
￿
￿
z
￿
u
￿
S
￿
x
`
￿
￿
￿
†
f
ﬂ
￿
ﬂ
￿
￿
l
￿
￿
￿
z
￿
p
￿
S
￿
6
￿
i
￿
p
•
￿
￿
¡
￿
_
￿
￿
￿
i
￿
.
￿
z
›
￿
ø
￿
￿
p
￿
x
`
￿
…
￿
p
￿
￿
￿
￿
￿
￿
†
S
ﬂ
￿
”
￿
￿
p
￿
p
￿
z
￿
¡
￿
U
￿
￿
￿
L
￿
d
￿
￿
￿
￿
†
S
￿
x
￿
p
`
Z
￿
￿
†
S
”
P
￿
k
˝
￿
￿
i
￿
￿
￿
¥
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
¶
^
￿
￿
￿
p
￿
￿
￿
z
…
ﬂ
￿
￿
z
￿
^
￿
¡
￿
￿
†
_
￿
˛
†
f
￿
￿
￿
j
￿
_
–
￿
‡
￿
￿
￿
￿
p
ﬂ
￿
”
￿
￿
i
￿
l
ﬂ
￿
￿
z
￿
^
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
x
￿
l
￿
6
˝
￿
￿
￿
￿
X
￿
¡
￿
˝
D
￿
z
￿
￿
￿
￿
`
￿
￿
l
￿
￿
￿
i
￿
f
￿
￿
￿
l
`
»
￿
￿
†
￿
￿
￿
￿
￿
￿
Z
†
S
￿
Z
￿
￿
￿
i
￿
f
￿
s
…
‰
”
L
￿
l
￿
￿
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
_
￿
L
￿
￿
￿
k
”
L
￿
_
￿
￿
…
￿
S
￿
i
￿
p
￿
z
￿
￿
ﬂ
˛
￿
f
￿
¡
￿
￿
￿
i
￿
x
￿
l
￿
l
￿
D
˝
§
￿
S
￿
¥
￿
￿
￿
￿
†
S
￿
L
￿
⁄
￿
¡
￿
_
￿
^
￿
»
￿
￿
￿
l
￿
f
`
￿
￿
S
￿
¡
￿
x
￿
$
`
￿
￿
￿
￿
￿
…
￿
p
￿
￿
￿
￿
`
s
￿
z
￿
f
￿
z
￿
p
†
S
”
￿
ﬂ
￿
￿
l
￿
f
￿
.
›
 
ƒ
§
￿
￿
￿
V
￿
r
￿
d
￿
_
￿
p
￿
X
￿
_
•
￿
￿
p
￿
i
￿
i
￿
⁄
£
u
†
_
￿
￿
￿
i
￿
p
•
￿
￿
¡
￿
_
￿
￿
￿
i
￿
.
￿
˝
§
￿
S
￿
,
￿
_
￿
X
￿
￿
†
˚
￿
˚
￿
￿
￿
p
￿
S
￿
￿
￿
i
￿
L
￿
l
￿
_
￿
^
￿
E
”
￿
￿
￿
†
S
•
￿
￿
p
￿
z
ﬂ
$
›
￿
￿
¥
￿
f
`
￿
`
s
￿
i
￿
￿
￿
p
†
S
￿
C
￿
f
￿
￿
￿
￿
￿
￿
￿
†
S
￿
s
￿
￿
￿
i
￿
x
￿
h
ﬂ
˛
￿
_
￿
x
￿
S
￿
S
￿
l
ﬂ
￿
￿
l
￿
^
￿
Z
†
_
￿
6
￿
￿
￿
z
ﬂ
￿
†
S
￿
￿
￿
j
￿
￿
£
s
￿
⁄
￿
￿
￿
z
ﬂ
˛
￿
Z
†
_
￿
ı
￿
￿
￿
l
￿
￿
l
￿
_
￿
x
￿
￿
￿
l
`
h
￿
￿
￿
l
ﬂ
￿
†
S
￿
￿
￿
k
￿
⁄
†
S
•
￿
￿
￿
￿
S
￿
i
￿
p
￿
￿
￿
￿
￿
￿
￿
f
￿
k
￿
p
￿
p
•
￿
￿
￿
￿
S
￿
￿
￿
p
￿
l
￿
)
˝
D
￿
z
￿
￿
￿
˚
￿
￿
”
s
…
`
￿
￿
_
￿
￿
￿
.
`
Z
†
f
￿
￿
￿
￿
￿
l
”
￿
￿
X
￿
S
￿
￿
￿
.
`
￿
›
Æ
S
￿
￿
￿
￿
￿
￿
ª
￿
g
￿
￿
Ł
￿
¢
￿
¥
￿
￿
￿
￿
6
￿
g
￿
￿
)
￿
￿
￿
S
￿
 
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
p
†
S
￿
]
ﬂ
￿
￿
r
£
u
￿
￿
￿
￿
￿
]
†
f
￿
￿
ﬂ
˛
￿
_
￿
￿
£
￿
`
s
￿
i
￿
P
￿
l
￿
￿
￿
l
￿
^
￿
￿
S
￿
￿
￿
¡
￿
￿
￿
i
￿
￿
￿
.
￿
8
￿
￿
￿
￿
￿
￿
￿
.
￿
<
￿
￿
￿
￿
￿
z
￿
￿
￿
0
￿
_
￿
￿
￿
)
￿
￿
†
S
ﬂ
￿
￿
)
￿
p
ﬂ
￿
”
L
†
f
￿
￿
￿
¡
￿
_
￿
^
￿
￿
￿
S
￿
￿
”
L
￿
.
￿
8
￿
￿
￿
˝
￿
￿
￿
￿
l
￿
Œ
￿
z
†
S
￿
x
￿
￿
￿
p
`
￿
￿
z
￿
￿
￿
i
￿
￿
￿
￿
`
x
￿
d
￿
￿
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
˛
￿
d
￿
￿
￿
l
›
￿
￿
D
￿
p
￿
x
￿
_
￿
￿
£
2
`
￿
￿
d
￿
¡
￿
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
d
￿
¡
￿
V
˝
￿
￿
p
￿
i
￿
˚
`
￿
￿
¢
￿
￿
￿
z
￿
￿
•
P
￿
￿
￿
⁄
˝
D
￿
z
￿
l
￿
￿
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
V
￿
S
￿
x
`
￿
￿
￿
￿
￿
z
￿
￿
￿
￿
￿
ˇ
†
f
￿
￿
￿
-
￿
￿
”
￿
￿
X
￿
d
￿
￿
￿
ˇ
†
S
￿
￿
ﬂ
￿
p
￿
x
`
s
￿
l
”
L
￿
l
￿
x
`
s
￿
l
￿
f
￿
˛
`
￿
￿
_
￿
￿
￿
V
￿
ˇ
†
f
￿
￿
ﬂ
˛
￿
_
￿
ﬂ
￿
￿
x
￿
⁄
￿
￿
•
P
￿
6
￿
¡
￿
￿
†
^
￿
￿
￿
l
￿
¥
￿
ˇ
†
f
￿
￿
￿
_
￿
p
￿
C
`
￿
￿
d
￿
¡
￿
￿
￿
￿
￿
￿
†
f
￿
￿
￿
S
￿
S
￿
f
›
Æ
S
￿
+
￿
£
￿
￿
￿
￿
￿
§
‹
¥
¡
￿
￿
￿
￿
￿
[
¢
￿
”
8
￿
ƒ
￿
￿
￿
3
§
￿
￿
&
￿
¡
￿
ﬁ
)
￿
_
￿
¡
`
s
˝
D
￿
S
￿
￿
￿
￿
￿
_
￿
¡
￿
¡
￿
￿
￿
i
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
˝
￿
￿
p
￿
i
￿
<
`
￿
￿
¢
￿
￿
￿
z
￿
6
￿
p
￿
j
￿
￿
￿
￿
￿
»
￿
f
￿
z
￿
￿
￿
￿
…
￿
¡
￿
S
￿
z
£
￿
†
_
￿
D
￿
￿
￿
￿
￿
l
￿
i
￿
'
¤
x
†
f
￿
_
￿
￿
￿
p
￿
￿
￿
$
”
L
†
f
￿
i
￿
^
￿
˚
￿
_
￿
￿
￿
i
￿
￿
￿
￿
ﬂ
￿
￿
￿
￿
￿
￿
p
￿
S
›
￿
￿
￿
†
S
￿
x
￿
￿
f
￿
￿
￿
X
`
u
￿
￿
￿
￿
￿
_
ﬂ
￿
”
￿
￿
p
￿
S
￿
￿
￿
￿
￿
x
￿
Z
￿
S
￿
l
￿
￿
￿
￿
￿
¡
￿
S
￿
z
£
￿
†
_
￿
￿
￿
￿
￿
l
￿
￿
￿
￿
￿
i
￿
￿
￿
6
•
P
￿
￿
￿
⁄
˝
D
￿
z
￿
l
￿
`
s
￿
i
￿
￿
￿
z
￿
￿
￿
z
￿
^
￿
˛
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
x
￿
￿
`
s
￿
i
￿
￿
￿
z
￿
¡
￿
￿
˝
￿
￿
￿
￿
z
￿
2
`
s
￿
i
￿
P
￿
l
￿
￿
￿
l
￿
f
￿
»
￿
z
†
S
￿
i
…
￿
p
￿
l
￿
￿
￿
￿
￿
p
†
S
￿
x
￿
U
†
S
￿
C
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
U
￿
S
￿
￿
￿
§
￿
z
ﬂ
￿
”
￿
￿
p
†
d
£
S
￿
.
`
￿
›
￿
ƒ
§
￿
￿
￿
z
￿
￿
￿
￿
￿
p
￿
￿
￿
￿
￿
†
f
”
L
￿
˛
˝
￿
￿
i
￿
￿
￿
￿
￿
p
￿
￿
†
S
￿
x
￿
˚
￿
￿
￿
￿
￿
￿
￿
￿
￿
z
￿
^
￿
6
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
†
V
•
￿
￿
￿
￿
p
￿
X
`
”
￿
￿
￿
￿
￿
￿
ˇ
￿
l
￿
￿
￿
l
￿
x
￿
￿
￿
.
￿
»
￿
ˇ
†
f
￿
Z
”
L
￿
_
￿
￿
￿
￿
￿
X
￿
￿
￿
￿
￿
X
￿
_
￿
-
￿
_
￿
¡
￿
¡
￿
￿
￿
¢
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
l
›
￿
￿
$
￿
p
￿
￿
￿
￿
^
￿
L
￿
￿
”
P
†
f
￿
￿
￿
￿
￿
p
•
￿
￿
p
￿
U
￿
￿
†
)
￿
⁄
￿
￿
￿
z
￿
z
￿
4
￿
_
”
￿
”
x
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
x
￿
C
￿
￿
†
d
˝
§
￿
_
￿
¡
`
￿
￿
￿
ﬂ
￿
†
S
￿
￿
￿
￿
f
￿
z
￿
￿
￿
x
￿
￿
￿
_
￿
￿
￿
￿
￿
_
￿
¡
￿
¡
￿
￿
￿
i
￿
￿
￿
l
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
￿
￿
S
￿
x
`
$
￿
S
￿
¡
￿
￿
￿
p
￿
z
￿
f
￿
￿
ﬂ
￿
†
S
￿
￿
￿
0
￿
￿
￿
￿
￿
S
•
￿
￿
p
￿
￿
￿
￿
l
￿
￿
￿
￿
￿
i
￿
˛
￿
￿
￿
￿
￿
¡
￿
z
›
2
ƒ
§
￿
￿
￿
X
￿
￿
￿
p
￿
˛
￿
S
￿
 
￿
X
￿
￿
￿
￿
￿
￿
￿
-
￿
￿
￿
x
￿
d
￿
˛
ﬂ
˛
￿
d
￿
￿
￿
￿
￿
z
ﬂ
˛
￿
d
￿
￿
￿
¢
…
￿
z
￿
p
￿
S
￿
x
￿
˚
˝
￿
￿
p
￿
p
￿
,
￿
￿
￿
l
￿
l
`
u
￿
￿
†
j
￿
f
`
￿
`
s
￿
￿
￿
l
￿
￿
￿
˚
￿
S
￿
˚
￿
S
￿
￿
￿
p
`
￿
`
￿
￿
z
”
￿
￿
p
†
d
£
￿
ﬂ
￿
￿
l
￿
^
￿
”
￿
￿
￿
†
s
￿
￿
￿
l
￿
l
`
￿
￿
,
￿
_
￿
x
`
￿
￿
￿
￿
z
￿
￿
￿
l
￿
￿
†
f
￿
S
￿
z
￿
x
￿
z
†
S
￿
L
￿
U
￿
￿
￿
s
￿
l
￿
z
￿
s
￿
￿
￿
p
†
S
￿
˛
•
P
￿
l
￿
z
†
S
ﬂ
￿
￿
l
￿
ﬂ
￿
†
S
￿
￿
￿
￿
￿
￿
†
f
ﬂ
￿
ﬂ
￿
†
f
￿
￿
”
￿
￿
X
￿
S
￿
￿
￿
f
›
Ø
Œ
￿
ª
￿
￿
￿
$
¯
4
￿
z
￿
ª
¨
ª
￿
º
$
￿
Z
˘
U
￿
$
˙
￿
￿
￿
￿
˙
￿
ƒ
§
￿
￿
￿
»
￿
S
–
)
‡
￿
￿
￿
_
”
x
”
￿
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
H
￿
x
￿
S
￿
￿
•
P
￿
z
￿
l
￿
j
￿
z
￿
￿
￿
.
￿
￿
￿
s
￿
￿
￿
i
￿
x
￿
-
†
f
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
z
￿
S
￿
l
￿
4
￿
￿
￿
f
￿
￿
￿
X
`
$
￿
p
￿
V
￿
￿
￿
￿
￿
￿
￿
k
«
￿
￿
_
￿
)
￿
_
￿
V
￿
z
￿
￿
”
P
￿
z
￿
￿
￿
p
ﬂ
￿
￿
l
￿
^
￿
￿
￿
_
￿
￿
p
￿
z
￿
f
￿
z
￿
￿
￿
￿
￿
i
￿
x
￿
z
￿
V
–
k
￿
.
￿
￿
￿
z
ﬂ
￿
•
L
￿
l
￿
Z
￿
(
￿
￿
￿
f
￿
h
￿
_
￿
x
`
!
￿
p
￿
 
†
f
”
L
￿
l
￿
￿
￿
_
￿
￿
￿
p
†
S
￿
x
￿
S
￿
ﬂ
￿
†
s
`
s
￿
￿
￿
ˇ
†
S
￿
-
￿
˚
`
￿
￿
S
￿
i
￿
p
£
￿
•
x
￿
S
￿
￿
￿
X
￿
￿
￿
E
￿
￿
￿
p
￿
x
￿
￿
￿
0
￿
￿
￿
S
￿
￿
￿
¡
￿
¥
￿
Y
￿
Y
￿
>
›
4
ƒ
§
￿
x
￿
￿
￿
￿
S
￿
 
￿
x
￿
f
￿
￿
”
x
￿
￿
†
d
￿
f
￿
l
`
)
￿
￿
†
)
•
L
￿
D
￿
￿
￿
￿
￿
￿
”
￿
￿
￿
￿
p
￿
￿
￿
p
￿
￿
￿
S
￿
p
£
)
￿
￿
†
S
•
x
￿
x
￿
⁄
￿
￿
￿
i
￿
￿
￿
￿
￿
￿
￿
X
￿
”
L
￿
l
￿
￿
￿
p
†
s
`
￿
￿
￿
￿
￿
￿
￿
￿
-
￿
_
”
￿
”
x
￿
i
￿
X
￿
z
￿
_
￿
￿
￿
p
†
S
￿
u
￿
x
￿
S
￿
˚
•
L
￿
l
￿
z
￿
￿
￿
S
•
￿
￿
i
￿
»
￿
￿
†
h
￿
z
†
S
ﬂ
￿
…
”
￿
￿
i
￿
z
￿
￿
￿
,
†
S
￿
￿
￿
z
￿
f
￿
z
￿
￿
£
k
￿
z
￿
￿
￿
.
￿
￿
￿
s
￿
￿
￿
i
†
f
￿
C
›
￿
ƒ
§
￿
x
￿
p
￿
￿
˝
,
†
f
￿
￿
‚
)
￿
x
￿
S
￿
￿
`
s
￿
z
ﬂ
￿
†
f
￿
s
…
￿
⁄
￿
￿
￿
￿
￿
_
￿
￿
￿
l
`
￿
￿
￿
￿
x
￿
_
￿
￿
￿
k
￿
S
￿
￿
￿
p
`
6
￿
l
￿
_
￿
6
”
x
￿
￿
†
d
￿
￿
￿
X
`
s
￿
E
￿
￿
￿
⁄
￿
¡
￿
_
•
￿
￿
p
￿
E
￿
l
￿
^
￿
￿
￿
p
￿
￿
†
f
￿
s
…
ﬂ
￿
￿
l
￿
^
￿
E
￿
ˇ
†
S
￿
D
`
s
￿
z
”
x
￿
i
†
d
£
￿
ﬂ
￿
￿
z
￿
^
￿
E
†
S
￿
C
￿
p
￿
S
￿
￿
￿
f
￿
￿
…
¸
￿
￿
￿
l
￿
_
￿
p
￿
§
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
i
†
f
￿
x
￿
￿
￿
￿
¡
￿
S
`
s
￿
i
￿
￿
￿
p
†
S
￿
x
￿
S
￿
i
￿
p
£
»
`
s
￿
l
”
￿
￿
i
†
d
£
f
￿
l
`
Z
†
S
￿
$
￿
￿
￿
x
”
L
￿
l
￿
￿
￿
z
†
S
ﬂ
￿
”
￿
￿
s
￿
￿
￿
z
￿
¡
￿
z
›
ƒ
§
￿
￿
￿
{
￿
_
–
￿
‡
￿
￿
￿
S
￿
￿
￿
p
`
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
p
†
S
￿
˝
§
￿
S
￿
￿
`
￿
￿
l
￿
￿
￿
i
￿
f
￿
￿
￿
l
`
˝
￿
￿
¢
￿
￿
￿
Ø
￿
￿
￿
x
￿
H
￿
￿
￿
p
†
S
•
￿
￿
x
￿
-
ƒ
￿
†
^
†
f
￿
i
‚
￿
￿
i
￿
>
￿
¢
'
W
`
￿
￿
p
￿
￿
ﬂ
￿
￿
p
￿
x
`
￿
›
ƒ
§
￿
￿
￿
ﬂ
￿
￿
p
￿
S
￿
¡
￿
d
￿
￿
￿
i
†
f
￿
￿
†
S
￿
￿
￿
_
–
￿
‡
￿
￿
ł
￿
ˇ
￿
￿
†
f
ﬂ
}
￿
i
￿
￿
￿
,
￿
￿
￿
￿
￿
￿
￿
￿
￿
l
￿
^
￿
<
￿
i
ﬂ
￿
”
￿
￿
p
￿
z
ﬂ
￿
￿
z
￿
￿
…
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
»
￿
ˇ
†
f
￿
￿
ﬂ
￿
￿
†
￿
•
P
￿
l
￿
z
†
S
ﬂ
￿
￿
￿
￿
￿
￿
￿
†
f
￿
i
￿
p
￿
l
￿
￿
￿
￿
￿
p
†
S
￿
¥
†
S
￿
4
￿
0
ƒ
>
￿
S
￿
￿
￿
p
`
￿
￿
￿
l
￿
￿
￿
￿
￿
X
￿
￿
￿
l
￿
D
˝
￿
￿
p
￿
i
￿
￿
￿
￿
￿
S
‚
S
￿
0
”
￿
￿
X
￿
S
￿
￿
￿
￿
￿
p
￿
-
￿
￿
￿
￿
￿
￿
￿
x
￿
￿
￿
￿
￿
)
￿
￿
￿
¢
￿
¥
ﬂ
￿
†
f
￿
f
￿
￿
￿
x
￿
l
›
￿
Œ
￿
f
￿
￿
￿
X
`
»
￿
￿
￿
z
￿
￿
￿
￿
￿
p
￿
z
￿
￿
￿
S
￿
￿
￿
¡
￿
￿
￿
i
￿
￿
￿
.
￿
8
￿
￿
￿
￿
￿
￿
￿
)
￿
x
￿
S
￿
,
￿
￿
￿
￿
￿
0
”
L
†
S
￿
￿
￿
z
￿
^
￿
￿
￿
p
￿
S
￿
L
￿
￿
†
￿
z
￿
x
￿
S
•
￿
￿
i
￿
￿
￿
)
ﬂ
￿
†
S
￿
￿
￿
=
¤
L
￿
￿
￿
s
￿
i
•
x
￿
i
￿
§
ﬂ
￿
￿
¢
￿
￿
…
¸
￿
_
￿
x
`
s
…
￿
ﬂ
˛
￿
d
￿
¡
￿
¡
￿
￿
￿
S
”
￿
”
￿
￿
￿
†
f
￿
S
￿
¡
￿
￿
￿
†
˚
￿
S
”
￿
”
￿
￿
p
￿
p
￿
l
￿
d
￿
￿
￿
p
†
S
￿
˛
￿
￿
†
S
￿
p
￿
s
￿
￿
￿
p
†
S
￿
»
￿
S
￿
x
`
￿
￿
￿
†
6
￿
￿
￿
S
￿
￿
￿
p
￿
p
￿
¢
￿
¡
￿
d
￿
￿
￿
￿
￿
￿
†
f
ﬂ
￿
”
x
￿
s
…
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
x
￿
_
￿
C
￿
￿
￿
￿
￿
l
￿
z
￿
￿
￿
i
￿
x
￿
￿
￿
S
￿
x
`
-
￿
^
￿
X
￿
￿
￿
x
￿
_
￿
p
￿
p
￿
￿
￿
d
￿
￿
￿
i
†
f
￿
C
›
￿
;
￿
￿
￿
˙
￿
k
ª
￿
￿
¯
￿
¢
'
W
`
ƒ
§
￿
￿
￿
￿
￿
￿
p
†
S
•
￿
￿
x
￿
ƒ
￿
†
￿
†
S
￿
p
‚
￿
￿
¢
￿
.
￿
￿
f
￿
￿
￿
￿
”
5
-
￿
￿
Y
￿
d
˝
￿
˝
￿
˝
￿
›
￿
f
￿
i
†
f
•
￿
￿
x
￿
l
›
†
f
￿
￿
￿
￿
￿
￿
`
￿
￿
￿
æ
+
￿
￿
￿
￿
æ
N
ı
¿
o
(
ﬁ
B
q
￿
s
*
·
￿
￿
S
q
?
†
»
￿
￿
o
W
v
￿
o
￿
ﬁ
￿
s
+
†
￿
t
￿
ł
￿
ø
￿
œ
￿
o
(
q
B
v
￿
k
ß
￿
p
o
￿
w
￿
k
￿
 
w
￿
k
p
￿
W
ﬁ
B
q
»
†
￿
t
ß
￿
p
o
(
ﬁ
B
ﬁ
&
k
m
q
￿
s
u
t
3
v
ß
s
u
l
F
¶
g
w
￿
o
(
ﬁ
B
s
+
†
(
t
￿
F
†
(
l
F
s
u
t
￿
o
￿
ﬁ
&
k
»
￿
￿
n
W
x
￿
ﬁ
u
ﬂ
￿
k
ƒ
ı
￿
¶
g
w
￿
ﬁ
￿
s
￿
￿
w
￿
s
+
￿
p
o
￿
ﬁ
￿
s
+
†
￿
t
†
)
‡
￿
'
x
￿
æ
t
￿
o
￿
l
d
s
+
￿
p
o
￿
w
u
w
￿
x
￿
ﬂ
¡
o
￿
t
3
v
(
s
u
t
3
v
G
ı
o
￿
ﬁ
￿
q
￿
s
+
￿
»
k
m
r
8
￿
U
ƒ
￿
￿
￿
￿
￿
i
￿
￿
￿
l
￿
U
“
˚
›
￿
^
￿
￿
￿
S
￿
￿
￿
￿
￿
￿
†
_
￿
￿
￿
l
￿
§
￿
￿
›
E
￿
￿
￿
l
￿
￿
￿
￿
£
 
￿
s
￿
￿
†
S
￿
￿
￿
»
￿
_
￿
L
`
!
￿
E
￿
￿
￿
p
￿
k
￿
￿
›
￿
,
￿
x
￿
￿
‚
f
￿
S
￿
Ø
￿
<
￿
￿
†
s
￿
￿
￿
l
￿
l
`
s
￿
p
￿
￿
￿
f
￿
}
†
_
￿
￿
￿
Ł
￿
D
￿
￿
￿
k
‡
￿
Y
￿
Y
￿
^
￿
s
￿
￿
￿
“
￿
￿
§
￿
$
￿
￿
i
(
￿
￿
i
￿
￿
￿
-
>
i
@
…
>
￿
^
¤
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
586Building the e-Science Grid in the UK: 
GridMon - Grid Network Performance Monitoring 
 
Mark Leese (m.j.leese@dl.ac.uk) and Robin Tasker (r.tasker@dl.ac.uk)  
CCLRC Daresbury Laboratory, Warrington, Cheshire WA4 4AD 
http://gridmon.dl.ac.uk/
 
Abstract: 
At last year’s inaugural AllHands meeting, our paper outlined the proposed development of a comprehensive 
and extensible network monitoring infrastructure for UK e-Science. This paper initially serves as an update, 
outlining the last year’s good progress in establishing an infrastructure which is already supplying tangible 
benefits. 
 
The paper then introduces the project’s second phase, which will see GridMon’s integration into Grid 
technology via compliance with the Open Grid Services Architecture. The starting point for this journey has 
been the development of GridMon as a web service. This, and future stages of the journey will be outlined. 
 
GridMon is not alone in developing a network monitoring system as a web and/or Grid service. Also 
described, as part of GridMon’s aim to be a “best of breed” network monitoring system for UK e-Science, are 
ongoing collaborations such as those with the Internet2 piPEs initiative. 
 
Finally, consideration is given to new work which seeks to redress some of the widely observed imbalance 
between the achieved and expected network performance of end users. By building on relevant research, 
GridMon hopes to provide “best practice” examples of TCP configuration, with our monitoring results 
showing these in a real world rather than ‘laboratory’ context. 
 
Glossary: 
API  Application Programming Interface 
BAR Backbone  Access  Router 
BW  Bandwidth to the World 
CCLRC Council for the Central Laboratories of the 
 Research  Councils 
CIM  Common Information Model 
EDG  European Data Grid 
GGF  Grid Global Forum 
HEP  High Energy Physics 
IEC  International Electrotechnical Commission 
IEPM Internet  End-to-end  Performance 
 Monitoring 
JANET Joint  Academic  NETwork 
LFN Long  Fat  Network 
MCC  Manchester Computing Centre 
NMWG Network Monitoring Working Group 
OGSA  Open Grid Services Architecture 
piPEs  performance initiative Performance 
 Environment  system 
QoS  Quality of Service 
R-GMA Relational Grid Monitoring Architecture 
RPC  Remote Procedure Call 
RTT  Round Trip Time 
SJ4 Super  JANET  4 
SLAC  Stanford Linear Accelerator Centre 
SOAP Simple  Object Access Protocol 
TCP  Transmission Control Protocol 
UCL  University College London 
UDDI  Universal Description Discovery Integration 
UML  Unified Modelling Language 
URL  Uniform Resource Locator 
WP Work  Package 
WSDL  Web Service Description Language 
WSP Web  Service  Provider 
XML eXtensible  Mark-up  Language 
 
Introduction 
The concepts and practice of network monitoring 
are well understood and are widely used to 
identify problems, quantify performance and set 
expected levels of service. 
 
Monitoring for the Grid builds on these 
established concepts and practices, however, it is 
different in intent and purpose. Firstly, Grid 
monitoring deals with end-to-end performance. 
Secondly, it is closely coupled with real Grid 
applications and may allow those applications to 
vary their transport strategies for optimal 
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587performance, by for example, tuning TCP 
parameters. To facilitate this, the products of 
monitoring, the network metrics, are made 
available to the Grid middleware via a publication 
service. In addition, the data can also be made 
available to end users and network personnel. 
 
To this end, in June 2002, the UK e-Science Core 
Programme began funding work to “...design and 
deploy an infrastructure for network performance 
monitoring within the UK e-Science community.” 
 
This paper describes the first 12 months of the 
project, and outlines the new work being 
undertaken: web and Grid services, monitoring 
collaborations, and TCP tuning. 
 
The Last Year 
Before reviewing the last year’s progress, it may 
be helpful to provide a brief reminder of the 
architecture GridMon set out to establish 12 
months ago.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1: GridMon architecture 
 
Monitoring is performed by a kit of tools installed 
on a suitable machine at each e-Science Centre. 
Performance data is stored locally on that 
machine, and is published to interested people via 
a web interface, and will be made available to the 
Grid middleware via a publication service. At 
inception, the publication service could have been 
implemented using LDAP, R-GMA or as a web or 
Grid service. This will be discussed in a later 
section. 
 
Every 30 minutes (90 minutes for bbcp/ftp and 
GridFTP) each machine performs monitoring 
between itself and all other e-Science Centres. In 
this way a mesh of monitoring is created, allowing 
each centre to build up a picture of the quality of 
its links to all other centres. The mesh approach is 
feasible given the relatively low number of sites 
involved (12-15 in this case).  
 
IperfER, PingER and UDPmon are tools used by 
the EDG WP7[1-4] group. Bbcp/ftp are end user 
tools used for network monitoring in an approach 
pioneered by the IEPM-BW work at SLAC[5]. 
miperfer[6], a multicast version of IperfER, is a 
new tool, created in the last 12 months at MCC. It 
is currently on extended beta trial. 
 
The toolkit currently deploys just PingER, 
IperfER and UDPmon, mirroring the original 
EDG WP7 approach. The remaining tools will be 
rolled out in due course. 
Monitoring Host 
 
A presence has been established at all e-Science 
centres. Some problems exist, but these are being 
debugged. The rollout has required a great deal of 
effort, however, good foundations have been laid, 
which can now be built upon. 
 
Feedback from sites that, as intended, use the 
tools themselves is favourable. GridMon’s success 
is further demonstrated by the fact that other work 
groups (e.g.UK HEP) are requesting to become 
monitoring hosts. 
 
People are also recognising GridMon as a useful 
vehicle for deploying testing tools that are of 
interest to them (e.g. miperfer from MCC). In 
addition, the project is gaining experience that is 
feeding into other e-Science monitoring projects, 
such as those being run at Cambridge, UCL and 
UKERNA. 
 
The remainder of this section highlights the 
features of what most GridMon users see: the user 
interface, whose consistent view allows users to 
navigate with ease across the infrastructure. 
 
The start page for the GridMon installation at each 
site will feature a UK map, as shown in figure 2. 
Colour coded ‘blobs’ show the site’s connectivity 
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588to other UK sites within the last 30 minutes. 
Unsurprisingly, the blobs are red, green or amber. 
Floating text will display the level of packet loss 
that was last experienced. 
 
 
Fig 2: active UK map 
 
Mouse clicking on a site (blob) takes the user to 
the GridMon interface for that site, where they the 
site’s performance data using a form as shown in 
figure 3. 
 
 
 
Fig 3: selection form 
 
The form allows the user to select the remote 
hosts/sites, metrics and date range that they are 
interested in. Clicking the View Plot button 
produces the corresponding data plot, as shown in 
figure 4. 
 
 
 
Fig 4: data plot 
 
Clicking the View reverse direction button will 
show the same metric for the same period but in 
the opposite direction, i.e. load the equivalent web 
page from the remote end. 
We finish the section by looking at an 
example of where GridMon has proved  useful. 
 
 
 
Fig 5: TCP performance 
 
Figure 5 shows a plot of TCP performance from 
Daresbury to Manchester (upper plot) and 
Newcastle (lower plot) for a period in December 
2002. In this case the level of the graphs is 
unimportant; we are only interested in their shape. 
Note that the performance to Manchester is fairly 
flat, whilst Newcastle suffers a severe daily drop 
off. The performance to Newcastle was 
representative of Daresbury’s performance to all 
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589sites, except Manchester, and since Daresbury is 
connected into JANET via Manchester, this 
suggested the existence of a problem between 
Manchester and the SJ4 core. 
 
When prompted, the network staff at Manchester 
BAR discovered that a router had been mis-
configured, causing it to under perform under high 
loading. Changes resulted in the improvements 
seen toward the right of the plot. 
 
Web Services 
During the lifetime of the project, various 
methods of publishing data to the Grid 
middleware have been mentioned, including 
LDAP and R-GMA. The popularity of these 
technologies is fading however, and there is a 
growing movement towards the use of web and 
(OGSA) Grid services (a Grid service is 
essentially a web service with some Grid specific 
add-ons/pre-requisites). 
 
When new technologies are developed, there is 
the inevitable temptation to quickly adopt them 
without considering their ‘true’ value, either to 
maintain your cutting-edge status or simply 
because everyone else is doing the same. In this 
case however, web and Grid services do offer real 
benefits…. 
 
Use of web and Grid services will lead to much 
easier integration of differing monitoring 
architectures, allowing systems to use 
functionality and data provided by others. In the 
UK for example, this would allow simpler 
integration of the GridMon and new UKERNA 
monitoring efforts, both e-Science projects. 
 
To fulfil its role as a “best of breed” monitoring 
solution, GridMon will need to take account of 
work going on elsewhere, and where possible, get 
involved. Web and Grid services will make this 
task easier and improve the chances of success. 
This will especially be the case if a web or Grid 
service is combined with a classification system 
such as that proposed by the GGF NMWG 
hierarchy document [7].  This document describes 
a set of network characteristics and a 
classification hierarchy for those characteristics, 
aimed at Grid applications and services. The 
application of the hierarchy will facilitate the 
creation of common schemata for describing 
network monitoring data, the idea being that using 
a standard classification for the measurements you 
take maximises the portability of your data. 
 
From a GridMon perspective, a web service will 
be the first to be developed, which can then be 
extended to a Grid service. The aim is to run them 
in parallel, so that GridMon can be interrogated 
by Grid and non-Grid applications alike. 
The basic web service architecture is 
shown in figure 6.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 6: web service architecture 
 
A client will search a UDDI registry for a service 
that is of interest. Searches can be performed 
based on business name, service name or a service 
category. To make initial contact with a service, 
the client is given the URL of the service’s WSDL 
document. This XML document describes the 
methods (functions) that the service has made 
available, and how the client should interact with 
them. Once the client has retrieved the WSDL 
document it can start using the service, via XML 
RPCs and XML messages encapsulated in SOAP 
messages. Although beyond the scope of this 
paper, authorisation and authentication may also 
be an issue. 
 
In the absence of a suitable UDDI registry [8], the 
GridMon web services can be soft-coded as to the 
locations of the GridMon web services at other 
sites. 
 
For simple implementations, the results of using 
services can be returned as simple data types, such 
as strings, as they would with other RPC 
implementations. The only difference here is that 
results are encapsulated in SOAP. This isn’t very 
useful however, when dealing with large and 
complex datasets, and situations where the service 
could return differing amounts and types of data. 
Enter the schema, a self-describing method of 
UDDI 
registry 
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suitable service 
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3. Client requests WSDL doc 
4. WSDL tells client how to interact
5. Service & client communicate using XML 
messages, sent via SOAP 
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590representing data. This self-describing nature 
makes it easier to share data between clients and 
services that are capable of parsing schemas 
(being flexible about what data they can send and 
receive). 
 
Work has begun, spearheaded by the NMWG, on 
producing CIM, UML and XML[9] based 
network monitoring schemas, all based on the 
group’s hierarchy document Until these are 
evaluated, no firm decision can be made over 
which technology to use. As a proof of concept 
however, later iterations of the GridMon web 
services interface will use an XML schema based 
on work at UCL and the previously mentioned 
NWMG schema. 
 
Implementation of an initial web service is in 
progress, using Apache Tomcat to host the web 
application, and Apache Axis to provide the 
SOAP support required to turn the application into 
a service. This and subsequent versions will be 
used as a testbed in work conducted by UCL’s e-
Science Networking Centre of Excellence[10]. 
This is in addition to ‘proving’ the XML schema, 
and is yet another example of GridMon adding 
value. 
 
Collaborations 
The piPEs project [11], being run by Internet2’s 
E2Epi, seeks to reach a networking monitoring 
utopia. In this utopia, when users experience 
network problems, they have access to a tool 
which can tell them what the problem is, where it 
is located, and perhaps most importantly, who 
should be contacted for its resolution. 
 
In its final form, the piPEs infrastructure will be 
able to determine complete path (end-to-end) 
performance by aggregating information relating 
to the various segments that make up the path, 
whether these segments are in the same domain or 
not. 
 
The basic topology is produced by inserting 
Performance Monitoring Points (PMPs) at 
selected stages in a network (nominally alongside 
routers) as shown in figure 7.  
 
 
 
 
 
  Campus X 
  Host A
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 7: sample piPEs topology 
 
A full description of the architecture is beyond the 
scope of this paper, but it is worth outlining the 
salient features: 
 
•  A battery of tests is periodically performed, 
providing a minimum set of measurements of 
loss, jitter, throughput and one way delay. 
•  The resulting performance data is stored 
locally (within that domain) in a database. 
•  When users or network administrators request 
information about the state of the network, 
on-demand tests can be scheduled if the 
relevant data does not already exist in a local 
or remote results database. 
•  Users require authorisation to perform tests. 
•  Users have two ways of using the system: the 
human analysis engine and associated web 
display for dealing with historic performance, 
and the testing/analysis engine with 
associated interface for dealing with the “here 
and now” 
•  A “culprit database” exists to relate support 
personnel to network domains. 
 
An important point perhaps is that there is non-
human access to data, other than from other piPEs 
domains. 
 
The piPEs initiative also has overlap with Dante’s 
multi-domain monitoring[12]. This will impact on 
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591GridMon via its work with piPEs and UCL. And 
while this work may sound ambitious, with 
experience suggesting that it may also be difficult 
to get all parties (domains) to sign up, the obvious 
benefits make it a worthwhile cause to champion. 
 
As previously mentioned, the SLAC IEPM–BW 
tools (bbcp/ftp…) will be integrated into 
GridMon. The tools will first be trialled between 
CCLRC’s laboratories at Daresbury and 
Rutherford Appleton. 
 
Some collaboration will also take place with 
DataTAG WP2[13] regarding the work outlined in 
the next section: TCP tuning. 
 
This section hopefully highlights the level of 
monitoring initiatives that the GridMon team have 
exposure to. GridMon is a UK e-Science project, 
but it doesn’t exist in a vacuum, and is evolving to 
show the best way to carry out monitoring, based 
on the best techniques and technologies from 
around the world. 
 
TCP Tuning 
Given the success of GridMon’s first stage in 
establishing a monitoring infrastructure, it is now 
possible to carry out work relating to end-to-end 
TCP performance, using the installed base of 
GridMon machines as a testbed. 
 
LFNs can be described as network connections 
that have high RTTs and high bandwidths, so that 
they resemble long and fat pipes.  Problems with 
TCP’s inability to scale to work with LFNs were 
discovered as early as late 1980’s[14]. Fixes 
implemented since are now coming to the limit of 
their application, as the current definition of an 
LFN reaches a new order of magnitude. TCP’s 
current problems with LFNs, and other typical e-
Science applications are well documented [15] 
[16] [mathematical treatment 17]. Matters are not 
helped by known implementation problems [18]. 
 
This has given rise to new TCP implementations 
such as Fast[19] and Scalable[20] TCP, but with 
these technologies still at the experimental stage, a 
clear requirement exists for showing how to 
achieve optimum performance from existing 
“standard” TCP implementations, such as Reno. 
Much work is going into this topic  and it is 
GridMon’s intention to use the available research 
to demonstrate real-world TCP best practice to 
UK e-Science using the installed base of 
monitoring machines.  
 
A full discussion of TCP tuning issues is well 
beyond the scope of this paper, but an interesting 
if less frequently used example is interrupt 
handling. Many NIC drivers offer features to limit 
or queue the number of interrupt requests sent to 
the machine’s CPU. This throttling makes the NIC 
disturb the CPU as little as possible, leaving it free 
for other tasks. Relaxing these limitations can 
considerably increase NIC throughput, but at the 
expense of CPU utilisation, since it is disturbed 
more frequently. For a typical e-Science Grid 
application (which is likely to be computationally 
intensive) there must be a trade off between the 
requirements for network bandwidth and CPU 
usage. 
 
Work has begun in this area, initially using 
Gigabit Ethernet enabled machines at Daresbury 
and Rutherford Appleton. Figure 8 highlights the 
dangers of disabling various options! 
 
 
 
Figure 8: initial TCP tuning 
 
Acknowledgements 
The work described here is closely coordinated 
with work underway within the EDG, and benefits 
from collaboration with the IEPM work at SLAC, 
and multicast work at MCC. 
 
Conclusion 
The first year of the GridMon project has gone 
well, with an initial presence established at each 
of the 12 e-Science Centres. There have been, and 
continue to be some technical problems, but this is 
to be expected with a varied set of installed 
machines. This does not appear to be an off-
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592putting factor however, and the success of 
GridMon is being demonstrated by the fact that 
non e-Science groups are requesting to become 
involved. Indeed, as GridMon grows in scope and 
functionality, its use is expected to widen further. 
 
As we move into the second phase of work, 
GridMon is well poised to evolve into a “best of 
breed” monitoring solution, building on work of 
the GGF, Internet2, SLAC and others, 
acknowledged leaders in their respective fields. 
 
Providing web and Grid services interfaces will 
increase GridMon’s user base by attracting users 
who were uninterested in the human interface, and 
by generating interest from other network 
monitoring groups who can now use GridMon 
with their own developments. TCP tuning can be 
considered as a value added service, providing a 
‘real world’ networking best practice 
demonstrator using an already available 
infrastructure. Both these strands of work are 
being carried out because they will prove to be 
genuinely useful, rather than being the proving of 
a technology. The future therefore, is bright. 
 
Everyone is now familiar with Moore’s law, 
summing the rapid growth of semiconductor 
devices. Networking also moves at a fast pace, 
and whereas work beyond web/Grid services and 
TCP tuning may be difficult to predict, evaluating 
alternate TCP stacks such as Fast and Scalable 
TCP looks a likely contender. The arrival of 
SuperJANET5 also raises new possibilities, such 
as a permanent UK implementation of QoS. 
Whatever the direction of future UK networking, 
there is still much to do, and much that is possible. 
GridMon is funded until June 2004, and hopefully 
it will be given the opportunity to reach its full 
potential.  
 
References 
1.  EDG WP7, Network Services: 
http://ccwp7.in2p3.fr/ 
2.  IperfER: http://www.hep.ucl.ac.uk/~ytl 
3.  Pinger: http://www-
iepm.slac.stanford.edu/pinger/ 
4.  UDPmon: http://www.hep.man.ac.uk/u/rich/ 
5.  IEPM-BW: http://www-
iepm.slac.stanford.edu/bw/ 
6.  miperfer: http://www.csar.cfs.ac.uk/staff/daw/ 
7.  B. Lowekamp, B. Tierney, L. Cottrell, R. 
Hughes-Jones, T. Kielmann, and T. Swany. A 
Hierarchy of Network Performance 
Characteristics for Grid Applications and 
Services, Global Grid Forum, 19 June 2003: 
http://www-didc.lbl.gov/NMWG/docs/draft-
ggf-nmwg-hierarchy-00.pdf 
8.  R.J. Allan, D. Chohan, X.D. Wang, M. 
McKeown, J. Colgrave, and M. Dovey. UDDI 
and WSIL for e-Science, Grid Support Centre, 
2002. 
http://esc.dl.ac.uk/Papers/UDDI/uddi/uddi.ht
ml 
9.  D. Gunter. Schemas for Exchanging Network 
Measurements with OGSI. NMWG, 19 June 
2003: http://www-
didc.lbl.gov/NMWG/schemas/NM-
WG_Schemas_for_OGSI.html 
10. piPEs: 
http://e2epi.internet2.edu/E2EpiPEs/e2epipe_i
ndex.html 
11. Dante inter-domain performance monitoring: 
http://www.dante.net/tf-ngn/perfmonit/ 
12. DataTAG WP2, High Performance Networks: 
http://icfamon.dl.ac.uk/DataTAG-WP2/ 
13. Y. Li, P.D. Mealor,  M.J. Leese and P. Clarke. 
Plug ‘n’ Play (Network) Performance 
Monitoring. To be presented at UK e-Science 
All Hands Meeting, September 2003. 
14. V. Jacobson, R. Braden. RFC1072: TCP 
Extensions for Long-Delay Paths. IETF, 
October  1988: 
http://www.ietf.org/rfc/rfc1072.txt 
15. D. Katabi. Congestion Control for High 
Bandwidth-Delay Product Networks 
(extended abstract). MIT, February 2003: 
http://datatag.web.cern.ch/datatag/pfldnet200
3/papers/katabi.pdf 
16. W. Feng and P. Tinnakornsrisuphap. The 
Failure of TCP in High-Performance 
Computational Grids. Proceedings of 2000 
Supercomputing Conference (SC ’00):  
http://csdl.computer.org/dl/proceedings/sc/20
00/9802/00/98020037.pdf 
17. T.V. Lakshman and U. Madhow. The 
performance of TCP/IP for networks with 
high bandwidth-delay products and random 
loss. IEEE/ACM Trans. Networking, vol. 5, 
no. 3, pp. 336-350, June 1997: 
http://www.ece.ucsb.edu/Faculty/Madhow/Pu
blications/ton97.ps 
18. V. Paxson, M. Allman, S. Dawson, W. 
Fenner, J. Griner, I. Heavens, K. Lahey, J. 
Semke, and B. Volz, RFC2525: Known TCP 
Implementation Problems. IETF, March 
1999: http://www.ietf.org/rfc/rfc2525.txt 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
59319. C. Jin, D. Wei, S. H. Low, G. Buhrmaster, J. 
Bunn, D. H. Choe, R. L. A. Cottrell, J. C. 
Doyle, W. Feng, O. Martin, H. Newman, F. 
Paganini, S. Ravot and S. Singh. FAST TCP: 
From Theory to Experiment. Caltech, 30 
March 2003:  http://netlab.caltech.edu/FAST/ 
20. T. Kelly. Scalable TCP: Improving 
Performance in Highspeed Wide Area 
Networks. CERN / Universiry of Cambridge, 
21 December 2002: 
http://datatag.web.cern.ch/datatag/pfldnet200
3/papers/kelly.pdf 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
5944
1
2
3
Pituitary
Gland
Thyroid Hormones Released
Thyroid
Cell
TSH Receptor TSH
-ve feedback
effect
Gene annotation pipeline
- what is known about my gene?
Genotype assay design system
-use SNPs to design Primer regions
-and select restriction enzymes for
bench experiments
Protein structure study
- search for 3D protein structure,
functional Information and
active sites
myGrid workflows
candidate genes
a
b
5
6
3
Figure 2: (a) Summary of Graves’ Disease scenario and workﬂows involved. (b) Screen shots showing myGrid
workBench and Taverna workﬂow editor during each stage of the scenario.
which have altered levels of activity in the cells re-
sponsible for the immune response, the researchers
hope the gain new knowledge of the mechanisms of
the disease and so ultimately inform the design of
novel therapies. As soon as the identity of the relevant
genes is known the myGrid workbench is used to run
workﬂows that gather information about those genes,
help design new molecular biology experiments to fo-
cus on the genes of interest, and to predict the 3D
structure of the protein products of the genes.
Figure 2a provides a summary of this scenario and
the types of workﬂow involved. Figure 2b shows
screen shots of a typical walkthrough the scenario. (1)
The notiﬁcation service informs the user via a notiﬁ-
cation client in the workbench that new data has been
added to the mIR which can be browsed in the work-
Bench (2). In this case it is the identity of a new gene
with changed expression in Graves’ Disease.(3) The
user can then discover which workﬂows have been
published that can operate on data of this speciﬁc se-
mantic type (an Affymetrix probe set identiﬁer) via a
wizard in the workbench. The wizard itself makes use
of a semantic ﬁnd service, which ﬁnds relevant ser-
vices and workﬂows in the myGrid registry using de-
scription logic reasoning over associated semantic de-
scriptions. A registry browser is also available in the
workbench to allow the user to browse more freely
for a workﬂow or service using a hierarchical cate-
gorisation based on each individual semantic descrip-
tion (4). If an appropriate workﬂow does not exist,
a new one can be created in the Taverna editor (5).
The workﬂow and associated data are submitted to
the FreeFluo enactor. The enactor provides a detailed
provenance record stored in the mIR describing what
was done, with what services and when. This can also
be viewed within the workbench (6), and the user can
again be notiﬁed when the resulting output data from
the workﬂow is deposited back in the mIR.
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Given that the NDG is going to be built on 
pre-existing data holdings, with pre-existing 
metadata structures, the NDG will need to 
provide  mechanisms  to  query  metadata 
about the datasets and collate results, along 
with  the  means  to  declare  profiles,  into 
which  a  data  holding  can  map  its  local 
schema to allow cross-holding queries. 
It  is  intended  to  do  this  by  providing  a 
decoupled data and metadata infrastructure 
that will bring together developed versions 
of  tools  that  either  already  exist  or  are 
under development within e-science-or the 
worldwide  earth  science  community.  
Initially,  Atmospheric  and  Oceanographic 
data held in the BODC and BADC will be 
made  available,  with  data  from  other 
disciplines funded by NERC being added in 
due course. 
In this paper we describe the development 
of  the  NDG  metadata  model,  itself  one 
component  of  the  overall  metadata 
environment.   
2.  OVERVIEW OF NDG 
METADATA 
The overall NDG metadata environment is 
described in [1]. In brief, the key elements 
of  the  data  metadata  include  (but  are  not 
limited to): 
A  [Archive] format and usage metadata. 
B  [Browse]  superset of discovery, usage 
data, and contextual metadata. 
C  [Comment] annotations, documentation 
and other supporting material. 
D  [Discovery] metadata, used to locate 
datasets. 
Type  B  is  a  superset  of  the  Discovery 
metadata. In the NDG, Discovery metadata 
will  initially  consist  of  NASA  Global 
Change  Master  Directory  (GCMD) 
Directory Interchange Format (DIF) records 
[2].  However,  a  key  tenet  of  the  design 
philosophy is that NDG discovery will also 
support discovery  of NDG  holdings using 
the Dublin Core [3], the CCLRC scientific 
metadata format [4], and probably the GEO 
profile  of  Z39.50  [5]  and  Catalogue 
Interoperability protocol (CIP) records [6]. 
Other  discovery  protocols  will  also  be 
supported where possible. 
The key types are the “Type A” metadata, 
which is directly concerned with the use of 
the data, and the “Type B” core metadata. 
As explained in [1], we have implemented 
these  as  two  different  schema,  the  data 
model  (type  A,  discussed  in  [7])  and  the 
metadata model discussed here.  
This categorisation has brought benefit by 
giving a clear split between discovery and 
use.  Many  disciplines  have  widely  used, 
almost  standard,  data  formats.  Separation 
allows the discovery metadata model to be 
plugged  into  different  data  models  in  a 
manner that means that the underlying data 
model  is  transparent  to  the  user.  It  also 
means that each model can tune the detail 
kept  in  it to that necessary to perform  its 
task.  For  example,  the  data  model  must 
keep  track  of  the  actual  data  values  and 
sufficient information to deliver the data to 
the user, if necessary transforming it from 
the original format to another, whereas the 
metadata model needs only a summary of 
the data values, but must hold detail of how 
and why the data was gathered. Thus, some 
data  values  are  kept  in  both  the  data  and 
metadata models, but their intended usages 
are very different. 
An  ID  generated  by  the  data  model  links 
the  data  and  metadata  models.  Once  the 
data of  interest is  identified, by searching 
the metadata, the IDs of the data granules 
are passed to data browsing software for the 
user  to  identify  and  possibly  process  the 
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604actual  portion(s)  of  data  of  interest.  This 
process  could  include  subsetting  and 
aggregation  of  the  data,  in  some  cases 
producing  new  data  granules  that  will  be 
registered in the NDG, in others the result 
will  be  a  temporary  data  set  that  will  be 
discarded after use. 
3.  METADATA AND STANDARDS 
The development of the NDG metadata and 
data  models  is  being  carried  out  in  a 
standards  compliant  environment.  In 
particular,  the  International  Organization 
for  Standardization  (ISO)  technical 
committee  211  and  the  191xx  series  of 
standards  are  considerably  influencing  the 
development  of  both.  This  series  includes 
more  than  35  new  or  nearly  released 
standards  [8],[9]  which  cover  geographic 
data, metadata and services. 
The  basic  NDG  architecture  is  consistent 
with the ISO domain reference model, and 
we  aim  to  register  the  NDG  metadata 
schema itself, or a subset, as an ISO19115 
profile.  Development  of  our  metadata 
schemas and software will conform as far 
as  possible  as  the  standards  are  released. 
We are already making use of the standards 
published  relating  to  spatial  and  temporal 
reference  systems,  metadata,  data  quality, 
and conformance requirements [9]. 
Closely  allied  with  the  ISO  work  is  the 
industry-based  OpenGIS  Consortium 
(OGC). Consisting of over 250 companies, 
government  bodies  and  HEIs,  it  is 
concerned  with  developing  standards  for 
interoperable  commercial  geographic 
information  systems.  As  such,  OGC  both 
influences and draws upon ISO work. OGC 
has  developed  web-service  specifications 
for  rendering  and  retrieval  of  geographic 
data  [10].  A  number  of  vendors  are  now 
supporting  these  specifications  in 
commercial  off-the-shelf  products.  Our 
development  is  being  influenced  by  an 
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Abstract
The Gridweaver project reviewed the management tools and techniques currently available for
Large Scale Conﬁguration. We substantiated that these will not be able to sustain the demands
of the Grid services currently in production, unless there is a paradigm shift towards high-level,
declarative descriptions of fabric conﬁgurations. Our prototype conﬁguration architecture offered
this power and allowed our research Grid service, GPrint, to demonstrate ease of maintenance,
adaptability to the demands of the fabric and fault tolerance.
This paper introduces system conﬁguration as a major issue to the e-Science community and
presents the ﬁndings of our research. Interviews of representative large-scale installation managers
and our projected case studies for future use of the Grid are distilled to form the requirements of Grid
fabrics. We present our prototype architecture, combining the consortium’s background approaches
to system conﬁguration. We then discuss our GPrint Grid service, which demonstrates the successful
investigation of some of the key conﬁguration deﬁciencies identiﬁed by the consortium.
1 Motivation
The emphasis in Grid computing research has
predominantly been focused on services. Re-
searchers, hardware manufacturers, and end-
users alike dream of the new scientiﬁc and com-
mercial world where resources will be readily
available and service provision will be regulated
and guaranteed. It is not surprising that most
of the high-proﬁle, Grid-related work focuses on
services and middleware.
In the GridWeaver project, we question the
ability of the current infrastructure to respond
to the demands of the Grid. We neither doubt
the vision, nor underestimate the availability of
computing power. What interests us is the the
fabric, not only the resources and the middle-
ware, but also the glue that keeps these together.
Large installations are not unusual in the
moderncomputingworld. Themethods of man-
aging them vary widely across organisations,
and our research has shown that most depend
on a locally generated process, accompanied by
heroics from staff (see Section 3). What the Grid
adds to the equation is the need for interoper-
ability. Because Grid middleware crosses or-
ganisational boundaries, coordination of fabric
managementwillbeimpracticalwiththecurrent
generation of tools and techniques.
∗EPCC, The University of Edinburgh
†HP Labs, Bristol
‡School of Informatics, The University of Edinburgh
2 Existing technologies
The GridWeaver project team conducted a sur-
vey [9] to assess and categorise the system con-
ﬁguration technologies that are available.
2.1 System conﬁguration
The term conﬁguration is used widely with dif-
ferent meanings in different contexts. We con-
sider the conﬁguration task to encompass ev-
erything that is necessary to take a collection
of networked computers (with no software) and
convert this bare metal hardware into a single
functioning system, according to a given spec-
iﬁcation. We also cover the ability to main-
tain the correspondence between the speciﬁca-
tion and the actual system, in the event of exter-
nal changes to the speciﬁcation, or to the system.
This involves the stages listed below:
Pre-install tasks: Low-level operations that
are necessary before software can be loaded
from the network (e.g. BIOS conﬁguration).
Software installation: Loading of all neces-
sary software, including the operating system.
Initial conﬁguration: Setting the conﬁguration
parametersthatdifferentiatebetweenindividual
machines running the same software (e.g. the
network address, or the services that the partic-
ular machine is intended to provide).
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611Conﬁguration change: If the speciﬁcation is
changed, it is necessary to change the installed
software, or the conﬁguration, to reﬂect the
changes in the speciﬁcation.
Feedback and fault recovery: To maintain the
correspondence between the system speciﬁca-
tion and the actual state, it is necessary to moni-
tor the system for changes due to external events
(for example, hardware failure) and to modify
the system to correct any discrepancy.
2.2 Automated Conﬁguration
The need for automated conﬁguration tools has
been obvious ever since the appearance of net-
worked clusters of workstations. This was ini-
tially motivated by the inefﬁciency of manual
conﬁguration and maintenance of large num-
bers of machines. In a typical cluster intended as
a modern Grid resource, the sheer scale makes
manual conﬁguration impossible. However,
manual conﬁguration also has a number of other
serious drawbacks; in particular, it is impossible
to guarantee the consistency of individual node
conﬁgurations, or their conformance to any des-
ignated speciﬁcation.
The following requirements are important
considerations for any automatic conﬁguration
tool:
• handling large scale installations;
• coping with diversity;
• managing change;
• expressing devolved management;
• balancing explicit speciﬁcations versus
high-level representation;
• validating consistency;
• fault monitoring and recovery;
• taking control of security;
• representing disconnected operation;
• achieving modularity.
2.3 LCFG and SmartFrog
The School of Informatics at the University of
Edinburghhasastrongtrackrecordinthedevel-
opment, real-world deployment, and manage-
ment of large-scale workstation networks. The
practical results of this are implemented in the
toolkit known as Local Conﬁguration System
(LCFG) [7]. As well as forming the conﬁgura-
tion infrastructure for the School, LCFG is cur-
rently being used on the testbeds for the Euro-
pean DataGRID [1].
HP Labs’ Smart Framework for Object Groups
(SmartFrog) [17] arose from research into Com-
puting Utilities – a model for computation based
on the notion that computing power can be pro-
vided on-demand just like conventional utilities
(e.g. electricity). The framework deﬁnes sys-
tems and sub-systems as collections of software
components with certain properties. It provides
mechanismsfordescribingthesecomponentcol-
lections, deploying and instantiating them and
then managing them during their entire lifecy-
cle.
While LCFG provides technology for conﬁg-
uration of speciﬁc resources, SmartFrog offers a
high-level language for expressing complex con-
ﬁgurations and relationships, and a deployment
infrastructure for setting up applications that
run across multiple nodes. GridWeaver brought
the technologies together, as a testbed for explor-
ing large-scale conﬁguration (Section 4).
2.4 Classiﬁcation of the Technologies
We consider different technologies in terms of an
evolution from those that assist with low-level
conﬁguration of single nodes, through those that
provide more extensive support for collection of
nodes, towards technologies that better support
diversity and ongoing management of conﬁgu-
ration change.
Based on this model, we have categorised the
tools into a number of categories.
2.4.1 Low-level installation and conﬁguration
There are several technologies that automate
and simplify the process of installing an oper-
ating system plus selected application packages
onto a blank node, usually accompanied by the
ability to do at least some node-speciﬁc cus-
tomization (setting hostnames, etc.). This cus-
tomisation includes conﬁguration that is spe-
ciﬁc to a node’s identity, as well as the choice
of which application packages to install. Some
technologies, (e.g. Solaris JumpStart [13] and
Red Hat KickStart [5]) are speciﬁc to a particular
operating system. Others, such as Rembo [12],
support multiple operating systems.
The technologies focus on easily conﬁguring
single, discrete nodes where there is a great deal
of similarity amongst the nodes (or where there
is a fairly small number of different node types),
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the conﬁgurations.
This class of technology provides no real ab-
straction mechanism that allows multiple nodes
to be thought of as a single system.
2.4.2 Consolidation of multiple nodes
For a collection of similar nodes, we want to
have to make conﬁguration changes only once
and then have them propagate to all nodes for
which the change is appropriate. This has the
advantage of reducing the workload and com-
plexity, plus also minimising the opportunities
for making conﬁguration errors.
NCAPI Rocks [15] and Rembo [12] provide a
central conﬁguration database and image repos-
itory that allows a set of machines to be man-
aged centrally, assuming that there is limited di-
versity across the managed nodes.
In general, these technologies fail to support
ongoing management of conﬁguration changes
over time.
2.4.3 Managing changing conﬁgurations
System conﬁgurations change constantly. Appli-
cation packages appear, bug ﬁxes are released,
users are added, nodes are re-purposed, and so
on. For many installation contexts, we want a
conﬁguration system that is designed with sup-
port for such constant changes at its heart.
An approach adopted in many large-scale
installations is to complement the methods
discussed above with a technology such as
Cfengine [4] or SUE [14], to manage ongoing
changes to conﬁguration parameters. A more
integrated approach is offered by a technology
such as LCFG.
However, for these technologies the whole
process remains more or less static, in the sense
that a centrally held conﬁguration description is
enforced onto managed nodes1.
2.4.4 Doing it all: integrated packages
Technologies such as Tivoli Conﬁguration and
Operations Manager [3] and Novell ZENworks
[6] are representative of comprehensive com-
mercial offerings. These technologies are capa-
ble of conﬁguring a node from its bare-metal
state, including application packages, and ex-
tend to managing a wide-spectrum of conﬁgu-
ration changes over the life-cycle of the node.
1The latest version of LCFG is experimenting with new
facilities, such as fabric-wide queries and handling of dy-
namic parameters.
These technologies differ in philosophy from
LCFG by taking a less abstract and declarative
view of the nodes being conﬁgured. While sup-
porting broad functionality, they fail to abstract
the deﬁnition of the fabric, viewing and ma-
nipulating conﬁguration in a node-centric man-
ner. As with low-level installation tools, these
technologies are best suited to environments in
which diversity of node conﬁguration is limited.
2.4.5 Virtualisation: ﬂexible infrastructure
provisioning
The HP Utility Data Center (UDC) represents an
unusual perspective on automated system con-
ﬁguration, focusing on virtualisation. Assem-
blies of servers, network components and stor-
age components that are physically networked
together are composed into virtual server farms
under the control of management software. A
server farm can be conﬁgured easily by connect-
ing the required server nodes to a VLAN, and
connecting each server to a selected disk image
(and hence operating system and software con-
ﬁguration) in a storage array.
The UDC approach allows virtual farms to be
created, modiﬁed and removed quickly under
software control. Its focus on security is also of
note. In its present form, however, only speciﬁc
hardware conﬁgurations are supported.
2.4.6 Automated distributed applications
One missing capability in the technologies dis-
cussed so far is the ability to conﬁgure systems
where services run across a set of nodes, and
where there are complex dependencies across
the service components running on each node.
For example, a web-service may consist of a
database tier, an application logic tier and a web-
server tier, each of which may be spread over
multiple nodes. To realise the service correctly,
the service components must be started in the
right sequence, and then bound together appro-
priately. To ensure continuous operation, each
service component must be monitored, and ap-
propriate reconﬁguration action taken if a com-
ponent fails.
SmartFrog focuses on this higher level of the
conﬁguration task. It is not used for operating
system installation and node ignition, but for
application/service conﬁguration and ignition.
SmartFrog is able to describe applications as
conﬁgurations of software components that run
across a set of distributed nodes. It realises these
descriptionsbybringingupthesoftwarecompo-
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collections with pre-deﬁned semantics through
their lifecycles. Because most interesting conﬁg-
uration properties are consolidated into Smart-
Frog descriptions, it is also very easy to recon-
ﬁgure applications to run differently – for exam-
ple, to increase the number of web-servers, or to
migrate a service onto a more powerful node.
SmartFrog is distinct from the other technolo-
gies considered here, in that it can regard a soft-
ware system as a single entity, even though it
runs over multiple, distributed nodes.
3 Experiences and challenges
In[16], weidentifythefabricrequirementsofthe
emerging Grid world.
3.1 Real case studies
We present a selection of case studies that illus-
trate how different organisations manage large-
scale system fabrics. The studies are taken from
a carefully selected set of institutions, chosen in
light of their fundamental reliance on effective
conﬁguration management. The examples cover
computational clusters, research and develop-
ment centres, and academic departments. They
provide a representative sample of the experi-
ences from the more general community.
It is evident that the conﬁguration strategy of
each institution has evolved in an organic man-
ner to tackle problems as they arise. It includes
third-party software and home-grown solutions,
as well as the technical expertise of administra-
tive staff.
The evidence presented in the various case
studies demonstrates the following deﬁciencies
in current conﬁguration technologies:
• a lack of an abstract representation of pan-
nodal relationships and dependencies;
• an absence of an automatic sequencing
mechanism, that can resolve complex de-
pendencies during the validation of a de-
scription and during its deployment;
• an absence of a sufﬁciently mature, ﬁne-
grain representation environment allowing
devolution of authority and responsibility
between multiple operational staff;
• a lack of support for mobile users – this in-
cludes users who regularly work at differ-
ent terminals, and users who connect to the
fabric from laptop computers;
• a critical dependence on the availability
of existing, knowledgeable administrative
staff.
We infer that these deﬁciencies lead to unde-
sirable and debilitating restrictions on a user’s
freedom, such as: (i) inability to guarantee the
correctness of a conﬁguration, leading to an in-
creased rate of conﬁguration rot; (ii) limits on
the availability/support of hardware, operating
environment, and software products; (iii) con-
straints on the diversity and dynamism of the
conﬁguration of localities within the fabric; and
(iv) lack of support for transient connections.
3.2 Projected use cases
The report [16] also showcases some projected
examples that aim to predict the way in which
large-scale system conﬁguration will need to
evolve in order to meet the challenges of tomor-
row’s fabrics. We consider four realistic exam-
ples: a large academic department; a web ser-
vice provider; a large-scale rendering facility; an
OGSA-compliant Grid computing application.
We focused on the following inﬂuences:
• Increased expectations of users and admin-
istrators with regard to dynamism and re-
sponsiveness of conﬁguration;
• Expansion of hardware/software diversity;
• An increase in scale;
• The emergence of complex, multi-site in-
stallations with overlapping trust domains,
and consequent issues of security and relia-
bility;
• The physical (and conceptual) gap intro-
duced between the user and the fabric in the
case of utility computing;
• Changes to the scope of user control over
scheduling and availability as introduced
by utility computing.
The projected use cases highlight a number of
fundamental issues relating to automated con-
ﬁguration:
The anticipated expansion in diversity and
dynamism makes it impractical for administra-
tive staff to explicitly conﬁgure and manage the
whole fabric.
Within a multi-level model, conﬂicts are difﬁ-
cult to identify and an invalid conﬁguration may
not be apparent until late on in the compilation
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ent that some conﬂicts are inevitable. The de-
ployment engine must establish some automatic
resolution for these. To facilitate problem rectiﬁ-
cation and debugging, each individual contribu-
tion to the overall description must be authen-
ticated to its author and the origin of attribute
values should be traceable back to the source.
The security and stability of the fabric must
not be compromised when overlapping conﬁgu-
ration descriptions are combined.
We also need to be able to seamlessly change
the conﬁguration of one aspect of the fabric in a
non-disruptive manner. To do this, one needs a
conﬁguration technology that offers versioning,
without violating the predicates that are built
into the governing model or creating an invalid
conﬁguration at any point during the migration.
For large installations, failures become an ev-
eryday occurrence; this should be considered
during the modelling process. It is important
that the user be able to express concepts such as
probability of failure and mean response times,
and also reason within the description based on
these concepts.
3.3 A paradigm shift
The drive towards Grid-based computing is one
leading indicator that computing infrastructure
is in the initial phases of its next paradigm shift,
where a new, over-arching computing model re-
places the exisiting. The studies above show
three major inﬂuences: hardware proliferation;
complexity of demands from the infrastructure;
and linear scaling of the labour-to-fabric size ra-
tio [16].
The paradigm shift is one of raising the ab-
straction level at which we manage our comput-
ing resources. Under the new paradigm, we no
longer think of individual nodes within comput-
ing fabrics; we think at least at the level of col-
lections of nodes (and other infrastructure com-
ponents), which are conﬁgured and managed as
single entities. The ultimate goal of our research
is to provide fabric conﬁguration and manage-
ment solutions that are capable of handling the
full complexity and diversity found in emerging
computing fabrics, and which are able to auto-
mate many node-centric activities that would to-
day need to be performed by people.
4 Technological approaches
We turn our attention to how conﬁgurations are
deployed, i.e. how we move from the descrip-
tion of a desired conﬁguration into its realisa-
tion on the fabric. SmartFrog and LCFG repre-
sent complementary solutions, covering differ-
ent aspects of fabric conﬁguration. We thus de-
velopedatestbed[8]environmentthatcombines
the LCFG and SmartFrog technologies. Speciﬁ-
cally, we exploit the following key beneﬁts of the
two systems:
• SmartFrog encourages pan-nodal, peer-to-
peer interoperability;
• SmartFrog has a mature, versatile, declara-
tive language;
• SmartFrog supports a ﬂexible set of compo-
nent life-cycles;
• LCFG has a comprehensive resource of
components which have been used to man-
age the conﬁguration of a number of real
fabrics;
• LCFG has spawned a wealth of informa-
tion regarding practical aspects of the im-
plementation of a conﬁguration manage-
ment infrastructure.
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Figure 1: Diagrammatic representation of the archi-
tecture for the integration of LCFG and SmartFrog.
Elements that have a hashed background relate to
SmartFrog; elements that have a uniform shade back-
ground relate to LCFG.
Based on the intent to reuse and exploit these
features of the two packages, we have designed
an integrated conﬁguration environment, pre-
sented in Figure 1. Three categories of elements
exist within Figure 1: conﬁguration descriptions,
management systems (MS), and components.
The conﬁguration descriptions express the in-
tended target conﬁguration of the fabric, either
in part or as a whole.
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each take the conﬁguration description, eval-
uate it, and generate appropriate instructions,
which are then passed to the conﬁguration com-
ponents.
The conﬁguration components make neces-
sary changes to system ﬁles, registries, etc., in
order to effect the conﬁguration expressed in the
descriptions.
We discern two phases; static conﬁguration and
dynamic conﬁguration.
Static conﬁguration is implemented during
the initialisation of the fabric; once deployed,
it does not alter. Within our architecture,
static conﬁguration is principally handled by the
LCFG system.
Dynamic conﬁguration refers to aspects of
conﬁguration that may change during the nor-
mal operation of the infrastructure. This in-
cludes both anticipated changes, and changes in
response to a designated combination of events
or circumstance. The SmartFrog framework
manages all instances of dynamic conﬁguration
within the testbed. The dynamic conﬁguration
of the installation is implemented in a case-by-
case manner. An example of dynamic conﬁgu-
ration is provided by the GPrint application (see
Section 5).
5 A research prototype
We developed the GPrint prototype Grid service
to showcase some of the key concepts of large-
scale automatic system conﬁguration [2]. This
demonstrator illustrates that we can model, con-
ﬁgure, and manage a complex, adaptive system,
using our prototype LCFG/SmartFrog architec-
ture (Section 4) as the deployment environment.
The demonstrator has the following key fea-
tures:
• a declarative conﬁguration, derived from
a succinct, modular, multi-level model ex-
pressed in the SmartFrog and LCFG lan-
guages;
• it allows bare metal OS installation, conﬁg-
uration, and ignition;
• it automatically conﬁgures and instantiates
an OGSA-enabled environment (Globus
Toolkit 3);
• it installs and deploys a demonstration,
OGSA-compliant service (GPrint – an adap-
tive, pan-nodal printing system);
Print
Manager
Print
Monitor
SLP printer
announcements
Gprint OGSA
Portal
PRINT
SERVER
LCFG lpd
component
Print
Server
Heartbeat
SLP print queue
announcements
LCFG
SmartFrog
Daemon
GPrint OGSA
Portal
SmartFrog
Daemon
PRINT CONTROLLER
GLOBUS
SERVER
LCFG
LCFG
Printer
Figure 2: Diagrammatic representation of the archi-
tecture of GPrint.
• it automatically responds to events such as
the appearance of new resources or the fail-
ure of existing elements, maintaining a pre-
scribed level of functionality.
The demonstrator illustrates the following
achievements of the project:
Representing multi-level system conﬁgura-
tion: We have described the conﬁguration of
a printing system, including (at a high level)
abstract concepts such as the server-to-print
queue-to-printerrelationshipand(atalowlevel)
realentities, suchasconﬁgurationofanode. The
model presents a view of the system that con-
tains only the elements of conﬁguration which
are of interest to the printing administrator, hid-
ing the complexity attributed to other aspects of
the fabric.
Asanexampleofthis, considerthecomplexity
normally associated with the deﬁnition of a user
(e.g., disk quota, choice of shell, e-mail aliases,
etc.). The majority of these elements are of little
consequence to the printing administrator and
thus are not present in the extract of the user de-
scription which is presented to them. They see
only the attributes of a user (e.g. name/group
and printing permissions) that have a bearing on
the printing model. In a complete conﬁguration
solution, these attributes would be augmented
to a richer description of a user during the de-
ployment phase.
Deployingsystemconﬁguration: Thecomple-
mentary nature of SmartFrog and LCFG led nat-
urally to use LCFG to perform low-level conﬁg-
uration actions (especially the basic conﬁgura-
tion of nodes) and SmartFrog to conﬁgure pan-
nodal contributions to the infrastructure. How-
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Frog elements from within LCFG and vice-versa
using adaptor technologies, thus offering full
ﬂexibilityinthedecisionastohowconﬁguration
actions are applied.
From an engineering perspective, a combined
system based on LCFG and SmartFrog may not
be an ideal solution. However, the separation of
responsibility for different stages of the conﬁgu-
ration process between the two systems – that is,
LCFG deploying a static description for a basic
clusterconﬁguration, ontopofwhichSmartFrog
establishesandmaintainsspeciﬁcpan-nodalser-
vices – is a viable proposition.
Weaving a description: A separation exists be-
tween the deﬁnition of the component elements
and the description of the fabric to which they
contribute. As part of the demonstrator, we
have created prototype descriptions for printers,
queues, servers, and so on. These descriptions
have been motivated by the requirements and
functionality of the LPRng software. Based on
these components, we have used the SmartFrog
language to weave a reactive, event-driven fab-
ric, which responds to demands for load balanc-
ing and reliability in an automatic manner.
In another context, given different demonstra-
tor requirements, it would be equally easy to de-
velop a completely different model but still use
the same basic component elements.
Conﬁguring external agents: The demonstra-
tor illustrates how an external agent, such as
a printer or a third-party software application,
may be assimilated into the conﬁguration envi-
ronment, using a proxy component. This com-
ponent encapsulates product-speciﬁc conﬁgura-
tion attributes and caveats, presenting a sim-
ple and consistent interface to the administrator.
The use of a proxy allows new technologies to be
quickly and easily included in the fabric. For ex-
ample, printer hardware encapsulates a diverse
family of technologies. To manage the conﬁgu-
ration of a printer as part of the demonstrator,
only a small subset of the conﬁguration param-
eters needs to be represented. Once a prototype
description of a printer has been determined, it
is a simple matter to instantiate descriptions of
speciﬁc printers at runtime, based on core, static
data enriched with dynamically discovered in-
formation.
Collating information: The demonstrator il-
lustrates the dynamic collation of information
from multiple descriptions. Such a construc-
tion is similar to the spanning map mechanism of
LCFG. Unlike LCFG, contributors to the span-
ning map do not need to explicitly publish their
information.
6 Conclusions
The following overall architecture has been
adopted by several conﬁguration tools, includ-
ing LCFG and others which are particularly fo-
cused on the management of entire fabrics.
• A declarative description is maintained for
the conﬁguration of the whole fabric. This
describes the desired state of the entire fab-
ric, including all conﬁgurable devices, and
the relationships between them. It does not
describe procedures for implementing these
conﬁgurations.
• Some tool deploys this description by mod-
ifying the actual conﬁguration of the nodes
to match the speciﬁcation.
• The same tool, or a different one, is respon-
sible for responding to changes in the fab-
ric or the speciﬁcation and modifying the
node conﬁgurations to maintain the corre-
spondence between the actual and desired
conﬁguration.
The above general model has many desirable
properties, as discussed previously. The Grid-
Weaver project has conﬁrmed that this is an ap-
propriate model for large-scale fabric conﬁgu-
ration, but it has also shown that current in-
stances of the model have fundamental prob-
lems in both the speciﬁcation and the deploy-
ment areas. A few of the most important of these
problems are summarised below (see also [11]):
Speciﬁcation Descriptions: Current descrip-
tions are too low-level and explicit, allowing no
room for autonomic fault recovery, or other dy-
namic changes. They do not represent the tem-
poral information required to sequence changes
reliably and automatically.
Speciﬁcation Use: Current descriptions do not
adequately support the devolved management
that is essential for large fabrics, either in terms
of authorisation, or in terms of aspect composi-
tion. Their associated languages are difﬁcult to
understand and use, making them error prone
and unsuitable for unskilled staff.
Deployment: Centralised control over all de-
ployment does not scale. Current systems
have no uniform support for work-ﬂows which
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uration states. They do not support inter-node
transactions on conﬁguration changes, which
would allow rollback on failure. Furthermore,
they do not provide the ability for localised au-
tonomic reconﬁguration under a central policy
control. This is necessary both for scaling, and
for autonomic fault recovery.
The GridWeaver project investigated some of
the above issues in more detail, and provided
prototypes for possible solutions. In particular:
• The use of the SmartFrog framework to pro-
vide a peer-to-peer layer above LCFG com-
ponents has demonstrated a system which
removes much of the central control and
provides a scalable system with autonomic
fault-tolerance, and central control over the
policy [10].
• TheuseoftheSmartFroglanguageprovides
a way to describe LCFG conﬁgurations in a
clear and high-level way.
7 Recommendations
We believe that it would be possible to imple-
ment a new production fabric management sys-
tem, based on the best of the currently available
technology, and augmented by some of the tech-
niques developed in this project. This should
provide a signiﬁcant improvement on existing
tools. However, we believe that some of the
currently unsolved problems would still render
such a system unable to fully meet the require-
ments of the next generation of Grid fabrics.
We would like to see further fundamental re-
search into a number of areas before consider-
ing implementation of a new conﬁguration tool.
These areas include:
• Languages for conﬁguration speciﬁcation,
including constraint speciﬁcation, levels of
representation, and support for devolved
management of aspects.
• Integration of peer-to-peer technology into
the language and deployment architecture.
• Speciﬁcation of temporal dependencies,
and planning and deployment of the work-
ﬂows necessary to effect smooth changes
between conﬁguration states.
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Abstract
With the prevalence of component based and service oriented architectures used to support
e-Science activities, we examine diﬀerent views of application composition supported within
these systems, which tend to be spatial composition in the former case, and temporal compo-
sition (workﬂow) in the latter. We consider the advantages of each view; spatial composition
enables, dynamic programming, while temporal composition provides information useful for
performance analysis. ICENI uses a spatial composition view to allow maximum ﬂexibility, but
provides an inferred temporal composition to support scheduling optimisation. We describe
the graph based language used to annotate component behaviours, and discuss optimisations
derived from estimating execution time - with or without loops - and resource sharing. Two
examples drawn from e-Science pilot projects are used to illustrate these techniques.
1 Introduction
1.1 Component and Service Ori-
ented Architectures
In order to deliver e-Science, applications re-
quire transparent conﬁguration and deploy-
ment within a grid environment. This require-
ment is driving the increasing interest in com-
ponent based programming models and ap-
proaches to application assembly. e-Science
applications typically require multiple software
resources even where the core application is
a monolithic code - visualisation, collabora-
tion, database access, ﬁle transfer support and
numerous other auxiliary features are often
called upon, hence the seamless deployment
of a composite application is at the heart of
the e-Science enterprise. Existing component
based systems designed for Grid and high per-
formance support include the Common Com-
ponent Architecture [1] eﬀort in the United
States, and Triana [9] and ICENI [5] within
the UK.
A parallel but in many cases separate de-
velopment path in the Grid community has
been the adoption of the service oriented mech-
anisms pioneered and developed in the B2B
sphere of E-Commerce. Mechanisms such as
Jini, Jxta and Web Services enable the pro-
cess of publishing and discovering resources,
whether software, hardware, or information, on
a very large distributed network, typically the
internet, and to cope with issues such as vari-
able performance and unreliability. The Global
Grid Forum has ratiﬁed the ﬁrst standards doc-
ument, the Grid Service Speciﬁcation [10], for a
Grid based service architecture (OGSA) based
on Web Services.
ICENI (Imperial College e-Science Net-
worked Infrastructure) features an implemen-
tation independent service oriented architec-
ture, providing a core API which can be
mapped either onto Jini or a prototype Jxta
implementation. Additionally all services can
be presented as GT3-based Grid Services by
using a gateway service [3]. On top of this
core API is a component based runtime frame-
work, which uses open extensible XML meta-
data descriptions of components to support the
deployment process, together with higher level
services, such as client-side tools, domain and
identity managers, and scheduling and launch-
ing services.
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vices and Components
As ICENI provides component based program-
ming model together with a service oriented
architecture, it is well placed to serve as a case
study for the intersection of component and
service based systems, in particular the repre-
sentation of the composite application. The is-
sue of representing how a desired application
or activity is to be composed from its con-
stituent parts, whether they be components
or services, is of importance, particularly since
service based models tend to favour a temporal
view of composition, and component systems a
spatial one. We shall examine how both views
are expressed in ICENI and other systems, and
the beneﬁts from using both orthogonal models
to understand the composition.
2 Views
The composition we describe is not of the run-
time structure, the architectural plumbing that
supports the interaction between components
or services, which in any case is very speciﬁc
to each system, whether it be SOAP messages
or sockets, or some other technology. Nor in
terms of the abstract description of a compo-
nent or service, which in either case is almost
always based on a interface / ports model, but
rather in terms of the context in which the
units are being assembled.
There are at least two orthogonal views of
an application composition,
Spatial Composition With this view of
composition, all the units that make up
the application are represented simul-
taneously, with detail representing how
they relate and interact with each other.
There is no ordering between the units.
It is implicit that all the units exist con-
currently, and while they may exist on
the same machine, perhaps on the same
processor, they require independent and
distinct resource commitment (memory
space, some proportion of the processor’s
time etc), which is not shared. Connec-
tions in a spatial composition represent
movement of data (whether through calls
or streams).
Temporal Composition Under this view-
point, all units are ordered with respect
to their temporal dependence. Concur-
rency, where it exists, is explicit. A tem-
poral composition may include instances
that at no time exist simultaneously, and
thus may share resources. Connections
in a temporal composition represent se-
quencing of activities; it is a workﬂow
view.
These two aspects of description exist for
any composition, but a particular view of a
composition illustrates only the single model.
3 Expressing Spatial Com-
position
Spatial composition is analogous to declara-
tive programming in that no procedural as-
pects are explicitly described. It is a form
of expression that is extremely easy to rep-
resent using a visual programming paradigm,
and within ICENI we utilise two diﬀerent vi-
sual programming tools to support spatial ap-
plication composition. The ﬁrst is a dedicated
java Swing based tool for application launch-
ing, the second is a plugin to Sun Microsys-
tem’s integrated Netbeans environment which
provides additional facilities and views to the
user.
In both cases a component is represented
by a rectangle on screen, and an application a
set of rectangles, connected between ports by
pipes that represent potential interactions be-
tween the components. This model is familiar
to scientists, as it resembles a wiring diagram
for electronics, ﬂow diagrams in hydraulics,
and organisational and mechanical processes.
It is a highly intuitive form - and inherently
functional.
This is not to say that a spatial view of
composition can only be represented by a vi-
sual programming model. The underlying doc-
ument that represents a composition in ICENI,
known as the execution plan, is derived from
the visual representation. This script has three
essential elements, “create new component ser-
vice instance”, “reference to existing compo-
nent service” and “establish a new link be-
tween two component services”. There is no
ordering information in the execution plan. Of
course the statement to create a new compo-
nent instance is extremely detailed, and is sub-
sequently augmented with annotations provid-
ing additional information by scheduler and
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ing an implementation for the abstract com-
ponent chosen). Nevertheless, the same spa-
tial composition is represented in a textual
form. While creating execution plans by hand
in with a text editor is cumbersome and un-
suitable, there is no reason why a spatial com-
position could be expressed with a clear and
elegant scripting system, or even using an al-
ready known scripting system such as Perl or
Python.
The spatial view of composition is used by
other systems comparable to ICENI, such as
Triana, and is the model used by the Common
Component Architecture group.
3.1 Enhancements to Spatial
Composition
This simple expression system can be aug-
mented with the use of operators that can be
applied to components or links. Within ICENI
we make use of the quantity operator, which
can be applied to a new component instance,
to represent the creation of an arbitrary num-
ber of new instances. This is not represented
within the visual environment, in order to re-
duce the complexity of the diagram presented
to the user, and thus the cognitive load they ex-
perience. An example is the parameter sweep
discussed below in Section 3.3.1. The applica-
tion mapper expands the execution plan auto-
matically to produce the required number of
component instances.
Within ICENI components are connected
by abstract communication links which exist
between ports. A user-deﬁned component may
only have ports that accept one-to-one con-
nections. Multiple connectivity is provided
by special collective communication compo-
nents, each with a particular behaviour. One-
to-many collectives include broadcasts, split-
ters (in which large data set messages are di-
vided and routed to the appropriate receiver),
routers and ﬁlters. Many-to-one collectives in-
clude gatherers, buﬀers, and funnels (which
simply act to route messages to a single re-
ceiver).
When a user deﬁned component with a
quantity operator is connected to another user
deﬁned component with a quantity operator,
the connection is only deemed valid when the
quantities are the same. In this way NxN con-
nections are allowed, but NXM are not - the
complexities of the mapping require user guid-
ance and cannot be automated. If such an NxN
mapping occurs, the ports are connected pair-
wise.
Where a user deﬁned component with a
quantity operator is attached to a single multi-
way port on a special collective component, the
mapping is also allowed, and is performed in a
one-to-many fashion. This is demonstrated in
Figure 1 below.
3.2 Comparative Advantages of a
Spatial Composition
The spatial composition view really comes into
its own in terms of dynamic component assem-
bly. An existing application can be viewed in
terms of a spatial composition, and can then
be modiﬁed easily by adding new components,
deleting or adding new links etc. This is sig-
niﬁcantly more diﬃcult in a temporal compo-
sition, as the act of adding to the composition
occurs at some moment in time, and as such
only modiﬁcations to future plans are possible.
As the user examines the application, the con-
tent that is meaningfully modiﬁable changes,
and worse, any changes could have diﬀerent se-
mantic impact if made at diﬀerent times. Thus
transparent, dynamic programming requires a
spatial composition.
Within ICENI all deployed components ap-
pear individually as Grid Services, but addi-
tionally each application submission also ap-
pears as an additional Grid Service, represent-
ing the composition. This parent service can
provide its own execution plan to a client tool,
which enables the e-Scientist to modify the ap-
plication at run-time. This has been of par-
ticular interest in the development of collab-
orative visualisation environments in connec-
tion with Access Grid, allowing multiple par-
ties to connect to a complex composite applica-
tion, adding their own visualisation and steer-
ing components during the process of the sim-
ulation. It is to support capabilities such as
these, essential for deliver of e-Science, that
ICENI uses a spatial composition model as
its primary method of expressing application
structure.
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transition systems provide an alternative graph
based model, with nodes representing complete
system states, and arcs transitions [11]. Such
graph based models allow both a textual and
visual representation, in the manner of a ﬂow
chart, of the composition.
Application workﬂow is usually described
either with a textual scripting language that
is used to provide the “glue” that links units
together, or a special bespoke workﬂow lan-
guage, of which a great many exist and are
discussed in the literature. For Web Services,
there have been a number of eﬀorts to pro-
duce a workﬂow description language, which
in eﬀect describes the temporal composition of
web services. These include BPEL4WS (Busi-
ness Process Execution Language For Web Ser-
vices) [2], WSCI (Web Services Choreography
Language) [6] and other earlier eﬀorts. Though
no standard has yet been agreed upon, experi-
ments have begun with Grid Service Workﬂow
Languages, such as GSFL [7]. All of these ef-
forts are textual in representation.
4.1 Workﬂow within ICENI
ICENI’s primary view is a spatial one, as de-
scribed above. Nevertheless there is value in
being able to describe the temporal compo-
sition of an application. Thus the temporal
dependency is a derived view, in that the ap-
plication must ﬁrst be deﬁned with a spatial
view, and additional information, provided by
the component developer (and stored as meta-
data describing the component’s behaviour [8])
is used to provide a workﬂow view of the ap-
plication.
Within ICENI we use a model similar to
that of YAWL (Yet Another Workﬂow Lan-
guage) [12], but simpliﬁed in certain respects.
Each component has attached workﬂow infor-
mation information, which consists of a graph
in which the directed arcs represent temporal
dependence i.e. a node’s behaviour occurs after
those which have an arc directed to it. Each
node represents some behaviour, and the be-
haviour happens in an ordered fashion, begin-
ning with the Start nodes, and ﬁnishing with
the Stop nodes. The types nodes include:
Activity Represents computation and com-
munication that occurs within the
bounds of a component. An activity has
duration, and possesses one child and one
parent arc.
Send, Receive Communication through the
component’s interface is indicated with
such nodes. Send has a single parent arc,
receive a single child arc.
Start, Stop These nodes represent the
creation and destruction of threads.
Though they have no duration, they can
occur at arbitrary points in a compo-
nent’s or application’s lifecycle, as new
threads spawn or are terminated. Start
has a single child arc, stop a single par-
ent.
AndSplit This node represents concurrency,
in terms of spawning a new thread or
threads. All the children of this node are
activated simultaneously. AndSplit has
a single parent arc, but possibly many
child arcs.
OrSplit This node represents choice within
the workﬂow. Each arc may be given a
condition, or a probability, that they will
be followed. The child arcs of an OrSplit
are exclusive - only one can be followed.
OrSplit has a single parent arc, but pos-
sibly many child arcs.
AndJoin The counterpart to AndSplit, this
represents the end of concurrent execu-
tion. All parent arcs must be activated
before the child arc is activated. In this
was the AndJoin acts as a barrier syn-
chronisation. Naturally it has possibly
many parent arcs and a single child arc.
OrJoin Similar to AndJoin, the OrJoin re-
quires only one of its parent arcs to tran-
sition before the child arc is activated.
Thus it allows multiple branches of work-
ﬂow to converge to a single set of actions.
Once the components and links of an appli-
cation are determined by the spatial compo-
sition, the execution plan is parsed, and each
component’s workﬂow is connected to produce
a complete application workﬂow. The appli-
cation graph is assembled due to the associa-
tion between Send and Receive nodes with the
component’s ports. As the ports of two com-
ponents may be linked within the execution
plan, an additional arc is added which makes
the Send the parent node of the Receive on the
corresponding component.
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graphical form upon submission of the appli-
cation, and is allows the e-Scientist to examine
the Activities of the application. By attaching
each node to a line representing it’s containing
component, the eﬀect is similar to that of a
UML activity diagram - a model that is read-
ily recognisable by end users.
4.2 Comparative Advantages of a
Temporal Composition
A temporal, workﬂow view provides informa-
tion unavailable to a spatial view, concerning,
naturally, issues such as the concurrency struc-
ture of the application, execution times, and
scheduling. Within ICENI, once the tempo-
ral view is derived from the spatial one, in-
formation can be extracted and passed to the
scheduling service, a key part of the ICENI
stack, which can utilise this in decision mak-
ing regarding placement of new component in-
stances.
4.2.1 Execution Time
The most information that can be gleaned from
the workﬂow graph is the maximum expected
execution time - found by searching for the
critical path through the graph from any start
node to all stop nodes. This can be determined
recursively with a simple algorithm.
By determining the expected expected exe-
cution time on a number of diﬀerent platforms
(assuming that the Activity Nodes have an-
notations giving performance models for dif-
ferent platforms) composite models of applica-
tion performance can be compared, and this
comparison used by the scheduling service [4].
Note that the mapping of components to re-
sources selected by the scheduler need not be
the one with the quickest estimated execution
time, as other information may also be brought
into play, such as reservation, cost, user con-
straints and so forth, as required by the par-
ticular scheduling algorithm in question . The
most important feature of this process is the
that performance model is given for the appli-
cation, rather than the components, and it may
well be the case that due to synchronisation is-
sues a particular component’s performance is
of no relevance to the entire application per-
formance, implying that a cheaper (and more
time consuming) resource would be optimal.
Issues arise with critical path analysis
where the workﬂow graph is not acyclic. This
is in fact quite frequent in scientiﬁc applica-
tions, occurring whenever two components are
call each other, or there is a loop in the appli-
cation between components. In many applica-
tions loops can be concealed behind the bound-
ary of the component interface, (in which case
they are considered part of the corresponding
Activity Node), but in applications where com-
ponents represent aspects of a larger loop, this
is impossible. In this case the entire body of
the application is in loop.
Loops are dealt with by elimination: cycle
detection is a relatively straightforward graph
algorithm. Once the cycles in a workﬂow have
been identiﬁed, they themselves can be given
a performance model in the same manner as
the complete application. Their contribution
to the overall application performance is a mul-
tiple of the estimated loop execution time.
There are then two possibilities: either the
user provides an estimated number of loops
(this can be stored as component meta-data, or
provided at submission) to determine the com-
plete model, or the loop is considered in isola-
tion. This latter case occurs where the loop is
certain to dominate the execution time of the
application: for example, in the GENIE case
the application requires only an initialisation
phase before beginning the loop. Where the
loop dominates, the loop performance model is
taken in place of the application performance
model for purposes of scheduling, ignoring the
multiple for loop iterations - the scheduling de-
cision for a single iteration will be the same for
all (if non-loop activities are ignored).
4.2.2 Interleaving Resources & De-
ferred Deployment
In addition to providing a composite perfor-
mance model, the temporal composition may
may act as a guide to the sharing of resources
between components that do not operate at
that same time. Where one component’s ac-
tivities have ceased, the resources assigned to
it may be redeployed to support another com-
ponent, and if necessary, returned to the initial
component. This is especially useful in cases
where a small number of components perform
most of the work in an application - in which
case the other component’s resources can be
reassigned. The actual process of assignment
is carried out by the scheduling algorithm, and
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based tool, or an existing workﬂow language.
The units of composition would be composites
of activities and other nodes, and appear inde-
pendently of their software component, which
could then be inferred. This is the converse
of the existing system, and would allow the a
spatial composition to be determined by a tem-
poral one.
6 Conclusions
In this paper we have shown that
² Spatial Composition, the typical model
for component based systems, often
graphical in nature, is useful for dynamic
assembly of applications
² Temporal Composition, the typical work-
ﬂow description for service oriented ar-
chitectures, can provide useful informa-
tion for application scheduling.
² ICENI uses as spatial composition view,
based upon component meta-data as its
primary model, and infers the temporal
composition from the user deﬁned spa-
tial composition, by using a graph based
workﬂow language
² This behavioural information may be
used to support optimisations in schedul-
ing, by providing composite performance
models and indicating opportunities for
resource sharing.
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Ganga is a user interface that gives access both to local resources and to the Grid, and pro-
vides job-conguration and data-management tools matched to the computing environments of
the particle-physics experiments Atlas and LHCb. It is being developed in python, following a
component architecture, with components interacting via a so-called software bus. Components
of general applicability deal with tasks such as workow denition, script generation, job sub-
mission, le transfer to and from remote sites, and monitoring. This core functionality can be
supplemented as needed by components tailored to meet the requirements of specic groups of
users, so that ganga is readily extensible. Specialised components for Atlas and LHCb incorpo-
rate knowledge of the experiments' common software framework and conguration-management
system, and simplify tasks such as application conguration, job splitting, the setting-up of the
run-time environment, and output collection. Further components, specialised for one or the
other of Atlas and LHCb, allow access to various experiment-specic databases.
This paper gives details of the ganga design and implementation, the development of the
underlying software bus architecture, and the functionality of the rst public ganga release.
1. INTRODUCTION
The Atlas [1] and LHCb [2] experiments
will study the products of high-energy proton-
proton interactions at the Large Hadron Col-
lider (LHC) [3] currently under construction
at CERN, Geneva, with startup scheduled for
2007. Both experiments involve many hun-
dreds of physicists, from tens of institutes, and
will require analysis of data volumes of the or-
der of petabytes per year. The experimental
data, recorded at CERN, will be shared be-
tween sites for the processing required to ex-
tract information on particle trajectories and
identities (event reconstruction). Data for the
large samples of simulated interactions that
must be generated to achieve a full understand-
ing of detector behaviour and of the physics
eects of interest will also be distributed be-
tween multiple locations. Grid services will be
exploited to allow the participating physicists
transparent access to the globally distributed
datasets, and to the decentralised computing
resources available to each experiment.
The gaudi/athena [4, 5] software frame-
work used by LHCb and Atlas, usually referred
to hereafter simply as gaudi, is designed to
support the full spectrum of data-processing
applications, including simulation, reconstruc-
tion, and physics analysis. A joint project has
been set up to develop a front-end that will aid
in the handling of framework-based jobs, and
performs the tasks necessary to run these jobs
either locally or on the Grid. This front-end
is the Gaudi/Athena and Grid Alliance, or
ganga [6].
Ganga covers all phases of a job's life cy-
cle: creation, conguration, splitting and re-
assembly, script generation, le transfer to and
from workernodes, submission, run-time setup,
monitoring, and reporting. In the specic case
of gaudi jobs, the job conguration includes
selection of the algorithms to be run, deni-
tion of algorithm properties, and specication
of inputs and outputs. Ganga relies on mid-
dleware from other projects, such as Globus [7]
and EDG [8], to perform Grid-based opera-
tions, but makes use of the middleware func-
tionality transparent to the ganga user.
In this paper, we present the ganga design
and the choices made for its implementation.
We report on the work done in implementing
the software bus that is a key feature of the
design, and we describe the functionality of the
current ganga release.
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2.1. Overview
Ganga is being implemented in python [9],
an interpreted scripting language, using an
object-oriented approach, and following a com-
ponent architecture. The python programming
language is simple to use, supports object-
oriented programming, and is portable. By
virtue of the possibilities it allows for extend-
ing and embedding, python is also eective as
a software \glue." A standard python installa-
tion comes with an interactive interpreter, an
Integrated Development Environment (IDE),
and a large set of ready-to-use modules. The
implementation of the component architecture
underlying the ganga design benets greatly
from python's support for modular software de-
velopment. The components of ganga inter-
act with one another through, and are managed
by, a so-called software bus [10], a prototype of
which is described in Section 3. This scheme is
represented graphically in Fig.1.
As considered here, a component is a unit of
software that can be connected to, or detached
from, the overall system, and brings with it a
discrete, well-dened, and circumscribed func-
tionality. In practical terms, it is a python
module (either written in python or embedded)
that follows a few non-intrusive conventions.
The component-based approach has the advan-
tages that it allows two or more developers to
work in parallel on well-separated tasks, and
that it allows reuse of components from other
systems that are architecturally similar. The
functionality of the ganga components can
be accessed through a Command-Line Inter-
face (CLI), and through a Graphical User In-
terface (GUI), built on a common Application-
Programmer Interface (API). All actions per-
formed by the user through the GUI can be
invoked through the CLI, allowing capture of a
GUI session in an editable CLI script.
The components can be divided into three
categories: general, domain specic, and ex-
ternal. Further developments will add compo-
nents as needed. Currently dened components
are discussed below, with reference to Fig.1.
2.2. General components
Although the rst priority is to deal with
gaudi jobs, ganga has a set of core compo-
nents suitable for job-handling tasks in a wide
range of application areas. These components
are shown to the right of the software bus in
Fig.1.
The cornerstone of the system is a job-
denition component, which characterises a
ganga job in terms of the following:
 The name chosen as the job's identier.
 The workow, discussed below, which in-
dicates the operations to be performed
when the job is run.
 The computing resources required for the
job to run to completion.
 The job status (in preparation, submit-
ted, running, completed).
A job workow is represented as a se-
quence of elements (executables, parameters,
input/output les, and so on), with the action
to be performed by, and on, each element im-
plicitly dened. Resources required to run a
job, for example minimum CPU time or min-
imum memory size, are specied as a list of
attribute-value pairs, using a syntax not tied
to any particular computing system. The job-
denition component implements a job class,
and classes corresponding to various workow
elements.
Other ganga components of general appli-
cability perform operations on, for, or using job
objects:
 A job-registry component allows for the
storage and recovery of information for
job objects, and allows for job objects to
be serialised.
 A script-generation component translates
a job's workow into the set of (python)
instructions to be executed when the job
is run.
 A job-submission component takes care
of submitting the workow script to a
destination indicated by the user, creat-
ing Job Description Language (JDL) les
where necessary, and translating the re-
source requests into the format expected
by the target system (European Data-
Grid (EDG), GridPP Grid, US-ATLAS
Testbed, local PBS queue, and so on).
 A le-transfer component handles trans-
fers between sites of job input and output
les, this usually involving the addition
of appropriate commands to the workow
script at the time of job submission.
 A job monitoring component keeps track
of job status, and allows for user-initiated
and scheduled queries.
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The functionality of the components devel-
oped specically for ganga is supplemented
by the functionality of external components.
These include all modules of the python stan-
dard library, and also non-python components
for which an appropriate interface has been
written. Two components of note in the lat-
ter category, both interfaced using boost [12],
allow access to the services of the gaudi frame-
work itself, and to the full functionality of the
root analysis framework [13].
3. PYTHON SOFTWARE BUS
3.1. Functionality
To rst order, the software bus function-
ality required by ganga is provided by the
python interpreter itself. In particular, this al-
lows module loading and method-call binding
to be performed dynamically, and has support
for managing component lifecycles. The main
features not oered by the interpreter, but nev-
ertheless desirable are:
 Symbolic component names
Python modules are loaded on the basis
of their names, which are mapped one-to-
one onto names in the le system, some-
times including (part of) the directory
structure. It should, in addition, be pos-
sible to load components on the basis of
the functionality that they promise.
 Replacing a connected component
This is dierent from the standard reload
functionality, which loads a new version
of a current module and doesn't rebind
any outstanding references. A compo-
nent may, however, need to be completely
replaced by another component, mean-
ing that the latter must be reloaded at a
deeper level, and references into the old
component must be replaced by equiva-
lent references into the new component,
wherever possible.
 Disconnecting components
A standard python module is not un-
loaded until all outstanding references
disappear. This is common behavior in
many o-the-shelf component architec-
tures. However, it should be possible to
propagate the unloading of a component
through the whole system, allowing for
more natural interactive use.
 Conguration and dependencies
Since python modules simply execute
python code, their conguration and de-
pendencies are usually resolved locally.
Components should be able to advertise
their congurable parameters and their
dependencies, such that it is also possi-
ble to manage the conguration exter-
nally and/or globally.
The software bus should also support a User
Interface Presentation Layer (UIPL), through
which the conguration, input and output pa-
rameters, and component functionality can be
connected to user interface elements. The
bus inspects the component for presentable el-
ements, including (if applicable) their type,
range, name, and documentation. It subse-
quently requests the user interface to supply
elements that are capable of providing a dis-
play of and/or interaction with each of the pa-
rameters, based on their type, range, and so on.
Both the interface element and the component
should then be connected through the UIPL.
3.2. The PyBus prototype
A prototype of a software bus (pybus) has
been written to explore the possibilities for
implementing the above features in a user-
level python module, rather than in a frame-
work. That is, pybus is a client of the python
interpreter and does not have any privileges
over other modules. This means that com-
ponents written for pybus will act as compo-
nents when used in conjunction with the bus,
or as python modules when used without. Con-
versely, python modules that were not written
as pybus components can still be loaded and
managed by the software bus, assuming that
they adhere to standard python conventions
concerning privacy and dependencies.
A user connects a component to pybus, and
so makes it available to the system, using
the component's logical, functional, or actual
name. Components available to pybus must
be registered under logical names, optionally
advertising under functional names the public
contracts that they fulll. If a component is
not registered, it can only be connected using
its actual name, which is the name that would
be used in the standard way of identifying a
python module. Unlike the actual name, which
has to be unique, the logical name and func-
tional names may be claimed by more than one
component. Pybus chooses among the avail-
able components on the basis of its own cong-
uration, a priority scheme, or user action.
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bus looks for parameters starting with \Py-
Bus " in the dictionary of the module in which
the component is contained. These parameters
may describe dependencies, new components to
be registered, post-connect or pre-disconnect
conguration, and so on. It is optional for a
module to provide such parameters and pybus
will use some heuristics if they are absent. For
example, all public identiers are considered
part of the interface, so that any module can be
connected as if it were a component. The user
has free choice over the name under which the
module should be connected, the default being
the logical name.
Pybus allows component replacement, using
the garbage collection and reference-counting
information of the python interpreter to track
down any outstanding references, and acting
accordingly. Some references, for example
those to variables or instances, are rebound,
whereas others, for example object instances,
are destroyed. Disconnecting a component is
rather similar to replacing it, except that no
references are rebound: all are destroyed.
Python allows user modules to intercept the
importing of other modules, by replacing the
import hook. This mechanism allows the py-
bus implementation to bookmark modules that
are imported during the process of connecting a
component, and consequently to manage com-
ponent dependencies.
The implementation of the prototype soft-
ware bus has been mostly successful. There
are a few issues still to be resolved for embed-
ded components, but for pure python compo-
nents it has been shown that it is possible to
implement the component architecture features
missing in the python interpreter with a user-
level python module.
4. FIRST RELEASE
4.1. Overview of functionality
The ganga design, including possibilities
for creating, saving, modifying, submitting and
monitoring jobs, has been partly implemented,
and has been released for user evaluation. The
tools implemented are suitable for a wide range
of tasks, but we have initially focused on run-
ning one type of job for Atlas and one type of
job for LHCb, focusing on the atlfast [14] fast
simulation in the case of the former, and the
davinci [15] analysis in the case of the latter.
Optimisation for other types of applications es-
sentially means creating more templates, which
is a straightforward procedure. Communica-
tion between components in the prototype is
via the python interpreter, with the sophisti-
cation of pybus to be added later.
The current release implements only a part
of the intended functionality, but already sim-
plies a number of tasks. For example, the
creation of the JDL les necessary for job sub-
mission to the EDG Testbed, and the gener-
ation of scripts to submit jobs to other batch
systems, has been automated.
Most parameters relevant for atlfast and
davinci jobs have been given reasonable de-
fault values in ganga, so that a user only has
to supply minimal information to create and
congure a new job. Existing jobs can easily
be copied, renamed, and deleted. When a job
is created, it is presented as a template that
can be edited by the user. After making the
required modications, the user can submit the
job for execution with a single command.
A generic job-splitting mechanism has been
implemented, where a splitter function is used
to specify the way in which the required sub-
jobs dier from a single initial job set up by the
user. For the production of simulated interac-
tions, for example, the splitter function might
return the values of the random-number seeds
for each sub-job.
When a job is submitted, ganga starts to
monitor the job state by periodically querying
the appropriate computing system. This pro-
cess can be stopped or started manually at any
time.
When a job completes, the output is auto-
matically transferred to a dedicated directory,
or to any other location specied for the job
output les.
Below, we give details of ganga's current
job-handling capabilities and the main graphics
features: the GUI and the job-options editor.
4.2. Job-handling capabilities
The job registry, introduced in Section 2.2,
catalogues information (metadata) for all user
jobs. It also acts as control centre for chan-
nelling job-related commands, which deal with
creation, conguration, submission, termina-
tion, and monitoring.
As detailed in Section 2.2, a user job is rep-
resented in ganga as an object that includes
information about the job status, the associ-
ated workow, and the computing resources
required. The specic steps for job submis-
sion, and monitoring, which dier for dierent
types of computing system, are delegated to
a so-called job handler. For submission, the
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job handler parses the job resource require-
ments and translates to system-specic com-
mands. For monitoring, the job handler re-
turns system-dependent information about job
status. ganga currently has components con-
taining job handlers to work with the local
computer, a local PBS or LSF batch system,
or the EDG Testbed.
In the rst release of ganga, a single,
generic workow is implemented. This allows
specication of the application to be run (ex-
ecutable or script), conguration parameters,
and input and output les. For transferring
the input and output les to and from worker
nodes, ganga makes use of the local system
copy command, the gridftp transfer protocol,
and the EDG sandbox mechanism. The trans-
fer method is set up automatically by the job
handler prior to job submission.
4.3. Graphical user interface
The ganga GUI is based on wxPython,
the extension module that embeds the
wxWindows platform-independent applica-
tion framework. wxWindows is implemented
in C++, and is a layer on top of the native op-
erating and windowing system. The design of
the GUI is based on a mapping of major ganga
core classes { jobs, executables, les, and so on
{ onto the corresponding GUI classes. These
classes (GUI handlers) add the hooks neces-
sary to provide interaction with the graphical
elements of the interface, on top of the func-
tionality of the underlying core classes.
The basic display of the ganga GUI is
shown in Fig. 2. The main window is divided
into three parts: the left section display the
job tree; the right section is used to display a
variety of panels where user input is given, for
example for job setup (Fig. 2) and for den-
ing sequences (Fig. 3); the lower section hosts
an embedded python shell (pycrust, itself de-
signed for use with wxPython), and doubles
as a log window.
With the expert view enabled, the hierar-
chy of all job-related values and parameters is
shown in the job tree. The most important val-
ues are brought to the top of the tree; less im-
portant ones are hidden in the branches. The
normal (user) view stops at the level of jobs and
gives access to the most important parameters
only. A control list displays the contents of the
selected folder in the job tree. Most values in
the list can be selected for editing through a
double mouse click.
Actions on jobs can be performed through
a menu, using a toolbar, or via pop-up menus
called by a right click in various locations.
When the monitoring service is switched on,
jobs move automatically from one folder to an-
other as their status changes. To avoid de-
lays in the program response to user input,
the monitoring service runs on its own thread.
It posts customised events whenever the state
of a job changes and the display is to be up-
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dated. For GUI updates not related to job
monitoring, ganga handles the standard up-
date events posted by the wxWindows frame-
work.
4.4. Job-options editor
The job-options editor (joe) has been devel-
oped in the context of work on atlfast, and
allows the user to customise atlfast jobs from
within the ganga environment. The next step
will be to generalise joe, so that it may be used
in association with any gaudi job.
The current main features of joe are as fol-
lows:
 Through its GUI (Fig.3), joe assists the
user in conguring job options from in-
side ganga, eliminating the possibility
of errors arising from incorrectly spelt op-
tion names and incorrect syntax.
The user can dene sequences of algo-
rithms and select dynamic libraries by en-
abling or disabling entries and arranging
them in a desired order.
Joe incorporates an option-type aware
presenter, which chooses the correct pre-
sentation format at run-time for indi-
vidual job options based on their at-
tributes (for example, drop-down menus
for discrete-choice options, arbitrary-
value entry for simple-choice options,
value appending for list-type options).
 Job-option settings for commonly per-
formed jobs can be stored and reused.
This saves the user the work of re-
entering option values for subsequent
jobs, especially if only minor modica-
tions are needed.
 Once all the options have been set, the
preview function allows the user to check
that the created script is as required.
 Following the basic ganga philosophy,
all functionality of the editor is also avail-
able on the python command line without
the GUI. Users and developers alike can
make use of this API.
In addition to the generalisation to all types
of gaudi job, several other improvements to
joe are foreseen:
 Option attributes that enable joe to
choose appropriate presentation formats
for individual job options are currently
hard-coded. Future versions will attempt
to make deductions about job option at-
tributes at run-time.
 Editable previews of options les will al-
low the user to make last-minute changes.
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
641 Gaudi jobs may be characterised by sev-
eral hundred job options. It will not be
useful to display all options indiscrimi-
nately, and so some form of information
hiding is required.
A \favourite-options rst" feature will
further speed up the user's task of
job-option modication, by placing fre-
quently used options at the top of the list,
perhaps hiding options used less often.
 Although rudimentary option-value
checks are performed, the more impor-
tant range checking is not yet available.
This feature requires permitted ranges
to be dened as attributes of individual
options.
Joe showcases the extensibility of the
ganga user interface. Future extensions can
be developed and incorporated in the same
way.
5. OUTLOOK
The rst release of the ganga package has
been made available. Test users from Atlas
and LHCb have successfully submitted jobs
through ganga, and have given positive feed-
back. The development schedule laid out for
the remainder of calendar year 2003 is targeted
at providing a product to satisfy requirements
for the Atlas and LHCb data challenges, and
associated physics analyses. Cooperation and
integration with existing projects (ask [16],
atcom [17], dirac [18], dial [19]) is foreseen
in order to meet in time these requirements.
The ganga project will then continue to keep
pace with, and adapt to, the ever-evolving Grid
middleware services.
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User interfaces in Grid computing have tended to follow either a command-line or a portal-
based approach. Command-line interfaces, such as provided by the Globus Toolkit™, are 
flexible and powerful, but arcane. Portals deliver their functionality either through Web 
browsers, or through bespoke, stand-alone “fat clients”; they present friendlier interfaces to a 
restricted set of services. Despite its astonishing success in making computing accessible to a 
vast number of users, the desktop paradigm remains strangely neglected by the Grid community. 
We argue that the command-line and portal approaches have drawbacks which are retarding the 
uptake of the Grid, and motivate Grid-enabling the desktop itself. Finally, we describe the Grid-
Enabled Desktop Environment (GRENADE) project, which is exploring the possibilities that 
arise when the functionality of the Globus Toolkit is integrated within the user’s desktop 
environment.  
 
 
1 Introduction 
The computational Grid [1] arose from the 
meeting of advances in distributed computing 
with genuine requirements in the realms of 
computational and experimental science. 
Recognition of the existence of common 
patterns in Grid computing and business to 
business integration has brought industrial 
involvement, adding impetus in the form of the 
Open Grid Services Architecture (OGSA) [2, 3]. 
However, building, maintaining and using a 
production Grid still involve a significant 
investment of effort [4], which presents a barrier 
to the widespread uptake of Grid technology. 
There is little evidence to suggest that the user 
community is growing at a rate consistent with 
the hype.  
The Grid has been called the Web of the future, 
but where is the Grid's “killer app” coming 
from? How can the Grid deliver its promised 
ubiquity within the confines of the community 
that conceived it? Can we enlist the skills and 
imagination of a wider community to accelerate 
the development of the Grid? The Data Grid has 
been called “Napster for scientists”: is it good 
enough for particle physicists but not friends 
and family?  The Grid should be accessible to 
ordinary people, not just e-Scientists. 
In our vision of the future, there will be robust, 
interoperable Grid toolkits shipping with every 
PC; desktops which consume and export Grid 
services; and thriving open source projects 
applying Grid technology to games, file sharing, 
application sharing, even “friends and family 
grids”.  How do we get there from here? 
If the Grid is ever to deliver its promised 
ubiquity, it must first be made accessible to a 
much wider community than the one which 
gave it birth. We believe that an important step 
towards realising this is to provide improved 
user interfaces to the Grid. 
The remainder of this paper is structured as 
follows. In section 2, we briefly review current 
approaches to user interfaces to the Grid, and 
discuss their strengths and weaknesses. In 
section 3, we motivate Grid-enabling the user’s 
desktop environment. Sections 4 describes the 
Grid-Enabled Desktop Environment project 
(GRENADE) in some detail, and section 5 
suggests possible extensions. In section 6, we 
present our conclusions. 
 
2  User interfaces to the Grid 
User interfaces to the Grid are the domain of 
Grid Computing Environments [5]. We identify 
three main classes of Grid Computing 
Environments (GCE) in current practice: 
1.  Command-line interfaces 
2.  Web portals 
3.  Stand-alone clients 
We will use the term “portal” to refer to the last 
two collectively.  
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the Globus Toolkit [6], are flexible and 
powerful, but present a steep learning curve to 
the average user. Given that the motivation of 
Globus is to provide a de facto standard toolkit 
on which others can build, it is not surprising 
that more thought has gone into Globus services 
and protocols than into user interfaces to them, 
and some inconsistencies in the various Globus 
commands persist. 
Also worthy of mention is the proposed GCE 
shell [7, 8]. Here the idea is to view the Grid as 
a distributed operating system, accessed through 
a consistent set of user-friendly high-level shell 
commands, which may in turn be programmed 
through scripts. In principle — given 
appropriate separation — such an approach can 
hide the details of whether the back-end 
infrastructure is based on Globus, Web services 
Grid services, and/or something else. 
Portals usually deliver their functionality either 
through a Web browser (Web portals), or 
through bespoke, stand-alone “fat clients”. They 
present friendlier interfaces to the user, while 
restricting access to particular sets of users and 
services.  
Web portals tend to focus on packaging services 
for user consumption. The kinds of services 
packaged in this way range widely, from fairly 
generic job management portals such as 
CLRC’s HPCGrid Services Portal [9], to more 
application-specific portals. These share the 
typical, but not defining, characteristic of a user 
interface consisting of a series of forms 
delivered to the user’s Web browser, perhaps 
supported by Java Applets or browser plug-ins. 
By routing traffic through the portal, many 
problems with firewalls can be circumvented; it 
is easier to arrange to open ports on back-end 
systems for the portal (whose location is stable) 
than it is for a host of increasingly mobile client 
machines.  
By leveraging the ubiquity of Web browsers, 
the portal developer simplifies the problem of 
Graphical User Interface (GUI) distribution, and 
is able to expose powerful functionality to the 
user in a controlled way. However, by choosing 
what to expose, the developer is equally 
choosing what to not to expose – thus at the 
same time as being empowered, the user is also 
being constrained. The constraints are felt most 
severely when end users themselves (or third 
party application developers) want to develop 
their own interfaces to services on the Grid, 
perhaps with the aim of linking resources under 
the control of disjoint portals in complex 
workflows of their own devising. If it becomes 
common practice to hide Grid services behind 
portals, there is a real danger that power users 
will be reduced to the expedient of “screen-
scraping”, a brittle and unreliable approach. On 
the positive side, there are encouraging signs 
that the portals community is recognising the 
importance of interoperability: enthusiastic 
acceptance of Web services; early adoption of 
the OGSA extensions; emerging consensus on 
the idea of exposing middle tier services; and 
recent work on interoperable Web portals [10]. 
The portal approach has many features to 
recommend it, but uniformity of presentation is 
not one of them. Although a user might be able 
to access many portals using the same Web 
browser, there is nothing to guarantee 
consistency of style, terminology and behaviour 
between any two portals. 
Stand-alone clients run on the user’s machine, 
and like Web portals, range from domain-
specific problem solving environments to fairly 
generic job and file management tools. The 
UNICORE [11] client spans this range by 
providing a generic workflow management 
framework that allows the development of 
application-specific plug-ins. 
Even within specific application domains, there 
is often room for both Web portals and stand-
alone clients, and well designed three-tier 
architectures should cater for both. An example 
from the UK e-Science programme is 
computational steering in the RealityGrid 
project [12]. Here, the Web portal brings 
advantages to the mobile user and the stand-
alone client wins in terms of high-end and 
remote visualisation. 
Both stand-alone clients and Web portals (and 
to, a lesser extent, command-line interfaces) 
give rise to, and are liable to perpetuate, a 
perceptual gulf between “local” and “remote”, 
the very thing that the Grid should be bridging. 
As all access to remote resources is ‘through’ 
the portal, a clear distinction is drawn between 
the familiar local working environment and the 
distributed functionality of the Grid. This 
division complicates the user’s conceptual 
model — local resources are “on here”, the Grid 
is very much “out there” — and introduces 
practical hurdles in terms of interaction between 
local and remote tools. The sophistication of 
tools at both ends is often reduced to a lowest 
common factor by the need for a significant 
amount of ‘cutting and pasting’ when 
submitting jobs. 
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to publish a Web page and millions of home 
users do so regularly. On the other hand, a home 
user offering Grid services to family and friends 
is unheard of today. We can imagine that Grid 
technology could be put to good effect in areas 
such as games, file sharing, and application 
sharing (license issues aside). But who knows 
what killer applications might emerge if the 
imagination of millions of home users could be 
engaged? 
By viewing the user as service consumer, 
portals tend to neglect the user as service 
provider. As a consequence, portals offer little 
or no support for the installation and 
configuration of middleware, which remains a 
highly specialised administrative task. Likewise 
portals tend not to facilitate the incorporation of 
local resources and applications on the user’s 
own workstation into complex, distributed 
workflows. 
One of the most intriguing characteristics of 
Grid computing as exemplified by the Globus 
Toolkit is the lack of distinction between client 
and server; a system on which Globus is fully 
deployed is equally capable of using services on 
other system and providing services of its own. 
Historically, this has meant that deploying and 
maintaining Globus has been a non-trivial 
exercise, with the consequence that more 
production deployments of Globus are on larger 
systems and clusters, rather than end-user’s 
PCs. One undesirable side-effect is that Grid 
users frequently resort to the expedient of 
distributing copies of their private key around 
the handful of systems from which they base 
their Grid activities. For those of us who still 
dream of a ubiquitous Grid, more disturbing is 
the way that the dominance of server-style 
deployments is skewing perceptions of what the 
Grid can and should become. We would like to 
see organisations like RedHat bundling toolkits 
like Globus in their standard distributions 
because users want them, yet one suspects that 
it is the cluster market that explains the presence 
of Globus in the SuSE distribution. 
Portals break the symmetry between client and 
server by focusing on the user as service-
consumer, neglecting the service provision 
capabilities of the client’s machine. Command-
line interfaces are less restrictive, but even then 
we find ourselves using different commands to 
access local and remote resources. 
By Grid-enabling the desktop, we preserve the 
potential of both. 
3 Grid-Enabled  Desktop 
Environments 
The most successful GUI paradigm of our time 
— the desktop environment — remains 
neglected by Grid developers. We believe that a 
serious exploration of the desktop paradigm in 
the context of Grid computing is long overdue. 
A Grid-enabled desktop is a Grid Computing 
Environment, but it is not a portal, as portals are 
usually understood. To a first approximation, 
portals have evolved from the Web 
server/CGI/browser paradigm, while Grid-
enabled desktops represent the evolution of the 
desktop paradigm (exemplified by Microsoft 
Windows). 
By integrating Grid functionality within the 
user’s desktop environment, we hope to offer 
more intuitive interfaces without sacrificing the 
flexibility of the command line. 
The Grid-enabled desktop approach helps to 
reduce the gulf between “local” and “remote”. 
For example, it becomes feasible to allow the 
user to explore a local disk, a Grid Information 
System hierarchy or a remote GridFTP-enabled 
file-system using the same, familiar Graphical 
User Interfaces. 
Moreover, out of a closer coupling between the 
desktop and the Grid, there arises greater 
opportunity for integrating personal information 
resources and processing capabilities on the 
local machine with the remote  resources of the 
Grid and to harness both in distributed 
workflows. 
4  The GRENADE project 
The GRENADE project is a partnership 
between E-Science North West (ESNW) and 
SGI. The goal of the GRENADE project is to 
explore the potential of tight integration of Grid 
functionality within the user’s desktop, not to 
provide “yet another graphical front end”.  
The project has a two phase strategy: 
1.  Develop a prototype Grid-enabled 
desktop environment to pump-prime an 
on-going open source project, 
2.  Support the open source project and 
encourage emulation. 
Expected deliverables include single sign-on, 
Konqueror plug-ins for browsing Grid 
Information Systems and remote file systems, 
and GUIs for job definition, submission and 
management. Users can store shortcuts on their 
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annotate these with resource-specific 
preferences.  
4.1 Software  Stack 
GRENADE is built on the Globus Toolkit and 
the K Desktop Environment (KDE) [13]. 
KDE [13], the most popular open source 
desktop, has been ported to a wide variety of 
operating systems, including Linux, Irix, Aix 
and Solaris, and ships with most Linux 
distributions, thus combining a large user base 
and portability. KDE is layered on Qt [14], a 
cross platform C++ GUI framework. KDE has 
an architecture ideal for our purposes, featuring 
an XML-based framework for componentisation 
and an elegant, powerful signal/slot mechanism 
for communication between components. 
Konqueror, the KDE tool for browsing both 
local file-systems and the World Wide Web, is 
extensible — a feature we intend to exploit by 
providing plug-ins that speak Grid protocols 
such as GridFTP (for browsing remote file-
systems) and GRIP (for browsing Grid 
Information Systems). 
Thus like Web portal developers, we deliver 
much of our functionality through the browser. 
However, the motivation is subtly different in 
the case of GRENADE. Desktop designers have 
themselves recognised that the power of the 
browser paradigm is increased when it is used 
for manipulating local resources (files, 
programs etc.) as well as for exploring the Web. 
Thus Explorer is an integral part of the 
Windows desktop and is much more than just a 
Web browser. Similarly, Konqueror is an 
integral part of KDE, and has subsumed the 
functions of file management and Web 
browsing, things that in early versions were 
delivered through distinct interfaces. The XML-
based component model of KDE makes it 
possible to develop components that can be 
used equally effectively in stand-alone mode or 
embedded within Konqueror, while allowing 
independent components to communicate with 
each other. This makes possible levels of 
integration and state management that are 
impossible or impractical in a portal-based 
approach. 
By using C++ and building on top of the Globus 
and Qt toolkits, we retain portability and 
complete access to the Globus commands, 
scripts and APIs. Although others have found 
Commodity Grid Kits [15] essential in GCE 
development, there is no motivation for us to 
adopt them — the primary goal of CoG Kits is 
to wrap (or re-implement) Globus functionality 
so that it can be accessed in other languages. 
But desktop environments (including KDE and 
the Qt toolkit on which it is layered) are 
typically written in C/C++ (not Java, Perl or 
Python), and the Globus Toolkit itself is written 
primarily in C.  
We have adopted a policy of choosing the Qt 
classes over their KDE equivalents wherever 
possible. This is in the interests of portability, 
and comes at the price of compromising on 
consistency of look and feel with the KDE 
desktop — we miss out on KDE themes.  
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Middleware
QT Non-Graphical 
Classes
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Transport
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GRENADE Credential Manager
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Line Tools GRENADE
QT
Globus
OS/Desktop
Figure 1. The GRENADE software stack 
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The GRENADE architecture is service oriented, 
which should simplify future integration with 
other OGSI-based middleware. GRENADE 
services, (such as the Credential Manager, and 
GRAM Job Controller, described below) are 
embedded in the user's desktop. The 
GRENADE class hierarchy allows simple, 
portable and extensible communication between 
GRENADE applications and GRENADE 
services. 
At the core of the GRENADE architecture 
(Figure 2) is the GRENADE Messaging Layer. 
The Credential Manager looks after the user’s 
X509 certificates and keys, and handles the 
generation of GSI proxies. The GRAM Job 
Controller looks after jobs launched via GRAM 
(Globus Resource Allocation Manager). 
Both credentials and jobs can be identified by 
simple names or aliases supplied by the user. 
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Figure 2. Structure of a GRENADE application   
 
 
4.3 GRENADE Messaging Layer 
The GRENADE Messaging Layer is designed 
so that the messages may be transported over 
any number of underlying protocols, including 
KDE’s DCOP, Windows messaging, or GSI-
enabled SSL. To route over a given protocol, a 
small handler class must be written for the 
protocol, and made available for loading at run-
time.  The messaging layer is able to determine 
the available transport mechanisms at run-time, 
so when adding new underlying protocols, there 
is no requirement to re-link or re-compile parts 
of GRENADE itself.  Similarly any GRENADE 
application will be immediately capable of 
using the new underlying protocol. 
GRENADE messaging is based on the exchange 
of serialized C++ Objects.  There is a hierarchy 
of base message classes.  Most interactions 
between an application and a GRENADE 
service are based around a Remote Procedure 
Call (RPC) paradigm, i.e. a subclass of 
QGrenadeMessageCall is sent, and a subclass of 
QGrenadeMessageReply is given in return.  By 
convention, all message subclasses begin 
“QGrenadeM”; also, the reply class for a 
message QGrenadeMDoThis should be 
QGrenadeMDoThis_Reply.  
Serialization and de-serialization are much 
harder to implement nicely in C++ than in Java, 
due to the nature of the language.  As shown in 
Figure 1, the messaging layer is built on top of 
the non-graphical Qt classes in our initial 
prototype.  We rely on the limited introspection 
capabilities provided by the Qt MOC (Meta-
Object Compiler) to make serialization and de-
serialization work properly.  The MOC allows 
class names and inheritance structures to be 
deduced at run-time. 
Object References 
There is a simple system for referencing a 
GRENADE object, based upon four separate 
strings, which are typically expressed colon-
separated in a single string.  The first string 
represents the message protocol, e.g. “dcop”.   
The second represents a “message arena”; this 
string will be interpreted by the support classes 
for that protocol.  For DCOP, the location 
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protocol, the location might consist of a 
machine and a port number.  The third string 
represents a client located in the message arena; 
this denotes the application, and in the case of 
DCOP, it is the application name.  Finally, the 
fourth string names the object within the 
application; a name is a shorthand for the 
object, assigned when the object is created by, 
sent to, or registered with, the application. 
Of course, as a single application can have 
multiple interfaces on multiple underlying 
protocols, therefore a single object may have 
multiple references.  When an object is fetched, 
it will contain a list of possible references; this 
allows any client to test if two object references 
point to the same object. 
Helper Objects 
To facilitate the construction of GRENADE 
objects such as the Credential Manager and 
GRAM Job Controller, some helper objects are 
provided as part of the GRENADE Messaging 
Layer.  These include a class which provides a 
message handler capable of handling RPC-style 
requests which are farmed out to a number of 
threads.  Such a message processor can be 
trivially registered with a number of different 
underlying message protocols. 
4.4 GRENADE Credential Manager 
The GRENADE Credential Manager is an 
object which is embedded within a user’s 
desktop.  The user may give the manager access 
to certain credentials.  The user can use this 
manager to create and manage GSI proxy 
certificates.  As each credential is given to the 
Credential Manager, it is assigned a name which 
can be used to refer to the credential 
conveniently, e.g. “ukes”  might refer to a 
credential issued by the UK e-Science CA [16], 
while “globus” might refer to one issued by the 
Globus CA. 
4.5 GRENADE GRAM Job Controller 
The GRENADE GRAM Job Controller is also 
embedded in the user’s Desktop.  It 
communicates with GRAM JobManagers on the 
user’s behalf.  Unlike a GRAM JobManager, 
the GRENADE GRAM JobController maintains 
a list of known jobs, allowing the user to ask for 
a list of their jobs at any given time.  This object 
can carry out most of the basic maintenance 
operations, such as submission, fetching output, 
cancellation and so on, and therefore completely 
insulates the user from lengthy GRAM Job 
URLs. 
One feature of the Job Controller worth 
mentioning explicitly is that the Job Controller 
can set a default credential, either for itself, or 
for all new client connections.  This can 
optionally be restricted to all new client 
connections whose client names begin with a 
given string.  This is particularly powerful when 
used with command line clients, which are 
connected to the controller for only a short 
period of time. 
4.6 GRENADE  Applications 
A GRENADE application is one built on the 
GRENADE classes. In addition to the file-
system and GIS browser, we are developing 
applications to control the submission, 
monitoring and management of GRAM jobs 
through GRENADE’s GRAM Job Controller 
service. Equipped with both Command Line and 
Graphical User Interfaces, this GRENADE 
application adds value to the underlying Grid 
middleware in a number of ways: 
•  A simple mechanism for referring to 
both credentials and jobs by user-
supplied names or aliases; 
•  The ability to list, add, and remove 
credentials under the control of 
credential manager; 
•  Enhanced job management features, 
including capabilities to list jobs, see 
how they were started, be notified 
when a job’s status changes, and so on; 
•  Simplify otherwise awkward things, 
such as management of multiple 
credentials, proxy creation in non-
standard locations; 
•  Hide the inconsistencies of existing 
command line interfaces. 
4.7 GRENADE  Command  Line 
Among the first classes of GRENADE 
Applications being developed are command line 
clients for the GRENADE Credential Manager 
and Job Controller objects.  By convention, 
GRENADE Command Line client register with 
their application name prefixed with the name 
of the machine, user, and terminal.  So by using 
the default settings in the GRENADE Job 
Controller, the user can then set a default 
credential for all new connections from their 
current session (or desktop). 
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references are read from right to left, with 
missing parts of the reference being assigned 
default values.  So, when referring to a proxy 
credential, the first three parts would be 
assumed to be “dcop”, “myid@localhost”, 
“GRENADECredentialManager”; for a GRAM 
Job reference, the third string would be assumed 
to be “GRENADEGRAMJobController”. 
 
So to launch a job, a user might type: 
 
grenade-list-credentials –type x509 
>grenade-create-gsi-proxy –basecred ukes 
 
Here, uk-es is the name assigned to the user’s 
UK e-Science credential, and results in a proxy 
with the name ukes-proxy. 
 
Now, set the default credential for the session. 
 
grenade-set-default-gram-cred \ 
  –session ukes-proxy 
grenade-gram-submit-job \ 
  –name lb3d <parameters> 
grenade-gram-list-jobs 
 
To sum up, the GRENADE Command Line 
provides the user with a number of advantages 
over the GT2 command line. 
•  Multiple credentials and proxy 
credentials can be looked up easily 
•  Credentials can be managed in a 
consistent way, no matter their location 
•  Existing GRAM Jobs can be listed 
 
4.8 GRENADE  Relays 
 
Secure messaging and GRENADE’s service 
oriented architecture makes it possible to run 
GRENADE applications remotely, even on 
systems such as portable devices or Windows 
PCs. This is because the GRENADE Messaging 
Layer is independent of Globus and the 
Credential Manager and Job Controller need not 
run on every client machine (see Figure 2). 
Thus a single complete GRENADE installation 
could act as a gateway, providing Grid 
capabilities to GRENADE applications running 
on client systems where GT2 is not, or cannot 
be, installed. 
 
5 Possible  Extensions 
Although the scope of funded work in the 
GRENADE project is limited to the deliverables 
described here, these lay the groundwork for a 
host of possible future extensions. We have 
identified a few: 
•  OGSA integration 
•  UDDI-based service discovery 
•  Facilities for management of exported 
Grid services 
•  Graphical User Interfaces for replica 
management 
•  File-system synchronisation (both 
local-remote and remote-remote) 
•  Distributed file system integration 
(AFS, CXFS, slashgrid) 
•  Drag-and-drop job submission 
•  Integration of OpenGL VizServer from 
SGI 
•  Support for mobile users. 
But we hope that others will be more creative 
than ourselves, which is why we are committed 
to supporting GRENADE in the open source 
well beyond the release of the initial prototype, 
GRENADE 1.0.  
6 Conclusions 
Others have recognised that the Grid needs 
better user interfaces, both for its administration 
and for its everyday use. We have identified 
shortcomings in current approaches, and have 
argued that the desktop paradigm deserves 
serious exploration in the context of Grid 
computing. We have expressed the view that 
Grid-enabled desktops have a role to play in 
increasing the accessibility of the computational 
Grid, thereby accelerating its uptake and further 
development, and paving the way towards the 
genuine ubiquity that the Grid both promises 
and requires. 
We also described the GRENADE project, 
which is developing a prototype Grid-Enabled 
Desktop Environment. Using existing Grid and 
commodity technologies, GRENADE aims to 
provide tangible enhancements to the desktop 
environments of the large and sophisticated 
KDE user base. 
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Abstract
Quantum Chromodynamics (QCD) is an application area that requires access to large super-
computing resources and generates huge amounts of raw data. UKQCD currently stores and
requires access to around ve terabytes of data, a gure that is expected to grow dramatically as
the collaborations purpose built HPC system, QCDOC, comes on line in 2004. This data is stored
on QCDGrid, a data grid currently composed of six storage elements at four separate UK sites:
Edinburgh, Liverpool, Swansea and RAL.
1 Introduction
Fundamental physics research has always re-
lied upon the latest in state-of-the-art com-
puter hardware, even to the point of demand-
ing purpose-built supercomputing resources.
Now, modern lattice quantum chromodynam-
ics (QCD) research demands not only the best
hardware available, but the best Grid software
as well. The Terabytes of raw physical data
created in this eld and the complex metadata
used to describe it together form a signicant
challenge to current Grid design and imple-
mentation.
Quantum Chromodynamics (QCD) is an ap-
plication area that requires access to large su-
percomputing resources and generates huge
amounts of raw data. UKQCD is a group of
geographically dispersed theoretical QCD sci-
entists in the UK that currently stores and re-
quires access to around ve terabytes of data, a
gure that is expected to grow dramatically as
the collaboration's purpose built HPC system,
QCDOC, comes on line in 2004.
The aim of the QCDGrid project is to satisfy
this demand, providing a multi-Terabyte stor-
age system over at least four UK sites based
on commodity hardware and open-source soft-
ware.
QCDGrid is part of the GridPP project, a col-
laboration of Particle Physicists and Comput-
ing Scientists from the UK and CERN, who are
building a Grid for Particle Physics.
2 The Data Grid
QCD's data is stored on QCDGrid, a data grid
currently composed of six storage elements at
four separate UK sites: Edinburgh, Liverpool,
Swansea and RAL. The aim of the data grid is
to distribute the data across the sites:
 Robustly Each le must be replicated at at
least two sites;
 Efciently Where possible, les should be
stored close to where they are needed most
often;
 Transparently End users should not need
to be concerned with how the data grid is
implemented.
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The hardware consists of a set of RedHat Linux
PCs using large RAID arrays of harddiscs. This
provides a relatively cheap option with built in
redundancy.
The QCDGrid software builds on the Globus
toolkit. This toolkit is used for basic grid opera-
tions such as data transfer, security and remote
job execution. It also uses the Globus replica
catalogue to maintain a directory of the whole
grid, listing where each le is currently stored.
Custom written QCDGrid software is built on
Globus to implement various QCDGrid client
tools and the control thread (see later). The Eu-
ropean Data Grid (EDG) software is used for
virtual organisation management and security.
Figure 1 shows the basic structure of the data
grid, and how the different software packages
interact.
 
User  Tools 
Service 
QCDgrid  Service 
Shell  Command  Interface 
Browser  Applet 
Data+Metadata  Submission  Applet 
XML  Database 
Server 
eXist 
QCDgrid’s  XML 
Schema 
European 
DataGrid 
Globus  2 
Figure 1: Schematic representation of QCD-
Grid, showing how the differentsoftware pack-
ages interact.
2.2 Data Replication
The data is of great value, not only in terms of
its intrinsic scientic worth, but also in terms
of the cost of the CPU cycles required to create
or replace it. Therefore, data security and re-
covery are of utmost importance. To this end,
each site stores the data in such a way as to en-
surethat all the datacanbe recoveredif any one
of the harddiscs at any site fails by using RAID
technology. Furthermore, the data is replicated
across the sites that form the QCDGrid so that
even if an entire site is lost, all the data can still
be recovered.
This system has a central control thread run-
ning on one of the storage elements which con-
stantly scans the grid, making sure all the les
are stored in at least two suitable locations.
Hence when a new le is added to any stor-
age node, it is rapidly replicated across the grid
onto two or more geographically separate sites.
2.3 Fault Tolerance
The control threads also scans the grid to en-
sure that all the storage elements are working.
When a storage element is lost from the sys-
tem unexpectedly, the datagrid software e-mail
the system administrator and begins to repli-
cate the les that were held thereon to the other
storage nodes automatically. Nodes canbe tem-
porarily disabled if they have to be shut down
or rebooted, to prevents the grid moving data
around unnecessarily.
A secondary node is constantly monitoring the
central node, backing up the replica catalogue
and conguration les. The grid can also still
beaccessed(albeitread-only)ifthe centralnode
goes down.
2.4 File Access
The software has been designed to allow users
to access les easily and efciently. For exam-
ple, it generally takes longer to transfer a le
from Swansea to Edinburgh than it would to
transfer it from another machine at Edinburgh.
Therefore, when a user requests a le, the soft-
ware will automatically return a copy of the
replica of that le which is nearest to the user.
Additionally, a user can register interest in hav-
ing a particular le stored on a particular stor-
age element, such as the one located physically
closest tothem. Thegridsoftwarewill thentake
this request into account when deciding where
to store the le.
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660the right places (see Figure 4).
 
Client  Data  & 
Metadata 
Data 
Grid 
Metadata 
OGSA  DAI 
Grid 
Service 
Submission 
Tool 
Metadata 
XML 
Database 
Data 
Meta
data 
Figure 4: Schematic representation of data be-
ing added to the data grid and metadata cata-
logue.
4 MetaData and Data Grid
Browser
The system also consists of a set of graphical
and command-line tools by which researchers
may store, query and retrieve the data held on
the grid. The browser was originally devel-
oped by OGSA-DAI and has been extended to
suite QCDGrid requirements. It is written in
Java and provides a user friendly interface to
the XML database. The browser is also inte-
grated with the lower level data grid software
through the Java Native Interface and data can
befetchedfromthegrideasilythroughthe GUI.
A simple interface for data/metadata submis-
sion and grid administration is currently under
development. Figure5shows aschematicofthe
relationship between the browser and the data
grid and metadata catalogue.
5 Job Submission
Current work on the project is focussed on job
submission: allowing datageneration andanal-
ysis jobs to be submitted to grid machines. The
aim is to allow QCD scientists to submit jobs to
a range of computational resources across the
country, with data being added and retrieved
from the data grid in a seamless manner.
As with the data grid software, the Globus
toolkit is being used for low level access to grid
 
Command 
Line  Tools 
Browser 
GUI 
QCDgrid  Data 
Management 
Software 
Exist 
XML 
Database 
Globus  2.0 
Storage 
Elements 
Figure 5: The QCDGrid browser.
resources. The European Data Grid software
provides virtual organisation management and
security. QCDGrid job submission software is
being build on these components, providing
the interface and features for QCD users.
The aim is to provide a job submission system
which:
 is integrated with the existing data grid;
 can run across a diverse range of machines
from normal (Linux) PCs to supercomput-
ers such as QCDOC;
 can provide real-time job status monitor-
ing.
Resource broking is not essential, as QCD users
usually know in advance on which machine a
job should run. However to make the software
as generic and usable as possible, resource bro-
kering is desirable. A user-friendly GUI or web
portal is also desirable, if time permits.
Currently, jobs can be submitted to grid re-
sources using a command line tool (on a test
grid system). Input les can be fetched au-
tomatically from the data grid and job output
and input can be streamed to and from the
users console, allowing for job to be monitored,
and even for interactive jobs to run on grid re-
sources (which may be useful for debugging).
Finally, all output les generated by the job are
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
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Abstract
Electromagnetic scattering behaviour plays a central role in the design
of aircraft and other complex structures. This paper describes progress on
visualisation tools in this area and on initial development of a web portal
to enable scientists at remote locations to collaborate.
1 Introduction
The study of electromagnetic scattering has a central role in the design and
remote sensing of aircraft and other complex structures. Engineers may
use calculations of radar scattering behaviour, for example, to optimise the
design of shape and of material properties, with collaborating scientists
often at geographically remote sites.
This paper describes progress on visualisation tools for electromagnetic
scattering and on the initial development of a web portal interface to
the scattering codes. Both aspects are expected to be of use for similar
projects in the future.
The visualisation tools allow interactive examination of scattering pat-
terns across the structure surface, and of the radar cross section (RCS)
and electromagnetic ﬁelds in 3D space around and within the structure.
The high computational cost makes interactivity particularly demanding.
Interpolation is ﬁrst used to provide higher-resolution interrogable data,
from values calculated at an initial set of points. Several representations
can then be applied, to allow investigation of key features in radar data,
their causes, and how they can be eliminated. The user can for example
view isosurfaces, ie surfaces of equal intensity in 3D; alternatively colour
contour plots which reveal high-intensity areas by steering a cutting plane
interactively along the waveguide, in a virtual ‘ﬂy-through’.
The web portal provides a user friendly, platform-independent and
location-independent frontend to the scattering codes. It locates suitable
compute resources, runs the code on behalf of the user and tranfers the
output datasets back for visualisation. This allows the user to concentrate
on the design process and the science without having to worry about the
operational details of running the simulation.
We now describe the scientiﬁc background and progress on the project,
and several new aspects which are emerging as the work evolves.
∗DAMTP, University of Cambridge
†CeSC, University of Cambridge
‡CeSC, University of Cambridge, corresponding author: mah1002@cam.ac.uk
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Over recent years the Waves Group at DAMTP [1] has developed highly
eﬃcient and accurate methods for large scale electromagnetic and acous-
tic calculations, driven both by scientiﬁc curiosity and industrial need.
The project has evolved from tackling simple idealised scattering prob-
lems to treatment of electrically large objects on a scale unavailable by
other approaches. With the development of a parallel code on the Cam-
bridge High Performance Computing Facility [2] and its validation jointly
with BAE on test cases, the project has become of increasing commercial
relevance to the aerospace industry. It has brought closer the eventual
goal of calculating the RCS of full-sized aircraft at operating frequencies
and its incorporation in the design process. However, the increasing scale
has lead to large data storage, handling, and visualisation requirements.
The main scientiﬁc tasks in the modelling process are:
1. Specify/generate the surface geometry and material properties on a
structured grid;
2. Calculate surface currents, induced by interaction of the structure
with an illuminating or incident electromagnetic wave;
3. Find the electromagnetic ﬁelds (using surface currents) around and
within the structure and the radar cross section (RCS) in the far
ﬁeld.
4. Visualise and manipulate the electromagnetic ﬁeld patterns.
These quantities are of crucial importance in several aspects of aircraft
design, for example in minimising RCS or electromagnetic compatibility
(EMC) including interaction with radar or radio equipment. Steps (3)
and especially (2) are computationally highly intensive, and for realistic
problems accurate results currently require extended use of parallel codes.
Small or localised changes in shape or material properties can have a
dramatic eﬀect on the scattered EM ﬁelds. However, the eﬀects of such
changes cannot easily be predicted without going through a full compu-
tational procedure. In addition, the high-dimensional data (3D ﬁelds,
with additional dependence on parameters including angle of incidence)
present diﬃculties in both data handling and visualisation. A major goal
of the project is therefore to allow the end-user to run the model, use the
visualisation to identify problems or RCS features needing modiﬁcation,
and interactively change the surface properties and repeat the process.
3 Web portal development
The Globus Toolkit [3] is an open source, reference software base for
building grid infrastructure and applications. Its use in this project allows
access to appropriate local and remote compute resources for the purpose
of running the scattering code and retrieval of the output datasets. As
Globus is currently based on a rather low level set of command line tools,
a user friendly front end has been developed (a “portal”) to guide the
user through running the code and visualisation of its output. With web
browsers being ubiquitous nowadays, a web interface is a natural choice
for portal development.
The Cambridge EMS Web Portal (CamEMSWP) is based on the Grid
Portal Toolkit (Gridport) v2.2 [4] . It provides the following capabilities
through a web browser:
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673• Login/logout through MyProxy [5] delegation
• Remote job submission either interactively or in batch mode
• A batch job manager
• File transfer including upload, download and third party transfer
User
Web Browser Portal Web Server MyProxy
Server
Computing Resources
Cambridge EMS Web Portal (CamEMSWP)
Figure 1
Figure 1 shows the architecture of CamEMSWP. The portal web server
plays a key role. Firstly, all user interaction happens via the portal.
Secondly, it handles the location of suitable compute resources and job
submission using the Globus MDS and GRAM protocols.
When a user logs in to the portal it retrieves a temporary Globus GSI
proxy credential from a MyProxy server, thus relieving the need to store
a user’s private keys on the portal server itself. This allows the portal to
access Grid resources on the user’s behalf.
Figure 2: CamEMSWP login window
Having logged in the user is now able to submit jobs to run the electro-
magnetic scattering code, monitor jobs while they are running and trans-
fer the output datasets back from the remote compute resource. Figure 3
shows the batch job management window giving the current status of two
batch jobs. The ﬁrst job has completed while the second job is still ac-
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described below.
Figure 3: CamEMSWP batch job management
4 Visualisation
Visualisation is a vital aspect of the project, providing insight into the
complex data generated at each stage of the scattering calculation. We
describe the open source tools currently under development, based on the
Visualization Toolkit [6] .
VTK is a C++ class library that directly implements a number of vi-
sualisation algorithms. There are separate wrappers for Python, TCL and
Java, although these are true wrappers and thus the underlying libraries
built from the C++ code are always required. The software is open source
with a large and active user community, with many commercial and aca-
demic projects successfully utilising it. These range from NCSA’s Cave
Visualization [7] project, for viewing astronomical datasets to the Visible
Human [8] project at General Electric.
VTK’s architecture makes the creation of sophisticated three dimen-
sional graphics applications relatively straightforward, with the additional
advantage of using C++, allowing object oriented techniques to be ap-
plied. Moreover, the implementation of many visualisation algorithms
provides a well-deﬁned platform on which to base a new project where
interactive graphics are a necessity.
4.1 Techniques
At every spatial sampling point there is a complex-valued 3-vector, which
in the simplest case provides a single scalar value in the form of its am-
plitude or intensity. These scalar intensities are then mapped against a
colour lookup table, with the the application of a variety of ﬁlters and
mappers creating a geometry that can be rendered.
The surface currents and the interior ﬁeld values have essentially the
same data layout format and this simpliﬁes the data loader classes for
visualisation. Indeed, the same loader class can be used for both the
surface current data and the interior ﬁeld data. Once the data is loaded
it is stored in VTK based arrays, where higher level functionality can be
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from the simulation is stored in a custom dataset object.
Figure 4: Single slice of interior ﬁeld values
The visual appearance of the object depends on the topological and
geometric representations of the underlying dataset. For example, the
data may be plotted as single points with a scalar attribute at each point,
using the VTK vertex cell type. Indeed, this representation was used
initially, which was interesting but not necessarily useful in this context,
other than to manipulate the geometry and get an approximation of how
the surface currents and interior ﬁelds lay within the sample object.
Other cell types such as lines and quadrilaterals often give better re-
sults, with scalar attributes interpolated across the cell. A line cell rep-
resentation of the surface currents on our sample duct-shaped object is
shown in ﬁgure 5.
Figure 5: Line representation of surface currents
The electromagnetic ﬁelds interior to the object are best represented
using three dimensional cell types. Inititally a voxel cell type was used
with interpolation between the slices. This gave some visually pleasing
results that will need to be tested more, especially with the volume ren-
dering classes of VTK on high performance hardware.
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Other aspects of the data are more clearly revealed by use of isosur-
faces. The dataset consists of several interior ﬁeld ’slices’ which may be
used as input directly to a vtkDatasetMapper object, passed to a vtkCon-
tourFilter object and ﬁnally rendered. A cutting plane allows parts of the
duct to be sliced away, revealing the underlying representation.
Figure 7: Isosurface with cutting plane
Future work will include the addition of a graphical user interface, with
the wxWindows [9] toolkit currently under evaluation. Like VTK it is an
open source project with a strong user base. Written in C++, the software
development process is simpliﬁed due to a single language implementation.
Moreover, wxWindows is a cross platform product which will considerably
simplify porting to other operating systems and architectures, should the
need arise.
It is envisaged that remote visualisation will be supplied by provid-
ing precompiled shared libraries on the initiating workstation, along with
the visualisation application, thus harnessing local graphics processing
hardware. Other methods have been investigated but have proved to be
incompatible with the project aims. SGI Vizserver [10] provides remote
rendering via framebuﬀer compression but the server component only runs
on SGI Irix and is a closed source system. VNC [11] also provides a mech-
anism for remote desktop, but OpenGL support is well known to be in-
complete. Indeed, further work needs to be done on the area of remote
visualisation and how this can be integrated with the Grid.
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Abstract. Engineering design search and optimisation is the process whereby engineering 
modelling and analysis are exploited to yield improved designs. It is a computationally and 
data intensive process - an application domain well-suited to Grid technology. Many on-
going activities focus on utilising computing resources on the grid. However, it is equally 
important to manage efficiently the vast and varied amount of data produced by grid 
applications. In this paper we describe the tools we have implemented in the Geodise 
project to transparently integrate database technologies into engineering applications. The 
toolkit has been incorporated into Matlab which is popular in the engineering community 
for its ease of use and rich functionality. We adopt open standards and a service oriented 
approach to leverage existing database technologies. Databases are accessed through web 
services and Globus is used for file transfer and authentication. The Geodise data 
management architecture consists of flexible, modular components which can be utilized by 
higher level applications for managing data on the Grid. We demonstrate our toolkit in the 
context of an industrially relevant exemplar problem.  
Keywords: Database applications, Grid Computing, XML, XML Schema, Web services, 
Matlab, engineering design search and optimisation. 
 
1.  Introduction 
Engineering design search and 
optimisation (EDSO) is an application 
domain well suited to Grid technology, 
involving computationally and data 
intensive procedures to obtain improved 
engineering designs. Optimisation tools 
modify a design to increase, or reduce, 
some measure of merit (called the objective 
function) whilst satisfying various 
constraints. The objective function 
measures the quality of a particular design 
and is computed by an optimising algorithm 
which adjusts each of a selected set of 
design variables to determine how they 
affect the performance. This is coupled with 
an appropriate engineering analysis code, 
such as Computational Electromagnetics 
(CEM) or Computational Fluid Dynamics 
(CFD) code, to analyse the properties of a 
design, and seek a solution that optimises 
the objective.  
The EDSO process often involves a 
number of files and data parameters in 
addition to lengthy and repetitive 
calculations requiring access to significant 
computational resources. This makes the 
problem domain of EDSO using CEM/CFD 
well-suited to the applications of Grid 
technology [1] which allows the sharing of 
computing power, data resources and 
software applications over the Internet. By 
providing scalable, secure, high-
performance mechanisms for discovering 
and accessing remote resources, Grid 
technology makes scientific collaborations 
within a Virtual Organisation (VO) 
achievable in ways that were previously 
impossible. In Geodise [2] our goal is to 
develop sophisticated but easy-to-use 
toolkits to help engineers carry out their 
daily tasks efficiently by making use of the 
compute and data resources available on the 
Grid. 
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focused on the compute aspect of the Grid, 
it is equally important to manage efficiently 
the vast amount of data created by Grid 
applications, such as EDSO. Traditionally, 
data in many scientific and engineering 
disciplines has been organized in 
application-specific file structures, and a 
great deal of data accessed within current 
Grid environments still exists in this form 
[3]. When there are a large number of files 
it becomes difficult to find, compare and 
share the data. We solve this problem by 
allowing additional information (metadata)  
describing the nature of the files to be 
defined and stored in databases, so that files 
can be located easily by querying the 
metadata.  
The OGSA [1] Data Access and 
Integration (DAI) project [3] is tackling 
issues regarding to database integration 
with the Grid in general. Our focus is on 
providing database services in an 
environment that is familiar to engineers, to 
help them manage the large amount of data 
created by their grid applications. We have 
chosen Matlab [4] as such an environment, 
as it is popular with engineers for its ease of 
use and rich functionality. We adopt open 
standards and a service oriented approach 
[5] to develop a set of tools to extend the 
Matlab functionalities so that engineers can 
make use of grid computing and data 
management services easily. This set of 
tools consists of the Geodise computational 
toolkit [6], XML toolbox [7] and a database 
toolkit which is the focus of this paper. 
These toolkits can be adapted to work in 
other scripting environments, such as 
Jython [8]. 
As shown in Figure 1, the building blocks 
of the engineering problem domain, as well 
as the data management functionality 
provided by Geodise, are wrapped as 
Web/Grid services where appropriate, 
making use of Java and Grid technologies. 
A user accesses this functionality via 
Geodise provided functions which in turn 
call a client side Java API to communicate 
with the services. The knowledge service, 
as described in [9] provides intelligent 
support to the users through an ontology 
service and dynamic advice based on data 
stored in a database. 
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Figure 1 The Geodise architecture, where a 
scripting environment (e.g. Matlab) can be used 
to integrate grid-based compute, data and 
knowledge resources for engineering 
applications. 
 
The remainder of this paper is organized 
as follows: section 2 describes the 
architecture of the Geodise database toolkit; 
section 3 explains the various service 
components and how they can be 
incorporated into the Matlab environment; 
an example is given in section 4, and 
section 5 presents conclusions and future 
work. 
2.  Architecture 
A major aim of the Geodise data 
management architecture is to provide 
service components that can be utilised by 
higher level applications for managing data 
on the Grid. Another objective is to provide 
a simple, transparent way for engineering 
users in a VO to archive files along with 
additional metadata, without needing to 
know the underlying storage mechanism. 
Although files can be archived and 
retrieved based on unique identifiers, 
storing additional metadata in a database 
makes it possible to locate a file based on 
its characteristics (e.g. the values of 
variables it contains). An optimisation may 
take a long time to run and it is desirable to 
store important data for later re-use. It 
should also be possible for others to reuse 
the data, and, to encourage data sharing, 
users need a way to specify who else can 
discover and retrieve their data.  
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implemented the Geodise database toolkit. 
It extends an engineering environment by 
using open standard technologies as shown 
in Figure 2. Files are stored in file systems 
while various types of technical and 
application specific metadata about files, 
their locations and access rights are stored 
in databases. 
                             
Geodise Database 
Web Services
Authorisation
Service
Location
Service
Metadata 
Archive & Query
Services 
Matlab
Functions
Java
clients
Globus Server Globus Server Globus Server
Geodise Database 
Toolkit
Metadata 
Database
Client Grid
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Apache
SOAP SOAP
GridFTP
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GUI
 
Figure 2 A high level set of functions can be 
written on top of a client side Java API to 
provide a straightforward scripting interface to 
data management Web service functionality and 
secure file transfer. A user script may run 
locally as shown, or on a remote compute 
resource with the user's delegated authorisation 
credentials. 
 
To enable data sharing by users and 
applications at different locations in a VO, 
files need to be transported efficiently 
between sites. We use the platform 
independent Java CoG kit [10] to utilize the 
Grid Security Infrastructure (GSI) [11] for 
authentication and security, and GridFTP 
[12] for secure file transfer between user's 
local machine and the file stores. Files are 
archived on the file storage servers using 
generated UUIDs (Universally Unique 
IDentifiers) [13] as handles. 
Access to databases is provided through 
Web services [5], invoked using the Simple 
Object Access Protocol (SOAP) [14] which 
uses a combination of XML and HTTP to 
transfer data between the services 
regardless of their underlying programming 
language or platform. Client jobs running 
remotely on the Grid can also access these 
services to retrieve input files from and 
archive results to a repository. This 
provides a central location for applications 
running on the Grid to exchange data and 
allows the user to query and retrieve job 
results when convenient. 
In next section, we describe the various 
services provided by the Geodise database 
toolkit in detail, and show how they have 
been incorporated into the Matlab 
environment. 
 
3.  Service Components 
3.1. Database Services 
The Geodise database toolkit consists of 
service components upon which higher 
level applications can be built, as shown in 
Figure 2. The file location service keeps a 
record of file handles and locations, in 
terms of host and directory, in a database so 
that a handle is all that is required to 
retrieve a file. The metadata archive service 
complements file archiving by allowing the 
storage of additional descriptive 
information detailing a combination of 
technical characteristics (e.g. size, format) 
and application domain specific metadata. 
Files that are related (e.g. all the files for 
one design optimisation) can be logically 
grouped together as a datagroup. Metadata 
can also be added at the datagroup level so 
that it describes the whole problem, rather 
than an individual file. The query service 
performs queries on the metadata database 
allowing data to be located without the need 
to remember file or datagroup handles. 
Authorisation is implemented as a 
service interface to a database of registered 
users, keeping track of permissions on data 
and mapping between user IDs in the VO 
and Globus Distinguished Names (DN), 
which are globally unique identifiers 
representing individuals. The authorisation 
service filters query results and only returns 
metadata about files the user owns and files 
others have granted them access to. 
Authentication is achieved with GSI which 
uses Public Key Infrastructure (PKI) [15] 
and Secure Sockets Layer (SSL) [16] to 
provide secure communication over the 
Grid. Every user must have a private key 
and a certificate, containing their DN and 
public key, which is signed by a Certificate 
Authority. 
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transferring files between the local machine 
and remote file servers using GridFTP. The 
client side toolkit also calls the web 
services using SOAP to exchange automatic 
and user-provided metadata with the 
databases.  
3.2. XML Metadata and XML Schemas 
 
Metadata with a standard, fixed structure 
such as automatically generated technical 
file information can be stored in relational 
database tables. However, user defined 
application specific metadata is often 
complex, nested and dynamic in nature, 
preventing it from being specified by 
predefined database schemas. We have 
found that such engineering data can be 
better represented in XML than in the 
relational data model. To efficiently 
manage this non-structured data along side 
structured data, we have chosen Oracle9i 
[17], a commercial relational database 
management system with XML capabilities. 
User defined metadata is sent to the archive 
service as XML and stored in an XMLType 
column. The query service translates 
queries it receives into a combination of 
SQL and XPath [18] to be executed on the 
database. Results are returned from the 
service as a collection of XML documents 
containing a specified subset of elements. 
Although user-defined metadata may not 
conform to a predefined XML Schema, 
they may share some common 
characteristics within a particular 
engineering design and hence a schema 
may be derived from them.  The benefits of 
having an XML Schema for a collection of 
user-defined metadata include the ability to 
create graphical query interfaces, identify 
similar data and perform categorisation, and 
provide a better storage strategy for 
improved query performance. 
We generate XML Schemas from XML 
documents using a modified version of the 
XMLInstance2Schema tool provided by 
Castor [19], an open source project for data 
binding between Java, XML and SQL. The 
XML Schemas describe the structure of 
some user-defined XML metadata which 
may be similar to previously stored 
metadata. If this is the case a single XML 
Schema can be used to describe the set of 
metadata instances, which we shall refer to 
as a collection. Metadata is added to a 
collection based on the results of the 
SchemaEvolver utility, which is still under 
development. This utility analyses the 
existing collections in two stages; the first 
stage compares the new Schema with all 
currently stored XML Schemas and 
depending on the structure they describe, 
assigns a similarity rating. The second stage 
allocates the new metadata to a collection 
depending on its similarity rating. If there is 
an exact match then the metadata is 
assigned to that collection and if there is no 
similar match then the new XML Schema is 
added to the database and associated with 
the metadata, to start a new collection. If 
there is a similar XML Schema in the 
database then that XML Schema is 
modified to describe the structure of both 
the metadata in the existing collection and 
the new user-defined metadata. This 
evolved schema is then added to the 
database and associated with the collection 
and the user-defined metadata is added to 
the collection.  
The SchemaEvolver utility currently 
concentrates on comparing XML Schemas 
and producing a similarity weighting, the 
next stage is to produce an evolved schema 
from two similar schemas so that all 
versions of the metadata conform to it.  
3.3. Application Interfaces 
To incorporate the core services we have 
described into the Matlab environment, we 
have implemented a range of Matlab 
functions on top of them so that they can be 
used programmatically in scripts. Matlab is 
a powerful scripting environment con-
taining a large number of toolboxes tailored 
to the needs of scientists and engineers. Its 
database toolbox [20] uses JDBC to enable 
insertion and retrieval of data between 
Matlab and relational databases. This is a 
helpful tool for those users who already 
administer a relational database and know 
how to maintain the schema when their data 
structures change. However, it is less 
suitable for engineers who wish to store a 
variety of data structures that will change 
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underlying database storage schema. Our 
toolkit allows users to focus on what is 
stored rather than how it is stored.  
Using the Geodise database toolkit, the 
basic tasks an engineer needs to undertake 
to manage and share their data are to 
generate the data using their standard 
engineering tools, store it in the repository 
using  gd_archive function, search for 
data of interest using the gd_query 
command, and retrieve results to their local 
file system by gd_retrieve function. The 
wrapping of the core services that enable 
these tasks is straightforward because much 
of the logic of the client side components is 
written in Java, which can be exposed to the 
Matlab environment using thin Matlab 
language wrappers. These Java components 
may be exposed to other high-level 
scripting environments as required. For 
example it has been proven straightforward 
to write wrappers to expose the client side 
functionality of the Geodise computational 
toolkit to Jython [8], a pure Java 
implementation of the Python interpretive 
scripting environment. 
The  gd_archive function stores a 
given file in a repository for an 
authenticated user. The function is able to 
generate automatically standard metadata 
for the file, such as its local name, size and 
format. The user may add additional 
metadata using Matlab structures and 
variables, for example custom application 
specific information, and a list of users who 
may access the file. The function then 
transports the file to a server and converts 
the metadata into XML using our XML 
Toolbox for Matlab [7] before sending it to 
the metadata service for storage. The 
gd_archive function returns a unique 
handle which can be used to retrieve the file 
at a later date. The locations of databases 
and file servers can be set in a configuration 
file by an administrator of the system. The 
gd_retrieve function will locate a file 
based on a given file handle and return it to 
a local directory. 
The metadata can be queried by an 
authorised user with the gd_query 
command, to discover files that have certain 
characteristics and obtain information about 
them, such as their handle for retrieval. 
Users specify the queries in their scripts 
using a combination of named metadata 
variables and comparison operators. For 
example,  
gd_query ('file.archiveDate > 
2003-02-01 & param.radius = 2.3', 
'file.ID')  
will return the IDs (handles) of files which 
were archived on 2003-02-01 and have 
variable param.radius equal to 2.3. An 
interactive, graphical query interface is also 
provided in which selection criteria are 
specified in a Java GUI generated from 
standard metadata. When a script based 
query is performed the XML metadata 
results are converted back into a Matlab 
structure before returning them to the user. 
The bi-directional conversion routines are 
provided by our XML Toolbox for Matlab. 
The toolbox includes functions 
xml_format and xml_parse to convert 
Matlab variables into XML and vice versa. 
We use the XML toolbox as an underlying 
tool that the user does not see when calling 
our database functions. As far as the user is 
concerned they are archiving, querying and 
working with Matlab structures, not XML. 
4.  Application Example 
The framework described above to 
utilize database capabilities from within 
Matlab has initially been developed for 
Computational Fluid Dynamics 
applications, however, we demonstrate with 
a specific example that it can be as easily 
applied to a Computational 
Electromagnetics problem. 
The specific application we are 
interested in from the GEM project [21] is 
the search for good photonic crystal (PC) 
designs. A PC consists of a periodic micro-
structure of holes drilled into a slab of 
dielectric material. The size and density of 
the holes determine the transmission and 
reflection properties for light through the 
crystal. To investigate the characteristic 
photonic bandgap (PBG) of the crystal, an 
engineer samples a range of parameters (e.g. 
the radius r and spacing d of the holes) with 
each sample point giving rise to a different 
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bandgap). 
Initially, a large number of designs is 
explored which yields many solutions and 
large amounts of data. All of these solutions 
yield valuable information and need to be 
preserved in a way that allows for easy 
searching and retrieval of data and related 
files. 
Figure 3 shows sections of Matlab 
scripts used for (a) file generation, (b) 
archiving of files, (c) querying of metadata, 
and (d) data and file retrieval using the 
implemented database functionality. The 
first stage involves the user creating a 
certificate proxy so they can be 
authenticated and then generating data files 
and defining custom metadata about the 
geometry parameters and resulting bandgap 
as a Matlab structure, m. 
Then the spectrum results file is stored 
using the gd_archive function along with 
the metadata structure, which is 
transparently converted into XML. 
gd_archive then transfers the file to a 
server and the metadata to the metadata 
service for storage in a database. 
 
a 
gd_createproxy;
 
m.model = 'pgb_design';  
m.param.d = […];  
m.param.radius = […]; 
... 
 
compute_pgb(m.param, infile, outfile); 
 
m.result.bandgap = postprocs_pbg(outfile);  
b 
gd_archive(outfile, m);  
 
... 
c 
Q = gd_query('model = pbg_design & 
result.bandgap < 99.7'); 
 
Q: 4x1 struct array with fields standard, 
model, param, result 
 
d 
gd_retrieve({Q.file.ID}, 
'/home/Eng007/pbg_files/' ); 
 
 
visualise_pbg_landscape 
('/home/Eng007/pbg_files/*' ); 
Figure 3 Example scripts to generate, 
archive, query, retrieve and post-process data. 
This script is run a number of times with 
different parameters. After the 
computations have finished and the design 
results are available in the database, the 
engineer can check the results with a simple 
query (c). The query is formed using a 
combination of named variables and 
comparison operators or alternatively 
through a graphical interface. The returned 
data Q is a vector of structures containing 
the metadata of all PBG designs which 
correspond to a bandgap less than 99.7 nm. 
In this case, four designs match the query 
and the engineer can retrieve the associated 
files to the local file system with the 
gd_retrieve command (d). 
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d = 0.10
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d = 0.10
r = 0.03
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r = 0.01
d = 0.05
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d = 0.02
Frequency spectrum & bandgap (indicated by thick line):
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b=11 b=20 b=40 b=12 b=17 b=4
 
Figure 4 Example of CEM design search 
using Geodise database technology. Shown are 
design geometries, the computed frequency 
spectrum with the bandgap, and representative 
data for the objective function landscape (dots 
indicate sample points in parameter space). 
Figure 4 shows typical data we obtained 
for various design parameters. The 
simulation results from varying r and d 
form a landscape of the objective function 
of the photonic bandgap from which a 
further design optimisation may be 
performed. As the data and files are kept 
‘on the Grid’, later re-use of the results by 
the engineer from other locations is also 
possible. 
5.  Conclusions and Future Work 
In this paper we have described a 
framework which provides engineers with 
access to databases on the Grid from within 
a familiar working environment. We have 
implemented a suite of services using an 
architecture which combines a commercial 
problem solving environment (Matlab) with 
a core framework of open standards and 
service oriented technologies, namely Grid 
computing, Web services, XML and 
databases. The functions we have 
implemented to extend the Matlab 
environment allow engineers to share and 
re-use data conveniently from existing 
scripts. The automatic generation of 
standard metadata and support for user-
defined metadata allows queries to be 
formed that represent the engineer’s view 
of the data.  
With a specific example we have shown 
how design search in electromagnetics can 
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toolkit. The transparent integration of 
database tools into the engineering software 
environment constitutes a starting point for 
database applications in engineering design 
optimisation, and is only one of many 
potential applications in the engineering 
domain (CFD, CEM, Civil Engineering, 
etc.). The toolkit has also been recently 
used by the GENIE [22] climate modelling 
project, where data was archived from a 
Java program then queried, retrieved and 
visualized in Matlab.  
We shall continue our work on 
generating and evolving XML Schemas. 
There are some cases when an appropriate 
schema change cannot be derived by the 
code and user interaction is required. We 
intend to incorporate a GUI that has been 
written for this purpose into our toolkit. The 
next stage will be to use the XML Schemas 
to improve query performance and generate 
query GUIs for custom metadata. We will 
also investigate how we can reference 
concepts from our EDSO ontologies to 
semantically enrich the metadata. 
Geodise will provide a graphical user 
interface to help engineers constructing 
their workflows, which will need to interact 
with databases to provide users with up-to-
date information. We plan to extend our 
existing database toolkit to support the 
workflow construction interface. We will 
also evolve our Web service based 
components to OGSA-DAI compliant Grid 
services, which are a combination of Web 
services and Grid technology described in 
the Open Grid Services Architecture 
(OGSA) [1], the next generation of the 
Globus Toolkit. 
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Abstract 
 
Knowledge and Semantic Web technologies are evolving the Grid towards the Semantic Grid [18] to facilitate 
knowledge reuse and collaboration within a community of practice. In the Geodise project we are exploring 
the application of a range of knowledge and Semantic Web technologies to assist users in solving complex 
problems in Engineering Design Search and Optimization (EDSO), in particular enabling semantically 
enriched resource sharing and reuse.  
 
The target of content enrichment in Geodise ranges from command usage described in software manuals, a set 
of profile data, to a workflow customized to solve a particular problem. They become semantically enriched 
when their representations are delivered using a set of shared semantics which are well recognized in the 
domain. Knowledge acquisition and knowledge modelling (in particular ontology building) are the key steps 
to build these semantics.  
 
The repository of semantically enriched content can be regarded as a resource based on which various 
knowledge services [4] are made available to and integrated into a Problem Solving Environment (PSE) to 
assist an engineer in design optimization routines. For example, when constructing a script to generate a 
computational mesh, an ontology assisted domain script editor can provide syntax highlighting and context 
sensitive knowledge-driven auto-completion and advice. A rule-based workflow advisor gives guidance on 
building a domain workflow by reasoning over semantically enriched system states [6]. The workflow 
construction process itself is driven by task ontology so as to guarantee that the resulting workflow instances 
are enriched with consistent semantics.  In this paper we demonstrate how a number of technologies have 
been deployed in EDSO.  
 
 
1.  Introduction 
The concept of Semantic Grid arises with the 
parallel development of Semantic Web and grid-
computation, in particular the endeavor of applying 
the former on the latter. As was defined by Foster, 
Kesselman and Tuecke in [2], grid computation 
distinguishes itself from the traditional distributed 
computing by its extended emphasis on large scale 
coordinated resource sharing among dynamic 
collections of individuals, institutions and resources. 
The Semantic Web is an extension of the traditional 
web in which information is formally annotated 
using some commonly recognized metadata (e.g. an 
ontology). In this way, data on the web is defined 
and linked to facilitate more effective discovery, 
automation, integration and reuse across various 
applications and users. By analogy such techniques 
could be deployed to facilitate resource sharing in a 
grid environment. Furthermore, where activities may 
be domain knowledge intensive, they can provide 
methods to assist new users to exploit resources. In 
this paper, we address how this problem can be 
relieved by using Semantic Grid related technology, 
in particular, in the context of Geodise [5] project, 
content enrichment for knowledge reuse and 
management.  
 
Geodise is one of the e-Science pilot projects which 
addresses multi-disciplinary scientific collaboration, 
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scale. In particular, Geodise focuses on the domain 
of EDSO and aims to provide an integrated PSE that 
exploits grid-computation for simulation and 
optimization. We are also exploiting a range of 
knowledge technologies, such as ontologies and 
RDF, to facilitate knowledge reuse in EDSO 
processes. We have modeled knowledge either pre-
acquired from domain experts or exposed as best 
practices during their interaction with the PSE. This 
knowledge is then transformed to shared and 
semantically enriched resources to enable global 
knowledge reuse and collaboration within an EDSO 
community of practice. 
 
The challenge of content enrichment is set in the 
context of six key stages in the life cycle of 
management and engineering of knowledge. They 
are Knowledge Acquisition (KA), modelling, reuse, 
retrieval, publication and maintenance as specified 
in [1]. In this paper, we discuss its application and 
involvement in the first three stages through 
scenarios and working examples. 
2.  Preliminary 
There are some preliminary steps which lay out the 
foundation to content enrichment and knowledge 
reuse.  
 
2.1.  Knowledge acquisition 
 
Knowledge exists in various sources such as domain 
experts’ heads or user manuals for domain 
applications. The role of knowledge acquisition is to 
access these sources and efficiently extract the key 
information so as to form a foundation for the 
following knowledge stages in the knowledge life 
cycle. Interview with domain experts is the most 
common technique [17] to acquire knowledge 
directly from the domain experts. The whole process 
is often audio-recorded so that it can be transcribed 
into texts for storage and further processing. In 
Geodise, audio recorded interviews have been 
carried out, transcribed and further processed by 
using the protocol editor in PC-PACK [13], which 
has been developed by Epistemics for knowledge 
acquisition purposes.   
 
Similarly, key concepts can be identified and 
extracted from domain documents by using PC-
PACK. As shown in Figure 1, the protocol editor 
enables key concepts to be extracted by allowing 
users to highlight text with markers of different 
colors, which represent different types of keywords. 
 
Figure 1 Knowledge acquisition using PC-PACK 
 
The purpose of knowledge acquisition for content 
enrichment is to identify key concepts and 
relationships for a conceptualization of the domain 
in the form of an ontology. This ontology can be 
expressed in an explicit format and serves as a 
common grounding for enriching content in a later 
phase.  
 
 
2.2 Knowledge modelling using Ontology 
 
An ontology is a standard description of concepts 
and their relationships that are being used or shared 
in a specific domain.  
 
For example, if we might consider the concept 
“parent” as a “person” who has at least one “child”. 
This is part of an ontology. Now we have a person 
instance identified by his name, “Tom”. If we say 
“Tom is a parent”, then according to the ontology, 
we know the instance “Tom” is a “person” and has a 
property “has-children”. Thus when we use this 
ontology to express the instance “Tom”, the instance 
becomes semantically enriched with the ontology. 
Furthermore, this semantic enrichment of “Tom” 
allows understanding about “Tom” and could enable 
an agent to process instances automatically. 
 
In Geodise, the purpose of knowledge engineering is 
to model knowledge and resources in a semantically 
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community. An ontology in this setting establishes 
the standard set of terminologies in the EDSO 
domain and makes sure that these terminologies (and 
their relationships) are always explicitly expressed 
so as to reduce ambiguity in knowledge reuse. This 
is particularly important when sharing resources 
across different applications for automating 
collaboration and computation on a wide scale. We 
demonstrate this through some examples and 
scenarios in section 3.2 
 
3. Enriching content for knowledge reuse 
The result of KA allows us to construct ontologies 
that contain conceptual vocabularies and underlying 
templates for the knowledge base. Using ontologies 
it is then possible to enrich content in a semantically 
consistent way. For example, a particular instance of 
a problem set up and optimization schedule is the 
result of content enrichment by using profile 
ontologies. Instances described in this way become 
semantically enriched with a shared and consistent 
set of ontologies, and can therefore be searched, 
reused and understood easily by various domain 
users and applications. This process is illustrated in 
Figure 2 and demonstrated in section 3.2 
 
Figure 2 Enriching content for knowledge reuse 
3.1 Key issues 
There are several key issues in content enrichment 
and instance management: 
 
1)  Ontology can be built by various tools and 
expressed in various languages. In Geodise, 
ontologies have been built through Protégé 2000 [14] 
and OilEd [12] in RDF [15] and DAML+OIL 
language [3] respectively. More recently, OWL 
(Ontology Web Language) is being developed in 
W3C to assist easy publishing of ontology on the 
web [16]. OWL is developed as a vocabulary 
extension to RDF and is derived from DAML+OIL 
with more description power than RDF, such as 
disjoint and cardinality. 
 
2)  Instance generation - where we are concerned 
with configuring the system to tackle a particular 
engineering problem, or configuring the parameters 
for a specific optimization method. Several methods 
of generating instances have been investigated and 
experimented with. These include manually 
generating instances in protégé 2000 ontology editor; 
An XML template based approach where users fill 
out an XML-Schema backed template with concrete 
values and generate an XML instance that conforms 
to the XML-Schema. In the Semantic Web approach, 
ontologies can be used directly to drive automatic 
form generation. The Jena RDF framework [9] has 
been adopted for instance generation where each 
instance is an RDF file backed with its RDF schema 
(RDFS) as well as a DAML + OIL ontology as an 
semantic extension. 
 
3)  Instance reuse – the instances can be reused in 
different forms. Command syntax can be modeled as 
instances which are then loaded in a domain scripts 
editor to help user editing domain scripts through 
syntax highlighting and auto-completion; Workflow 
instances are available so that they can be loaded 
and modified accordingly to define a similar 
problem/solution schedule. We will demonstrate this 
in the next section.  
 
4)  Instance storage and querying – the generated 
instances can be stored in a repository as the 
knowledge content of the domain. We intent to 
adopt the triple store technology developed in the 
AKT project [1]. There are query languages 
especially designed for RDF and the DAML+OIL, a 
review of ontology storage and querying tools can 
be found at [11]. 
 
3.2 Application scenarios and examples 
Ontology driven forms 
In Geodise, the EDSO process begins with geometry 
design conducted by a CAD designer providing two 
files: a model file and a Matlab structure containing 
all necessary fields that describe the component or 
device (problem definition). A STEP/IGES file can 
be produced by running CAD on the model file. The 
STEP file is only readable by engineering software 
such as Gambit. The Matlab structure is designed to 
capture all necessary metadata about the problem 
and produce a high level human readable abstraction. 
As a problem pre-set, the Matlab structure (Figure 3) 
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embedded in the STEP file, such as all the possible 
design parameters which may be varied to modify 
the design.  
 
 
Figure 3 MatLab structure for Geometry 
The analysts can also change the default value as 
necessary. The result is an instance of a problem 
setup in the problem profile. The analyst can also 
load existing instances from the problem profile 
repository to carry on analyzing work conducted 
previously. 
  
 
Figure 4  XML Schema of EDSO problem setup 
 
However, in a collaborative environment, different 
CAD designers may use different metadata to 
describe a device in the Matlab structure. This may 
cause confusion and inconsistency and inhibit 
sharing of previously generated CAD designs. An 
ontology can be used to allow for consistent 
description of components. 
The Ontologies can be maintained separately at a 
centralized place, as demonstrated in Figure 4 and 
used in the construction of a Matlab structure to 
describe a device: CAD designers can interact with a 
set of ontology driven forms demonstrated in Figure 
5 and Figure 6, which are automatically generated 
based on a controlled set of vocabularies and 
relationships specified in the ontology. Once the 
form is finished by the CAD designers, an instance 
of the component description is ready. This instance 
is passed to the following phases where it can be 
loaded again by analysts who, according to design 
requirements, can further specify the desired design 
variables by manipulating (e.g. checking off some 
parameters) the list of design parameters, or by 
changing the range and default value of some 
parameters, etc. We call this analyst operation 
“problem setup”. These happen in a similar GUI and 
once this is finished, we have an instance that 
represents a particular concrete problem setup. Note 
that examples here are based on XML/Schema so far 
and are only for demonstrating the scenario. The 
auto-GUI rendering uses Jaxfront [8] and the 
semantics are expressed in XML schema using XML 
spy [19]. 
 
 
Figure 5 Instances of design variables 
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Figure 6 Instance of problem setup 
Ontology assisted domain script editor 
Another example of making use of the enriched 
content is the ontology assisted domain script 
editor. Content in the software manual for the 
script editor is processed and enriched using a pre-
defined ontology. This is demonstrated in Figure 7 
where instances of command usages are generated 
manually in Protégé 2000 based on the usage 
ontology and the corresponding usage entry in the 
Gambit command manual, which is a tool for 
generating meshes from a geometry. Each Gambit 
command can operate with a set of keywords and 
parameters in certain syntax and grammar. In 
Geodise, engineers need to edit these domain 
scripts frequently with the guidance from the 
manual to make sure that scripts are correct. 
 
The ontology assisted domain script editor makes 
use of the pre-built command usage instances and 
colorizing the scripts syntax. It also provides real-
time context sensitive hinting and auto-
completion as illustrated in Figure 8. All these 
functionalities operate by consuming the 
semantically enriched content – the Gambit 
command usage instances.   
 
 
 
 
 
Figure 7 Building Gambit command ontology 
 
Since the editor can load in any ontology, it is 
domain independent and has the potential to assist 
script editing in any other domain as long as the 
corresponding ontology is available. 
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Figure 8 Ontology assisted Gambit script 
editing 
We have also demonstrated not only hints on 
parameters to configure a command, but also 
horizontal suggestions of “next steps” based on 
expert knowledge. To develop this further would 
require additional knowledge capture. 
 
Workflow editing and semantic instance 
generation 
 
Scientific activities often involve constructing a 
workflow either manually or automatically to 
realize a particular experiment or series of 
computations. In the service-oriented Grid 
computing paradigm this process amounts to 
discovering resources (services) on the Grid and 
composing these services into a workflow. Some 
domains such as a supermarket demand-supply 
chain have a fixed flow of process and stationery 
bindings between services. However, for most 
scientific disciplines a workflow is both domain-
specific and problem-dependent. The appropriate 
discovery of services at each point in the 
workflow often depends on the results of 
executing the preceding step. Moreover, the 
selection of a service from a set of competing 
services with similar capabilities is usually 
determined by the exact nature of the problem as 
well as the performances of the services available. 
As a result, it is not practical to specify, a priori, 
the precise sequence of steps for a problem goal. 
The successful orchestration of component 
services into a valid workflow specification is 
heavily dependent on bodies of domain 
knowledge as well as semantically enriched 
service descriptions.  
We have developed a Workflow Construction 
Environment (WCE) as shown in Figure 9 for 
Geodise, which is intended to (1) exploit the 
semantically enriched services for semantic-based 
service discovery and reuse, (2) generate semantic 
workflows for the use of future problem solving, 
and (3) provide knowledge-based advice on 
service composition. The knowledge-based 
recommender system has been discussed in [7]; 
here we focus on the exploitation of semantic and 
instances for workflow construction. 
 
Semantic service description is undertaken using 
ontologies accessed via the ontology services. As 
the DAML-S service ontology only provides the 
basic schema for describing a web service, it does 
not provide the vocabulary with which to describe 
specific services in different scientific domains. 
Therefore, domain specific ontologies are used to 
incorporate domain specific functions and 
terminology in creating semantic service 
descriptions. The process of specifying semantic 
service descriptions is carried out in two steps. 
Firstly, domain ontologies, such as the task 
ontology and the function ontology, are created. 
Then, the domain specific service ontology is built 
using concepts from the domain ontologies. The 
semantic descriptions of domain-specific services 
are actually instances of concepts from the service 
ontology. Semantic service descriptions are stored 
in the Semantic Service Description component.     
 
The main components for semantic resource 
enrichment, discovery and reuse are the 
Component (Service) Editor (the middle right 
panel), Ontology Browser (the left panel) and the 
Workflow Editor (the middle panel). Each of them 
presents relevant structures and information via 
the control panel. The Component (Service) 
Editor is a frame-like data-storage structure. It is 
used to specify a service description for service 
discovery or to define a service directly by filling 
in the required data fields. The structure of the 
Component Editor is dynamically generated in 
accordance with the service ontology, thus 
semantically enriching the service when the 
service is defined. Service discovery is 
accomplished by the use of a semantic-based 
search engine. It is realized through reasoners 
such as FaCT or MatchMaker [10] acting on the 
semantic descriptions of services. The services 
that fulfills users’ requirements will be returned to 
users as the basis for selection in the context of 
workflow specification. The Ontology Browser 
displays ontologies that provide service templates 
for workflow construction. Workflows are built in 
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discover an appropriate service via semantic 
service matching or specify a semantically 
enriched service afresh. These services are 
connected in a semantic-consistent way to form a 
workflow.  
 
Each time a workflow is constructed for a 
particular design problem, it can be archived to 
form a semantically enriched problem/solution 
within a knowledge repository. This facilitates the 
re-use of previous designs, while avoiding the 
overhead of manually annotating the solution.  
 
 
Figure 9 Knowledge guided workflow composer 
   
4.  Conclusion and future work 
In this paper, Semantic Grid knowledge 
technologies have been discussed in the context of 
the first three steps of knowledge life cycles: 
Knowledge acquisition, modelling and reuse. We 
demonstrate through several examples and 
scenarios the content enrichment for knowledge 
management and reuse. We believe that these 
technologies are the first step towards extending 
the current grid in a way that information and 
resources are given well defined meaning to allow 
them to be transparently shared and re-used. In the 
future we plan to target more grid-enabled 
resources for content enrichment and reuse.  
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702LAYERS OF AN IDEAL
(HYPOTHETICAL) CITY...
Public information
display boards
(showing today’s
pollution reading)
Matrix of government-
maintained pollution
sensors
A uniform cellular
phone network
The planned,
physical city
Air canyons between
the blocks of buildings
(containing airborne
pollutants)
We  are  experimenting  with  designing  publicly
broadcast 'channels' of live, very localised pollu-
tion data, employing data collected from low-qual-
ity portable sensors or extrapolated using specula-
tive computer models – techniques that would, jus-
tifiably, be rejected for compiling existing 'official'
pollution maps. Crucially, parallel to publishing
very localised pollution data, would be information
about the characteristics of the pollution sensors
and  the  computation  models  that  are  being
employed to achieve this data.
Thus, the scenario for which we are designing is set
in a richly heterogeneous city of buildings, people,
cars and invisible Data Climates. We add to this the
ever increasing number and types of of environ-
mental sensors – fixed, portable, public, private,
cheap and disposable, expensive and calibrated –
all fitted with ‘data pumps’to upload their readings
to a network to allow wireless access out in ‘the
field’. Finally, we imagine moving through this
city with a hypothetical mobile phone-like device
that allows the user to plug in and out of many dif-
ferent networks as the device is immersed in a
series of different Data Climates. Aside from pro-
viding higher resolution – albeit more unstable and
unregulated – 'pollution maps' of the city, this
approach encourages people to draw their own
conclusions about the causes and effects of pollu-
tion by partly exposing the processes of scientific
investigation and pollution prediction.
Over the next few pages we show some annotated
sketches from our investigation so far...
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ARE MORE LIKE THIS...
This city is a place where:
- information does not come from one ‘official’ source
- there is a constant battle between ‘top-down’ planning and ‘bottom-up’ building
- multiple networks co-exist and overlap
- scientists disagree with each other
Airborne
pollutants
‘Public’
display?
A dense and
complex 
‘information
landscape’
created by 
arrangements
of sensors and
transmitters
The physical
mass of the city
... the changing phone screen as you move through the city ...
Consider a mobile phone device that does not have an exclusive service contract with one
network provider; a phone that can ‘see’ all available wireless networks. Moving through
the city, the device is immersed in many different networks as it passes in and out of dif-
ferent signal ranges — public and private networks around offices and coffee shops, ‘data
advertisement’ radio beacons, rival phone companies, other mobile devices with peer-to-
peer networking...
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OF ENVIRONMENTAL DATA
SERVICE PROVIDERS?
Alongside the devices and
protocols which establish wireless
networks (Mobile phone masts,
W-LAN hubs, wireless network
expansion cards, Bluetooth, etc.),
new software applications are
appearing which manage the
information that these networks
carry — for example, web-based
applications for sending the same
text messages to all mobile
phones in a user-defined group in
a particular location.
How might the potential link of
environmental sensors to
location-based wireless
information services appear?
We are working with our partners
from the University of
Nottingham, University College
London and Glasgow University
to develop these ideas. Data from
a collection of portable pollution
sensors will be crafted for display
on mobile devices to test the
experience and use of the
scenareos we are considering.
Example environmental
data-channels — some
city-wide services, some
local broadcasts
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Abstract 
Network monitoring is becoming essential to be able to support network infrastructure and grid 
middleware information for eScience users. We are collaborating with groups from UKERNA, 
DANTE, Internet2 and SLAC to provide a platform from which future networks, and specifically 
Grid enabled networks can produce and consume information about the network itself. By installing 
Performance Measurement Points placed beside routers within collaborating networks, we also aim 
to present a more in depth picture of the internal status of the internet. 
Utilising Web Service and OGSA technologies, and implementing standards from the GGF, we 
will provide means by which network administrators, engineers and network users can query and 
produce information about the network state such that it enables both skilled and unskilled users to 
quickly and efficiently identify potential bottlenecks in a complete end-to-end system. 
By exposing the performance capabilities of the network to Grid applications, the UCL Network 
Centre of Excellence will provide a means whereby network users and grid applications can 
significantly improve the likelihood that Grid applications can operate at peak performance and 
thereby advance the productivity of academic researchers around the globe. 
Glossary 
AAA  Authorisation, Authentication and  
 Accounting 
API  Application Programming Interface 
CERN  Conseil European pour la Recherche 
 Nucleaire 
CMS  Compact Muon Solenoid 
E2Epi End-to-end  performance  initiative 
GGF  Global Grid Forum 
MP Measurement  Point 
NREN  National Research and Education 
 Network   
piPEs performance  improvement 
  Performance Environment system  
OGSA  Open Grid Services Architecture  
SLAC  Stanford Linear Accelerator Centre 
UCL  University College London 
 
Introduction 
The future of Particle Physics lies in the 
ability to collaborate and transfer petabytes of 
information around the world. Experiments 
such as CMS and Atlas are currently 
constructing detectors for CERN’s Large 
Hadron Collider (LHC) which will unite 
thousands of physicists worldwide in 
understanding the fundamental interactions, 
forces and symmetries in Particle Physics. 
In order to support such a global project, 
worldwide interconnections between large 
databases, mainframe servers, clusters and 
terminals are required to provide access, 
processing and analysis of the petabyte sized 
datasets that experiments such as the LHC 
will provide. The interconnections between 
machines need to be capable of transferring 
the traffic that the new datasets will generate. 
To keep this flow of information free from 
disruption, it is not only the servers and 
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and optimal, but also the underlying networks 
that feed the processing farms. It is therefore 
critical to understand the performance of the 
underlying networks in order to plan, prepare 
and better utilise the network. 
Over-provisioning does not guarantee 
performance improvements. Current network 
infrastructures such as JANET and GEANT 
provide backbone routing far in excess of the 
current end-to-end technology. However, 
users still experience painfully slow internet 
connections which limit the productivity of 
academic researchers who rely on data from 
the other side of the world. 
This imbalance between the achieved and 
achievable throughput has “had a profound 
economic impact through reduced 
productivity and lower efficiency of 
operation of networked systems.” [Bun02] 
One certainty is that the end-to-end 
performance obtained is highly variable; 
factors such as the time of day, to the type of 
bus subsystems of the PCs being used can 
severely limit the performance of a network 
connection. Therefore network monitoring 
does not solely concern the network, but also 
the performance of the sources and sinks of 
the data. By ensuring that the complete end-
to-end path is efficient and performing with 
known parameters, network monitoring can 
help keep network users happy whilst also 
providing a high return on investment (ROI) 
through ensuring that the initial cost of the 
network infrastructure is put to good use. 
The purpose of this project is to develop a 
framework from which existing network 
monitoring tools and programs can be 
uniformly managed and accessed using Web 
Services and Grid Technologies. Users 
(whether human or machine) will be able to 
gain simple and unified access to different 
monitoring architectures, allowing them to 
pick the metrics, methodologies and 
geographical regions of interest. 
As a direct consequence of giving users 
access to multiple regions, it will be possible 
to concatenate performance data along an 
entire path, allowing end-to-end monitoring 
to be performed. This end-to-end ability will 
allow problems to be traced back to particular 
locations/nodes in the network. 
The focus on end-to-end performance — 
that seen by end users — and not in the 
network core alone, will make our results of 
great interest to academic researchers and 
other heavy bandwidth users. 
We at UCL shall be contributing to 
worldwide monitoring efforts by building on 
the work of our collaborating partners to 
provide an infrastructure that will make it 
easier for all the varying monitoring 
architectures to be plugged into. 
Network Monitoring 
Architectures 
There are several projects that are 
currently making continuous active internet 
end-to-end performance measurements. They 
provide public and free access to the data and 
reports. The AMP [AMP] and PingER 
[Pinger] projects perform ping and traceroute 
measurements between a set of hosts. Due to 
the tools being used, the target machine(s) for 
the tests do not need any special tools or 
utilities installed. The PingER project is 
especially prevalent in the Particle Physics 
world. As the monitoring is usually quite 
light weight, they are usually run on existing 
low-performance PC’s. 
To provide more in depth latency results, 
Surveyor [Surveyor], RIPE [RIPE] and 
OWAMP [OWAMP] projects make one-way 
delay (OWD), loss, Inter-Packet Delay 
Variability (IPDV), and traceroute 
measurements.  However, due to the technical 
difficulties in measuring OWD, these projects 
require extra hardware, or even a dedicated 
monitoring box. RIPE also includes 
bandwidth and routing information but the 
results are only available by subscription.  
The Network Weather Service [NWS] 
makes round trip measurements and 
bandwidth estimates (single stream only).  It 
also enables the prediction of network 
performance based on pre-collected data. 
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European Data Grid have developed an 
infrastructure for making ping (using 
PingER), TCP throughput and UDP 
measurements between seven European sites. 
The information is made available through 
EU-Datagrid information providers for use by 
grid middleware. 
The UK network monitoring effort is led 
by the GridMon project, which builds upon 
the WP7 monitoring infrastructure, with a 
focus on presenting data visually in a 
consistent and useful manner. 
Next Generation Network 
Monitoring 
While existing monitoring frameworks 
focus on the collection and analysis of 
network performance data, the next 
generation of network monitoring also 
incorporates mechanisms for problem solving 
and diagnosis. However, even though these 
new architectures have a far greater scope to 
aid network engineering and problem 
analysis, they share the same need to run tests 
and to store them for later analysis and/or 
dissemination. 
We at UCL are currently collaborating 
with the following groups to implement a 
uniform interface for network monitoring: 
piPES 
Internet2 is a consortium of over 200 
universities, working in partnership with 
industry and government to develop and 
deploy the network applications and 
technologies required to create the Internet of 
the future. 
The piPEs project [piPES], being run by 
Internet2’s E2Epi, seeks to reach a 
networking monitoring utopia. In this utopia, 
when users experience network problems 
they have access to a tool which can tell them 
what the problem is, where it is located, and 
perhaps most importantly, who should be 
contacted for its resolution. 
piPEs hopes to address the current 
problem of monitoring not being coordinated 
across different network domains, a problem 
compounded by the fact that little if any 
information concerning a domain is 
externally available. 
In its final form, the piPEs infrastructure 
will be able to determine complete path (end-
to-end) performance by aggregating 
information about the various segments that 
make up the path, whether these segments are 
in the same domain or not. 
The basic topology is produced by 
inserting Performance Monitoring Points 
(PMPs) at selected stages in a network 
(nominally alongside routers) as shown in 
figure 1.  
A full description of the architecture is 
beyond the scope of this paper, but it is worth 
outlining the salient features: 
•  A battery of tests is periodically 
performed, providing measurements of 
loss, jitter, throughput, and OWD (as a 
minimum). 
•  The resulting performance data is stored 
locally (within that domain) in a database 
Campus X 
Host A
 
Figure 1: Sample piPEs topology 
PMP  GigaPoP 1 
PMP 
Host B
PMP 
PMP 
Campus Y 
GigaPoP 2 
PMP 
PMP  PMP 
Backbone 
e.g. US 
Abilene 
network 
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request information about the state of the 
network, on-demand tests can be 
scheduled if the relevant data does not 
already exist in a local or remote results 
database. 
Scripts for 
analysis  web i/f 
Domain 
tool
Domain 
tool
Domain 
tool
MP
MP 
MP 
MP
 
Net 2 
•  Users require authorisation to perform 
tests.  Net 1  Net 3  Drivers  •  Users have two ways of using the system: 
the human analysis engine and associated 
web display, for dealing with historic 
performance, and the testing/analysis 
engine with associated interface for 
dealing with the “here and now” 
•  A “culprit database” exists to relate 
support personnel to network domains. 
•  An important point perhaps is that there 
is no non-human access to data, other 
than from other piPEs domains. 
Rollout of an initial test version is 
scheduled for autumn 2003. 
Dante 
Dante can be considered as the European 
equivalent of Internet2. It was founded in 
1993 by European Research and Education 
Networks to provide full lifecycle support of 
international networking services on behalf of 
those same NRENs.  
The performance monitoring group 
[DantePMG] are also looking at developing 
multi-domain monitoring. Similar to the 
piPEs approach, their Performance 
Monitoring infrastructure is shown in figure 
2. A user interface allows users to request 
monitoring data or the running of a test. 
Requests are handled by the domain tool, 
which controls the gathering and analysis of 
the data collected by a set of Measurement 
Points spread distributed throughout network. 
The domain tool’s ability to contact other 
domains provides an “across domains” view. 
Results are stored locally in a domain, but 
can be exchanged when it is requested by 
another domain. 
 
 
Figure 2: Dante multi-domain architecture 
 
As with piPES, it is inappropriate to 
describe the architecture in detail, and so only 
the system’s main attributes are covered: 
•  A web-interface allows user to obtain 
data, or request the running of tests. 
Scripts are used to provide any required 
analysis of test data that it is not provided 
by the domain tool. Both web interface 
and scripts are developed by the 
individual domains to meet their own 
requirements. They interact with the 
domain tool via a defined interface/API. 
•  The (relatively intelligent) domain tool is 
at the heart of the system. It accepts 
requests for data or tests from users or 
other domain tools. It is also responsible 
for the associated authentication and 
authorisation of users (whether intra or 
inter-domain). 
•  A  capability advertisement is provided. 
To discover the tests the domain tool can 
perform. 
•  A Path Finder is used to identify the MP 
nearest the relevant IP address of a test, 
and the MPs nearest to other domains.  
•  Drivers deal with starting and stopping of 
tests, and retrieve performance data from 
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driver will exist for every different 
measurement type, e.g. a driver would 
exist capable of handling the Iperf [iperf] 
tool. Each driver must be able to tell the 
domain tool of its capabilities. 
•  Measurement points are where 
measurements are taken. They could be 
routers, PCs running monitoring software, 
or dedicated monitoring “boxes”. 
Initially at least, the Dante work is 
focused more on the sharing of data between 
domains, rather than fault finding, providing 
names of relevant network personnel etc. 
 
There is a great deal of overlap between 
the Internet2 and Dante projects, and it is 
hoped that our work can solve this problem, 
by providing a generic multi-domain 
interface tool which can be used by both 
projects. And by collaborating with these 
high profile international partners, we are 
ensuring that UK e-Science remains involved 
with leading networking R&D. 
Issues With Current Initiatives 
Many different network monitoring 
architectures do essentially the same thing; in 
different ways. What is common between all 
architectures is that a network monitoring 
tool performs a test between a defined set of 
nodes and the data is stored, often locally in 
either a flat file, or a database. Often lots of 
network performance data is gathered by the 
different initiatives. However, the formats in 
which they are stored and retrieved are often 
different. As such, the utilisation of the 
information is limited to the tools provided 
by each network monitoring architecture and 
can only be disseminated using the provided 
tools (usually a web interface). 
As a consequence of the closed design of 
these architectures, there is no sharing of the 
collected performance data between the 
different frameworks – which can result in 
the architecture performing tests that have 
already been conducted previously by another 
framework, hence increasing the 
intrusiveness of the network monitoring. 
Many of these frameworks are also very 
‘host-centric’; they only know about the state 
of themselves, often not even querying the 
remote host to see if it is currently already 
performing another test. The result of this is 
that is becomes possible for tests to clash, 
causing the results of the test to be skewed. 
By implementing a basic signalling protocol 
between enabled hosts, we hope to make 
problems such as invalid data as result of a 
competing test a thing of the past. 
Goals of Project 
The goal of the project is to help unify 
existing and future network monitoring 
architectures to a consistent and flexible 
framework whereby a user can do the 
following: 
•  Interrogate and act on a uniform interface 
from which network tests can be 
scheduled by authorised users. This is 
known as the management plane. 
•  Query for and retrieve network 
performance data independently of the 
physical location of the actual data. The 
query and response will be standardized 
by NMWG work. This is the data plane. 
•  The design of a simple, yet 
comprehensive module interface whereby 
new network monitoring tools and or 
architectures can be ‘plugged-in’. This is 
known as the driver interface. 
By providing a standardised interface to 
perform tests, and developing a method to be 
able to report back ‘recent’ results instead of 
performing another test, we hope to make 
network monitoring a lot less intrusive. This 
will also alleviate a potential source of Denial 
of Service attacks as each node would be 
hard-coded to prevent tests being run too 
frequently. Also by implementing a tiered 
system of authorised users who can request 
for a test measurement between specific 
nodes, with a specific tool, we hope to unify 
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available on the internet. 
By developing an open and standardized 
way of being able to gather and supply data, 
the Administrative Domain Tool Interfaces 
are expected to be valuable for: 
•  Providing an understanding of the 
achievable performance in today’s 
network and application throughput. 
•  Providing historical information on 
growth and changes in performance. 
•  Developing true inter-domain network 
monitoring through the use of secured 
and proven AAA methods. 
•  Providing a means of gathering 
predictions of network performance 
trends to and for applications. 
•  Make it easier for developers to create 
highly robust and comprehensive tools to 
enable analysis and problem detection. 
Whilst there have been many attempts to 
develop methods and tools to do exactly this, 
we believe that by adopting true internet and 
Grid standards, together with complete 
flexibility in the plug ‘n’ play method of 
incorporating any network monitoring 
architectures into the monitoring will make 
all of these worthwhile activities more 
achievable.  
 
We have chosen our collaborators for the 
following reasons: 
•  Dante have a very interesting problem of 
sharing data between domains, we feel 
that taking an open approach to test 
initiation and data sharing will aid the 
development of a true multi-domain 
network monitoring infrastructure. 
•  Internet2 are focusing on developing 
advanced problem solving tools and 
applications that intelligently gather and 
use network monitoring data. Through 
the standardisation of interfaces, we hope 
to provide flexibility in developing useful 
tools for network monitoring. 
Two such Grid middleware applications 
that exist today that would benefit directly 
from this project are Replication Managers 
and Job Managers. Replication Managers can 
query the historical state of the network to 
determine the best times that a transfer should 
take place, and through analysis of the 
network traffic from monitored sites, it can 
more effectively determine the best 
location(s) for replication. Job Managers, on 
the other hand, can quickly determine where 
it can pull off a required dataset in the 
shortest amount of time from real statistics, 
rather from physical proximity or assumed 
capabilities. 
Web Services and OGSA 
By defining and implementing OGSA 
compliant standards, we also aim to provide 
Grid applications with a uniform and 
comprehensive facility to utilise the network 
information to the best of their ability. 
We are using Web Services and OGSA 
features to aid standardisation throughout our 
design. Our eventual goal in using these 
technologies is to create interfaces that can be 
used by all manner of clients, both human 
and middleware based. 
By specifying a simple and robust set of 
interfaces for the grid middleware, we will 
make it straightforward to get at performance 
data for the metrics, locations and times. This 
will help produce a more intelligent Grid that 
will result in the better use of academic’s 
time, and better use of network resources. 
NMWG 
The Network Monitoring Working Group 
in the Global Grid Forum is currently 
devising a uniform and comprehensive way 
of representing network performance 
information. They are currently in the process 
of defining CIM, UML, ASN.1 and XML 
schemas for use in environments were 
network data is necessary. 
We are actively collaborating with the 
NMWG group to help define and implement 
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monitoring data. 
Databases 
We understand the need for a distributed 
network performance database. We are 
currently reviewing technologies such as 
OGSA-DAI for database communication. 
However, a current problem is the need to be 
backwards compatible with existing network 
monitoring architectures that use flat files for 
data storage. We are investigation solutions 
to this problem. 
Technical Details 
The piPES and Dante architectures match 
each other in their major components. Both 
consist of a front-end interface that is 
contactable from the outside world, but which 
performs only some AAA functions and 
scheduling checks. This is known as the 
Administrative Domain Interface (ADI). 
Administrative Domain Interface 
Each ADI deals with one or more 
Performance Monitoring Controllers (PMCs), 
each of which is attached to a Performance 
Monitoring Point (PMP). The PMPs make 
measurements and provide servers with 
which other PMPs may make measurements. 
The PMCs and PMPs are associated with 
a router or other network device. For security, 
only the ADIs ever know the names of the 
PMPs/PMCs involved – the client only ever 
knows the name of the network device. 
The ADI has two interfaces, the 
RequestInterface, and the ResponseInterface. 
The RequestInterface is used by clients to 
request that a measurement should be made, 
while the ResponseInterface is used by the 
ADIs to communicate with each other when 
checking that a particular measurement can 
be made. 
The ADI interfaces are defined by a 
WSDL document and are designed to be used 
with a SOAP/RPC transport. 
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Figure 3: The ADI architecture 
 
The ADI deals with a single XML data 
type, called a MeasurementRequest. This type 
contains information about the tool or tools to 
use or the characteristic to measure; the 
source and sink routers for the measurement; 
the time to make the measurement; plus any 
credentials that may be required to 
authenticate the user and authorise the 
request. 
The ADI may modify the 
MeasurementRequest, by adding new 
credentials or by resolving router name(s) to 
PMC name(s). The initial ADI can pass a 
modified version of the MeasurementRequest 
to the ADI associated with the sink router, 
which may make similar adjustments before 
returning the MeasurementRequest. Both 
interfaces report errors in the form of SOAP 
faults. We believe this is a robust way of 
adapting and confirming test requests through 
multiple domains. 
The ResponseInterface can either return a 
modified MeasurementRequest, or it can 
throw exceptions to indicate a problem with 
the request. Once successful, the 
RequestInterface returns a reference to the 
results of the measurement. 
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The ADI interfaces are defined in WSDL, 
and as such can be implemented in a variety 
of languages. We have chosen Java with 
Apache Axis as our initial implementation 
language and architecture. 
Our implementation is designed to be as 
modular as possible, to allow it to be plugged 
in to any monitoring system with the 
minimum of fuss.  
A  RequestController object is used by 
each interface of the ADI to handle a 
MeasurementRequest. The RequestController 
can be configured with a series of objects that 
implement the Check interface. Each object 
performs a different check on the 
MeasurementRequest, and can update it as 
mentioned above. Each Check can also throw 
exceptions that are rendered into SOAP faults 
by Axis. The checks will be used to perform 
things like AAA or schedule checking, or to 
check that the remote ADI can accept the 
request. The RequestController can then pass 
the MeasurementRequest to a class that 
implements the Distributor interface to 
actually schedule the measurement on a PMC 
and return a reference to the results of the 
measurement. 
Summary 
This project is indeed ambitious, both 
technically and from the point of view of 
getting many different organisations to take it 
up. However, we feel the benefits make it a 
worthwhile pursuit. 
Plug ‘n’ play allows tailored monitoring 
set ups to be created, with users/network 
administrators able to use the toolkits and 
architectures that they are interested in. We 
therefore try not to impose new network 
monitoring frameworks, and hence can 
leverage existing network monitoring setups. 
Furthermore, the adoption of open 
interfaces, building on the work of the GGF, 
Internet2, Dante, and others, will also aid the 
development of intelligent agents to probe for 
information about the network state. The 
abundance of networking information will aid 
with network performance predictors and 
infrastructure development. It will also enable 
complete end-to-end testing which is crucial 
to end users, and for pinpointing problems in 
the network. 
We will help prepare and sustain the 
networking environments required for the 
Grid. 
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Abstract A United Kingdom digital mammography national database would have major benefits for the United 
Kingdom.  For example, such an archive could: provide a huge teaching and training resource; be able to aid in 
the evaluation of innovative software to compute the quality of each mammogram as it is sent to the archive; act 
as a significant resource for epidemiological studies; and be a tremendous step towards the support of centralised, 
automated computer-aided detection.  This paper provides an overview of the eDiaMoND project, the principal 
aim of which is to develop a pilot system for such an archive. 
 
 
Introduction 
 
In this paper we provide an overview of the 
eDiaMoND project, the principal aim of which is to 
develop a pilot for a digital mammography national 
database to support the United Kingdom's breast 
imaging community.   
 
We start by presenting the motivation for the project.  
We then consider the current situation with regards 
to the relationship between breast screening and 
information technology.  Having considered this 
relationship, we then address the objectives of the 
eDiaMoND project and the constraints and 
considerations that the project team have to be aware 
of in pursuit of these objectives.  Having addressed 
the objectives of the project, we discuss the 
anticipated contributions of the different members of 
the eDiaMoND consortium.  We then consider the 
technical aspects of the eDiaMoND system as they 
currently stand: we present a functional view of the 
system, together with an overview of the architecture 
that is being employed.  Next, we consider the 
proposed development of that architecture before 
providing an overview of some future directions for 
eDiaMoND. 
 
Motivation 
 
Breast cancer is a major public health issue in the 
western world, where it is the most common cancer 
among women.  In the European Union, for 
example, breast cancer represents 19% of cancer 
deaths, and fully 24% of all cancer cases.  Breast 
cancer is diagnosed in a total of 348,000 cases every 
year in the USA and EU, and kills almost 115,000 
women annually.  It is estimated that approximately 
one in eight women will develop breast cancer 
during the course of their lives; it is also estimated 
that one in 28 women will die of the disease.   
 
The earlier a tumour is detected, the better the 
prognosis for the woman concerned.  A tumour that 
is detected when its size is just 0.5cm has a 
favourable prognosis in about 99% of all cases.  Few 
women can detect a tumour by palpation (breast self-
examination) when it is smaller than 1cm, by which 
time (on average) the tumour will have been in the 
breast for up to 6-8 years.  The five-year survival 
rate for localised breast cancer is 97%; this drops to 
77% if the cancer has spread by the time of 
diagnosis.  
 
The World Health Organisation’s International 
Agency for Research on Cancer (IARC) has recently 
concluded that mass screening via mammography 
reduces mortality.  The agency's findings are based 
on the work of an IARC working group, comprising 
24 experts from 11 countries.  This working group 
evaluated all currently available international 
evidence on breast screening.  The working group 
discovered a 35% reduction in mortality from breast 
cancer among women in the 50-69 age group who 
were screened, when compared to those who were 
not.  This figure equates to one life being saved for 
every 500 women screened.  
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Although the precise figures vary from country to 
country, the above statistics present a very clear 
rationale for mass screening, which is currently - in 
the United Kingdom - based entirely on X-ray 
mammography.  The NHS's Breast Screening 
Programme (BSP) began in 1987.  Currently, the 
BSP invites women between the ages of 50 and 64 
for breast screening every three years.  This age 
criterion stems from the fact that the breasts of pre-
menopausal women, particularly younger women, 
are composed primarily of milk-bearing tissue, 
which is calcium-rich; this milk-bearing tissue 
involutes to fat - which is transparent to X-rays - 
during the menopause.   
 
If a mammogram displays any suspicious signs, the 
woman is invited back to an assessment clinic, in 
which other views and other imaging modalities are 
utilised.  Currently, 1.3 million women are screened 
annually in the United Kingdom.  There are 92 
screening centres in the United Kingdom, employing 
a total of 230 radiologists.  Each radiologist reads, 
on average, 5000 cases per year, with some reading 
up to 20,000.   
 
The emergence of the NHS's Breast Screening 
Programme was as a result of the Government's 
acceptance of the report of the committee chaired by 
Sir Patrick Forrest.  The report was rather bullish 
about the potential positive effects of a screening 
programme: ``By the year 2000 the screening 
programme is expected to prevent about 25% of 
deaths from breast cancer in the population of 
women invited for screening … On average each of 
the women in whom breast cancer is prevented will 
live about 20 years more.  Thus by the year 2000 the 
screening programme is expected to result in about 
25,000 extra years of life gained annually in the 
UK''.  
 
To date, the BSP has screened more than fourteen 
million women and has detected over 80,000 
cancers.  The programme is saving at least 300 lives 
per year.  Furthermore, it is predicted that this 
number will rise to 1,250 by 2010.   
 
Recent studies have suggested that the rate of 
interval cancers that appear between successive 
screening rounds is considerably larger than was 
predicted in the Forrest Report.  Increasingly, there 
are calls for mammograms to be taken every two 
years and for both a cranio-caudal (head to toe 
direction) and mediolateral oblique (armpit to 
opposite hip) image to be taken of each breast.  At 
present only mediolateral oblique images are taken. 
 
The opportunity for information technology to assist 
healthcare professionals can be illustrated by 
consideration of statistics for screening in the USA.  
Currently, some 26 million women are screened in 
the USA annually (significantly, this is nearly half of 
the 55 million women who are screened each year 
worldwide).  In the USA there are 10,000 
mammography-accredited screening centres.  Of 
these, 39% are community and/or public hospitals, 
26% are private radiology practices, and 13% are 
private hospitals.  Although there are 10,000 
mammography centres, there are only 2,500 
mammography specific radiologists.   
 
Anecdotal evidence suggests that staff shortages in 
mammography in the USA seem to stem from the 
perception that it is “boring but risky”.  This risk 
element is characterised by the fact that 12% of all 
malpractice lawsuits in the United States are taken 
against radiologists, with the failure to diagnose 
breast cancer becoming one of the leading reasons 
for malpractice litigation.  In the USA, this shortage 
of radiologists is driving the development of 
specialist centres and technologies (computers) that 
aspire to replicate, or at least supplement, the skills 
of radiologists.  It can be argued that screening 
environments are, in some ways, perfectly suited to 
the utilisation of information technology solutions, 
as they are repetitive and require objective 
measurements. 
 
As we have noted, the development of mass 
screening programmes has already produced 
encouraging results.  In addition, process changes 
can help detection rates and reduce recall rates.   
Indeed, it has been shown that recall rates drop by 
15% when using two views of each breast.  It has 
been demonstrated empirically that double reading 
(two radiologists examining each mammogram) 
greatly improves the results of screening. The 
number of cancers missed when mammograms are 
double read is half that of single reading.  However, 
as one would expect, double reading is expensive 
and - in any case - there are too few screening 
radiologists.  In addition, a study carried out at Yale 
of board-certified radiologists demonstrated that, 
when double reading was employed for a particular 
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about whether a biopsy was warranted and 19% of 
the time in assigning patients to one of five 
diagnostic categories.  Recently, it has been 
demonstrated that single screening plus the use of 
computer-aided diagnosis (CAD) tools – image 
analysis algorithms that aim to detect 
microcalcifications and small tumours – also greatly 
improves screening effectiveness, perhaps by as 
much as 20%.  
 
Post-screening, the patient may be assessed by other 
modalities such as palpation, ultrasound and, 
increasingly, by MRI: 5-10% of those screened do 
have such an extended assessment. Following 
assessment, around 5% of patients have a biopsy 
taken.  In light of the number of tumours that are 
missed at screening (which reflects the complexity 
of diagnosing the disease from a mammogram), it is 
not surprising that clinicians err on the side of 
caution and order a large number of biopsies.  In the 
USA, for example, there are over one million 
biopsies performed each year, with a staggering 80% 
of these biopsies revealing a benign (non-cancerous) 
outcome.  
 
Breast screening and information technology 
 
Currently, in the United Kingdom, the NHS's Breast 
Screening Programme primarily involves the use of 
film, with some private hospitals and increasing 
numbers of symptomatic clinics exploring the 
potential for the use of full field digital machines.  
The use of film causes problems with storage for 
such large volumes of information; there is also, of 
course, the requirement to ensure that this 
information is kept secure, yet, at the same time, 
easily retrievable.  
    
In common with other organisations, the NHS is 
moving to the use of digital information for health 
and patient records with the introduction of pilot 
projects for Electronic Patient Record Systems.   
However, due in part to previous problems of 
technological failures in the NHS, procurers of 
technology are keen to have a more integrated 
approach to workflow and systems. 
 
Following the lead of the USA, where IHE 
(Integrating the Healthcare Enterprise) has been 
widely adopted for radiology, the IHE-UK is 
focusing on the interoperability of IT systems for 
radiology in the UK to enable an improvement in 
patient care through the better support of 
information systems.  
 
An integral part of IHE is the deployment of ‘Picture 
Archiving and Communication Systems’, PACS, to 
support the storage and transfer of digital imaging 
information. These systems are typically used to 
store MRI, Ultrasound and CAT scan information 
within a hospital or a community of hospitals 
(termed Community PACS), to enable the easy 
access of information throughout the hospitals and, 
where possible, from a remote location to enable 
‘tele-radiology’.  Such implementations have been 
deployed by, for example, the Portsmouth and South 
West London Trusts. 
 
Reporting Information Systems (RIS) and, 
increasingly in the UK, dedicated mammography 
reporting systems are also used widely to support the 
storage of digital information pertaining to a reading, 
and through the IHE initiative, it is envisaged that 
these systems will eventually interoperate 
seamlessly. 
    
At the present time, trials and first installations of 
full field digital equipment are in progress, but it 
may be several years before the United Kingdom 
adopts this technology across the Breast Screening 
Programme.  Secondary capture of images through 
digitising film would offer a means of capturing the 
current information for safe, efficient and secure 
digital storage. 
 
Despite the encouraging moves in the United 
Kingdom towards an effective supporting 
infrastructure, the USA has advanced at a faster rate 
in its move to the digital world.  In the USA, many 
radiology departments now use full field digital 
machines for mammography and often use computer 
aided detection tools to help detect cancers 
(acknowledging that in the USA there is no double 
reading of mammograms, unlike in the United 
Kingdom).        
    
Of course, PACS systems have been developed over 
the years for non-mammography applications. 
Significantly, however, mammography poses 
somewhat unique problems due to the size of the 
images involved.  For example, a mammogram in 
digital form yields 25-40MB of data at a pixel 
resolution of 50 microns.  Furthermore, a typical 
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approximately 120MB of data.  In addition, if 
comparison to previous records is required, then a 
further 120MB of data is needed.  These volumes of 
data are significant, especially when coupled with 
the timing constraints imposed by the working 
practices of radiologists. 
 
In a typical screening setting, a radiologist spends 
around 30 seconds on each mammogram, and will 
read approximately 100-120 cases in an hour, so 
time is a vital factor in image retrieval. 
  
Clearly, the development of an information 
technology infrastructure to support the United 
Kingdom's breast imaging community is not a trivial 
task, but it is recognised as an important step to 
enable system support for the workflow for 
mammography.  In reviewing the needs for systems 
to support the Breast Screening Programme, it is 
apparent that the Programme operates as 
independent screening units, with some 
standardisation with respect to how they operate and 
with their own ways of working.  This applies to the 
management of information, the roles and 
responsibilities matrices, and the methods for 
recording clinical diagnosis information.  Any 
system to support such an entity would need to be 
sufficiently flexible and considered to offer any 
appropriate benefits. 
 
Objectives and considerations 
 
The main aim of the eDiaMoND project is to 
construct a large federated database of annotated 
mammograms at St George's and Guy’s Hospitals in 
London, the John Radcliffe Hospital in Oxford, and 
the Breast Screening Centres in Edinburgh and 
Glasgow.   Applications to aid teaching, detection, 
diagnosis, and the facilitation of epidemiological 
studies are also being developed.   
 
There are three main objectives to the initial phase 
of the project: the development of the Grid 
computing infrastructure to support federated 
databases of  images (and related metadata and 
patient information) within a secure environment; 
the design and construction of a Grid-connected 
workstation and database of standardised images; 
and the development, testing and validation of the 
system on a set of important applications.   
 
There are a number of key aspects that must be 
addressed in the development of a Grid 
infrastructure for a system such as eDiaMoND.  One 
such aspect is, of course, security: ensuring secure 
file transfer and tackling the security issues involved 
in having patient records stored on-line, allowing 
access to authorised persons but also, potentially, the 
patients themselves at some time in the future, are all 
key issues.   
 
The design and implementation of Grid-enabled 
federated databases for patient information, images 
and related metadata is another such aspect, with 
timely data transfer being the key design issue.   
Factors here revolve around (loss-less) data 
compression and very rapid and secure file transfer. 
 
Data mining issues revolve around the need to run 
complicated queries across a very large federated 
database.  This is also an issue for computer-aided 
diagnosis.  Teaching tools that test radiologists via 
the production of either ‘random’ or pre-
programmed cases have an obvious need to work at 
the speed of current breast screening, which means 
the next case will need to be displayed within 
seconds after the ‘next’ button is hit. 
 
Ontologies are being developed for description of 
patient and demographic data, together with 
descriptions of the image parameters and of features 
within images.  
 
Database design has been tailored to the needs of 
rapid search and retrieval of images, with the 
database being built within the IBM DB2 and 
Content Manager frameworks.  The current and 
future needs of future epidemiological studies, and 
information related to high risk such as family 
history and known breast cancer causing mutations 
are  being taken into consideration as the system is 
developed.  By considering a sufficiently broad 
range of applications at the design phase, our aim is 
to develop standard interfaces to the system that will 
have the potential to support future research studies.   
 
Some prototype data mining tools have already been 
developed within the context of a single database.  
Again, speed of access is crucial: the database 
architecture is being determined according to the 
frequency of requests for particular image types.   
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is a need to consider the requirements for potentially 
implementing in a real clinical environment and 
using real patient data, the following are all key 
considerations. 
 
• 
• 
• 
• 
• 
• 
• 
• 
Ethical and legal considerations for the use 
of, and processing of, data for use by the 
project.  This requires both clearance from 
the relevant ethics committees as well as 
compliance with The Data Protection Act 
(1998) and The Human Rights Act. 
Adopting appropriate security mechanisms 
and technologies: even though the data used 
within eDiaMoND is anonymised, the 
controls that are in place assume that it is 
not anonymised.  Such controls include the 
use of Virtual Private Networks (VPN), 
encryption, certificates and keys, as well as 
fine-grained and flexible access control 
mechanisms and the provision of the 
appropriate education for all staff using the 
system. 
Designing a system with appropriate audit 
trail capabilities, recognising the need for 
traceable actions where any information is 
read or manipulated. 
Development of foolproof anonymisation 
techniques, as well as defined and managed 
processes for carrying out this function to 
prepare data for the project. 
 
Furthermore, the project team has also had to 
consider the following additional issues. 
 
Analysis of NHS network constraints and 
understanding how to overcome these for an 
implementation of the pilot system.  In 
addition, a second deliverable of the project 
- a blueprint document - will detail how the 
system might potentially be deployed 
throughout the NHS. 
Deployment of workflow methods enabling 
the project to demonstrate appropriate 
scenarios, but also offering flexibility for 
future exploitation. 
Understanding of the current and projected 
IT initiatives in healthcare and in the NHS in 
particular, e.g., IHE and its standards and 
also the work of the NHSIA. 
 
The eDiaMoND consortium 
 
It would be difficult for a project that is as ambitious 
as eDiaMoND to be undertaken by any single 
organisation.  There is a clear requirement for the 
developed system to satisfy the needs of the end 
users if it is to be accepted: this project could not be 
undertaken without a detailed understanding of the 
procedures and needs of the radiologists, whom, 
after all, the system is being designed to support.  In 
common with other complex e-Science projects, 
eDiaMoND is being undertaken by a project team, in 
which the contributing parties possess diverse and 
complementary skills.  The partner organisations are 
described below. 
 
IBM is providing the hardware for the project under 
a Shared University Research (SUR) grant, as well 
as the underlying software infrastructure on which 
the system is being built.  In addition, a number of 
IBM employees have been seconded to the project 
and bring both significant managerial and technical 
experience. 
 
The University of Oxford, which has academic and 
research staff based in the Engineering Science 
Department, the Software Engineering Centre (based 
in the Computing Laboratory), and the Oxford e-
Science Centre associated with and working on the 
project, is the main academic partner.   
 
Mirada Solutions is a University of Oxford spin-out 
company, whose main business is in the field of 
image processing technology.  User applications for 
training and a range of leading edge technologies for 
processing mammograms are being developed by 
Mirada. 
 
The project also involves a number of clinical 
partners.  In each case, the clinical partners are 
breast screening centres that have interests that are 
closely related to the goals of the eDiaMoND 
project. 
 
The first clinical partner is King’s College, 
London and Guy’s and St. Thomas’ NHS 
Trust Hospitals, London, where strong 
expertise exists in medical imaging, 
including image-guided intervention, tissue 
modelling, and the measurement of change 
using medical images. 
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• 
• 
The John Radcliffe Hospital, Oxford 
contributes a strong history of research and 
practice in medical imaging;  
St Georges Hospital, London (with 
University College, London) has a large 
breast screening centre located at the 
hospital, and is providing significant expert 
opinion on user requirements for screening 
and training. 
The final clinical partner is the Edinburgh 
Breast Care centre (together with the 
University of Edinburgh), where there is an 
extensive track record in evaluating the use 
of IT systems to support the work of breast-
screening radiologists.   
  
eDiaMoND: a functional description 
 
Having described the motivation for, the goals of, 
and the organisations involved in, the eDiaMoND 
project, we are now in a position to discuss the 
development of the eDiaMoND system to date. 
 
The core eDiaMoND system consists of middleware 
and a virtualised medical image store to support the 
eDiaMoND Data Grid concept.  The virtualised 
medical image store is comprises physical databases, 
with each being owned by a Breast Care Unit (BCU) 
participating in the eDiaMoND Grid.  The 
assumption is that each of these BCUs will own and 
manage the hardware and software needed for its 
own data.  The eDiaMoND Grid is formed by 
participating BCUs coming together as a virtual 
organisation, and uniting their individual databases 
as a single logical resource.  
 
The key functions of eDiaMoND can be stated thus. 
 
•  Image acquisition: this is the process of 
inputting X-ray mammograms into the system. 
A radiologist at the Image Capture Workstation 
takes scanned X-ray films and adds patient 
information.  The result is an image file, which 
is passed into the eDiaMoND Grid. 
•  Query: an administrator may query data in the 
system to set up a reading session as part of the 
screening process; a radiologist may make ad 
hoc queries in screening, or in constructing sets 
of images suitable as training cases; an 
epidemiologist may construct complex long-
running queries that run across the entire 
archive. 
•  Image retrieval: this is retrieval from the Grid of 
specified image files and reports.  Image files 
can be retrieved individually, or as a collection 
of all the files associated with a particular series 
or study or patient. 
•  Diagnosis reports: the system will capture and 
manage reports made by radiologists during the 
screening process. 
•  Image processing: this aspect covers processes 
that categorise or manipulate the image data in 
support of data mining and Computer Aided 
Detection (CADe) services in the Grid. 
Each of the above functions must be implemented in 
a Grid that allows BCUs to collaborate with each 
other, while maintaining individual policies on how 
data for which they are responsible is distributed and 
shared. The system must allow BCUs to form a 
virtual organisation for breast screening without 
requiring any central authority or centralised IT 
resources.  Furthermore, the system is required to 
support a workflow for breast screening.  Finally, the 
system must allow the same or different BCUs to 
form virtual organisations for other applications for 
the mammography resource, with radiologist 
education and training and epidemiological studies 
being the examples used to demonstrate this in the 
project. 
 
Architecture overview 
 
Mirada Solutions are providing a GUI application to 
allow capture of images and patient data.  Mirada 
Solutions are also providing a GUI application for 
Breast Screening.  A browser-based client is being 
developed that allows a BCU administrator to drive 
the breast screening process.  This will drive a 
database query component that will also be capable 
of use from the breast workstation. 
 
Client interaction with the Grid is through a set of 
services that are managed by a registry.  This set of 
services can - broadly - be divided into data services, 
which allow each hospital to see all of the data 
owned by the participating BCUs, and compute 
services, which have the ability to perform 
potentially complex and long-running calculations 
on the image data. 
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the function of the Grid.  Clients can interact with 
the registry to discover services.  Flexibility is 
introduced by manipulating the service available in a 
registry.  The registry may maintain several services 
with the same service interface offering different 
levels of quality of service. 
 
Mammograms are very large binary objects.  It is 
possible to store these in a relational database, but 
this is not as efficient as storing the image in a 
filesystem and holding a reference in the database. 
Mammograms are being stored as files in 
eDiaMoND.  The intention is that each BCU 
maintains its own Image Store consisting of a 
relational database of patient data and image 
metadata with records linked to images in the 
filesystem.  The eDiaMoND Grid will provide 
mechanisms whereby the individual Image Stores 
can be represented as a single large Virtual Image 
Store that are accessible to all BCUs. 
 
Service-oriented architectures involve an approach 
to distributed computing that treats software and 
data resources as services available on a network. 
This approach is typified by the Open Grid Services 
Architecture (OGSA) definition of Grid Services.  A 
Grid Service is essentially a stateful Web Service 
with a defined lifetime that conforms to a set of 
interfaces and behaviours with which a client may 
interact. 
 
OGSA defines an architecture whereby service 
providers create a description of the service they 
offer and publish it in a registry.  Service requestors 
“discover” service descriptions in the registry and 
“bind” to a service implementation offered by the 
provider. 
 
The registry that a particular Grid client node 
interacts with to discover eDiaMoND services can 
be specified as a parameter.  The contents of the 
registry effectively define the eDiaMoND Grid with 
respect to that particular client.  A client may be 
easily re-configured to point to a different registry. 
All the clients in the Grid may share the same 
registry, but are not forced to, and Grid Services 
may be added to and removed from the registry 
dynamically.  These features will be exploited to 
make the eDiaMoND Grid both flexible and 
extensible. 
 
DICOM (Digital Imaging and Communications in 
Medicine) is a standard for communicating and 
managing digital medical data.  DICOM defines 
communications protocols for manipulating medical 
objects in a distributed computing environment; it 
also defines file format for storing those objects. 
 
The eDiaMoND system will have a DICOM 
interface at the acquisition workstation to capture 
images from DICOM compliant scanners (and later, 
Digital X-ray machines).  The DICOM file format is 
used within the eDiaMoND system, but OGSA 
services rather than DICOM protocols are used 
internally for communication. 
 
SMF is a technology being developed by Mirada 
Solutions that models the complete image creation 
process for X-ray mammography to determine the 
height of non-fatty tissue in the breast for each pixel 
in the image.  In essence, SMF provides a 
normalization of X-ray mammograms that facilitates 
comparison of images and supports the development 
of data mining and computer-aided detection.  The 
SMF algorithm takes a DICOM image file as input, 
and generates three outputs: a segmentation map, a 
breast tissue density map and some simple metrics. 
 
Mirada Solutions are implementing the SMF 
algorithm on the acquisition and breast workstations.  
A newly captured DICOM image file will be 
processed on the acquisition workstation to create an 
additional DICOM image file containing the SMF 
breast density map in place of the “raw” image. 
 
Mirada Solutions will further develop SMF through 
the lifetime of the project.  This means that SMF 
images must be tagged with a version number and 
the raw DICOM image file must be kept to allow for 
reprocessing using new versions of the SMF 
algorithm.  The acquisition workstation will send 
both the raw and SMF versions of the image to the 
Grid. 
 
Changes in SMF are likely to be concerned with 
improvements in the way the tissue density map is 
derived or the way it is used to construct the image 
presented to a Radiologist. We do not expect 
changes to the format of the SMF data stored in the 
Grid. 
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generating SMF versions of raw DICOM image 
files.  The primary reason for this is so that the 
breast workstation can be used with data resources 
other than eDiaMoND, where SMF is not directly 
available.  The secondary effect of this is is to allow 
the breast workstation to “recalculate” an SMF 
image if the algorithm has moved on to a new 
version and the particular SMF stored in the Grid is 
no longer useful.  The eDiaMoND Grid will be 
capable of accepting SMF images from the breast 
workstation as well as the acquisition workstation. 
For any given raw image, only the most recent 
(according to version number) equivalent SMF 
image will be kept. 
 
If time and resources permit, the SMF algorithm will 
also be implemented as a Grid Service to allow 
generation of SMF within the eDiaMoND Grid. 
 
The eDiaMoND project will make use of OGSA-
DAI services to represent the non-image and image 
data resources in the Grid. 
 
Phased development 
 
Development of the eDiaMoND pilot system is 
being divided into three phases.  Two of these 
phases constitute versions of the system that will be 
deployed to the clinical evaluation sites.  The Phase 
1 deliverable implements a Grid that allows the 
eDiaMoND clinical team to amass data and test the 
system.  The Phase 2 deliverable is the eDiaMoND 
pilot system. 
 
These deliverable phases are preceded by a Phase 0 
that is internal to the eDiaMoND development team.  
Phase 0 essentially allows for the integration and 
unit test of key system components on a single 
machine at OUCL.  It serves as a test of the 
interfaces between the components and allows the 
methodologies for working across the development 
organisations to be developed.   
 
The 2003 All Hands conference coincides with the 
end of Phase 0. 
 
Future directions 
 
The eDiaMoND project will build a prototype 
infrastructure that is capable of support digital breast 
imaging within the United Kingdom.  By carefully 
considering user requirements, both for screening 
and for research, we aim to develop a generic, 
scalable and flexible Grid infrastructure.  Our aim, 
once we have established proof-of-concept in this 
initial phase, is to develop a production system to 
support the NHS Breast Screening Programme and 
the work of the breast cancer research community in 
the United Kingdom. 
 
In a wider context, by taking a generic approach to 
middleware development, we hope that the 
eDiaMoND system will be seen as a blueprint for 
similar breast screening systems in other countries, 
as well as for similar technologies that aim to 
support other modalities or diseases.   
 
Ultimately, it is hoped that eDiaMoND will prove to 
be the first step on the road to providing a Grid-
based infrastructure for 21st century patient-centred 
healthcare systems.  
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We describe R-GMA (Relational Grid Monitoring Architecture) which has been developed within
the European DataGrid Project as a Grid Information and Monitoring System. Is is based on the
GMA from GGF, which is a simple Consumer-Producer model. The special strength of this imple-
mentation comes from the power of the relational model. We oﬀer a global view of the information
as if each Virtual Organisation had one large relational database. We provide a number of diﬀerent
Producer types with diﬀerent characteristics; for example some support streaming of information.
We also provide combined Consumer/Producers, which are able to combine information and repub-
lish it. At the heart of the system is the mediator, which for any query is able to ﬁnd and connect to
the best Producers for the job. We have developed components to allow a measure of inter-working
between MDS and R-GMA. We have used it both for information about the grid (primarily to ﬁnd
out about what services are available at any one time) and for application monitoring. R-GMA
has been deployed in various testbeds; we describe some preliminary results and experiences of this
deployment.
1. INTRODUCTION
The Grid Monitoring Architecture (GMA)[1] of
the GGF, as shown in Figure 1, consists of three
components: Consumers, Producers and a direc-
tory service, which we prefer to call a Registry).
FIG. 1: Grid Monitoring Architecture
∗email: s.m.fisher@rl.ac.uk
In the GMA Producers register themselves with
the Registry and describe the type and structure
of information they want to make available to
the Grid. Consumers can query the Registry to
ﬁnd out what type of information is available and
locate Producers that provide such information.
Once this information is known the Consumer can
contact the Producer directly to obtain the rele-
vant data. By specifying the Consumer/Producer
protocol and the interfaces to the Registry one can
build inter-operable services. The Registry com-
munication is shown on Figure 1 by a dotted line
and the main ﬂow of data by a solid line.
The current GMA deﬁnition also describes the
registration of Consumers, so that a Producer can
ﬁnd a Consumer. The main reason to register the
existence of Consumers is so that the Registry can
notify them about changes in the set of Producers
that interests them.
The GMA architecture was devised for moni-
toring but we think it makes an excellent basis
for a combined information and monitoring sys-
tem. We have argued before[2] that the only thing
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time stamp, so we insist upon a time stamp on all
measurements - saying that this is the time when
the measurement was made, or equivalently the
time when the statement represented by the tuple
was true.
The GMA does not constrain any of the pro-
tocols nor the underlying data model, so we were
free when producing our implementation to adopt
a data model which would allow the formulation
of powerful queries over the data.
R-GMA is a relational implementation of the
GMA, developed within the European DataGrid
(EDG), which brings the power and ﬂexibility of
the relational model. R-GMA creates the impres-
sion that you have one RDBMS per Virtual Or-
ganisation (VO). However it is important to ap-
preciate that what our system provides, is a way
of using the relational model in a Grid environ-
ment and that we have not produced a general
distributed RDBMS. All the producers of informa-
tion are quite independent. It is relational in the
sense that Producers announce what they have to
publish via an SQL CREATE TABLE statement
and publish with an SQL INSERT and that Con-
sumers use an SQL SELECT to collect the infor-
mation they need. For a more formal description
of R-GMA see the forthcoming CoopIS paper[3].
R-GMA is built using servlet technology and is
being migrated rapidly to web services – speciﬁ-
cally to ﬁt into an OGSA[4] framework.
2. QUERY TYPES AND PRODUCER
TYPES
We have so far deﬁned not just a single Producer
but ﬁve diﬀerent types: a DataBaseProducer, a
StreamProducer, a ResilientProducer, a Latest-
Producer and a CanonicalProducer. All appear
to be Producers as seen by a Consumer - but they
have diﬀerent characteristics. The CanonicalPro-
ducer, though in some respects the most general,
is somewhat diﬀerent as there is no user interface
to publish data via an SQL INSERT statement.
Instead it triggers user code to answer an SQL
query. The other Producers are all Insertable;
this means that they all have an interface accept-
ing an SQL INSERT statement.
The other producers are instantiated and
given the description of the information they
have to oﬀer by an SQL CREATE TABLE state-
ment and a WHERE clause expressing a predi-
cate that is true for the table. Currently this
is of the form WHERE (column 1=value 1 AND
column 2=value 2 AND ...). To publish data, a
method is invoked which takes the form of a nor-
mal SQL INSERT statement.
Three kinds of query are supported: History,
Latest and Continuous. The history query might
be seen as the more traditional one, where you
want to make a query over some time period - in-
cluding “all time”. The latest query is used to ﬁnd
the current value of something and a continuous
query provides the client with all results match-
ing the query as they are published. A continuous
query is therefore acting as a ﬁlter on a published
stream of data.
The DataBaseProducer supports history
queries. It writes each record to an RDBMS. This
is slow (compared to a StreamProducer) but it
can handle joins. The StreamProducer supports
continuous queries and writes information to a
memory structure where it can be picked up by
a Consumer. The ResilientStreamProducer is
similar to the StreamProducer but information is
backed up to disk so that no information is lost in
the event of a system crash. The LatestProducer
supports latest queries by holding only the latest
records in an RDBMS.
Each record has a time stamp, one or more ﬁelds
which deﬁne what is being measured (e.g. a host-
name) and one or more ﬁelds which are the mea-
surement (e.g. the 1 minute CPU load average).
The time stamp and the deﬁning ﬁelds are close
to being a primary key - but as there is no way of
knowing who is publishing what across the Grid,
the concept of primary key (as something globally
unique) makes no sense. The LatestProducer will
replace an earlier record having the same deﬁning
ﬁelds, as long as the time stamp on the new record
is more recent, or the same as the old one.
Producers, especially those using an RDBMS,
may need cleaning from time to time. We provide
a mechanism to specify those records of a table
to delete by means of a user speciﬁed SQL WHERE
clause which is executed at intervals which are also
speciﬁed by the user. For example it might delete
records more than a week old from some table or
it may only hold the newest one hundred rows, or
it might just keep one record from each day.
Another valuable component is the Archiver
which is a combined Consumer-Producer. You
just have to tell an Archiver what to collect and
it does so on your behalf. An Archiver works
by taking over control of an existing Producer
and instantiating a Consumer for each table it
is asked to archive. This Consumer then con-
nects via the mediator to all suitable Producers
and data starts streaming from those Producers,
through the Archiver and into the new Producer.
The inputs to an Archiver are always streams from
a StreamProducer or a ResilientStreamProducer.
It will re-publish to any kind of Insertable. This
allows useful topologies of components to be con-
structed such as the one shown in Figure 3
This shows a number of StreamProducers (la-
belled SP) which is normally the entry point to R-
GMA. There is then a layer of Archivers (A) pub-
lishing to another StreamProducer. Finally there
is an Archiver to a LatestProducer (LP) and an
Archiver to a DataBaseProducer (DP) to answer
both Latest and History queries.
We intend to allow some kinds of producer to
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FIG. 3: A possible topology of R-GMA components
answer more than one kind of query - but for now
we are keeping it simple.
3. TOOLS
There are a number of tools available to query
R-GMA Producers. There is a command line tool,
a Java graphical display tool, and the R-GMA
Browser. The browser is accessible from a Web
browser without any R-GMA installation. It of-
fers a few custom queries, and makes it easy for
you to write your own. A screen shot is shown in
Fig 2.
The command line tool, which is written in
Python, is the most powerful. It is designed to do
simple things very easily - but if you want to carry
out more complex operations you must code them
yourself using one of the APIs. It supports one in-
stance of each kind of producer and one Archiver
at any one time. You can also ﬁnd what tables
exist, ﬁnd details of a table and issue any kind of
query.
4. THE REGISTRY AND THE MEDIATOR
The registry stores information about all pro-
ducers currently available. Currently there is only
one physical Registry per VO. This bottleneck and
single point of failure is being eliminated. Code
has been written to allow multiple copies of the
registry to be maintained. Each one acts as mas-
ter of the information which was originally stored
in that Registry instance and has copies of the
information from other Registry instances. Syn-
chronisation is carried out frequently. Currently
VOs are disjoint, we plan to allow information to
be published to a set of VOs.
The mediator (which is hidden behind the Con-
sumer interface) is the component which makes R-
GMA easy to use. Producers are associated with
views on a virtual data base. Currently views have
the form:
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SELECT * FROM <table> WHERE
<predicate>
This view deﬁnition is stored in the Registry.
When queries are posed, the Mediator uses the
Registry to ﬁnd the right Producers and then com-
bines information from them.
5. ARCHITECTURE
R-GMA is currently based on Servlet technol-
ogy. Each component has the bulk of its imple-
mentation in a Servlet. Multiple APIs in Java,
C++, C, Python and Perl are available to com-
municate with the servlets. The basic ones are
the Java and C++ APIs which are completely
written by hand. The C API calls the C++ and
the Python and Perl are generated by SWIG. We
make use of the Tomcat Servlet container. Most of
the code is written in Java and is therefore highly
portable. The only dependency on other EDG
software components is in the security area.
Figure 4 shows the communication between the
APIs and the Servlets. When a Producer is cre-
ated its registration details are sent via the Pro-
ducer Servlet to the Registry (Figure 4a). The
Registry records details about the Producer, which
include the description and view of the data pub-
lished, but not the data itself. The description of
the data is actually stored as a reference to a ta-
ble in the Schema. In practise the Schema is co-
located with the Registry. Then when the Pro-
ducer publishes data, the data are transferred to
a local Producer Servlet (Figure 4b).
When a Consumer is created its registration de-
tails are also sent to the Registry although this
time via a Consumer Servlet (Figure 4c). The
Registry records details about the type of data
that the Consumer is interested in. The Registry
then returns a list of Producers back to the Con-
sumer Servlet that match the Consumers selection
criteria.
The Consumer Servlet then contacts the rel-
evant Producer Servlets to initiate transfer of
data from the Producer Servlets to the Consumer
Servlet as shown in Figures 4d-e.
The data are then available to the Consumer
on the Consumer Servlet, which should be close in
terms of the network to the Consumer (Figure 4f).
As details of the Consumers and their selection
criteria are stored in the Registry, the Consumer
Servlets are automatically notiﬁed when new Pro-
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teria.
The system makes use of soft state registration
to make it robust. Producers and Consumers both
commit to communicate with their servlet within
a certain time. A time stamp is stored in the Reg-
istry, and if nothing is heard by that time, the
Producer or Consumer is unregistered. The Pro-
ducer and Consumer servlets keep track of the last
time they heard from their client, and ensure that
the Registry time stamp is updated in good time.
6. APPLICATIONS OF R-GMA
R-GMA has applications right across the Grid.
For example it is being used for network moni-
toring where the ﬂexibility of the relational model
oﬀers a more natural description of the problem.
The results of the monitoring are being used to
compute the relative costs (in time) of moving data
between two points within DataGrid to optimise
use of resources.
CMS[5], one of the forthcoming experiments at
CERN has identiﬁed the need to monitor the large
numbers of jobs that are being executed simultane-
ously at multiple remote sites. They have adapted
their BOSS job submission and tracking system
which previously wrote to a well known RDBMS
to simply publish the job status information via
R-GMA[6].
Some other applications are explained below.
6.1. MDS replacement
First it can be used as a replacement for MDS[7].
A small tool (GIN) has been written to invoke
the MDS-like EDG info-providers and publish the
information via R-GMA. The info-provider is a
small script which can be invoked to produce in-
formation in LDIF format. All our information
providers conform to the GLUE schemas[8] An-
other tool (GOUT) is available to republish R-
GMA data to an LDAP server for the beneﬁt
of legacy applications. However we expect that
most applications will wish to beneﬁt from the
power of relational queries. GOUT is an Archiver
with a Consumer which periodically publishes to
an LDAP database. Both GIN and GOUT are
driven by conﬁguration ﬁles which deﬁne the map-
ping between the LDAP schema and the relational
schema.
6.2. Service location and monitoring
We has deﬁned a pair of tables: Service and
ServiceStatus. This is a rather common pattern
where some rapidly changing attributes have been
separated oﬀ into a separate status table. In this
case the person responsible for the provision of the
service publishes its existence and how to contact
it into the Service table. Each Service tuple in-
cludes the type of the service and a URI for the ser-
vice where the hostname within the URI is where
the serice is located. (Eventually these will all be
URLs to contact the service)
Each service provider speciﬁes a command (as a
function of the service type) which can be run to
obtain the ServiceStatus. This is invoked locally
on each machine running a service. The informa-
tion is then collected by an Archiver to a Latest-
Producer. So the Service table says what should
exist and the ServiceStatus gives the current state
Grid wide.
Finally we use Nagios[9], an open source host,
service and network monitoring program, to dis-
play graphs showing the reliability of the various
services. Nagios reconﬁgures itself periodically to
look at the information provided by the known
Services in the Service table and collects informa-
tion on the Status by looking at the ServiceStatus
information. Nagios is then able to issue warnings
to sysadmins as appropriate. This is completely
table driven using the information in these two ta-
bles.
6.3. Application monitoring of parallel
applications
GRM[10] is an on-line monitoring tool for paral-
lel applications executed in the grid environment
(or in a cluster, or on a supercomputer). PROVE
is an on-line trace visualisation tool for paral-
lel/distributed message-passing applications exe-
cuted in the grid environment. It processes trace
data generated by GRM.
The Mercury monitor[11] is the monitoring sys-
tem developed within the Gridlab project. The
gridiﬁed version of GRM uses Mercury to trans-
fer the large amount of trace data from the ex-
ecution machines to the user’s machine. Mer-
cury currently consists of local monitor (LM) ser-
vices running on each execution machine and a
main monitor service (MM) on the front-end-
node of a cluster/supercomputer. Diﬀerent clus-
ters/supercomputers in the grid have their own
independent Mercury installation and they work
independently from each other.
When the application (instrumented with GRM
calls) is submitted to the grid, the site for execu-
tion is chosen by a resource broker. The user (and
GRM) does not know the site in advance. When
the application is started, it registers in Mercury
but GRM does not know where to connect, i.e. the
address of the corresponding main monitor service
running on the execution site.
To solve this problem, R-GMA is used as shown
in Fig. 5. Applications are registered in R-GMA
with their global job ID by the local resource
management system (LRMS) and the correspond-
ing Mercury monitor address, just before they are
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in R-GMA based on the global job ID. When it
is found, the monitor address is used to establish
the connection between GRM and Mercury. After
that, streaming of trace data through Mercury can
be started.
FIG. 5: GRM, Mercury and R-GMA
7. RESULTS SO FAR
Unfortunately we have few results to oﬀer at
this stage. It has taken some time to get from
the state of having something which passes all its
unit tests (about 400 for the Java API) to a sta-
ble distributed system - which we think we now
have. We have recently started running perfor-
mance tests to understand the behaviour of the
code. We have so far tested with many Stream-
Producers, and one Archiver feeding into a Latest-
Producer which is then queried to make sure that
the Archiver is keeping up with the total ﬂow of
data. This showed up a few bottlenecks, but the
biggest one was the I/O. To avoid this problem,
new code is being developed to make use of the
new java.nio package which oﬀers non-blocking
I/O. With this in place early measurements indi-
cate that with Producers publishing data following
the pattern expected of a “typical” site having an
SE (Storage Element) and 3 CEs (Computing Ele-
ments) we will be able to support around 150 sites
with this simple topology.
To achieve better performance we may need a
layer of Archivers combining streams into bigger
streams so as to limit the fan-in to any one node.
The other way to obtain signiﬁcantly better per-
formance is not to attempt to get all the infor-
mation into one place. As the mediator becomes
more powerful, it will be able to make use of mul-
tiple LatestProducer archives, and carry out a dis-
tributed query over them. We hope to beneﬁt from
developments in OGSA-DAI[12] in this area.
For testing our performance in a testbed we use
both a “private” R-GMA testbed which is dis-
tributed over multiple sites and the main EDG
development testbed. We try to test our software
on the private testbed before passing it on. Con-
sequently both testbeds are highly unstable: sites
come and go and software is continuously updated.
So the challenge is to make meaningful measure-
ments on an ever changing system. Our approach
is to monitor the Computing and Storage elements
information by observing all the intermediate com-
ponents. The mechanism does not rely upon con-
ﬁguration ﬁles giving all the expected components.
Information on response times and availability and
age of information at various points in the system
is collected and published to a DataBaseProducer.
Another program is being developed to try and
make sense of this information and produce infor-
mation each hour for the previous 24 hours. These
results will in turn be published and probably fed
into Nagios to help identify any trends graphically.
The eﬀort involved in making meaningful mea-
surements on such a system as R-GMA should not
be underestimated!
8. FUTURE OF R-GMA
RGMA currently uses Servlet Technology for its
underlying implementation. This means for ex-
ample that a Producer servlet keeps track of the
many Producers instances that may actually be
running within this container. Developments over
the last 1-2 years have highlighted the advance-
ment and uptake of web services, indeed GGF has
supported investigations and a proposed Speciﬁca-
tion (OGSI) looking into Grid Services. This eﬀec-
tively takes Grid requirements and concepts and
speciﬁes how web services can be used to achieve
these requirements.
The Open Grid Services Architecture (OGSA)
was proposed within the GGF for developing a
Grid environment based upon Web Services and
this has gradually received acceptance within the
Grid Community.
OGSI builds on top of web services standards
and deﬁnes a ’Grid service’ as Web services that
must implement a mandatory interface (GridSer-
vice) and may implement additional ones. Grid
services that conform to the OGSI speciﬁcation
can be invoked by any client or any other Grid ser-
vice that follows the conventions, subject to pol-
icy and compatible protocol bindings. Now that
OGSI is maturing with version 1.0 of the speciﬁ-
cation nearing its ﬁnal release, we feel the time is
right to start moving in this direction.
To this end we are starting to move our schema
and registry towards Web Services which will work
within an OGSA environment.
Using OGSI factories for creating instances in-
stead of servlets provide easier lifetime manage-
ment, identity tracking and state management.
Initially the interfaces for R-GMA Grid services
are wrapping the classes used within the existing
servlets, so as to maintain backward compatibility
and evolve the two versions in parallel.
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We have a useful architecture and an eﬀec-
tive implementation with a number of components
which work well together. We expect that R-GMA
will have a long, happy and useful life, both in
its current form and when reincarnated within an
OGSA framework. For more details of R-GMA,
please see: http://hepunx.rl.ac.uk/edg/wp3/
or in the near future: http://www.r-gma.org/.
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Abstract 
Numerous large files of binary data store a wealth of e-Science information. Existing 
applications, in areas such as astronomy and particle physics, process the bulk of these files. To 
further our scientific knowledge, there is a strong need to share binary files among collaborating 
scientists and to use the data in new ways, such as data mining to discover new relationships and 
to identify data subsets of interest. To share large binary datasets among collaborating scientists, 
a common description language is required to describe the structure and significance of these 
data files.  BinX is a tool to address these needs. 
1  Introduction 
Numerous large files of binary data store a 
wealth of e-Science information. Large datasets 
are output from e-Science analysis applications, or 
gathered and recorded by sensing devices. Particle 
physics and astronomy are example domains for 
such applications. Within and among these 
scientific communities, collaborating scientists 
have a strong need to share raw data and derived 
data. Through data sharing, these communities 
have the opportunity to make new observations, 
derive new models of their science and define 
new problem solving approaches.  Sharing binary 
data is difficult because: 
•  no single data format (or representation) is 
universal, and 
•  the format of a binary data file is typically 
recorded within one or two software 
programs created specifically to process that 
data. 
The IEEE endeavoured to define a single 
binary representation for numeric values. 
Although successful in defining numeric 
precision, byte-order for numeric values still 
differs between systems constructed with little-
endian versus big-endian representations. 
Compounding the problem, programming 
languages and their respective compilers; 
interpreters and libraries (such as Fortran, C, C++ 
and Java), support a different (although 
overlapping) set of numeric representations. 
Basically data created on one machine or by one 
sensor is primarily targeted for processing on one 
particular type of machine. Clearly computing 
platforms differ from lab to lab. Hence, these 
issues form a significant obstacle to data sharing 
within and among our scientific communities. 
 
 
1.1  Application Models 
Being resourceful, scientists have developed 
singular solutions to facilitate sharing particular 
binary data files among a selected set of scientists. 
Each solution is specially crafted and typically 
only a rudimentary level of sharing is achieved. 
The effort required to support basic reading and 
reformatting of binary data left little human 
energy for building more sophisticated ways of 
sharing binary data. 
Effective data sharing facilities must provide 
more than basic cross-platform read and write 
capabilities. Data sharing services must also 
support the following operations on a binary 
dataset: 
•  Selecting a data subset 
•  Combining data from multiple sources 
•  Restructuring and reorganising data 
•  Building index and catalogue structures for 
efficient access to related data 
•  Efficient data transport among networked 
platforms 
We motivate the need for each of these 
services with a brief example. 
Selecting a Data Subset 
An optical telescope records emissions from a 
specific spatial quadrant. Scientists sharing this 
recorded data may be interested in different or 
distinct objects residing in sub-regions of the 
quadrant. Independent queries can select data for 
specified sub-regions and deliver the data subset 
to a target platform for further analysis. Reading 
and transferring only the data of interest greatly 
reduces the cost to retrieve, transfer and store the 
data. 
Combining Data from Multiple Sources 
A set of mobile hydro-phones is deployed to 
gather seismic data. The recording devices (of 
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organized side-by-side to gather data from 
overlapping target areas. Each device produces a 
linear dataset for the target area it moves over and 
stores its data in a separate binary file. An 
enhanced application to predict geological 
features has been developed and scientists would 
like to investigate the region recorded in these 
datasets. Interleaved, coordinated reading and 
combining of the distinct data formats created by 
each device type allows creation of an integrated 
database. 
Restructuring and Reorganising Data 
Applications developed using FORTRAN 
tools and libraries read and write array data in 
column-major order. Consider a two-dimensional 
array having 3 columns and 100 rows. To 
initialise this array with values stored in a binary 
file, the first 100 values read from the file are used 
to fill the first column, the next 100 values fill the 
second column, and the next 100 values fill the 
third column.  In contrast, applications developed 
using C language tools and libraries read and 
write array data in row-major order. To initialise 
the same array from a binary file, a C language 
program reads the first 3 data values to fill the 
first row, the next 3 data values to fill the second 
row, etc. If an analysis application written in C 
must read data created by a FORTRAN 
application, the array values must be transparently 
transposed as they are read from the data file. 
Index and Catalogue Structures 
Consider again the example of seismic data 
gathering  from overlapping target areas. Forming 
an integrated dataset is a two step process: (1) 
convert data formats and representations from the 
varied devices, and (2) combine the separate 
datasets into a single dataset. Step 2 requires 
information about the spatial arrangement and 
target overlap of the hydrophones. To combine 
the converted data, a separate hierarchy of 
catalogue (metadata) information is essential. At 
the lowest level, metadata describes basic 
syntactic features of the files (such as byte order, 
array orientation, record structure, etc). The next 
level of catalogue structure includes domain-
specific syntactic metadata (such as the relative 
spatial position of a sensor). Additional catalogue 
layers can hold domain-specific semantic 
metadata (such as provenance information on how 
and when the dataset was created and use 
restrictions on how the dataset might be applied). 
Such catalogue information is required to support 
proper dataset integration. 
Efficient Data Transport 
When sharing very large datasets it is most 
cost-effective to share a single copy of the dataset, 
moving analysis applications to the data. This is 
not always possible. Policies and services may 
prevent moving applications from one 
organization or computing platform to another. If 
large binary datasets are copied, the two primary 
issues are: (1) the speed (and cost) of copying, 
and (2) retention of metadata associated with the 
binary dataset. A copied binary dataset is useless 
without the syntactic and semantic metadata 
required to ensure platform-independent data 
access. 
Extensive sharing of binary datasets enhances 
our ability to “do science”. Tools are required to 
provide the services we have described. BinX is 
such a tool. 
1.2  Organisation of this Paper 
In Section 2, we present an overview of 
previous work addressing aspects of the problem 
we defined in section one. In Section 3, we 
introduce the BinX language for describing the 
structure of binary files. Example file descriptions 
are provided. Section 4 presents the BinX toolset, 
composed of a library and a set of generic utilities 
for manipulating binary datasets. Examples of the 
BinX Library APIs are also presented. In Section 
5, three case studies using the BinX solution for 
sharing binary datasets are presented. This paper 
concludes with a summary and future plans for 
BinX.  
2  Related Work 
Sharing and exchanging data among varied 
platforms and programming environments has 
long been recognized as a significant problem. 
Several projects have attacked various aspects of 
this problem, using specification languages to 
describe application data. 
The Binary Format Description (BFD) 
language [4] was developed as part of the US 
Department of Energy-funded Scientific 
Annotation Middleware (SAM) project at the 
Pacific Northwest National Laboratory. BFD is 
based on the eXtensible Scientific Interchange 
Language (XSIL) and is very similar in concept to 
BinX. A reference implementation has been 
developed.  
The Hierarchical Data Format (HDF) project 
[8] is run by the National Center for 
Supercomputing Applications (NCSA). It 
involves the development and support of software 
and file formats for scientific data management. 
The HDF software includes I/O libraries and tools 
for analyzing, visualising and converting 
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All other data formats must be converted to HDF 
format. A library of conversion functions is 
provided. In addition, HDF provides software to 
convert (most) HDF files to a standard XML 
representation.  
The External Data Representation Standard 
(XDR) is an IETF standard defined in RFC1832 
[11]. It is a standard for the description and 
encoding of data in binary files. It differs from 
BinX in that XDR is prescriptive of the data 
format whereas BinX is descriptive and the BinX 
language is XML based. 
The Resource Description Framework (RDF) 
is a World Wide Web Consortium (W3C) 
specification [10]. RDF defines an XML-based 
language to describe metadata for web resources. 
The goal is to enable the processing of web data 
from differing platforms. Hence RDF and BinX 
share similar goals and take similar approaches, 
but the RDF focus is web resources not binary 
datasets for e-Science. 
3  BinX – Binary in XML 
BinX defines an annotation language for 
representing meta-data for binary data streams, 
and specifies a data model to describe the data 
types and structures contained in binary data files. 
 As an annotation language, it has the power to 
describe primitive data types such as character, 
byte, integer and floating point, and to represent 
data structures of sequences, arrays and unions. 
  BinX specifies a data model where a BinX 
document contains a virtual dataset and 
annotations describing the data elements in the 
dataset.  The data values corresponding to the 
virtual dataset reside in a binary data file or 
several such files and are included by reference 
from the BinX document. 
BinX supports three representations of an 
annotated binary data stream: (1) The common 
BinX representation, consisting of an unmodified 
binary data file (called the BinX dataset) with a 
standalone BinX document describing the binary 
file; (2) A DataBinX document (see Section 3.4), 
which contains both the meta-data and the data 
values in one XML document; and (3) A MIME 
data stream containing an unmodified binary data 
file with a BinX document describing the binary 
file.  
3.1  Data Types 
BinX supports a broad range of primitive data 
types, particularly those that are important for e-
Science applications. Table 1 summarises 
currently supported BinX data types. 
The underlying physical representation of each 
primitive data type must be described. These are 
platform or environment-dependent aspects 
affecting how data were represented when written 
to a binary file. Two critical attributes are: byte 
ordering and block size. Byte ordering can be big-
endian or little-endian. The block size of a 
primitive type describes how an application or 
input/output library pads data values to maintain a 
uniform block size over a set of data units. 
  
Category  Size  Signed 
Byte  8-bits  Sig & Uns 
Character 8-bits   
Unicode 16  and  32-bits   
Integer  16,32 and 64-bits  Sig & Uns 
Float  32, 64, 80, 96, 
and 128 bits 
 
Void zero  bits   
Table 1.  Primitive BinX data types. 
 
3.2  Data Structures 
The BinX language supports an extensible set 
of data structures. The basic data structures 
include multi-dimensional arrays, ordered 
sequences of data fields, and unions (which allow 
dynamic specification of data types when reading 
a binary data file). Table 2 contains a summary of 
the basic BinX data structures. Three types of 
arrays are supported. A fixed size array consists of 
one or more dimensions. The extent of each 
dimension is defined specifically in the BinX 
document. A variable size array consists of one or 
more dimensions. The extent of all but one 
dimension is defined in the BinX document. The 
size of the variable length extent is resolved by 
reading an extent value from the binary data file. 
A streaming array is a one dimensional array 
containing an unknown number of entries. The 
number of entries is discovered by reading array 
values from the binary file until reaching the end 
of the file.  
  
Category  Type  Feature 
Array Fixed  size  Multi-dimensional 
 Variable 
size 
Multi-dim with one 
variable dimension 
 Streaming  One-dim  with 
dynamic # of entries 
Struct   Ordered  fields 
Union    One of a list of types 
Table 2.  Primitive BinX data types. 
 
A BinX structure defines an ordered sequence 
of other data types. Each occurrence of the 
structure must include all fields in the specified 
order. A BinX union defines a list of selectable 
data types.  Each occurrence of the union includes 
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list. The selected type can vary with each 
occurrence. 
 
3.3  Data References 
The common BinX representation consists of a 
standalone BinX document describing and 
referencing data in separate binary files. The 
BinX data model defines two ways of referencing 
a binary data values from the BinX document: 
1)  Local file system pathname – The pathname 
is evaluated to locate the BinX dataset. All 
default annotations in the BinX document 
pertain to the BinX dataset.  (This type of 
reference is shown in Figure 1 by the src 
attribute of the dataset element.)  
2)  XPath/XLink expression – The expression is 
evaluated to locate the BinX dataset 
elements. The data elements may be in the 
same document or another one.  
Another data reference model in BinX is the 
“defineType” mechanism, which enables users to 
define their own data structures as macros that can 
be reused (referenced) repeatedly.  This feature is 
important as the user can assign semantically 
meaningful names to types and individual data 
elements. In section four, we discuss how these 
names can be used to select meaningful (named) 
subsets of a binary file. Figure 1 shows a BinX 
document exemplifying the BinX language 
features we have discussed in this section. 
 
<binx byteOrder="bigEndian" 
  blockSize="32"> 
  <definitions> 
    <defineType typeName="complexType"> 
      <struct> 
        <float-32 varName="real"/> 
        <float-32 varName=”imaginary"/> 
      </struct> 
    </defineType> 
  </definitions> 
  <dataset src="testFile.bin"> 
    <float-32 varName="StdDeviation"/> 
    <integer-32 varName="IterCount"/> 
    <arrayFixed> 
      <useType typeName="complexType"/> 
      <dim indexTo="99" name="x"> 
        <dim indexTo="4" name="y"/> 
      </dim> 
    </arrayFixed> 
  </dataset> 
</binx> 
Figure 1. An example BinX description. 
 
Figure 1 shows a simple BinX description. The 
root tag is <binx>. User-defined type definitions 
are contained within the <definitions> tag, 
followed by one or more file descriptions 
contained within the <dataset> tag. In the 
definitions section, a new type “complexType” 
has been declared . It defines a struct containing 
two floats, one called “real” and one called 
“imaginary”. One binary file is specified in the 
dataset section. It is located in /testFile.bin. The 
file contains a float (StdDeviation) followed by an 
integer (IterCount) followed by a fixed sized two 
dimensional array. Each array entry is of the new 
complex number type. 
3.4  DataBinX 
A standalone BinX document provides a 
highly efficient annotated representation for a 
binary data file. It requires minimal additional 
storage space and network bandwidth to maintain 
the compact BinX document. This representation 
is well suited for applications that manipulate the 
entire binary file. To manipulate a subset of the 
binary file, it can be advantageous to build a 
DataBinX representation of the binary file. A 
DataBinX file contains data values from the 
binary file and elements from the BinX document. 
Each binary file value is converted to character 
representation and annotated with all of the BinX 
document elements required to fully describe the 
original binary representation of the data value. 
The DataBinX representation is useful when 
performing queries (based on annotations) over a 
binary file. Figure 2 shows the DataBinX file for a 
fixed sized array containing two columns and two 
rows of the user-defined type “complexType”.  
 
<databinx> 
 <dataset> 
  <arrayFixed> 
   <dim name="x"> 
    <dim name="y"> 
     <struct> 
       <float-32>0.334e5</float-32> 
       <float-32>0.112</float-32> 
     </struct> 
    </dim> 
    <dim name="y" 
     <struct> 
       <float-32>0.445e6</float-32> 
       <float-32>0.223</float-32> 
     </struct> 
    </dim> 
   </dim> 
   <dim name="x"> 
    <dim name="y" 
     <struct> 
       <float-32>0.556e7</float-32> 
       <float-32>0.334</float-32> 
      </struct> 
     </dim> 
     <dim name="y" 
      <struct> 
        <float-32>0.667e8</float-32> 
        <float-32>0.445</float-32> 
       </struct> 
     </dim> 
   </dim> 
  </arrayFixed> 
 </dataset> 
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Figure 2. An example DataBinX file. 
 
The DataBinX representation is a verbose, but 
appropriate representation for executing queries 
expressed in XPath or XQuery to select a subset 
of the binary file data. It is an intermediate 
representation that facilitates fine-grained 
searching and restructuring of a binary data file. It 
is not intended to be a long-term, persistent 
representation scheme.  
4  The BinX Library 
The BinX Library is a middleware package 
supporting the BinX model by providing access to 
large binary data files through a BinX document.  
As a software product, the BinX Library provides 
three levels of service:  
1)  Implements a broad range of generic utilities 
that solve common data transformation 
problems, 
2)  Defines and exports a high-level API for easy 
application development by scientists who 
need to access binary datasets, and 
3)  Defines and exports a flexible mid-range API 
supporting the development of potentially 
complex data translation and transformation 
tools by software developers, such as the 
edikt team. 
 
 
BinX 
file 
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file 
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Figure 3. The BinX Library using a BinX 
document to process a binary file. 
 
Figure 3 illustrates how the BinX file is 
currently used in practice. The BinX file describes 
the structure and format of a binary data file and 
may contain a link to that file. The BinX Library 
provides the foundation for tools that can read a 
very wide range of file formats. Such tools could 
be presented as Web services and provide 
functionality to convert between formats, to 
extract data subsets (e.g. slices or diagonals of an 
array), or to browse the file. DataBinX, for 
example, is a tool that generates an XML version 
of a binary data file based on the BinX 
description. 
In many applications we anticipate that BinX 
descriptions will be included as part of application 
specific metadata, so that tools based on the BinX 
Library can be used to efficiently process those 
binary files. 
4.1  The Core Functionality 
The BinX Library provides a core C++ API to 
read data from and to write data to binary files 
based on the BinX description. The library 
includes the following core functions.  
•  Access to data elements in binary files based 
on the BinX description: 
–  The data is presented in native language 
types 
–  Access is efficient – only those things 
requested are read from disk, data can be 
read in chunks and copying is 
minimized. 
•  Automatic conversion of data to native form: 
–  Swapping of byte ordering 
–  Removing or adding padding 
•  Annotate a binary dataset: 
–  Generate a BinX document based on 
memory-resident data structures 
–  Write the data values into binary files 
–  Write the associated BinX document 
4.2  Generic Utilities 
In addition to the library, BinX provides the 
following utilities which can be used as part of an 
end-user application. These tools are based on the 
core functionality accessible through the BinX 
Library APIs. Available utilities include: 
•  DataBinX generator – explicitly generates the 
XML view of the binary data. 
•  DataBinX parser – generates a binary data 
file and a BinX document from a DataBinX 
file. 
•  SchemaBinX creator – aids in creating a 
BinX document file. 
•  Data extractor – extracts a sub- or super-
dataset from one or more BinX-annotated 
datasets, using a selection specification and 
an output specification. 
•  Binary file indexer – builds an index of byte 
offsets to identified data items in a binary 
file. 
4.3  Application Programming 
The API can be used to develop domain-
specific applications that require data extraction 
and data conversion of arbitrary binary data files. 
The API defines C++ classes associated with 
BinX objects, such as the BinX document, and the 
primitive and composite data types. For example, 
there is a class BxInteger32 that corresponds to 
the BinX language element <integer-32>.  The 
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BinX document, read, write, and convert binary 
data, and output a new BinX document or a 
DataBinX file. Given the rich functionality 
provided by the BinX Library, BinX applications 
can be developed with minimal effort. 
4.4  Current Status 
BinX is currently being developed by edikt 
(http://www.edikt.org/), based at the National e-
Science Centre at the University of Edinburgh. 
The first release of a C++ library which 
implements much of the above functionality is 
now available from http://www.edikt.org/binx. 
5  Case Studies 
The BinX Library has been used mainly as a 
data transformation tool in the field of 
Astronomy, Particle Physics, Bioinformatics, and 
within Grid Data Services (GDS). It is used as a 
means of data extraction, conversion, and 
transportation. In Astronomy, it is used to convert 
data between VOTable and FITS formats; and in 
particle physics, it is used to merge datasets from 
distributed remote sites for central data 
processing.  In addition, it is used to pack datasets 
for transport over the Internet and unpack datasets 
as SAX events for data mining applications. We 
describe these use cases in the following sections. 
5.1  Astronomical Data Conversion 
BinX has been applied to solve data 
convergence problems in the Astrogrid [3] 
project. Astrogrid applications use a few complex, 
table-based data formats which include a self-
describing binary table format called FITS 
(Flexible Image Transport System) [7] and an 
XML annotated table representation called 
VOTable (Virtual Observatory Table) [12]. 
A FITS file contains a primary header and a 
number of optional extensions.  The primary 
header may contain a dataset in binary format 
determined by a designator in the header.  Each 
extension has its own header and an inline binary 
dataset.  Headers are composed of 80-character 
blocks where parameters are saved.  The 
parameters can be variable-value pairs or simple 
commentary.  A binary dataset can be an image or 
tabular data.  For tabular datasets, metadata 
describing table size, etc. are given as predefined 
variable parameters in the extension header. 
A VOTable  is an XML-based data annotation 
language to describe syntactic and semantic 
aspects of astronomical datasets for storage and 
interchange. The VOTable model and the FITS 
model overlap in terms of expressive power, but 
each also presents some unique model aspects.  
Applications assume a specific input format. If 
an application assumes FITS file input and the 
dataset is available only in VOTable format, then 
there is a requirement to convert a FITS file into a 
VOTable document. Other applications assume 
VOTable input and may require the reverse 
conversion. 
When converting between these two formats, 
we must retain as much meta information as 
possible.  Several rules are required to define 
mappings between the two formats.  In either 
conversion process, DataBinx is used as an 
interlingua to store intermediary data for 
transformation through XSLT[15].  By using 
XSLT scripting it is easy to customise a partial or 
special transformation as required.  BinX utilities 
are used to generate or parse a DataBinX 
document, and two additional programs (using 
XSLT) are responsible for parsing and generating 
the converted files. 
The Astrogrid project is also interested in 
transporting large VOTable documents over the 
Internet.  VOTable documents containing 
annotated binary datasets are potentially too large 
to transport over the Internet.  It is therefore 
necessary to reduce the document’s size for cost-
efficient transportation.  Using the BinX Library 
and XSLT, the VOTable document is converted to 
a DataBinX representation and then to the 
common BinX representation. The common BinX 
representation is further compressed using zip and 
then transported over the Internet. At the 
destination, the reverse steps are performed to 
transform the compact package back to the 
original VOTable document. 
5.2  Particle Physics Matrix Transforms 
The QCDGrid project [9] develops 
applications that use data distributed across 
several sites.  A typical single site dataset consists 
of a four-dimensional array, where each array 
entry is a two-by-three array of complex numbers. 
This four-dimensional array stores data for a 
single point in time. The total input dataset for an 
application is constructed from a sequence of 
four-dimensional arrays, each storing data for a 
different time slice and each residing at different 
sites. Sites are somewhat independent and may 
store array values based on different orderings of 
array dimensions. 
Various types of data transformations are 
required to construct a total input dataset for a 
QCDGrid application, including: 
•  Matrix transposition – such as, converting 
row-major order to column-major order. 
•  Matrix expansion -   such as, recovering a 
compressed three-by-three unitary matrix 
from a two-by-three unitary matrix, based on 
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expanded matrix. 
•  Matrix coalescence – such as, appending a 
sequence of arrays, each representing a 
distinct time slice. 
Figure 4 shows a BinX document for a typical 
single site, particle physics dataset. The 
definitions section defines two abstract data types: 
(1) the structure for a double precision complex 
number, and (2) a two-by-three array of complex 
numbers. The dataset section describes a dataset 
containing a four-dimensional array, where each 
array entry is a two-by-three array of complex 
numbers. 
 
<binx byteOrder="bigEndian"> 
<definitions> 
  <defineType typeName="complexDouble"> 
    <struct> 
    <double-64 varName="Real"/> 
    <double-64 varName="Imaginary"/> 
    </struct>   </defineType> 
  <defineType typeName="matrix2x3"> 
    <arrayFixed> 
     <useType 
            typeName="complexDouble"/> 
     <dim name="row" indexTo="1"> 
     <dim name="column" indexTo="2" /> 
     </dim> 
   </arrayFixed>   </defineType> 
</definitions> 
<dataset src="PPfileTime"> 
  <arrayFixed                           
       varName="gaugeConfigTimeslice"> 
    <useType typeName="matrix2x3"/> 
     <dim name="mu" indexTo="3"> 
     <dim name="x" indexTo="15"> 
     <dim name="y" indexTo="15"> 
     <dim name="z" indexTo="15"/> 
     </dim>   </dim>   </dim> 
   </arrayFixed> 
</dataset> 
</binx> 
Figure 4. BinX document for a PP dataset. 
 
Datasets conforming to this schema and 
corresponding to distinct time slices are stored in 
separate files. An application wishes to use these 
datasets as input. To meet the input requirements 
of the target application, the disparate input files 
must be appended in time slice order, and each 
four-dimensional array must be transposed. The 
application code fragment in figure 5 uses the 
BinX Library to read the input datasets in time 
slice order, transpose the four-dimensional matrix 
from the ordering [µ, x, y, z] to the ordering [z, y, 
x, µ], and write the transposed, coalesced matrix 
to a single binary file. 
The BinX Library performs complex 
operations in a single method invocation. For 
example, the method getDataset opens and 
processes the BinX document, and opens and 
prepares the associated binary file for further 
processing. The BinX method getArray extracts 
the four-dimensional array from the binary data 
file, based on the dataset structure defined in the 
BinX document. The BinX method get extracts a 
single array entry (which in this example is a two-
by-three array of complex numbers). The BinX 
method  toStreamBinary writes the binary 
representation of the extracted array entry to an 
output stream. The output stream can be 
connected to any entity supporting the stream 
protocol, such as a file system, a pipe, or a 
streaming message service. 
 
for (int t=0; t<NumOfTslices; t++){ 
  BxBinxFileReader * pReader = 
     new BxBinxFileReader(files[t]); 
  BxDataset * pData1 = 
     pReader1-> getDataset(); 
  BxArrayFixed * pArray = 
    pData1->getArray(0); 
  for (int z=0; z<16; z++) { 
    for (int y=0; y<16; y++)  { 
      for (int x=0; x<16; x++) { 
        for (int mu=0; mu<4; mu++){ 
           BxDataObject * pData = 
                 pArray->get(mu,x,y,z); 
           if (pData != NULL){ 
             pData->toStreamBinary(fo); 
             delete pData; 
           } // if 
        } // for (mu 
      } // for (x 
    } // for (y 
  } // for (z 
  delete pReader; 
} // (for t 
Figure 5. Transpose and coalesce matrices. 
 
5.3  BinX and GridFTP  
BinX has much to contribute to the grid. The 
GridFTP specification [1], developed in the 
Global Grid Forum (GGF), defines extensions to 
FTP services within a grid environment. High 
performance transportation of binary files is a 
critical service in the grid. An experiment is 
underway to incorporate the BinX Library and 
utilities into an implementation of GridFTP. 
GridFTP implements the data transport services 
and BinX manages data schema, provides local 
data access, and performs platform-dependent 
data transformations. 
BinX also works above the network layer 
protocols of GridFTP to pack XML-annotated 
data using the common BinX representation. This 
is the same technique used to pack and unpack 
large VOTable documents for transport over the 
Internet. When unpacking data at the destination, 
SAX events can be used to notify GridFTP of 
each data element.  
6  Conclusions and Future Work 
The ability to read binary data that was written 
by a sensor or by an application running on 
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Using the BinX description, the BinX Library can 
read binary data and present it to an application in 
data types that are native to the host machine and 
the programming environment in which the 
application is executing. The application can 
immediately perform calculations using these 
values.  All platform-specific conversions have 
been performed by BinX. 
BinX is descriptive rather than prescriptive.   
This means that it can be used to access the large 
amount of legacy scientific data stored in binary 
data files. It is hoped that the BinX Library will be 
used to provide Grid data services for the binary 
data files on various platforms and file systems. 
In the future, BinX will play a more major role 
in the grid. The Data Format Definition Language 
(DFDL) working group in GGF [6], grew out of 
BinX. DFDL is an XML-based descriptive 
language to delineate the structure and semantic 
content of all file types [14]. It embraces rich 
semantic descriptions based on standalone 
ontologies. BinX is viewed as a subset of DFDL, 
restricted to binary files and supporting limited 
semantics. We hope to incrementally extend the 
BinX Library, creating early prototypes of the 
DFDL specification [13]. 
The Data Access and Integration (DAIS) 
Working Group in GGF has specified protocols 
and interfaces for a Grid Data Service (GDS). A 
GDS assists with access and integration of data 
from separate data sources via the grid.  The 
DAIS specification [2] is broad and flexible, 
allowing the construction of GDSs that provide 
access to relational databases, XML databases, 
and file systems composed of directories, text 
files and binary data files. 
BinX can be packaged as a GDS to access 
binary data files. A BinX-based GDS could accept 
and execute XPath and XQuery expressions that 
select all or parts of one or more binary data files, 
and combine them into a single result set. It is also 
possible to build a simple SQL wrapper to 
translate a restricted set of SQL queries into 
XQuery expressions for execution. We hope to 
package BinX as its own grid data service, using 
edikt’s Enterprise Level Data Access Services 
(Eldas) [16]. 
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Abstract. We have developed a tool for parametric electro-
magnetic design studies using industrial analysis code for the 
design search and optimisation of photonic crystals. This soft-
ware tool allows engineering users to transparently access Grid 
compute components for an end-to-end design of a photonic 
device using computational electromagnetics. In this paper, we 
give an overview of the industrial application background, pre-
sent some aspects of the interface developed, and discuss some 
of the issues involved in the computational tasks and the stor-
age of metadata. 
 
1  Introduction 
Industrial engineering applications fre-
quently require resources which are often 
not available to or accessible from small or 
medium sized enterprises (SME). This can 
be due to the high acquisition and/or main-
tenance cost of large computer systems or 
that of specialised software applications or 
due to the sporadic nature of the load 
placed on such a resource which does not 
justify its outright acquisition. 
Grid technology [1] addresses these needs 
by enabling large-scale resource sharing 
over the web and thus offers SMEs the pos-
sibility of cost-effectively using software 
services and compute resources on an as-
needed or on-demand basis. 
We concentrate on the field of Computa-
tional Electromagnetics (CEM) within the 
area of Engineering Design Search and Op-
timisation, in which companies endeavour 
to find product designs which optimally 
fulfil certain objectives and respect con-
straints placed on them. 
Grid-enabled Electromagnetic Optimisation 
(GEM, [2]) is a DTI-funded project in 
laboration with Mesophotonics Ltd [3], a 
start-up company working on the design, 
fabrication and characterisation of next-
generation planar photonic devices. We will 
demonstrate the use of Grid resources for 
parametric studies of photonic crystals de-
sign. 
collaboration with Mesophotonics Ltd [3], a 
This paper is organised as follows. Section 
2 gives a brief overview of the application 
background, in section 3 we detail some of 
the technology used. Section 4 discusses 
the user interface and issues we encoun-
tered are discussed in section 5 before we 
present further work in section 6. 
2  Application 
Mesophotonics Ltd is a company specialis-
ing in the development and manufacturing 
of optical components for state-of-the-art 
communication devices. Their expertise and 
interest lies primarily in the computational 
and experimental investigation of Photonic 
Crystals (PCs) and the exploration of the 
characteristic light transmission properties 
for subsequent commercialisation. 
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Figure 1 The geometrical design of a photonic 
crystal determines its light transmission proper-
ties. 
A typical example of a PC is shown in fig-
ure 1. The base material is a silicon sub-
strate with periodic changes in the dielectric 
constant, which can be obtained by, for ex-
ample, etching a silicon wafer using a pre-
defined geometrical pattern. The geometry 
used determines the transmission and re-
flection properties of the crystal for electro-
magnetic waves with wave lengths corre-
sponding to that of visible and infrared 
light. These PCs can be used as components 
for filters, splitters or other optical devices. 
Suppose an engineer wants to optimise the 
electromagnetic transmission properties of 
such a PC. There exist designs which ex-
hibit a reduction of light propagation within 
a specific frequency range, called a 
photonic bandgap (PBG) of the crystal. For 
certain applications, it is desirable to obtain 
a large bandgap in the frequency spectrum.  
The size of the bandgap for a number of 
design geometries can be investigated by 
sampling the parameters r and d across a 
range of values. Every design point gives 
rise to a different frequency spectrum f(r,d) 
for the transmission of light; and after post-
processing this spectrum, we obtain differ-
ing band gap values b(r,d) for the corres-
ponding geometries. 
This approach can be seen as initial design 
search, from which further local design op-
timisation can be carried out at a later stage. 
The number of designs and the number of 
parameters varied for each design can be 
large and thus gives rise to many solutions 
and large amounts of data. All of these so-
lutions – if good or poor – yield valuable 
information for later design optimisation 
and need to be preserved in a design data 
The analysis of the frequency spectrum for 
a given geometry is 
base. They may also be re-used in the de-
sign of future devices. 
the computationally 
rameters, we employ the LP-tau De-
bled desktop computers 
he company has 
ftware and would 
(b) 
alysis package to 
(c) 
ise this using an 
(d) 
nd what re-
most expensive part as it involves a full 
finite difference time domain (FDTD) 
based analysis with a subsequent Fourier 
transformation of the obtained time spec-
trum. 
To sample the large space of possible de-
sign pa
sign of Experiment (DoE) method, which 
can at present be accessed through a web 
interface and will be available as a grid ser-
vice in due course. 
The computation currently takes place on a 
pool of Condor-ena
or – if a Linux executable can be used – on 
Globus-enabled resources. 
2.1 Application Scenarios 
(a)  A software engineer at t
developed analysis so
like to use a Design of Experiment ser-
vice to obtain optimal distribution of 
design points. The computation using 
his executable should be carried out ef-
ficiently on a cluster of machines 
within or outside the company and the 
resulting data and metadata shall be 
stored in a database. 
The engineer would like to use a com-
mercial solver and an
compare results, which is available on 
the web exposed via a Grid service. The 
design point data is already stored in 
the database. 
The engineer selects a specific design 
and would like to optim
Optimisation Service on the Grid. The 
computation will take place both lo-
cally for the objective function and 
through a compute service for obtaining 
updates of the design point. 
A new engineer wants advice about 
how to run a design search a
sources to use. The knowledge-based 
advice service will help and guide set-
ting up the components based on the 
knowledge extracted from previous 
senior engineers’ tasks. 
Incoming  
EM wave 
Transmitted
EM wave 
Photonic 
Crystal 
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3  Middleware 
For initial parametric studies of the designs, 
ed Matlab [4] as a problem 
ice interconnects, we have 
Computational Grids make it possible to 
 of distributed engineer-
tly inte-
grate access to Grid resources. The Geodise 
eodise high level routines, which 
nd hence operating system inde-
we have employ
solving environment and used the Grid in-
terface functionality developed by the Geo-
dise project [5]. 
As the XML based SOAP is the protocol 
used for web serv
developed and integrated the XML Toolbox 
for Matlab [6] to be able to convert the pro-
prietary Matlab structures into XML and 
vice versa. 
4  User Interface 
access a wide range
ing applications and services. However, the 
consumption of these services remains dif-
ficult due to the lack of high-level tools to 
support engineers. One way of integrating 
Grid computing into engineering applica-
tions is by providing interface functions 
project provides such interfaces for the 
Matlab problem solving environment for 
access to compute as well as database re-
sources. 
We have developed a user interface on top 
of the G
which seamlessly and transparen
    
    
Figure 2. Graphical user interface/portal for (a) project definition, (b) process flow editing with 
Grid component insertion, (c) design parameter definition and (d) visualisation capabilities. 
provides a straightforward to access and 
integrate Grid services for parametric CEM 
studies. 
Figure 2 shows examples of this Matlab 
based (a
pendent) user interface. The GEM portal 
starts up with the project definition screen 
for the engineer, where details such as user 
name, project name and information can be 
entered. The process flow editor then al-
lows integrating Grid and local components 
into the solution architecture. At present, all 
services are represented by XML files con-
taining service descriptions, in future these 
will be discovered and retrieved at run-
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time. The parameter definition screen lets 
the user choose the range of design vari-
ables and select parameters for a DoE (if 
not requested from the DoE Grid service).  
 
Figure 3. Matlab script for interaction with da-
ta
The local directory tree with all data neces-
sary for a submission for the analy
bases on the Grid.  
sis is 
and execution as well as 
 script which can be used to create 
In an industrial environment, resources can 
 offers the possibil-
is results 
come the 
then created in the background and the en-
gineer can start the computation on the 
compute screen, where resources can be 
further specified. 
The monitoring pane allows the inspection 
of the job queue 
the results while the job is running re-
motely. After jobs have finished, the engi-
neer will be able to query job details and 
results from a Xindice database, where 
metadata about the runs and designs has 
been stored. A visual examination of the 
results will be possible via the visualisation 
pane. 
Figure 3 shows cut-outs from a created 
Matlab
Archive D
ess to Grid resources  
 
sign'; 
.param.d] = designpoint(i); 
]; 
  
le, outfile ); 
); 
y results:  
ns with bandgap bigger than 99 
odel = pbg_design & … 
sult 
des
tandard.fileID}, … 
me/Eng007/pbg_files/' ) 
les/*') 
PBG designs, store the related metadata in a 
database on the Grid and query this data 
later to retrieve designs with specific prop-
erties. 
5  Issues encountered 
be very scarce. The Grid
ity of incorporating unavailable resources in 
the business workflow. Not only the (hori-
zontal) computational workflow which we 
have been looking at in this paper is impor-
tant, also the overall inclusion of Grid tech-
nology in the vertical business workflow 
which ranges from an initial design idea via 
computational electromagnetics to sharing 
of manufacturing data to the product which 
then needs to be verified experimentally. 
The results of the experiment as well as the 
performance of the product in the final 
application are all aspects which are 
important to the industrial partner and can 
be associated with future Grid technology. 
Of high importance for commercial entities 
is the security of code and analys
when being executed or transferred across 
the internet and such issues are addressed 
by, for example, WS security [7]. 
Amongst some of the interoperability issues 
we have faced, one was to over
proprietary data formats of existing soft-
ware packages. During the course of this 
project, we developed for example the 
XML Toolbox for Matlab to be able to 
convert proprietary data type formats into 
an open standard XML format. This was 
necessary to enable us to create and use 
generic parameter description for a seam-
less combination of heterogeneous compo-
esign Data: 
% create proxy for acc
gd_createproxy; 
 
metadata common to all designs % define design 
m.m del = 'pbg_de o
   
% do computation for 1000 design points 
for i=1:1000 
 
 % create design point (r,d) 
 [m.param.r, m
 infile  = ['geometry_', num2str(N), '.cad']; 
 outfile = ['spectrum_', num2str(N), '.dat'
 
 % call routine that creates geometry file 
create_pbg_geometry_file( infile, m.param );   
 
 % archive geometry definition and metadata 
gd_archive( infile, m );   
 
spectrum for design  % Grid-compute frequency 
 compute_pbg( m.param, infi
 
 % post-process result and obtain bandgap 
 m.result.bandgap = postprocess_pbg(outfile
 
 % archive spectrum results and metadata 
 gd_archive( outfile, m ); 
 
end 
 
Quer
% find all desig
M = gd_query( 'm
               result.bandgap > 99.7' ) 
M: 4x1 struct array with fields 
    standard, access, model, param, re
 
Now,   is a vector of structures containing the m M etadata of all PBG 
ns with bandwidth larger than 99. In this case, four designs  ig
tch ma  the query. The associated files can be retrieved and viewed: 
Retrieve results: 
gd_retrieve( {M.s
             '/ho
diplay_freqSpect('/home/Eng007/pbg_fi
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nents and to subsequently be able to store 
XML (meta-)data in a native XML data-
base. 
In addition offer almost all currently acces-
sible Globus-enabled resources on the UK 
Grid Linux-based operating systems 
b Ser-
form para-
al electro-
 webpages 
rk will also include the set-up of 
isa-
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y/ws-secure 
whereas most of the software used in SMEs 
is Microsoft Windows based, i.e. there are 
issues with usage of these resources. 
6  Conclusion & Future Work 
We have used locally available We
vices and a Condor pool to per
metric studies for computation
magnetics problems in an SME. 
We are currently concerned with the inte-
gration of web service access and function-
ality within a Web portal, i.e.
through which engineers can access/use the 
services. 
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774positories tend to be isolated from one another,
with poor interoperability between them. En-
abling distributed access using Grid technology
would make it possible to interact with these re-
positories and extract information that has previ-
ously been unobtainable. This has the potential to
add signiﬁcant value to the images for clinicians
and researchers.
To realize this added value, computationally ex-
pensive image processing algorithms are likely to
be needed. An important example is image regis-
tration, which enables quantitative comparisons
between images by determining the transforma-
tion required to match one to the other using vary-
ing numbers of degrees of freedom. The method
can be used to quantify change over time in serial
imaging studies, to fuse information from differ-
ent modalities, or to fuse information from differ-
ent subjects. When comparing subjects or groups
of subjects, image registration can be used to gen-
erate atlases - authoritative reference data sets that
describe human anatomy and provide statistical
information about sizes of structures or normal
variations.
Atlas generation is of particular potential be-
neﬁt when applied to diffuse brain diseases,
such as Alzheimer’s dementia. At present, ima-
ging serves as an adjunct in the management
of patients with dementia. A particularly use-
ful method is serial magnetic resonance imaging
(MRI) for monitoring disease progress. MRI can
provide surrogate endpoint markers for assessing
the efﬁcacy of new dementia treatments in drug
trials [1]. Image registration of serial MRI’s is a
proven research tool that identiﬁes patterns of dis-
ease progression [2]. So far, the cohorts that have
been studied have been small. Processing was
centralized and therefore time-intensive. It would
be desirable to study large cohorts, requiring
seamless access to distributed data sources and
massive parallel processing facilities. The Grid
infrastructure promises to provide both, thereby
enabling interactive analysis.
Making a ﬁrst-time diagnosis of diffuse brain dis-
ease on MRI can be challenging, as pathological
changes are often subtle and difﬁcult to distin-
guish from normal age-related changes. When
faced with such cases, radiologists may employ
printed atlases generated from a normal indi-
vidual to compare the patient’s images with. This
approach, however, does not fully solve the prob-
lem, since the atlas will not usually be matched to
the patient’s age and condition and there may be
problems in comparing anatomical slices that are
not well matched for spatial location. In addition,
it introduces the new difﬁculty of distinguishing
betweennormalanatomicalandpathologicalvari-
ation among individuals. The ideal atlas reference
would be one that is matched to the patient’s age,
gender, background and medical history, that is
geometrically aligned with the patient’s own cra-
nium, and that also represents normal variability
in structures of interest. This can be achieved
withaninteractiveregistrationapplicationthatac-
cesses a repository of MRI images, enables the
selection of subjects that match the patient by se-
lectable criteria, and provides quantitative com-
parisons of brain structure shapes and sizes - a
"dynamic brain atlas" [3].
The goal of this work is to explore the possibilit-
ies and requirements for a Grid-based registration
service that might help with decision support in
health care and clinical research. We developed
a basic service and created a prototype interface
tool that enables non-technical users to submit re-
gistration processes as required for dynamic atlas
generation.
Material
We developed the prototype tool, termed the
IXI (Information Extraction from Images) Work-
bench, as an image registration service with a
web-based interface. It builds on the following
technologies:
Registration Software
At the core is a suite of programs for registration
of multi-modality images using voxel-similarity
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by one of the authors (DR) and previously de-
scribed in [4]. The output of the image registra-
tion process is a ﬁle specifying the spatial trans-
formation that maps one image to another. This is
called a DOF (degrees of freedom) ﬁle.
Database
A MySQL database is used for intermediate stor-
age of images as well as objects arising from ana-
lysis processes, such as transformation descrip-
tions (DOF ﬁles).
Web Interface
The Cocoon XML publishing framework is used
for extracting and presenting database informa-
tion, for collecting user input and for launching
Grid processes. Cocoon is a servlet that offers
various ways of programming interaction with
data sources. We wrote user and database interac-
tion modules as Extensible Server Pages (XSP).
The Cocoon sitemap feature allows such modules
(e.g. XSP’s) to be arranged to represent a work-
ﬂow.
Grid Toolkit
We have implemented two versions of the IXI
Workbench. One of them uses the Globus Toolkit
2.4 (GT2). Globus processes are invoked from
bash shell scripts, which are called from the web
interface using a server-side Java runtime.exec
call. A second implementation is based on an
alpha release of the 3.0 version of the Globus
Toolkit (GT3). Here, a GRAM (Globus Resource
Allocation Manager) RSL (Resource Speciﬁca-
tion Language) ﬁle was created from user input
and pipelined for Grid-based execution. The GT2
version is more reliable, but we expect the GT3
version to become our main platform as GT3 ma-
tures.
Image Import
Images in DICOM (Digital Imaging and Com-
munications in Medicine) format are loaded from
an accessible ﬁle system using conversion soft-
ware and a standalone Perl script for importing
metadata. The script also handles conversion
of series of two-dimensional images into single
three-dimensional datasets.
User Interaction
Following log-in, the user is prompted to select a
registration target from a list of currently avail-
able image datasets (page choosetrg, Fig. ). A
SQL-like search statement (limited for security
reasons) can be entered to restrict the number
of entries displayed. In the next step, the list
and SQL search options are shown again, with a
prompt to select source datasets (page choosesrc).
On submission of this selection, a bash script
is invoked once for every pairing of target and
sources (page gridsubmit). The output of each
script process is loaded back into the database as
a transformation-description object.
Discussion
Medical images have provided a vast amount of
critical information to doctors and researchers.
Traditional approaches have relied on detailed
study of individuals or small groups of subjects.
The methods used are not easily scaled to deal
with extracting the wealth of information bur-
ied in the rapidly expanding image repositories
that are now becoming available. To achieve this
scalability requires new tools and levels of integ-
ration and interoperability. The Grid has great po-
tential to provide for these needs, but it may be
some time until client installations become com-
monplace. To explore this potential, and to fa-
cilitate testing by appropriate users, we created
an image registration service based on a scalable
database structure, with a web-based front end
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
777Figure 1: Screen shot of page choosetrg
that can be accessed with any HTML-compliant
browser. Emerging Grid capabilities are thus ac-
cessible using familiar technology, such as ubi-
quitous internet enabled personal computers.
The IXI Workbench consists of a database
and a set of dynamically generated HTML
forms providing search and update capabilities
geared towards atlas generation. The design al-
lows simple extension of the database to hold
new types of objects, beyond the current im-
age and transformation-description objects, with
the interface adapting automatically or semi-
automatically.
Another feature of the Workbench is modularity.
This should help with extension of the workbench
to keep pace with Grid developments and to cater
for the expanding needs of the project.
Future Work
The ﬂexible database design, the modular ap-
proach and the Grid service model will in the fu-
ture enable us to provide a more ﬂexible work-
bench service, which can be conﬁgured to suit im-
age registration tasks other than atlas generation,
e.g. intermodality image fusion and quantifying
change in serial imaging studies. Speciﬁc devel-
opment areas are:
Automated image import. Currently, the
import method has to be adapted depending on
the data source. Ideally, a remote source of image
data should supply descriptive metadata, enabling
import of images without any manual adaptation.
TheupcomingMIRC(MedicalImagingResource
Center) standard may provide a solution [5].
Parallel processing. The Workbench is be-
ing extended to allow submission of the analysis
tasks to Condor clusters.
Security. Although Cocoon provides a fair
level of security by running server-side processes
under a non-privileged user ID, and although the
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that can be made in databases, a risk of abuse re-
mains when providing any web application. To
reduce such risks, careful input validation is re-
quired, and this will need to be taken into account
in the further development of the Workbench in-
terface. The exposure of the Grid back end as
such is minimal, since it is protected by the Grid
Security Infrastructure. Also, the back end need
only be opened to the server running the Work-
bench application, as long as no other client ac-
cess is required.
Conclusions
Medical imaging research, clinical radiology and
drug discovery are set to beneﬁt from Grid ser-
vices that enable large-scale image processing
and to access distributed image resources. We
have built a prototype image registration service
and a Workbench to make it accessible through
a web client. The IXI workbench is designed to
take advantage of Grid functionality in provid-
ing image registration technology in the novel
form of a freely accessible, but secure service
that can accommodate changing and growing de-
mands. Other applications are under development
that link directly with image archive systems.
References
[1] Smith AD. Imaging the progression of
Alzheimer pathology through the brain. Proc
Natl Acad Sci USA 2002 Apr 2;99(7):4135-
4137
[2] Scahill RI, Schott JM, Stevens JM, Rossor
MN, Fox NC. Mapping the evolution of re-
gional atrophy in Alzheimer’s disease: Un-
biased analysis of ﬂuid-registered serial MRI.
Proc Natl Acad Sci U S A. 2002 Apr 2;
99(7):4703-4707
[3] Hill DLG, Hajnal JV, Rueckert D, Smith SM,
Hartkens T, McLeish K. A Dynamic Brain
Atlas. MICCAI 2002 Springer Lecture Notes
in Computer Science 2488: 532-539
[4] Rueckert D, Sonoda LI, Hayes C, Hill DLG,
Leach MO, Hawkes DJ. Non-rigid registra-
tion using free-form deformations: applica-
tion to breast MR images. IEEE Trans. Med-
ical Imaging 1999; 18(8):712-721
[5] Siegel E, Channin D, Perry J, Carr C, Reiner
B. Medical Image Resource Center 2002:
An Update on the RSNA’s Medical Im-
age Resource Center. J Digit Imaging. 2002
Mar;15(1):2-4.
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
779EUDataGridDataManagementServices
Diana Bosio, James Casey, Akos Frohner, Leanne Guy, Peter Kunszt, Erwin Laure,
Sophie Lemaitre, Levi Lucio, Heinz Stockinger, Kurt Stockinger
CERN, European Organization for Nuclear Research, CH-1211 Geneva 23, Switzerland
William Bell, David Cameron, Gavin McCance, Paul Millar
University of Glasgow, Glasgow, G12 8QQ, Scotland
Joni Hahkala, Niklas Karlsson, Ville Nenonen, Mika Silander
Helsinki Institute of Physics, P.O. Box 64, 00014 University of Helsinki, Finland
Olle Mulmo, Gian-Luca Volpato
Swedish Research Council, SE-103 78 Stockholm, Sweden
Giuseppe Andronico
INFN Catania, Via S. Soﬁa, 64, I-95123 Catania, Italy
Federico DiCarlo
INFN Roma, P.le Aldo Moro, 2, I-00185 Roma, Italy
Livio Salconi
INFN Pisa, via F. Buonarroti 2, I-56127 Pisa, Italy
Andrea Domenici
DIIEIT, via Diotisalvi, 2, I-56122 Pisa, Italy
Ruben Carvajal-Schiaﬃno, Floriano Zini
ITC-irst, via Sommarive 18, 38050 Povo, Trento, Italy
We describe the architecture and implementation of the Grid Data Management Middleware in the
EU DataGrid (EDG) project.
The current architecture stems from our experience together with the user requirements gathered
during the two years of running our initial set of Grid Data Management Services. All of our new services
are based on the Web Service technology paradigm, very much in line with the emerging Open Grid
Services Architecture (OGSA). We have modularized our components and invested a great amount of eﬀort
in developing secure, extensible and robust services, starting from the design but also using a streamlined
build and testing framework.
Our service components are: Replica Location Service, Replica Metadata Service, Replica Optimiza-
tion Service, and a high-level Replica Manager. The service security infrastructure is fully GSI-enabled,
hence compatible with the existing Globus Toolkit 2-based services. It allows for authorization mechanisms
that can be adjusted depending on the service semantics.
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The EU DataGrid project [5] (EDG) is now in its ﬁnal
year. Within the data management work package we
have developed a second generation of data manage-
ment services that will be deployed in EDG release
2.x. Our ﬁrst generation replication tools (GDMP,
edg-replica-manager etc.) provided a very good base
and input, which we reported on in [11, 12]. The
experience we gained in the ﬁrst generation of tools
(mainly written in C++), is directly used in the sec-
ond generation of data management services that are
based on web service technologies and mainly imple-
mented in Java.
The basic design concepts in the second generation
services are as follows:
• Modularity:
The design needs to be modular and allow for
easy plug-ins and future extensions using agreed
standards.
• Evolution:
Since OGSA is an upcoming standard that is
most likely to be adapted by several Grid ser-
vices in the future, the design should allow for
an easy adoption of the OGSA concept. It is also
advisable to use a similar technology.
Having implemented the ﬁrst generation tools
mainly in C++, the technology choices for the sec-
ond generation services presented in this article are
as follows:
• Java based servers are used that host web ser-
vices (both upon Jakarta’s Tomcat and upon Or-
acle 9iAS).
• Interface deﬁnitions in WSDL
• Client stubs for several programming languages
(Java, C/C++) through SOAP using AXIS for
Java and gSOAP for C++ interfaces.
• Persistent service data is stored in a relational
database management system. We mainly use
MySQL for general services that require open
source technology and Oracle for more robust
services.
The set of data management service described in
this paper are:
• Replication service framework: This ser-
vice framework is the main part of our data
management services and is described in detail
in Section 2. It basically consists of an over-
all replica management system that uses several
other services such as the Replica Location Ser-
vice, Replica Optimization service etc.
• Java Security Package: All of our services
have very strict security requirements. The Java
security package provides tools that can be used
in Grid services such as our replication services.
These components are discussed in detail in the
following sections.
2 Replication Service Frame-
work
In the following section we ﬁrst give an architectural
overview of the entire replication framework and then
discuss individual services in more detail.
2.1 General Overview of Replication
Architecture
Figure 1 presents the user’s perspective of the main
components of a Replica Management Service
(RMS). This design, which ﬁrst was discussed in [6],
represents an evolution of the original design pre-
sented in [7, 8]. Several of the components have
already been implemented and tested in EDG (see
shaded components) whereas others (in white) are
still in the design phase and might be implemented
in the future.
RMS has been realized as a modular system that
provides easy plugability of third party components.
RMS deﬁnes the minimal interface third party com-
ponents have to provide. According to this design
the RMS acts as a logical single entry point to the
system and interacts with the other components of
the systems as follows:
• The Core module provides the main functional-
ity of replica management, namely replica cre-
ation, deletion, and cataloging by interacting
with third party modules such as transport and
replica and metadata catalog services.
• The goal of the Optimization component (im-
plemented as a service) is to minimize ﬁle access
times by pointing access requests to appropriate
replicas and pro-actively replicating frequently
used ﬁles based on gathered access statistics.
• The Security module manages the required user
authentication and authorization, in particular,
issues pertaining to whether a user is allowed to
create, delete, read, and write a ﬁle.
• Collections are deﬁned as sets of logical ﬁle-
names and other collections.
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Jakarta Axis, Oracle 9iAS.). In more detail, we
use client/server architectures making SOAP Remote
Procedure Call (RPC) over HTTPS. The basic com-
ponent interaction is given in Figure 2 and will also
explained in a few more details in the following sub
sections.
For the user, the main entry point to the Repli-
cation Services is through the client interface that is
provided via a Java API as well as a command line in-
terface, the edg-replica-manager module. For each
of the main components in Figure 1, the RMS frame-
work provides the necessary interface. For instance,
the functionality of the core module includes mainly
the ﬁle copy and cataloging process and is handled
in the client library with the respective calls to the
Transport and Replica Catalog modules.
2.3 Replica Location Service (RLS)
The Replica Location Service (RLS) is the service
responsible for maintaining a (possibly distributed)
catalog of ﬁles registered in the Grid infrastructure.
For each ﬁle there may exist several replicas. This is
due to the need for geographically distributed copies
of the same ﬁle, so that accesses from diﬀerent points
of the globe may be optimized (see section on the
Replica Optimization Service). Obviously, one needs
to keep track of the scattered replicas, so that they
can be located and consistently updated.
As such, the RLS is designed to store one-to-
many relationships between (Grid Unique Identiﬁers
(GUIDs) and Physical File Names (PFNS). Since
many replicas of the same ﬁle may coexist (with dif-
ferent PFNs) we identify them as being replicas of
the same ﬁle by assigning to them the same unique
identiﬁer (the GUID).
The RLS architecture encompasses two logical
components - the LRC (Local Replica Catalog) and
the RLI (Replica Location Index). The LRC stores
the mappings between GUIDs and PFNs on a per-site
basis whereas the RLI stores information on where
mappings exist for a given GUID. In this way, it is
possible to split the search for replicas of a given ﬁle
in two steps: in the ﬁrst one the RLI is consulted in
order to determine which LRCs contain mappings for
a given GUID; in the second one, the speciﬁc LRCs
are consulted in order to ﬁnd the PFNs one is inter-
ested in.
It is however worth mentioning that the LRC is
implemented to work in standalone mode, meaning
that it can act as a full RLS on its own if such a
deployment architecture is necessary. When working
in conjunction with one (or several) RLIs, the LRC
provides periodic updates of the GUIDs it holds map-
pings for. These updates consist of bloom ﬁlter ob-
jects, which are a very compact form of representing
a set, in order to support membership queries [13].
2.4 Replica Metadata Catalog Service
(RMC)
Despite the fact that the RLS already provides the
necessary functionality for application clients, the
GUID unique identiﬁers are diﬃcult to read and re-
member. The Replica Metadata Catalog (RMC) can
be considered as another layer of indirection on top
of the RLS that provides mappings between Logical
File Names (LFNs) and GUIDs. The LFNs are user
deﬁned aliases for GUIDs - many LFNs may exist for
one GUID.
Furthermore, the RMC is also capable of holding
metadata about the original physical ﬁle represented
by the GUID (e.g. size, date of creation, owner). It is
also possible for the user to deﬁne speciﬁc metadata
and attach it to a GUID or to an LFN. The purpose
of this mechanism is to provide to users and appli-
cations a way of querying the ﬁle catalog based on a
wide range of attributes. The possibility of gathering
LFNs as collections and manipulating these collec-
tions as a whole has already been envisaged, but is
not yet implemented.
2.5 Replica Optimization Service
(ROS)
The goal of the optimization service is to select the
best replica with respect to network and storage ac-
cess latencies. It is implemented as a light-weight
web service that gathers information from the EDG
network monitoring service and the EDG storage el-
ement service about the respective data access laten-
cies.
In [2] we deﬁned the APIs getNetworkCosts and
getSECosts for interactions of the Replica Manager
with the Network Monitoring and the Storage Ele-
ment Monitor. These two components monitor the
network traﬃc and the access traﬃc to the storage
device respectively and calculate the expected trans-
fer time of a given ﬁle with a speciﬁc size.
In the EU DataGrid Project, Grid resources are
managed by the meta scheduler of WP1, the Resource
Broker [4]. One of the goals of the Resource Broker
is to decide on which Computing Element the jobs
should be run such that the throughput of all jobs
is maximized. Assuming highly data intensive jobs,
a typical optimization strategy could be to select
the least loaded resource with the maximum amount
of locally avaliable data. In [2] we introduced the
Replica Manager API getAccessCost that returns
the access costs of a speciﬁc job for each candidate
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Figure 2: Interaction of Replica Manager with other Grid components.
Computing Element. The Resource Broker can then
take this information provided by the Replica Man-
ager to schedule each job to its optimal resources.
The interaction of the Replica Manager with the
Resource Broker, the Network Monitor and the Stor-
age Element Monitor is depicted in Figure 2.
3 Security
The EDG Java security package covers two main se-
curity areas, authentication authorization. Authenti-
cation assures that the entity (user, service or server)
at the other end of the connection is who it claims to
be. Authorization decides what the entity is allowed
to do.
The aim in the security package is always to make
the software as ﬂexible as possible and to take into
account the needs of both EDG and industry to make
the software usable everywhere. To this end there has
been some research into similarities and possibilities
for cooperation with for example Liberty Alliance,
which is a consortium developing standards and so-
lutions for federated identity for web based authenti-
cation, authorization and payment.
3.1 Authentication
The authentication mechanism is an extension of the
normal Java SSL authentication mechanism. The
mutual authentication in SSL happens by exchanging
public certiﬁcates that are signed by trusted certiﬁ-
cate authorities (CA). The user and the server prove
that they are the owners of the certiﬁcate by proving
in cryptographic means that they have the private
key that matches with the certiﬁcate.
In Grids the authentication is done using GSI
proxy certiﬁcates that are derived from the user cer-
tiﬁcate. This proxy certiﬁcate comes close to fulﬁlling
the PKIX [9] requirement for valid certiﬁcate chain,
but does not fully follow the standard. This causes
the SSL handshake to fail in the conforming mecha-
nisms. For the GSI proxy authentication to work the
SSL implementation has to be nonstandard or needs
to be changed to accept them.
The EDG Java security package extends the Java
SSL package. It
• accepts the GSI proxies as the authentication
method
• supports GSI proxy loading with periodical
reloading
• supports OpenSSL certiﬁcate-private key pair
loading
• supports CRLs with periodical reloading
• integrates with Tomcat
• integrates with Jakarta Axis SOAP framework
The GSI proxy support is done by ﬁnding the user
certiﬁcate and making special allowances and restric-
tions to the following proxy certiﬁcates. The al-
lowance is that the proxy certiﬁcate does not have
to be signed by a CA. The restriction is that the dis-
tinguished name (DN) of the proxy certiﬁcate has to
start with the DN of the user certiﬁcate (e.g. ‘C=CH,
O=cern, CN=John Doe’). This way the user cannot
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DN ‘C=CH, O=cern, CN=Jane Doe’. The proxies
are short lived, so the program using the SSL con-
nection may be running while the proxy is updated.
For this reason the user credentials (for example the
proxy certiﬁcate) can be made to be reloaded period-
ically.
OpenSSL saves the user credentials using two ﬁles,
one for the user certiﬁcate and the other for the pri-
vate key. With the EDG Java security package these
credentials can be loaded easily.
The CAs periodically release lists of revoked cer-
tiﬁcates in a certiﬁcate revocation list (CRL). The
EDG Java security package supports this CRL mech-
anism and even if the program using the package is
running, these lists can be periodically and automat-
ically reloaded into the program by setting the reload
interval.
The integration to Jakarta Tomcat (a Java web
server and servlet container) is done with an interface
class and to use it only the Jakarta Tomcat conﬁgu-
ration ﬁle has to be set up accordingly.
The Jakarta Axis SOAP framework provides an
easy way to change the underlying SSL socket imple-
mentation on the client side. Only a simple interface
class was needed and to turn it on a system variable
has to be set while calling the Java program. In the
server side the integration was even simpler as Axis
runs on top of Tomcat and Tomcat can be set up as
above.
Due to issues of performance, many of the services
described in this document have equivalent clients
written in C++. To this end, there are several C++
SOAP clients that have been written based on the
gSOAP library. In order to provide the same authen-
tication and authorization functionality as in the cor-
responding Java SOAP clients, an accompanying C
library is being developed for gSOAP. When ready, it
is to provide support for mutual authentication be-
tween SOAP clients and SOAP servers, support for
the coarse-grained authorization as implemented in
the server end by the Authorization Manager (de-
scribed below) and veriﬁcation of both standard X509
and GSI style server and server proxy certiﬁcates.
3.2 Coarse grained authorization
The EDG Java security package only implements the
coarse grained authorization. The coarse grained au-
thorization decision is made in the server before the
actual call to the service and can make decisions such
as ‘what kind of access does this user have to that
database table’ or ‘what kind of access does this user
have to the ﬁle system’. The ﬁne grained authoriza-
tion that answers the question ‘what kind of access
does this user have to this ﬁle’ can only be handled
inside the service, because the actual ﬁle to access is
only known during the execution of the service. The
authorization mechanism is positioned in the server
before the service.
In the EDG Java security package the authoriza-
tion is implemented as role based authorization. Cur-
rently the authorization is done in the server end and
the server authorizes the user, but there are plans to
do mutual authorization where also the client end
checks that the server end is authorized to perform
the service or to save the data. The mutual autho-
rization is especially important in the medical ﬁeld
where the medical data can only be stored in trusted
servers.
The role based authorization happens in two
stages, ﬁrst the system checks that the user can play
the role he requested (or if there is a default role de-
ﬁned for him). The role the user is authorized to play
is then mapped to a service speciﬁc attribute. The
role deﬁnitions can be the same in all the services in
the (virtual) organization, but the mapping from the
role to the attribute is service speciﬁc. The service
speciﬁc attribute can be for example a user id for ﬁle
system access of database connection id with precon-
ﬁgured access rights. If either step fails, the user is
not authorized to access the service using the role he
requested.
There are two modules to interface to the informa-
tion ﬂow between the client and the service; one for
normal HTTP web traﬃc and the other for SOAP
web services. The authorization mechanism can at-
tach to other information ﬂows by writing a simple
interface module for them.
In a similar fashion the authorization information
that is used to make the authorization decisions can
be stored in several ways. For simple and small in-
stallation and for testing purposes the information
can be a simple XML ﬁle. For larger installations the
information can be stored into a database and when
using the Globus tools to distribute the authorization
information, the data is stored in a text ﬁle that is
called the gridmap ﬁle. For each of these stores there
is a module to handle the speciﬁcs of that store and to
add a new way to store the authorization information.
Only a interface module needs to be written. When
the virtual organization membership service (VOMS)
is used the information provided by the VOMS server
can be used for the authorization decisions and all the
information from the VOMS is parsed and forwarded
to the service. An authorization management web
interface is also provided.
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The second generation of our data management ser-
vices has been designed and implemented based on
the web service paradigm. In this way, we have a
ﬂexible and extensible service framework and are thus
prepared to follow the general trend of the upcoming
OGSA standard that is based on web service technol-
ogy.
Our deployment choices have been as follows: we
aim to support robust, highly available commercial
products (like Oracle/DB and Oracle/Application
Server) as well as standard open source technology
(MySQL, Tomcat, etc.).
The ﬁrst experience in using the new generation of
services shows that basic performance expectations
are met. The services are currently being deployed
upon the EDG testbed.
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Introduction 
 
The Open Grid Services Architecture – Data 
Access and Integration (OGSA-DAI) project is 
constructing an efficient Grid-enabled 
middleware implementation of interfaces and 
services to access and control data sources and 
sinks. For the phase of the project just 
completed, these data sources/sinks were 
restricted to be relational and XML database 
management systems (DBMS). The framework, 
however, has been designed to allow other data 
sources such as file systems to be accessed 
through the same interfaces.  
 
The OGSA-DAI-defined services and 
interfaces, which extend those defined in the 
Open Grid Services Infrastructure (OGSI) 
specification [1], wrap individual physical data 
resources so they may be used by higher-level 
services to provide greater transparency. These 
data resources may then be easily incorporated 
within an Open Grid Services Architecture 
(OGSA) framework. The OGSA-DAI services 
provide the basic primitives to construct 
sophisticated higher-level services that allow 
data federation and distributed queries to take 
place within a Virtual Organization (VO)
1. 
 
                                                                              
1 See, for instance, the Distributed Query 
Processing capabilities established using 
 
OGSA-DAI is closely affiliated with the Global 
Grid Forum (GGF) Database Access and 
Integration Services (DAIS) Working Group 
(WG)
2. Input from OGSA-DAI developments 
has gone to this WG and, in turn, ideas from 
DAIS have been incorporated into OGSA-DAI. 
One of the aims of this project is that OGSA-
DAI will produce one of the reference 
implementations of DAIS. This imposes 
external requirements. Future changes must 
ensure that OGSA-DAI is properly aligned with 
the GGF DAIS WG recommendation 
requirements – once these have stabilized. 
 
In addition to the DAIS coupling, OGSA-DAI 
also has a requirement to provide UK e-Science 
projects with a data access and integration 
middleware distribution to act as a base for their 
own higher-level services. This also produces 
requirements that OGSA-DAI can incorporate 
and feedback to the DAIS WG. 
 
The UK Department of Trade and Industry 
(DTI) have funded this project under the e-
Science Grid Core Programme.  
 
 
OGSA-DAI, for more details see the project 
web site. 
2 http://www.gridforum.org/6_DATA/dais.htm. 
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Phases and Releases 
 
The OGSA-DAI project was been split into two 
main phases.  Phase I resulted in the production 
of prototype software and initial design and 
requirements documents for Phase II. Phase II, 
which this document describes, was concerned 
with the design, implementation and 
documentation of production level software.  
 
OGSA-DAI software releases were staged over 
the project lifetime to gradually increase the 
OGSA-DAI functionality and to facilitate the 
tracking of the rapidly-evolving OGSI and 
DAIS GGF documents. The release schedule 
was as follows: 
 
•  Phase II – Release 1 – January 2003 
 
The first release covered basic 
functionality. The intention was to ensure 
that the base infrastructure was in place, 
and was demonstrable, in order that more 
complex functionality could be added in 
later releases. The design of release 1 was 
based on draft 5 of the Open Grid Service 
Infrastructure [2].  
 
•  Phase II – Release 2 – April 2003 
 
This intermediate release added more 
functionality (primarily delivery options) to 
that defined for release 1 and was 
compatible with the Globus Toolkit 3 
(GT3) Alpha 3 release.  
 
  An interim OGSA-DAI release, version 2.5 
was made available towards the end of May 
2003. This was compatible with the GT3-
Alpha 4 release, which was consistent with 
[1].  
 
•  Phase II – Release 3 – July 2003  
 
This final Phase II release included most of 
the functionality scoped out in Phase I of the 
project. This release was compatible with the 
first production release of GT3. 
 
Over 850 copies of the OGSA-DAI releases 
have been downloaded from the project web site 
over this time frame. The future evolution of 
this project is described shortly. 
System Overview 
 
The Open Grid Services Architecture (OGSA) 
presents a picture of the Grid where Grid 
resources and services are represented by 
instances of Grid services. Grid services, as 
defined in [3], are stateful service instances 
supporting reliable and secure invocation, 
lifetime management, notification, policy 
management, credential management, and 
virtualization. 
http://www.ogsadai.org.uk/ 
 
The OGSA-DAI project is developing Grid 
services that represent data resources, where, by 
a data resource, we mean any physical or logical 
entity that is able to source or sink data. These 
underlying data sources and sinks, together with 
any associated management infrastructure, are 
referred to as physical data resources. The term 
data resource is then used to represent the 
aspects and capabilities that are exposed to the 
Grid. Although this framework potentially has a 
wider applicability, OGSA-DAI currently only 
provides interfaces to relational and XML 
database management systems.  
 
The prime goals of OGSA-DAI were: 
 
•  To provide controlled exposure of physical 
data resources to the Grid. 
•  To support access to heterogeneous 
physical data resources through a common 
interface style while employing the 
underlying query mechanisms. 
•  To provide base services that allow higher-
level data integration services to be 
constructed, e.g. distributed query 
processing and data federation services. 
•  To leverage emerging Grid infrastructure 
for security, management, accounting etc. 
•  To standardise data access interfaces 
through the GGF DAIS WG. 
•  To provide a reference implementation of 
the DAIS specification. 
 
The set of portTypes and Grid services that 
OGSA-DAI defines expose physical data 
resources in a controlled manner to the Grid. 
These then represent client access points for 
physical data resources.  
Grid Services and Data Resources 
 
Being able to expose physical data resources to 
the Grid through Grid services, as illustrated in 
Figure 1, is an important requirement if Grids 
are to be widely adopted. Physical data resource 
capabilities and content should be advertised, 
located and accessed using Grid service 
techniques, e.g. Service Data Elements (SDEs) 
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Grid 
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The “Grid” 
 
Figure 1: Accessing data resources using 
Grid services on the Grid 
In overview this seems like a satisfactory 
model. However, when considering the detail it 
rapidly becomes apparent that physical data 
resources have inherent structure, associated 
content and capability meta-data, properties and 
access mechanisms that must be integrated and 
exposed to the Grid. 
 
For example, a Relational Database 
Management System (RDBMS) contains 
databases that, in turn, contain tables. A client 
may choose to access this structure via a 
number of different mechanisms, for example, 
an SQL query, a prepared statement or a call to 
a stored procedure. A Grid service instance 
should be able to provide these same access 
mechanisms to the RDBMS with little overhead. 
 
Grid services must be constructed with the 
ability to represent the various different internal 
aspects within a structured data resource. This 
scenario is illustrated in Figure 2 for the case 
where the physical data resource is an RDBMS. 
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Figure 2: Different levels of Grid service 
access to a data resource 
When considering the number of actions that a 
Grid service may mediate to a data resource it is 
clear that the objective of supporting 
heterogeneous data resources through a 
consistent interface, while not inventing a new 
query language, raises challenges. Figure 3 
presents the primary mode of operation 
employed by OGSA-DAI: a Grid service 
presents some view of a data resource. A query 
document is submitted to the Grid service, and 
is evaluated to produce a result document, 
which is usually returned to the client.  
 
Data Resource 
Query 
Document
Result 
Document
Grid Service 
 
Figure 3: GDS mode of operation  
The nature of the query document submitted to 
the Grid service and the subsequent result 
document depends on the type of the data 
resource that the Grid service is configured to 
represent. For example, a relational database 
may accept SQL queries while an XML 
database may accept XPath queries.  
 
Despite the bespoke nature of the queries 
required to interact with each data resource, the 
Grid service is able to present a common 
interface, e.g. the query document system, for 
managing these queries and for manipulating 
and delivering any data that is required for/or 
produced by the query.  
OGSA-DAI Service Instances 
 
In order to expose physical data resources to the 
Grid, OGSA-DAI, by extending the OGSI 
defined interfaces, have introduced the services 
described in Table 1. 
 
Service  Description 
Grid Data Service 
(GDS) 
Represents a client 
session with a physical 
data resource. A GDS is 
created or instantiated 
from a GDSF. 
Grid Data Service 
Factory (GDSF) 
A GDSF is defined to 
represent the point of 
presence of a physical 
data resource on the Grid. 
It is through the GDSF 
service instances that a 
physical data resource’s 
capabilities and meta-
data are exposed. 
DAI Service Group 
Registry (DAISGR) 
GDSF instances and 
capabilities may be 
located on the Grid 
through the use of a 
DAISGR with which 
GDSFs may register to 
expose their capabilities 
and any meta-data to aid 
service discovery. 
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Note that currently OGSA-DAI only works with 
statically-configured data resources. There is no 
mechanism to dynamically expose data 
resources once the service container has been 
started. DAIS is currently scoping out this 
functionality. 
 
A GDSF instance exposes the capabilities of a 
physical data resource to the Grid. Any clients 
that want to interact with the physical data 
resource have to instantiate a GDS, as depicted 
in Figure 4. A GDS acts as a session (context 
holder) with the physical data resource, 
supporting any inherent activities that can 
interact with the physical data resource. Data 
movement to/from the physical data resource 
takes place as a stream, primarily of XML-
structured data. However, the design of the GDS 
provides the flexibility to develop other modes 
of operation within the confines of the defined 
interface. 
 
Grid Data 
Service 
Client 
Client 
The Grid 
Grid Data 
Service 
Grid Data 
Service Factory 
 
 
DBMS 
 
Figure 4: Client access to a data resource 
through GDSs 
 
A GDS, representing a session with a DBMS, 
may allow databases/collections to be created 
and/or removed. A GDS representing a database 
should allow tables to be created, queried, 
updated and deleted.  
 
The lifetime of a GDSF will not normally be 
coupled to the underlying physical data resource 
that it represents, i.e. if the service instance goes 
down the underlying physical data resource will 
not be affected by this change. However, in 
some instances it might be desirable to couple 
the lifetime of the service instance with the data 
it represents. For instance, a GDSF could be 
used to represent a result set, or other transient 
data, if this were to be materialized in such a 
way that it could be used as a data source or 
sink. In this scenario, the lifetime of the service 
instance would be tightly coupled to the data it 
represents – disappearance of one or the other 
would affect the lifetime of the other. Aspects of 
this model of a data set are currently being 
discussed within the DAIS WG. Within the 
context of OGSA-DAI there is no coupling 
between the service instance and the underlying 
physical data resource – if the service 
disappears the data is still there. 
Operations on a Data Resource 
 
GDS interactions with a physical data resource 
can involve it acting as a data sink, as in the 
case of an update, and/or a data source, as in the 
case of a query. The mechanisms for the 
operations that a client may request are already 
established and defined by the configuration of 
the data resource. OGSA-DAI is not defining 
any new query languages; the GDS is acting as 
a conduit through which existing query 
languages may be directed to the physical data 
resource.  
 
Managing the interaction between a data 
resource and the Grid involves defining the 
operations that may be performed on a physical 
data resource and the data requirements for 
these operations. In the case of an update 
operation, data must be delivered to the data 
source. In the case of a query operation, data 
may be transported away, via a delivery 
mechanism, from the data resource.  
 
If the data in question is transported somewhere 
else in the Grid then a GDSF may be used to 
represent the data at the destination point. 
Alternatively, the data may be represented in 
some other non-Grid-enabled storage system in 
which case it may be referenced using out-of-
band techniques, for example, a URI, or it may 
be included with the operation request, in the 
case of an update, or returned with the response 
in the case of a query.  
 
Consider the case where a GDS is used to 
request data from a physical data resource: 
 
•  If the results are anticipated to be small then 
the client may request that the data is 
returned synchronously, i.e. in-lined in the 
response to the original query. This is 
unlikely to be satisfactory in most Grid 
scenarios however, due to the likely data 
volumes involved. 
 
•  Out-of-band delivery mechanisms might be 
used to transfer data resulting from a query. 
A new GDSF could then be created against 
the physical data resource to which results 
have been delivered - see Figure 5 below
3.  
 
                                                           
3 This example assumes that GDSs are able to 
access file systems, which is not currently in 
scope for Phase II of the OGSA-DAI project. 
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Figure 5: GDS delivery to file system. A 
GDSF is created to expose the result set. 
Access to the file system would then be done 
via GDSs created by that GDSF 
 
•  Delivery from one GDS to another may be 
used as a mechanism for transferring data, 
as illustrated in Figure 6. The results could 
then be served by a new GDS.  
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Figure 6: Delivery to a GDS 
 
In this example either: 
 
•  The original request is used to configure 
both service instances, i.e. the request that 
goes to the GDS is also used to create the 
second GDS via some GDSF, 
 
Or 
 
•  The client must configure each service 
instance individually.  
 
It is not the intention of OGSA-DAI to build 
delivery technology or indeed Grid services that 
represent the data that is being delivered. 
However, the interface to delivery and the 
specification of what is to be delivered across a 
particular interface is of interest to OGSA-DAI.  
OGSA-DAI Service Lifecycle  
 
A GDSF must not expose more than one data 
resource to the Grid. A data resource represents 
a view of the contents and capabilities of a 
physical data resource. GDSFs may be 
configured statically and exposed as persistent 
services. Configuration of a persistent service 
requires specifying the database or collection 
that is to be associated with the instance of the 
GDSF. GDSFs may advertise themselves in 
appropriate DAISGRs based on the data 
resource information they are configured with. 
The DAISGRs they register with and the data 
that is registered with each DAISGR are part of 
a GDSF’s configuration.  
 
A client requests a GDSF to create a GDS for a 
specific data resource, i.e. a data resource 
advertised by the GDSF. GDSs must be created 
by GDSFs – there is no support for persistent 
GDSs. In OGSA-DAI the GDSF cannot process 
queries directed at the data resource. 
 
DAIS is currently examining frameworks where 
the GDSF equivalent service may implicitly 
create a GDS to process queries directed at the 
GDSF. This is not supported by OGSA-DAI. 
 
A GDSF is created and configured based on the 
data resource information as specified in a static 
configuration file. The functions (activities) that 
a GDS, created by the GDSF, can perform on a 
data resource are specified in this configuration 
file. OGSA-DAI has pre-defined a set of 
functionalities – termed activities. Different 
activities are available for RDBMS-based data 
resources as compared to XMLDB-based data 
resources. These activities are then exposed 
through an XML document sent to the GDS 
from the GDSF on creation.  
 
In addition, it is possible for implementers to 
extend the OGSA-DAI activities to function 
within the existing OGSA-DAI framework 
More details of this process are available in the 
OGSA-DAI user documentation. 
 
The GDS is used by the requesting client and/or 
advertised in a DAISGR for other clients to use. 
The GDSF does not automatically register the 
newly-created GDS – if this is done at all it is 
viewed as part of the responsibility of the GDS 
service itself if the client has requested it.  
 
The GDS instance lifetime is controlled using 
the OGSI-prescribed soft state mechanisms. 
Each GDS will exist for at least as long as the 
client-requested lifetime or a GDSF-imposed 
limit to this, unless the client explicitly destroys 
the GDS instance. GDS lifetime is not 
necessarily tied to the lifetime of the underlying 
data resource. If, for some reason, the data 
resource becomes unavailable the GDS should 
report an error to the client when it attempts to 
access the underlying physical data resource. It 
is then up to the client to manage the GDS’s 
lifetime. If nothing is done, the GDS will 
terminate when its allocated lifetime ends. 
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Figure 7 shows a client interacting with a GDSF 
in order to create a GDS to access a particular 
data resource. The client uses the GDS 
perform operation in order to submit requests 
to the GDS that are likely to result in data being 
delivered from or to the GDS. When the GDS is 
no longer required it is destroyed. 
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Figure 7: GDS lifecycle 
Service Configuration 
 
A physical data resource has been defined to be 
any physical or logical entity that is able to 
source or sink data together with any associated 
management infrastructure. Examples of 
physical data resource thus are RDBMS, a 
Database (DB) within a RDBMS, a collection 
within an XML DBMS or even a directory in a 
file system.  
 
A GDSF can therefore be statically configured 
to interact with a physical data resource 
described by using the above information to 
create the GDSF representation of the physical 
data resource.  
Meta-Data  
 
Both the GDS and GDSF expose static data 
from their configuration:  
 
•  Meta-data about a data resource’s contents. 
•  Available activities. 
 
This information is “static” as it is presented at 
the configuration level, initially to the GDSF. 
However, there is potentially a dynamic aspect 
to the information. If a DBMS is removed or if a 
database is added to the DBMS this information 
should be changed to reflect this. Currently this 
is a manual configuration task and the GDSF 
would have to be restarted to take this into 
account.  
 
Provision has been made in the GDSF 
configuration file to allow function callbacks to 
be defined and implementations to be specified 
that can be used to dynamically generate meta-
data content, e.g. the schema for a database. 
This framework is potentially extensible to 
allow other dynamic content to be provided. 
 
The GDS may also expose information obtained 
from the data resource itself, for example, the 
structure of any data stored. This information 
can be organised in accordance with the data 
resource information in the GDS configuration.  
Data Integration 
 
Data access has been the primary focus for 
OGSA-DAI. The wider project scope covers 
data integration also.  In the Grid context, data 
integration means applying virtualization to 
present a coherent data resource to the client. 
This can take many forms. Here are three 
examples: 
 
1.  Choosing a suitable data replica based 
on some criteria, for example, “closest” 
or least “expensive”. 
 
2.  Parallel downloads from data resource 
replicas or copies to improve 
performance. 
 
3.  Running a query across distributed data 
resources presented to the user as a 
single data resource. 
 
In all of these examples some functionality is 
required over and above the basic access 
operations. OGSA-DAI, in the current phase of 
the project, has only attempted to examine 
example (3) above through the distributed query 
processor (DQP) work. Currently, the 
underlying patterns of data access to produce 
data integration, other than through DQP, must 
be achieved manually, i.e. using a client directly 
to direct the work and data flow.  
Current Release 
 
The current release of the OGSA-DAI software 
contains enough functionality for projects to 
trial the OGSA-DAI services in their own 
environments. In particular, application 
developers will be able to evaluate their 
requirements for data access and integration and 
begin to develop higher-level services and 
applications using OGSA-DAI. We hope this 
will generate feedback, which will be valuable 
in shaping the direction of future releases.  
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The focus of the current phase of development 
has been to develop a production-quality 
software framework in which atomic GDS 
operations can be performed, either as single 
requests or as batches of activities representing 
a logical unit of work. 
The software enables applications to be built 
without any data access and integration being 
hard-wired. In consequence, applications built 
using GDSs should be more flexible, both in 
terms of what data can be discovered and 
accessed, and what operations can be formed on 
data. It is hoped that science communities will 
define and publish generic GDSs, which expose 
their data to other users for reuse by other 
application developers. 
The next phase of development, DAIT, will 
focus on: 
•  Extending the existing OGSA-DAI 
functionality on an agreed-priorities basis.  
•  Providing sufficient flexibility to enable 
substitution of technology components on a 
plug-and-play basis. 
•  Improving the overall quality of software in 
terms of reliability, performance, and 
scalability. 
•  Extending support to more software 
platforms.  
•  Composition of higher-level services to 
establish reusable programming platforms 
and improved manageability. 
•  Aligning with DAIS once the 
standardization process has stabilized. 
More information about OGSA-DAI may be 
obtained from the project web site [4] or by 
using the contact information on page 1 to get in 
touch with the OGSA-DAI team. If you have 
suggestions as to how you would like to see 
OGSA-DAI evolve or want to use OGSA-DAI 
within your project then please do get in touch. 
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Abstract 
The properties of molecules have very well defined semantics and allow the creation of a 
semantic GRID. Markup languages (CML - Chemical Markup Language) and dictionary-
based ontologies have been designed to support a wide range of applications, including 
chemical supply, publication and the safety of compounds. Many properties can be computed 
by Quantum Mechanical (QM) programs and we have developed a "black-box" system based 
on XML wrappers for all components. This is installed on a Condor system on which we have 
computed properties for 250, 000 compounds. The results of this will be available in an 
OpenData/OpenSource peer-to-peer (P2P) system (WorldWide Molecular Matrix - WWMM).  
Introduction 
Over 30 million chemical compounds are known, many of importance in healthcare, 
biosciences and new products. It is of fundamental importance to know their properties, 
including implications for safety. The UK's Royal Commission on Environmental Pollution 
(http://www.rcep.org.uk) has recently emphasised the importance of having this information 
and stresses the very low percentage of compounds for which adequate data are available.  
It is common to attempt to model the biological and other safety properties of molecules from 
known physical properties. Sometimes these have been measured but in most cases they must 
be predicted. Many properties can, in principle, be calculated by solving Schroedinger's 
equation, although this was often prohibitively expensive. In particular calculations scale 
badly, often O(N
3) to O(N
6) where N is the number of atoms or electrons. However recent 
advances include:  
•  O(N) scaling (usually through localisation of parts of the molecule in the algorithm).  
•  Farm-like availability of unused compute cycles on non-specialist machines in 
heterogeneous environments.  
•  Semi-empirical parameterised methods (QM Hamiltonians such as MOPAC's PM5 
are calibrated against experimental properties).  
Raw computer power is often not the major challenge. We report below the automatic 
computation of properties of 250, 000 molecules but stress the analysis and dissemination of 
results is much more problematic. The data and codes are extremely heterogeneous with no 
common infrastructure and often based on column-based FORTRAN-like input. Novitiates 
must study at the feet of experts till they master it. Anecdotally we estimate that input errors 
render many millions of jobs wasted globally per year. The programs have virtually no 
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Metadata (when, where, why, what, how) are universally absent.  
Paradoxically this is one of the best test beds for developing a semantic GRID! The 
underlying (implicit) semantics are extremely stable (the molecule-property relationship (Fig. 
1) dates from the 19
th century).  
 
Fig.1.  A Molecule has many properties (perhaps with repeat measurements) defined by their 
types (ptype) and citations (cit).  
The codes themselves are very reliable with excellent implicit semantics. In most cases 
algorithms (if not always source code) are fully described and agreed. Moreover there is now 
great demand for computational chemistry for many domains outside chemistry, such as 
materials, safety, biosciences, earth sciences and nanotechnology. These "customers" 
increasingly want a "black-box" approach that provides "useable" results on demand.  
This challenges much current practice where users are expected to understand the physics of 
the calculations, and the many pitfalls. Often there has to be an “expert on tap". Whilst the 
quality of input and the interpretation of output are suspect, this is still essential but we 
believe that the process can be increasingly "semantically wrapped". A set of rules can decide 
which molecules are unsuitable for calculations, and what level of accuracy can be expected 
or afforded for the others. For example a small rigid molecule containing light elements will 
often give excellent results on a routine basis while large floppy molecules, those with metals 
or unpaired electrons are immediately filtered out.  
Most importantly we provide metadata for each job. This allows the customer to make their 
own decision as to whether the results are "fit for purpose". Computer-based tools can also 
analyse the results both for known problems and to discover types of molecules that show 
pathological behaviour. The traditional code manuals can evolve to a rule-set taking decisions 
or advising users on options.  
The Chemical Semantic GRID 
In our earlier vision of the Chemical Semantic Web [3] we foresaw scientists asking for 
chemical information on demand, often without knowing the details of the science involved. 
This slightly heretical approach is driven by the pace and heterogeneity of multidisciplinary 
science, exemplified well in bioinformatics. A scientist must retrieve data from many 
domains and integrate them without the help of human experts. A key factor in the Semantic 
Web is transferring expertise into computer representation ("ontologies").  
Here we extend this to a Semantic GRID with high-throughput computing on demand. In 
molecular science this is challenging as it does not map easily onto current informatics 
practice. There is no equivalent to the publicly funded international bioinformatics institutes 
that provide Open Data (see below). Most published molecular data is published piecewise in 
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organisations. Most is never captured in re-usable e-form; we believe that >90% of 
computational chemistry published in the peer-reviewed literature is therefore effectively 
unavailable for a GRID.  
Thus culture and business practices are the greatest problems in developing a semantic GRID. 
There is virtually no formalisation of computer semantics, with each supplier of resources 
(especially codes and databases) taking a self-centric approach and expecting the user to tool 
up for their (implicit) semantic model. We are therefore providing a radically different 
approach based on distributed ontologies, P2P installations, Open Source and, equally 
important, Open Data.  
Open Data 
In molecular science the largest barrier to a global semantic web is the difficulty of re-using 
data. Authors expect their published data to be re-used, but data aggregators require payment 
for their collections. These are frequently only available on per-entry search and almost 
always prohibited from redistribution. This stifles exploratory data-mining (a great success of 
19th century chemistry) and hinders the creation of transformed, filtered, and aggregated e-
handbooks. There is an increasing amount of "grey web data" where sites provide molecular 
information (in sizeable amounts) but without provenance or intellectual property rights (IPR) 
for re-use. A typical problem is that some sites make their data freely searchable but 
discourage spiders and do not provide a complete datafile for download. We believe that, 
given the tools and zero effort, most authors would welcome the publication of their data in 
an Open re-usable manner.  
There are about 30 million published molecules (and Chemical Abstracts indexes each with a 
unique semantically void numerical identifier ("CAS number")). We estimate that only 1% 
are available in Open collections. Of these the largest is the US National Cancer Institute 
(NCI) which provides 250,000 molecules (although currently without any experimental 
properties). Other public "grey" sources include the webbook from NIST, ChemIDPlus from 
NIH and the ligands from the Protein Data Bank.  
We summarise "the rights of molecules":  
•  Most scientists and their funders intend peer-reviewed publication of molecules and 
data to be re-usable by the community.  
•  All such molecules and their published properties should be freely and openly 
available to the global community.  
•  All molecules should carry the author's metadata on provenance and IP.  
•  Molecules and their metadata must be freely distributable and incorruptible without 
hindrance.  
We refer to this as Open Data; it can be redistributed and re-used automatically 
without further permission. If transcluded or aggregated it must be preserved intact 
with the author's provenance and metadata. Authors can digitally XMLsign their 
data/metadata to ensure this and our system can, if needed, be configured to reject 
unsigned data.  
 
We stress that current copyright and IPR must be respected. Data must only be 
entered if the contributor has the right to do so. Unfortunately the precise position on 
re-use of electronic scientific data is unclear and we shall omit discussion here.  
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Model for a semantic molecular GRID 
Our model involves the capture of data at source with minimal effort on the part of 
authors. All components are Open Source and Open Data allowing anyone to consume or 
contribute data or source. Since this model is not widely used in molecular science we have to 
provide concrete incentives! We therefore offer free computation of molecular properties 
through a "black-box" of wrapped QM programs. Authors prepare their paper as normal (MS 
Word and a range of XML-unfriendly legacy molecular editors) which is automatically 
converted to XML (either on our site or in an Open toolkit). This XML is then fed into the 
high-throughput "black-box" which calculates properties. The results are transformed into 
XML and returned to the author.  
 
Fig. 2. Our black-box for high-throughput computing of molecular properties. Legacy data is 
transformed to CML, combined with XML job control and transformed to legacy program 
input. The output is parsed to XML and stored in an XML repository. 
The contributor need know nothing of the details of the QM calculations but the final results 
(molecular geometry, energy, dipole, charges, frequencies, etc.) are of immediate value. The 
tradeoff of this barter is that the molecules and their data are made Open to the whole 
community. Initially we shall publish them on our site where anyone can re-use them and we 
are actively discussing with digital libraries how the data can be Openly archived.  
The model relies on shared extensible metadata and ontology. All datuments [2] 
(data+documents) are in XML and can use any commonly agreed languages. We expect that 
MathML, XHTML, DocBook, SVG, and CML (Chemical Markup Language) [1] will be 
common. CML is an extensible family of components supporting molecules, reactions, 
spectra, computational chemistry, etc. For general scientific data we have created STMML [2] 
to support data shapes (scalar, array, matrix), datatypes (integer, float, date) and geometry 
(vector3,  plane3, etc.). STMML also supports dictionaries (our model for extensible 
ontologies). A data component must be linked to a dictionary entry describing the human-
readable meaning and the machine-understandable semantics (data types, constraints, 
relations, etc.). Dictionaries are loosely based on concepts from XMLSchema and are 
extensible in that anyone can create their own. Dictionary entries are identified through 
namespacePrefixed entry references so that they can be globally uniquified and located.  
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Fig. 3. Semantics are added to scientific objects by linking to communal dictionaries (cml for 
chemical concepts; units for scientific units). 
The strategic implementation is designed to evolve communally; there is no central control. 
The only constraint on contributors is that they agree to honour the infrastructure and ethos of 
the system. All contributions will contain metadata identifying the owner so that they are 
responsible for the content. They agree to use the same dictionary structure, basic metadata 
(Dublin Core), to avoid namespace collisions and to provide unique identifier(s) based on 
URIs.  
The technology will be Openly distributed. This allows a P2P system to evolve where each 
site holds only the subset they are interested in. Some may hold rich data on a subset of 
molecules, others may have sparse data on as many molecules as they can find. Many may 
simply publish their own work, knowing that it can be permanently archived in re-usable 
form.  
 
 
Fig. 4. A P2P system (the WorldWide Molecular Matrix (WWMM [4]) based on this 
infrastructure. Ellipses represents sites; large circles represent molecules; small ones their 
properties. Sites can have different selections of each and robots can synchronize subsets of  
data. 
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Implementation 
The fundamental design criteria are:  
•  Data contributors need not know the basis of the technology. Authors can 
continue to use their current legacy toolset and we convert the results to XML. (We 
are also developing XML-based tools and providing libraries for current developers.)  
•  Run-anywhere. Almost all components are 100%-Java. In some cases portable 
contributed tools in C/++ (with source) are used.  
•  Open Source. This includes XML infrastructure (ant, tomcat, Xindice, 
saxon, FOP, batik, etc.) and molecular science (JUMBO, 
Jmol, JChemPaint, CDK, JOELib, OpenBabel, etc.).  
 
Fig. 5. A 100%-XML query system.  XPath-queries are submitted to the XML databases 
Xindice which returns CML. The CML can be input to programs, transformed to legacy 
molecular formats, converted to multiple media and rendered in CML-aware tools. 
The primary molecular key is the new IChI unique identifier from the International Union of 
Pure and Applied Chemistry. This is generated automatically from the chemical structure and 
we use it to index molecules in the XML database Xindice.  
For high-throughput of computation we have created a generic ant library in which legacy 
codes are wrapped as a black-box. Condor has been installed on 20 Windows teaching 
machines (777MHz). Results are parsed and packaged as a series of HTML files  
Methodology, Results and Discussion 
The 250,000 molecules from NCI were converted into XML (JUMBO) and split into 500 
batches of 500. Each batch is run as a single Condor job, with choice of three protocols 
(varying speed and accuracy). Results are parsed to CML and transformed to 
SVG/CML/HTML pages (Fig. 7.) with an interactive display (Jmol). The CPU time for each 
molecule varied by 10
6 (0.3 secs to 4 days). There were significant cost benefits in applying 
rule-based triage in the later stages.  
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Fig. 6. Workflow through the Condor system. Users register with our site, then submit a 
bundle of legacy data and molecules. These are checked for validity and novelty and then 
submitted to Condor. Job status and final results are published Openly on our site. 
The Condor pool has run without problems for 3 months and will shortly be GRID-enabled 
through Condor-G. The granularity allows easy job tracking, but variation in CPU times 
suggests smaller batches (less than 50 molecules).  
Xindice has been loaded with a test set of 10,000 molecules. Xindice document granularity 
must be at individual molecule level. Retrieval of a single entry by indexed element or 
attribute shows good performance (ca 10 ms on a 1.5GHz Linux machine). We noted that 
indexes were often large and apparently wasteful of space. Even when indexed, retrieval time 
seems to depend on the number of hits and can be slower for large amounts of retrieved data.  
Elsewhere we have been working with molecular science publishers on converting authors' 
manuscripts to ultra-finegrained XML/CML with good retrieval and precision. This opens the 
prospect of authors depositing their manuscripts at source before/at/after publication.  
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Fig. 7 One of 250, 000 results 
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An interactive XML version of the paper will appear on the proceedings CDROM. More 
information and demonstrations of the WWMM are at http://wwmm.ch.cam.ac.uk . 
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Abstract 
CLEF is an MRC sponsored project in the E -Science programme that aims to 
establish policies and infrastructure for the next generation of integrated clinical and 
bioscience research.  One of the major goals of the project is to provide a 
pseudonymised repository of histories of cancer patients that can be accessed by 
researchers. Robust mechanisms and policies are needed to ensure that patient 
privacy and confidentiality  are preserved while delivering a repository of such 
medically rich information for the purposes of scientific research. This paper 
summarises the overall approach adopted by CLEF to meet data protection 
requirements, including the data flows and pseudonymisation mechanisms that are 
currently being developed. Intended constraints and monitoring policies that will 
apply to research interrogation of the repository are also outlined. Once evaluated, it 
is hoped that the CLEF approach can serve as a model for other distributed 
electronic health record repositories to be accessed for research. . 
 
Background: The CLEF Project 
CLEF is an MRC sponsored project in the E-
Science programme.  It aims to establish 
policies and infrastructure for the next 
generation of integrated clinical and bioscience 
research. The project’s core aims are: 
1.  to develop novel technology and software 
tools to analyse patient records.  Language 
tools have been identified as a key 
technology in two areas: 
a)  to enable information to be extracted 
from the text in clinical narratives; and  
b)  to assist in removing residual 
potentially identifying information 
from clinical narratives; 
2.  to  establish best practice in the 
pseudonymisation of clinical records, and 
the development of systematic methods and 
tools to do this on a scalable basis. 
CLEF seeks to provide an end-to-end solution 
for collecting and managing longitudinal data 
about cancer patients for both healthcare and 
biomedical research.  It is designed to address 
the key problem of linking genomic information 
to the clinical course of patients’ illnesses.  
Objectives of the security and 
confidentiality policy 
The key ethico-legal goal of CLEF is to provide 
mechanisms and policies to ensure that patient 
privacy and confidentiality are preserved while 
delivering a repository of medically rich 
information for the purposes of scientific 
research. This requires  policy/organisational 
safeguards and a multilevel technical 
framework. 
There is a well-recognised need to establish a 
scalable methodology for deriving large 
numbers of longitudinal pseudonymised health 
records (de-identified,  identifiable only by the 
originating health authority), in order to conduct 
the next generation of clinical and bio-scientific 
research and to recruit for national clinical trials 
in ways not possible using current resources, 
e.g. cancer registries.  To do so requires a 
managed and monitored framework for 
maintaining privacy and confidentiality.  It must 
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monitor authentication and access so that risk to 
privacy is minimised.  
One key strand of the CLEF project, therefore, 
focuses on the development of rigorous generic 
methods to solve this problem using cancer care 
as an exemplar domain. 
Requirements 
There are strong legal protections on personal 
patient information, from the Data Protection 
Act 1998 (following on from the European 
Directive 95/46/EC), the Human Rights Act 
1998, a s well as the common law of 
confidentiality.  These generally require either 
the consent of the data subject or the 
pseudonymisation of the information. 
Most research requirements do not need 
identifiable information.  What they require are 
longitudinal records that  reliably  link the 
various episodes for a single patient into a 
coherent “chronicle”.  A dynamically 
pseudonymised record that offers the ability to 
use real Electronic Health Records, and observe 
patients’ histories as they evolve is  highly 
attractive. 
However, there is also a requirement to be able 
to re-identify specific patients in special 
circumstances,  e.g. to warn patients of risks 
uncovered by research or in order to recruit 
patients for clinical trials. Some Research Ethics 
Committees (RECs) may even place such a 
requirement on research projects so that patients 
can directly benefit from the research where 
appropriate.  Such re-identification must only be 
possible via the originating health care 
organisations.   
Technical Approach 
The Electronic Health Record (EHR) at the 
Royal Marsden Hospital (RMH) is one of the 
main providers of pseudonymised patient 
records to the project.  An approach has been 
developed by which real patient records 
(comprising structured data sets and narrative 
letters and reports) can be suitably 
pseudonymised for removal from the ROYAL 
MARSDEN HOSPITAL and included within 
the CLEF Electronic Health Record Repository. 
The process provides multiple layers for the 
protection of patient confidentiality and privacy: 
1.  pseudonymisation – the removal of patient, 
geographical and organisational identifiers 
at source; 
2.  depersonalisation – methods of access via 
language extraction and generation that 
conceal or remove potentially identifying 
information; 
3.  security  – policies and technical measures 
for the supervision and maintenance of the 
pseudonymous Electronic Health Record 
repository as if it contained identified 
patient records, in conformance with NHS 
and international standards including 
privacy enhancing technologies to reduce 
the risk of re-identification through queries; 
4.  oversight – specific policies for controlling 
access to CLEF repository and handling 
requests to link researchers back to real 
patients; 
5.  monitoring  – organisational and technical 
measures to identify potential threats and 
intrusions. 
The first four aspects of the approach are 
discussed in more detail below. The fifth is a 
current area of exploration within the project. 
The high level view of the flow of information 
showing the points of control for privacy and 
confidentiality is given in Figure 1.  The 
specific implementation of this scheme within 
the current state of the CLEF project is shown 
in Figure 2.  
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Figure 1: High level view of CLEF information 
flow cycle with points of control for privacy 
indicated. 
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Figure 2: Data flow within the current phase of CLEF project to generate the 
pseudonymised repository of EHRs. 
 
Pseudonymisation (1) 
The CLEF pseudonymised repository of 
electronic health records (EHRs) will be 
established at University College London 
(UCL) using the results of European research 
into the design of Electronic Health Record 
systems,  meeting established clinical and 
ethico-legal requirements. UCL has been active 
in several EU projects over the past decade to 
investigate and specify the requirements, 
information models and middleware services 
that are needed to underpin comprehensive 
mu lti-professional electronic health records [e.g. 
Ingram 1995, Grimson et al 1998]. UCL has 
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server based on these models, which has been 
evaluated in the Department of Cardiovascular 
Medicine at the Whittington H ospital in north 
London [Kalra et al 2001, Kalra 2002] and in 
the South West Devon ERDIP project
1. 
During the initial stages of the project until the 
methodology is proven, records will be 
restricted to those of deceased patients to 
minimise risk of harm to existing patients.   
The overall process is implemented and split 
amongst the different partners as shown in 
Figure 2.  
Records of patients at the ROYAL MARSDEN 
HOSPITAL will be extracted from the main 
computer system and subjected to a 
combination of c omputerised and manual de-
identification on site before being sent via a 
secure communication to UCL. These steps will 
include: 
1.  limiting extraction to the particular 
structural data elements of the Royal 
Marsden Hospital Electronic Health Record 
that are needed to support the anticipated 
research queries for the CLEF Electronic 
Health Record; 
2.  the exclusion of principal patient identifiers 
such as name, address, next of kin and GP 
information; 
3.  marking as ‘sensitive’ any demographic 
and "social history" information that may 
be needed to support realistic research 
queries (such as age, postal district, 
occupation). 
The various confidentiality-enhancing measures 
are: 
1.  At the Royal Marsden NHS Trust:  
a)  any patient records flagged as not to be 
included in research (at the request of 
the patient and/or consultant) will be 
excluded from data extraction; 
b)  key identifying fields, such as name, 
address, full postcode, NHS Number, 
will not be extracted 
c)  a secure “clef entry identifier” will 
replace the Royal Marsden Hospital 
patient ID field, so that there is no 
reference whereby a researcher could 
link back to the primary medical record 
and the patient’s identity; 
                                                                 
1  Please see 
http://www.swdhis.nhs.uk/erdip/public/index.shtml 
d)  all occurrences of the patient’s name in 
text fields will be removed.  
2.  Prior to transfer to the CLEF Electronic 
Health Record system at UCL, the extracted 
data-set will be further depersonalised by 
running a number of procedures to remove 
other potential identifiers. These procedures 
will be developed through the various 
phases of the project (see below) and 
applied particularly to narratives which are 
considered to have the highest risk of 
containing identifiable information. 
3.  At UCL, the incoming data will be re-
mapped into the CLEF EHR data-schema 
and the “clef-entry identifier” replaced by 
the internal clef-identifier, providing a 
second barrier between the identifiers in the 
repository and the original identifiers at the 
originating hospital. 
Identifiable patient information will not be 
released by the Royal Marsden Hospital under 
any circumstances. The Royal Marsden Hospital 
paper record systems are not accessible by this 
project.  
Additional policies and procedures, which are 
still being defined, will be put in place: 
1.  at the time of querying: for  monitoring and 
controlling queries; 
2.  for returning information to  the Royal 
Marsden, ensuring that only the Royal 
Marsden can re-identify patients and only in 
appropriate circumstances; 
3.  an overall supervisory and regulatory 
framework, through responsibility to an 
oversight CLEF Ethics Board that will be 
established towards the end of the CLEF 
project, before any data is made available to 
external research groups. 
Depersonalisation - Extraction of data 
elements from narratives (2) 
The text fields, particularly narratives, will be 
parsed by routines developed a t the University 
of Sheffield to extract only clinically structured 
data  – in doing so any extraneous socially 
significant information would be removed. 
In the real world, much medical information is 
transferred through exchange of letters between 
clinicians, through default of proper work-flow 
systems to support clinical care.  Hence much of 
the data that is available is perforce in free-text 
(or quasi-free-text) format.  On the plus side, 
such correspondence usually references only 
key relevant information, filtering out much of 
the chaff generated by individual laboratory 
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pertinent to the condition. 
The processing of the free text data to identify 
clinically relevant information and to extract 
this into a structured and codified format will 
greatly increase the value of such data to 
researchers, even if some recall and precision is 
lost (following the principle that half a loaf is 
better than no bread, and that inaccessible data 
trapped in free text format is virtually useless).  
This will be done through semantic analysis and 
extensive use of clinical vocabularies and 
ontologies. 
One positive side-effect of this data extraction is 
that by focusing solely on medical facts much of 
the social context is omitted.  W hile social 
context may be critical in certain areas,  e.g. 
mental health, removing it reduces the 
likelihood that extraneous information  might 
identify an individual, e.g.  ‘ … <the patient> 
attended the <clinic>  accompanied by her 
partner, a well known politician. …’. The text 
extraction process will aim only to record that 
the patient attended a clinic on a certain day 
(and even the exact date might be blurred to 
limit the risk of identification still further.) 
Security policy and technical   
measures (3) 
The information to be held in the CLEF 
repository might still be considered ‘sensitive 
personal data’ under the definition of the Data 
Protection Act 1998, so the general approach 
taken by CLEF will be to treat these records as 
if they still retain some (albeit hypothetical) risk 
of re-identification.  Whatever the  precautions, 
there is always some chance that some unusual 
or unique characteristics of an individual 
clinical journey in an EHR might  make the 
patient recognisable to someone with sufficient 
knowledge from other sources. 
A draft security policy has been proposed for 
the CLEF implementation that would meet 
many of the requirements of data protection, 
Caldicott-Guardian responsibilities and other 
published requirements that would pertain to the 
control of access to real and identifiable patient 
records. This includes local security policies for 
each CLEF partner site that needs to access or 
process data from the repository. The approach 
for research query access to the final CLEF 
repository includes: 
1.  limiting the majority of research queries to 
the return of aggregate data (e.g. frequency 
tables) and not the findings in individual 
patients; 
2.  limiting access to the individual 
pseudonymised records to clinical research 
projects that have themselves obtained 
ethical approval for the queries they intend 
to run. 
The main risk to patients would be through a 
mechanism of inferential data-mining (whereby 
known information about a person’s medical 
history are used to identify a unique set of 
records which might then reveal more about that 
individual).  In order to limit such risks the 
following restrictions are placed on access: 
1.  only individuals registered with REC 
approved projects may have access to the 
system and this will be time limited to the 
project; 
2.  projects and researchers will only be 
allowed access to specific fields or ranges 
of records relevant to their project; 
3.  generally, only aggregate data will be 
provided unless ethical approval permits 
access to individual record-level data 
4.  there will be checks on query criteria to 
identify possible inferential attacks, either 
through overlapping queries or highly 
specific queries; 
5.  where individual record data is to be 
provided with a facility for longitudinal 
linking, a project-specific re-mapping of the 
unique identifier will be used so that data-
sets provided to different projects cannot be 
re-linked. 
There is a growing body of literature 
investigating the risks of person re-
identification through data mining and 
probabilistic techniques [e.g. Sweeny L 2002], 
and a similarly expanding set of algorithmic 
techniques proposed for profiling and 
monitoring serial queries and result sets to 
detect attempts to triangulate towards unique 
person characteristics [e.g. Ferris et al 2002, 
Murphy and Chueh 2002]. This and other work 
in the field is being reviewed within the project 
to determine the kinds of audit trails that need to 
be built in and constraints that ought to apply to 
the specification of queries by the CLEF 
workbench tools.  
Oversight – policies for access (4) 
A series of requirements have been drafted that 
will apply to research communities accessing 
the final live CLEF services, via GRID 
networks. 
1.  Reliable identification and traceability of 
any GRID users accessing CLEF 
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as access to medical data sets may impose 
restrictions (e.g. not undergraduate 
students) 
3.  Authentication of users during sessions to 
ensure that sessions cannot be hi-jacked 
4.  Security of data transmissions 
5.  Non-repudiation of query requests 
6.  Local decryption of data packages 
7.  Local screen security, both for user entry of 
passwords, and to ensure that potentially 
sensitive data is not displayed without user 
presence and knowledge 
Four ‘Use Cases’ are envisaged for research 
access to repository data, which will be 
managed via the CLEF workbench and by 
attribute certificate services within the EHR 
repository middleware. 
1. Open, Aggregated data – all users 
CLEF may make available to GRID users 
generally aggregated data-sets which are 
fully pseudonymised and approved for 
release to bona fide researchers. 
CLEF would expect reliable  identification 
of users making requests for such data, both 
to develop performance statistics to justify 
ongoing funding, and to be able to vet for 
any unusual activity  that may indicate 
security or confidentiality breaches. 
CLEF may require some measure of secure 
links to such users to be able to meet 
assurances to Ethics Committees that data is 
only being provided to  bona fide 
researchers, e.g. SSL links as standard.  This 
may also have implications for general 
access controls within GRID, and the 
passing of a general GRID access level to 
CLEF to permit access for even 
pseudonymised medical data. 
2. Aggregated queries on individual records – 
CLEF registered users only  
CLEF will allow most CLEF registered 
users to run  queries on the pseudonymised 
data-sets to extract aggregated statistics 
(possibly with cell-size restrictions to limit 
identifiability).  Privacy enhancement and 
monitoring techniques will be used to blur 
results  so as to minimise the risk that 
queries, singly or together, might allow 
individuals to be identified.   
Access to such aggregated queries  would 
require a high-level of  identification and 
authentication of the individual making 
access, including  session control.  This 
would include  non-repudiation of query 
requests and acknowledgement of data-set 
delivery (to manage any re-requests of data 
which might be spoofed). 
Secure links would definitely be required, 
probably at least SSL 128-bit. 
3.  Access to disaggregated pseudonymised 
record sets – special approval only 
Specific projects (and hence specific users 
within that project group, but possibly only 
the Principal Investigator) would be 
permitted access to the individual 
pseudonymised data-sets (though nearly 
always with restrictions on the table 
columns that could be accessed; almost 
never access to the entire record). 
This would require an even greater emphasis 
on  identification and authentication, as 
well as security of the data provided through 
a session. 
The data provided may need to be encrypted 
to a higher level than SSL 128-bit, and 
hence may require some form of local 
processing to de-crypt the data, and secure 
its delivery at the user workbench.  
 4. Downloading of subsets of the repository – 
special approval only 
Some projects may be allowed to download 
sub-sets of the CLEF database (subject to 
approval by a Research Oversight 
Committee) which will have a specific 
encryption of identifying fields for each 
specific project (to prevent linking of 
separate approved extracts to re-create the 
CLEF database in whole or in part). 
The required mechanisms will need to be 
explored more fully, and may be covered 
within the requirements 1-3 above. 
A special requirement is that it should be 
possible  to link back to the original patient id 
for ethically approved reasons, for example to 
contact high risk to patients or as part subsidiary 
research project, or to identify patients for 
recruitment to trials.   This process for direct 
access to patient records is proposed to be as 
follows: 
1.  researchers will be required to submit a 
request to the CLEF Ethics Board 
administration. The request will be assessed 
for ethical appropriateness, including a 
check against the original Research Ethics 
Committee approval); 
2.  the CLEF administration will then submit 
the request to the repository holders, in this 
case UCL,  to identify which CLEF 
repository records are required.  Such 
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will be strictly logged and monitored 
3.  the repository holders (UCL) will then have 
to make a similar request to originating 
hospital, Royal Marsden, subject to the 
same vetting processes, and accompanied 
by the original entry IDs for the patients 
involved.  If the originating hospital, the 
Royal Marsden,  agrees, only then can  it 
trace the entry IDs back to the original 
Royal Marsden Hospital ID that allows the 
hospital to reidentify the patient.  The 
originating hospital can then contact the 
patient either directly or via their general 
practitioner, in order to gain consent to 
further research access to their full medical 
records, to participate in a trial, or to be 
recalled if at risk. 
This three-stage process across three separate 
organisations and identifiers should ensure that 
identification is only possible when appropriate 
and duly authorised. 
Progress to date 
One-way key encryption is now being used to 
create a CLEF “patient” identifier that is distinct 
from any health service issued numbers, 
permitting longitudinal growth of the CLEF 
record through a non-reciprocal link from the 
RMH to CLEF. The mapping between these sets 
of identifiers is held securely at the Royal 
Marsden Hospital. 
Parts of the clinical records are now being 
extracted from the Royal Marsden Hospital 
Electronic Health Record system, initially only 
for deceased patients, for transfer to the CLEF 
Electronic Health Record server at UCL, 
beginning with the narrative case notes and 
correspondence parts of the records. In parallel, 
the r esearch teams at the Universities of 
Sheffield, Brighton and Manchester have begun 
analysing a number of manually de-identified 
sample narratives to design the target templates 
and data structures that are anticipated to be 
derived from the complete corpus. A clinical 
advisory group has been active throughout the 
project in proposing the kinds of clinical queries 
and data elements that are likely to be of 
greatest value to the research community, as 
well as contributing to the ethical and security 
approaches described in this paper. 
Conclusions 
CLEF explores options and policies concerning 
a pseudonymisation solution to parallel the 
‘consent’ approach underpinning the BioBank 
initiative.  CLEF will identify processes and 
procedures that are both technically feasible as 
well as politically and socially acceptable to 
permit continuing and more efficient access to 
medical records to further medical research. 
CLEF may give rise to an ongoing research 
database if there is continuing funding and 
sufficient subscribing organisations are prepared 
to provide data under this approach.  Equally, 
the policies and methods developed may serve 
to inform other projects within the UK (e.g. the 
current NHS National Programme for IT) or 
around the world. 
An important objective  of the project 
methodology is to establish best practice in 
pseudonymisation and in the security policies 
that should pertain to such a repository. A 
formal evaluation of the proposed approach will 
be carried out and published. 
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Abstract 
The provision of one or more separate authorisation infrastructures, comparable to the 
existing Grid authentication infrastructure, is desirable, since it will allow Grid 
applications to plug and play different authorisation infrastructures in order to choose the 
best one for their needs. The first half of this paper describes the features that are needed 
from this interface. Whilst it is possible to standardise every conceivable feature of this 
interface, it is not practical in the short term, since no existing authorisation infrastructure 
could easily comply with it, nor are we yet sure of the full set of requirements. Rather, 
this paper presents the basic minimum set of features that are needed to provide an initial 
plug and play functionality. Other features, such as a management interface, may be 
standardised in the future, whilst yet other features may continue to be met in an 
implementation specific manner. 
 
The second half of this paper provides a brief introduction to the Security Assertions 
Markup Language (SAML) and says how each of the initial authorisation interface 
requirements can be met by either the basic SAMLv1.0 specification or by extensions to 
it. The paper concludes by anticipating the future standardisation effort that will be 
needed to completely specify an authorisation interface for the Grid. 
1. Introduction 
The Grid already has a strong authentication mechanism, in the form of a public key 
infrastructure (PKI). However, strong authentication on its own is not enough to ensure 
that registered users only have access to the Grid resources that they are entitled to. Users 
not only need to be authenticated, but also authorised to use specific Grid resources in a 
controlled manner. Thus the Grid needs a strong authorisation mechanism to complement 
it existing strong authentication mechanism.  
 
Since users access resources at multiple locations on the Grid, and are themselves widely 
dispersed, the authorisation mechanism needs to be distributed. This will allow managers 
at different sites to authorise their users to use different Grid resources. However, 
controlling access to a particular Grid resource at a site needs to be within the remit of the 
local resource manager. He should be able to set the policy to dictate which users from 
which sites are allowed to access which local resources in which ways. Managers at 
different sites should be able to work autonomously, without needing to contact each 
other each time a new user needs to be authorised. Thus the managers need to trust each 
other to authorise their own users in an appropriate manner, and the authorisation 
infrastructure should support this. The lack of such a policy controlled authorisation 
infrastructure for the Grid is a significant impediment to the commercialisation of the 
Grid. It also makes it difficult for academic researchers to easily control access to Grid 
resources, both in controlling who can access the Grid resources under their local control, 
as well as authorising their own users to access remote Grid resources. 
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There are several policy based authorisation infrastructures now in existence, for 
example, CAS [CAS], VOMS [VOMS], PERMIS [Permis], and Akenti [Akenti]. Each of 
these has its own proprietary way of authorising users and setting the authorisation 
policy. Each of them supports trust establishment to a greater or lesser extent. Each of 
them has its own strengths and weaknesses. None of them has yet become the de-facto 
standard for the Grid authorisation infrastructure. Because they all have their own 
proprietary interfaces, and ways of working, it is difficult for Grid developers to easily 
switch between authorisation systems so as to be able to use the authorisation system that 
best meets the needs of their specific Grid application and its users.  
 
It is for these reasons that the Globus development team first decided to specify a 
standard authorisation interface for the Grid. The first draft specification for an 
authorisation interface, based on the Security Assertion Markup Language [SAML], was 
published in February 2003 [Auth]. With significant UK input, this specification has now 
been substantially revised, and split into two parts, a requirements document [Req], and 
an enhanced interface specification [AuthRev]. The Globus team intends to implement 
the final specification in Globus Toolkit version 3. It is anticipated that authorisation 
infrastructure providers will also quickly implement this SAML Interface (PERMIS is 
already committed to doing so). This will allow Grid developers to plug and play 
different authorisation infrastructures so that they can find the one that best suites their 
needs. 
 
The rest of this paper is structured as follows. Section 2 describes the requirements that 
have been identified for a distributed policy based Grid authorisation infrastructure. 
Section 3 provides a brief introduction to the SAML standard. Section 4 describes how 
the requirements of Section 2 have been mapped onto the current SAML specification. 
Section 5 concludes, and looks to possible future developments. 
2 Authorisation Infrastructure Requirements 
The ISO Standard 10181-3, Access Control Framework [ISO] specifies that the access 
control function can be split into two components, an application independent access 
control decision function (ADF), and an application dependent access control 
enforcement function (AEF). The ADF makes decisions about who can access which 
resources in which modes, and is governed by an access control policy. An AEF enforces 
these decisions on behalf of each application. The Internet RFC  [FMWK] similarly 
defines a policy decision point (PDP) and a policy enforcement point (PEP). PDPs are 
functionally equivalent to ADFs, and PEPs are functionally equivalent to AEFs. Thus the 
first requirement for a Grid authorisation infrastructure, is to be able to separate the 
decision making from the decision enforcement, thereby allowing the authorisation 
decision making infrastructure to be Grid application independent. 
 
Once we have agreed this separation of functionality, it is helpful to standardise the 
interface between these two components, so that (the AEF/PEP component of) Grid 
applications can utilise any ADF/PDP from any authorisation infrastructure supplier, and 
can choose the best one for their purposes. It is this interface that we plan to standardise 
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application, the decision making function (ADF/PDP) can either be embedded directly 
into the application, and accessed via an application programmable interface (API), or it 
can operate as a stand alone server, and be accessed via a message passing protocol, as in 
the COPS proposed standard [COPS]. If accessed via an API, then the application will 
need to be written in the same or compatible programming language as the ADF/PDP. 
Examples of authorisation APIs are the Open Group’s Authorisation API [AZN], defined 
in the C language, and the PERMIS API, defined in Java. If the ADF/PDP operates as a 
stand-alone authorisation server and uses a standard message passing protocol interface, 
it is usually easier for applications to interface to it, and is programming language 
independent. It is this second scenario that the Grid authorisation interface primarily 
plans to address, although by using SAML (see later) the interface can be mapped to an 
API. 
 
If the ADF/PDP runs as a stand alone authorisation server, then one needs to consider 
which types of client may access it. Should only application AEF/PEPs be allowed to 
access the authorisation server during the process of granting or denying a user’s right of 
access, or should users (or their agents) be able to access the authorisation server directly, 
in order to determine the access rights that have been granted to them to particular 
targets. We think it is important that the interface should allow both types of client to 
access the authorisation server, but any given authorisation server implementation may 
limit the number of clients that it is willing to respond to. In the extreme this may be just 
one client, the AEF/PEP of the application being controlled by the authorisation server. 
There is no requirement for the interface specification to contain any guidance on how 
the authorisation server is to be configured with information about the clients that it is 
willing to respond to, as this will be a local configuration matter. However, two (of 
several) possibilities are: 
a.  The authorisation server will only reply to requests where the client and 
the user are the same entity 
b.  The authorisation server will only reply to requests where the client is a 
known and trusted AEF/PEP 
 
Coupled to the above, it is clearly important that the authorisation server is able to 
authenticate the client, in order to determine who is making the authorisation request. Our 
current thinking is that the interface document should not specify how authentication is to 
be achieved but rather that this should be a local matter for the authorisation server 
implementer. Two possible authentication methods that could be supported are: 
a.  The authorisation server might mandate that a mutually authenticated 
SSL/TLS session be established with the client 
b.  The authorisation server might mandate that XML signatures be added to 
the authorisation decision requests. 
 
An important issue to consider, is what should be the format of the decision returned by 
the authorisation server? Is a simple Boolean (where true=Granted and false=Denied) 
sufficient, or is a more flexible decision such as a score between 1 and 10 required? Our 
current thinking is that a simple Boolean is sufficient (but possibly qualified by 
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then a simple Boolean is adequate. This allows the AEF/PEP to rapidly act upon the 
decision. However, if the client is a user, who then wishes to forward the response to an 
AEF/PEP, a simple Boolean is insufficient. The PEP will want to know exactly what has 
been granted or denied. Thus the decision response should optionally be able to contain 
full details of the request that is being granted or denied. Such a response is sometimes 
called a capability, since it says what the user is capable of doing. 
 
Another issue to consider is how does the authorisation server gain access to the user’s 
credentials that it will use to make its decisions. There are two modes of operation, 
termed (credential) pull and (credential) push in RFC 3281 [Aprof]
1. In credential pull 
mode, the authorisation server is merely presented with authenticated information about 
the user’s identity, and the server must pull the user’s credentials from some local or 
remote storage. It can then use these credentials in its subsequent decision-making. In 
credential push mode, the user’s credentials are presented to the server by the client, so 
that the server does not have to go and retrieve them. If the server is operating in 
credential pull mode, then how does the server know where to get the credentials from? 
The server could either be pre-configured with a (probably static) list of credential 
sources, or the client could tell the server where to pull the credentials from at the time of 
decision making. The latter is more scalable, and more dynamic than the former. 
 
Given that both credential push and pull modes are supported, what should happen if 
there is a clash of expectations between the client and server? If the authorisation server 
is expecting to work in credential push mode, but the client expects the server to operate 
in credential pull mode and therefore provides no credentials, then the client should either 
be denied access or given the lowest access rights that are available to every 
authenticated user. If vice versa, the authorisation server may at its discretion either 
ignore the pushed credentials or use them in its decision-making. The interface should 
therefore allow the credential mode of use to be flagged by the client, and if credential 
pull mode is flagged, the client should be able to advise the authorisation server where to 
locate the credentials. 
 
Similar to the above, how does the authorisation server gain access to the policy that 
controls it. The policy could be pre-configured into the server via some local 
configuration parameters, or via a management interface, or the client could pass the 
server the policy that is to be used at the time of decision-making. Clearly setting the 
policy has important consequences in trusting the decisions that are made, since a wrong 
policy will lead to wrong decisions being made. For this reason, our current plan is to 
separate policy management from the decision-making process, and only to concentrate 
on the latter initially. Future work will specify a management interface to the 
authorisation server that will allow a manager to dynamically update the policy that is to 
be used for decision-making. In the short term we expect it to be a local matter how the 
authorisation server is configured with the correct policy to be used. 
                                                 
1 Note that RFC 3281 specifies them simply as push and pull modes of operation. We prefix this with 
“credential” in order to differentiate between the push and pull modes specified in RFC 2904, which have a 
different meaning. 
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One of the key features of the interface is to define how much information should be 
passed to the authorisation server in order for it to make its decisions. The following 
categories of information have been identified: 
1)  Information about the user making the access request. In the simplest case this 
could just be the authenticated name of the user. In more complex cases it could 
be an assertion about the name of the user, and details about the authentication 
service that authenticated the user, and the type of authentication that was 
performed. 
2)  Information about the operations/actions being requested by the user, including 
their operands e.g. write access to file Fred 
3)  Information about the target resource to be accessed e.g. C:\ or 
ftp://ftp.salford.ac.uk 
4)  Contextual and environmental information that is relevant to making the decision 
e.g. the time of day, or the number of resources currently being consumed by the 
user. This information is needed as some policies might stipulate conditions such 
as: access is granted only between 9am and 5pm, or access is granted up to 3 
megabytes of storage. 
5)  The Credentials of the user. This will comprise such things as group 
memberships, roles and attributes of the user (which can all be regarded as 
attributes). The credentials will not only need to specify the types and values of 
the attributes, but also who assigned the attributes to the user, and how long the 
attributes are valid for. The latter information is especially important if the 
authorisation server is working in credential push mode, because the server will 
need to know that the user is not trying to use credentials that have already 
expired. If the credentials are long lived, and held by the user, then the 
authorisation server also needs to know where to retrieve revocation information 
from, so that it can check that the user is not trying to use revoked credentials. 
 
All of the above information is usually needed for correct decision making. However, in 
some circumstances the environmental parameters may not be needed i.e. if the policy 
does not make use of them. As noted above, if the server is operating in credential pull 
mode, the user’s credentials will not need to be passed with the decision request.  Each of 
the above parameters (excluding the environmental ones) should be able to take a default 
value in the decision request. We attach the following meanings to the default values: 
1)  The user is anyone i.e. public access is being requested 
2)  The action can be anything i.e. all the rights that have been granted to the user 
3)  The target is all the targets that are protected by the authorisation server. 
4)  (there is no default for this) 
5)  The user has no specific credentials, only those default ones (if any) that have 
been granted to everyone should be used. 
 
The client should be able to pass as little or as much information about the requested 
action as it wishes to the authorisation server. If too much information is passed (e.g. the 
current time is passed when the policy does not include temporal constraints, or a 
filename is passed when the user has access to an entire directory) then the server should 
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passed for the server to make an access decision, it may simply deny access. 
Alternatively, at its discretion, and providing the client has not already been denied 
access from the information already provided, the server may return “Granted subject to” 
along with a set of conditions that must be fulfilled before access is granted E.g. Granted 
subject to the filename being Fred, or Granted subject to the time being between 9am and 
5pm. It is then the responsibility of the AEF/PEP to evaluate these conditions before 
granting access to the user. If the AEF/PEP is unable or unwilling to evaluate these 
conditions, the client always has the option of issuing a new decision request and sending 
more information to the authorisation server. When conditional responses are returned, 
the AEF/PEP is actually being asked to perform some of the functionality of the 
authorisation server, i.e. evaluate some of the policy conditions that grant or deny access, 
and one could view this as a symptom of an incompletely implemented authorisation 
server. Therefore it should not be mandatory for an authorisation server to return the 
“Granted subject to” reply.  
 
Finally, we need to consider how many stages are involved in the decision making 
process. Two different modes of operation have been identified - single step and multi-
step decision-making. In single step decision-making, all the categories of information 
are passed in one message. This (potentially) contains enough information for the 
authorisation server to make its decision. In multi-step decision-making, the first step 
passes information about the user (categories 1 and 5 in the list above), and subsequent 
steps pass information about the user’s requested action(s) (categories 2, 3 and 4 above). 
Multi-step decision-making is an optimisation that allows the authorisation server during 
the first step, to collect together all the credentials of the user, and to validate them 
according to the policy. Expired or revoked credentials can be discarded, as can 
credentials that are not recognised by the policy e.g. having a credential asserting 
membership of a university faculty when the policy grants access according to 
professional qualifications. The collected valid set of credentials are then used in 
subsequent decision making steps. The decision making step can be repeated as often as 
necessary, as the user attempts to invoke different operations/methods on different 
resources. Multi-step decision making can be implemented by either a state based or 
state-less authorisation server, and the interface should support both types of server. A 
state based server will cache the collected valid set of credentials internally and use them 
when the client requests subsequent authorisation decisions to be made. A state-less 
authorisation server will return the collected valid set of credentials to the client, as 
assertions made by itself, and the client can cache these and use them in subsequent 
decision making steps (rather like web browsers store cookies for web servers). 
3. An Introduction to SAML 
The Security Assertion Markup Language (SAML) is a specification issued by OASIS, 
an industry led standards creating consortium. SAML is a general purpose language that 
allows different types of security assertions about subjects to be passed between clients 
and servers, encoded as XML messages. The language is infinitely extensible and allows 
any type of assertion to be defined, although three standard types of assertions about 
subjects are currently specified in SAML v1.0: authentication assertions, attribute 
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the subject was authenticated, an attribute assertion states which attributes have been 
assigned to a subject, and an authorisation decision assertion states which access to which 
targets has been granted or denied to the subject. Each assertion is accompanied by the 
name of the issuer of the assertion, the date and time the assertion was issued, an 
assertion ID (for ease of subsequent reference) and the version of SAML that the 
assertion conforms to. Each assertion may optionally be accompanied by some conditions 
(which must be obeyed by the assertion user), by some advice (that can be ignored by the 
assertion user), and by the digital signature of the issuer. 
 
SAML XML assertion messages can be transported by a variety of means. They can be 
transported “as is”, for example by passing them as fields in an API, embedding them in 
email messages or carrying them straight over TCP/IP. However, the SAML specification 
defines a request/response protocol for requesting SAML assertions and embedding them 
in SAML responses. A SAML request can be either an authentication query, an attribute 
query or an authorisation decision query, and it comprises: the type of query, a unique 
request ID, the date and time the request was issued, the type of assertion responses the 
requestor would like to be returned to the query (called Respond With parameters), the 
digital signature of the requestor (optional) and the version of SAML this message 
conforms to. An authentication query asks “What assertions containing authentication 
statements are available for this subject?” An attribute query asks “Can you return the 
requested attributes for this subject?”  An authorisation decision query asks “Should these 
actions on this resource be allowed for this subject, given this evidence?” A SAML 
response comprises: zero or more SAML assertions, a status code (indicating if the 
request was successful or not), the unique ID of the original request, a unique ID for this 
response (optional), the time the response was issued (optional), the intended recipient of 
the response (optional), the digital signature of the responder (optional) and the version of 
SAML this message conforms to. The SAML request/response protocol can then be 
mapped onto existing protocols such as TCP/IP or HTTP via SAML Bindings and 
Profiles.  
 
The SAML Bindings specification [Bind] describes one such binding. It defines how the 
SAML request/response protocol can be carried as SOAP messages over HTTP. It also 
gives guidance for how the SAML protocol can be carried over other transport 
mechanisms, leaving implementers free to define the mappings for the protocol of their 
choice. 
4. The SAML Grid Authorisation Interface 
The SAML protocol Authorisation Decision Request forms the basic message for issuing 
a request to the authorisation server. It already has most of the fields that are needed to 
pass the information categories identified in section 2, and it is then a question of 
mapping them as described in section 4.1. below. However, some of the requirements 
cannot easily be mapped into existing SAML elements, and so new data elements need to 
be defined. These are described in section 4.2. The SAML protocol Authorisation 
Decision Response forms the basic message for returning granted/denied/granted-subject-
to responses to the client, and this is described in section 4.3. However, this message is 
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Authorisation Decision Request message in the response. Consequently a new simple 
Decision message needs to be defined and this is described in section 4.4. Finally, SAML 
in its basic form is not capable of supporting multi-step decision making, so the 
extensions that have been defined to support this are described in section 4.5. 
4.1 The SAML Authorisation Decision Request 
As stated earlier, this message comprises: an authorisation decision query, a unique 
request ID, the date and time the request was issued, the type of assertion responses the 
requestor would like to be returned (called Respond With parameters), the digital 
signature of the requestor (optional) and the version of SAML this message conforms to. 
The authorisation decision query comprises: the name of the subject, the URI of the 
resource, the actions for which authorisation is being requested, and evidence to support 
the request. 
 
Looking at each of the authorisation decision query parameters in detail, SAML supports 
subject names in the form of X.509 distinguished names. This is the format 
recommended for use in the Grid authorisation interface, since every Grid user has a 
distinguished name in his public key certificate. If the request is for (default) public 
access, rather than a specific user, then the distinguished name should be set to null 
(implying the root of the directory information tree).  
 
If the resource is a Grid service, then the resource URI should contain the Grid Service 
Handle (GSH) of the service as described in [OGSI]. If the client wants to learn about the 
access rights of the user to all resources known to the authorisation server, then the 
following default URI has been defined: http://www.gridforum.org/ogsa-
authz/saml/2003/06/resource/any 
 
SAML actions are composed of a string describing the operation or method to be 
authorised, and a URI specifying the namespace of the action. The SAML specification 
already defines several sets of actions and their associated namespaces, including: 
Get/Head/Put/Post for the HTTP protocol, the standard Unix file permissions (read, write, 
execute etc.), and a set of generic operations. The latter are: 
Read/Write/Execute/Delete/Control and the associated namespace URI is 
urn:oasis:names:tc:SAML:1.0:action:rwedc. If this standard set of actions is insufficient, 
then Grid application developers will need to specify their own set of operations for their 
Grid applications, along with associated namespaces. If authorization for all possible 
actions is being requested, then the action string should be set to an asterisk (*), and the 
following namespace has been defined in [AuthRev]: 
http://www.gridforum.org/namespaces/2003/06/ogsa-authz/saml/action/wildcard 
 
The SAML evidence field is used to hold the user’s credentials. However, we had a 
problem when trying to fit both the credential push and pull modes into the SAML 
protocol. When operating in credential push mode this element can obviously contain the 
user’s credentials. If the initiator does not have any credentials (for example, if default or 
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
848public access rights are being requested) then the evidence field can be empty
2. But how 
should the client signal to the authorisation server that it wishes to operate in credential 
pull mode? An empty evidence field can be used to signal pull mode at the discretion of 
the server, but how can the client direct the server to a credential repository? An 
extension to SAML was needed for this, and so we defined the Reference statement (see 
section 4.2). 
 
The final issue to be solved, was how can the client pass environmental parameters to the 
authorisation server, since SAML does not have a specific field for this? We solved this 
by considering the environmental parameters to be additional evidence, set by either the 
Grid application (e.g. the amount of storage already consumed by the user) or some other 
trusted entity (e.g. a trusted time source for time of day). Consequently, the 
environmental parameters can either be pushed to the authorisation engine, or they can be 
pulled from somewhere. Thus the SAML evidence field can contain additional elements 
holding environmental parameters, or Reference statements to where the environmental 
parameters can be found. Alternatively, the authorisation server can be configured with a 
local list of where to get this information from. 
 
Turning now to the Authorisation Decision Request message in which the authorisation 
decision query is embedded, most of the parameters are fairly straightforward to 
complete as per standard SAML guidelines, and do not need any special rules for Grid 
use. The only parameter that has been specifically tailored for Grid use is the 
RespondWith parameter. This informs the authorisation server what sort of SAML 
response the client would like. In standard SAML, this will always be an Authorisation 
Decision Assertion Response, but this message has its limitations - see section 4.3. If the 
client would like a full authorization decision assertion to be returned then RespondWith 
is set to the value Authorization. If however, the client would like a simple decision 
response to be returned (see section 4.4) then RespondWith is set to the value Decision. 
4.2 Extensions to the SAML Request Message 
We noted in 4.1 above, that in the credential pull mode of operation, the client may wish 
to advice the authorisation server where to find evidence (either user credentials or 
environmental parameters). We have defined the SAML Reference statement to fulfil this 
function. The <ReferenceStatement> element supplies a statement that the designated 
attributes associated with the specified subject can be obtained from the referenced URI. 
Thus if the user was the holder of X.509 attribute certificates held in an LDAP server, the 
Reference Statement URI would point to the LDAP server, the subject name would be 
the LDAP DN of the subject, and the attribute name could be set to an asterisk ‘*’ 
(meaning fetch all attribute certificates). Alternatively, if the client wished to inform the 
authorisation server of the locality of a trusted time stamping authority (TSA), the 
Reference Statement URI would point to the TSA, and the attributes and subject elements 
would be set to their default values (‘*’ and null respectively). When embedded in an 
Evidence element, the issuer element is set to the name of the client. 
                                                 
2 To be more precise, there will be no evidence assertions in which the subject name is that of the user. 
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As stated earlier, the SAML Authorisation Decision response comprises: zero or more 
authorisation decision assertions, a status code, the unique ID of the original request, a 
unique ID for this response (optional), the time the response was issued (optional), the 
intended recipient of the response (optional), the digital signature of the responder 
(optional) and the version of SAML this message conforms to. Each authorisation 
decision assertion states which actions to which targets has been granted or denied to the 
subject, given the attached evidence and optional conditions. In short, the authorisation 
decision request is repeated in the authorisation decision response, even though the 
messages can be linked via their unique IDs. Each assertion is accompanied by the name 
of the issuer of the assertion, the date and time the assertion was issued, an assertion ID, 
the version of SAML that the assertion conforms to and the optional digital signature of 
the issuer. 
 
The first thing to note is that the standard Authorisation Decision Response message is 
potentially huge, and there is no way of returning a simple Boolean decision to the 
request. Consequently a simplified Authorisation Decision element was defined (see 
below). The client can indicate if a full authorisation decision assertion or a simple 
authorisation decision is to be embedded in the response, by appropriately setting the 
RespondWith parameter on the request.  
 
The second thing to note is that the SAML simple decision type has three possible values: 
Permit/Deny/Indeterminate, but this does not include Granted-subject-to. We have 
chosen to use the Indeterminate SAML value to mean Granted-subject-to, and if this 
value is present, then the response must contain one or more condition statements. 
4.4 Extensions to SAML Responses 
The Authorisation Decision response has been defined as a simple way of passing a 
Boolean response to the client. It only comprises the simple decision type (with the 
additional restriction that Indeterminate is not allowed), and it is linked to the 
corresponding Authorisation Decision Query via the unique request ID. Note that in most 
cases simple authorisation decision responses will only be requested by Grid application 
AEF/PEPs, since a Grid user is unable to relay this response to a Grid application as it 
does not say what the user is allowed to do (unlike the full authorisation decision 
assertion).  
4.5 SAML extensions to support multi-step decision making 
The basic method used to drive multi-step decision making is use of the RespondWith 
parameter of the SAML Authorisation Decision Request message. If the client sets 
RespondWith to the value Attribute it signals the first step of multi-step authorization to 
the server. The authorisation server will then ignore the resource and action fields of the 
request (and the evidence field will be empty). The authorisation server may be state 
based or state-less. The only requirement is that it returns an attribute assertion to the 
client, the contents of which are currently undefined and server implementation specific. 
The client must then return the same attribute contents in the evidence field of subsequent 
authorisation decision request messages. In the subsequent requests, the client can ask for 
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by setting RespondWith to either Decision or Authorization as before. 
5. Conclusions and Future Work 
It is clear from section 4, that SAML v1.0 only standardises the basic protocol necessary 
for supporting a fully functional and flexible authorisation interface. Several extensions 
had to be defined in order to get the richness that we needed. We are not the only 
researchers to discover this. The OASIS XACML [XACML] working group have 
similarly noted many of the same deficiencies as Grid researchers. Consequently Grid 
and XACML researchers are now working together to unify the format and semantics of 
the extensions that they have identified, and are relaying these to the OASIS SAML 
working group. The SAML group are in the process of defining SAMLv2.0, and plan to 
publish this in late 2003 or early 2004. We hope that all of the extensions that we have 
identified will be incorporated in the base SAML v2.0 specification, and then no Grid 
specific SAML extensions will need to be defined. 
 
One slight setback has been the recent publication of SAML v1.1. This specification 
deprecates the use of the RespondWith parameter defined in SAML v1.0, which is a key 
feature of the Grid use of SAML for its authorisation interface. We are currently working 
with the XACML and SAML researchers to determine the best way forward here. 
 
Once we have a fully functional SAML protocol, this is actually only the start of the 
standardisation work for an authorisation interface. It will allow Grid application 
developers to plug and play different authorisation infrastructures that support SAML, 
but they must plug and play entire infrastructures, and not simply different components of 
different infrastructures. In order to do the latter, each of the fields that can be passed in 
the SAML messages will need to be standardised. Then each of the authorisation 
infrastructures will use standard data structures and syntaxes for passing user credentials, 
authorisation policies, condition statements and environmental variables. There are some 
existing candidates for each of these. XACML defines a standard authorisation policy, 
using XML, and this policy standardises the way of passing condition statements and 
environmental variables. ITU-T X.509 (2001) [X509] defines a standard for user 
credentials, called attribute certificates, and these are similar to existing X.509 public key 
certificates. Proposed Internet Standard RFC 3275 [Xsig] defines a standard way of 
adding digital signatures to XML documents. 
 
It will be interesting to see how things develop in the coming months. Watch this space. 
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Intersecting UK Grid and GridPP/LCG/EGEE Activities 
=================================================== 
 
Both the UK Grid and the GridPP activities have made very significant 
progress over the last couple of years. In particular, both have set up 
substantial infrastructures within the UK and both have made 
significant investments in middleware. To date interaction between the 
communities has been confined to technical working relationships 
within institutes and the e-Science centres, though, with the advent of 
the second phase of UK e-Science funding and substantial experience 
built up, the time is now right to explore ways of increasing 
interactions to mutual benefit of all involved. 
 
This session aims to explore the possible synergies, intersections and 
scope for future collaboration between UK e-Science Grid and particle 
physics Grid communities. 
 
It is anticipated that the session should produce concrete outputs for 
follow-up in specific areas.  The themes to be explored include : 
 
  * Applications & Requirements, 
  * Technical Exchanges & Collaboration Opportunities, 
  * Common Strategies, Resources & Skills. 
 
Session organisers : 
   Rob Allan - DL - UK e-Science Grid & ETF 
   Paul Jeffreys - Director Oxford e-Science Centre 
   Robin Middleton - RAL - GridPP & DataGrid 
 
================================================================ 
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Abstract
In this paper we show how a Problem Solving Environment (PSE) can be used to manage and steer
numerical optimisation of a challenging problem from mechanical engineering running in parallel on
a remote Grid resource. The industrial code used by Shell Global Solutions in their lubrication work
is transformed from a serial code through an interactive PSE providing multivariate visualisations to
a parallel application run on a remote Grid resource. Use is made of Globus, MPI, gViz and NAG
optimisation libraries for this complete solution environment. The techniques developed, whilst focused
on a particular problem, are intended to be generic and extensible to wider engineering applications.
1 Introduction
Industryusesnumericalcodesforinvestigation,val-
idation,andtestingpurposes. Alloftheseprocesses
require highly intensive computational procedures
which may vary from large-scale parallel HPC ap-
plications to smaller scale individual problems re-
quiring many similar cases to be solved. Access to
large computational resources are important for all
these types of application. Using the Grid gives an
added freedom in terms of where the job may be
run, but this must not come at the expense of being
able to interact with the simulations.
In previous work [5,6,12] it has been shown how
an interactive Problem Solving Environment (PSE)
for an individualnumerical simulation may be con-
structedandGrid-enabledusingIRISExplorer[13].
In this work the PSE has been re-engineered to be
at the level ofthe industrial user workingwith Shell
Global Solution￿s optimisation software as applied
toelastohydrodynamiclubrication(EHL)modelling.
In this work we explainhow the Shell software, has
been parallelised and enabled to be run on a Grid
resource in order to signi￿cantly reduce run times.
The use of the PSE enables both interactive visu-
alisation of the progress of the optimiser and the
ability to interact with the simulations already run-
ningontheGridtohelpguidetheoptimiserthrough
the high dimensional parameter space. The com-
plete package is called GOSPEL - Grid Optimisa-
tion Software for Problems of Elastohydrodynamic
Lubrication.
The numericalproblembeingconsidered,elastohy-
drodynamic lubrication (EHL), is brie￿y described
in Section 2, along with a description of the opti-
misation procedure in terms of the quantities being
optimised against and for. Section 3 describes the
necessarychangestoturnwhatwas previouslya se-
rial application into a distributed memory parallel
application with fast solution times. Consideration
of the appropriate degree of parallelism for this ap-
plication is given here.
The PSE is a vital tool in effective use of Grid re-
sources; the ability to interact with a simulation to
guide the solution or to change the problem being
solved are both very important. From a PSE this
can be done without recompilation of code or re-
submission of the job onto the Grid. As Grid cycle
accountancy through utility computing on demand
becomes used then it will be important not to have
wasted clock cycles, so the ability to know as soon
as a simulation has gone awry will actually save
money as well as time. These PSE aspects are con-
sidered for the EHL optimiser in Section 4. The
Grid-enablingaspects ofthe PSE arealso described
in this section, along with a description of how the
gViz collaborative libraries [14] are used. The out-
put visualisations for such a complex problem are
also very important in being able to effectively use
the PSE and these are described in Section 5.
The paper is concluded in Section 6 where further
work is proposed. Also described in this section is
the nextstage ofthe workto expandthe simulations
into the computationally more demanding 2-d case
which will require hierarchies of parallelism within
the solution scheme.
2 EHL and Optimisation
The particularly challenging numerical problem of
EHL occurs, for example, in journal bearings and
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Figure 1: Solution pro￿les of an EHL line contact
gears where,at the centreofthe contacttheloadex-
erted over a very small area causes extremely high
pressures (up to 3 G Pa) resulting in elastic defor-
mation of the components and signi￿cant changes
in the lubricant properties in this area. Example so-
lutions are shown in Figure 1 for (a) the pressure
and ￿lm thickness, and (b) the density and effective
viscosity. The numerical solver used by Shell has
been developed at Leeds over the past decade. The
solution techniques used are described in detail in
Fairlie et al. [3] and Goodyer [4]. More general in-
formation about the techniques used in numerically
solving EHL problemsmaybe foundin the work of
Venner and Lubrecht [11].
At the heart of the EHL problem are the equations
describing the operational condition and the rheo-
logical model of the lubricant used. The variables
de￿ning the cases therefore themselves fall into the
same two categorieswith upto 40parametersbeing
required to specify a full non-Newtonian thermal
EHL simulation. The physical parameters which
may be varied include the loading of the contact,
the ambient temperature and slide to roll ratio,a
measure of the amount of slip of one component
past the other.
The optimisation work is intended to try to ￿nd the
set of lubricant properties that best match the total
friction through the contact from numerical calcu-
lations to the observed friction in experiments per-
formed on a test rig under a sequence of different
physical conditions. For the case outlined in the
rest of this work, the experiments have been run at
three different loadings, two different temperatures
and six different slide to roll ratios giving a total of
36 different cases. By using a numerical solver it
is possible to run each of these cases for a partic-
ular input parameter set. Ten of the lubricant rhe-
ology parameters have been optimised to try to ￿nd
theparametersetthatmostcloselymatchesthefric-
tional behaviour of the real lubricant. The chosen
Variable Description
β
Temperature coef￿cient
of viscosity (K
￿1)
z0 Viscosity parameter
z1 Viscosity parameter
K0 Inverse critical shear rate (s)
α
Pressure coef￿cient of inverse
critical shear rate
β
Temperature coef￿cient of inverse
critical shear rate
z0 Inverse critical shear rate parameter
z1 Inverse critical shear rate parameter
m Cross exponent
a Carreau-Yusada parameter
Table 1: Lubricant parameters used for optimisa-
tion
parameters are shown in Table 1. For a given set of
lubricant parameters, case xi say, the total frictional
residual,
￿F is given by
￿F
￿
36
∑
j
￿1
￿
Fnum
j
￿Fexp
j
￿2
(1)
where Fnum
j and Fexp
j are the numerical and exper-
imental values of the friction for physical parame-
ters case j. Withtenphysicalparameterstovarythe
optimiser is thus trying to minimise
￿F in ten di-
mensionalspace. Furthermoretheevaluationof
￿F
requires 36 computationally intensive EHL prob-
lems to be solved.
The physical requirements and the challenging na-
ture of the numerical EHL solver mean that a very
robust optimisation method is needed. Shell have
found that the simplex method [2,9] proves to be
the most reliable. The implementation used here
is from the NAG C library 1. In brief this method
1http://www.nag.co.uk
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Figure 2: Optimiser schematic
takes an initial supplied estimate of the solution x0
and, in n-dimensional space generates a simplex
with n
￿1 vertices, x0, x1,..., xn according to the
method of Parkinson and Hutchinson [10]. At each
point,xi thevalueof
￿F iscalculatedandthevertex
with the maximum
￿F value is re￿ected through
the centre of gravity of the remaining vertices, and
￿F at this new point evaluated. This result may
lead to further moves of this vertex along this di-
rection.
Each evaluation of
￿F incurs the cost of perform-
ing 36 EHL solutions, and the typical number of
￿F evaluations required in a run is of the order
of 1
￿103, hence being able to speed-up the eval-
uation of these functions is very important. The
overall schematic of the optimiser is shown in Fig-
ure 2. This shows the data￿ow with the 36 EHL
cases at the bottom with varying xi lubricant pa-
rameter sets being supplied by the optimiser from
potential points in the simplex. Each case returns
an Fj contribution to the
￿F value. Finally the op-
timiser returns a minimumsolution from the search
space of xmin.
3 Parallelism
The parallelism in this optimisationproblemcomes
fromthefactthatforeachevaluationofthefunction
value
￿F we need to perform36 EHL calculations.
Each of these calculations will have the same lu-
bricant characteristics just different operating con-
ditions. Theoretically this should mean that all 36
processes can be run independently since the result
of one does not in￿uence any of the others. How-
ever there are great time savings to be made for
EHL problems by using continuation. That is, the
result to one problem is a very good guess for the
solution to a similar problem. For example, by hav-
ing the six cases with the same loadingand ambient
temperature solved in turn only the ￿rst calculation
(for the lowest slide to roll ratio, say) is relatively
expensivecomparedto the others (whichare under-
taken with sequentially larger slide to roll rations,
Loading
Temperature
Slide to roll
Initial guess
x
Lubricant properties
x
Optimised minimum
x
Fj
i
0 min
Simplex
R
F
p
MPI Communication
to other processors
R
F
Continuation
Figure 3: Parallel optimiser schematic
say). The particular choice of which directions to
use continuation in will be returned to below.
The parallel software from this project is designed
forcomputationalgridssuchastheWhiteRoseGrid2
with its mixture of shared and distributed memory
machines, including a 256-processorBeowulf style
cluster. For reasons of portability the parallelism is
undertaken using MPI [8].
The EHL case being solved in this work is a one
dimensional line contact problem. Each of the in-
dividual cases ￿ts easily in memory and has little
need for parallelism itself. This means that the par-
allelisation may be focused at the level of the opti-
miser. The work per processor is sketched in Fig-
ure 3. Since each processor can perform one set of
continuedrunsthenthe onlycommunicationneces-
sary is each individual processor￿s contribution
￿ p
F
to the global
￿F. Oncethe combinedtotal has been
accrued then the optimiser can function as for the
serial case.
The use of continuation adds an extra level of ro-
bustness to the solver. Since the optimiser may
occasionally select values for parameters outside
the normal physically expected ranges then having
a good initial guess may make the difference be-
tween convergence and failure. Whilst failure is it-
self a valid conclusion which is handled by setting
the calculated friction to have a 100% error these
solutions may be very expensive computationally
to calculate. Table 2 compares various different
continuation schemes and shows the results for the
maximum number of processors (36) no continua-
tion possible, continuation with increasing temper-
ature (2 runs per processor), with increasing load-
ing (3 runs per processor) and increasing slide to
roll ratio (6 runs per processor). It can be clearly
seen that maximising the amount of continuation
used is very important for reducing the overall run-
2http://www.wrgrid.org.uk
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scheme Processors
Solution
time (s)
Number of
￿F
evaluations
Convergence
failures
Average time
per
￿F
evaluation (s)
No continuation 36 5916 1001 315 5.91
Temperature 18 6133 1011 309 6.07
Loading 12 1413 210 21 6.72
Slide to roll 6 678 210 7 3.23
Table 2: Optimiser solution times for varying continuation schemes
time. The number of convergence failures is the
numberofindividualEHLsimulationswhichfailed
to converge. There are clearly more of these for
caseswherecontinuationhasnotbeenusedasmuch.
4 Grid-enabling the PSE
A PSE generallyhas bothnumericalsimulationand
output visualisation as core components. The addi-
tion of computational steering abilities means that
visualfeedbacktotheusercanthenbeusedtomod-
ify the simulation already running. Such a system
for individual EHL problems has already been de-
scribed by Goodyer et al. [5,6]. In this work we
have chosen to build the PSE in NAG￿s IRIS Ex-
plorer package.
Much of this part of the work has used the gViz
libraries which are described elsewhere in this vol-
ume [14]. In brief gViz provides a communication
interface for a process runningon a (typically)Grid
resourcetoenableotherusers to connectto thesim-
ulation and either visualise the results or steer the
calculation.
An example of a typical map for the PSE is shown
in Figure 4 where the data￿ow pipeline, generally
from left to right, is clearly visible. The majority
of the modules are used in the visualisation process
and hence only the three modules on the left are
described here.
The ￿rst module in the map, GlobusSearch inter-
rogates a GIIS server to analyse the available re-
sources and their current statuses [1]. The user can
then select a resource and choose a suitable launch
method, including launching the job onto the Grid
using Globus3. For this work we have extended the
gViz library to include parallel launch mechanisms
including writing a parallel job submission script
or Globus RSL script which then gets submitted
to Sun Grid Engine for scheduling onto a suitable
node. When the job is spawneda socket connection
back to the PSE is made telling the launching ap-
plication which node of the Grid resource the sim-
ulation will be communicating from. Information
about this node and port is then passed to the next
3http://www.globus.org
two modules in the map, SteerGOSPEL and Visu-
aliseGOSPEL. Knowledge of where the simulation
is running also allows any other user access to the
simulation through the gViz libraries. This means
that one person, with Grid certi￿cation, say, can
start the simulation and other collaborators around
the world can then all see the results of that simu-
lation and help to steer the computation [1,12]. In
fact, the person who originally launched the Grid
job need not actually be involved from that point
on.
Computational steering is the ability to change a
simulation that is already running. One example of
this could be choosing to use a lower quality mesh
in the early stages of the solve, but as the solution
gets near to a minimum using a higher resolution
mesh to improve the accuracy of the solution ob-
tained.
The moduleSteerGOSPELhas severaluses. Firstly
it shows the current best set of values found by
the simplex, along with
￿F. This allows a user
access to individual numbers from the simulation
rather than much larger datasets for visualisation
purposes. Thesenumberscanalsobeusedforsteer-
ing. For example it is possible to resubmit this cur-
rent best set to the optimiser once a minimum has
been found. The NAG library will then build a new
simplex around this previous minimum potentially
allowing it to escape from local minima. Similarly,
a different point in the search space can be speci-
￿ed away from where the optimiser has previously
searched. Finally, as mentioned, the accuracy can
be changed. A method we have implemented here
is the ability to turn on (or off) the thermal compo-
nents of the solution. The thermal solve is much
more expensive but adds greater accuracy to the
friction results obtained, especially for cases where
more heat is generated [3].
Communication from the PSE to the simulation is
done through the gViz libraries. At suitable points
the simulation will check if any new input data has
been received. If a steering request is for additional
accuracy,say, then these changes can be introduced
without changing the points of the current simplex
and would therefore only apply to future calcula-
tions. If, on the other hand, a new simplex was re-
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quested then the NAG libraries do not allow move-
ment of the current simplex points and hence use
of the communication ￿ag inside the routine will
cause the optimisation routine to drop out of the
NAG routines and then the new simplex is submit-
ted.
The VisualiseGOSPEL module communicates with
the simulation to receive all the datasets for visual-
isation. These are then packaged up into standard
IRIS Explorer datatypes and sent down the rest of
the map for visualisation. When the full datasets
are being shown then more information needs to be
returned from the parallel nodes than is necessary
for just the optimisation process. The root process
which is communicating with any attached users
also needs to retain full copies of all output data
previously generated so that any listeners joining
the simulation later get the full set of results rather
than just those generated from that stage. The de-
scriptionsof theoutputdatasets areexplainedin the
following section.
5 Visualisation
The full optimisation run generates hierarchies of
multivariate data. Each EHL simulation is itself re-
duced to just one number, F num
j from Equation (1).
Thedistanceeachofthesecalculatedvaluesisaway
from Fexp
j is interesting to the users at Shell in as-
sessing the convergence of the solver. This kind
of information is one obvious area in which user
steering may help, for example if the results were
all good except at, say, very high ambient tempera-
tures then previous knowledge could accelerate the
Figure 5: Friction errors for all cases considered.
The 2-d mesh shows the experimental friction val-
ues against the slide-to-roll ratio with the displace-
ment of the surface in the third dimension repre-
senting the error in the numerically calculated fric-
tion for the best simplex point.
optimisation process. These results are shown in
Figure 5 which shows a 2-d plane with increasing
slide to roll ratios plotted against experimentalfric-
tion for each of the loadings and ambient tempera-
tures. The 3-d surface represents the errors in each
of the calculated friction values. If a perfect solu-
tion was found this would collapse to be co-planar
with the six lines of experimental results.
The progress of the optimiser itself is shown in the
other outputs available. The useful information is
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Figure 6: Progression of optimiser showing relative change of best solution found to initial guess. Each
line represents a different variable from Table 1.
mainly focused on the best data set found thus far.
This multidimensional data cannot be represented
as easily as tracking the movement of a point in
2-d or 3-d space, and instead other techniques are
required to sensibly assess the progress of the opti-
miser. Twoalternativevisualisationsofthisdataare
currently provided to the user. The ￿rst is shown
in Figure 6 where the y-axis represents the rela-
tive change from the initial estimate for each of the
ten variables, with progression along the x-axis be-
ing the incremented for improvements in the
￿F
value. In Figure 6 two different graphs are shown.
The ￿rst has the optimiser progressing without any
steering, the second has a new simplex formedafter
the 30th improvement to the best point in the sim-
plex. It canbe clearlyseen howthis hasencouraged
the optimiser to a very different point in the search
space.
The second visualisation of the best simplex values
found uses parallel coordinates [7]. The choice is
available to the user of whether to use conventional
2-d parallel coordinates, or to stretch the conver-
gence of each variable out into the third dimension
as shown in Figure 7. Parallel coordinates can help
to see dependencies between variables.
Given the method of Nelder and Mead [9] moves
the worst point in the simplex, this may mean that
the best point is not constantly updated, it is also of
interest to know how good the other points being
tested are. With so many calculations taking place
it would not be sensible or useful to try to visualise
all ofthequantitiesevaluated. Insteadwehaveused
2-d plots of all the x points tested for user-selected
Figure7: 3-dParallel coordinatesshowingprogres-
sion of the optimal solution found with increasing
quality of solution from left to right. Each compo-
nentof the solutionis a separate2-dgraphwith unit
spacing into the picture. The connecting surface
is designed to help visualise dependencies between
variables
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nents of x have been varied in search space. Red
indicates the ￿rst directions tested with blue and
magenta representing the latest calculations. The
initial tests perpendicular to each other are clearly
visible.
pairs of axes. These can either be coloured by the
quality of the solution, i.e. the
￿F value, as shown
in Figure 8, or by how recently they were visited.
These visualisations enable better understandingof
the search space.
6 Conclusionsand FutureWork
In this workwe have shownhowan industrialserial
optimisationcoderequiringmanyindividualnumer-
ical calculations at every stage can be parallelised,
Grid-enabled and embedded within a PSE. It has
been seen that the gViz libraries have handled all
the communication between the PSE and the sim-
ulation effectively. Use of MPI within the NAG li-
braries has beenincorporatedandconsiderationhas
been given to the most ef￿cient methods of contin-
uation for these problems. It was found that com-
biningthemaximumlevelsofcontinuationgaveso-
lutions signi￿cantly faster. They also found better
solutions in terms of minimising the friction resid-
ual.
Thevisualisationoutputhasbeendrivenbytheneeds
of the users and is used to help steer the simula-
tion, for example by manually moving away from
localminimaoraddingadditionallayersofdetailor
computational accuracy when near to a local mini-
mum.
There are many future directions for this work. Po-
tentially the most important is expanding the nu-
merical solver used. Much work into individual
EHL problems is in 2-d point contact cases but up
to now they have always been far too expensive to
even consider solving thousands of times. With the
adventof faster computersandthe evolutionof par-
allel implementationsof the 2-d EHL codes [6] it is
now feasible for the individual EHL simulations to
be undertaken in parallel, leading to a hierarchy of
parallelism.
From a Grid perspective other work that ought to
be undertaken concerns security. The friction and
lubricant data used in these simulations is commer-
cially sensitive andso secure methodsof communi-
cating this to and from remote Grid resources must
be considered.
The other necessity for future expansion concerns
more general book-keeping. When multiple simu-
lations are launched or a new user wants to join in,
they must know to which part of which resource to
be pointing their PSE. One possible method of ac-
complishing this is by new simulations registering
with a web service when they start up. A direc-
tory of running simulations can then be kept from
which potential users can select which simulation
on which resource they wish to connect.
Anotherissue concerningcollaborativePSEs is that
any user joining a simulation which has previously
beensteeredwillnotknowwhatchangesweremade
and when, since only the present input dataset and
the entire output data are currently provided. To
be able to repeat the experiment such information
would also need to be accessible.
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Abstract
Computational ﬂuid dynamics simulations of relevance to jet-engine
design, for instance, are extremely computationally demanding and the
use of large-scale distributed computing will allow the solution of prob-
lems that cannot be tackled using current resources. It is often appro-
priate to leave the large datasets generated by CFD codes local to the
compute resource in use at the time. This naturally leads to a distributed
database of results that will need to be federated as a coherent resource
for the engineering community. We describe the use of Globus and Con-
dor within Cambridge for sharing compute resources, progress on deﬁning
XML standards for the annotation of CFD datasets and a distributed
database framework for them.
1 Introduction
Computational ﬂuid dynamics (CFD) is now widely used in both industry
and academia to solve turbulent and reacting ﬂows, such as those found
in the combuster of a jet engine. Industry requires these CFD techniques
to oﬀer rapid turnaround as well as high accuracy, and this demands
high-quality physical modelling of unresolved small-scale processes in the
turbulence and combustion. Results from industrial scale CFD are most
often in the form of large and complex datasets. Thus, remote access to
this information is an integral part of the CFD development and design
process.
Investigation of industrial problems implies that the CFD simulations
need to be more demanding, both in terms of the physics to be sim-
ulated and the levels of spatial and temporal resolution required. The
requirement for increased computer power is being met at a local level by
clusters of powerful PC-type workstations and at university and national
level by very large massively-parallel supercomputers. Therefore, CFD
oﬀers a major opportunity for the development and application of Grid
technology in engineering and forms the motivation for the present study.
A diﬃculty that arises in these practical turbulent combustion pro-
cesses is a strong coupling between turbulence, chemical kinetics and heat
release. These interactions are generally three dimensional and time de-
pendent, and are not easily accessible to experimental investigation.
∗Cambridge University Engineering Department, kwj20@eng.cam.ac.uk,rsc10@eng.cam.ac.uk
†Cambridge eScience Centre, xy216@cam.ac.uk, mah1002@cam.ac.uk
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862Direct numerical simulation (DNS) is now a widely accepted technique
for simulating ﬂows which require resolution down to the smallest length
scale. A parallel combustion DNS code called SENGA has been developed
in Cambridge to study turbulent combustion. SENGA solves the govern-
ing equations for a fully compressible reacting ﬂow using high order ex-
plicit ﬁnite diﬀerence methods and the parallel operation is implemented
through the message passing interface (MPI).
Therefore, to explore the potential of the Grid for CFD applications,
a mini-Grid system has been set up between the Cambridge University
Engineering Department and the Cambridge eScience Centre. This system
comprises two dedicated PC clusters and dedicated data storage machines.
The link is made with a virtual private network (VPN), although this
has not been fully tested yet. The VPN provides a route around the
departmental ﬁrewalls. The clusters run Globus and Condor for remote
job submission, ﬁle transfer and batch queue management. We have also
developed a web based portal for remote job submission.
Figure 1 - Cambridge CFD mini-Grid
2 Web portal development & use of XML
The Globus Toolkit [1] is an open source, reference software base for build-
ing grid infrastructure and applications. Its use in this project allows ac-
cess to appropriate local and remote compute resources for the purpose of
running SENGA and retrieval of the output datasets. As Globus is cur-
rently based on a rather low level set of command line tools, a user friendly
front end has been developed (a “portal”) to guide the user through run-
ning the code. With web browsers being ubiquitous nowadays, a web
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863interface is a natural choice for portal development.
The portal code developed for the CeSC project “Electromagnetic
scattering from aircraft”[2] has been re-used here.
The ﬁrst stage in submitting a job through the CFD portal is to specify
a set of input parameters for the SENGA run. These parameters are
saved as an XML ﬁle suitable for validation against a custom written
schema for SENGA[3]. The Xerces-C++ [4] toolset is used for validation.
If successful, the input parameters are also written to a plain text ﬁle
suitable for input to the SENGA code itself. The job is then submitted to
a remote compute cluster, either at CeSC or the Engineering Department.
Once the numerical simulation has ﬁnished, all output data is trans-
ferred back to one of several machines which act as ﬁle servers. The
physical location of the output ﬁles is then recorded along with the input
parameters in XML format. This information is stored in a native XML
database (we are currently evaluating Apache Xindice [5]) for later query
and retrieval. For example, it would be of interest to ask for the results
of a run generated by a particular user on a particular date under certain
initial conditions.
Multiple instances of this database framework may be installed by
collaborators at remote sites (both academic and industrial), populated
with their own datasets and federated using technology such as OGSA-
DAI.[6]. This community resource will allow a wide range of tasks from
interactive visualisation of remote datasets through to the collection of
statistical data that will be of direct use in future models.
References
[1] http://www.globus.org/
[2] Visualisation & Grid applications of electromagnetic scattering from
aircraft, M. Spivack et al, Proceedings of the 2nd UK eScience All
Hands Meeting, 2003
[3] http://www.escience.cam.ac.uk/projects/cfd/senga.xsd
[4] http://xml.apache.org/xerces-c/
[5] http://xml.apache.org/xindice/
[6] http://www.ogsa-dai.org.uk/
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8644 chips (8 processors) and a 128 Mbyte level
3 cache, which is shared by all 8 processors in
the MCM. Each Regatta node contains 4 MCMs
and 32 Gbytes of main memory. The MCMs
are connected to each other and to main mem-
ory by a 4-way bus interconnect to form a 32-
way symmetric multi-processor (SMP). In or-
der to increase the communication bandwidth
of the system each Regatta node has been di-
vided into 4 logical partitions (LPAR), coincid-
ing with each MCM. Each LPAR runs its own
copy of the AIX operating system and operates
as an 8-way SMP.
3. Programming model characteristics
The message passing programming model is a
distributed memory model with explicit con-
trol parallelism. MPI [1] is portable to both dis-
tributed and shared memory architecture and
allows static task scheduling. The explicit par-
allelism often provides a better performance
and a number of optimised collective commu-
nication routines are available for optimal ef-
ciency. Data placement problems are rarely
observed and synchronisation occurs implicitly
with subroutine calls and hence is minimised
naturally. However MPI suffers from a few
deciencies. Decomposition, development and
debugging of applications can be time consum-
ing and signicant code changes are often re-
quired. Communications can create a large
overhead and the code granularity often has to
be large to minimise the latency. Finally, global
operations can be very expensive.
OpenMP is an industry standard [2] for shared
memory programming. Based on a combina-
tion of compiler directives, library routines and
environment variables it is used to specify par-
allelism on shared memory machines. Com-
munication is implicit and OpenMP applica-
tions are relatively easy to implement. In the-
ory, OpenMP makes better use of the shared
memory architecture. Run time scheduling is
allowed and both ne and coarse grain paral-
lelism are effective. OpenMP codes will how-
ever only run on shared memory machines and
the placement policy of data may causes prob-
lems. Coarse grain parallelism often requires a
parallelisation strategy similar to an MPI strat-
egy and explicit synchronisation is required.
By utilising amixed mode programming model
we should be able to take advantage of the
benets of both models. For example a mixed
mode program may allow the data placement
policies of MPI to be utilised with the ner
grain parallelism of OpenMP. The majority of
mixed mode applications involve a hierarchical
model; MPI parallelisation occurring at the top
level, and OpenMP parallelisation occurring
below. For example, Figure 1 shows a 2D grid
which has been divided geometrically between
four MPIprocesses. Thesesub-arrayshavethen
been further divided between three OpenMP
threads. This model closely maps to the archi-
tecture of an SMP cluster, the MPI parallelisa-
tion occurring between the SMP nodes and the
OpenMP parallelisation within the nodes.
process 0
MPI 
process 1 process 2 process 3
OpenMP OpenMP OpenMP OpenMP
thread 0
thread 1
thread 2
thread 0
thread 1
thread 2
thread 0
thread 1
thread 2
thread 1
thread 2
2D Array
thread 0
Figure 1: Schematic representation of a hierar-
chical mixed mode programming model for a
2D array.
4. Benets of mixed mode programming
This section discusses various situations where
a mixed mode code may be more efcient than
a corresponding MPI implementation, whether
on an SMP cluster or single SMP system.
Codes which scale poorly with MPI
One of the largest areas of potential benet
from mixed mode programming is with codes
which scale poorly with increasing MPI pro-
cesses. One of the most common reasons for an
MPI code to scale poorly is load imbalance. For
exampleirregularapplicationssuchasadaptive
mesh renement codessufferfromloadbalance
problems when parallelised using MPI. By de-
veloping a mixed mode code for a clustered
SMP system, MPI need only be used for com-
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866munication between nodes, creating a coarser
grained problem. The OpenMP implementa-
tion may not suffer from load imbalance and
hence the performance of the code would be
improved.
Fine grain parallelism problems
OpenMP generally gives better performance
on ne grain problems, where an MPI ap-
plication may become communication domi-
nated. Hence when an application requires
good scaling with a ne grain level of paral-
lelism amixedmodeprogrammaybemoreef-
cient. Obviously a pure OpenMP implementa-
tion would give better performance still, how-
ever on SMP clusters MPI parallelism is still
required for communication between nodes.
By reducing the number of MPI processes re-
quired, the scaling of the code should be im-
proved.
Replicated data
Codes written using a replicated data strategy
often suffer from memory limitations and from
poor scaling due to global communications. By
using a mixed mode programming style on an
SMP cluster, with the MPI parallelisation occur-
ring across the nodes and the OpenMP paral-
lelisation inside the nodes, the problem will be
limited to the memory of an SMP node rather
than the memory of a processor (or, to be pre-
cise, the memory of an SMP node divided by
the number of processors), as is the case for
a pure MPI implementation. This has obvi-
ous advantages, allowing more realistic prob-
lem sizes to be studied.
Restricted MPI process applications
A number of MPIapplications requireaspecic
number of processes to run. Whilst this may
be a natural and efcient implementation, this
limits the number of MPI processes to certain
combinations. By developing a mixed mode
MPI/OpenMP code the natural MPI decompo-
sition strategy can be used, running the de-
sired number of MPI processes, and OpenMP
threads used to further distribute the work, al-
lowing all the available processes to be used ef-
fectively.
Poorly optimised intra-node MPI
Although a number of vendors have spent con-
siderable amounts of time optimising their MPI
implementations within a shared memory ar-
chitecture, this may not always be the case. On
aclusteredSMPsystem, iftheMPIimplementa-
tion has not beenoptimised, the performanceof
a pure MPI application across the system may
be poorer than a mixed MPI / OpenMP code.
This is obviously vendor specic, but in certain
cases a mixed mode code could offer signi-
cant performance improvement. For example,
IBM's MPI is not optimised for clustered sys-
tems.
Poor scaling of the MPI implementation
Clustered SMPs open the way for systems to be
built with ever increasing numbers of proces-
sors. In certain situations the scaling of the MPI
implementation itself may not match these ever
increasing processornumbers ormay indeedbe
restrictedto acertain maximum number. In this
situation developing a mixed mode code may
be of benet (or required), as the number of
MPI processes needed will be reduced and re-
placed with OpenMP threads.
5. Collective Communications
Having discussed various situations where a
mixed mode code may be more efcient than
a corresponding MPI implementation, this sec-
tion considers one specic situation relevant to
HPCx: collective communications.
Many scientic application use collective com-
munications and to achieve good scaling on
clusters SMP systems such as HPCx, these
communications need to be implemented ef-
ciently. Collective communications were in-
cluded in the MPI standardto allow developers
to implement optimised versions of essential
communication patterns. A number of collec-
tive operations can be efciently implemented
using tree algorithms - including Broadcast,
Gather, Scatter and Reduce. On a system such
as HPCx, where communication is fasterwithin
a node than between nodes, the tree algorithm
can be constructed such that communications
corresponding to branches of the tree at the
same level should run at the same speed, oth-
erwise the speed of each stage of the algorithm
will be limited by the performance of the slow-
est communication.
To demonstrate this, two techniques have been
used. Firstly, a library has been used that,
by creating multiple communicators, performs
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Abstract
Fast Fourier Transforms (FFTs) are an essential part of many scientic codes: from Molecular
Dynamics to Climate Modelling. It is, therefore, evident that HPCx requires efcient methods
for performing FFTs and related calculations. This study compares the performance of the two
main FFT libraries on HPCx: IBM's ESSL/PESSL and FFTW. Both serial and parallel (distributed-
memory only) 3D complex-to-complex FFT routines are investigated, and the performance of the
two different libraries is discussed.
In general, the ESSL and FFTW serial 3D FFT routines are comparable. For parallel FFTs, the
PESSL library is, in general, slightly faster, however, FFTW has better parallel efciency.
Some further comments are made about the overall performance of HPCx, and its impact of
the use of FFT library routines.
1 Introduction
Fast Fourier Transforms (FFTs) are an impor-
tant part of many scientic applications. A typ-
ical program may perform many FFTs on large
datasets for a single production run. There-
fore, a high performance service such as HPCx
needs to provide efcient methods for per-
forming FFT and associated calculations. IBM
provide a number of libraries with HPCx, of
which the Engineering and Scientic Subrou-
tine Library (ESSL) for AIX [1] contains FFT
routines. However, there are also a number
of public domain numerical libraries that in-
clude FFT calculations. One such library is the
Fastest Fourier Transform in the West, or FFTW,
[3], which provides routines to compute dis-
crete Fourier transforms.
ESSL is a collection of optimised serial sub-
routines covering a wide range of mathematic
functions, including a subset of BLAS [5] and
LAPACK [6], which aims to provide the tuned
numerical algorithms typically employed by
engineering and scientic applications. ESSL
can be called in 32- and 64-bit addressing
modes from C, C++, and FORTRAN, although,
for the purposes of this report, the C function-
ality alone was tested. ESSL actually contains
two separate libraries:
 The ESSL Symmetric Multi-processing
(SMP) Library
 The ESSL Serial Library
ESSL SMP contains a number of multi-
threaded routines for distributing work in a
shared-memory system. HPCx is currently
composed of a large number of 8-processor
shared-memory Logical PARtitions (LPARs),
connected via an interconnect and an associ-
ated switch hierarchy. This means that, whilst
ESSL SMP has potential benets for small
(i.e. jobs that run within a shared-memory
partition) or hybrid1 programs, for standard
distributed-memory programs such as MPI,
ESSL SMP is not as relevant. Therefore this re-
port does not cover the performance character-
istics of ESSL SMP.
1A hybrid program refers to a program that exploits
both distributed- and shared-memory parallelisation (e.g.
a code that employs both MPI and OpenMP)
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873Mini-Workshop: Using the HPCx Service
Lorna Smith
EPCC, The University of Edinburgh, U.K.
HPCx is the UK's newest and largest National High Performance Computing system, comprising
1280 IBM POWER4 processors and delivering up to 3.4 TeraFlops/s sustained performance. It is
currently ranked number 11 in the top 500 supercomputers (See: www.top500.org)). This system
has been funded by the the Engineering and Physical Sciences Research Council (EPSRC). The
project is run by the HPCx Consortium, a collaboration comprising the University fo Edinburgh,
Edinburgh Parallel Computing Centre (EPCC), CCLRC's Daresbury Laboratory and IBM.
This aim of this workshop is to provide an overview of the HPCx service and the current chal-
lenges associated with the system. The sessions will consist of three main topics: an overview
of the system; terascaling of real applications; and consideration of the performance issues sur-
rounding the use of HPCx.
Presentations
The HPCx Service. Speaker: Lorna Smith. This talk will provide an introduction to HPCx,
the UK's new National HPC Service. This aims of the servce is to deliver a world-class service
for capability computing to the UK scientic community, and part of the talk will focus on the
challenges associated with achieving such a goal. The remainder of the talk will give an overview
of the architecture, highlighting some of the issues relevant to users.
Achieving terascaling performance from capability applications. Speaker: Ian Bush, Dares-
bury Laboratory, CCLRC. This talk will focus on the CRYSTAL code. Ian will discuss the capa-
bilities of the MPP CRYSTAL application and summarise the algorithms used within the code
and how they were parallelised. The scaling of the code will be illustrated. These results will
show that increasing the problem size increases the scalability of the code, and that for the largest
system very good scaling up to 1024 processors is obtained ( 700 speed-up on 1024 procs ).
Capability Computing: Achieving scalability on HPCx. Speaker: Gavin Pringle, EPCC, The
University of Edinburgh. The main objective of HPCx is to provide a capability computing ser-
vice for a range of key scientic applications, i.e. a service for applications that can utilise a
signicant fraction of the resource. To achieve this capability computing objective, applications
must beableto scaleeffectivelyto around1000processors. This presentsaconsiderablechallenge,
and requires an understanding of the system and its bottlenecks. In this talk Gavin will present
results from a detailed performance investigation on HPCx, highlighting potential bottlenecks for
applications and how these may be avoided.
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High Performance Computing (HPC) facilities are provided in the UK at a national level.  
These facilities are amongst the best in the world, supporting world class research across a 
spectrum of disciplines.  EPSRC has led the procurement of the two current facilities: 
CSAR (Computing Services for Academic Research) which was implemented in 1998, and 
HPCx which was implemented in 2001.  In this paper we consider the issues involved in 
HPC procurement and present recommendations for managing stakeholder requirements in 
future procurements of national HPC facilities.  These recommendations are organised as a 
process, of which the top level is presented here.  The process takes an iterative, ‘spiral’ 
approach affording rounds of eliciting, balancing and validating requirements.  Previous 
procurements have been successful, but with the increasing costs of HPC, an increasing 
effort must be made to ensure that this remains so.  Our focus here is on how stakeholders, 
particularly within the academic scientific community, can be better involved in the 
decision making processes and ultimately how procurement strategy can rigorously meet 
the demands of the potential users. 
 
 
1 Introduction 
High Performance Computing (HPC
1) facilities 
in the UK have acted as a focal point and 
catalyst for high quality research in science [1].  
These facilities are amongst the best in the 
world; HPCx entered the list of the world’s top 
five hundred high performance computers [2] in 
2002 at number 9, and is currently ranked at 
number 12.  An older facility, CSAR, is now 
ranked at number 120.    
 
HPC rankings such as the top five hundred list 
are useful for the analysis of the industry and of 
available facilities [3].  However, comparison of 
high performance computers is difficult because 
they are designed for different purposes and 
placing their performance on a linear scale does 
not acknowledge their individual strengths.  The 
list is based around a particular benchmark that 
does not well reflect scientific applications.  The 
scientific focus of HPCx means that the ranking 
system is in fact hostile to it.  
 
When procuring a new HPC facility, the aim is 
not simply to buy a faster machine to the ones 
                                                 
1 We use the term HPC in a broad sense, where 
terms such as supercomputing, or high end 
computing are also sometimes used. 
previous, but to buy one best suited to the codes 
to be run on it.  Decisions about the particular 
qualities of a new machine are difficult, 
particularly when there are a wide variety of 
potential codes from a large number of users.   
The machine must suit multiple stakeholders, 
come in within a limited budget and prove value 
for money.  In this paper, we discuss the issues 
involved in procurement of HPC facilities for 
the UK research community, paying close 
attention to how stakeholder requirements can 
be met.  We propose a requirements process that 
is geared to eliciting and reconciling the 
differing views of a wide range of HPC 
stakeholders.   
 
2 Aim of the Project 
The aim of our work is to determine and analyse 
the challenges facing procurement with specific 
emphasis on the process of gathering 
requirements and negotiating conflicts between 
them. We seek to design a practical framework 
to assist in responding to these challenges 
effectively in future HPC projects.  In 
consultation with a range of stakeholders, a 
structured representation of the challenges 
facing the next HPC procurement is being 
produced.  We are designing and documenting a 
flexible methodology to facilitate the elicitation 
of HPC requirements and needs.  The 
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878methodology must address the issues relevant to 
a range of stakeholders, be usable by the 
procurers, be justifiable (to stakeholders and 
reviewers), fit with other processes used in 
procurement, and be applicable to other HPC 
procurement exercises. 
 
The project is to be delivered in autumn 2003.  
This paper presents an overview of the issues 
faced and a top level of the methodology.  The   
project progress to date includes ten stakeholder 
consultations and a series of reviews.      
 
3 Background 
Previous procurements led by EPSRC include 
CSAR (Computer Services for Academic 
Research) in 1998 and HPCx in 2002.  CSAR is 
a national high performance service run on 
behalf of the research councils by Computation 
for Science (CfS) at the University of 
Manchester.  CSAR high performance 
computers currently include a 512 processor 
origin3800 called ‘Green’ and a 816 processor 
Cray T3E-1200E called ‘Turing’.  Turing is to 
be decommissioned in December 2003 and a 
new 256 Itanium2 processor SGI Atix called 
‘Newton’ is to be provided.  HPCx is a service 
provided by a consortium of the University of 
Edinburgh, CCLRC (the Council for the Central 
Laboratory of the Research Council) and IBM.  
The HPCx service provides a 1280 processor 
Power4 IBM cluster.       
 
These procurements have been seen as 
considerable successes, achieving the aim of 
supplying a service to support world leading 
research.  However, looking more closely at the 
recent procurement of HPCx,  despite overall 
success, it is apparent that there was still room 
for improvement. The lessons learned show 
there were problems with time slippages, some 
of which were necessary to ensure competition 
was maintained, and others which could have 
been avoided.  With hindsight it is also possible 
to say that the procurement happened too soon, 
missing a leap forward in technology.   
Stakeholder involvement was also problematic, 
with regional seminars and user questionnaires 
being limited in their usefulness and more, 
continuous involvement being needed.  A more 
structured approach could also have been taken 
to user requirements, and a better approach to 
the developing and refining of requirements 
could have been taken.  The HPC market place 
could have been better understood and a full 
survey could have had led to a better linkage of 
requirements and budget and allowed EPSRC to 
encourage particular suppliers to bid and 
possibly identify potential partnerships.             
 
Internationally, the ways in which procurements 
take place differ significantly.  Many of the top 
HPC facilities in America regularly procure new 
machines, and have strong relationships with a 
particular vendor and a large input into how the 
technologies are developed.  EPSRC are in a 
different position, where physical location of a 
facility is not predefined and European 
competition laws limit the ways in which 
relationships can be built with individual 
vendors.  These factors have a positive effect in 
putting EPSRC in a strong position to negotiate 
on prices, but does mean that those with strong 
technological understanding are often not core 
to the procurement team.  
 
Internationally, there has recently been efforts 
into developing so called ‘science driven 
architectures’.  Until recently, the HPC top five 
hundred league table [2] was dominated by 
machines designed for weapons simulation and 
weather forecasting.  These machines were not 
specialised for scientific research and devoted 
only small parts of their time to it.  The UK 
facilities were not the very fastest, but provided 
what was probably some of the best levels of 
service to researchers.  The arrival of the 
Japanese Earth Simulator in late 2001 caused a 
great shake up.  The Earth Simulator was at the 
time more powerful than the top twelve 
American machines put together, and still 
continues to massively dominate high 
performance computing.  Moreover, the Earth 
Simulator was optimised for scientific research.  
The American response, in what some have 
dubbed ‘computnik’ recognising echoes of the 
space race, has been to concentrate on building 
‘science driven’ architectures that can compete 
with Japan [4].  The cost of procuring the Earth 
Simulator, and of running it are massive and 
advocates of HPC in America are going to 
lengths to obtain comparable budgets.  The 
stakes have been raised greatly, and we assume 
it is unlikely that the UK can compete at a cash 
for cash basis.  HPC is also developing rapidly 
in Europe (outside the UK) and new 
competitiveness is coming from countries such 
as China.  It must be said that countries are not 
always directly competing, and UK researchers 
do (potentially) have access to machines such as 
the Earth Simulator.  To keep UK science at the 
forefront we need not assume that the UK needs 
a bigger machine than other countries, but we 
must look carefully at how scientists are best 
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879supported and we must develop a sound strategy 
to enable that support.          
 
4 Requirements in HPC Procurement 
Like many large system procurements, the 
complexity, scale and time frame of HPC 
procurement is considerable.  During the years 
between project initiation and a running HPC 
installation, needs and requirements evolve.   
Project management staff, the priorities of users 
and funding bodies, the relevant user needs and 
the available technologies can and do change.  
In addition, some domain specific challenges 
face HPC.  These need to be comprehensively 
analysed and described in order that future HPC 
procurement projects can be put on a stable 
footing.  In particular the process of negotiating 
different, conflicting needs for HPC should be 
addressed. 
 
In this section we will discuss the central factors 
relevant to HPC procurement. We will introduce 
these factors individually (4.1) and then 
examine their interrelationships (4.2). 
 
4.1 Factors 
The procurement of an HPC facility involves 
the elicitation and balancing of many 
requirements.  These requirements relate to a 
number of factors, the core of which are 
described here.  Most of these factors are 
closely interrelated and their classification 
negotiable, which will be considered in the next 
section.  Here the factors described are 
classified as stakeholders, the market, 
benchmarks, science, technology, and budget. 
 
Stakeholders 
In any large technology project there will be a 
large number of stakeholders with differing 
interests and involvement.  The term 
stakeholder is used broadly in technology 
projects to refer to anyone who should have 
some direct or indirect influence on 
requirements [5].  It is good practice to allow 
anyone who sees them self as a stakeholder to 
be a stakeholder, but they are often not quite so 
forthcoming and the difficult problem is how to 
enrol and effectively engage with stakeholders.  
HPC procurement is a large project, in terms of 
cost, timescale, and the people it will affect.   
The types of stakeholder are far ranging, 
including tax-payers, researchers, engineers, 
employees and many others.  The procurer of 
HPC facilities must actively recognise different 
types of stakeholder and actively engage with 
them.  The key stakeholders to requirements are 
the actual or potential users of HPC facilities, 
and it is these that we consider of central 
importance to the requirements process.  It is 
important that stakeholders understand and as 
far as possible agree the benefits of a facility to 
be procured, and that support for the project is 
gained. 
 
The Market 
HPC has a limited number of vendors, and a 
tender for a new facility will predominantly 
attract bids from the ‘usual suspects’.  However 
vendors do disappear and new ones enter the 
market.  It is also likely that there are vendors 
that are not within these usual suspects who are 
capable of supplying the technology, and could 
be encouraged to do so.   
 
HPC at this level is not a simple off the shelf 
procurement, but requires huge custom built 
machines.  As such, it is difficult to know 
exactly what the market can offer at what cost.  
The is plenty of evidence to suggest Moore’s 
law (stating that processor capacity will double 
around every 18 months) is relevant to HPC.   
This might imply that a four times more 
powerful machine could be procured at the same 
cost to one procured three years previously.   
However, three factors muddy this rule: firstly 
that the increases in processor capability are not 
smooth increments but happen sporadically 
(lessons learned from HPCx show that entering 
the market before a leap forward in technology 
can happen, unfortunately it is probably only 
possible to recognise these leaps with 
hindsight); secondly that the demands from 
HPC by users change in the nature of 
calculations needed; and thirdly that increases in 
demand for processor power often outstrip the 
increases they can supply.   
 
To predict the market is therefore not a sound 
strategy, but to negotiate and investigate is.    It 
is desirable to build relationships with vendors, 
but not to the extent that competition is harmed.  
Market intelligence is not only about knowing 
what is available, but being able to get the most 
suitable technology at the best prices. 
 
Benchmarks 
To evaluate performance of different machines, 
benchmarks are used.  Benchmarks are a useful 
way for deciding between machines, but they 
must be chosen and managed carefully.   
LINPACK is the standard benchmark in HPC, 
but is becoming less relevant to modern 
scientific computation as the types of 
calculation it favours are not those favoured by 
scientists.  More relevant is to call for potential 
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benchmarks.  This means machines can be 
judged in terms of the calculations they are 
required to do.  However, care must be taken 
that codes are well designed and representative.  
Lessons learned from HPCx showed that the 
codes were not always portable and vendors are 
often only able to return incomplete results.   
There are also political factors: selecting a 
particular user’s code for use as a benchmark 
can potentially alienate others.  The third type of 
benchmark is low level, where key performance 
parameters are assessed.  A suite of benchmarks 
must be carefully chosen and managed.  Care 
must be taken that the benchmarks are 
representative, and that vendors do not tinker 
with them to improve results.   
 
Science  
‘Science driven architecture’ is becoming a 
catchphrase in HPC.  The idea is that the 
demands of science drive the creation and use of 
HPC facilities.  It is certainly true that some 
architectures are more suited to scientific 
applications, but there are many types of 
scientific application in HPC and no single 
architecture perfect for them all.  Facilities 
should also be accessible for other types of 
research, such as finance or quantitative 
analysis.  
 
Turning the idea of science driven architecture 
on its head, it can also be a potential benefit for 
HPC to drive science (and other types of 
research): new technologies can afford new 
types of research, leading scientists in new 
directions.  At a basic level, it is a positive step 
to encourage researchers who have not really 
considered HPC to think how applications could 
benefit their work. 
 
Technology 
We have discussed the issue that different 
technologies suit different applications and thus 
different stakeholders will often have different 
requirements.  We must also add that HPC is 
run as a service, and so decisions are also made 
about how the technology is run, including how 
jobs are queued and prioritised.  Related to this, 
decisions must also be made as to whether, and 
how, to include Grid integration.   As a service, 
upgrades to technology must also be considered 
and planned.  
 
Budget 
The cost to HPC relationship is complex.  It is 
never clear how a particular set of requirements 
will translate into cost, and prices quoted by 
vendors are also often negotiable.  One thing for 
sure however is that costs are increasing.   
Although cost is falling relative to processor 
power, the demands for power are increasing at 
a greater rate. 
 
With the spiralling cost of HPC it is tempting to 
look at partnerships.  Possible partners are those 
already involved in HPC, for example bodies 
involved in weapons research or weather 
forecasting.  Finding a partner would be a 
serious boost to finding the budget, but would 
also cause serious problems in the provision of 
service to researchers.  Simply having to share 
time on a computer would reduce resources that 
are already in high demand.  Partnering with 
military organisations would mean that the 
machine would have to be rebooted between use 
by different partners so that there is no gaining, 
accidentally or otherwise, of sensitive data by 
someone running a job after the partner.  A 
partnership may bring in a large amount of 
money, but trade offs will be made.  
 
4.2 Interrelationships between Factors 
The factors given in the last section do not 
present an exhaustive list, but represent those 
we see as central.  The categories we have used 
are in many ways arbitrary: the factors are not 
units fitting into discrete categories, but are an 
interconnected web of issues.  The technological 
issue of different hardware being optimal for 
different codes is a central issue to almost every 
concern in this paper.  As another example, 
stakeholders (considering the key stakeholders 
as users) and science are strongly connected, the 
users being the people who do the science.  The 
factors must be addressed then, but not 
individually. 
 
The viewpoint taken will affect the 
understanding of these factors.  For  example, a 
budget centred viewpoint might lead to viewing 
user needs as secondary to market prices, or a 
technology centred viewpoint might lead to 
computation speed being prioritised over 
specific stakeholder needs.  We advocate a user 
centred viewpoint, seeing user requirements for 
technology as being the central resource of 
requirements and representation of the needs of 
research.  The central task then is to balance 
these needs within the constraints of the market 
and budget that act upon them. 
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Figure1: A Top Level Spiral Process to Manage  
Requirements in Procurement of an HPC Facility 
5 The Top Level Process 
The aim of this project, as discussed in section 
2, is to create a requirements process for use in 
procurement of an HPC facility.  We have 
looked at lessons learned from the previous 
procurement, at the international context, and 
have outlined the factors we recognise that the 
process must address.  In this section we discuss 
how the requirements process should be created 
and present a top-level view of this process. 
 
5.1 Issues to Address 
There are a number of issues the requirements 
process must overcome and account for if it is to 
be successful.  The process must strike the right 
balance between being lightweight so as to be 
usable by the procurers, and being rigorous so 
as to be justifiable to stakeholders and 
reviewers.  It should be possible to elicit 
requirements at different levels of detail and to 
tailor the process to the resources available for 
the requirements exercise; in particular it must 
be possible to maintain an optimum speed.  The 
process should also correlate with the other 
processes involved in procurement, such as the 
creation of a business case.  It is also desirable 
for the process to be generic. 
 
Key aspects of the process will be the elicitation 
of requirements, and the balancing and deciding 
of requirements.  To support requirements 
elicitation and balancing, there are a number of 
issues to be addressed that are general to the 
majority of large technology projects, and issues 
more specific to HPC. The issues surrounding 
requirements elicitation are how to recognise 
stakeholders and elicit high quality requirements 
from them.  The issues surrounding balance 
involve how to judge and prioritise different 
requirements, and how to recognise and define 
core issues and assumptions, how to plan 
contingencies and how to maintain a memory of 
those requirements.  Integral to both should be 
the assessment of risk.  More specific issues to 
HPC revolve around the factors discussed in 
section 4 of this paper. 
 
5.2 A Spiral Type Process 
We believe that a ‘spiral’ type process is most 
suitable for this situation.  The spiral process 
encourages multiple iterations of the same steps, 
starting rapidly and ending with longer more 
detailed iterations.  As such it is a better 
informant of the creative design process where 
people do not operate in a top down manner, but 
start with a set of requirements and go about 
refining them.  The spiral process allows 
requirements at different levels of detail to be 
captured and integrated during each round of the 
spiral.  The spiral is also adaptable to limited 
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be accommodated in each round of the spiral, 
with planning it is possible to close the activity 
after any round.  The process should ideally 
continue, for as many rounds as resources will 
allow,  until results are deemed good enough for 
external review. 
 
For the procurement of a national HPC facility 
there are a great number of uncertainties and 
past experience has shown that to act quickly 
and dynamically can be beneficial and 
sometimes essential to success.  The process 
presented here is designed to offer a greater 
amount of planning and control to the 
procurement process, but not to inhibit 
flexibility.  The spiral allows for the balancing 
and refinements involved in eliciting and 
managing stakeholder requirements, negotiating 
technologies with vendors, and putting all the 
necessary components in place to proceed.   
Simply, the process we present recommends 
working and reworking requirements until the 
necessary stakeholders are satisfied enough for 
procurement to proceed. 
 
In this paper, we are discussing the top level of 
the requirements process.  The generic nature of 
the spiral at this top level means that different 
fine grain approaches can be used beneath it.   
While we are recommending a specific 
approach based upon stakeholder viewpoints, 
alternative approaches can be used with the 
spiral if preferred.  The proposed spiral model, 
presented in figure 1, contains four phases and 
states the output of each.  The first phase is 
‘identification of, and elicitation from 
stakeholders’ with the output as an ‘informal 
statement of requirements’.  The second phase 
is ‘analysis and negotiation’ with the output as 
‘agreed requirements’.  The third phase is 
‘documentation’ with the output as a 
‘requirements document’.  The final phase is 
‘validation’ with the output as a ‘requirements 
document and validation report’.  These phases 
are now described.  We seek in this paper to 
give an overview of the process, and therefore 
the following descriptions do not spell out the 
fine detail.           
  
Identification and elicitation of requirements 
from stakeholders   
The first stage entails the identification of 
stakeholders and the eliciting of requirements 
from them.  The users and potential users of 
HPC are probably the most important 
stakeholders to consult in terms of requirements.  
They can be identified by looking at who has 
previously used HPC, but care should be taken 
to also think about who new users may be.  It is 
likely that asking recognised potential users 
who other potential users might be, will be a 
valuable method of identification.  It is also 
suitable to advertise for stakeholders to come 
forward.  The eliciting of requirements can be 
done by asking what the stakeholder wants.   
This can be done by one on one interviews, in 
group workshops or by questionnaires.  It is 
likely that a combination of these will be most 
appropriate.  Which ever method is used, it must 
be well designed so as to elicit the best possible 
requirements in the most manageable form.   
 
As the process progresses, this stage will be 
repeated.  This reflects that not all stakeholders 
can be consulted at the same time, that new 
stakeholders will become apparent during the 
process and that stakeholders may have to be 
returned to. 
 
Analysis and negotiation 
This second stage involves the balancing of 
requirements.  The requirements must be 
analysed and understood, before they can be 
negotiated and prioritised.  It is likely that some 
requirements will be unrealistic and that others 
may clash with each other.  It is essential to 
build a coherent requirements model, but also to 
allow for some flexibility.  Negotiation and 
analysis of requirements could involve the 
stakeholders, or might be in a closed room.   
Involving stakeholders will allow greater 
involvement and accountability but risks 
deadlock and will almost certainly increase the 
process timescale.  A possibility is that 
stakeholders are involved in some but not all of 
the iterations of the process.  
 
As the process progresses, this stage will be 
repeated.  This reflects new inputs from 
stakeholders and the fact that requirements will 
have to be modified in conversation with the 
market and budget. 
 
Documentation   
The third phase involves the documentation of 
requirements.  Documents will have been 
produced as part of the previous stages but 
documents must be produced to explicitly state 
decisions that can then be used for validation.   
Iterations of this phase will be necessary 
reflecting iterations of previous stages. 
 
Validation   
The final stage of each cycle will concentrate on 
validating requirements.  The procurers will 
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the analysis and negotiation stage, but here they 
can be checked for feasibility given cost, 
technology, time and whether they meet the 
needs for keeping UK research at the forefront.  
Factors such as cost are fairly hard constraints 
although vendor prices and procurer budgets 
sometimes hold some flexibility.  Other factors 
are more qualitative and demand careful 
consideration. 
 
Validations will start as internal validations, 
where tough questions should be asked by, 
ideally, a series of stakeholders with different 
viewpoints.  It is better that problems arise at 
this point than at external validations (such as 
the ‘Gateway Review’ by the Office of 
Government Commerce).  Iterations of this 
stage, and the spiral itself, should continue until 
procurers are ready to face external review. 
 
6 Further Work 
This paper presents an overview of a process for 
managing requirements in high performance 
computing procurement.  The paper does not 
seek to spell out the fine grain detail, which is 
still work in progress.  An aim of presenting this 
paper is to gain feedback from the e-science 
community that can be fed back in to the 
project.  The final process model is to be 
delivered in Autumn 2003. 
 
7 Conclusion 
In this paper, we have discussed procurement of 
UK HPC facilities, concentrating on the 
management of stakeholder requirements.  A 
top level view of a process to make explicit 
these requirements has been presented.  The 
process is a spiral, going through several 
iterations of each stage until completion.  This is 
a realistic model for a situation where all the 
stakeholders may not be known at first, and 
some back and forth will occur between the 
requirements, the marketplace and the budget.   
The process given here is to give a flavour of 
the final contribution, and not to spell out the 
detail.  Procurements of UK HPC facilities have 
to gain stakeholder approval and support, and 
this paper addresses ways of achieving that. 
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The RealityGrid project (http://www.realitygrid.org) aims both to enable the discovery of new 
materials through integrated experiments and to understand the behaviour of physical systems 
based on the properties of their microscopic components using diverse simulation methods 
spanning many time and length scales.  A central theme of RealityGrid is the facilitation of 
distributed and collaborative steering of parallel simulation codes and simultaneous on-line, 
high-end visualisation.  In this paper, we review the motivations for computational steering and 
introduce the RealityGrid steering library and associated software.  We then outline the 
capabilities of the library and describe the service-oriented architecture of the latest 
implementation, in which the steering controls of the application are exposed through an OGSI-
compliant Grid service. 
 
1 Introduction 
The RealityGrid project’s aim is the facilitation 
of both computational and experimental studies 
of complex condensed-matter systems. 
The computational studies are typically 
performed at either the atomistic or meso-
scales.  Within the project, the former type of 
simulation is used to study such things as the 
properties of biomolecules [1] and the nano-
indentation of iron [2].  Meso-scale simulations 
on the other hand are used to study systems 
involving fluid flow where microscopic inter-
particle interactions must be accounted for.   
Such techniques may, for example, be used in 
the study of the miscibility of a two-component 
fluid system [3]. 
On the experimental side, RealityGrid is 
involved in two areas: the use of the X-ray 
micro-tomography (XMT) technique (e.g. for 
the study of the internal structure of porous 
rocks) and the London Universities’ Search 
Instrument (LUSI).  The latter is a robotic 
system designed to aid in the search for novel 
ceramic materials. 
In all of these cases, physicists must use 
expensive, specialised resources (e.g. 
supercomputer or synchrotron) to do their work 
and it is therefore important that optimal use be 
made of them.  RealityGrid aims to aid in this 
process and enhance productivity by improving 
the physicist’s ability to interact with his/her 
experiment or calculation.  In this paper we 
focus on the use of computational steering to 
achieve this. 
2 Computational  Steering 
Traditionally, large, compute-intensive 
simulations are run non-interactively. A text file 
describing the initial conditions and parameters 
for the course of a simulation is prepared, and 
then the simulation is submitted to a batch 
queue, to wait until there are enough resources 
available to run the simulation.  The simulation 
runs entirely according to the prepared input 
file, and outputs the results to disk for the user 
to examine later. 
This technique is suitable for some forms of 
investigation but for others it can lead to a very 
inefficient use of resources.  A solution to this 
problem is to provide the physicist with a way 
to interact with his/her simulation while it is 
running – a process that is called computational 
steering.  This may be as simple as allowing the 
user to monitor the values of some parameters 
in their simulation and, if necessary, to edit the 
values of other parameters.  However, to aid the 
physicist in making informed decisions it will 
frequently be necessary to enable him/her to see 
a visualisation of some aspect of their simulated 
system as it evolves.  The complexity of this 
visualisation can be tailored to suit the hardware 
available to the physicist (high-end workstation, 
laptop, PDA etc.). 
3  The RealityGrid Computational-
Steering Library and Client 
In this section we describe the model used for 
software applications within RealityGrid and 
the set of routines with which the physicist can 
instrument their simulation code for steering.   
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steering client that has been built on the steering 
library. 
3.1 Architecture 
Within RealityGrid, applications consist of 
separate software components.  In Figure 1 we 
show a schematic representation of one such 
application consisting of a simulation 
component which emits data to a visualisation 
component. 
 
Figure 1: Schematic architecture of simple 
RealityGrid application. 
As indicated in the figure, one or both of these 
components may be steered using the steering 
client.  This connection can be brought up and 
taken down dynamically, thus allowing the 
scientist to periodically examine the state of 
their simulation while allowing it to run 
essentially undisturbed for the majority of the 
time. (The frequency with which the steering 
library checks for a new connection from a 
steering client is configurable.) 
3.2  The Steering Library 
As indicated in Figure 1, RealityGrid 
components are instrumented for steering by 
making calls to a library of routines provided 
for the purpose.  The aim throughout has been 
to enable existing scientific computer programs 
(often written in FORTRAN90 and designed for 
multi-processor supercomputers) to be made 
steerable with a minimum of effort.  Minimising 
the number of changes that an application 
scientist must make to an existing program is 
important since it encourages him/her to take 
responsibility for this work.  They then 
understand the changes that are required and 
can continue to maintain the software in the 
future.  In light of these requirements, the 
steering library has been implemented in C 
which allows it to be used with a variety of 
common scientific languages such as 
FORTRAN90, C and C++. 
Since different supercomputers/scientists favour 
different parallel-programming techniques, the 
library places no restriction on this.  The 
application programmer is free to use MPI, 
OpenMP etc. with the proviso that they take on 
the responsibility for communicating any 
changes resulting from steering activity to all 
processes. 
3.2.1 Requirements 
In order to make use of the steering library, an 
application must satisfy certain requirements.   
In particular, the application must have a logical 
structure such that there exists a point (which 
we term a breakpoint) within a control loop at 
which it is possible to carry out the following 
steering tasks: 
i.  emit a consistent representation of the 
state of the application (i.e. a set of 
parameter values); 
ii.  accept a change to one or more editable 
parameters; 
iii.  emit a consistent representation (data 
sample) of part of the system being 
simulated (e.g. for visualisation); 
iv.  take a checkpoint or restart from an 
existing checkpoint. 
While all of these things must, theoretically, be 
possible at the breakpoint, it is up to the 
scientist as to how many of them his/her 
application actually supports.  For instance, 
enabling the application to restart from a 
checkpoint during execution might be a difficult 
task and therefore need only be attempted if the 
scientist particularly wants the functionality that 
that facility will bring. 
3.2.2 Functionality 
The steering library supports a variety of 
features.  These include the facility for the 
application to register both monitored (read-
only) and steerable (changed only through user 
interaction) parameters.  Beyond this, the library 
supports a set of pre-defined commands such as 
‘pause’, ‘resume’, ‘detach’ and ‘stop.’  In 
addition to these, the library allows the user to 
instruct the application to emit or consume any 
data sets that it has previously registered.  Such 
actions may also be carried out automatically at 
a steerable interval.  Similarly, the user may 
instruct the application to take a checkpoint or 
restart from an existing one.  The latter 
functionality is particularly important since it 
provides the basis of a system that allows the 
scientist to ‘rewind’ a simulation (by restarting 
from a previous checkpoint).  Having done so, it 
can then be run again, perhaps after having 
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Steering library
Steering library 
Steering 
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Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
886steered some parameter or altered the frequency 
with which data from the simulation is recorded.  
The GRASPARC project [4] is an example of 
another system with this functionality. 
In order to maximise the flexibility of the 
library, we use a system of ‘reverse 
communication’ with the application.  This 
means that, for most actions, the library simply 
notifies the application of what it needs to do.  It 
is then the application’s responsibility to carry 
out the task, possibly using utility routines from 
the steering library.  This is consistent with our 
philosophy of allowing the scientist to decide 
how much steering functionality he/she wishes 
to implement. 
3.3  The Steering Client 
The steering library consists of two parts – one 
intended for use by the simulation and the other 
for client-side applications.  Using the latter, a 
generic steering client has been implemented 
using C++ and the Qt GUI toolkit [5].  This 
client may be used to steer any application that 
has been instrumented using the steering library 
– the commands supported by an application 
and its monitored/steered parameters etc. are 
discovered as part of the connection process.   
The client GUI is then populated accordingly. 
The client can show plots (updated in real time) 
of the history of one or more monitored 
parameters.  It also provides checkpointing-
control, enabling the user to request that the 
application take a checkpoint (provided it 
supports such an action) or restart from an 
existing checkpoint - the user is able to view a 
snapshot of all parameter values for any logged 
checkpoint. 
4  Steering in the Open Grid 
Services Infrastructure 
We now describe how the RealityGrid steering 
framework utilises the emerging Open Grid 
Services Infrastructure (OGSI) [6]. 
In order to make use of the OGSI, we must 
represent the software components of Figure 1 
as Grid services.  However, we again wish to 
minimise the changes that must be made to 
existing simulation codes.  We have therefore 
taken the approach, illustrated in Figure 2, 
where a separate ‘Steering Grid Service’ (SGS) 
is used to provide the Grid-service interface of 
the component.  This process communicates 
with the simulation component via the steering 
library and thus no code alterations beyond the 
steering instrumentation are required. 
 
Figure 2: Steering within the OGSI; the 
numbering indicates the steps in establishing 
a steering connection. 
Within the OGSI, a Grid service is created by a 
factory service and the SGS is no exception.   
Thus, the process of launching a simulation job 
now consists of two steps; a factory service 
must be asked to generate a SGS and then the 
simulation itself must be started (using e.g. tools 
from the Globus project [6]) and told the 
address of its SGS.  In principle, the factory 
could itself also start the simulation but our 
implementation does not currently support this. 
Having established the SGS, it is then possible 
to make use of standard Grid-service 
techniques.  Thus, the SGS publishes its 
existence in some registry service (an extension 
of a ServiceGroupRegistration [7]) which in 
turn allows a steering client to discover it.   
Finally, the steering client can now steer the 
simulation using the methods of the SGS (such 
as Stop, Pause etc.).  The communication in 
steps 2, 3 and 4 in Figure 2 is mediated by 
SOAP (Simple Object Access Protocol) over 
http while that in step 1 is private to the 
implementation of the steering software (but 
currently also utilises SOAP over http). 
The SGS also provides a convenient way of 
publishing information about the simulation.   
For instance, in order to establish a sockets-
based connection between the visualisation and 
simulation components of Figure 1, the 
visualisation (or its SGS) can discover the IP 
address and port it should use by interrogating 
the service data of the simulation’s SGS. 
Currently, the SGS is implemented in Perl and 
hosted in the container environment provided by 
the OGSI::Lite package [8].  Since 
communication is via SOAP over http, the 
steering client may be run on the scientist’s 
local machine while the simulation itself runs 
remotely (and the container/SGS may be on yet 
another machine).   
We have implemented a RealityGrid launching 
framework for the UK’s Level-2-Grid [9].  This 
framework is based upon Globus 2.  Many of 
GS
publish
find
Simulation 
Steering library  bind
Client
Steering library
(1) 
(2)
(4)
(3)
Steering 
Registry
Proc UK e-Science All Hands Meeting 2003, © EPSRC Sept 2003, ISBN 1-904425-11-9
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by firewalls which presents a problem for the 
operation of remote steering. However, system 
administrators typically open a small range of 
ports for use by Globus.  The main problem 
then becomes one of controlling the user 
environment on (possibly many) heterogeneous 
machines.  The ability (provided by the SGS) to 
dynamically configure the software to use one 
of the open ports greatly simplifies this process.  
The use of a container environment is also an 
advantage since it provides a single, 
configurable point of contact for (potentially) 
multiple Grid services. 
5  Conclusions and Future 
Directions 
We have presented the case for computational 
steering as a way of improving the efficiency 
with which valuable computational and 
experimental resources are used.  The 
RealityGrid implementation of a computational-
steering library and client and the use made of 
the OGSI has been described. 
Currently, the OGSI specification does not 
cover security and at the present time it is 
unclear whether Grid-service security will be 
based on (web-services) WS-security or on 
some other framework.  This is an area of 
ongoing work. 
As yet, our implementation does not fully 
exploit the potential for dynamic service 
discovery that the OGSI offers, particularly as 
regards job launching.  Ultimately, we aim to 
have an infrastructure that allows a user to 
browse the available services and discover 
information about them (with suitable 
authentication and authorization).  Such 
functionality will become increasingly 
important for collaborative working in order to 
minimise the amount of information that must 
be explicitly shared between a team of 
collaborators. 
The steering client described in this paper 
provides basic checkpoint-management 
functionality.  However, it is becoming clear 
that such functionality is at the heart of many 
scientific investigative processes. A more 
sophisticated approach for the storage, retrieval 
and visualisation of (the availability of) 
checkpoint data will be developed. 
Work is currently underway on the development 
of additional steering clients (a web portal and a 
.NET client) utilising the SGS interface.  The 
provision of such clients will give the scientist 
greater freedom in the platform they can use to 
interact with their simulation. 
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Abstract
Cardiac virtual tissues are biophysically,
histologically and anatomically detailed
computational models that are sufficiently well
validated to be used as a predictive tool, are
currently used in basic research, and are
beginning to be applied to clinical problems.
Virtual cardiac cells and tissues are stiff, high
order ordinary and partial differential equations.
While 1- and 2-D tissues can be run on a single
CPU, 3-D tissues are more suitable for SMP
parallel computation. Human virtual cardiac
tissues have been developed, and clinical
application to individual patients requires faster
patient specific reconstruction from multi-modal
clinical data sets. Implementation of this patient
specific approach will require high bandwidth
access from tertiary clinical centres to teraflop
compute resources. In principal this could be met
by Grid technologies, in practice dedicated HPC
clusters may be required. 
Introduction
A virtual tissue is a biophysically, histologically
and anatomically detailed computational model
that is sufficiently well validated  to be used as a
predictive tool. Since the essential physiology
and physics of the heart as a pump - CFD,
computational mechanics, excitation nonlinear
wave phenomena in excitable media - are well
understood, cardiac virtual tissues are well
developed. Currently used in basic research,
cardiac virtual tissue engineering is beginning to
be applied to clinical problems, and promises to
produce tools that will allow an order of
magnitude reduction in death rates within a
decade. Virtual cardiac cells and tissues are stiff,
high order ordinary and partial differential
equations.  An anisotropic monodomain virtual
cardiac tissue is a computational implementation 
of  a parabolic reaction-diffusion equation:
 ion m
m
m I V D
t
V
C    


(1)
 
where Vm is voltage across the cell membrane,
Cm specific membrane capacitance, D a diffusion
tensor and Iion current flow though the cell
membrane per unit area. Combining the
equations for transmembrane ion flows and
intracellular sequestration and binding processes
produces a virtual cell as a nonlinear system  of
differential equations. These equations are
typically high order, and stiff (time scales vary
from fractions of a ms to a few s) and may be
numerically solved on a simple single
workstation.  While 1- and 2-D tissues can be run
on a single CPU, 3-D excitable tissues in
complicated or moving geometries are more
suitable for SMP parallel computation.
Virtual mammalian cardiac cells and tissues [1]
have been constructed and applied to dissect the
patho-physiology of arrhythmias [2,3], to iden-
tify antiarrhythmic pharmacological targets [4],
to design low voltage defibrillation techniques
[5], and to aid the interpretation of signals
recorded during ventricular fibrillation [6]. Their
role as basic research tools is well established.
Some human virtual cardiac tissues have been
developed but their validation is rudimentary.
Clinical application to individual patients - to
facilitate diagnosis, and to predict the effects of
different pharmacological and physical
interventions - requires better validation and
faster algorithmic or atlas-based reconstruction
of cardiac geometry from multi-modal clinical
data sets - electrophysiological mapping,
visualisation (angiography, echo-cardiography,
MRI and nuclear medicine, and
haemodynamics). This patient specific approach
is being developed within a European multi-
disciplinary network [7] and will require high
bandwidth access from tertiary clinical centres to
teraflop compute resources.
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889Figure 1. Construction of virtual mammalian sinoatrial node (A) surface topography, with voltage
isolines showing propagation out from node, and recorded and simulated action potentials (B); molecular
mapping of slice, showing distribution of illustrative proteins in (C) 1-D and (D) 2-D model of
propagation with block zone [9-14].
In principal this could be met by grid
technologies, in practice dedicated HPC clusters
may be required [8].
The pacemaking system of the heart
Action potentials Vm(t) from different parts of
the heart have different characteristics, in terms
of their maximum rates of rise and fall, duration
and shape, that change as the interval between
action potentials alters. However, they are all
generated by  similar processes. Differences in
action potentials from different parts of the heart
result from quantitative differences in the
expression of the different ion transport proteins
[9]. Cardiac cells from different regions have
different densities of different membrane
channels, pumps or exchangers.
 In a virtual cardiac tissue the regional changes in
cell properties produced by differential channel
expression can be represented as a gradient in
parameter values for the cell excitation models in
a spatially heterogeneous partial differential
equation model [10]. Fig. 1 illustrates the
construction of cell models for the pacemaker of
the rabbit heart, the sinoatrial node, molecular
mapping that can be used to construct the spatial
variation of parameters in the PDE, and
snapshots of 1- and 2-dimensional solutions. The
detailed cell and membrane experiments that
were necessary for the ab initio construction of
this model are not necessary for the construction
of an analogous model for the human pacemaker:
one can modify the rabbit model, using
molecular mapping to determine the spatial
distribution of membrane channel proteins, and
incorporate any modified channel kinetics that
have been obtained from expressed single
channel studies. The spatial distribution of
expressed proteins provides spatially varying
parameters for the reaction-diffusion equation.
Clinical phenomena - the deterioration of
pacemaking function with age [11], and the
effects of drugs on heart rate [12, 13] can be
explained by such a chimaeric (partly based on
animal, partly based on human) data, and
validated by noninvasive clinical measurements.
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890Figure 2. Virtual tissue engineering of human
atrium: visualisation of human atrium geometry.
Human atrial flutter, fibrillation and
remodelling
Cell models for human tissue are not as well
developed or validated as those for laboratory
animals, but there are two current cell models for
human atrial cell [14, 15]. These are very stiff,
and both, when incorporated into a 2-D excitable
medium show spiral wave breakup [16] due to
excitation dissipation [17, 18]. The two-
chambered atrium has a complicated geometry-
there are junctions with the veins, as well as with
the ventricles, and the walls are thin and
irregular, containing muscle fiber sheets and
bundles. Reconstruction of the moving geometry
from MRI has not been possible, and the
reconstruction from post mortem material on Fig.
2 illustrate the preponderance of surface points.
Numerical solution, by a Cartesian-grid finite-
difference approximation with Neumann
conditions on an irregular boundary, combined
with the stiffness of the equations produces
boundary instabilities. As a result, much of the
simulation of atrial electrophysiology uses
tissues with simple geometries - e.g. the 2-D
surface of a coupled spheres with holes. Human
atrial virtual cells and simple tissues can be used
to explore the mechanisms of remodeling – acti-
vity induced changes in tissue properties [19].
Reconstructing and visualising ventricular
anatomy
Data sets for the canine [20] and rabbit [21]
ventricles are available, from which can be
extracted a Cartesian grid  that provides the
ventricular geometry and fiber orientation: this
provides the geometry and diffusion tensor for
ventricular implementation of equation (1).
Human cardiac anatomy can be obtained from
magnetic resonance imaging (Fig. 3) coronary
angiography, and radioisotope imaging (Fig. 7).
The 3D+t nature of the heart, different features
of which can be obtained from different imaging
modalities, or computed from virtual cardiac
tissues, requires essentially 3D visualisation
methods that allow combinatorial visual
representations that can extract meaningful
information from different field data sets.
Constructive Volume Geometry provides one
approach, illustrated in Fig. 4, where fibre
bundles have been extracted from the fiber
orientation map, and recombined with whole
ventricle geometry [22, 23].
Ventricular electrophysiology and fibrillation
During ventricular fibrillation (VF), electrical
activation of the ventricles is rapid, self
sustained, and has a complex spatio-temporal
pattern. The rapid ventricular activation during
VF is sustained by re-entry, during which an
excitation wave repeatedly propagates into
recovered tissue, and rotates around a phase
singularity that is a point in 2D and a filament in
3D. There is evidence that VF could be sustained
by either a single re-entrant wave with
fibrillatory conduction [24, 25], or by breakup of
an initial reentrant wave to multiple wavelet re-
entry. The details of ventricular wall structure are
important, as illustrated in Fig. 5 for re-entrant
propagation, which is stable in a homogenous
ventricular wall, but breaks down in an
anisotropic wall, and breaks down sooner when
there is transmural heterogeneity. 
Figure 3. Frames form movies of (a) MRI slice
through ventricles of beating human heart during
diastole (b) Extracted epi- and endocardial
boundaries and (c) surfaces. 
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891Figure 4. Use of constructive volume geometry operations to construct a visualisation of the fibre
bundles within the geometry of the ventricle. The fiber bundles were dissected digitally, by choosing
points at random, and following the same fiber orientation within a tolerance.
The diffusion tensor is computed from the fibre
orientation, obtained from quantitative
histological mapping of fiber angle and sheet
orientation [20].  For the human heart, fiber 
Figure 5. Wavefronts and filaments in virtual
canine right ventricular wall during re-entry.
Homogenous (a) isotropic (b) anisotropic and (c)
heterogeneous and anisotropic tissue [28-30].
orientation has been approximated from the NIH
visible female (vhp@nlm.nih.gov), but reliable
public domain detailed digital maps of cardiac
structure are lacking, and fast throughput
methods for mapping post mortem hearts are
needed for anatomical atlas construction.  
In principle, anisotropic fiber organization and
orthotropic sheet structure could be obtained by
non-invasive diffusion tensor MRI [26]. 
Transmural heterogeneity in cell properties has
been obtained from electrophysiological and
molecular mapping techniques for some
mammalian hearts, but quantitative data for the
human ventricle are lacking.
Filaments were detected from the intersection of
Vm = -20 mV and dVm/dt = 0 isosurfaces, and
voxels containing filaments identified. Using this
approach we were able to identify the birth,
death, bifurcation, amalgamation and
continuation of filaments, and we displayed the
dynamics of these interactions as a directed
graph using an approach that has been used to
describe activation on the heart surface [27].
The normal pattern of excitation, following
endocardial activation via  Purkinje fibres, is
illustrated in Fig. 6 for the geometry and
anisotropy of [20].
Figure 6. Activation time following endocardial
excitation in virtual ventricle.
1
2
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892Figure 7. Electrophysiological indicators of ischaemia: (a) averaged ECG shows S-T segment depression
(b) ectopics occuring during recovery from exercise but illustrative (c) coronary angiograms and (d)
radiotracer visualisation of myocardial perfusion (stress above rest) apparently normal.
Case study: syndromeX
In syndrome X there are symptoms (angina) and
objective measures (ST depression on exercise,
ectopic ventricular beats) suggesting an
insufficient blood flow to the stressed cardiac
muscle. However, angiography of coronary
arteries, and radiotracer measures of cardiac wall
perfusion show no focal defect: see  Fig. 7.
About 10% of patients referred for angiography
after an ECG exercise test have syndrome X. The
clinical data (ECG - multiple time series,
angiography - 2D projections of 3D structures,
and nuclear medicine - 2D sections of a 3D
field), are all obtained as digital data sets and so
could be incorporated into CVG or coupled with
virtual tissues. Fig. 8 is from computational
dissection of the electrophysiology of sub-
endocardial ischaemia in heterogeneous
ventricular wall, showing ST depression and
ectopic activity can be produced by sub-
endocardial ischaemia [31].
Low voltage defibrillation
Re-entrant excitation can break down into
fibrillation that results in haemodynamic
collapse, and VF is quickly lethal unless normal
rhythm can be restored, say by a large amplitude
defibrillating shock. The possible virtual
electrode mechanisms of how such an external
shock defibrillates the heart have been explored
using virtual tissues [32]. Such shocks are not
always effective, can damage cardiac tissue, and
be painful. The adoption of implanted intelligent
defibrillators has increased the demands for low
voltage methods of defibrillation. Virtual cardiac
tissues have been used for designing and
exploring two possible low voltage technologies.
The resonant drift method exploits the stability
and symmetries of re-entrant (spiral) waves: a
small perturbation can cause a displacement, or
rotation (phase change) of a spiral, and so
repetitive perturbations can produce a directed
drift if applied at the same phase i.e. at the 
Figure 8. Space-time plot and electrogram of
transmural propagation in 1-D heterogeneous
virtual ventricular wall. Globally ischaemic,
ectopic initiated in mid M-cell region.
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893Figure 9. Snapshot after  1.5 s of simulated
electrical fibrillation in geometry of Fig. 6,
showing a voltage isosurface and the associated
filaments.
instantaneous rotation frequency of the spiral.
Thus can be achieved by feedback, and such
resonant drift under feedback control using
appropriately timed small amplitude shocks can
produce drift velocity  of  cm/s in virtual cardiac
tissue, driving the core of the spiral to the
boundary and extinguishing re-entry in a few
seconds [33, 34].
Experiments using isolated perfused hearts have
show that periodic (5-20 Hz), low amplitude
sinusoidal forcing can establish standing waves
that eliminate fibrillation: computations show
that the mechanism for these standing waves
depends on extracardiac, as well as intracardiac
extra- and intracellular current pathways [35].
Conclusions
Virtual cardiac tissues were originally
constructed as a research project, now developed
and validated, they are being applied as routine
laboratory tools. Such applications produces a
quantitative shift, from customised to mass
throughput, that is being accelerated by the
introduction of high throughput, quantitative
techniques into biomedical sciences. This
increases demand for HPC resources. 
A simple but approximate unit for quantifying
the computational load is the Euler heart beat;
the number of floating point operations that
would be necessary to compute one heartbeat.
The resting human heart rate is about 70/min., so
a heartbeat lasts about 1s. Computing 1 s of
electrical activity, with a time step of 0.01 ms
and a space step of 0.1 mm would require some
10
14  floating point operations using fixed time
and space steps. As a rough illustration, an
arrhythmia may take a few such Euler heart
beats; systematic investigation of the effects of
one drug on such an example may take 10
3  Euler
heart beats. There is an ever increasing demand
for compute performance, as virtual tissues are
applied to pharmacological prescreening and
defibrillation methods.
The incorporation of further mechanisms into
cardiac virtual tissues produce a continuing
inflation in the computational exchange rate  for
an Euler heart beat. Although the computational
electromechanics and fluid dynamics (coronary
perfusion and blood ejection) is a grand
challenge projects, more demanding and useful
challenges emerge as virtual tissues are applied
to real clinical problems, leading to intermittant
needs for real time solutions.
Multiple runs of 2- and 3-dimensional slab
computations, as illustrated in Fig. 5, are run on
our grid, while whole ventricle computations, as
illustrated in Fig 9, are run on our SMP machine.
Cardiac virtual tissues are not suitable for
parallelization over a large number of thin nodes,
but many problems may be run in batch mode
over an assembly of separate processors. This
provides a massive increase in throughput, as it
is production line rather than developmental
scientific computation, and has produced a
visulisation bottleneck. This is being solved by
grid-enablement of visualisation tools, to allow
computational guidance of multiple runs and
steering of whole ventricle computations.
However, all grid based approaches assume high
bandwidth data exchange between clinical and
HPC facilities: these are currently prevented by
cultural rather than technical firewalls, but there
are local approaches towards solving these
problems, e.g. Leeds Interagency for Sharing
Information protocol between health and social
care agencies. 
Even for small slabs of virtual tissue,
computational guidance requires extracting of
aspects of the solution from the full 3-
dimensions+time computational output, that can
be fully explored in virtual reality through a vrml
browser. This is illustrated in Fig. 5, that 
Figure 10. 2-D ventricular virtual tissue: re-
entrant spiral, with tip and meandering tip
trajectory in 8 cm square medium. Tip
trajectories under resonant drift under feedback
control, applied at four different delays/phases:
in all cases the spiral is driven to the boundary
and extinguished.
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894Figure 11. Frames from movie showing response of re-entry to periodic low-amplitude sinusoidal
forcing, resulting in elimination of re-entry via a standing wave.
displays surface views and filaments from frames
from a movie of activity in a slab. For the canine
ventricular geometry illustrated in Fig. 9, 1 s of
activity could be simulated in about 3.5 hours
with OpenMP parallel computation on 8 750
MHz Sun Ultrasparc III processors. For
currently funded research projects in our
laboratory - virtual prescreening, mapping the
pacemaker of the heart and on the mechanisms of
ventricular fibrillation - a sustained 24/7 compute
demand of 1-2 teraflop is anticipated within 3
years. In the UK alone  there are several other
centres with similar research requirements.
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HPCx is the UK's largest High Performance Computing Service, consisting of
40 IBM Regatta-H SMP nodes, each containing 32 POWER4 processors. The
main objective of the system is to provide a capability computing service for
a range of key scientic applications, i.e. a service for applications that can
utilise a signicant fraction of the resource. To achieve this capability com-
puting objective, applications must be able to scale eectively to around 1000
processors. This presents a considerable challenge, and requires an understand-
ing of the system and its bottlenecks. In this paper we present results from a
detailed performance investigation on HPCx, highlighting potential bottlenecks
for applications and how these may be avoided. For example, we achieve good
scaling on a benchmark code through eective use of environment variables,
level 2 cache and under populated logical partitions.
1 Introduction
HPCx is the UK's newest and largest National
High Performance Computing system. This
system has been funded by the British Gov-
ernment, through the Engineering and Physi-
cal Sciences Research Council (EPSRC). The
project is run by the HPCx Consortium, a
consortium led by the University of Edinburgh
(through Edinburgh ParallelComputing Centre
(EPCC)), with the Central Laboratory for the
Research Councils in Daresbury (CLRC) and
IBM as partners.
The main objective of the system is to pro-
vide a world-classservice for capability comput-
ing for the UK scientic community. Achiev-
ing eective scaling on over 1000 processors for
the broad range of application areas studied in
the UK, such as materials science, atomic and
molecular physics, computational engineering
and environmental science, is a key challenge
of the service.
To achieve this, we require a detailed un-
derstanding of the system and its bottlenecks.
Hence in this paper we present results from a
detailed performance investigation on HPCx,
using a simple iterative Jacobi application.
This highlights a number of potential bottle-
necks and how these may be avoided.
2 The HPCx system
HPCx consists out 40 IBM p690 Regatta H
frames. Each frame has 32 POWER4 pro-
cessors with a clock of 1.3 GHz. This pro-
vides a peak performance 6.6 Top/s and up to
3.2 Top/s sustained performance. The frames
are connected via IBM's SP Colony switch. Per
frame, these processors are grouped into 4 multi
chip modules (MCM), where each MCM has 8
processors. In order to increase the communica-
tion bandwidth of the system, the frames have
been divided into 4 logical partitions (lpar), co-
inciding with the MCMs. Each lpar is operated
as an 8-way SMP, running its own copy of the
operating system AIX.
1
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897The system has three levels of cache. There
is is 32kB of level 1 cache per processor. The
level 2 cache of 1440kB is shared between two
processors. The eight processors inside an lpar
share 8GB of main memory, the memory bus
and the level 3 cache of 128MB.
3 Case study code
Our case study inverts a lattice Laplacian in
two dimensions using the Jacobi algorithm
In(x1;x2)
=
1
4
h
In 1(x1 + 1;x2) + In 1(x1   1;x2)
+In 1(x1;x2 + 1) + In 1(x1;x2   1)
 E(x1;x2)
i
(1)
We start the iteration with I0 = E. The matrix
E is constant. This benchmark contains typical
features of a eld-theory with next neighbour
interactions. The code has been parallelised us-
ing MPI_Sendrecv to exchange the halos. The
present version does not contain global com-
munications. The modules have been compiled
using version 8.1 of the IBM XL Fortran com-
piler with the options -O3 and -qarch=pwr4.
We have been using version 5.1 of the AIX op-
erating system.
4 Tasks per logical parti-
tion
We measured the performance of our appli-
cation code on three dierent problem sizes,
small=840  1008, medium=1680  2016 and
large=33604032 on a range of processors and
lpars. Our results are shown in Figure 1. The
points give the fastest observed run time out
of three or more trials. To guide the eye, we
connected runs on the same number of lpars.
The straight lines give \lines of perfect scaling".
They are separated by factors of two.
We start the discussion with the results for
a single lpar and medium problem size (1680
2016). By increasing the number of active pro-
cessors on the lpar, we note a drop in eciency
to slightly less than 50%. This pattern is ob-
served for all numbers of lpars and problem
sizes. When using large numbers of processors
per lpar the data is required at a higher rate
than the memory system is able to deliver. In
this context it is interesting to compare the re-
sults for 8 processors and dierent numbers of
lpars for the medium problem size. For exam-
ple, running an 8 processor job across 8 lpars
(i.e. 1 processor per lpar), rather than with 1
lpar (i.e. 8 processors per lpar) reduces the ex-
ecution time by 35%. With 8 processors across
8 lpars, each processor is no longer sharing its
memory bus and level 3 cache with 7 other pro-
cessors. Also the level 2 cache is no longer
shared between two active processors. As a con-
sequence, the processors can access their data
at a higher rate. However, time on HPCx is
charged to users on an lpar basis. Hence, the
run with 8 lpar is 8 times as expensive but only
35% more ecient than the single lpar run. In
summary running with a single CPU per lpar
is not a good deal. On HPCx it is advisable to
choose the number of processors per lpar which
gives the fastest wall clock time for the selected
number of lpars. Figure 1 does not give a con-
sistent picture here. Depending on the param-
eters either 7 or 8 processors per lpar appears
to be optimal.
When comparing the dierent single proces-
sor results, the run for the small size is 4 times
faster than the medium size run. This is ex-
pected, since the problem is 4 times smaller.
However the large size is more than 5 times
slower than the medium size. This reects the
fact that the large size does not t into the level
3 cache of a single lpar. When running on two
lpar it ts into level 3 cache and we observe rea-
sonable scaling between the 2 lpar runs for the
medium and large problem size.
5 Cache utilisation
For the above, the algorithm has been imple-
mented using Fortran90 array syntax. In to-
tal we used three dierent arrays correspond-
ing to the matrices In, In 1 and E in eq. (1).
After each iteration, In has to be copied into
In 1. To investigate the eciency of code gen-
erated from array syntax we compared against
an implementation using two explicit do-loops
for eq. (1) and another two do-loops for copying
In into In 1.
It is possible to fuse these sets of do-loops
by copying element In(x1;x2   1) into element
In 1(x1;x2 1) directly after having calculated
In(x1;x2), assumeing x2 is the index of the
outer loop. For this algorithm only two lines of
In need to be stored. We call this the \compact
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Results are for 2000 iterations.
1 10 100
# of processors
1
10
100
W
a
l
l
c
l
o
c
k
 
C
P
U
 
i
n
 
s
e
c
o
n
d
s
 1Lpar  3360*4032
 1Lpar  1680*2016 
 1Lpar   840*1008
 2Lpar  3360*4032
 2Lpar  1680*2016
 2Lpar   840*1008
 4Lpar  3360*4032
 4Lpar  1680*2016
 4Lpar   840*1008
 8Lpar  3360*4032
 8Lpar  1680*2016
 8Lpar   840*1008
Figure 2: Performance comparison of dierent
version of the update code for 8 processors on
a single lpar.
420x504 840x1008 1680x2016 3360x4032
0
0.2
0.4
0.6
0.8
1
1.2
1.4
R
u
n
t
i
m
e
 
r
e
l
a
t
i
v
e
 
t
o
 
‘
A
r
r
a
y
 
S
y
n
t
a
x
’ Array Syntax
Do Loop
Compact
version" of the update code. The performance
of the three implementations is compared in
Figure 2.
For none of the four problem sizes do we ob-
serve any signicant dierence between the ver-
sion using array syntax and the one using ex-
plicit do-loops. However the compact version
is faster in all cases. This improvement is dra-
matic for the three larger problem sizes. Here
the compact version is more than 2 times faster,
which is due to less memory trac and bet-
ter cache reuse. For the smallest problem size,
which ts into level 2 cache, the dierence re-
duces but is still signicant.
6 MPI protocol
The environment variable MP_EAGER_LIMIT
controls the protocol used for the exchange of
messages under MPI. For messages of a size
smaller than MP_EAGER_LIMIT an MPI stan-
dard send is implemented as a buered send,
leading to a lower latency but increasing the
memory consumption of the MPI library. For
messages larger than the MP_EAGER_LIMIT the
standard send is implemented as a synchronous
send. Both the default and maximum values
of MP_EAGER_LIMIT depend on the number of
MPI tasks.
In Figure 3 we demonstrate the eect of ea-
ger (full symbols) and non-eager (open sym-
bols) sending on the performance of our Ja-
cobi inverter. The gure shows the eciency
E(nproc) = t(1)=[t(nproc)nproc]. This study
uses the compact version of the update code.
For larger messages, i.e. smaller number of
processors, there is little dierence between ea-
ger and non-eager sending. However for 1024
processors using eager sending improves the ef-
ciency from 49% to 73%.
When increasing the number of lpars, the up-
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the MP EAGER LIMIT. The problem size is
6720  8064 and we use 8 tasks per lpar.
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date code (computation) shows signicant su-
perlinear scaling. This is a typical behaviour for
a modern cache based architecture. When us-
ing a larger number of logical partitions, there
is more cache memory available. Above 32 pro-
cessors, the problem ts into level 3 cache and
for 1024 processors it ts into level 2 cache.
This superlinear scaling compensates for most
of the overhead associated with the increased
communication when running on a larger num-
ber of processors. When using eager sending,
the eciency of the total code is almost level
in a range 32  nproc  1024. For 1024 pro-
cessors we observe an execution speed of 0.51
Top/s. Considering that the code spends half
of its time in communication and is unbalanced
with respect to multiplications vs additions1,
we believe this is satisfactory.
7 Run time variations
When running our code on a large number of
lpars, we observed a wide variation of run times.
Interruptions by the operating system, demons
and helper tasks in the MPI system might be a
cause of this noise. If these interruptions are in-
deed the cause, using only 7 tasks/lpar, which
leaves 1 processor free to deal with these in-
terruptions, should improve the situation, since
each lpar is operated as an independent SMP.
1The IBM POWER4 processors have two oating
point multiply-addition units. For optimum perfor-
mance these require an equal number of multiplications
and additions.
Table 1: Time in ms spend in communication
and calculation averaged over 20000 iterations.
The numbers in the parentheses give the stan-
dard deviation in last digits.
size: 6720  8064
tasks/lpar: 7 8
communication: 0.22(9) 0.31(99)
calculation: 0.304(11) 0.265(11)
size 26880 32256
tasks/lpar: 7 8
communication: 1.28(49) 1.67(380)
calculation: 8.74(36) 6.66(33)
In Table 1 we show results for the averaged
communication and calculation times for two
dierent problem sizes using 7 or 8 tasks/lpar.
In all cases we used 128 lpar, which is the full
production region of the HPCx system. Using
only 7 tasks/lparsubstantially reduces the aver-
age and the standard deviation of the communi-
cation time. This conrms our above expecta-
tion of the interruptions being a major cause of
the run time variations. Obviously the calcula-
tion time increases when using fewer tasks/lpar.
With respect to the overall execution time,
for the smaller problem it is advantageous to
use 7 task/lpar since the advantage in commu-
nication time outweighs the penalty on the cal-
culation time. For the larger problem size this
is the other way round and it is advantageous
to use 8 tasks/lpar and to live with the run time
variations.
8 Summary
In this publication we investigate the perfor-
mance of a case study code on the HPCx sys-
tem when using up to 1024 processors. The
memory bus has been identied as a potential
bottle neck. Better utilisation of the cache sys-
tem by reducing local workspace inside subrou-
tines and loop fusion improves the situation.
For codes using MPI the environment variable
MP_EAGER_LIMIThas a large impact on the per-
formance and should be tuned properly. When
using large numbers of processors, the inter-
rupts from the operating system and the var-
ious demons can impact the performance of the
code. Using fewer then eight tasks per lpar can
improve the overall performance of the applica-
tion.
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Abstract 
Large-scale biomolecular simulations form an increasingly important component of a number 
of areas of biological investigation, including bionanoscience, structural bioinformatics and 
systems biology. Future trends in biomolecular simulations will emphasise greater depth (more 
detailed physico-chemical models), greater breadth (comparative simulations across families of 
biomolecules), and greater complexity (simulations of large, multi-component systems). These 
classes of simulation will place increasing demands on different aspects of high performance 
computing, namely capability, capacity and GRID-enabled computing. These developments are 
explored via examples of simulations from the authors’ laboratory, including ion channels, 
model nanopores, ligand binding proteins, and bacterial outer membranes. 
 
1. Introduction 
Bimolecular simulations enable us to explore the dynamics and energetics of complex 
biological molecules and systems, starting from e.g. the structure of a protein determined via X-
ray diffraction or NMR studies. Most such simulations use molecular dynamics (MD), in which 
the classical equations of motion of the atoms in a system (interacting with one another via an 
empirical forcefield) are solved by numerical integration, yielding a trajectory (i.e. a ‘movie’) 
of the system over a time period of ~10 ns. MD simulations of biomolecules have been in use 
for ~25 years [1] and have yielded valuable results in a number of areas of macromolecular 
function, structure and stability. Such simulations are of particular interest in that they enable 
us to extrapolate from the essentially static X-ray structure of a protein to a more dynamic 
picture of the protein in its physiological environment. This in turn provides us with enhanced 
insights into the relationship between protein structure, dynamics and function. 
In the early days of MD simulations of biomolecules, very large-scale computational 
facilities were required to run even short simulations. This limited the application of these 
methods to a few studies of rather small proteins. More recently biomolecular simulations have 
benefited from advances in computer technology. Increases in supercomputer capability have 
enabled us to explore much larger molecules for much longer timescales, thus increasing the 
biological impact of such studies. Simultaneously, advances in capacity computing (e.g. 
commodity clusters) have greatly increased the numbers of research groups running 
biomolecular simulations, and thus expanded the range of proteins and other systems being 
studied. 
As a consequence of these and other advances, MD simulations now provide an 
important complement to experimental studies of biological macromolecules and systems. 
Simulations enable us to explore conformational dynamics in systems that are difficult to probe 
experimentally, such as the behaviour of water within pores of nanoscopic dimensions (see 
below). Simulations may also be used as in modelling studies in order to aid extrapolation from 
the structure and dynamics of bacterial proteins to the behaviour of their human homologues 
[2]. Simulations may also help us to understand the effects of mutations (both in vitro and in 
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In this paper, we will discuss the current and future state of biomolecular simulations, 
with a focus on leading edge applications that need HPC and related high-end resources. This 
discussion will be illustrated with examples from the authors’ laboratory. We apologise to our 
colleagues for the inevitable bias and omissions that this will introduce. 
 
2. Three key directions 
There are three key directions in which current MD simulations must develop if they are 
to address contemporary biomolecular problems. These are: (i) greater depth, i.e. more detailed 
and realistic physico-chemical models than those offered by current molecular mechanics 
forcefields; (ii) greater breadth, i.e. increasing the range of simulations, in order to meet the 
challenges offered by the post-genomic expansion in structural biology; and (iii) greater 
complexity, i.e. addressing ever more complex biological assemblies and systems via atomistic 
simulation. 
All three directions will make great demands on computational facilities. However, the 
computational needs of these different categories of simulation are not all the same. An 
appreciation of the differences will be the key to providing an optimal infrastructure for the 
next wave of computational structural and systems biology. 
A further aspect that must not be ignored is the development of improved methods for 
storage, analysis and archival of biomolecular simulation data. However, this aspect will not be 
addressed here and so the interested reader elsewhere in this volume for a description of the 
BioSimGRID project (www.biosimgrid.org). 
 
3. Greater depth 
As an example of the need for greater physico-chemical complexity we will consider an 
ion channel. Ion channels are membrane proteins that form pores in cell membranes. Selected 
ions flow rapidly (~10
7 ions sec
-1) through these pores. Ion channels play important roles in 
most cells, but especially in cells of the nervous system. The structures of a number of bacterial 
homologues of mammalian ion channels have been determined by X-ray diffraction (reviewed 
in [4] ). One such channel, a bacterial potassium selective channel KcsA [5, 6], has been the 
subject of numerous MD simulations [7 , 8-10].  
MD simulations have addressed a number of aspects of KcsA function, including ion 
permeation, selectivity and gating (for reviews see [11, 12]). For several of these areas, current 
MD approaches do provide a suitable methodology, although the biological significance of the 
results may benefit from longer simulations. However, some aspects of channel function may 
require more sophisticated (and computationally expensive) approaches. In particular, the 
question of the ion selectivity of KcsA (i.e. why K
+ and Rb
+ ions may pass freely through the 
channel whereas Na
+ ions move through very slowly if at all) has pushed conventional MD 
approaches to their limits. A number of MD studies have attempted to address the question of 
the relative stability of K
+ vs. Na
+ ions within the selectivity filter region of KcsA (e.g. [7, 13-
15]). What is evident from these studies is that an accurate treatment of the energetics of this 
system (an essential prerequisite to an understanding of ion selectivity) requires accurate 
calculation of the energetics of ion-protein interactions, of ion- water interactions, and of ion-
induced protein distortions. 
There are some indications that a more detailed physico-chemical model may be 
necessary for an accurate treatment of ion selectivity in KcsA, and by extension in other ion 
channels. Firstly, it remains uncertain which is the ‘best’ set of molecular mechanics 
parameters to use for ion channel simulations [16]. This is an aspect of a more general problem 
of the transferability of molecular mechanics forcefields. In particular, it is likely that when 
cations are within the selectivity filter of KcsA there will be a degree of electronic polarisation 
of the oxygen atoms that surround the ions in the filter. This polarisation will depend upon the 
ionic species and also on the exact configuration of the system, i.e. the location of the ions. 
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functional calculations of K
+ ions in the KcsA filter [17]. However, it is important that such 
studies are extended to more ion/filter configurations and to different ionic species. A more 
rigorous treatment would require e.g. CPMD simulations (www.cpmd.org) in order to treat 
dynamic changes in electronic polarisation during ion movement. Such calculations will require 
an extended region of the KcsA system to be treated quantum mechanically, thus making rather 
large computational demands. 
 
Figure 1: A KcsA channel (blue 
cylinders) in a lipid bilayer. The 
expanded region shows K
+ ions (cyan) 
and water molecules within the 
selectivity filter. 
 
A more in depth approach to 
simulations of ion channels and related 
systems presents a major challenge in 
terms of multiple scale biomolecular 
simulations (see Fig. 1). The channel 
protein is embedded in a lipid + water 
environment. To fully represent the slow (> 5 ns) fluctuations in this environment, MD 
simulations of systems of at least 50,000 atoms are needed. The environmental fluctuations 
may be coupled to changes in the conformation of the protein (~3000 atoms, neglecting 
hydrogens), which in turn may be coupled to changes in atomic positions and electronic 
polarisation within the selectivity filter (~100 atoms). 
As a further example of how in depth simulations can extend our understanding of the 
physico-chemical properties of biological systems, let us consider the case of water confined 
within a pore of nanoscopic dimensions. This is relevant to our understanding of ion channels, 
and of aquaporins (biological water pores [18, 19]). We have simulated the behaviour of water 
within model nanopores (see Fig. 2) of radii ranging from 3 to 10 Å [20]. One of the 
unexpected properties of water in such pores is that at intermediate radii (~5 Å) the water 
within the pore oscillates between a liquid and a vapour state. These oscillations are relatively 
slow and so extended simulations (~50 ns) are needed to capture their behaviour. Indeed, the 
characterisation of the behaviour of water in this relatively simple system required a total of 
~1500 cpu days. To extend such studies to a more complex water model (the current study used 
a relatively simple three point fixed charge model) clearly will require a considerable increase 
in computational power. 
 
Figure 2: A simple model nanopore (blue) embedded in a 
membrane mimetic slab (gold) with water molecules on 
either side of the membrane and within the pore. 
 
What are the likely computational requirements of 
in depth simulations of ion channels and related pores? To 
date, MD simulations have been performed mainly on 
clusters and similar capacity machines. However, large 
scale ab initio calculations will require access to HPC 
facilities, and to suitably scalable codes. If such 
calculations are to be coupled to conventional MD 
simulations for the remainder of the protein and its 
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www.realitygrid.org) will be required in order to synchronise the different aspects of the 
calculations.  
4. Greater breadth 
It is important that biomolecular simulation studies are responsive to the challenges of a 
post-genomic era. Much progress in biology is made by comparisons. For example, in the 
context of protein structures, the ongoing expansion in the number of protein structures being 
determined (see www.rscb.org) has lead to the development of the discipline of structural 
bioinformatics [21], based on comparative analysis of protein structures. A great opportunity 
thus arises to derive general results by applying MD simulations to a wide range of proteins. In 
particular, by applying MD simulations to different protein folds it will be possible to correlate 
aspects of protein flexibility with the different protein architectures. Given the importance of 
protein flexibility and conformational change in protein function, it is essential that we 
approach this aspect of biomolecular simulations in a more wide-ranging and systematic 
fashion than has been possible to date. 
As an example of the biological importance of this approach, we will consider two 
classes of proteins that one might not expect to be related in their conformational dynamics, 
namely glutamate receptors and bacterial periplasmic binding proteins. Glutamate receptors 
(GluRs) are complex neurotransmitter-activated ion channels present in the central nervous 
systems of  mammals. X-ray structures of the neurotransmitter (glutamate) binding fragment of 
two related mammalian GluRs (GluR2 and NR1) and of a bacterial homologue (GluR0) have 
been determined and shown to have similar structures [22-24]. Structural comparisons revealed 
that a similar protein fold is found in a functionally unrelated class of proteins, the bacterial 
periplasmic binding proteins, which include the glutamine-binding protein (GlnBP) and the 
lysine-arginine-ornithine binding protein (LAOBP). All of these proteins share a common fold, 
with a ligand-binding site in between two domains (see Fig. 3). From comparison of multiple 
static X-ray structures it has been suggested that these domains move together upon ligand 
binding.  
Comparative MD simulations have been performed on four of these proteins: GluR2 
[25], GluR0 (Arinaminpathy, Sansom and Biggin, unpublished data), GlnBP [26] and LAOBP 
(Pang, Sansom and Biggin, unpublished data). The results reveal some interesting similarities 
in the dynamics of the different proteins. In particular a number of the simulations provide 
evidence for dynamic hinge-bending motions of the protein that enable the two domains to 
move together/apart. This is illustrated in Fig. 3 for LAOBP. Thus, these comparative 
simulations suggest conservation of a pattern of inter-domain dynamics across a family of 
protein folds. In the GluRs, these dynamic changes are exploited in the mechanism of receptor 
activation; in the periplasmic binding proteins they play a role in ligand transport across the 
bacterial cell membrane. 
 
Figure 3: The folds of GluR2 and LAOBP 
compared (the bound ligands are shown in 
red). The diagram on the right shows the 
principal motions (shown as blue/green 
cones) corresponding to the first 
eigenvector derived from analysis of a 20 
ns simulation of LAOBP in the absence of 
bound ligand. Hinge-bending is evident. 
 
The computational requirements for such simulations are non-trivial. The example given 
corresponds to a family of relatively small (~250 residue) proteins. The simulation system size, 
once sufficient water molecules are included, is ~50,000 atoms. A meaningful comparative 
study would require a minimum of 4 simulations (e.g. with and without bound ligands, each 
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Each simulation would need to be run for a minimum of 20 ns. A typical simulation cost for 
this size of system is ~14 cpu days/ns (on a Pentium III using the GROMACS code - 
www.gromacs.org). Thus, a wide-ranging comparative study, encompassing perhaps 100 
different (small) folds would require ~560,000 cpu days. Whilst not requiring the largest HPC 
resources such a study therefore would need a substantial allocation of high-end capacity time. 
 
5. Greater complexity 
So far we have restricted our attention to single proteins and to relatively small systems. 
However, from a biophysical and biological perspective, there is much interest in large multi-
subunit proteins such as molecular machines, and in complex multi-component systems, such 
as cell membranes. In the context of the former, a number of investigators [27, 28] have started 
to use HPC to simulate the dynamic properties of relatively simple molecular machines such as 
the F-ATPase. These simulations, of just part of the machine, contain ~100,000 atoms and thus 
may start to raise considerations of scalability of simulation codes on large numbers of 
processors (see below). 
In addition to large single systems, it is important to apply biomolecular simulations to 
complex, multi-component systems. This is a step towards computational systems biology at a 
molecular/sub-cellular level. The aim is to provide a rigorous description of how the 
conformational dynamics of the individual components contribute to the emergent properties of 
a more complex biological system. We are in the early stages of such studies, but we can a 
preliminary estimate of their computational complexity, and the HPC infrastructure that will be 
required. A first step towards such studies is to select a suitable test system. For simulations of 
complex membranes, this is provided by the outer membrane of Gram negative bacteria such as 
E. coli. The structures of several bacterial outer membrane proteins are known, and it is 
possible to generate plausible homology models of other members of this family of proteins. 
Also, the outer membrane is complex, but not as complex as e.g. a mammalian nerve cell 
membrane, and so provides a suitable test system for developing a new approach. 
The first stage of this approach is to build a library of simulations of the individual 
components. This, in terms of computational resource, is similar to the comparative simulation 
studies described above. Several research groups [29-33] have embarked upon MD simulations 
of bacterial outer membrane proteins. An additional complexity for membrane proteins is that 
one needs to perform simulations to explore the effects of environment on protein dynamics, at 
least for some well-studied outer membrane proteins. Simulations may be used to explore how 
the dynamics of such proteins in the environments used in experimental studies (e.g. crystal or 
micelle) compare with the dynamics of the same protein in a cell membrane [34] (see Fig. 4). 
 
 
 
Figure 4: A simple outer membrane protein, OmpA (blue) 
simulated in a detergent micelle (green). The surrounding water 
molecules are omitted for clarity. 
 
 
 
 
The next stage of these investigations is to generate a prototype virtual outer membrane 
for  E. coli and related bacteria (see Fig. 5) based on a multi-nanosecond atomistic MD 
simulation of e.g. a 3x3 array of bacterial outer membrane proteins (this would correspond to 
~10
6 atoms). This will be the first time such a complex simulation has been performed, and will 
provide a test case for using MD simulations in systems biology approaches in order to bridge 
the molecular and cellular levels. In particular, we wish to explore how the long length- and 
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parameterised mesoscale methods for simulating even larger subcellular assemblies. 
 
Figure 5: Schematic of a virtual outer 
membrane, showing some of the bacterial 
outer membrane proteins (blue) embedded 
in a model outer membrane (grey) 
 
The computational needs of these very large scale simulations (10
6 atoms or more) are 
substantial. Access to 1000 cpu resources (e.g. HPCx) is essential in order to perform such 
simulations, as is suitable scalable MD code (e.g. NAMD - www.ks.uiuc.edu/research/namd/). 
Efficient approaches to simulation data analysis and visualisation will also have to be 
developed in order to cope with the output of such simulations. 
 
6. Future Directions 
Biomolecular simulations will play an increasingly important role in modern structural 
and systems biology. In particular, simulations will aid the interpretation of biophysical and 
functional experiments at the single molecule level. Simulations on increasingly complex 
systems will provide a component for systems biology, helping to link molecular and cellular 
descriptions of function. 
All of these applications will place considerable demands upon computing infrastructure, 
and will benefit from ongoing developments in e-science and high performance computing. In 
particular, access to GRID-enabled HPC resources will be the key to effective multi-scale 
simulations of complex biological systems. There will also be important roles for aspects not 
discussed above, such as computational steering and visualisation. Depending on the particular 
biological application, both capability and capacity HPC resources will be needed.  
A major technical challenges for the future of biomolecular simulations will be to match 
the software and infrastructure to the changing nature of key biological applications. Very 
large-scale simulations will require good scalability of codes on large numbers (> 256) of 
processors. Complex, multi-scale simulations will require synchronised access to multiple, 
heterogeneous GRID-enabled resources. 
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