Three experiments and a computational model explored the role of within-channel and across-channel processes in the perceptual separation of competing, complex, broadband sounds which differed in their interaural phase spectra. In each experiment, two competing vowels, whose first and second formants were represented by two discrete bands of noise, were presented concurrently, for identification. Experiments 1 and 2 showed that listeners were able to identify the vowels accurately when each was presented to a different ear, but were unable to identify the vowels when they were presented with different interaural time delays ( 
INTRODUCTION
It is easier to understand speech presented in noise, such as competing speech if the speech and the noise come from different directions than if they come from the same direction. The signal-to-noise ratio (SNR) at the speech identification threshold is lower for spatially separated sources. This difference in SNR is termed the binaural intelligibility level difference or BILD (Plomp, 1976 ). The BILD is attributable to differences in the interaural level and timing of the speech compared to the noise (Bronkhorst and Plomp, 1988 ) when the sources are spatially separated.
The present paper concentrates on the role of interaural timing. It offers evidence that, for the purpose of identifying speech sounds in noise, the auditory system exploits interaural timing differences between speech and noise within each frequency channel independently. In other words, the analysis ignores correspondencies between the interaural delays in different frequency channels. This strategy differs from the one used in lateralizing sounds where there is strong evidence of across-channel processes (Jeffress, 1972; Stern et al., 1988; Hill, 1993) . The overall aim is to develop a computational model of the binaural processes which exploit interaural timing in segregating broadband signals, such as speech, from interfering sounds. Section A of this introduction discusses existing accounts of binaural masking release for narrow-band signals. Section B assesses whether these accounts can be generalized to accommodate broadband signals, or whether explicit across-channel processes must be introduced.
A. Binaural masking release
A tone can be detected at a lower SNR, if, as when tone and noise come from different directions, the interaural phase of the noise differs from that of the tone (see Durlach and Colburn, 1978 , for a review). The difference in SNR at the detection threshold between a given binaural condition and a monaural or diotic comparison condition is known as the binaural masking level difference (BMLD) and the process is termed binaural masking release. In studying the BMLD, interaural phase relationships have mainly been manipulated in two ways: (1) An interaural delay is introduced, so that either the signal or noise at one ear leads that at the other by a few hundred microseconds. This manipulation approximately simulates two different source directions. (2) The waveform of the signal or noise is inverted at one ear. For a pure-tone signal, this manipulation is equivalent to an interaural delay of half the signal period, but for a complex sound each component shifts in phase by 180 ø, resulting in an artificial pattern of interaural phase relationships that cannot occur naturally. Jeffress et al. (1956) explained the BMLD for the case of pure tones in noise using a neural coincidence-detection mechanism (Jeffress, 1948) . In this account, the sounds at each ear are first processed by the frequency-selective filter-quently sensitive to particular interaural delays. The activity displayed across a spatial array of such coincidence detectors provides a basis for sound lateralization. This pattern of activity can be approximated mathematically by a crosscorrelation function. Consequently, Jeffress later termed the coincidence detectors "cross-correlators" (Jeffress, 1972) . Jeffress et al. (1956) used this mechanism to explain the BMLD for pure tones as follows. If both the masking noise and the target tone have the same interaural phase relationship, the addition of the tone to the noise increases the activity of the cross-correlators in the same way as an increase in the level of the noise. Such an increment can be difficult to detect because the level of the noise within the frequency channel containing the tone fluctuates over time. However, if the tone has a different interaural phase from the noise, the addition of the tone to the noise reduces the modulation of the cross-correlation function; the peaks are lower and the troughs higher. Jeffress argued that a BMLD occurs when this change is more easily detected than the increment in sound level brought about by the addition of the tone.
Jeffress' account of binaural unmasking is supported by physiological evidence and computational modeling. Goldberg and Brown (1969) found cells in the medial superior olive (MSO) of the dog which responded most strongly when sounds were delivered to the two ears with a particular interaural delay. Yin et al. (1987) have shown that such cells, in both the MSO and inferior colliculus (IC) of the cat, act as interaural cross-correlators. Histological examination of cells projecting to the MSO of the cat has confirmed Jeffress' suggestion that the MSO receives innervation from both cochleae via axons which vary systematically in length (Smith et al., 1993) . Colbum (1973 Colbum ( , 1977 ) developed a computational model of Jeffress' theory by combining models of peripheral transduction, internal coincidence detection, and central decision making. Decisions were based on changes in the overall pattern of activation across an array of crosscorrelators, but the largest and therefore most influential changes occurred at the cross-correlation maxima, which were reduced by the presence of the signal. This asymmetry (larger changes at maxima than at minima) was produced by the nonlinearities in the model of peripheral transduction which Colbum adopted (Siebert, 1970) . Although, Colbum's model is the most rigorously developed and tested model of binaural masking release and can predict a wide range of pure-lone B MLD effects, the scope of its application has hitherto been limited to two-interval, forced-choice procedures; the model can detect signals via a comparison between the activation patterns in the signal and nonsignal intervals. The model would require further elaboration before it could be applied to the problem of separating competing speech in single-interval tasks.
An alternative to cross-correlation as a mechanism to account for the BMLD was proposed by Durlach (1960 Durlach ( , 1972 . In Durlach's original model the signals from each ear are equalized by any or all of a specified set of transformations (including changes in delay, phase, and level), and are then cancelled by subtraction. In a revised version, Durlach (1972) restricted the transformations to those which would be required ecologically; only delays of up to 700/xs were permitted. If the interaural delay of the noise differs from that of the signal, interaural subtraction cancels the noise from each ear once it has been subjected to a compensating internal delay, leaving part of the signal as a residue. The size of the residue determines the ease with which the signal is detected. Physiological support for such a cancellation mechanism is, however, very limited. Interaural cancellation models can easily be applied to single-interval tasks, but suffer instead from uncertainty as to the correct transformations to apply in order to equalize the noise component of the sound at each ear. As a working hypothesis, Durlach (1972) assumed that "the transformation used by the system for a given stimulus is the transformation in the repertoire that maximizes the [output] signal-to-noise ratio." Section IV describes an interaural cancellation model which includes an heuristic for selecting an appropriate transformation.
B. Across-frequency grouping (AFG)
The issue of AFG is of particular relevance to the cocktail-party effect (Cherry, 1953 Jeffress (1972) , created stimuli in which a band of noise, centered on 500 Hz, was interaurally delayed by 1500 /xs. This stimulus produces a maximum interaural cross-correlation in the 500-Hz frequency band at a delay of 1500/xs, but also a secondary maximum at -500/xs (secondary maxima occur at 1500 _+Nt/xs where N is an integer and t is the period of the characteristic frequency of the channel). The stimulus should perhaps be ambiguous, but, if the band of noise is narrow, the listener's perception is consistent with a delay of -500 /xs. Accordingly, Stem et al. postulated that there is a perceptual weighting which favors smaller delays. As the noiseband is broadened, other frequency bands begin to show interaural cross-correlation maxima at 1500/xs, but not at -500/xs, and listeners' lateralization shifts across to the other side of the head. Only the latter perception is consistent with the direction implied by the 1500-/xs delay. Thus groups of channels which have cross-correlation maxima at the same delay contribute to a lateralization percept which corresponds to that delay (Shackleton et al., 1992) . Levitt and Rabiner's (1967a) explanation of the BILD. Levitt and Rabiner suggested that improvement in intelligibility is simply related to the average masking release across a range of frequency channels; each channel makes an independent contribution to overall intelligibility (i.e., the BILD is an entirely within-channel process). Levitt and Rabiner (1967b) went on to show that speech-intelligibility data could be predicted from pure-tone detection data. They showed that the size of the BILD was equal to the average pure-tone BMLD for the same binaural condition across individual frequency channels; when a given interaural delay is used the pure-tone B MLD is large at some frequencies, but small at others, while inversion gives a large BMLD at all frequencies.
Finally, pure-tone binaural masking release produces thresholds at which the signal is less powerful than the masking noise, even within a single auditory channel. So, far from there being no interaction between signal and masker within a frequency channel, the signal can have only a subtle influence on the interaural phase relationship, which is dominated by the masking sound. The individual components of a complex sound may, therefore, be detectable at SNRs which are too low for cross-correlations of the appropriate frequency channels to reflect the ITD of the signal; if the components of the signal cannot assert their own interaural delay on the appropriate frequency channels, then they cannot be grouped according to their common interaural delay by the auditory system.
Evidence for AFG in detection and identification
The evidence reviewed in the previous section argues against a role for AFG by common interaural delay in the binaural segregation of competing broadband sounds. However, other results suggest that a role may nonetheless be played. Bernstein (1991) The stimuli were all 400 ms in duration with 10-ms raisedcosine onset and offset ramps. They were stored digitally on a computer (12-bit quantization, 10-kHz sampling rate).
Sounds were played through KEMO VBF/25 reconstruction filters (4.3 kHz, 135-dB/oct cutoff). Stimulus levels were calibrated using a B&K artificial ear, type 4153 with a flatplate adapter, type DB0843, a half-inch microphone, type 4134, and a sound-level meter, type 2235 on its "fast" setting. White noise was generated digitally using the method described by Klatt (1980) Hz, were used to represent formants. These frequencies were selected to give two first formant (F 1 ) bands and two second formant (F2) bands which produced different vowel percepts in different F1/F2 combinations (Table II) . Figure 1 shows the amplitude spectrum of the four noisebands [panel The eight practice stimuli were the four individual whispered vowels lateralized on the left using each of the two lateralization cues. In the experimental stimuli, two vowels were pre}•nted together, so that all four noisebands were present simultaneously. Thus each stimulus was one of two combinations, Io/+li/ or lu/+13l ("AR" + "EE" or "OO" + "ER"). For each vowel pair, there were two sets of stimuli in which a different vowel in the pair was nominated the "target" vowel, while the other was the "distractor" vowel. The listeners identified the target vowel no more accurately when the two vowels had different ITDs than when they had the same ITD. In each ITD condition, listeners' judgements were based upon the relative intensities of the different noisebands; those formants which were more intense made a greater contribution to the overall timbre. Therefore the results provide no evidenc• that listeners can group bands across frequency by common interaural delay and segregate them from bands which display different interaural delays. In contrast, when competihg bands are given different ILDs, listeners identified the target vowels significantly more accurately than chance. The ILD condition demonstrates that listeners can segregate the four simultaneously presented bands and identify the target vowel in the presence of the distractor, even when the target bands are less intense than those of the distractor, provided that they are given a potent cue for segregation.
The results of experiment 1 suggest that listeners are unable to group sounds emanating from the same direction on the basis of interaural delay. There are, however, two alternative explanations for listeners' failure to exploit ITDs in experiment 1. First, although the ITDs of +390/as were chosen as optimal delays to facilitate AFG using the particular center frequencies of the four bands of noise, it is possible that the optimization criteria were inappropriate (i.e., listeners might have shown an effect if given a different interaural delay). Second, naturally occurring ITDs decrease with increasing frequency (Kuhn, 1977) , so listeners may only be able to group sounds which display such frequencydependent ITDs. Experiment 2 addressed these issues.
III. EXPERIMENT 2 Experiment 2 had two parts [(a) and (b)]. The aims were
to find out whether listeners can group sounds according to their interaural delays, (a) using delays other than +390/as, or (b) using delays which decrease with increasing frequency. aural delay. Models of binaural masking release, which account for listeners' ability to detect tones at masked threshold, exploit the interaural decorrelation in the noise which is produced by the presence of a tone (Gabriel and Colbum, 1981; Dudach et al., 1986). Experiment 3 explored the possibility that interaural decorrelation can also act as a cue in the suprathreshold vowel-identification task used in experiments 1 and 2. In other words, experiment 3 tested whether interaurally decorrelating two of the noisebands can enhance their perceptual salience and so lead the listener to hear the vowel they represent. Experiment 3 used stimuli similar to those of experiments 1 and 2. It contained three conditions, two of which were similar to the two ITD conditions of experiment 1. In the "diotic" condition, the four bands were in-phase at the two ears. In the "delayed" condition two of the bands were interaurally delayed so that they should be lateralized to the listener's left, while the other two bands were in-phase. In the "random" condition, two bands had random interaural phases, while the other two bands were in-phase. The listeners' instructions were similar to those of experiment 2; they were asked to identify the "most prominent" vowel heard on each trial. This instruction was given because the delayed and random conditions differed in the ways that they might help the listeners to identify the vowels. In the delayed condition, the interaural delay might help listeners to identify Eight listeners attended three 40-min sessions. Each session consisted of two runs, each composed of three blocks. During each block the 12 stimuli from one of the three conditions was presented ten times in a random order. The listeners completed six runs in all, in which the three blocks containing the diotic, the delayed, and the randomized stimuli were presented in each of the six possible orderings.
A. Stimuli and procedure

Each part of experiment 2 repeated the two ITD conditions from experiment 1 (left/left and left/right). 0 dB target gain was used throughout. Experiment 2(a) used a range of 12 common interaural delays (+__18 to +700 /as, in 62-/as steps). Experiment 2(b) used +390 /as for the two lowerfrequency noisebands and a range of 13 different
A. Stimuli
As in experiment 1, each of the four vowels was represented by two bands of noise (Table II) . Four 409.6-ms segments of white noise were generated. Each segment was used to make three versions of one of the four vowels. To make each version, the segment of noise was copied into the leftand right-hand channels of a sound file, and the amplitude and phase spectra of both channels were manipulated in the Fourier domain. For each version, the amplitude spectrum of both channels was manipulated in order to filter out noise which did not fall within the formant bands. In the first version, the phase spectrum was unmodified. In the second version the phase was modified in order to delay the waveform by 700/xs in the right-hand channel. In the third version the phases of all frequencies were randomized in the right-hand channel.
As in experiment 1, the vowels were combined in complementary pairs, so that each stimulus contained the same four noisebands. In the diotic condition both vowels were in-phase at the two ears. In the delayed condition, the distractor vowel was in-phase, while the target vowel had an interaural delay of 700/xs. In the random condition, the distractor vowels were in-phase, while the target vowels had random interaural phases. The targets were added to the distractors at three relative gains (+0, + 3, and +6 dB). Thus 4 target vowels x 3 target gains x 3 conditions, gave a total of
C. Results
Listeners' responses were scored in two ways. First, in the "either-correct" method, identification of either vowel, target or distractor, was scored correct, giving a chance level of 50% (Fig. 5, left panel) . Second, in the "target-correct" method, only identification of the target vowel was scored correct, giving a chance level of 25% (Fig. 5, right panel) . These two scoring systems were used to enable a fair comparison of the delayed and random conditions, which provided the listener with different potential cues. Figure 5 shows the results of the two scoring methods pooled across subjects and target vowels for the three conditions as a function of the relative level of the target vowel.
As in experiment 1, the most important question was whether listeners could identify the vowels at 0-dB target gain (i.e., when they were reliant entirely on the interaural disparities in the stimulus). The either-correct scores showed that identification of the diotic and delayed stimuli was at chance (50%), while that of the random stimuli was significantly above chance for three of the eight listeners (p <0.000001, p<0.05, and p<0.0002; 240 trials). More conclusively, the target-correct scores showed that the random condition was significantly above chance (25%) for each of the eight listeners (p < 0.02; 240 trials), while scores from the other conditions were at chance. Even when the results of all eight listeners were pooled (1920 trials), identification accuracy in the diotic and delayed conditions was not significantly above chance (p > 0.05).
Separate analyses of variance were conducted on the data using each of the two different scoring regimes. The results of the two analyses were similar, but larger effects and higher significance levels emerged when using the target-correct scores. Consequently, we report only this analysis at length. The analysis covered the three binaural conditions (diotic, delayed, and random) and the three target gains (0, 3, and 6 dB). There was a significant main effect of the binaural condition [F(2,14)=23.8, p<0 .00001], reflecting higher scores in the random condition; Tukey pairwise comparisons showed that the random condition gave significantly higher scores than the delayed and the diotic conditions both across the different target gains ( 
D. Discussion
Experiment 3 confirmed and extended the results of experiments 1 and 2 by contrasting the salience of spectral regions of interaural incoherence in eliciting binaural sensations with the ineffectiveness of common interaural delay as a grouping cue. As in experiment 1, the effects of the different cues can best be judged from performance with 0-dB target gain. In the random condition where two of the four noisebands were interaurally uncorrelated, listeners tended to hear a vowel whose formant frequencies corresponded to the center frequencies of the uncorrelated bands. In the delayed condition, where two of the four bands were interaurally delayed, listeners heard neither the vowel represented by the delayed bands nor that represented by the remaining noisebands; in this condition listeners could identify the vowels no better than when all the noisebands were diotic (i.e., inphase). The advantage provided by decorrelation was largely preserved as the target bands increased in level, suggesting that the level and the binaural incoherence of the bands made largely independent contributions to accuracy of identification.
It may seem surprising that listeners could hear the vowel defined by the two uncorrelated bands rather than the vowel defined by the two correlated bands in the random condition. This result may be explained if, consistent with the model presented here, the output of the binaural system which is available to the listeners for the purpose of sound identification contains only the evidence of interaural decorrelation.
V. COMPuTATIoNAL MODEL
The following computational model is intended to accommodate the results of experiments 1-3 along with results of classical experiments demonstrating binaural unmasking for speech sounds (e.g., Licklider, 1948) . Specifically, we sought to account for three results: (i) the ability of listeners to identify speech sounds in noise more accurately (at a fixed SNR) in the NoS rr and N rrSo conditions compared to the NoSo and NrrSrr conditions; (ii) the inability of listeners to group noisebands by common interaural delay in experiments 1-3; (iii) the ability of listeners in experiment 3 to hear the vowel composed of interaurally decorrelated noisebands.
The model is not intended as a formal attempt to make quantitative predictions of the accuracy of listeners' responses. Such a treatment would require measurements of parameters of binaural coincidence detectors which are not yet fully known: the shape of their temporal integration windows at different frequencies and levels, the distribution of their characteristic delays, the distribution of their characteristic frequencies, their bandwidths, and their levels of internal noise. Rather, the model provides only qualitative predictions. The input to the model is the two waveforms presented to the listeners' ears. The output is presented in the form of "recovered spectra" which display features of the signal spectra with varying clarity. Qualitative assessment of the model was achieved by comparing clarity of these features with the accuracy of listeners' responses to the stimuli.
The recovered spectra are effectively a measure of the degree of interaural decorrelation at each frequency. Any model which is similarly sensitive to interaural decorrelation should therefore make similar predictions. Since interaural decorrelation is considered to be the primary cue in the B MLD (Gabriel and Colburn, 1981; Durlach et al., 1986), a number of models of the BMLD, including Colburn's (1973 Colburn's ( , 1977 cross-correlation based model, will make the same predictions.
A. Description of the model
The left-and right-channel waveforms are first 3x upsampled using a 512-point digital reconstruction filter, to increase the sampling rate to 30 kHz. Peripheral frequency selectivity of each ear is modeled by a gammatone filter bank (Patterson et al., 1987 (Patterson et al., , 1988 . The filtered waveforms are processed by the model of mechanical-to-neural transduction at an inner hair cell developed by Meddis (1986 Meddis ( , 1988 .
Among other effects, the hair-cell model compresses and rectifies the waveforms. The waveforms in corresponding frequency channels from each ear are delayed with respect to each other and a difference function is generated which is a function of the delay. Each point in the difference function is the integral over an exponentially tapering window of the absolute differences between the corresponding filter outputs. For all illustrations in the present paper, 88 frequency channels were employed, which were equally spaced on an ERB scale between 0.75 (23 Hz) and 22.5 ERBs (2400 Hz). The time constant of the exponential window was 50 ms.
The difference functions represent the residue from cancellation which is central to Durlach's (1972) (1948) (Fig. 6) were presented, the vowels were identified and lateralized to left or right according to the common interaural delay applied to the two bands. However, listeners were unable to use differences between the delays applied to two simultaneous pairs of bands in order to identify the vowel which was lateralized to a particular side. The ineffectiveness of intera•,ral delays in this respect contrasted, with the strong effect' p, roduced using interaural level differences. The scope of our conclusions about the absence of grouping by ITD is restricted to situations in which the listener must make simultaneous comparisons. Darw,.in and Hukin (1994) have recently shown a sequential g,rouping effect based on common ITDs. The contribution of ,the fourth harmonic to the phoneme boundary between th, e, vowels/I/and/e/ (as in "bit" 
C. Implications for spatial attention
The experiments and model developed in this paper suggest that the introspective impression that one can concentrate on a particular direction in order to pick out an attended voice from an interfering babble may be misleading. In order to localize a complex sound, the binaural system integrates information across frequency channels (Stem et •Corresponding channels from a gammatone filter bank (Patterson et al., 
