Abstract. Reduced basis methods (RBMs) are recommended to reduce the computational cost of solving parameter-dependent PDEs in scenarios where many choices of parameters need to be considered, for example in uncertainty quantification (UQ). A reduced basis is constructed during a computationally demanding offline (or setup) stage that allows the user to obtain cheap approximations for parameters choices of interest, online. In this paper we consider RBMs for parameter-dependent saddle point problems, in particular the one that arises in the mixed formulation of the Darcy flow problem in groundwater flow modelling. We apply a discrete empirical interpolation method (DEIM) to approximate the inverse of the diffusion coefficient, which depends non-affinely on the system parameters. We develop an efficient RBM that exploits the DEIM approximation and combine it with a sparse grid stochastic collocation mixed finite element method (SCMFEM) to construct a surrogate solution, which then allows for efficient forward UQ. Through numerical experiments we demonstrate that significant computational savings can be made when we use the RB-DEIM-SCMFEM scheme over standard high fidelity methods. For groundwater flow problems, we provide a thorough cost assessment of the new method and show how the size of the reduced basis, and hence, the extent of the savings, depends on the statistical properties of the input parameters.
1. Introduction. We focus on the efficient numerical solution of parameter-dependent saddle point problems with the following abstract form. Let D ⊂ R d be a given bounded spatial domain and let V and Q be Hilbert spaces on D, with inner products ·, · V , ·, · Q and induced norms · V , · Q . In addition, let Γ ⊂ R M be an M -dimensional parameter space. Given y ∈ Γ, we want to find ( u(·, y), p(·, y)) ∈ V × Q satisfying Weak formulations of many well-known systems of PDEs give rise to saddle point problems of the form (1.1). For example, the Stokes equations, the steady-state Navier-Stokes equations, and mixed formulations of the Darcy flow problem, in situations where the coefficients and/or the spatial domain are represented as functions of parameters y ∈ Γ. For a fixed y = (y 1 , . . . , y M ) ∈ Γ, the solution ( u(·, y), p(·, y)) can be approximated using standard techniques such as mixed finite element methods (so-called high fidelity methods). In many complex applications (e.g., fluid flow modelling), obtaining a high fidelity approximation for even a single choice of y may take several hours or days of computation time. If real-time simulations are required for many y ∈ Γ, then using high fidelity methods is infeasible. To avoid this computational burden, reduced basis methods (RBMs), see [31, 39] , have been developed. The idea is to project the high fidelity problem with dimension N h (corresponding, say, to the number of degrees of freedom in a finite element mesh) onto a lower-dimensional subspace with dimension N R . When N R N h , we expect that the cost of solving the reduced problem will be significantly cheaper, for each y ∈ Γ of interest. Crucial to the success of RBMs, is that N R is 'not too large', which requires that the underlying solution manifold (as a function of y) is smooth. There is a large literature on RBMs for scalar elliptic PDEs. However, saddle point problems are more challenging as two compatible reduced spaces are required. RBMs for Stokes flow with parameter-dependent viscosity and spatial domains have been well studied, see [24, 41, 42] , and RBMs for Stokes flow coupled with the elliptic formulation of Darcy flow are studied in [34] .
RBMs separate the computational work into two stages, an expensive offline stage where we carry out tasks whose costs depend on N h , and a (hopefully) cheaper online stage where we only perform tasks whose costs depend on N R . It is conventional to think of the offline stage as a set-up phase, carried out once ahead of the main numerical task. To facilitate this offline-online separation, it is essential that we can separate the dependence of the system inputs on y ∈ Γ from their dependence on x ∈ D. Thus, in (1.1), we require that
where a k : V × V → R is a parameter-independent bilinear form and θ k (y) is a function of y, and similarly for b(·, ·, y). This allows us to precompute quantities that do not depend on y offline. Provided that K N h , we can assemble and solve a reduced version of (1.1) online, at a cost that is independent of N h . When the inputs have non-affine parameter dependence, we can use empirical interpolation methods [3, 12, 21, 28] to generate approximations of the form (1.2) . This introduces an error, which must be controlled, and balanced against the reduced basis error.
In this paper we focus on the application of RBMs to the numerical solution of systems of PDEs with uncertain inputs, whose weak formulations give rise to saddle point problems of the form (1.1). If we represent the uncertain inputs as functions of M random variables (e.g. using a Karhunen-Loève expansion, see [30] ), whose image is the parameter space Γ ⊂ R M , then choosing a particular y ∈ Γ corresponds to generating one sample of the inputs. Our goal is to propagate the uncertainty in the inputs through the system and approximate statistical quantities of interest (QoIs), for example the mean and variance of the solution. This is known as forward uncertainty quantification (UQ), see [45, 48] . The simplest way to perform forward UQ is to use sampling methods, which require repeated solution of (1.1) for many choices of y. RBMs offer a promising way to speed up forward UQ assessments when sampling methods are used, see [10, 14, 15, 22] . They have also been applied to inverse problems [47, 17] , and optimal control problems [16] .
The two most commonly used sampling methods for forward UQ, see [29] , are Monte Carlo (MC) and stochastic collocation methods (SCMs). The former are simple to implement but only allow for the approximation of moments. SCMs, on the other hand, provide an interpolant in both physical and parameter space. This can be used to approximate statistical moments but also acts as a surrogate that can be used to find approximations to u(·, y) and p(·, y) for further choices of y ∈ Γ (in design or control experiments) and to approximate other QoIs. SCMs were first applied to scalar elliptic PDEs in [1, 35, 50] and have since been applied to many other problems, such as the Darcy flow model [23, 25] , in a high-fidelity setting. SCMs often converge much faster than standard MC methods (whose error is O(N −1/2 ), where N is the number of samples). The rate of convergence of MC, however, is independent of the number M of parameters. Alternative methods have been proposed for dealing with high-dimensional problems and these can also be combined with RBMs to reduce costs. Two such examples are the ANOVA decomposition which decomposes the high-dimensional problem into low-dimensional problems, see [32] , and adaptive sparse grid collocation [13] . Finally, we mention the stochastic Galerkin method [2] , which is not a sampling method. This leads to a single large linear system that requires specialised solvers, see for example [37] . In this paper we develop an efficient RBM and combine it with a sparse grid stochastic collocation mixed finite element method (SCMFEM) for a class of parameter-dependent saddle point problems. A similar strategy has been employed in [5, 15, 22] for scalar elliptic PDEs.
In Section 2 we describe the reduced formulation of general parameter-dependent saddle point problems of the form (1.1). We also review sufficient conditions for the well-posedness of both high fidelity and reduced mixed finite element approximations. In Section 3 we introduce the Darcy flow model as a special case, and then derive the linear systems that arise from the high fidelity and reduced formulations. In Section 4 we develop a reduced basis method which uses a nonstandard training technique to construct a compatible pair of reduced approximation spaces in an offline stage, as well as a so-called DEIM approximation to the inverse of the diffusion coefficient. In Section 5 we describe a sparse grid SCMFEM which we then combine with the RB method and DEIM approximation. Finally, in Section 6 we present numerical experiments to demonstrate the superior performance of the new RB-DEIM-SCMFEM scheme, over the standard high fidelity SCMFEM scheme, for performing forward UQ in groundwater flow applications.
2. Parameter-dependent saddle point problems. We begin by considering the reduced formulation of general parameter-dependent saddle point problems of the form (1.1). The theoretical framework presented here is standard (e.g., see [9] and [24] ).
We assume that for each y ∈ Γ, a(·, ·, y) : V × V → R and b(·, ·, y) : V × Q → R are bounded bilinear forms and l : V → R and m : Q → R are also bounded. Now, for each y ∈ Γ we assume that a(·, ·, y) is coercive over
We also assume that for each y ∈ Γ, b(·, ·, y) satisfies an inf-sup condition. Specifically,
These four conditions are sufficient to guarantee that (1.1) is well-posed for a fixed y ∈ Γ, see [9] . Next, we introduce finite-dimensional approximation spaces V h ⊂ V and Q h ⊂ Q, and consider the high fidelity problem: given y ∈ Γ, find (
In this work, we assume that V h and Q h are finite element spaces, so that h denotes the characteristic mesh size. In the language of RBMs, we call ( u h (·, y), p h (·, y)) a snapshot pair. To ensure well-posedness of the high fidelity problem, we assume that
where
is the nullspace of V h , and secondly that
In particular, this means that α h (y) and β h (y) must be bounded away from zero, independently of h. Note that neither of these conditions is satisfied automatically. The spaces V h and Q h must be compatible for the problem at hand. Now, let V R ⊂ V h and Q R ⊂ Q h denote reduced spaces, of smaller dimension than V h and Q h , respectively. The reduced problem is: given y ∈ Γ, find (
If the analogues of conditions (2.5) and (2.7) are satisfied, then (2.8) is well-posed. We need
is the nullspace of V R , and secondly that
Reduced saddle point problems are challenging as (2.9) and (2.11) are not automatically satisfied for arbitrary choices of V R and Q R , even if V R ⊂ V h , Q R ⊂ Q h , and V h and Q h are chosen so that (2.4) is well-posed.
It is an open question what is the 'best' choice of V R and Q R to ensure that the reduced basis errors u h (·, y) − u R (·, y) V and p h (·, y) − p R (·, y) Q decay to zero as quickly as possible, as N R increases. Some possibilities for Stokes problems are discussed in [24] . If (2.9) and (2.11) are satisfied, we immediately obtain bounds for the reduced basis error, similar to standard high fidelity results (see [24] ). Let a max (y) and b max (y) denote the boundedness constants for a(·, ·, y) and b(·, ·, y), respectively. Then, for a given y ∈ Γ we have (2.12)
c.f. [11, Theorem 12.3.7] , and (2.13)
c.f. [11, Theorem 12.5.12] . Thus, if α R (y) → 0 or β R (y) → 0 as N R → ∞, the method is unstable. A simple approach is to construct the reduced spaces from snapshots (solutions to the high fidelity problem). Suppose we take Θ = y 1 , . . . , y N R , a set of N R points in the parameter domain, and the set of snapshot pairs {( u h (·, y i ), p h (·, y i )) , i = 1, . . . , N R }. Then, we could choose (2.14)
. As established in [24, 41, 42] , however, this does not provide an inf-sup stable pair for (2.8). In particular, V R is not rich enough for (2.11) to hold. Indeed, it well known from deterministic mixed finite element analysis, that the spaces should not have the same dimension; V R must be augmented. Following the approach introduced in [42] , we define an operator T :
The functions T q are called supremizer functions since, given q ∈ Q h , we have
Instead of using (2.14), we choose the reduced spaces as (2.17)
With this choice, it can be shown that (2.11) is satisfied. Indeed, for all y ∈ Γ, β R (y) ≥ β h (y) (see [42] ), so as long as β h (y) does not decay to zero as h → 0 (V h and Q h are compatible), then neither will β R (y), as N R increases. Let us now briefly consider (2.9). If, for the high fidelity problem (2.4), a(·, ·, y) is coercive on the whole of V h (or even V ) rather than just on a strict subset V 0,h , then (2.9) follows immediately. That is, coercivity on V h in · V automatically gives coercivity on
For example, this is the case for Stokes equations, see [24, 41, 42] . In the problem we study below, the continuous and high-fidelity problems are only coercive with respect to · V on V 0 and V 0,h , respectively. This does not cause a problem with well-posedness of (2.8), but the a priori error estimate (2.12) is not automatically obtained from the standard theory.
3. Darcy flow model. We now consider the Darcy flow problem, a system of PDEs that arises when modelling fluid flow through a porous medium. Typically, the permeability (or diffusion) coefficients are not known at every spatial location x ∈ D (epistemic uncertainty). Moreover, there may be measurement errors (aleatoric uncertainty). In such situations, it is common to model the unknown coefficient function as a random field a(x, ω).
Let D ⊂ R 2 be a bounded physical domain whose boundary ∂D is decomposed into two disjoint subsets so that ∂D = ∂D D ∪ ∂D N . In addition, let (Ω, F, P) be a probability space, where Ω denotes a sample space, F is a sigma algebra and P is a probability measure. We want to find a velocity field u : D × Ω → R 2 and a pressure field p : D × Ω → R such that P-a.s.,
We assume that a(x, ω) is second-order and there exist constants a min and a max such that
The first equation in (3.1) is Darcy's law u = −a∇p, relating the velocity to the pressure gradient and the second equation relates the fluid mass to source and sink terms. Although both equations can be combined to obtain a standard scalar elliptic PDE for the pressure, our aim is to propagate the uncertainty through the PDE model and accurately approximate both p(x, ω) and u(x, ω).
If the mean µ(x) = E[a(x, ω)] and covariance function C(x 1 , x 2 ) of a(x, ω) are known, then a(x, ω) can be approximated by a function of M random variables ξ k : Ω → R, by using a truncated Karhunen-Loève (KL) expansion [33] ,
Here, λ k and φ k are eigenvalues and eigenfunctions of the integral operator associated with the covariance function, and we assume the ξ k are independent. Alternatively, we may have another underlying second-order random field z(x, ω) with known mean and covariance, with a(x, ω) = exp(z(x, ω)). This is common in groundwater flow modelling (e.g., see [23, 26] ). We may then compute an approximation a M (x, ξ) = exp(z M (x, ξ)), where z M (x, ξ) is a truncated KL expansion. The important point is that the inverse of the diffusion coefficient is some function of a vector of independent random variables ξ = (ξ 1 , . . . , ξ M ). Instead of working with the random variable ξ, with joint probability density function ρ(y), we may work in terms of a vector of parameters y = (y 1 , . . . , y M ), with y k = ξ k (Ω), which takes values in Γ := ξ(Ω) ⊂ R M . If we want to approximate samples of the velocity and pressure fields, we can replace the stochastic problem (3.1) with an equivalent parameter-dependent deterministic one. We assume that for each y ∈ Γ there exist constants a min (y) and a max (y) such that
For each y ∈ Γ, the weak formulation of (3.5) is: find ( u(·, y), p(·, y)) ∈ V × Q satisfying
for all q(x) ∈ Q and v(x) ∈ V . This is a saddle point problem of the form (1.1) with
The above Darcy flow problem serves as a representative example from the class of parameterdependent saddle point problems (1.1) where the y dependence only appears in the bilinear form a(·, ·, y). Moreover, since the inverse of the diffusion coefficient appears, a(·, ·, y) has non-affine dependence on the parameters y. For this problem, we note that ∇ · V ⊂ Q and so V 0 in (2.1) contains functions in V which are divergence-free. The coercivity condition (2.2) is satisfied on V 0 , with α(y) = a min (y). The inf-sup condition (2.3) is also satisfied, see [9] . To perform forward UQ for (3.7) using sampling methods such as SCMs (see Section 5), we will need to be able to approximate u(·, y) and p(·, y), for many different choices of y, cheaply and efficiently, and to estimate statistical quantities such as
as well as higher order moments. Using appropriate mixed finite element methods (MFEMs) allows us to approximate both the velocity and pressure to the same order of accuracy for each y of interest and to ensure that mass is locally conserved on the elements, see [18, 23] .
3.1. High fidelity problem. By introducing finite-dimensional subspaces V h ⊂ V , Q h ⊂ Q, the discrete analogue of (3.7) is a saddle point problem of the form (2.4). We use Raviart-Thomas mixed finite elements, see [9] for details, to ensure that (2.7) is satisfied. For these spaces, we have ∇ · V h ⊂ Q h so V 0,h contains divergence-free functions and (2.5) is satisfied on V 0,h with α h (y) = a min (y). In Section 6, we use lowest-order Raviart-Thomas elements, which guarantees that, if realisations of the diffusion coefficient are smooth enough, the high-fidelity discretisation errors satisfy u(·,
Next, we derive the linear systems associated with the high fidelity problem. Given a basis {φ i (x), i = 1, . . . , N p } for Q h and a basis { ϕ i (x), i = 1, . . . , N u } for V h , where N u = dim V h and N p = dim Q h , we define the matrices A(y) ∈ R Nu×Nu and B ∈ R Np×Nu with entries
and vectors g ∈ R Nu and f ∈ R Np with entries
Then, for a fixed y ∈ Γ, the parameter-dependent high fidelity problem can be written as
where u(y) and p(y) are the coefficients that represent the snapshot pair ( u h (·, y), p h (·, y)). The coefficient matrix is of size N h × N h , where N h = N u + N p , and is sparse. Solution methods for indefinite systems of the form (3.10) are discussed in [6] . Iterative methods such as MINRES [27, 36] , with preconditioning [38, 43] , which exploit sparsity, can be implemented at O(N h ) cost.
To construct reduced spaces V R and Q R that satisfy (2.11) we need to compute N R supremizer functions T q, defined as in (2.16), for the pressure snapshots
Recall that there is no y dependence in the bilinear form b(·, ·). Substituting (3.11) into (2.15) and setting v = ϕ j and q =
Hence, the vector of coefficients t(y i ) associated with the supremizer function T p h (·, y i ), i = 1, . . . , N R , can be computed by solving the linear system
where the matrices M and D are defined as (3.14)
The cost of solving (3.13) for each y ∈ Γ can be O(N u ) if we use iterative methods, but care must be taken. The matrix M + D is a discrete representation of the H(div, D) norm since
It does not represent an elliptic operator. In the reduced formulation of parameter-dependent Stokes and steady-state Navier-Stokes problems, computing the supremizer functions involves solving elliptic (Poisson) problems, see [24, 41, 42] . Standard multigrid methods, for example, will work well in that case, but not for (3.13). It should also be noted that the matrix M + D can also be used to construct an h-optimal block-diagonal preconditioner
for the high fidelity system (3.10) see [38] , where N is the pressure mass matrix, with entries
Reduced problem.
Given reduced spaces V R ⊂ V h and Q R ⊂ Q h , we can derive a parameter-dependent reduced problem of the form (2.8) with a(·, ·, y) :
We construct V R and Q R as in (2.17) so that the inf-sup condition (2.11) is satisfied. However, it is not clear whether (2.9) is satisfied in the
We assume that we have constructed two reduced basis matrices Q u ∈ R Nu×2N R and Q p ∈ R Np×N R that represent discrete versions of the reduced spaces V R and Q R , respectively, and define
We describe how to construct these in Section 4.1. Then, for each y ∈ Γ, the linear system associated with the reduced Darcy flow problem is,
The coefficient matrix in (3.19) is of size 3N R × 3N R , but is dense rather than sparse as in (3.10). Using direct methods, the cost of solving (3.19) for each y ∈ Γ is O(N 3 R ). Hence, when N R N h we expect that the cost of solving (3.19) will be significantly cheaper than solving (3.10). It may be, however, that while N R N h we have N 3 R > N h , and so solving (3.19) may not actually be cheaper than solving (3.10). The size of the reduced basis N R is key, and this is of course, problem-dependent. In [20] the authors consider using preconditioned iterative methods for solving the dense reduced systems that arise from the reduced formulation of a linear elliptic PDE. For each y ∈ Γ the cost is O(kN 2 R ), where k is the number of iterations. This can be an effective strategy in some problems, as long as the number of iterations k is small.
We can assemble the system (3.19) from the high fidelity matrices and vectors via
However this will incur a cost that depends on N h and so we cannot construct (3.19) directly in the online stage, for each y ∈ Γ of interest. To construct (3.19) in a way that the cost is independent of N h , we need to be able to decompose the matrix A(y) as
This means we need an affine expansion of a(·, ·, y) as in (1.2). For the Darcy flow problem, we require that the inverse of the diffusion coefficient a M (x, y) is of the form
If this is the case, we can define K parameter independent matrices A k ∈ R Nu×Nu with entries
, K. Exploiting this we have
Hence, we can precompute and store the matrices
offline, allowing for the system (3.19) to be assembled for the y ∈ Γ of interest online, at a cost independent of N h .
For the Darcy flow problem, however, the coefficient a M (x, y) appears as a −1
M (x, y) in the bilinear form a(·, ·, y) and so we do not have a decomposition of the form (3.20) . To resolve this, we apply a discrete empirical interpolation method (DEIM) to obtain an approximation a
We describe how to do this in Section 4.2. This yields a matrix approximationÃ(y) ≈ A(y) and we solve the RB-DEIM system
We use u R and p R to denote the solution to the RB system (3.19) andũ R andp R to denote the solution to the RB-DEIM system (3.21).
To end this section, we summarise the key features of the parameter-dependent Darcy flow saddle point problem. First, the bilinear form a(·, ·, y) depends non-affinely on the vector of parameters y. We deal with this by using DEIM, taking care to balance the DEIM error with the reduced basis error associated with V R and Q R (see Section 6) . Second, the reduced problem does not automatically inherit coercivity from the high fidelity problem in the H(div, D) norm, so the standard reduced basis error estimates do not immediately apply. Finally, computing the supremizer functions T p h (·, y i ) that are needed to construct a pair of inf-sup stable reduced spaces requires the solution of N R discrete H(div, D) problems.
4. Reduced basis method offline. In this section we describe the offline procedure for constructing the reduced spaces V R and Q R . In particular we describe how to construct the matrices Q u and Q p and a DEIM approximation to the inverse of the diffusion coefficient.
Reduced basis construction.
The reduced basis matrices Q u and Q p are given by
where (u(y i ), p(y i )) are the coefficients associated with the snapshot pair ( u h (·, y i ), p h (·, y i )) and t(y i ) is the vector of coefficients representing the supremizer function T p h (·, y i ), i = 1, . . . , N R .
To construct the matrices, we have to solve N R high fidelity mixed finite element problems and N R discrete H(div, D) problems. In this paper, we select the points {y i } N R i=1 using a multilevel approach which is based on the algorithm presented in [22] for scalar elliptic PDEs. In our experience, it generally gives the quickest offline times (see Section 6), compared to more standard methods like greedy algorithms [ First, we must choose a training set, a finite set of points Θ ⊂ Γ. These points could be chosen randomly, or deterministically. For example, Θ could be a set of sparse grid points (see Section 5) . The main requirement is that Θ should be rich enough so that the resulting reduced bases yield accurate enough approximations to the high fidelity problem for any y ∈ Γ that may be encountered online. If the user has a priori knowledge about the set of points to be encountered online, then this information can be used to design a suitable training set. In this work, we choose nested sets of points Θ l , indexed by a level number l, so that Θ l−1 ⊂ Θ l .
Next, we must select an error estimator to assess the error between the high fidelity approximation and a reduced approximation for a given y ∈ Γ. We use the error indicator
(the discrete relative residual error). This is a simple to compute approximation that, unlike a posteriori error estimators for the reduced basis error
does not require the computation of coercivity or inf-sup constants. However, there is no guarantee that ∆ R (y) is an upper bound for the true error, so our RB method is not 'certified' in the usual sense. To control the accuracy, we choose a tolerance 1 > 0 and select a point y to help construct the reduced bases only if ∆ R (y) > 1 . To initialise Q u and Q p , we first solve the systems (3.10) and (3.13) for a single point y 0 , for example the zero vector. Then, for each level l = 1, . . . , L, we loop through each point (3.19) , and compute ∆ R (y j ). If ∆ R (y j ) > 1 then we solve the high fidelity problem and update the current bases immediately with a new snapshot pair corresponding to the point y j , as well as a supremizer function. Otherwise, we accept that the current reduced approximation for y j is good enough. The detailed procedure is presented in Algorithm 1. The matrices Q u and Q p are constructed one column at a time. For numerical stability, we orthonormalise the columns using a QR factorisation. Once the iteration has terminated, we obtain the matrices Q p ∈ R Np×N R and Q u ∈ R Nu×2N R . Note that Algorithm 1 differs from the standard greedy algorithm as we do not update our reduced bases with the y ∈ Θ l that maximizes ∆ R (y) at each step. This means we only need to solve (3.19) once for each y ∈ Θ l . In Section 6 we present numerical experiments showing that Algorithm 1 is significantly cheaper than the standard greedy algorithm and achieves similar values of N R in the construction of the matrices Q u and Q p .
The costs involved in Algorithm 1 are summarised in 
Construct Θ l \ Θ l−1 = {y 1 , . . . , y M l }.
9:
for j = 1 : M l do 10: Solve (3.19) with y = y j and compute ∆ R (y j ).
11:
if ∆ R (y j ) > then
12:
Solve (3.10) to obtain u(y j ) and p(y j ).
13:
Compute supremizer function t(y j ).
14:
15:
Orthogonalise Q u and Q p with a QR factorisation. 
Task Cost
Assemble reduced system matrices A R (y)
that the sizes of the reduced bases at that stage are 2N
for the velocity and pressure, respectively. At the l th outer iteration, and j th inner iteration, we have to assemble and solve (3.19) with the current reduced spaces, and evaluate (4.3) for y j ∈ Θ l \ Θ l−1 . Over the course of the iteration, we also need to solve N R high fidelity and supremiser systems to augment the reduced bases, where
. Finally, the columns of Q u and Q p are orthonormalised in each iteration. The total cost therefore depends on N [12] , see also the empirical interpolation method [3] , 1 allows us to generate an approximation to a parameter-dependent function f (x, y), of the form 1: Input: snapshot matrix S and tolerance 2 .
Set r = z k −Z(P Z) −1 P z k .
7:
Solve i = arg max i=1,...,m (| r |).
8: We employ the DEIM to approximate the coefficient a −1 M (x, y) in the Darcy flow model. In the following description we summarise the procedure for a general parameter-dependent function f (x, y) to simplify notation. In practice, we generally have access to a vector f (y) ∈ R m , corresponding to the function f (x, y) evaluated at m points x in the spatial domain D (for example, at points in a finite element mesh). The DEIM projects f (y) onto the subspace spanned by the K columns of a chosen basis matrix Z ∈ R m×K , with K m. Given a basis matrix Z ∈ R m×K , the DEIM approximation to f (y) ∈ R m can be written as
where the K columns of Z represent the functions z k (x) in (4.4) evaluated at m points x ∈ D, and the entries of c(y) ∈ R K are the scalar coefficients θ k (y) in (4.4) corresponding to a particular choice of y. To construct Z we must first select a set of points {y i } n i=1 ⊂ Γ to act as a training set. Given the training set, we then construct the snapshot matrix
and compute its SVD, see [49] , to obtain S = U ΣV , where Σ is the diagonal matrix of singular values in descending order and U and V are orthogonal matrices. The matrix Z is chosen to be the first K columns of U , where K is the smallest number such that
where 2 is a chosen tolerance, and r is the rank of S. This procedure is summarized in Algorithm 2.
Once we have a basis matrix Z we could, for a particular y, determine the vector c(y) by solving f (y) = Zc(y). However, this is an overdetermined system, so we instead demand that the equations are satisfied for only K points x ∈ D. The procedure for choosing these is called empirical interpolation and details are given in Algorithm 3. Given a set of K indices, the algorithm constructs a matrix P ∈ R m×K whose columns are the columns of the m × m identity matrix associated with the chosen indices. Note that applying P to a vector v ∈ R m simply extracts K components of v. P does not need to be constructed. Given Z and P (or equivalently, the set of K indices), for each y of interest, c(y) is found by solving the projected dense system (4.6) P Z c(y) = P f (y).
We can then write the final DEIM approximation as
The main cost associated with Algorithms 2 and 3 is the SVD, though this is only done once offline. Given n training points y ∈ Γ and evaluating f (x, y) at m points x ∈ D, the cost is O(mn 2 ). The number of points n in the training set should be large enough to incorporate potential variability in the system. Once the DEIM iteration has terminated, we precompute and store the parameter independent matrices and vectors
The cost of this assembly is K × O(N
Online, for any given y ∈ Γ of interest, we additionally need to solve the dense K × K linear system (4.6) to obtain the coefficients c(y) needed to compute the matrixÃ(y) in (3.21). The cost of this is O(K 3 ). Therefore, as long as K does not depend on N h , the DEIM can be used online. If we also wish to evaluate the error indicator (4.3) online, then in order to make the cost independent of N h , additional parameter independent matrices and vectors will need to be computed offline.
When we combine Algorithms 1 and 3 there are two error tolerances, 1 and 2 . We find that choosing 1 = 2 provides a less accurate RB-DEIM approximation when compared to the RB approximation without DEIM. Note that the SVD is performed on the full snapshot matrix S, so the offline cost is not actually affected by the choice of 2 . To balance the contributions of the reduced basis and DEIM errors our recommendation is that 2 < 1 (see Section 6). M (x, y) takes values close to zero, realisations of the DEIM approximation may be negative, making (3.21) ill-posed. We do not encounter this issue in the numerical experiments presented in Section 6. However, it may arise when, for example, the standard deviation is large. In that case, the DEIM approximation should be improved by increasing K.
The conventional wisdom is that large offline costs are to be expected and that the computational savings made online are worth the price paid offline. The offline costs are often not reported. Our view is that this is problem dependent. In an online experiment where real time information is required for many choices of y ∈ Γ, the offline cost will not necessarily be important. However, if the main task is, say, to compute moments of the solution, by combining a RB method with a sampling method such as a stochastic collocation method (SCM), then the offline/online splitting is artificial. The user knows a priori for which choices of parameters the high-fidelity problem needs to be solved. In such scenarios, the cost of constructing the reduced bases must be optimized.
Reduced basis collocation.
In this section we outline sparse grid stochastic collocation methods for forward UQ. To begin, we describe how to construct sparse grids on the parameter domain Γ from combinations of sets of interpolation points in one dimension. The idea was first introduced by Smolyak in 1963 [46] , but we follow [4] . Assuming that the M underlying random variables in the problem are independent, we have a parameter domain of the form Γ = 
Given an approximation level l, the sparse grid on Γ is the set of points
If the one-dimensional points are nested, in the sense that Θ
, then the formula simplifies to
Now, given a level number l and the corresponding sparse grid Θ l = y 1 , . . . , y N l , where N l = |Θ l |, the high fidelity stochastic collocation mixed FEM (SCMFEM) approximation to the solution u : D × Γ → R and p : D × Γ → R of (3.1), where a −1 (x, ω) is replaced with a −1
M (x, y) and y = ξ(ω), is given by
where L i : Γ → R is the M -dimensional Lagrange polynomial satisfying L i (y j ) = δ ij , for j = 1, . . . , N l . We can use (5.3) as a surrogate in any experiment where it is desired to approximate the solution to (3.5) at additional points y ∈ Γ that are not collocation points. Computing the high fidelity SCMFEM approximation requires the solution of (3.10) for all y ∈ Θ l . The total cost is N l × O(N h ), which is infeasible in complex applications. Approximating statistical moments, such as (3.9), can be done on-the-fly, but if we wish to use (5.3) as a surrogate then we will need to store N l vectors of length N h for future use. Reduced basis methods can be used in conjunction with stochastic collocation methods, such as in [15, 22] for scalar elliptic PDEs. If we replace the high fidelity approximations in (5.3) with RB-DEIM approximations then the new RB-DEIM-SCMFEM approximations are given by
Using Algorithms 1 and 3, we can compute (5.4) by solving (3.21) for each y ∈ Θ l . In Algorithm 1, we use Θ l as the training set and the cost is N l × O(N 3 R + K 3 ). As long as N R N h and K N h it will be cheaper to compute (5.4) than (5.3). Again, (3.9) can be approximated on-the-fly, but if we wish to make further use of (5.4) then we need only store N l vectors of length 3N R .
In the framework of stochastic collocation we can think of the construction of either (5.3) or (5.4) as an offline computation, while the evaluation of either (5.3) or (5.4) for parameters y ∈ Γ that are not collocation points, or some other quantity of interest, as an online computation. As long as N R N h and N R N l we expect that reduced basis collocation (with DEIM approximation if necessary) will outperform high fidelity collocation.
6. Numerical results. In this section we present some numerical results to illustrate the efficiency of using the RB-DEIM-SCMFEM scheme for the Darcy flow problem (3.1) with random coefficients. All computations are carried out using Matlab on an Intel Xeon CPU with 2.50GHz. All linear systems, including (3.13), are solved using the Matlab backslash function.
6.1. Non-affine test problems. Let D be a square domain and set f (x) = 0. We consider (3.1) with a(x, ω) = exp (z(x, ω)), where z(x, ω) is a random field whose approximation, as a function of M random variables, is z M (x, ξ(ω)), where
M . Now, working in terms of y ∈ Γ, we assume that
which has the structure of a truncated Karhunen-Loève expansion (3.3) with mean µ(x) = 0. We consider three examples. In the first two cases, λ k → 0 algebraically as k → ∞, and in the third case, λ k → 0 exponentially as k → ∞. 1] , and choose homogeneous Neumann conditions for the velocity on (−1, 1) × {−1, 1}. Here, we choose λ k and φ k (x) in (6.1) to be eigenvalues and eigenfunctions, respectively, of the covariance function
where c is the correlation length, which we fix to be c = 2, and σ is the standard deviation of the random field z(x, ω). These eigenpairs can be explicitly computed, see [33, Example 7 .55]. 
The parameterσ controls the rate of decay of the terms √ λ k . We consider two cases:σ = 2 with α = 0.547, andσ = 4 withᾱ = 0.832. 
for i, j ≥ 1. The indices i and j are associated with two one-dimensional problems. The values λ ij , and corresponding functions φ ij , are then ordered in terms of a single index k as in (6.1).
In each case, choosing a M (x, y) = exp (z M (x, y)) yields a problem of the form (3.5). For the spatial discretisation we use lowest-order square Raviart-Thomas elements associated with two meshes: the first gives N p = 4, 096 and N u = 8, 192 and the second gives N p = 65, 536 and N u = 131, 072. We construct the reduced basis matrices Q u and Q p using Algorithm 1 where the training set Θ l is chosen as a set of Clenshaw-Curtis sparse grid points. Unless stated otherwise, we set l = 4. Since a −1 M (x, y) does not depend affinely on y we also construct a DEIM approximation using Algorithm 3 with tolerance 2 = 1 /10 and a training set of 2000 randomly selected points y ∈ Γ. We use the DEIM approximation to compute the matrices and vectors in (4.7) offline. This allows us to assemble and evaluate (3.21) online, at a cost that is independent of N h = N u + N p . Comparison with high fidelity approximation. First, we consider Example 6.1. We fix σ = 0.25 in (6.2) and choose two values for the number of terms M in (6.1): M = 8 and M = 12, which corresponds to retaining 87% and 89% of the integral of the variance of the underlying random field z(x, ω), respectively. After constructing the reduced bases and DEIM approximation, we look at the relative residual error in the high fidelity linear system, and compare the accuracy of solutions to the RB-DEIM model (3.21 ) and the RB model (3.19) . Specifically, we compute
as we decrease 1 , where Θ ⊂ Γ is a set of 100 randomly selected vectors of parameters. Results are presented in Table 6 .1. We observe that the accuracies of the RB and the RB-DEIM approximations are similar in all cases, so that the reduced basis and DEIM contributions to the error are balanced. Hence 2 = 1 /10 is a good choice for this problem. Furthermore we observe that both N R , the required dimension of Q R , and K, the required number of terms in the DEIM approximation, are effectively independent of N h but do increase as we decrease the tolerance 1 and increase the number of parameters M . Next, we look at the time taken to assemble and solve the high fidelity systems (3.10), the reduced systems (3.19) associated with non-affine coefficients, and the reduced systems (3.21) which incorporate DEIM approximation, denoted T , t and τ respectively, while decreasing the tolerance 1 . Once the reduced bases have been constructed using the training set Θ 4 , we compute the average time taken to assemble and solve (3.10), (3.19) , and (3.21), over an additional 100 points y ∈ Γ. The results are presented in Table 6 .2. We observe that the average high fidelity time T depends on N h but does not, of course, depend on 1 . The average RB time t depends on both N h and 1 since we have to assemble A R (y) directly. The average RB-DEIM time τ does not depend on N h but does depend on 1 . In all cases the average cost of solving the reduced system with integrated DEIM approximation is the cheapest option. When N h = 196, 608, the largest value of N R is 85 and so N R N h . Of course, increasing M and decreasing 1 further will cause τ to increase and at some stage, τ will become larger than T . Now, we compare the time taken to estimate E[ u] and E[p] using the RB-DEIM-SCMFEM approximation (5.4) and the high fidelity SCMFEM approximation (5.3) as we increase the number of collocation points N l . The offline stage of the RB-DEIM-SCMFEM scheme involves constructing Table 6 .2 Average time in seconds to solve the high fidelity systems (3.10) (T ), RB systems (3.19) (t) and RB-DEIM systems (3.21) (τ ), over 100 points y ∈ Γ for Example 6.1 on two spatial meshes with training set Θ 4 . the reduced bases using Algorithm 1 and constructing a DEIM approximation using Algorithm 3. The online stage involves computing the approximation to E[ u] and E [p] . Results are presented in Table 6 .3. The times for the online stage of the RB-DEIM-SCMFEM scheme are significantly quicker than the times for the high fidelity SCMFEM scheme, since the online cost does not depend on N h . We also see that the total time (offline + online) for the RB-DEIM-SCMFEM scheme is quicker than for the high fidelity SCMFEM scheme since for a fixed N h , N R does not increase significantly as N l increases.
Cost comparison with greedy RBM. Next, we compare the performance of our RBM, which uses Algorithm 1 to construct Q u and Q p , with the standard greedy method. Algorithm 1 differs both in terms of the training set used and the method for selecting the points with which to form snapshots. In the standard greedy algorithm, randomly generated points are used, and in each iteration, the reduced bases are updated with the snapshot pair corresponding to the point y ∈ Θ that maximises the estimated error ∆ R (y), continuing until ∆ R (y) < 1 for all y ∈ Θ. First, we select the same training set used in Algorithm 1 and perform the greedy algorithm on each sparse grid level. Next, we perform the greedy algorithm with N l randomly selected points. We use the DEIM approximation as before. In Table 6 .4 we present the values of N R , K, and the total time in seconds taken to perform the offline stage using the three approaches. We observe no more than a 10% difference in the values of N R . However, the times recorded for Algorithm 1 are significantly lower than for the greedy approaches. The gains are substantial. This is because we only consider each point in the training set once, whereas the greedy approaches consider every point in each iteration. The results highlight the advantage of using a multilevel sparse grid approach, as more updates occur on the lower levels where there are fewer points. Table 6 .3 Time in seconds for the RB-DEIM-SCMFEM scheme with 1 = 10 −5 , and the high fidelity SCMFEM scheme, to compute the expected solution for Example 6.1 on two spatial meshes as we increase N l . Table 6 .4 Values of N R and K and time in seconds for the offline stage where Qu and Qp are constructed using either Algorithm 1, the greedy algorithm with sparse grid points, or the greedy algorithm with random points for Example 6.1 with M = 8 on two spatial meshes.
RB-DEIM-
SCMFEM SCMFEM M l N l N R K offline onlineRB-DEIM-SCMFEM SCMFEM M l N l N R K offline online
Algorithm 1
Greedy (sparse grid) Greedy (random) Algorithm 1 Greedy (sparse grid) Greedy (random) Issues affecting the size of the reduced bases. We have seen that the RB-DEIM-SCMFEM scheme is efficient if N R N h . Hence, a natural question is: what features of the
The quicker z h (·, y) − z R (·, y) Z decays to zero as N R increases, for all y ∈ Γ of interest, the smaller the value of N R we will need to ensure that the reduced basis error is smaller than a prescribed tolerance . One way to obtain bounds for reduced basis errors is to seek bounds for the Kolmogorov width, see [39, Chapter 5] .
For saddle point problems, see [16] , this is defined as
For a fixed approximation space Z N of dimension N , the term in parentheses measures the worst case (in a point-wise sense on Γ) best approximation error. The Kolmogorov width characterises the smallest such error over all possible choices of N -dimensional spaces Z N . The rate at which the Kolmogorov width decays with respect to N then tells us the rate at which the reduced basis error decays, see [8, 15] . It can be shown, see [16] , that a bound for the Kolmogorov width is
where τ k is the size of the region in the complex plane into which both u(·, y) and p(·, y) admit an analytic extension with respect to y k . The bound ( 
where λ k , φ k (x) are eigenpairs of the covariance associated with a −1 (x, ω). Combined with the bound in (6.4) this suggests that the quicker the terms λ k decay as k → ∞, the smaller the space Z N needs to be to obtain an adequate reduced basis solution. This is what we observe for our parameter-dependent saddle point problem where we construct a reduced space Z R with dimension N = 3N R . We now illustrate this.
Consider Example 6.1 with M = 8. Again, we build the reduced bases using the training set Θ 4 , for which |Θ 4 | = 3, 937 (when M = 8). In Table 6 .5, we record the values of N R and K returned by Algorithm 1 and Algorithm 3, respectively, as we increase the standard deviation σ in (6.2) and vary the tolerance 1 . Note that σ in (6.2) controls the magnitude of the λ k in (3.3). We observe that increasing σ, which increases λ k , does indeed cause N R and K to increase.
Next, we look at the effect that the rate of decay of the coefficients √ λ k in (6.1) has on the values of N R returned by Algorithm 1 and the values of K returned by Algorithm 3. We refer to z M (x, y) from Example 6.1 as KL1, z M (x, y) from Example 6.2 withσ = 2 as KL2, z M (x, y) from Example 6.2 withσ = 4 as KL3, and z M (x, y) from Example 6.3 as KL4. Note that in the KL1 case,
, see [33, Example 7 .58], and so these are the slowest decaying terms, while the values λ k in the KL4 case decay exponentially. These are the fastest decaying terms. Results are presented in Table 6 .6 for several values of 1 . We observe that the KL1 case generally requires larger values of N R and K, while the KL4 case requires smaller values of N R and K.
We now examine the effect that the different rates of decay of the coefficients √ λ k have on the convergence with respect to N R of the reduced basis error. First, we compute the maximum relative pointwise error (over 100 randomly selected points y ∈ Γ) between the reduced and high fidelity pressure and velocity approximations, which we denote by
In addition, we also compute the error between the high fidelity SCMFEM and RB-DEIM-SCMFEM approximations of the mean of the pressure and the mean of the velocity, which we denote by
We fix N h = 12, 288 and use the training set Θ 4 to construct the reduced bases. We present the errors δ Figure 6 .1 as we decrease 1 . For the KL1, KL2 and KL3 cases, we also indicate the decay rates of the √ λ k terms for comparison. Each point on the curves in Figure 6 .1 corresponds to 1 = 10 −3 , 10 −4 , 10 −5 , 10 −6 , respectively. We observe that for the KL1 case, the errors δ p R , δ u R , η p R , η u R decay the slowest, while for the KL4 case, the errors decay the fastest. We also observe that as N R increases, both the pointwise approximations and the RB-DEIM-SCMFEM approximations of the mean converge. However, the velocity error δ u R is usually observed to be larger than 1 while the pressure error δ p R is smaller. It appears that the reduced velocity approximation is converging slower than the reduced pressure approximation. This was also observed in [24] for a Stokes flow problem.
Convergence comparison with greedy RBM. We now examine the decay of the reduced basis error incurred when Q u and Q p are constructed using Algorithm 1 as opposed to a standard greedy method. Note that theoretical bounds on the Kolmogorov width assume we use the latter. In Figure 6 .2 we plot δ u R and δ p R as we increase N R for both Algorithm 1 and the greedy strategies described earlier. Similar rates of decay are observed for each approach. Unlike the standard greedy RBM, Algorithm 1 uses the discrete relative residual error as an error indicator. In Figure 6 .3a we plot the errors δ case) again, as well as δ 2 , as we vary the tolerance 1 . Recall that we have δ 2 ≈ δ 1 ≤ 1 . We observe that δ p R , δ u R and δ 2 decay at a similar rate, although δ u R is larger than δ 2 . However, for the expectation, η u R is close to δ 2 . While it is not certified in the usual sense, our RBM does a good enough job in delivering estimates of the quantities of interest in this problem.
Coercivity. Finally, recall that it is desirable to have coercivity with respect to · H(div,D) so that we obtain a priori error estimates for the velocity error using standard theory. Here,
If both δ u1 R (y) and δ u2 R (y) decay at the same rate as N R increases, this suggests that the velocity approximation is stable with respect to the H(div, D) norm. In Figure 6 .3b, we plot δ u1 R (y) and δ u2 R (y) for a single representative y ∈ Γ for a test problem and observe that this is the case.
Groundwater flow test problem.
Finally, we consider a test problem of the form (3.5) with f (x) = 0 from the software package PIFISS [44] . Let the spatial domain D = ∪ 5 k=1 D k be made up of 5 non-overlapping subdomians D k , as depicted in Figure 6 .4, which is based on the geometry of a real underground location, see [40] . On the boundary, we set p = 1 on the left edge (the inflow), p = 0 on the right edge (the outflow), and choose homogeneous Neumann conditions for the velocity on all other edges. We use the MATLAB PDE toolbox to construct two non-uniform spatial meshes. For the coefficient, let a M (x, y)| D k = y k , i = 1, . . . , 5 so realisations of a M (x, y) are piecewise constant in each subdomain D k . For the high fidelity approximation, for each y ∈ Γ, we apply lowest-order triangular Raviart-Thomas elements. The snapshot pair ( u h (·, y), p h (·, y)) corresponding to the specific choice of parameters y = [1.04, 17.2, 0.31, 2.60, 17.2] , which comes from the deterministic groundwater flow model described in [40] , is plotted in Figure 6 .5. That is, on each subdomain D k , a M is a lognormal random variable. Then, we have
This is an affine function of M = K = 5 parameters and so we do not need to perform DEIM. We construct RB matrices Q u and Q p using Algorithm 1 with tolerance 1 and the training set Θ l is chosen to be a sparse grid based on Gauss points. Note that Gauss points are not nested. When we update the RB matrices Q u and Q p at each iteration of Algorithm 1 we also compute the offline matrices and vectors in (4.7) and the quantities needed to evaluate the error indicator (4.3). Since K is small here, we find that this is the cheapest offline strategy. In Table 6 .7, we record the average time taken to assemble and solve the high fidelity system (3.10) and the reduced system (3.19) as we decrease the tolerance 1 . In all cases we see that N R N h and so the cost of solving (3.19) is substantially cheaper than solving (3.10). Table 6 .7 Average time in seconds to assemble and solve the high fidelity systems (3.10) (T ) and the RB systems (3.19) (t) over 100 points y ∈ Γ for the groundwater flow problem on two spatial meshes with training set Θ 4 . Finally, we compare the time taken to estimate E[ u] and E[p] using the RB-SCMFEM approximation and the high fidelity SCMFEM approximation, as we increase the number of collocation points N l = |Θ l |. The offline stage of the RB-SCMFEM scheme involves constructing the reduced matrices Q u and Q p , and the online stage involves computing the approximation to E[ u] and E[p]. The results are presented in Table 6 .8. Since Gaussian random variables are unbounded, the set of sparse grid points Θ l is also unbounded as we increase the level number l. We see that N R increases as we increase l. In all cases, however, N R is small enough that applying the RB-SCMFEM scheme is significantly cheaper than applying the high fidelity SCMFEM scheme. In particular, from the last line of Table 6 .8 we see that the high fidelity SCMFEM scheme is over 10 times as expensive as our reduced basis method.
7. Concluding remarks. In this paper we described the application of reduced basis methods to parameter-dependent saddle point problems of the form (1.1) and developed an efficient method for performing forward UQ for the groundwater flow problem (3.1). We presented a non-standard training algorithm for constructing a pair of compatible reduced bases that uses a multilevel approach based on sparse grid points, and a simple error indicator. We also described how to combine this with a DEIM approximation to the inverse of the diffusion coefficient. We demonstrated that with these variations we gain substantially lower offline times when compared to the standard greedy algorithm. We showed that assembling and solving the RB-DEIM system (3.21) is much cheaper than assembling and solving the high fidelity system (3.10). We combined the reduced basis method with a stochastic collocation mixed finite element method and implemented the resulting RB-DEIM-SCMFEM scheme for a range of test problems, demonstrating that significant computational savings can be made over standard high fidelity SCMFEM schemes, even when the offline times are taken into account. Our experiments reveal, however, that reduced basis methods are most effective for performing forward UQ for PDE models with quickly decaying coefficient terms, a modest number of parameters and low variances.
