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Abstract
There are two goals of this thesis, the ﬁrst one is to understand the reactivity of
noble metal nanoparticles for CO oxidation reaction. The second goal is to gain
understanding to the second derivative (Hessian matrix) of the potential energy
surfaces (PES) of adsorption systems, especially its eigenmodes and eigenval-
ues, and improving algorithms for geometry optimization in electronic structure
calculations.
The catalytic activity of gold nanoparticles has received wide attention since
the discovery of their activity on CO oxidation by Professor Haruta in 1987. By
using density functional theory (DFT) and microkinetic modeling, we study CO
oxidation reaction pathway on a number of transition and noble metals, i.e. Au,
Ag, Pt, Pd, Cu, Ni, Rh, Ru, with diﬀerent surface morphologies, close packed
surfaces, stepped surfaces, kinked surfaces, as well as 12-atom corner model
of a larger nanoparticle. The upper bound of the catalytic activity (Sabatier
activity) is then obtained and shows that at room temperature gold nanoparticle
is the best catalyst for CO oxidation among all the metals considered. Under
high temperature reaction condition, however, close packed Pt surface become
most catalytically active. We show also that the catalytic activity changes
with the coordination number of metal atoms at the active sites. This eﬀect
is shown to be electronic in nature, since low coordinated metal atoms, which
bind reactants most strongly, have the highest energy metal d states.
We compare our theoretical study of CO oxidation with experimental studies.
The latter shows promoted catalytic activity when gold particle size decreases
to 5 nm. Oxidizing CO by N2O was found to involve a CO-O transition state,
with atomic O adsorbed on the gold B5 sites and CO on the corners. On
the other hand, CO oxidation by molecular O2 occurs via a diﬀerent reaction
ii
pathway, which instead involves a meta-stable intermediate CO-O2. However,
although the two oxidizing agents used proceeded via diﬀerent reaction pathways
on diﬀerent active sites, the apparent overall activation barriers obtained from
both theory and experiment were found to be the same. The experiment ﬁndings
are in good agreement with our theoretical calculations.
In the second part of the thesis focuses on improving the convergence prop-
erty of Quasi-Newton algorithm. The eigenvalues of the Hessian matrix of 54
atoms bulk Cu model are calculated, and the sizes of eigenvalues follow power-
law distribution. It is found that the anharmonicity of the weak modes lead
to poor Newton step and poor Hessian update in BFGS type Quasi-Newton
algorithm, which slow down the geometry optimization. Line search that fulﬁlls
Wolﬀ conditions is then applied to improve the quality of Hessian update. We
parameterized the optimizer and the parameter spaces for diﬀerent test cases
are scanned to ﬁnd the optimum parameter set for surface adsorption type of
problems. The test cases show that the BFGS algorithm with line search scheme
with the optimized parameter set greatly improves the convergences of geometry
optimization.
The scanning of the parameter space of the algorithm shows that the value
of preconditioner around the middle of the eigenvalue spectrum gives faster
convergence rate. An adaptive update method (AUM) for adjusting the precon-
ditioners of the unupdated modes is then proposed, so that they are set to be in
the middle of the eigenvalue spectrum dynamically. Test results shown that the
AUM is able to adjust poorly set preconditioners in several steps and improve
the convergence rate.
Finally, we use a model potential that describes bond stretiching to calculate
the Hessian matrix. Comparison with the exact Hessian shows that the model
Hessian reproduce the vibrational modes in a decent manner, despite its simplic-
ity. For homogeneous systems, preconditioning the optimizer with the model
Hessian reduces the condition number by 14 times and largely improves the
convergence rate.
Resume´
Denne afhandling har to ma˚l, det første er at forst˚a reaktiviteten af ædelmetal
nanopartikler for CO oxidations reaktionen. Det andet ma˚l er at opn˚a forst˚aelse
for den anden aﬂedte (Hessian-matricen) af den potentielle energi-overﬂade
(PES) for adsorptions-systemer, specielt dens egentilstande og egenværdier, og
at forbedre algoritmer til geometri-optimering i elektronstrukur beregninger.
Den katalytiske aktivitet af guld nanopartikler har f˚aet meget opmærksomhed
siden opdagelsen af deres katalytiske aktivitet for CO oxidation af Professor
Haruta i 1987. Ved hjælp af tætheds-funktional-teori (DFT) og mikrokinetisk
modellering studerer vi her reaktions-vejen for CO oxidation p˚a adskillige over-
gangsmetaller og ædelmetaller, dvs. Au, Ag, Pt, Pd, Cu, Ni, Rh, Ru med forskel-
lige overﬂade-morfologier, tætpakkede overﬂader, overﬂader med trin og knæk,
samt en 12-atoms hjørne-model af en større nanopartikel. Den øvre grænse
p˚a den katalytiske aktivitet (Sabatier-aktivitet) er fundet og den viser at ved
stue-temperatur er guld nanopartiklen, udaf alle de nævnte metaller, den bedste
katalysator for CO oxidation. Ved høj-temperatur reaktions-betingelser bliver
den tætpakkede Pt-overﬂade dog den katalytisk mest aktive. Vi viser desuden,
at den katalytiske aktivitet ændres med koordinations-tallet for metal-atomerne
ved de aktive sites. Denne eﬀekt vises at være elektronisk af natur eftersom
lavt koordinerede metal atomer, som binder reaktanter stærkest, har de mest
høj-energetiske metal d-tilstande.
Vi sammenligner vores teoretiske studie af CO oxidation med eksperimentelle
studier. De sidstnævnte viser forøget katalytisk aktivitet n˚ar guldpartiklernes
størrelse formindskes til 5 nm. Vi fandt, at oxidation af CO med N2O involverer
en CO-O overgangs-tilstand med atomart O adsorberet p˚a guld B5 sitet og CO
p˚a hjørnerne. P˚a den anden side foreg˚ar CO oxidation ved molekylært O2 via en
iv
anden reaktionsvej, som i stedet involverer et metastabilt CO-O2 intermediat.
Selvom de to oxiderende forbindelser forløber via forskellige reaktionsveje p˚a
forskellige aktive sites ﬁnder vi dog, at den umiddelbart overordnede aktiverings-
barriere fundet ved teori og eksperiment er den samme. De eksperimentelle
resultater er i god overensstemmelse med vores teoretiske beregninger.
I anden del af denne afhandling fokuseres p˚a forbedring af konvergens-egenskaberne
for Quasi-Newton algoritmen. Egenværdierne af Hessian-matricen for en model
af metallisk Cu, indeholdende 54 atomer, beregnes og distributionen af egen-
værdiernes størrelse følger en potensfunktion. Vi ﬁnder, at anharmoniciteten af
de svage tilstande leder til d˚arlige Newton-skridt og d˚arlige Hessian-opdateringer
i BFGS Quasi-Newton algoritmen, hvilket gør geometri-optimeringen langsom-
mere. En linie-afsøgning som opfylder Wolfe-kriterierne anvendes derefter til at
forbedre opdateringen af Hessianen. Vi parametriserede optimerings-algoritmen
og gennemsøgte parameterrummet for forskellige test-tilfælde, for at ﬁnde det
optimale sæt af parametre til problemer af at typen overﬂade-adsorption. Test-
tilfældende viser, at BFGS-algoritmen med linieafsøgnings-metoden med de op-
timerede parametre giver en betydelig forbedring af geometri-optimeringens kon-
vergens.
Det gennemsøgte parameterrum for algoritmen viser, at sættes værdien af forbe-
handleren til at være midt i egenværdi-spektret opn˚as en hurtigere konvergens.
Vi præsenterer herefter en adaptiv opdaterings-metode (AUM) til justering af
forbehandlerne for de ikke-opdaterede tilstande, s˚aledes at de dynamisk sættes
til at være midt i egenværdi-spektret. Test-resultater viser, at AUM-metoden
er i stand til at justere d˚arligt indstillede forbehandlere i adskillige skridt og
forbedre konvergens-raten.
Til sidst bruger vi et model-potential, som beskriver strækning af bindinger, til
at beregne Hessian-matricen. Sammenligning med den eksakte Hessian viser,
at model-Hessianen reproducerer de vibrationelle tilstande p˚a rimelig vis, p˚a
trods af dens forenkling. For homogene systemer vises, at forbehandling af
optimerings-algoritmen med model-Hessianen reducerer konditions-nummeret
med en faktor 14 og i høj grad forbedrer konvergens-raten.
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Catalysts with its unique ability of accelerating chemical reactions, have been
used widely in industry. Appoximately 85-90% of the chemical industry are facil-
itated by catalysts[16], providing us a wide range of products such as fertilizers,
fuels, plastics and drugs that have made the life of mankind more convenient.
Catalysts also play important roles in the applications including environmen-
tal protection and energy conversion processes that are of key importance for
the future of mankind. Heterogeneous catalysts, being able to work under high
temperature and pressure, and easy to be separated from product, are used
extensively in all pre-mentioned sections.
A typical reaction promoted by heterogeneous catalyst consists of three major
steps. First, reactant molecules adsorb on the catalyst and be dissociated. The
reaction is then take place on the surface, forming products. Finally the prod-
ucts desorb, leaving the surface available for the new cycle of reaction.These
steps requires catalyst that is able to both adsorb the reactants and cleaves the
required bonds, and lets the products desorb back into the surrounding phase
when reaction ﬁnishes. It is also required for the catalyst to be able to hold
the reactants in close proximity so that they can react[62]. Therefore under-
standing the surface structural dependence as well as the material dependence
of each elementary step and the overall reaction, and eventually designing cata-
lysts for speciﬁc reactions based on the understanding are of great interests and
tremendous challenge to researchers.
2 Introduction
To gain fundamental understanding of catalytic reaction we need tools. Density
functional theory calculation is proven to be a eﬃcient semi-quantitative method
for studying surface reactions, and is used as the main workhorse in this thesis.
Study of catalytic reactions involves search for states and paths of minimum
energies that requires means of energy minimization. As the size and complexity
of the systems in interest in theoretical catalysis are increasing, it is becoming
more and more important in the ab initio prediction of structures, since a good
algorithm can easily save 30 % of time and computational resource.
A large number of minimization algorithms have been developed by mathe-
maticians to deal with general minimization problems. Many of them have
been adapted by the theoretical catalysis and computational chemistry commu-
nity, such as Conjugate Gradient methods (CG) and Quasi-Newton methods
(QN), and most of the ﬁrst principle codes have their own implementations of
these algorithms. Despite its great importance, only a small number of the
studies of minimization algorithms performance on theoretical chemistry and
surface science systems exist. These studies mainly focus on the usage of in-
ternal coordinates[71, 4] and model Hessian matrix[78, 23]. In this work the
behavior of the BFGS type of Quasi-Newton algorithm on various cases in ﬁrst-
principle calculations is studied. The algorithm is speciﬁcally tuned to problems
in theoretical catalysis to get an improved performance.
The outline of this thesis is as follows. Chapter 2 and chapter 3 give a brief
introduction to Density Functional Theory and an overview of the optimization
algorithms used in theoretical catalysis. Chapter 4 and chapter 5 discuss im-
portant concepts in catalysis and analytical tool of microkinetic modeling for
understanding catalytic reactions. Chapter 6 focuses on the theoretical study
of a well known model reaction, CO oxidation, on a variety of transition metals
and alloys with diﬀerent surface geometries – facets, steps, edges and kinks. To-
gether with microkinetic modeling we are able to get atomic level understanding
of reaction process, and the trend of the catalytic reactivity on various transi-
tion metals with diﬀerent surface structures. The study gives understanding
to the extraordinary activity of Au nanoparticles to CO oxidation found by
Professor Haruta[40]. In chapter 7 the catalytic activity change of Au by alloy-
ing in the near surface area with other transition metals is studied. Chapter 8
gives the study of eigenvalue spectrum which is a basis of studying minimiza-
tion algorithm. BFGS type Quasi-Newton algorithm is parameterized and the
parameter space is scanned for the optimum set of parameters for theoretical
catalysis problems. The last part of chapter 8 proposes two diﬀerent ways of
preconditioning the BFGS algorithm and the test results are given. Finally,




To study a chemical reaction, we need to get energetic information about bond-
ing in molecules or between molecules and a catalytic surface. This information
is determined by the electronic structure of the system being studied. Through
experiments or electronic structure calculation, we can obtain this information
and study the system of interest. However, obtaining an exact solution of the
Schro¨dinger equation of the system of interest is normally beyond the compu-
tational power nowadays. With the improvement of the theoretical methods,
we are able to solve the electronic structure problem approximately to get the
energetics of model catalytic systems at desirable accuracy level with acceptable
computational cost. The aim of this chapter is to give a brief introduction to
methodologies used in this thesis for electronic structure calculation as well as
geometry optimization.
2.1 The Schro¨dinger equation
According to quantum mechanics, all the information about a system is con-
tained in its wavefunction Ψ(r1, ..., rN ;R1, ..., RN ; t), which is a function of elec-
tronic coordinates ri (including spin coordinates), nuclei coordinates Ri and
4 Electronic structure calculation





where Hˆ is the Hamiltonian operator. In a catalytic system, the problem we nor-
mally deal with is not time dependent, the time dependent Schro¨diner equation
is then reduced to the time independent Schro¨diner equation. As the nuclei are
3 to 4 orders of magnitude heavier than the electrons, the Born-Oppenheimer
approximation can be applied to decouple the motion of nuclei and electrons.
The problem is then simpliﬁed to electronic structure problem and nuclei move-
ment. Assuming the stationary of nuclei, we get the N-electron time independent
Schro¨diner equation:
HˆΨ = EΨ. (2.2)
With Ψ = Ψ(r1, ..., rN ) being the N particle wave function and E being the
electronic energy of the system. If we adopt atomic units ~ = me = e =















|ri − rj |
. (2.3)
The ﬁrst term on the right hand side is kinetic energy operator for the electrons
(Tˆ ), the second term is the external potential acting on electrons due to the
nuclei (Vˆext), and the last term is the electron-electron interaction (Vˆint). The
Hamiltonian in equation 2.3 is then represented by
Hˆ = Tˆ + Vˆext + Vˆint. (2.4)
2.2 Density functional theory
The main problem for electronic structure calculation is to ﬁnd the solution
to equation 2.2 with the Hamiltonian in equation 2.3. It is however extremely
computational intensive given the high dimension of the problem (3N). Due to
the development of density functional theory (DFT), we are now able to sim-
plify the electronic problem with (3N) variables into one with only 3 variables,
while giving results with desirable accuracy. The Core part that resulted in
the success of DFT in chemical application are Hohenberg Kohn theorems,
Kohn Sham theorems and Generalized Gradient Approximations.
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2.2.1 Hohenberg Kohn theorems
It is evident that the ground state is uniquely deﬁned by the external potential
which speciﬁes the system, and number of electrons in the potential. In 1964
Hohenberg and Kohn showed that the ground state density n0(r) uniquely de-
termine the external potential, which will further determine the ground state
wave function. In other words, ground state wave function Ψ0(r1, r2, ..., rN ) is a
functional of n0, so are all the ground state observables as they are determined
by Ψ0. This is known as the Hohenberg-Kohn theorem 1 and its corollary.
Note now that the 3N -variable problem is reduced to 3-variable problem.
Considering the total energy functional is uniquely determined by n(r), it can
be viewed as functional of n(r):




Hohenberg-Kohn theorem 2 the ground state energy is the global mini-
mum value of the total energy functional, and the density that minimizes the
functional is the ground state density n0(r):
Eυ[n0] ≤ Eυ[n
′] (2.6)
where n0 is ground state density in potential υ and n
′ is a trial density. By
minimizing the total energy of the system, 2.5, one would ﬁnd the exact ground
state.
Levy and Lieb provided an alternative minimization scheme, in which a two-step








However, no method has been given to ﬁnd T [n] + Vint[n], a better approach to
obtain the functional was proposed by Kohn and Sham in 1965.
2.2.2 Kohn Sham Equations
Kohn and Sham proposed an alternative scheme which maps a system of inter-
acting particles located in an external potential onto a system of non-interacting
particles in an eﬀective potential υeff which has the same ground state density.
According to HK theorem, total energies of the two systems are the same.
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In Kohn-Sham auxiliary system, the total energy is
E[n(r)] = Ts[n(r)] + VH [n(r)] + Exc[n(r)] + Vext[n(r)], (2.8)





′dr is the Hartree energy. In equation 2.8, a correction called
exchange correlation energy is introduced to incorporate the electron exchange
and correlation. The exact form of the exchange correlation functional is not
known, and it is still a big challenge in DFT today to develop an accurate yet
eﬃcient approximation to the exact Exc.










The eﬀective potential is deﬁned as








The set of quation 2.9 and 2.11 is called Kohn-Sham equations, and it is solved
iterately with the resulting density and total energy given by equation 2.8 and
2.10.
2.2.3 Exchange Correlation Functional
The accuracy of Kohn-Sham approach depends largely on the exchange corre-
lation functional Exc[n], which made it the crucial quantity. Kohn and Sham
noticed that electrons in solids can often be considered to be close homogeneous
electron gas, meaning that the eﬀects of exchange and correlation are local. This




were ǫhomxc is the energy of the exchange-correlation hole in the homogeneous
electron gas of density n. By introducing spin density, LDA can be extended to
local spin density approximation (LSDA) to treat spin-polarized systems. LDA
describes properties of solids surprisingly well, despite its simplicity. The reason
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is that it obeys the sum rules of the “exchange-correlation hole” (xc hole) [45]
and the Exc depends on the spherical average of the xc hole.
A chemical system normally involve molecules which means bigger change in
density. It is hence not until the development of generalized-gradient approxi-
mates (GGAs), DFT is widely used in studying chemical reactions. The GGA
type of xc energy depends both on the density and its gradient, which gives a




Diﬀerent ﬂavors of GGA functionals have been developed, most notable ones
including PBE[68], PW91[69], revPBE[89] and RPBE[35]. For surface adsorp-
tion, RPBE functional gives good adsorption energies with overestimations of
around 0.25 eV[35].
8 Electronic structure calculation
Chapter 3
Geometry optimization
In the previous chapter we introduced the methodology of doing electronic struc-
ture calculations. However, SolvingHψ = Eψ for the electronic structure is only
half the problem of theoretical catalysis. Typically many geometries (or choices
of Ris) are needed to derive information of materials properties. Most impor-
tant geometry in this respect is the ground state. Finding the ground state,
however, is not at all a trivial task. By applying Born-Oppenheimer approx-
imation the motion of nuclei and electrons can be decoupled, that leads to a
separable Hamiltonian which is parametric dependent on nuclei coordinates Ri.
The potential energy part of the Hamiltonian is diﬀerentiable, and the force
(ﬁrst order derivative of energy) can be easily calculated by Hellmann-Feynman
theorem[44, 25], making it possible for optimization methods using ﬁrst order
derivative. Higher order algorithms are not adapted due to the extra cost for
computing higher order derivative.
A number of algorithms are used commonly for geometry optimization. Among
these algorithms, Molecular Dynamics Minimization (MDmin), Fast Inertial Re-
laxation Engine (FIRE), Conjugate Gradient method (CG) and Quasi-Newton
(QN) methods are particularly powerful and implemented in many codes.
10 Geometry optimization
3.1 Molecular dynamics minimization
Molecular Dynamic (MD) minimizer is a simple algorithm which takes the
physics of the problem into account by assuming the system to be optimized
moving on the potential energy surface (PES) [81, 46]. Newton’s second law
of motion is solved numerically, at each time step the velocity of the system is
updated by νi = νi−1 + a∆t, where a and ∆t are the acceleration of the system
and the time step. The mass of the system is set to zero, hence the acceleration
a equals to the force. At each time step, the projection of force on the momen-
tum is checked, if it equals zero, the local minimum is found and the momentum
is set to zero, otherwise continue. The algorithm can be expressed as follows.
Algorithm 3.1 (Molecular dynamics minimizer)
Choose ∆t > 0;
set i← 0, νi ← ∇fi∆t;
~x1 ← ~x0 + ~ν0∆t;
i← i+ 1;
repeat
if ∇fi · ~νi−1 = 0
~x∗ = ~xi and stop;
else
~νi ← ∇fi∆t;
~xi+1 ← ~xi + ~νi∆t;
i← i+ 1;
end (repeat)
MD works well in general, however, when the system is located in the vicinity
of a local minimum, it is preferable to use algorithms which utilizing the func-
tion derivatives more eﬃciently, such as Conjugate gradient or Quasi-Newton
algorithms.
3.1.1 Fast inertial relaxation engine
The Fast Inertial Relaxation Engine (FIRE) is a modiﬁcation of the standard
MD method. The equation of motion is given by:
∇~ν = −∇f(x)/m− γ(t)(~ν(t)− ~ν(t)∇f(x)). (3.1)
As is shown in equation (3.1), an acceleration in a “steeper” direction is intro-
duced than the current direction of motion via the function γ(t). If the motion
leads to a uphill motion, i.e. P (t) = ∇f(x) ·~ν(t). The time step ∆t is optimized
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in a stable manner, that is increase time step ∆t when ~ν(t)∇f(x) > 0 and de-
crease ∆t when ~ν(t)∇f(x) < 0. The algorithm is simply adding couple of lines
in algorithm 3.1:
Algorithm 3.2 (Fast Inertial Relaxation Engine)
Choose ∆t > 0, Nmin, finc, fdec, αstart, fα and ∆tmax;
set i← 0, νi ← ∇fi∆t, Nsteps ← 0, α← αstart;
~x1 ← ~x0 + ~ν0∆t;
i← i+ 1;
repeat
if ∇fi · ~νi−1 = 0
~x∗ = ~xi and stop;
else
if ∇fi · ~νi−1 > 0
~νi ← (1− α)~νi−1 + α∇fi
|~νi−1|
|∇fi|
if Nsteps > Nmin
∆t← min{∆tfinc,∆tmax};
α← αfα;







~xi+1 ← ~xi + ~νi∆t;
i← i + 1
end (repeat)
The FIRE algorithm works surprisingly well, despite its simplicity. Tests on
diﬀerent cases show that it is comparable to the commonly used conjugate gra-
dient (CG) and BFGS Quasi-Newton algorithms. It is also ideally suited for the
transition state searching, where competing methods often fail[6].
3.2 Conjugate Gradient Method
The conjugate gradient method (CG) is originally designed as an iterative
method for ﬁnding the numerical solution of systems of linear equations
Ax = b, (3.2)
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where A is an n×n matrix that is symmetric and positive deﬁnite. The problem
(3.2) is equivalent to a problem of minimizing convex quadratic functions
φ(x) = 1/2xTAx− bTx, (3.3)
in which the residual of the linear system or the gradient of the quadratic func-
tion
∇φ(x) = Ax− b (3.4)
is reduced. The CG algorithm for solving linear system can be found in various
sources [70, 64].
If we use the convex quadratic function φ as a ﬁt to general nonlinear function
f , the CG method can be adapted as an minimization algorithm to nonlinear
systems. By applying a line search to locate an approximate minimum of the
nonlinear function f along search direction and replace ∇φ by the gradient of
the nonlinear objective function f , Fletcher and Reeves created the nonlinear
Conjugate Gradient Method. The algorithm is described below
Algorithm 3.2 (Nonlinear Conjugate Gradient Method)
Evaluate f0 = f(x0),∇f0 = ∇f(x0);
Set p0 ← −∇f0, k ← 0;
repeat
Compute αi and set xi+1 = xi + αipi;
Evaluate ∇fi+1;
if fi+1 or ∇fi+1 reaches convergence criteria









pi+1 ← −∇fi+1 + βi+1pi;
i← i+ 1
end (repeat)
Here the step size αi is determined by a constrained line search, the detail of
constrained line search will be discussed in section 3.5.
The rate of convergence of CG method is satisfactory when comparing to MD-
Min. However, when a poor search direction is taken, it is hard for CG algorithm
to correct this error, some kind of restart strategy is needed to terminate the
bad step and restart along the steepest descent direction.
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3.3 Newton’s method
Newton’s method is a well-known algorithm for ﬁnding stationary points for
a multi-dimentional function f(x)[64]. The idea of the algorithm is to use a
quadratic model to ﬁt the object function f(x) being minimized at the current
iterate xi:






where Bi is the second derivative of the model, which is normally called the
Hessian matrix. Note that the value, gradient and the second derivative of the
model match fi, ∇fi and ∇
2fi at p = 0. The minimizer of the convex quadratic




and is used as the search direction. The new iterate is then
xi+1 = xi + αipi, (3.7)
where αi is the step length along the search direction which will be discussed
later.
Newton’s method converges to the minimum quadratically, the problem is that
the Hessian needs to be calculated. For a system with n atoms, 6× n function
derivatives need to be calculated to get the Hessian matrix, which in many cases
is very expensive.
3.4 Quasi-Newton method
Quasi-Newton methods use the same Newton step (3.6) to decide the search
direction. The diﬀerence is, the exact Hessian is not computed in each step.
Instead, the starting B0 is set to βI, where β is the preconditioning factor and
I is the unit matrix. During the iterations the matrix Bi is updated with some
scheme so that it approximates the Hessian ∇2fi, while the object function is
minimized. By doing so, evaluation of the Hessian is prevented, while keeping
the super linear convergence[19, 27]. Since the Hessian is updated during the
whole optimization, it is also called the variable-metric method.
To simplify the notation, si and yi are deﬁned as
si = xi+1 − xi, yi = ∇fi+1 −∇fi. (3.8)
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The requirement of the model function to match the gradient of the object
function at the latest two iterates xi and xi+1 give rise to the secant equation:
Bi+1si = yi (3.9)
The so called curvature condition
sTi yi > 0, (3.10)
to ensure the gradient approaching zero then suggest that the Bi+1 shall be
positive deﬁnite. The proof can be found simply by premultiplying (3.9) by sTi .
When the object function f is strongly convex, equation (3.10) will be satisﬁed
for any two points xi and xi+1. However, in theoretical catalysis, the potential
energy surface (PES) is not guaranteed to be convex, and this condition may
not always hold. In this case, we need to enforce (3.10) by carrying out line
search with restrictions, so that the gradient is ensured to decrease. Further
discussion about the line search algorithm will be given in the following section.
There are diﬀerent ways of deciding the update scheme of Bi, among which
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is the most eﬀective
one[64]. The update formula is











An alternative way is to update the inverse of Hessian approximation Hi by












It is normally used in systems in which the size of the Hessian approximations
Bi are suﬃciently large, that solving the linear system Bipi = −∇fi to get pi
can be expensive as this process scales to n3.
A simple implementation of BFGS Quasi-Newton algorithm with BFGS update
scheme is described as follows.
Algorithm 3.3 (BFGS algorithm)
Choose β;
set i← 0; Bi ← βI;
repeat
xi+1 ← xi +B
−1
i ∇fi;
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evaluate fi+1, ∇fi+1;
if fi+1 or ∇fi+1 reaches convergence criteria
x∗ = xi+1 and stop
else
si ← xi+1 − xi; yi ← ∇fi+1 −∇fi;


















Here I means unitary matrix. In some implementation the inverse of Hessian
(H) is updated instead, corresponding lines of the code should be change.
Properties of the BFGS method
The BFGS method is often observed to give superlinear rate of convergence in
various problems [12, 21] including theoretical catalysis problems. We listed
below the last few iterations of relaxation done by Fire and BFGS method on
a typical problem of relaxing a Cu 27 atoms bulk structure with all the atoms
randomly displaced by 0.2 A˚. The total energy calculator uses eﬀective medium
theory to describe the inter-atomic interactions. The FIRE method took 155










The BFGS also holds a very eﬀective self-correcting property [63] when the
Hessian incorrectly estimates the curvature of the PES and slows down the op-
timization. However, this self-correcting property only holds when an adequate
line search is performed together with BFGS method to capture appropriate
curvature information.
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3.5 Line search algorithm
3.5.1 The Wolfe conditions
Quasi-Newton methods works well in the vicinity of the minimum where the
function landscape can be well described by a quadratic function. However,
when the quadratic model does not describe the landscape at the present step
well, the Newton step given by (3.6) may not lead us close enough to the mini-
mum, or in a even worse case, direct the system to a place with higher gradient.
In the latter case, Hessian will be updated with a negative eigenvalue, which
may suggest an uphill direction in the following step. A line search along the
search direction is needed to ensure a suﬃcient decrease in the object function
f and the gradient ∇f .
The ideal choice of the line search would be the minimum of the univariate
function φ deﬁned by
φ(α) = f(xi + αpi), α > 0. (3.14)
It is however too expensive to locate the exact minimum as it requires too many
evaluations of the objective function f . In practice, an inexact line search is
performed to achieve adequate reductions in f at minimal cost.
To ensure the inexact line search eﬃcient, conditions should be imposed on the
step length α, Wolfe conditions [86] is a very popular one, as illustrated in Figure
3.1 and formulated below:




T pi ≥ c2∇f
T
i pi, (3.15b)
with 0 < c1 < c2 < 1. These two equations are normally called the suﬃcient
decrease condition and the curvature condition.
As can be seen in Figure 3.1, a step length may satisfy the Wolfe conditions
without being particularly close to a minimum, in the case when the gradients
are too positive. The curvature condition (3.15b) can be strengthened to
|∇f(xi + αipi)
T pi| ≥ c2|∇f
T
i pi| (3.16)
to enforce αi to lie in a broad neighborhood of a local minimum or stationary
point of φ. Equation (3.15a) and (3.16) together are called the strong Wolfe
conditions.
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Figure 3.1: An illustration of the strong Wolfe conditions in a line search.
3.5.2 Step size selection algorithms
The step size of a line search (αi) is a scalar multiplied to the Newton step given
by equation (8.6). When line search ﬁnishes, the system moves along the search
direction by αi|pi|. We normally choose 1 as the initial guess of the step size
α0, which may or may not fulﬁll Wolfe conditions. If not, interpolation shall be
made to give a new step size by using the function value and function derivative
of previous steps.
Interpolation
A popular interpolation scheme is to ﬁt the univariate function in equation
(3.14) with a quadratic function
φq(α) = aα
2 + bα+ c (3.17)
since there are three unknown variables a,b and c, we use three pieces of infor-




2[φ(α0 − φ(0)− φ′(0)α0
. (3.18)
If 4 pieces of information are available, a cubic function can be ﬁtted. In our case,
when we evaluate the function value, the function derivative can be obtained
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with limited cost. Hence we have already 4 pieces of information after the ﬁrst
trial step, and the new step towards the local minimum of the cubic function is
given by
αi+1 = αi − (αi − αi−1)[
φ′(αi) + γ − θ
φ′(αi)− φ′(αi−1) + 2γ
], (3.19)
where





θ = [γ2 − φ′(αi−1φ
′(αi)]
1/2.
Another popular ﬁtting scheme is the secant method which is deﬁned by





In DFT calculations, energies (object function) and forces (derivative of the
object function) calculated normally have numerical noise due to limited basis
set, that is, the forces may not be the exact derivative of potential energies. In
some cases, the line search may not be able to terminate due to this incompat-




Normally a gas phase reaction requires high temperature and pressure which will
greatly increase the cost and raise safety issues. Heterogeneous catalysts (nor-
mally with large surface area) are used to adsorb the reactants. The interaction
between catalytic surface and adsorbate will weaken bond strength within the
adsorbate molecule, a easier reaction paths toward produces is then possible, so
that reactions happen under mild temperature and pressure. Furthermore, the
catalysts should not bind the products too strongly so that the products can
easily desorb from the catalyst surface once formed, leaving empty sites ready
for the next catalytic cycle. It is important to note that once a chemical reaction
reaches equilibrium, it is completely governed by its thermodynamics, no mater
if the reaction is catalyzed or not. That is to say, the catalyst can only change
the kinetics of a reaction and push is towards equilibrium much faster. In the
following of this chapter, important concepts of heterogeneous catalysis used in
this thesis will be discussed.
4.1 Reactions on catalyst surface
When a molecule approaches catalyst (often a transition metal) surface, it starts
interacting with the surface and form a bond. If the interaction is a long range
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one caused by dipoles, we say that the molecule is physisorbed on the surface.
More importantly for this thesis, if the molecule goes even closer to the surface,
direct interaction between the wave functions of the molecule and the catalyst
happens, a much stronger, so called chemisorption takes place.
After adsorbed, if the molecule still has enough kinetic energy, it may bounce
back to its original phase (in this thesis, gas phase is the reactant phase), over-
come the diﬀusion barrier and move to a more favorable adsorption site, or over-
come the dissociation barrier and form new intermediates. If we consider the
energetic diagram of the surface reaction, we can see that the adsorbed molecule
and these intermediates site in the local minima of the energetic diagram, and
the energy barriers between these minima indicates the energy required to move
between adsorbate and intermediates so that speciﬁc elementary reactions take
place. The pathway between each of these two minima is called reaction path
and the coordinate along the reaction path is called reaction coordinate.
Consider a simple dissociation reaction on the catalytic surface
A2 ∗+ ∗ − > 2A∗, (4.1)
where ∗ denotes a catalytic site on the surface. Along the reaction coordinate
we deﬁne the minima as initial state (IS) and ﬁnal state (FS), and the top of
the barrier between them as transition state (TS). There energies are deﬁned
as:
Ei = Ei/substrate − EA2(g) − Esubstrate, (4.2)
where Ei/substrate, i = IS, TS and FS means the energy of corresponding state
on the substrate, and A2(g) means A2 in gas phase. The activation energy (Ea)
and reaction energy (∆E) are then:
Ea = E
TS − EIS, (4.3)
∆E = EFS − EIS (4.4)
4.2 Chemisorption
If we assume that the majority of the adsorption energy is given by the inter-
actions between adsorbate states and the sp-bands, the coupling to the metal
d-bands is only a small perturbation, then the binding energy due to the ad-
sorbate and metal substrate can be considered as the sum of energy gains of
adsorbate state interacting with substrate sp bands and d bands [38, 37, 58]:
Ebinding = Esp + Ehyb−d (4.5)
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A schematic illustration of the adsorbate/surface interaction is shown in ﬁgure
4.1
Figure 4.1: Schematic illustration of the formation of a chemical bond between
an adsorbate valence level and the s and d states of a transition metal surface.
Adapted from Ref. [38]
When adsorbate approaching the surface, adsorbate state ﬁrst couple to the
sp-states of the metal surface leading to a broadening and downshifting of the
energy level. The broadened adsorbate state then interact with metal d-band
and leads to a splitting of bonding below the adsorbate state and anti-bonding
above the ﬁlled metal d-states.
Since transition metals all have half ﬁlled s bands, the contribution from coupling
with sp bands does not change signiﬁcantly. The chemical properties of the
adsorption system are governed largely by the ﬁrst moment of the d-band (also
called the d-band center, εd), and the ﬁlling of the band, f . According to
Hammer and Nørskov[38, 37], the binding energy from adsorbate state coupling
to d band is approximately
Ehyb−d = −(1− f)(
√
V 2 + (εd − εa)2 − (εd − εa))− 2(1 + f)SV, (4.6)
where V is the coupling matrix element between the adsorbate orbitals and the
metal d-states, εa is the energy of the adsorbate level, and S is the overlap
matrix element. As the ﬁlling f < 1, the ﬁrst term in equation (4.6) lowers
energy due to the hybridization, while the second term accounts for the Pauli
repulsion between adsorbate states and metal d-states.
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4.3 Surface reactivity
The reactivity of catalysts varies greatly, for instance, adsorption energy of
molecule on a series of transition metals can diﬀer as high as 200 kcal/mol. It
is also well known that even for the same transition metal, when the surface
morphology changes, its reactivity changes. It has been observed that defect
sites on the surface have higher activity than close-packed planar facets. The
change of the surface reactivity can be divided into the results of electronic eﬀect
and geometrical eﬀect of the catalytic sites.
If the same adsorbate adsorbed on a series of surface with the same binding
geometry, the diﬀerence in adsorption energies is caused by the electronic struc-
ture diﬀerence of adsorption sites. Based on the discussion in the last section, we
see that the d-band center εd of the transition metals is a good measure of the
adsorption energy. Varying from one transition metal to another changes the
d-band center, hence the adsorption energy. Going from the left side towards
the right side of the periodic table, εd decreases, d-band ﬁlling increases, and
the transition metal becomes more noble, meaning weaker catalytic reactivity.
Even for the same metal, when stretching the surface or decreasing the coordi-
nation number, the overlap between the metal orbitals will be reduced, resulting
a more localized d-band. When the d-band ﬁlling f > 0.5, εd will be shifted up
by the increased localization of d-band to preserve the same ﬁlling f . If d-band
ﬁlling f < 0.5, εd shifts toward the opposite direction. When the d-band center
moves up in energy, the surface reactivity increases and vice versa.
The nature of the so called geometrical eﬀect lies on the geometry of the tran-
sition state. Take N2 dissociation as an example. When dissociating, the N2
molecule lies on the surface and use as many surface atoms as possible so that the
transition state is stabilized. If the reaction takes place on close-packed surfaces,
up to 4 surface atoms can be used and one of the atoms has to interact with
both N atoms during the dissociation. While on step surface, since the surface is
more open, more atoms can be involved in the dissociation. On fcc(211) surface
for example, the reaction takes place on the step, utilizes 5 atoms from both
upper and lower terrace in the way that no surface atoms need to help stabiliz-
ing more than one N atom. The higher eﬃciency of using surface atoms on step
surface stabilizes the transition state more, enables higher reaction rate.There
are also reactions with rather weak geometry-dependence, methane dissociation
for example. When breaking the the C-H bond, the transition state sits on top
of a single surface atom, however open the surface structure is.
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Figure 4.2: Calculated transition state energies for N2 dissociation shown as a
function of the dissociative chemisorption energy of N2 for both close-packed
and stepped metal surfaces. Adapted from [55]
4.4 Brønsted-Evans-Polanyi relation
Dating back to 1928, Brønsted and Evans, and Polanyi ten years later found that
there exist linear correlations between activation energies and reaction energies
of chemical reactions. The simplicity of Brønsted-Evans-Polanyi (BEP) relation
can be described by:
Ea = α∆E + β. (4.7)
Where Ea and ∆E are the activation barrier and the reaction energy of the
chemical reaction.The BEP relations also hold for heterogeneous catalysis and
have been studied quantitavely since DFT calculations being able to provide suf-
ﬁcient accuracy. Figure 4.2 shows an example of BEP relation of N2 dissociation
studied by DFT calculation.
We see that data points fall nicely on two BEP lines. As discussed in previous
section, more open step surface provides more atoms to stabilize the transition
state, hence the energy of the transition state is lower. This is shown clearly
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in ﬁgure 4.2 with a low lying BEP line for the step surface, which corresponds
normally to a low β in equation (4.7).
For atomic adsorptions, adsorbates prefer sites that gives highest metal coordi-
nation number, which means the same local adsorption geometry on diﬀerent
surfaces. The change of the adsorption energy is only due to the electronic
structure change from one metal to another or from one type of surface to an-
other for the same metal. The shift along the BEP lines from one metal to
another in ﬁgure 4.2 is a clear evidence. It is however important to note that it
is not alway possible to decouple both eﬀects. Going from close-packed surface
to step surface reduces the coordination number of the surface atoms, which as
discussed in last section, will change the d-band structure that in most cases
determine the adsorption property. A further discussion about the electronic
and geometrical eﬀects on CO oxidation will be discussed in Chapter 6.
The α in equation (4.7) can be considered as a descriptor of the structure of
the transition state. If the transition state structure is close to ﬁnal state, the
electronic structure change of the surface will inﬂuence the adsorption energy
of the transition state in the same way that it inﬂuences the ﬁnal state, α is
close to 1, ∆E and Ea will move in the same way. Diatomic molecules such
as N2 and CO dissociation on the surface normally have BEP lines with slope
close to 1. For elementary reactions such as simple molecule desorption α is
normally negative since the transition state resembles the adsorption structure
of the molecule on the surface.
4.5 Sabatier’s Principle and volcano plot
In a catalytic reaction, the catalyst should bind the reactant suﬃciently strong
to assist the bond breaking of the reactant. After the reaction takes place, the
product should be able to desorb from the surface so that the catalytic site
is ready for the next catalytic cycle. The French chemist Paul Sabatier ﬁrst
realized this necessity of binding the adsorbate neither too strong nor too weak
for a good catalyst, and this requirement is called Sabatier’s Principle.
By plotting the adsorption energy against the catalytic activity we show the
Sabatier’s Principle in volcano shaped plot as in ﬁgure 4.3. Less reactive metals
(large ∆E) can not dissociate the reactant easily, hence the catalytic activity is
limited by the bond breaking. Reactive metals can easily dissociate the reactant,
but they bind adsorbates so strong that the product won’t desorb, and the over
all reaction rate will be limited. The optimal catalyst should bind the adsorbate
“just right”, so that the reaction rate goes to the top of the volcano.
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The main purpose of this thesis is to study the trend of catalytic activity of CO
oxidation on transition metals with diﬀerent surface structures. By combining
microkinetic model with Sabatier analysis we have a powerful tool for studying
catalytic activity qualitatively. In this chapter, we will use a simple model
reaction to illustrate the methodology.
5.1 Microkinetic modeling
We consider a reaction
A2(g) + 2B(g)⇋ 2AB(g)
catalyzed by a transition metal. To simplify the problem, we assume that the
reaction follows Eley-Rideal mechanism, that is, only reactant A adsorb on
surface, reactant B approaches adsorbed A and react, without adsorbing on the
catalyst ﬁrst. The elementary steps of the reaction can be written as:
(R1)A2 + 2∗⇋ 2A∗,
(R2)A ∗+B⇋ AB + ∗.
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Figure 5.1: Schematic potential energy diagram for a surface reaction involving
adsorption of A2, dissociation of A2, and two times reaction with B to form two
AB molecules from A2 and 2B. Adapted from [7].
The asterisk denotes active site on catalyst surface, and a species with an asterisk
is the species adsorbed on an active site.
The reaction rate of the elementary reactions are given by:
r1 = k
+







2 θApB − k
−
2 pABθ∗, (5.2)
where pA2 , pB and pAB are the partial pressure of each species, θ∗ and θA are
the coverage of free sites and atomic adsorbed A. The forward/backward rate
constant k
+/−
i for step (Ri) is given by:
ki = νiexp
[






where νi is the prefactor which is assumed to be metal independent and equals to
kBT/h. ∆E
i
a is the activation energy of the elementary reaction (Ri), ∆ZPEai
is the zero-point energy change, kB is the Boltzmann constant, T is the tem-
perature and h is the Planck constant. ∆Sia is the entropy change between the
initial state and transition state of the elementary reaction (Ri), when there
is gas phase species in initial state, ∆Sia is approximated by minus gas phase
entropy −S(g) since when adsorption takes place, the adsorbate is “frozen” on
the active site and loses most of the entropy.
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5.2 Sabatier analysis
The ﬁrst Sabatier analysis was described by Bligaard et al[7]. The goal is to ﬁnd
the best catalyst when the reaction is running at optima, hence we assume that
only forward reactions are considered and the coverage of free sites and surface
species are assumed optimal for each reaction step in the forward direction. The
so acquired upper bound of the reaction rate is called the Sabatier rate.
5.2.1 Descriptor
According to the assumptions for Sabatier analysis, the Sabatier rate of our
model reaction depends on the activation energy of both elementary reactions,
partial pressure of reactants and reaction temperature, that is, rSabatier =
f(E1a, E
2
a , pA2 , pB, T ). If the partial pressure of reactants and the temperature





According to the BEP relation, the activation energy scales linearly with the
dissociative chemisorption of diatomic molecules. The activation barriers of the
elementary steps are written as:
Eai = αi∆Ei + βi. (5.4)
Here αi and βi are constants for the linear BEP relation. Let ∆Etot be the
reaction energy for the overall gas-phase reaction, since catalyst does not change




(∆Etot = ∆E1). (5.5)
Now both E1a and E
2
a can be described by ∆E1, the Sabatier rate only has one
variable ∆E1. We choose ∆E1 as the descriptor of the whole reaction.
5.2.2 The Sabatier rate
According to the assumption made in the beginning of Section 5.2, reaction (R1)
reaches maximum when the surface is nearly empty (θ∗ = 1,,θA = 0), the exact
upper bound of reaction rate of (R1) is:
r1 = k
+






1 pA2 . (5.6)
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While reaction (R2) takes place with the upper bound of its rate when the




2 θApB − k
−
2 pABθ∗ = k
+
2 pB. (5.7)
Since the surface coverage of empty sites and atomic A can not be 1 at the same
time, the Sabatier rate for the overall reaction must be bounded by equation
5.6 and 5.7:
R = min{2r1, r2} = min{2k
+
1 pA2 , k
+
2 pB}. (5.8)
Plotting the Sabatier rate given by equation 5.8, one gets the volcano plot
shown in ﬁgure 4.3. Normally the catalytic reactions are more complex, and
one descriptor may not be enough for describing the overall reaction. In such
cases more descriptors should be chosen and high dimensional volcano plots will
be generated.
5.3 Structure sensitivity
Further understanding of the geometric and electronic eﬀect on a full catalytic
reaction can be acquired by applying the Sabatier analysis to the reaction. For
simplicity, we still consider the two step reaction A2(g) + 2B(g) ⇋ 2AB(g) in
which a single descriptor, adsorption energy ∆E1, is needed.
Figure 5.2 shows a classiﬁcation of structural dependency of a complete catalytic
reaction. The BEP lines of the dissociation and desorption steps as well as the
corresponding volcano plot from the sabatier analysis are shown. Two diﬀerent
surface sites are considered and shown by the solid and dashed lines. Depending
on the structural sensitivity of both elementary steps, the structural sensitivity
of the overall reaction can be separated into four cases. The low lying dashed
lines can be considered as belonging to a step like defect that give stronger
binding to the molecules and intermediates, while the solid line may represent
a close-packed surface site. This layout is typical for strongly bound diatomic
molecules (e.g. NO, O2, CO and N2). In general, however, the site preference
of the reaction determines the line-ordering.
The arrows in ﬁgure 5.2 indicate the shift of the rate over a given metal when
going from a close-packed surface site to a stepped surface site which gives
stronger binding. For metals that site on the right side of the volcano, shifting
to a stronger binding site will always increase the rate, because for these metals,
the rate limiting step is the dissociation of reactant. For metals on the left side
of the volcano, the rate limiting step is the desorption of the product, hence
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Figure 5.2: Classiﬁcation of structure dependence for catalytic reactions. The
BEP line for dissociation and desorption are shown for two diﬀerent sites. The
corresponding volcano plots are given below. Case 1: both activation and re-
moval exhibit structural dependence. Case 2: only dissociation step is structural
dependent. Case 3: only desorption step is structural dependent. Case 4: nei-
ther steps are structural dependent. The plot is adapted from [65]
stronger binding to the product will make the desorption even harder and the
catalytic rate lower.
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Chapter 6
Trends of catalytic activity of
CO oxidation on surfaces and
nanoparticles
Traditionally, gold was called “the noblest of all the metals”[36]. However, the
discovery by Haruta et al. in 1987 showed that nanoparticulate gold is cat-
alytically active for CO oxidation below room temperature. The promoted cat-
alytic activity of gold nanoparticle has been widely debated both experimentally
and theoretically, and the discussions mainly focus on charge transfer[73, 75,
28],support interactions[11, 9, 40], surface morphology[59, 57, 33, 80, 52, 88, 20]
and quantum size eﬀects[83, 15], however, no consensus about the origin of the
nanoeﬀect has been reached.
Collecting the experimental studies of catalytic activity of gold particles and
plotting them against the particle size, Lopez et al.[57] found that the CO oxi-
dation activities at 273K increases signiﬁcantly when the particle size decreases
to less than 5 nm, as shown in ﬁgure 6.1. Considering their previous study
which shows that the fraction of corner atoms on the surface is proportional to
the cube of the average particle size (∼ d−3) (shown as the black solid curve
in ﬁgure 6.1), the ﬁnding suggests a strong correlation between the number of
under coordinated corner sites and the catalytic activity for CO oxidation of
gold nanoparticles.
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Figure 6.1: Measured activities for CO oxidation at 273 K over diﬀerent Au-
based catalysts as a function of the average particle size. The black solid curve
shows the curve of d−3 to guide the eye. Adapted from ref. [57], the experimental
data in the ﬁgure are taken from refs. [39, 10, 33, 32, 76, 79, 41, 51, 54, 67, 87, 77]
6.1 Method
All the total energies have been obtained using the DFT code DACAPO [18].
The Kohn-Sham one-electron valence states were expanded in a plane wave ba-
sis set with a 408 eV (30 Ry) kinetic energy cutoﬀ, and a density cutoﬀ of
816 eV (60 Ry). The core electrons were described by Vanderbilt type nonlo-
cal ultrasoft pseudopotentials [84]. The exchange-correlation potential was was
described using the RPBE generalized gradient approximation self-consistently.
For all surfaces, a 6 × 6 × 1 Monkhorst-Pack k-point sampling was applied in
the irreducible Brillouin zone. The occupation of the single electron states was
calculated at a temperature of kBT = 0.1eV, and all energies were extrapolated
to T = 0K.
The (111) surfaces were modeled by (2×2) surface unit cells with slab thicknesses
of four layers and the two topmost layers were allowed to fully relax. The
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(211) and (532) surfaces were modeled by (2 × 1) and (1 × 1) surface unit
cells, respectively, with three close packed layer slabs, where only the topmost
layer was allowed to relax. For all types of surfaces, the neighboring slabs are
separated by more than 10 A˚ of vacuum. For both cluster structures, Γ point
calculations were performed within unit cells with more than 10 A˚ of vacuum
between structures, with a Fermi temperature of kBT = 0.01eV. All of the
atoms in the 12 atom clusters were kept ﬁxed in order to mimic the geometrically
constrained corner of a larger particle, with a lattice constant corresponding to
the bulk value. On the other hand, the M55 cluster has a realistic nanoparticle
structure, so all atomic positions were relaxed.
We have included energy corrections for the adsorption of CO to avoid the
overbinding of CO by DFT, which yields lower binding energies on bridge sites
than atop sites, in contradiction to experiment [1]. Oxygen adsorption energies
are calculated relative to the O2 energy from H2O splitting using the experi-
mental reaction energy and that for H2 and H2O in the gas phase [66]. This
avoids diﬃculties associated with a DFT treatment of the triplet state of gas
phase O2 [48].
6.2 Microkinetic modeling
In order to calculate the catalytic activity based on adsorption and activation
energies from DFT calculation, a simpliﬁed microkinetic model will be employed,
“Sabatier analysis” will then be used to estimate reaction rates. In this analysis,
the coverages of free sites and adsorbed species are assumed optimal for each
reaction step, so that the Sabatier rate will be yielded as an exact upper bound
of the reaction rate.
We assume the CO oxidation follows Langmuir-Hinshelwood type mechanism,
the reaction can hence be described by the following elementary steps:
(R1)CO + ∗⇋ CO∗
(R2)O2 + ∗⇋ O2∗
(R3)O2 ∗+∗⇋ 2O∗
(R4)CO ∗+O∗⇋ CO2 + 2∗
(R5)CO ∗+O2∗⇋ CO2 +O ∗+∗
Here we assume that the adsorption elementary steps (R1) and (R2) reach
equilibrium quickly, meaning that the net rate r1 ≈ r2 ≈ 0. According to the
assumptions of Sabatier analysis, the rates of elementary reactions (R3)-(R5)













where θCO, θO2 , θO and θ∗ are the coverages of CO, O2, O and free surface sites
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(6.5)
where νi is the prefactor, Eai is the activation barrier for the reaction, ∆ZPE
is the zero-point energy change, ∆Sai is the entropy change, kB is the Boltz-
mann constant, and T is the temperature. The prefactors are assumed to be
metal independent, so that νi = kBT/h, and the change in zero-point energy
is negligible compared to the activation barrier (∆ZPEai ≪ Eai). The entropy
of adsorbed species is assumed to be much smaller than that in the gas phase,
so that ∆Sai ≈ ∓Sgas for adsorption/desorption, where gas phase entropies are
taken from ref. [3].
Overall, the Sabatier rate for CO2 production is the sum of the rates for reactions
R4 and R5. However reaction R4 is limited if no atomic oxygen is present
from reactions R3 or R5. On the other hand, reaction R5 will be limited by a
poisoning by atomic oxygen of the catalyst, and can therefore not be faster than











As reaction steps (R1) and (R2) are assumed to be in equilibrium, the coverages
of CO and O2 satisfy θCO = K1pCOθ∗ and θO2 = K2pO2θ∗. Considering the
conservation of surface sites (
∑




1 + k1pCO +K2pO2
. (6.7)
Here we neglected the coverage of surface oxygen coverage, which provides upper
bounds for the respective coverages.
For the close packed 111 surfaces, reaction (R5) is neglected, since the binding
of O2 on platinum and less reactive metals is weak. In this case, reaction (R4)
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is the only one that produces CO, and the Sabatier rate is the minimum of the
rates of reaction (R3) and (R4):
rs = min{2r3, r4}. (6.8)
6.3 Results
In this section we present a study of CO oxidation both on close packed surface
and a 12-atoms model (M12) of a large nanoparticle for a number of transition
metals. We show the scaling relation between adsorption energies, and between
adsorption energies and transition state energies (the BEP relation), the linear
relations are used to reduce the number of variables that aﬀect the overall reac-
tion rate. Then we show how to construct a volcano plot with the independent
variables acquired. The volcano plot shows that platinum is the most active
metal at high temperature while at low temperature, gold nanoparticle is the
most active catalyst in all the metals considered.
6.3.1 Scaling relations
From the microkinetic modeling we know that the rate of CO oxidation reaction
is a function of ECO, EO, EO2 , ETS3, ETS4 and ETS5, for close packed 111
surfaces, only the ﬁrst 4 parameters are needed to describe the reaction rate.
We begin by studying trends of these energies. In Figure 6.2 we show scaling
relations between diﬀerent adsorption energies and between activation energies
and adsorption energies (BEP relations) for both 111 surfaces and M12 clusters
of a series of metals.
The linear relations shown in ﬁgure 6.2 mean that of the original six metal-
dependent variables (ECO, EO2 , EO, ETS3, ETS4, and ETS5) only two are in-
dependent. We choose for these two independent variables ECO and EO. We
may thus calculate the Sabatier rate for CO oxidation as a function of these two
parameters alone for each of the structures studied. This means that we rely on
the linear relations in ﬁgure 6.2 in the kinetics. These relations are not exact,
but they clearly describe the trends for metals and structures. We suggest that
this provides a good basis for a study of trends in the catalytic activity.
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Figure 6.2: The scaling and BEP relations for 111 surfaces and M12 clusters.
a) Calculated transition-state energies for adsorbed O2 dissociation (R3) as a
function of oxygenadsorption energy. b) Calculated transition-state energies for
adsorbed CO reacting with adsorbed O (R4) and O2 (R5) as a function of the
sum of the O and CO adsorption energies. EO+ECO. c) The scaling of the O2
adsorption energy with the O adsorption energy.
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6.3.2 Volcanoes
Due to the linear scaling relations of the energies, it is reasonable to assume the
overall reaction rate only depend on the adsorption energies of CO and O (ECO
and EO), a two dimensional volcano plot can be constructed based on equation
(6.8) for close packed surfaces and equation (6.6) for M12 clusters.
We show ﬁrst a contour plot of the Sabatier activity over close-packed sur-
faces in ﬁgure 6.3. The Sabatier rate is calculated at T=600 K, pO2=0.33 bar
and pCO=0.67 bar, corresponding to high-temperature CO oxidation conditions.
The Sabatier activity is given as





where rs is the Sabatier rate.






























Figure 6.3: Contour plot of the Sabatier rate as a function of the CO and
O adsorption energies on close packed 111 surfaces at high-temperature CO
oxidation condition.
The two-dimensional volcano plots show that, of the elemental metals, platinum
and palladium are closest to the top, which agrees well with experimental evi-
dence [60]. Platinum and palladium are excellent CO oxidation catalysts, used
for example in car exhaust after-treatment. Our result is also completely in
line with DFT calculations and kinetic modeling by Grabow et al.[31] showing
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that at low temperatures, platinum without strain has a higher activity than
either compressed (weaker bond energies) or expanded (stronger bond energies)
platinum surfaces.
We then investigate the reactivity of nanoparticles. As we mentioned before,
there is a large fraction of low-coordinate corner atoms to surface atoms on
nanoparticles, it is therefore safe to focus on the reactivity of corner atoms, and
model these by carrying out calculations for metal clusters containing twelve
atoms. The corresponding structure is shown in ﬁgure 6.5d . Sabatier activity
for CO oxidation on M12 clusters are presented in ﬁgure 6.4. We see that when
reaction occurs at low temperature condition (T = 273K, PO2 = 0.21bar and
PCO = 0.01bar), gold nanoparticle sits on the top of the volcano, followed by
palladium and silver.






























































Figure 6.4: Contour plot of the Sabatier rate as a function of the CO and O
adsorption energies both on 12-atom clusters.
Combining ﬁgure 6.3 and 6.4 we ﬁnd that the position of the maximum in terms
of adsorption energies depends slightly on the structure, which is related to the
fact that the relationship between adsorption energy and activation energy is
somewhat structure dependent. More importantly, for all the metals considered
it can be seen that the metals corresponding to a particular adsorption energy
shift substantially depending on the coordination number of the metal atom,
and it is the dominant reason for gold becoming the best elemental catalyst for
the low-coordinate sites. The shift is of the same order of magnitude as the
diﬀerence between neighboring metals in the periodic table, explaining why it
appears as if the top of the volcano has shifted by a little less than one place to
the right in the periodic table from Figure 6.3 to Figure 6.4.
Taking a close look at the Sabatier activity in ﬁgure 6.3 and 6.4, we see that
changing from close packed surface to nanoparticle, the Sabatier rate increases
many orders of magnitude, suggesting that even for large gold particles the
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corner atoms will dominate over the close-packed facets on the particle. While
for platinum, the diﬀerence of Sabatier rate is only about an order of magnitude.
We should point out that for platinum, small particles could still be more active
as the per mass surface area is much larger (scaling as d−1).
The above analysis suggests that less reactive metals which locate at the top
right corner of the pinnacle may move to the maximum in the reactivity volcano
when lower-coordinated metal atoms becomes dominant of the active sites. If
a reaction involves less reactive molecules, such as N2, we would expect that
the best nanoparticle catalysts would be metals just to the right in the periodic
table of the most active metals (ruthenium, iron) for this reaction, for example,
cobalt or nickel. It is therefore possible that pronounced nanoeﬀects in catalysis
is not restricted to gold.
6.4 A complete picture of catalytic activity de-
pendence on surface structure
Previously we presented how to estimate the trend of catalytic activity of CO
oxidation by combining DFT energetics and microkinetic modeling. We showed
that for CO oxidation, changing from close packed surface to under-coordinated
corner model, gold binds reactants signiﬁcantly stronger, which further results
in a orders of magnitude increase of reaction rate at low temperature (273 K).
We now include the stepped and kinked surfaces, to give a systematic study
of catalytic activity of a series of surfaces/clusters with a gradually decreased
coordination number of the active sites, as shown in ﬁgure 6.5. To describe
the inﬂuence of decreasing size on adsorption energies we have used a “magic
size” 55 atom cuboctahedral cluster model,which for both Au and Pt, have been
found experimentally[2, 85, 82]. We use again the well studied CO oxidation
as model reaction to give a complete picture of eﬀect of surface structure on
catalytic activity.
6.4.1 Scaling relations
The scaling relations obtained for CO oxidation reaction on diﬀerent surfaces of
transition and noble metals are shown in ﬁgure 6.6. In general, the data falls into
families of linear relations, with one approximately linear relation for each struc-
ture of the catalyst. The diﬀerences in the lines reﬂect the structure-dependence
of the diﬀerent adsorption energies and reaction barriers. For O2 dissociation
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(b) Au (211) stepped surface
(d) Au 55 atom and Au 12 atom clusters
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Figure 6.5: Structural schematics and lowest coordination number Nc for the (a)
Au(111) close-packed surface, (b) Au(211) stepped surface, (c) Au(532) kinked
surface and (d) Au 55-atom cuboctahedral cluster and Au 12-atom cluster corner
model.
reaction (ﬁgure 6.6b), the BEP lines for (211) and (532) surfaces are close to
each other, but far from that of (111) surface. It is easily understandable since
the dissociations of O2 on (211) and (532) both beneﬁt from the B5 sites which
have 5 metal atoms stabilizing the molecular transition state. For the CO+O
and CO+O2 reaction the diﬀerent BEP lines are nearly indistinguishable. This
implies that geometrical eﬀects may be neglected. Note that even if there is
only one BEP line for a particular elementary reaction for all structures, there
are still large diﬀerences in the adsorption and hence the activation energy for
a given metal from one structure to the next. For instance, for Au the CO
adsorption energy varies by ≈ 1.0 eV from the (111) surface to the M12 cluster.
The linear relations suggest again that only two independent variables ECO and
EO are needed to describe the overall reaction rate.
6.4.2 Volcanoes
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Figure 6.6: The scaling and BEP relations for (111)-surfaces (•,—), (211)-
surfaces (,– – –), (532)-surfaces (,– · – ·), and M12-clusters.(N,· · · · · · ) (a)
The scaling of the O2 adsorption energy EO2 with the O adsorption energy
EO. (b) Calculated transition state energies for O2 dissociation ETS3 (R3) as a
function of O adsorption energy EO. (c) Calculated transition state energies for
adsorbed CO reacting with adsorbed O ETS4 (R4) as a function of the sum of
the O and CO adsorption energies, EO and ECO. Results for the Pt 3×3×2 slab
(▽) and Pt 4×4×2 slab (▽) model are provided for comparison. (d) Calculated
transition state energies for adsorbed CO reacting with adsorbed O2 ETS5 (R5)
as a function of the sum of the O and CO adsorption energies, EO and ECO,
with surface averaged BEP relation (—).
(211), and step-kinked (532) surfaces as well as for the M12 cluster. Note that
comparing to volcanoes of (211), (532) sufaces and M12 cluster, the volcanoes
of (111) surfaces don’t have the shoulder on the right side of the volcanoes and
the overall reaction rates on (111) surfaces are about 1 order of magnitude lower
than other volcanoes. These diﬀerences are due to the missing of elementary
step (R5) since O2 adsorption is weak on close packed surfaces. In particular,
the position of the maximum in terms of ECO and EO hardly changes from one
structure to the next. One reason for this structure independence is related to
the relevant energy scale. It may be seen in ﬁgure 6.7 that the maxima are quite
broad. The width of the maximum, deﬁned as the width of the contour where
the rate is one order of magnitude lower than the maximum, is on the order
of 0.5 eV. This gives a certain insensitivity of the results to the details of the
44 Trends of catalytic activity of CO oxidation on surfaces and ...






eV at (top) low temperature (T = 273 K, pO2 = 0.21 bar, pCO = 0.01 bar) and
(bottom) high temperature (T = 600 K, pO2 = 0.33 bar, pCO = 0.67 bar), as
a function of the CO and O adsorption energies on the (a) (111)-surfaces (•),
(b) (211)-surfaces (), (c) (532)-surfaces (), (d) M12-clusters (N). The values
for several elemental metals are shown. The activity is calculated under typical
experimental conditions for gold nanoparticles.
energetics. An other reason is when oxygen adsorption energy is low, reaction
(R5) dominates over (R3), since there is only electronic eﬀect on reaction (R5),
the shape of the volcano should remain the same.
For each structure we have shown in 6.7, the position of the diﬀerent metals is
deﬁned by their (ECO, EO) coordinate. It should be observed that the Au point
moves closer to the maximum in the order (111)→ (211)→(532)→(M12), while
the Pt and Pd points move away in the same order. This is made even clearer
in 6.8, where we show how the (ECO, EO) points for diﬀerent structures wander
on an average of the diﬀerent volcanoes. Here we have also added (ECO, EO)
for the Pt55 and Au55 clusters. They clearly agree very well to the same trends.
Summing up the above analysis, we conclude that the rate of CO oxidation
is clearly a function of the local geometry. At low temperature condition, the
calculated rates on Au steps, kinks and small particles are higher than that
of close packed surface, as shown in ﬁgure 6.7. This is in good agreement with
experimental observations. Our calculation suggest that there is an intrinsic size
dependence relating to the availability of the most reactive structures involving
low-coordinated Au atoms. For the other metals the size dependence also exist.
For Pd and Pt the trend is that the intrinsic activity decreases with decreasing
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in eV at (top) low temperature (T = 273 K, pO2 = 0.21
bar, pCO = 0.01 bar) and (bottom) high temperature (T = 600 K, pO2 = 0.33
bar, pCO = 0.67 bar) from 6.7 as a function of the CO and O adsorption energies
on (111)-surfaces (•), (211)-surfaces (), (532)-surfaces (), M12-clusters (N),
and M55-clusters (▽). The values for several elemental metals are shown. The
activity is calculated under typical experimental conditions for gold nanoparti-
cles.
particle size. At higher temperatures the CO oxidation rate is largest on these
metals. The increased temperature shifts the top of the volcano to stronger
adsorption energies, hence in the direction of the platinum. Such eﬀects have
been observed both experimentally and theoretically[72, 5, 34, 43]. The eﬀect of
local geometry on the reactivity per site is weak, but the reaction rate may still
increase as the particle size decreases due to the increase of surface area per unit
mass of catalyst. We note that the main eﬀect behind the structure variation is
not geometrical since the volcanoes for diﬀerent structures are not very diﬀerent.
It is rather the variation of bond strength of the diﬀerent adsorbates as the
structure is changed.
6.4.3 Electronic effects
According to the previous analysis, the structure induced change in the intrinsic
catalytic activity for CO oxidation on a number of metals is not due to the
geometric eﬀect. It should be the electronic structure changes that eﬀected the
adsorbate-surface interactions, which further change the catalytic activity.
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Figure 6.9: Adsorption energy ECO and EO versus d-band center for (111)-
surfaces, (211)-surfaces, (532)-surfaces and M12-clusters of (a) Au (2, ◦)and
(b) Pt (, •).
In ﬁgure 6.9 we show the adsorption energy of O and CO plotted against the
d-band center of the atoms on the active sites. According to the d-band model
mentioned in chapter 4 the strength of the adsorption bond should increase as
the d states are shifted up in energy. The results illustrate the simple rule of
thumb that the lower the metal coordination number, the higher the d states
are in energy, and the stronger they interact with adsorbates.
6.5 Comparison with experimental results
In this section comparison with experimental results on CO oxidation is pre-
sented. N2O is chosen experimentally as one of the oxidation agent since N2O
is known to readily dissociate into adsorbed atomic O and gas phase N2 in the
presence of CO, the oxidation of CO by N2O involves atomic O.
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6.5.1 Experimental results
CO oxidation both by N2O and O2 were performed on three gold catalysts
with diﬀerent particle sizes (2.0 nm, 3.3 nm and 5.0 nm) supported on TiO2.
Detailed description of the preparation of the catalysts and the microreactors
can be found in Paper 2.
Table 6.1: Apparent activation energies in kJ·mol−1 for CO and H2 oxidation by
O2 and N2O, with an uncertainty of ± 2 kJ·mol
−1. Theoretical values obtained
using the microkinetic model in the low temperature regime are also provided
in parentheses for Catalyst A.
Ea(kJ·mol
−1) Catalyst A Catalyst B Catalyst C
CO+1/2O2 36 (36.4) 38 60
CO+N2O 37 (37.5) 40 60
Figure 6.10a shows Arrhenius plots for (R1) and (R2) on Catalyst A. For both
reactions, the activation energies obtained were all approximately 37 kJ·mol−1,
as may be seen from the parallel linear ﬁts. Table 6.1 summarizes these and the
following activation energies. However, when comparing the diﬀerent oxidation
agents with each other, CO oxidation the reaction rate diﬀers by a factor of 2.7.
For CO oxidation by O2 on Catalyst B, the reaction rate was found to reach a
maximum at about 80 ◦C, cf. ﬁgure 6.10b. One reason for this may be due to
CO or O2 desorption. Despite this, the parallel running ﬁts of the Arrhenius
plots again indicate similar activation energies of around 39 kJ·mol−1, as shown
in table 6.1. On the Au particles of Catalyst B, which were sintered to 5.7 nm,
the trend depicted on Catalyst A continues, but is even more distinct, as shown
in ﬁgure 6.10b. There is approximately one order of magnitude between the
rates of CO oxidation using N2O and O2.
These two catalysts where active even at room temperature, although O2 was
a signiﬁcantly better oxidizing agent. For (R1), N2 released from N2O could be
balanced with the CO2 formed, indicating that the CO2 does not originate from
other sources.
Arrhenius plots for Catalyst C is shown in Figure 6.10c. To the contrary of
Catalyst A and Catalyst B, N2O is the better oxidizing agent for CO. A very
similar apparent activation energy of about 60 kJ·mol−1 was again found for
both reactions. On these large particles an onset of conversion could not be
observed below 80 ◦C.
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Figure 6.10: Arrhenius plots of the activation energies for the four reactions on
TiO2 supported gold particles of Catalyst A (a), Catalyst B (b) and Catalyst C
(c): CO + 1/2 O2(•), CO + N 2O (N). An overview of the activation energies
is given in table 6.1
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6.5.2 Theoretical results
The overall oxidation reactions using two diﬀerent oxidizing agents O2 and N2O
are:
(R1)CO + N2O⇋ CO2 +N2
(R2)CO + 1/2O2 ⇋ CO2
We begin by ﬁrst considering CO oxidation using N2O. It has been generally
accepted that the reaction kinetics for CO oxidation over a metal surface follow
the Langmuir-Hinshelwood mechanism. According to this, the elementary steps
of adsorption and desorption are assumed to be in equilibrium, reaction (R1)
can then be written in terms of the following elementary steps:
(R1a)CO(g) + ∗⇋ CO∗,
(R1b)N2O(g) + ∗⇋ N2O∗,
(R1c)CO ∗+N2O ∗ rds−→CO2(g) + 2 ∗ .
Adsorption steps (R1a) and (R1b) are assumed to be in quick equilibrium, and
oxidation step (R1c) is considered as the rate determing step. In our experimen-
tal study, we found N2 does not dissociate spontaneously on gold, as has also
been reported by Gluhoi et al.[29], we assume this reaction requires adsorbed
CO as a reducing agent. However, the overall barrier should still be the same
as for CO oxidation with atomic O. On the other hand, the desorption of both
N2 and CO2 should occur spontaneously.
To model the corner sites of a gold nanoparticle for reaction (R1c), we have
chosen a Au (532) surface, which consists of both B5 and kink sites. This allows
atomic O to adsorb on the preferred B5 sites while CO adsorbs on the kink
sites. This is depicted in the Au (532) transition state for (R1c), shown in the
lower inset of Fig. 4. Since the Au12 corner model does not include B5 sites for
atomic O adsorption, it yields an activation barrier for (R1c) twice that found
for the Au (532) surface. For this reason, the Au12 model should not be used
to model (R1c).
By employing microkinetic modeling, the turnover frequency for the rate deter-
mining step (rds) frds in s







Ea[rds]− T (SCO2(g) + SN2(g))
RT
], (6.10)
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where KCO∗ and KN2O∗ are equilibrium constants of CO and N2O adsorptions.
The temperature dependent gas phase entropies are interpolated using data
from Ref. [53].
When using O2 as oxidizing agent for CO, based on the study in section 3.4,
the overall rate depend mainly on the CO+O2 elementary step, the elementary
steps for (R2) can be simpliﬁed to
(R2a)CO(g) + ∗⇋ CO∗,
(R2b)O2(g) + ∗⇋ O2∗,
(R2c)CO∗+O2∗rds−→
CO2∗+O∗,
(R2d)CO∗+O∗ ⇒ CO2(g) + 2 ∗ .
Here we note that to enable reaction (R2d), the existence of surface adsorbed
atomic O is needed, which means that reaction (R2d) can not be faster than
reaction (R2c), making (R2c) the rate determining step.
To model the gold nanoparticle corner sites for reaction (R2c), the Au12 cluster
model from Chapter 5 is used. We see from ﬁgure 6.6a that O2 adsorption energy
is much higher on Au12 cluster than on Au (532) surface. This is necessary to
correctly model (R2c) on gold nanoparticles. As shown in the upper inset of
ﬁgure 6.11, the transition state for (R2d) on the Au12 cluster model has the
O2 molecule strongly adsorbed on the corner site, while CO is adsorbed on the
edge.










where KO2∗ is the equilibrium constants of O2 and the temperature dependent
gas phase entropies are interpolated using data from Ref. [53].
The DFT energies for the adsorbed species as well as the activation barriers are
given in Table 1. For the N2O adsorption energy, we have used the experimental
value given in Ref. [61].
Plugging the calculated adsorption energies and activation energies in to equa-
tion 6.10 and 6.11, we get the temperature dependence of the turnover frequency
frds, for the rds of CO oxidation by N2O on Au (532) and on Au12 cluster, as
shown in ﬁgure 6.11. It is found that frds for CO oxidation by N2O on Au(532)
follows an Arrhenius-like behavior in the low temperature regime (T < 350 K).
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Figure 6.11: Arrhenius plot of the rds turnover frequency frds in kBT/h ≈ 10
13
for CO oxidation by N2O on Au (532) (blue dashed line) and by O2 on a Au12
cluster (black dash-dotted line) as obtained from the microkinetic model using
the DFT transition state structures depicted in previous section.
However, at higher temperatures the turnover frequency decreases with increas-
ing temperature, with an apex at T ≈ 360 K. For CO oxidation by O2 on Au12,
the Arrhenius behavior of frds in the low temperature regime (T < 350 K) was
also found. An apex at T ≈ 370 K of the turnover frequency is observed as
temperature increases.
6.5.3 Discussion
The activation energies for the reactions measured on Catalysts A, B and C
shown in table 6.1 show clear size dependence trend from large gold particles
with less reactivity to the signiﬁcantly more reactive smaller ones for both re-
actions studied. There is very little diﬀerence in the apparent overall activation
barrier for CO oxidation, irrespective of the oxidizing agent used. This is seen
for both experimental and theoretical apparent activation barriers, which are
in quantitative agreement for Catalyst A (d < 5 nm), in the low temperature
regime (T < 350 K), as shown in table 6.1. For larger Catalyst C (d < 10 nm),
however, little correlation between the experimental reaction rate and theoret-
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Table 6.2: Activation barriers Ea and adsorption energies Eads in eV for CO
oxidation by N2O and O2.





Ea[CO+O2 →CO2+O - 0.28
Ea[CO+O→CO2 0.28 -
∗Ref. [61]
ical turnover frequency were found. This may be expected, as for larger Au
nanoparticles (d < 10 nm), the bulk gold properties may begin to dominate, so
that a cluster-based theoretical model is no longer applicable. A direct compari-
son between measured rates and calculated turnover frequencies requires atomic
resolution characterization of the particles in question. Given the large disper-
sity in particle size for our catalysts we are unable to provide such experimental
detail. However, it should be born in mind that the trends for the theoretical
turnover frequency should match those of the experimental rate, as shown in
Table 3.
First focusing on CO oxidation using N2O according to (R1). From the pre-
liminary investigations it may be concluded that in the absence of a reducing
agent, the dissociation of N2O is inhibited. This may be accounted for by the
very weak Au-N2O bond which leads to rapid desorption of N2O [29]. However,
since one diatomic and one triatomic species both adsorb and desorb from the
surface in (R1), this reaction changes the overall entropy of the system only
slightly. This means that although there is only a small N2O coverage, for high
CO coverage experiments the reaction rate should be signiﬁcant. When tem-
perature gets higher (T > 350 K) CO begins to desorb from the surface and
the turnover frequency begins to decrease, as seen in ﬁgure 6.11. It is however
unable for us to verify this experimentally since gold particle sintering began to
occur in this temperature range.
For the case of CO oxidation by O2 however, there is a signiﬁcant loss of entropy
in the overall reaction, as three diatomic species adsorb, but two triatomic
species desorb. High O2 adsorption energy is required for the reaction rate to
be signiﬁcant. As this is the case for small gold nanoparticles and the Au12
cluster model for a corner site, we employ this model for (R2). Even so, we ﬁnd
at higher temperatures (T > 370 K) the reaction rate decreases signiﬁcantly as
both O2 and CO begin to desorb from the gold nanoparticle. This may be seen
in the reaction rate plots for CO oxidation by O2 on Catalyst B, shown in ﬁgure
6.10. Here, the reaction rate begins to ﬂatten at about 370 K, in agreement
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with the theoretical turnover frequency shown in ﬁgure 6.11.
6.6 Conclusion
In this chapter, the trend of catalytic activity of CO oxidation over a range of
metal surfaces was studied by combining DFT and microkinetic modeling. The
linear relations between diﬀerent adsorption energies and between activation
energiew and adsorption energies were shown. The number of variables of the
overall reaction was reduced down to only adsorption energies EO and ECO.
By studying diﬀerent close-packed, stepped and kinked surfaces, as well as very
small clusters, we have shown that the main diﬀerence in catalytic activity
between diﬀerent surface geometries is related to the “openness” of the surface.
More precisely, the coordination number of metal atoms at active sites provides
this structure dependence. By including the stepped and kinked surfaces, we
have ﬁlled the gap between close packed surfaces and nanoparticles discussed
in ref 35. Further, the activity is found to be a quasicontinuous function of the
openness of the surface. We have also provided detailed evidence that this eﬀect
is electronic in nature: the low coordinated metal atoms that bind the reactants
most strongly have the highest energy metal d states.
More speciﬁcally, we found the CO oxidation reaction rate catalyzed by gold
increases as the coordination number of surface gold atoms decreases. The ﬁnd-
ing agrees with the observed high CO oxidation reactivity of gold nanoparticles,
however, other eﬀects such as charge transfer, metal- support interactions and
quantum size eﬀect merits further discussion.
Finally, CO oxidation by N2O and O2 were studied and compared with experi-
ments. Although the two oxidizing agents used proceeded via diﬀerent reaction
pathways on diﬀerent active sites (kink defect sites and B5 sites), the apparent
overall activation barriers were found to be the same and agree well with the
experiment on small gold nanoparticles below 5 nm.
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Chapter 7
Tuning Au Surface Chemistry
with Heterometals
Gold nanoparticles (NPs) are now well established as important nanoscale build-
ing blocks and are being examined for a wide variety of applications in nanotech-
nology and nanomedicine[8]. Besides CO oxidation studied extensively and also
in Chapter 6, Au NPs have also been shown to have outstanding catalytic ac-
tivity and selectivity for other oxidation reactions[42, 17]. Given the broad,
general interest in Au NPs, there is a substantial need for fundamental studies
to expand and tune Au chemistry for new applications. Incorporating other
metals into Au-based bimetallic NPs is one important yet largely unexplored
means of tuning Au. However, most transition metals are insoluble in bulk gold
at room temperature (Cu, Ag, and Pd are notable exceptions)[24]. Although
NPs can be prepared within bulk miscibility gaps[50, 13], substantial synthetic
eﬀorts are required to develop preparation methods for individual metal compo-
sitions. In this chapter, we will explore the possibility of tuning Au chemistry
with transiition metals before synthetic eﬀorts are made.
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7.1 Calculation details
Density functional theory (DFT) calculations on Au-M metal slabs may provide
insight into these questions and guide the eﬀorts of synthetic chemists. Accord-
ingly, we investigated a series of Au(111) surfaces where the subsurface mono-
layer is replaced with another metal. The strong surface segregation energies
calculated for Au-M binary mixtures indicate a strong thermodynamic driving
force for moving Au to the surface of such materials[74], which makes the cal-
culated structures reasonable models for nanoscale materials. This approach
probes electronic eﬀects without inducing structural eﬀects (lattice expansion/
compression, surface roughening) which can mask the nascent electronic inﬂu-
ences of the hetrometal[13]. Accordingly, the top three layers of Au-M-Au(111)
slabs, where M = 3d, 4d, or 5d transition metal, were allowed to relax in an
energy minimization calculation. Adsorption energies were then calculated for
a variety of molecules interacting with the optimized slabs.
7.2 Results
In ﬁgure 7.1a we show calculated adsorption energies for CO and O (the product
of dissociative O2 chemisorption) on the 3d and 5d subsurface monolayer slabs
(data for 4d slabs are omitted for clarity). All energies plotted are relative to
that species on the pure Au(111) surface. We see that all the transition metals
introduced increase the adsorption energies for both CO and O. Periodic trends
of the adsorption energies based on the heterometals are found, with earlier
transition metals inducing stronger adsorption on the Au surface. Further, 5d
metals (ﬁlled symbols) more eﬀectively increase the strength of the Au-adsorbate
interaction than 3d metals (open symbols). These changes can be large, with Re
and W increasing Au-O interaction by nearly 1 eV relative to pure Au. These
results are in stark contrast to previous computational and experimental work
on Pt-M-Pt(111) surfaces, where incorporating earlier transition metals results
in weaker substrate binding[47, 14].
It is noticed that the 2nd layer metal impacts O adsorption more strongly than
CO adsorption as shown in ﬁgure 7.1a. We therefore investigated several other
representative adsorbates. In order to facilitate comparing the adsorption en-
ergy sensitivity to the 2nd layer, the range of adsorption energies for each ad-
sorbate and heterometal period are shown in Figure 7.1b.A clear trend observed
is that the heterometal period aﬀects the adsorption energies, with an order
of 5d>4d>3d metals. This is perhaps not surprising as elements of the same
row have similar frontier orbital energies and sizes are therefore more likely to
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interact more strongly.
The second trend of note is that electron withdrawing adsorbates (CO, O) show
much greater sensitivity to the 2nd layer than does NH3, a more traditional
electron donating adsorbate / ligand. Adsorption of water and methanol is
essentially insensitive to the 2nd layer. It is also noteworthy that there is no
clear correlation between the adsorption sensitivity and the adsorption strength:
water, methanol, ammonia, and atomic O have roughly the same adsorption en-
ergy on Au(111), with a relatively small variance (±0.08 eV), while CO adsorbs
about 0.4 eV stronger.
A primary goal of the study in this chapter was to evaluate the potential to tune
gold chemistry through doping with other transition metals, and the results
have important implications for Au NP chemists. First, the stronger binding
of electron withdrawing adsorbates suggests it may be possible to alter the
surface chemistry of Au by doping with appropriate heterometals. If appropriate
nanostructures can be prepared, this may aid in imparting substrate speciﬁcity.
Additionally, the calculations suggest that employing some colloid stabilizers
with electron withdrawing properties may help to stabilize new bimetallic Au-
based NPs.
The results also have obvious implications for CO oxidation catalysis. Our stud-
ies from Chapter 6 suggests that CO oxidation rates over a variety of metals
can be described in terms of CO and O adsorption energies. We expanded the
average volcano plot from Chapter 6 to include the current data, as shown in
ﬁgure 7.2. Most of the bimetallic combinations increase the Sabatier activity
of Au surfaces, and several approach the activity of the Au(532) surface. The
various bimetallic combinations also cover a fairly large section of the volcano
plot, suggesting that further tuning might be possible. Although real supported
catalysts are almost certainly more complicated than the computational models,
recent experimental studies support these general conclusions from these com-
putational studies. For example, both supported Ni-Au NP catalysts[13] and
Au/Ni(111) surfaces[49] show increased low temperature CO oxidation activity
relative to pure Au.
The weak binding of O2 to Au NPs[56] limits a number of potential applications,
particularly in oxidations employing O2 as the terminal oxidant[42, 17]. Given
that heterometal incorporation induces stronger O binding and faster Sabatier
CO oxidation rates, other Au catalyzed oxidations may be similarly aﬀected.
Further, since O2 is more sensitive to the 2
nd layer than other adsorbates, it
may be possible to increase O2 binding relative to oxidizable substrates and
solvents, potentially reducing unwanted side reactions.
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Figure 7.1: Adsorption data for Au-M-Au(111) slabs. (a) Adsorption energies
for CO and O, relative to pure Au(111). (b) Adsorption energy ranges (sensitiv-
ity) for CH3OH, H2O, NH3, CO, and O. The sensitivity represents the range in
adsorption energies of each adsorbate for each series of heterometals in the 2nd
layer. For water and methanol, no clear trend was observed, so the standard
deviation is reported.
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Figure 7.2: Contour plot of the Sabatier activity in eV as a function of CO and O
adsorption energies at T = 273, PO2 = 0.21 bar, PrmCO = 0.01 bar. Activities
for several pure metals (Au, Ag, Cu, Pt, Pd), various surfaces ((111), (211),
(532)), and a 12-atom cluster (M12) are presented in ﬁlled symbols. Activities
for the Au-M-Au(111) slabs are presented with open symbols and show the
calculated changes in CO oxidation activity relative to the pure Au(111).
7.3 Conclusion
In summary, DFT calculations on bimetallic Au-M-Au(111) slabs suggest that
there is a large potential for tuning Au chemistry by incorporating other tran-
sition metals. Adsorption by electron withdrawing substrates is sensitive to the
heterometals, with more electron rich earlier transition metals giving rise to
stronger adsorption of O and CO on the Au surface. This trend is in stark con-
trast to Pt based alloys[47, 14], which show weaker adsorption with heterometals
incorporation. The results indicate that there may be substantial opportunities
to tune Au based oxidation catalysts. Further, the results may provide some
guidance to synthetic chemists as they suggest that moderately electron with-
drawing stabilizers may assist in preparing new Au based bimetallic NPs.





In theoretical chemistry and in condensed matter physics, an important prob-
lem is to locate the minimum energy structure in the vicinity of the given initial
structure. In theoretic catalysis study particularly, an estimation of about 90%
of the computational power is dedicated to structure optimization of the adsorp-
tion state of some molecules on solid surfaces and searching the transition state
of a chemical reaction by dragging method. Thus it is of great importance to use
an eﬃcient optimization algorithm in these applications. Most commonly used
algorithm nowadays include quasi-Newton type methods (QN), among which
rank two Broyden-Fletcher-Goldfarb-Shanno (BFGS) update scheme is consid-
ered to be the most eﬃcient update scheme, and has been widely implemented
in DFT codes. Despite the standard update formula, diﬀerent implementation
of the algorithm can give very diﬀerent convergence rate.
It is theoretically proved that quasi-Newton type algorithm gives a super linear
convergence rate to the minimum of the objective function[64]. When applied
with electronic structure calculation, however, it is not ﬂawless. Following is
a sequence of typical convergence of quasi-Newton steps with BFGS update
scheme:
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Here the convergence criterion is the force should be lower than 0.02 eV/A˚.
We see that in the beginning the force (derivative of the objective function,
energy) decreases quickly. However, after 15 steps the convergence of force
becomes slower, and we even observed the increasing of the energy. It took
another 25 steps for the force to decrease from 0.0338 eV/A˚to less than 0.02
eV/A˚. It seems that the quasi-Newton algorithm becomes less eﬃcient when the
derivative of the objective function becomes small, and the direction given by
quasi-Newton algorithm leads the structure optimization “wandering” around
the local minimum of the potential energy surface, and slows down the rate of
convergence.
In this chapter, we will try to understand the origin of the problem of the
slow convergence, and then give a solution so that the robustness of the BFGS
algorithm can be improved. For understanding the convergence problem, we
compute the total energy and force of our test system with potentials given by
eﬀective medium theory, which provides total energy and analytical force with
negligable computational eﬀort compared to DFT calculation. In the end, we
also performed calculation to test the performance of our revised optimizer with
DFT calculations.
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8.1 Eigenvalue spectrum
We start by applying harmonic approximation to the vicinity of a minimum
of the potential energy surface, which means that the potential part of the
hamiltonian can be written as the linear combinations of vibrational modes







where ki is a generalized force constant for each eigen mode. We note that there
are no cross terms in equation (8.1). A simple yet costy way of minimizing the
energy surface can be done by successive minimizations along the modes until
the minimum is found. The eigenvalue shows the steepness of its corresponding
eigenmode. The condition number deﬁned as the largest eigenvalue divided by
the smallest eigenvalue, shows how diﬃcult the problem to be minimized is. It
is therefore natural to study the eigenvalue distribution of representative system
as the ﬁrst step.
In ﬁgure 8.1 we plotted the size of the eigenvalue of a Cu bulk system including
54 atoms with small perturbation on the the coordinates of each atom. One atom
is ﬁxed to remove the translational modes, thus the total number of eigenvalues
is 159. We see that the eigenvalues are power-law distributed, and there are
only few high eigenvalues and low eigenvalues. The majority of the eigenvalues
lays between 20 and 2.
Based on this approximation, re-analyzing the slow convergence mentioned in
the beginning of the chapter, we notice that at step 15, the energy has decreased
more than 99% comparing to the converged energy, the rest 30 steps only re-
duced less than 1% of the energy. This phenomenon suggest that among all
the normal modes, strong modes converges quickly at the beginning of the op-
timization. It is not surprising since strong modes are more harmonic and the
quadratic model used in quasi-Newton method gives good estimation of these
modes. The anharmonicity arises when modes get weaker, and the quadratic
model of the quasi-Newton method may not be able to describe these modes
good enough to give a reasonable prediction of the location of the minimum.




~vi · (~f · ~vi)
λi
, (8.2)
where ~vi is the eigenmode and λi is its corresponding eigenvalue, f is the force.
We see from equation (8.2) that since there is eigenvalue in the denominator, for
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Figure 8.1: Eigenvalue spectrum of the normal modes of 54 atoms Cu bulk
structure. The black line is the original eigenvalues, while the red line is the
logarithm of the eigenvalues.
an eigenmode with small eigenvalue at for instance around 0.01, the uncertainty
due to the anharmonicity will be ampliﬁed 100 times.
Another possible reason is related to the updating of the Hessian matrix. As
mentioned in chapter 3, it is important that the Hessian matrix is kept positive
deﬁnite so that the curvature condition (3.10) is fulﬁlled and the force will be
reduced along the optimization. We see in the example, however, after step
15, the energy and force are not monotonically decreasing, which may results
in equation (3.11) giving negative update to the Hessian matrix. In DFT cal-
culations particularly, there exist numeric noise in force and energy since the
electronic structure can not be perfectly converged. The noise is not obvious in
the beginning of the optimization since it is negligible when moving along strong
modes. Starting from the middle of the minimization, since strong modes are
relaxed, the size of the noise can be comparable to the energy change when
moving along weak modes. The quality of the updating of the Hessian matrix
may decrease and therefore inﬂuence the rate of convergence of the optimization
algorithm.
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One would naturally think that by reducing the portion of step projection on
low modes may solve or at least mitigate the problem. We set a threshold to
the low eigenvalues, and set the eigenvalues lower than this threshold (t) to it.




~vi  (~f  ~vi)
max{t, λi}
. (8.3)
In table 8.1 we listed the convergence properties of optimization with diﬀerent
low eigenvalue threshold (t). The convergence criterion is that the maximum
force on any atom in the system should be smaller than 0.02 eV/A˚. It is noticed
that the convergence is not aﬀected when t is lower than 2.0. The convergence
become faster when t gets higher than 2.0. On the other hand, however, the
ﬁnal energy become higher when the optimization reaches convergence. This
observation suggest that limiting the movement along the weak does help im-
prove the convergence speed. However, by doing this, the weak modes can not
be fully relaxed before the convergence criterion is reached and the ﬁnal struc-
ture can still be rather diﬀerent from the structure at energy minimum. It is
possible to get the energy correct by setting more strict convergence criterion,
and will in turn increase the number of iterations since the system is forced to
take small steps along the weak modes.
Table 8.1: Convergence properties of optimization with diﬀerent low eigenvalue
threshold(t)
t Iteration Energy t Iteration Energy
- 183 -0.0324 2.5 74 -0.0319
0.1 183 -0.0324 3.0 24 -0.0264
0.5 183 -0.0324 5.0 11 -0.0167
1.0 188 -0.0320 10.0 13 -0.0134
2.0 165 -0.0324
8.2 BFGS with line search
We see from the previous sections that the anharmonicity of the weak modes
may suggest poor Newton steps. Taking these steps may lead to poor updates
that breaks the semi-positive deﬁnition of the Hessian matrix.
To solve this problem, a line search which fulﬁlls Wolfe conditions should be
incorporated for determining the step size along the direction given by BFGS
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algorithm instead of just taking the Newton step. By doing so, both the energy
and the force along the search direction are ensured to decrease and the Hessian
matrix is forced to be positive deﬁnite as discussed in chapter 3.
The incorporation of line search is simple. Any Quasi-Newton optimizer can be
used and the change is only passing the Newton step to the line search algorithm
as the search direction ~p and the initial guess of the step size α0. The procedure
can be described as follow:
QN: Update the Hessian matrix B or the inverse of the Hessian matrix H using
any update scheme and calculate ~p by equation (8.6), α0 is set to 1.
L1: set 0 to α and evaluate the energy and force at α0, then check if α0 fulﬁlls
Wolfe conditions. If it does, return to QN with α0.
L2: Calculate the new step by interpolating the forces and energies of α and
α0. Set α to α0 and the new step to α.
L3: Check if α fulﬁlls Wolfe conditions. If so, return to QN with α, otherwise
go back to L2.
QN: Evaluate the energy and force at α · ~p and check for convergence.
We adapted the line search scheme (SciPyBFGS) from Scientiﬁc Python as
starting point. The line search includes two phases, the bracketing phase and
the interpolation phase. In the bracketing phase, two points (αlo and αhi) are
used to bracket the minimum. αlo is deﬁned as the step length among all step
lengths generated before the current step that satisfy the suﬃcient decrease
condition giving the smallest energy; and αhi is chosen to be the step that fulﬁll
φ′(αlo)(αhi − αlo) < 0 and its energy shall be as low as possible. When the
minimum is bracketed by αlo and αhi, the line search enters the second phase
in which interpolations are made with the energy and force information of αhi
and αlo to generate the new trail step. Detailed description of the line search
algorithm can be found in ﬁgure 8.2. Diﬀerent interpolation scheme such as
cubic ﬁt, quadratic ﬁt and secant ﬁt are used for diﬀerent situations.
To demonstrate the performance of SciPyBFGS, we compared it to other pop-
ular optimization algorithms, molecular dynamics minimizer (MDMin), fast in-
ertial relaxation engine (FIRE), conjugate gradient (CG), and three ﬂavor of
BFGS algorithm: BFGS algorithm with no line search (BFGS), limited mem-
ory implementation of BFGS algorithm (L-BFGS) and BFGS with trust region
method for step determining (BFGSTR). Since in DFT calculation, the force
is calculated by Hellmann-Feynman theorem with nearly no extra cost when
getting the ground state energy of the system, the number of “force calls” can
by use to demonstrate the cost of the minimizations with diﬀerent algorithms.
We show in table 8.2 the cost of relaxing a set of representative systems in
solid state physics and theoretical catalysis studies with the above mentioned
optimizers. The “ERR” in the table means the optimizer failed to converge
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Figure 8.2: Schematic drawing of the line search scheme applied in BFGSLS.
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Table 8.2: Number of force calls required by diﬀerent optimization algorithms to
reach convergence for the relaxation of diﬀerent test systems. The convergence
criteria were the maximum force on any atom in the test system shall be lower
than 0.02 eV/A˚. EMT and LCAO represent total energy calculations based on
eﬀect media theory and linear combination of atomic orbitals.
System MDMin FIRE CG BFGS SciPyBFGS
N2@Cu(EMT) 40 ERR 149 86 73
Cu bulk(EMT) 12 46 23 22 22
CO@Au(EMT) ERR 153 66 58 37
C5H12(LCAO) 21 38 141 10 ERR
NH@Pd nano-
partical(LCAO) 44 75 118 93 ERR
within the maximum number of iterations for the test system. From the test
result we see that CG and BFGS converged all test cases, showing robustness
since the test cases diﬀers very much, as well as the total energy calculators.
Another observation is that for the systems that are converged, the SciPyBFGS
optimizer works better than the BFGS optimizer with no line search. Given
the SciPyBFGS optimizer is designed for general optimization problem and the
parameters in its line search scheme are not optimized for surface/molecule sys-
tems, the performance is reasonably good. The observation shows the possibility
that by tuning the line search parameters, the SciPyBFGS optimizer may be
able to give better performance on surface adsorption type of problems.
We parameterized the SciPyBFGS optimizer, and scanned for the optimum
set of parameters for three representative systems in solid state physics and
theoretical catalysis studies. The parameterized optimizer is called BFGSLS
so that it is diﬀerentiated from the SciPyBFGS optimizer. After scanning,
we noticed that most of the parameters are not sensitive to diﬀerent systems,
leaving only four parameters that aﬀect the performance of the optimizer. These
four parameters are β, αmax, c1 and c2. β is the preconditioner of the initial
matrix H0 mentioned in section 3.4. αmax is maximum distance an atom can
move in one step. It is important to note that if the maximum distance of
the movement of any atom in the system rmax exceeds αmax, the movements of
all the atoms shall be scaled down by αmax/rmax so that the the direction of
movement of system suggested by Hessian matrix is preserved. Finally c1 and
c2 are parameters in the Wolfe conditions mentioned in section 3.5.
In ﬁgure 8.3, 8.4 and 8.5 we show the rate of convergence of BFGSLS optimiza-
tions on CO adsorption on Au(111) surface, a gold cuboctahedron nanoparticle
with 55 atoms and N2 adsorption on Ru(0001) surface. The parameters of
the BFGSLS algorithm are scanned to ﬁnd the optimum set of parameters for
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Figure 8.3: (a)The number of force calls needed to relax CO adsorption on
Au111 surface plotted against the changing of parameters of the optimizer.(b)
The speedup with reference to BFGS and SciPyBFGS
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Figure 8.4: (a) The number of force calls needed to relax a gold cuboctahedron
nanoparticle with 55 atoms plotted against the changing of parameters of the
optimizer. (b) The speedup with reference to BFGS and SciPyBFGS
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Figure 8.5: (a) The number of force calls needed to relax N2 adsorption on
Ru0001 surface plotted against the changing of parameters of the optimizer.
(b) The speedup with reference to BFGS and SciPyBFGS
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molecule/surface systems. EMT calculator is used for calculating the total ener-
gies and analytical forces. In ﬁgure 8.3a, 8.4a and 8.5a the numbers of force calls
needed to converge a set of parameters on a given system are plotted, while in
In ﬁgure 8.3b, 8.4b and 8.5b the speedups with reference to BFGS with no line
search and SciPyBFGS are plotted. In each small block c2 and αmax are varied
from 0.2 to 0.8 and from 0.02 to 0.6, keeping c1p and β ﬁxed. In the whole
plot, c1p and log(β) are varied blockwise perpendicularly and vertically. Here
we used c1p = c1/c2 instead of c1 so that c1 will be in the range of 0 < c1 < c2.
We see in the plots that for all three systems we considered, same trend of the
optimizer performance over the parameter change is found. For any c1 and
β, the optimizer converges faster when the αmax is higher than 0.15 A˚. It is
easy to understand since when αmax is set to too low, the step size change in
the line search can not be taken completely, more steps are then needed. On
the other hand, when αmax is high enough, the trail step can always be taken
fully, therefore the performance of the optimizer does not change much. It is
also observed that the higher the value of c2, the less force evaluations are
needed to reach convergence. Since lower c2 value means more strict line search
criteria, the results suggest that given other parameters set properly, as long
as the force is reduced by the line search the Hessian matrix will get a proper
update and the convergence is guaranteed. Over strict line search criteria will
waste computational power on unnecessary convergence of the line search. The
changing of c1 value seems to have minor inﬂuence on the convergence. It is
not a surprising result as c1 is deﬁned to be smaller than c2, in the vicinity of
a local minimum the curvature condition (equation (3.15b)) is naturally more
strict than the suﬃcient decrease condition (equation (3.15a)).
The inﬂuence from varying the preconditioner (β) of the Hessian matrix is sig-
niﬁcant. By varying log(β) from -0.5 to 2, the convergence rate can diﬀer 3 to 5
times, too high and too low β will both hinder the convergence. Reformulating





where the coeﬃcient ci = ~f · ~vi/λi. The Hessian matrix is set to be a diago-
nal matrix with preconditioner on the diagonal entries. The BFGS update is a
second order update scheme, which means after each update up to two eigen-
modes of the Hessian matrix will be updated, and the rest of the eigenmodes
are forced to be orthogonal to the updated modes however with no information
about these modes is collected. The step is the sum of steps along all modes,
known or unknown. The beneﬁt of preconditioning the hessian matrix is to
adjust the size of the ﬁrst step in the line search. If β is too small or too big, the
trail step will be poorly chosen and many function evaluations may be required
to ﬁnd a suitable step length to fulﬁll the Wolfe conditions ((3.15)). The eﬀect
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comes from the regulation of the aggressiveness on the unknown modes by the
preconditioner. It is rational to set the preconditioner to be in the middle of the
eigenvalue spectrum of the real hessian matrix which is unknown in general, so
that a reasonable step size along the search direction shall be taken. From the
scanning we found that the optimizer perform better when β is around 3-30,
which is right in the middle of the eigenvalue spectrum of the Cu bulk we stud-
ied. For diﬀerent systems, i.e. diﬀerent elements and diﬀerent type of bonding,
the eigenvalue spectrum may diﬀer signiﬁcantly, however, β = 10 remains a rea-
sonable choice since there always exist rather weak phonon modes or bending
modes of the molecules that a well below 10.
Table 8.3: Number of force calls required by diﬀerent optimization algorithms to
reach convergence for the relaxation of diﬀerent test systems. The convergence
criteria were the maximum force on any atom in the test system shall be lower
than 0.02 eV/A˚. EMT and LCAO represent total energy calculator based on
eﬀect media theory and linear combination of atomic orbitals.
System MDMin FIRE CG BFGS SciPyBFGS BFGSLS
N2@Cu(EMT) 40 ERR 149 86 73 50
Cu bulk(EMT) 12 46 23 22 22 8
CO@Au(EMT) ERR 153 66 58 37 63
C5H12(LCAO) 21 38 141 10 ERR 15
NH@Pd nano-
partical(LCAO) 44 75 118 93 ERR 64
After the scanning, we chose the optimum setting of the parameter, β = 10,
αmax = 0.2, c1 = 0.23 and c2 = 0.46 and compare the performance of the
optimized parameter (BFGSLS) with other optimizers on the same test system
set again. The result is shown in table 8.3. We see that the BFGSLS out
perform all other optimizers both on robustness and speed.
8.3 Preconditioning the Hessian matrix
8.3.1 Adaptive update of the preconditioner
The idea of preconditoning the hessian is to place the initial eigenvalues of the
unknown eigenmodes in the possible middle of the eigenvalue spectrum of the
real hessian matrix to be approximated. β = 10 is a general good choice for
optimization problems in theoretical catalysis and solid state physics, however,
may not be the best choice for every system.
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Nocedal andWright suggested a heuristic way of preconditioning the Hessian[64].
After the ﬁrst step is taken but before the ﬁrst BFGS update is performed, the





By doing so, the size of H0 is set to be close to [∇
2f(x0)]
−1. Since in the begin-
ning of a relaxation the major contribution of the gradient comes from strong
modes, and equation (8.5) describes largely the curvature information of strong
modes. We should expect this precondition scheme to set the preconditioner
close to one of the big eigenvalues of the real Hessian.
A possibly better way is to adjust the preconditioner for the unknown eigen-
modes dynamically with the information acquired along the update of the Hes-
sian matrix. This will ensure the trail step given by equation (3.6) is neither too
short nor too long. One property of the update we observed is that in the begin-
ning of the update procedure, each step updates two eigenvalues, the eigenvalues
vary from the preconditioner, towards the directions away from the middle of
the eigenvalue spectrum of the real Hessian matrix, that is, one being raised and
one being lowered. It is therefore possible to design an adaptive update scheme
to keep the preconditioner in the middle of the eigenvalue spectrum of the real
Hessian matrix by utilizing this property.
The implementation of the adaptive update method (AUM) is simple. Normal
Quasi-Newton procedure is taken, the only diﬀerence is that after each update
of the Hessian matrix B, an adjustment of B is taken. In the adjustment, an
eigenvalue decomposition is done to B to get the eigenvalues λi and correspond-
ing eigenvectors νi. The eigenvalues are then sorted in to two groups, the ones
that are updated, and the ones not yet updated that are still equal to the pre-
conditioner β. Then the log10 of the updated eigenvalues are taken and the
average of them Ωa is calculated, β and the not yet updated eigenvalues are set
to 10Ωa . We then calculate the adjusted Hessian matrix by Bad = V ΛV
−1, in
which V is the square (N ×N) matrix whose ith column is the eigenvector νi of
B, and Λ is the diagonal matrix whose diagonal elements are the corresponding
eigenvalues that are adjusted. The idea behind this adjustment is the power-law
distribution of the eigenvalue spectrum we observed in section 8.2.
Convergence test of the adaptive update method (AUM) is done on two types
of systems, two bulk (Cu and Au) structures and two adsorption systems N2
adsorption on Cu and CO adsorption on Au, the results are listed in table
8.4.We see that for all the systems, AUM tends to give similar convergence
rate. For bulk systems, AUM gives faster convergence rate comparing to QN
without AUM. While for adsorption systems, the AUM is less eﬃcient. When
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Table 8.4: Numbers of function evaluation needed to minimize the force of
diﬀerent systems to be lower than 1e-5 eV/ A˚. In the bulk systems, the atoms
were randomly displaced from the equilibrium for 0.1 A˚. The tests are done
with the preconditioner β set to 0.1, 1, 10 and 100, both with and without
adaptive update method (AUM). NW stands for the preconditioning method
from Nocedal and Wright mentioned in this section.
System β = 0.1 β = 1 β = 10 β = 100 NW
with w/o with w/o with w/o with w/o
AUM AUM AUM AUM AUM AUM AUM AUM
Cu bulk 28 67 27 53 27 30 39 80 42
(64 atoms)
Au bulk 22 55 21 38 22 38 45 69 30
(27 atoms)
N2@Cu 149 170 172 133 148 113 139 213 197
CO@Au 94 99 89 56 97 72 102 107 124
preconditioner is 1 or 10, the convergence rate is slower with AUM than without.
We also listed the test results with the preconditioning method proposed by
Nocedal and Wright (NW) for comparison. We see that in almost all cases, the
AUM out perform the NW method.
In ﬁgure 1.6 we plot the change of Ωa during the relaxation. We see that for
bulk systems in the ﬁrst row, when β is no larger than 10, Ωa converges to the
average of the exact eigenvalues in around 10 iterations. When β = 100, Ωa is
also reduced to less than 10 with 10 iterations. As for adsorption systems in the
second row, with any β, in the beginning of the relaxation, Ωa is raised to high
values, and reduced to the exact average slowly. This is because in the beginning
of the relaxation, the strong modes from molecular stretching (on the order of
100) dominates Ωa and it takes more iterations of updates to bring down the
inﬂuence of these high eigenvalues, therefore the convergences are slower.
8.3.2 Preconditioning the BFGSLS with model Hessian
Quasi-Newton methods move system towards the neighbor local minimum of




If the vicinity of the local minimum of the PES is quadratic and given the exact
Hessian matrix, only one step would locate the minimum. Generally speaking,
the PES are not perfectly quadratic, and the exact Hessian will not lead the
optimization to the minimum in one step and further update of the Hessian
for the true force change that obeys equation (8.6) is needed. Since acquiring
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Figure 8.6: Change of Ωa during the relaxation with diﬀerent preconditioner β
on diﬀerent systems. Ωa of the exact Hessian for the ﬁnal structures are plotted
for comparison.
the exact Hessian is sometimes computational more intense than optimizing the
system with a unitary matrix as initial Hessian, it would be more practical to
calculate the Hessian matrix with computational less intense method so that
the modes are qualitatively captured. This matrix may generate better search
direction and provide faster convergence rate. The idea has been carried out
in literature [26, 30, 22] and shown signiﬁcant improvement of the convergence
rate comparing to using unitary matrix as initial Hessian.
We adapted the simple universal potential that describes bond bending and
stretching suggested by Fernandez-Serra et al.[22]. After test, we ﬁnd the part
of the potential that describes bond bending is rather expensive to compute.
Since the goal is to ﬁnd a simple potential to generate a qualitatively correct
Hessian that suggests better search direction that unitary matrix, we decided
to drop the complexity and only use the stretching part of the potential deﬁned
as














where Ri and Rj are the covalent radii of the atoms connected. The sums
in equation (8.7) are limited to neighbors within n× max[Ri], tests show that
increasing the value of n to higher than 4 gives negligible change on the Hessian.
The Hessian with the spring model potential is then calculated with ﬁnite dif-
ferent methods for calculating second derivative numerically. Since the spring
potential is deﬁned to be zero at r0 and increases when going away for it, the
Hessian is guaranteed to be positive deﬁnitive. After computing the Hessian, a
new coordinate system can be constructed by
yn = ωn(x · ν), (8.9)
where ωn and ν are the square root of the eigenvalues and the normal modes of
the Hessian matrix, and x are the cartesian coordinates. The force on the new





where F is the force in Cartesian coordinate system.
At this point some more words are needed to explain the convergence property
of problem to be optimized. The condition number of a problem is deﬁned as
the ratio between the highest and lowest curvature λmax/λmin. The number
of steps needed to optimize the system is related to the condition number, the
higher the condition number, the more steps needed. Transforming the problem
from Cartesian system to the new coordinate system will change its condition
number. If, for instance, the new coordinate system is derived from the exact
Hessian of a perfectly quadratic the system, the condition number on the new
coordinate system is 1, and the exact minimum shall be found in one step.
The idea of preconditioning the optimization in this section is to give a good
approximation of the real Hessian by using a simple spring model, so that after
the coordinate transformation the condition number can be decreased.
From equation (8.7) we see that the only parameter that may change the con-
dition number is P , since A is a scalar that change all the curvatures with the
same ratio. In ﬁgure 8.7a we plot the change of condition number of a copper
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Figure 8.7: Left:Condition number of the exact Hessian matrix transformed to
the new coordinates, the new coordinates are established by Hessian matrix
from spring model with diﬀerent P . Right: Spectrum of eigenvalues of the
exact Hessian and Hessian from the spring model, as well as eﬀective eigenvalues
deﬁned in equation (8.11) with A = 0.79 and P = 8.5.
27 atoms bulk structure with all the atoms randomly displaced from the equi-
librium for 0.1 A˚, when P is altered. We ﬁnd the minimum of the condition
number (7.66) locates at around P = 8, which agrees well with the P value
chosen in [22]. The condition number in the original Cartesian coordinate sys-
tem is 109.41, the coordinate transformation reduced the condition number by
a factor of 14.28. In Figure 8.7b we plot the eigenvalue spectrum of the exact
Hessian and the Hessian from spring model with A=0.79 and P=8.5 in Carte-













where νS and νE are the normal modes of the spring model Hessian and the
exact Hessian, λE are the eigenvalues of the exact Hessian. Despite its simplicity,
the spring model reproduces even the details of the shape of the exact spectrum,
suggesting the model potential represents a good initial approximation to the
real one.
In ﬁgure 8.8 we plot the number of force evaluations needed to converge the
copper system to reach a force tolerance of 1e-5 eV/A˚for a range of A and
P values. The least number of force evaluations locates at the vicinity of
log10A = 0.2(A = 1.58), P = 7.5, with only 15 force evaluations. The change
of convergence rate agrees well with the condition number analysis shown in
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Figure 8.8: Number of force evaluations needed to reduce the force of Cu 27-
atom bulk structure to be less than 1e-5 eV/A˚, plotted against the changes of
A and P .
ﬁgure 8.7a, that is, the smaller the condition number, the faster the rate of
convergence. The inﬂuence of A is mainly on the size of the eigenvalues, and
therefore the trail step size for each line search. For comparison same optimiza-
tions are done starting with the conventional unit-matrix Hessian and with the
preconditioner β = 10, the number of force evaluations are 51 and 31.
Our result shows the potential improvement of the rate of convergence in homo-
geneous systems such as bulk metal, despite the simplicity of the spring model.
When the system to be optimized includes diﬀerent types of bonding, N2 adsorp-
tion on gold surface for instance, the spring model is too simple. The universal
parameters A and P can not separate the strong bonding in the molecule from
the relatively weaker molecule-surface interaction and the Hessian fails in de-
couple the molecular stretching and the surface relaxing in the normal modes.
A possible solution is to make A and P element dependent so that the strong
molecular bond can be described.
8.3.3 Conclusion
In this chapter we studied the eigenvalue spectrum of the Hessian matrix of ho-
mogeneous bulk metal system, a power-law distribution was observed, with the
majority of the eigenvalues locate in between 2 and 20. Setting a low eigenvalue
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limit will reduce the inﬂuence of the anharmonicity of the weak eigenmodes to
the rate of convergence. However, weak eigenmodes may not be fully relaxed
after convergence criterion is reached, giving relative high energy and structure
diﬀerent from that of the minimum.
We adapted line search algorithm that fulﬁll Wolfe conditions and applied it
within the BFGS algorithm to prevent the update of negative eigenvalues and
therefore provides better rate of convergence. The new BFGS algorithm was
scanned to ﬁnd parameter set that works well on theoretical catalysis type of
problems.The optimized BFGSLS algorithm outperforms all other optimizers
tested.
An adaptive update method (AUM) was proposed for adjusting the precondi-
tioners of the modes of the Hessian that are not updated during the minimiza-
tion. The AUM set the preconditioners to be in the middle of the eigenvalue
spectrum dynamically. Tests show that the AUM is able to adjust poorly set
preconditioners in several steps and improve the convergence rate.
Finally, we use a model potential that describes bond stretching to calculate
the Hessian matrix. Comparison with the exact Hessian shows that the model
Hessian reproduce the vibrational modes qualitatively, despite its simplicity. For
homogeneous systems, preconditioning the optimizer with the model Hessian




In the present work, CO oxidation on various transition metals with diﬀerent
surface geometries were studied with density functional theory combined with
microkinetic modeling. Adsorption state for diﬀerent surface species and transi-
tion state for each elementary reaction were found and their total energies were
calculated. Linear scaling between adsorption energies of intermediates and
between adsorption energies and activation energies were established, enabling
us to describe the overall reaction rate with only two parameters, adsorption
energies of atomic oxygen and CO.
Microkinetic modeling was then applied with the Sabatier analysis, volcano plots
that describe the upper bound of the reaction rate were constructed. From this
analysis we found that the rate of CO oxidation is a clear function of the local
geometry. For gold, when going from (111)→ (211)→ (532)→M12, the overall
Sabatier rate increases at low temperature (273 K) as the coordination numbers
of the surface active sites decreases, and gold M12 cluster sits right on top of
the volcano. While for Pt and Pd points move away in the same order. As
the temperature increases, the top of the volcano shifts to stronger adsorption
energies, hence in the direction of the platinum.
We have also shown that the main eﬀect behind the structure variation is related
to the strength of the adsorbate-metal bond at diﬀerent structures. As the
coordination decreases, the d-band center of the active site gets higher and the
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adsorbate-metal bond strength increases.
Adsorption energies of O and CO on Au-M-Au(111) bimetallic slabs were calcu-
lated, and show periodic trends based on the heterometals, with earlier transi-
tion metals inducing stronger adsorption on the Au surface. The results suggest
that there is a large potential for tuning Au chemistry by incorporating other
transition metals.
In the second part of the thesis, eigenvalue spectrum of the Hessian matrix
of a homogeneous bulk metal system was calculated, a power-law distribution
of the eigenvalues was observed, with the majority of the eigenvalues locate
between 2 and 20. By setting a low eigenvalue limit, it is possible to increase
the rate of optimization. However, weak eigenmodes may not be fully relaxed
after convergence criterion is reached, giving relative high energy and structure
diﬀerent from that of the minimum.
We adapted line search algorithm that fulﬁll Wolfe conditions and applied it
within the BFGS algorithm to prevent the update of negative eigenvalues and
therefore provides better rate of convergence. The overall algorithm was param-
eterized and the parameter space is scanned to ﬁnd parameter set that works
well on theoretical catalysis type of problems.The optimized BFGSLS algorithm
outperforms all other optimizers tested on respective.
We proposed an adaptive update method (AUM) for adjusting the precondition-
ers of the modes of the Hessian that are not updated during the minimization.
The AUM set the preconditioners to be in the middle of the eigenvalue spectrum
dynamically and improve the convergence rate generally.
Finally, we use a model potential that describes bond stretching to calculate
the Hessian matrix. Despite its simplicity, the model Hessian reproduce the
vibrational modes qualitatively. Applying the model Hessian as preconditioning
matrix to homogeneous systems reduces the condition number by 14 times and
largely improves the convergence rate.
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Trends in the Catalytic CO Oxidation Activity of Nanoparticles**
Hanne Falsig, Britt Hvolbæk, Iben S. Kristensen, Tao Jiang, Thomas Bligaard,
Claus H. Christensen, and Jens K. Nørskov*
Although extended gold surfaces are generally considered
chemically inert[1,2] nanosized (< 5 nm) gold particles can be
very effective catalysts for a number of oxidation reac-
tions.[3–17] There are reports of similar size effects for silver
catalysts.[18,19] The origin of the nanoeffects in the catalytic
properties of these metals is widely debated,[15] and no
consensus has been reached. Based on a set of density
functional theory calculations of the full reaction pathway for
CO oxidation over extended surfaces as well as over small
nanoparticles of a number of metals, we show that although
platinum and palladium are the most active catalysts for
extended surfaces at high temperatures, gold is the most
active for very small particles at low temperature. The
calculations capture the special catalytic properties of nano-
sized particles observed experimentally, which allows the
origin of the effect to be analyzed.
Herein, we focus on intrinsic metal effects; that is, we do
not include additional possible effects that involve the
support. It is not that such effects may not be important,[5,20,21]
but it is useful to first establish the intrinsic metal effects,[15] in
particular as it has been shown experimentally that nano-
structured gold with no support is also catalytically active.[22,23]
The key feature of our analysis is that we compare catalytic
activities of different transition and noble metals for one
specific reaction, the CO oxidation.
The CO oxidation reaction on close-packed fcc(111)
surfaces was considered initially, which will give a dominant
contribution to the total catalytic rate over large metal
particles. We consider the following elementary reactions:
CO þ * Ð CO* ðR1Þ
O2 þ * Ð O2* ðR2Þ
O2* þ * Ð 2O* ðR3Þ
O* þ CO* Ð CO2 þ 2* ðR4Þ
For the metals we consider herein, Reactions (R1) and
(R2) are unactivated and fast, and we assume that these two
reactions are in equilibrium. This means that we are limited to
temperatures high enough that desorption is also fast. The
possible formation of an oxide layer on the more reactive
metals is neglected.
The forward and reverse rate constants of the Reactions
(R3) and (R4) are given by ki= niexp[DGai/kT]
= ni exp[(EaiTDSai)/kT], where ni is a prefactor, Eai is the
activation energy, k is the Boltzmann constant, and T is the
absolute temperature. The activation energies are Ea=
max(ETSEIS, 0) where EIS is the initial state energy and ETS
is the transition-state energy. DSai is the entropy difference
between the transition state and the initial state. The entropy
of adsorbed species are assumed to be zero, and the gas-phase
entropies are taken fromRef. [24]. The adsorption energies of
the different species ECO, EO2, and EO and the transition state
energies are given with respect to the gas-phase molecules.
Assuming the prefactors and adsorption entropies are
independent of the metal, there are five metal-dependent
parameters determining the kinetics: ECO, EO2, EO, ETS3, and
ETS4. The transition-state energies are, however, found to
scale linearly with the adsorption energies, as shown for ETS3
and ETS4 in Figure 1a and b. Such Brønsted–Evans–Polanyi
(BEP) relations are found quite generally for surface
reactions.[25] Furthermore, the O2 adsorption energy scales
with the O adsorption energy (Figure 1c). This means that the
adsorption energies ECO and EO can be viewed, to a first
approximation, as the only independent variables character-
izing the metal in the microkinetic model. Owing to the low
number of elementary reactions, it is possible to find an
analytical solution for this microkinetic model. Herein, we use
instead the more general method of a so-called Sabatier
analysis to find an upper bound to the overall reaction rate.[26]
The Sabatier rate[26] is the rate the reaction will have if all
coverages are optimum for each elementary reaction step.
Such conditions may not be obtainable in reality, but the
Sabatier rate still provides an exact upper bound to the
steady-state rate under any reaction conditions. The Sabatier
rate is also an upper bound on the rate when islanding is
included, as that will decrease the number of possible reaction
centers to the length of the boundary between different
phases.[27] The Sabatier rate thus forms a good measure of the
intrinsic ability of a given metal surface to catalyze the
reaction in question. The metal with the highest Sabatier rate
is taken herein as being the best catalyst.
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The rate of reaction for (R3) and (R4) are maximized if
the reverse reactions are neglected. The Sabatier rate is
therefore calculated from the forward rates:
rþ3 ¼ qO2q* k
þ
3 ¼ qO2q* n3 exp½ðEa3T DSa3Þ=kT ð1Þ
rþ4 ¼ qOqCO kþ4 ¼ qOqCO n4 exp½ðEa4T DSa4Þ=kT ð2Þ
where qO2 is the coverage of adsorbed oxygen molecules,
qO is the coverage of adsorbed atomic oxygen, qCO is the
coverage of adsorbed CO molecules, and q* is the coverage of
free sites of the surface. The coverages will depend on the
reaction conditions, temperature, reactant pressures, and
conversion.
For the present case, the optimum coverages are found by
first neglecting the coverage of atomic oxygen. Still assuming
that (R1) and (R2) are in equilibrium, this gives:
qmax* ¼
1
1þK1 pðCOÞ þK2 pðO2Þ ð3Þ
where K1 and K2 are the equilibrium constants for (R1)
and (R2), and p(CO) and p(O2) are the partial pressures of
CO and O2. The optimum coverages of CO and O2 have





The Sabatier rates of each of the Reactions (R3) and (R4)
are found by using the forward rates from (1) and (2) with the
coverages of qmax, qmaxCO and q
max
O2
from (3), and the coverage of
qmaxO set to one.
rSmax3 ¼ kþ3 qmaxO2 qmax* ð4Þ
rSmax4 ¼ kþ4 qmaxCO qmaxO ¼ kþ4 qmaxCO ð5Þ
The Sabatier rate of forming CO2 is determined by the
lowest of the Sabatier rates of Reaction (R3) and (R4):
rS ¼ minf2 rSmax3 , rSmax4 g ð6Þ
where the factor of 2 stems from the stoichiometric
number for (R3).
Figure 2 shows a contour plot of the Sabatier activity over
close-packed surfaces. The Sabatier rate is calculated at T=
600 K, PO2= 0.33 bar and PCO= 0.67 bar, corresponding to
high-temperature CO oxidation conditions. The two-dimen-
sional volcano plots show that, of the elemental metals,
platinum and palladium are closest to the top. This agrees well
with experimental evidence.[30] Platinum and palladium areFigure 1. The BEP and scaling relations for different close-packed
fcc(111)-surfaces. a) Calculated transition-state energies for O2 disso-
ciation (R3) as a function of oxygen adsorption energy.
ETS3=1.39EO+1.56 eV. b) Calculated transition-state energies for
adsorbed CO reacting with adsorbed O (R4) as a function of the sum
of the O and CO adsorption energies. ETS4=0.70(EO+ECO)+0.02 eV.
c) The scaling of the O2 adsorption energy with the oxygen adsorption
energy EO2=0.89EO+0.17 eV. For Pt(111,) the calculated reaction
barrier Ea=ETS(ECO+EO) for CO*+O*QCO2+2* is 0.85 eV, in good
agreement with calculations.[28,29]
Figure 2. Contour plot of the Sabatier activity AS= kT ln[rS/n] over
close-packed surfaces as a function of ECO and EO (n is set to kT/h)
under high-temperature conditions (T=600 K, PO2=0.33 bar, and
PCO=0.67 bar). The values for different elemental metals can be taken
from their indicated positions.
Communications
4836 www.angewandte.org  2008 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Angew. Chem. Int. Ed. 2008, 47, 4835 –4839
excellent CO oxidation catalysts, used for example in car
exhaust after-treatment. This result is completely in line with
DFT calculations and kinetic modeling by Grabow et al.[31]
showing that at low temperatures, platinum without strain has
a higher activity than either compressed (weaker bond
energies) or expanded (stronger bond energies) platinum
surfaces.
The reactivity of nanoparticles was then investigated. One
important feature of nanoparticles is that the relative fraction
of low-coordinate corner atoms to surface atoms is very
large.[15,32] We concentrate herein on the reactivity of corner
atoms, and model these by carrying out calculations for metal
clusters containing twelve atoms, in the structure shown as
inserts in Figure 3. All the twelve atoms in the cluster are held
fixed with a lattice constant corresponding to the bulk value
to mimic a geometrically constrained corner of a larger
cluster, such as those in the range 2–5 nm studied exper-
imentally. The calculations are thus more intended to model a
general corner site on nanoparticles than specifically a twelve-
atom cluster, as such small clusters will have much larger
structural flexibility.[33]
It turns out that adsorption is considerably more exother-
mic on the twelve-atom clusters than on the close-packed
surfaces. This makes it important to include another elemen-
tary reaction, as the coverage of molecular O2 may be large
enough such that an associative mechanism[34] may be
important:
O2* þ CO* Ð CO2 þ O* þ * ðR5Þ
For the (111) surfaces, the weak bonding of O2 combined
with the reaction barrier for the process makes it unimportant
for platinum[27] and less reactive metals.[35]
As for the fcc(111) surface, correlations between the
transition state energies, ETS3, ETS4, and ETS5, and the binding
energies,EO andECO, are found for the twelve-atom cluster. A
scaling between EO2 and EO is also found. These relations are
shown in Figure 3. The linear relations are similar to those of
the close-packed surfaces (Figure 1), except that the adsorp-
tion energy axis has shifted. The adsorption energy of both
CO and O are substantially more negative (exothermic
adsorption) on the corner sites than on the close packed
surfaces; compare for example, the adsorption energy of O on
the (111) surfaces to those on the twelve-atom cluster: on the
latter the bond is stronger by of the order 0.5 eV. The same
trend is seen for molecular CO adsorption.
The expressions for the optimum coverages and the
Sabatier rate for (R3) and (R4) are the same as for the
fcc(111) surface. For (R5), the Sabatier rate is:
rSmax5 ¼ kþ5 qmaxCO qmaxO2 ð7Þ
Both Reaction (R3) and (R5) dissociate O2, and can be
followed by Reaction (R4) creating CO2. The Sabatier
activity is therefore given by:
rS ¼ maxf2minfrSmax5 , rSmax4 g, minf2 rSmax3 , rSmax4 gg ð8Þ
Figure 4 shows the contour plot of the Sabatier activity,
AS=kT ln[rS/n] . In this case, gold is closest to the top,
followed by palladium and silver.
The results in Figure 2 and Figure 4 are in good agreement
with available experimental observations.[3,32] It shows that
the relative activities of different metals can be theoretically
estimated, and it provides a clear picture of the catalyst
properties determining the best catalysts in terms of the
adsorption energies of the intermediates. The volcano plots of
Figure 2 and Figure 4 can be viewed as an illustration of the
Sabatier principle, with the important new feature that we
know which adsorption energy that provides the optimum
Figure 3. The BEP relations and scaling relation for different twelve-
atom clusters. a) Calculated transition-state energies for O2 dissocia-
tion (R3) as a function of oxygen adsorption energy.
ETS3=1.87EO+2.04 eV. b) Calculated transition-state energies for
adsorbed CO reacting with adsorbed O (R4) and O2 (R5) as a function
of the sum of the O and CO adsorption energies. ETS4=0.78-
(EO+ECO)+0.09 eV and ET3S5=0.70(EO+ECO)0.44 eV. c) The scaling of
the O2 adsorption energy with the O adsorption energy
EO2=1.18EO+0.03 eV. Transition states for the reactions on the Au12
cluster are shown as inserts.
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catalyst. The position of the maximum in terms of adsorption
energies depends slightly on the structure, which is related to
the fact that the relationship between adsorption energy and
activation energy is somewhat structure dependent. More
importantly, it can be seen that the metals corresponding to a
particular adsorption energy shift substantially depending on
the coordination number of the metal atom. This is true for all
the metals considered, and it is the dominant reason for gold
becoming the best elemental catalyst for the low-coordinate
sites. The shift is of the same order of magnitude as the
difference between neighboring metals in the periodic table,
explaining why it appears as if the top of the volcano has
shifted by a little less than one place to the right in the
periodic table from Figure 2 to Figure 4.
Comparing the volcanoes in Figure 2 and Figure 4, it is
clear that for gold, the corner atoms will dominate over the
close-packed surfaces for even quite large particles, as the
value of rS is many orders of magnitude larger in this case. For
platinum, on the other hand, the difference is only about an
order of magnitude. It should be noted that even for platinum,
small particles could still be more active than larger ones, but
only because the surface area per mass of catalyst is larger
(scaling as d1).
The present analysis suggests that the more noble metals
move to the maximum in the reactivity volcano when lower-
coordinated metal atoms serve as active sites for the reaction.
It suggests that similar results could be found for other
reactions. For oxidation reactions, the best extended surface
catalysts are already quite noble: platinum and palladium,
and gold is the next, less reactive metal. For reactions
involving less reactive molecules, such as N2, we would expect
that the best nanoparticle catalysts would not be gold but
metals just to the right in the periodic table of the most active
metals (ruthenium, iron) for this reaction, for example, cobalt
or nickel. It is therefore possible that pronounced nanoeffects
in catalysis is not restricted to gold.
In summary, we have modeled the special catalytic
properties of nanosized particles observed experimentally,
and analyzed the origin of the effect. The ability of the metal
atoms to activate reactants change substantially as the
coordination number of the active metal site is reduced at
corners of metal particles. This model supports the hypothesis
that part of the observed reactivity of gold nanoparticles is
independent of the substrate.
Received: March 23, 2008
Published online: May 21, 2008
.Keywords: carbon monoxide · density functional calculations ·
gold · heterogeneous catalysis · nanostructures
[1] D. T. Wickham, D. H. Parker, G. N. Kastanas, M. A. Lazaga,
B. E. Koel,Prepr. Am. Chem. Soc. Div. Pet. Chem. 1992, 37, 1034.
[2] B. Hammer, J. K. Nørskov, Nature 1995, 376, 238 – 240.
[3] M. Haruta, T. Kobayashi, H. Sano, N. Yamada, Chem. Lett. 1987,
405 – 408.
[4] M. Valden, X. Lai, D. W. Goodman, Science 1998, 281, 1647 –
1650.
[5] G. C. Bond, D. T. Thomson, Catal. Rev. Sci. Eng. 1999, 41, 319 –
388.
[6] M. A. P. Dekkers, M. J. Lippits, B. E. Nieuwenhuys, Catal. Today
1999, 54, 381.
[7] S. Carrettin, P. McMorn, P. Johnston, K. Griffin, G. J. Hutchings,
Chem. Commun. 2002, 696 – 697.
[8] S. Schimpf, M. Lucas, C. Mohr, U. Rodemerck, A. BrJckner, J.
Radnik, H. Hofmeister, P. Claus, Catal. Today 2002, 72, 63 – 78.
[9] S. Carrettin, P. McMorn, P. Johnston, K. Griffin, C. J. Kiely, G. A.
Attard, G. J. Hutchings, Top. Catal. 2004, 27, 131 – 136.
[10] R. Meyer, C. Lemire, S. Shaikhutdinov, H. J. Freund, Gold Bull.
2004, 37, 72 – 133.
[11] A. Abad, P. Concepcion, A. Corma, H. Garcia, Angew. Chem.
2005, 117, 4134 – 4137; Angew. Chem. Int. Ed. 2005, 44, 4066 –
4069.
[12] A. C. Gluhoi, N. Bogdanchikova, B. E. Nieuwenhuys, J. Catal.
2005, 229, 154 – 162.
[13] M. D. Hughes et al., Nature 2005, 437, 1132 – 1135.
[14] T. A. Nijhuis, M. Makkee, J. A. Moulijn, B. M. Weckhuysen, Ind.
Eng. Chem. Res. 2006, 45, 3447 – 3459.
[15] a) T. V. W. Janssens, B. S. Clausen, B. Hvolbæk, H. Falsig, C. H.
Christensen, T. Bligaard, J. K. Nørskov, Top. Catal. 2007, 44, 15 –
26; b) N. Lopez, T. V. W. Janssens, B. S. Clausen, Y. Xu, M.
Mavrikakis, T. Bligaard, J. K. Nørskov, J. Catal. 2004, 223, 232 –
235.
[16] C. H. Christensen, B. Jørgensen, J. Rass-Hansen, K. Egeblad, R.
Madsen, S. K. Klitgaard, S. M. Hansen. M. R. Hansen, H. C.
Figure 4. Contour plot of the Sabatier rate as a function of the CO and
O adsorption energies on the twelve-atom clusters. The values for
some elemental metals are shown. a) The activity under typical
experimental conditions for CO oxidation by gold nanoparti-
cles(T=273 K, PO2=0.21 bar, and PCO=0.01) and b) the activity under
high-temperature conditions (T=600 K, PO2=0.33 bar, and
PCO=0.67 bar).
Communications
4838 www.angewandte.org  2008 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Angew. Chem. Int. Ed. 2008, 47, 4835 –4839
Andersen, A. Riisager, Angew. Chem. 2006, 118, 4764 – 4767;
Angew. Chem. Int. Ed. 2006, 45, 4648 – 4651.
[17] R. Burch, Phys. Chem. Chem. Phys. 2006, 8, 5483 – 5500.
[18] M. J. Lippits, A. C. Gluhoi, B. E. Nieuwenhuys, Top. Catal. 2007,
44, 159 – 165.
[19] L. Gang, B. G. Anderson, J. van Grondelle, R. A. van Santen,
Appl. Catal. B 2003, 40, 101 – 110.
[20] M. Haruta, Catal. Today 1997, 36, 153 – 166.
[21] B. Hammer, Top. Catal. 2006, 37, 3 – 16.
[22] C. Xu, J. Su, X. Xu, P. Liu, H. Zhao, F. Tian, Y. Ding, J. Am.
Chem. Soc. 2007, 129, 42 – 43.
[23] B. JJrgens, C. KJbel, C. Schultz, T. Nowitzki, V. Zielasek, J.
Biener, M. M. Biener, A. V. Hamza, M. BMumer, Gold Bull.
2007, 40, 142 – 148.
[24] P. Atkins, J. de Paula, J. Physical Chemistry , 8th ed. Oxford
University Press, Oxford, 2006.
[25] J. K. Nørskov et al., J. Catal. 2002, 209, 275 – 278.
[26] T. Bligaard, J. K. Nørskov, S. Dahl, J. Matthiesen, C. H.
Christensen, J. Sehested, J. Catal. 2004, 224, 206 – 217.
[27] J. Wintterlin, S. VNlkening, T. V. W. Janssens, T. Zambelli, G.
Ertl, Science 1997, 278, 1931 – 1933.
[28] Z.-P. Liu, P. Hu, Top. Catal. 2004, 28, 71 – 78.
[29] A. Eichler, J. Hafner, Surf. Sci. 1999, 433, 58 – 62.
[30] B. E. Nieuwenhuys, Surf. Rev. Lett. 1996, 3, 1869 – 1888.
[31] L. Grabow, Y. Xu, M. Mavrikakis, Phys. Chem. Chem. Phys.
2006, 8, 3369 – 3374.
[32] A. Carlsson, A. Puig-Molina, T. V. W Janssens, J. Phys. Chem. B
2006, 110, 5286 – 5293.
[33] G. Mills, M. S. Gordon, H. Metiu, J. Chem. Phys. 2003, 118,
4198 – 4205.
[34] Z.-P. Liu, P. Hu, A. Alavi, J. Am. Chem. Soc. 2002, 124, 14770 –
14779.
[35] L. M. Molina, B. Hammer, Phys. Rev. B 2004, 69, 155424.
Angewandte
Chemie
4839Angew. Chem. Int. Ed. 2008, 47, 4835 –4839  2008 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.angewandte.org

Journal of Catalysis 260 (2008) 86–92
Contents lists available at ScienceDirect
Journal of Catalysis
www.elsevier.com/locate/jcat
Oxidation of CO and H2 by O2 and N2O on Au/TiO2 catalysts in microreactors
G. Walther a, D.J. Mowbray a, T. Jiang a, G. Jones a, S. Jensen b, U.J. Quaade c, S. Horch a,∗
a Center for Atomic-scale Materials Design (CAMD), Department of Physics, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark
b Department of Micro and Nanotechnology (DTU Nanotech), Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark
c Center for Individual Nanoparticle Functionality (CINF), Department of Physics, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark
a r t i c l e i n f o a b s t r a c t
Article history:
Received 31 July 2008
Revised 3 September 2008
Accepted 4 September 2008













We performed steady-state activity measurements in microreactors to obtain the reaction rates for
CO and H2 oxidation. These reactions were studied on three different gold particle sizes (d ≈
3.6,5.7,16.2 nm) using either O2 or N2O as oxidizing agents. From our TEM analysis, our CO oxidation
rates follow the d−3 relationship proposed in Hvolbæk et al. [B. Hvolbæk, T.V.W. Janssens, B.S. Clausen,
H. Falsig, C.H. Christensen, J.K. Nørskov, Nano Today 2 (2007) 14–18]. Density functional theory (DFT)
calculations on a Au{532} surface and a Au12 cluster, which model corner sites, reproduced the apparent
activation barriers of about 37 kJmol−1 for CO oxidation on the smallest nanoparticles by both O2 and
N2O. For all of the reactions studied, we found the overall activation barrier depended only on the size
of the TiO2 supported gold nanoparticle.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In the past, gold was not thought to be catalytically active, and
was even called “the noblest of all the metals” [1]. However, the
discovery by Haruta et al. [2] that nanoparticulate gold is cat-
alytically active for CO oxidation, has provoked an academic “gold
rush.” This is evidenced by the exponential increase in gold catal-
ysis publications since the early 1990s [3–6].
Many different experimental studies have been performed
to understand gold’s activity for CO oxidation. These investi-
gations considered changes of the particle’s morphology [7,8],
a structure–activity relationship [9–11], the activity of unsupported
nanoporous bulk gold [12,13], and the inﬂuence of the support on
the activity [14]. CO oxidation has also been thoroughly studied
theoretically using density functional theory (DFT) [1,6,15–19]. Be-
sides CO oxidation, many other reactions have been studied on
gold catalysts. These include the oxidation of hydrocarbons [5,20–
24] and oxygen-containing hydrocarbons [3–5,21,25] as well as the
catalytic hydrogenation of organic compounds [4,5,26].
In particular, CH4 oxidation includes in the tail of its oxida-
tion pathway CO oxidation and H2 oxidation, since it only forms
* Corresponding author.
E-mail address: horch@fysik.dtu.dk (S. Horch).
CO2 and H2 on gold catalysts [27]. Since there is a keen interest
in converting CH4 into more valuable monocarbon chemicals, it is
necessary to ﬁrst identify both the reaction pathway and active
sites for CO and H2 oxidation by different oxidizing agents.
The reason for this surprising activity is still under debate. Af-
ter the pioneering work of Haruta [28], the activity of gold has
been linked to several different effects. These include quantum-
size effects [9], support-induced strain [15], charge transfer from
the small gold particles to adsorbed O2 [29] and the role of low-
coordinated gold atoms [6,15,17–19].
It has recently been demonstrated that the CO oxidation activity
of gold nanoparticles is inversely proportional to the cube of the
average particle size (∼d−3), independent of the support material
used [30]. This suggests that it is the corner sites which are the
most active for CO oxidation by O2.
The common oxidizing agent for CO oxidation, used in all the
above studies was O2. Very few studies deal with other oxidation
agents, such as N2O, and they focus on the decomposition and re-
duction of N2O [31]. Since N2O is known to readily dissociate into
adsorbed atomic O and gas phase N2 in the presence of CO, the
oxidation of CO by N2O involves atomic O. On the other hand, CO
oxidation using O2 has been shown to also occur via an alterna-
tive pathway, which does not include O2 dissociation [16,32]. By
using these two different oxidizing agents, we may experimentally
0021-9517/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
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Fig. 1. Unloaded microreactor, based on silicon, with two inlets to mix gases on the
chip, a (8.0 × 1.5 × 0.2) mm3 reactor chamber and a single outlet.
compare Au nanoparticle activity for two different CO oxidation
pathways.
In the present contribution, we compare the reaction rates for
CO and H2 oxidation on three different particle sizes using either
O2 or N2O as the oxidizing agent. To corroborate our experimen-
tal ﬁndings, we also modeled the CO oxidation turnover frequency
using DFT calculations on the Au{532} surface and Au12 cluster
in a microkinetic model. Our ﬁndings suggest that such a model
quantitatively describes the kinetics of CO oxidation using small
Au nanoparticles (d. 5 nm).
2. Methods
2.1. Experimental equipment
All experiments were performed in microreactors, based on
deep reactive ion-etched (DRIE) silicon wafers. Details of the fab-
rication process are provided in Ref. [33]. Fig. 1 illustrates the
280 μm deep capillary system that allows mixing of undiluted
gases on the chip, without any danger of explosion. The dimen-
sions of the reactor chamber are (8.0 × 1.5 × 0.2) mm3. The whole
device measures 20 mm × 15 mm × 0.35 mm and is sealed with
a Viton sheet. The inlet and outlet holes are sealed with Viton
O-rings to a heatable interface block that connects the external
tubing to the microreactor. The temperature was measured with
a K-type thermocouple and controlled using a PID-controller (Eu-
rotherm). The gas ﬂow was controlled by mass ﬂow controllers
(Bronkhorst), operating in the range from 0.02 to 1.00 mlmin−1
with a precision of 0.02 mlmin−1 at 1 bar.
The reaction products were analyzed using an Agilent gas chro-
matograph (3000A microGC). The GC has combined columns of
10 m molecular sieve and 3 m PLOT U with 1.0 μl back-ﬂushing,
which allows simultaneous analysis of H2, O2, N2, CO, CO2, H2O
and N2O by a thermal conductivity detector (TCD). To avoid con-
densation of water, formed by the catalytic reaction of H2, the
tubing between the microreactor and the GC was kept at 100 ◦C,
whereas the capillary of the GC itself was kept at 90 ◦C.
The catalysts used were 2.0 nm Au particles supported on TiO2
(AUROlite™, supported by AuTEK [34]), 3.3 nm Au particles sup-
ported on TiO2 powder (reference catalyst, supplied by the World
Gold Council [35]), and 5.0 nm Au particles on TiO2, which we
shall denote as Catalysts A, B, and C, respectively. Catalysts A and
B were both supported on TiO2 P25, as stated by the suppliers.
However, Catalyst C was prepared by deposition–precipitation
of unconjugated gold colloids (Ted Pella, Inc.) on anatase TiO2 pow-
der (Millennium Inorganic Chemicals) with an average BET area of
150–300, according to the supplier. For ease of comparison, the
gold concentration of the in-house catalysts was carefully adjusted
to those of the commercially available samples. The preparation
was performed below 50 ◦C to evaporate the solvent. After the cat-
alyst had been dried, it was calcined at 200 ◦C.
2.2. Catalytic reactions
We studied two different reactions on the three different gold
catalysts listed above, using the two different oxidizing agents O2
(3.5N) and N2O (2.5N). The overall reactions and heats of formation
H0 [36] are then
CO+N2O→ CO2 +N2, H0 ≈ −200.9 kJmol−1, (R1)
CO+ 12O2 → CO2, H0 ≈ −283.0 kJmol−1, (R2)
H2 +N2O→ H2O+N2, H0 ≈ −159.8 kJmol−1, (R3)
H2 + 12O2 → H2O, H0 ≈ −241.8 kJmol−1. (R4)
Due to the high sensitivity of the GC to H2, the reactants in
(R4) and (R3) were diluted with 50% argon with the total ﬂow
kept constant at 1.00 mlmin−1 for all reactions.
To minimize the contribution of self-heating of the catalyst dur-
ing an exothermic reaction, all experiments were performed with
a maximum of 10% conversion, except for CO oxidation where 15%
was achieved at 60 ◦C on Catalyst A and more than 40% at 80 ◦C
on Catalyst B. The greatest amount of heat liberated during the re-
actions was 26.0 mW.
To ensure reproducibility, we followed the following scheme for
all measurements. First, all catalysts were activated. Catalysts B
and C, containing the larger particles, were pretreated over 20 h at
80 ◦C to ensure steady-state activity measurements. On the other
hand, due to its high activity and the possibility of sintering, Cata-
lyst A was pretreated for 20 h at 50 ◦C. These pretreatments were
done under stoichiometrically supplied CO and O2, for the reac-
tion CO + 12O2 → CO2, and a total gas ﬂow of 1.00 mlmin−1. The
CO conversion decreased by 33%, 17%, and 5% before stabilizing
for the powder Catalysts A, B, and C, respectively. Temperature
programmed activity measurements were then performed in the
following sequence of reactions for each catalyst: (R2), (R1), (R3),
(R4), (R2), (R1).
Since the maximum temperature reached under these reactions
(120 ◦C on Catalyst B and 160 ◦C on Catalyst C) was higher than
the temperature of the pretreatment (80 ◦C), the last two steps (re-
measurement of (R2) and (R1)) were performed to ensure that the
catalysts had not changed during the preceding reactions. Further-
more, to exclude any inﬂuence of the applied gases (by e.g. catalyst
reduction), the reaction sequence was also conducted in reversed
order—starting with (R2)—on a fresh and deactivated catalyst from
the same batch. Hereby, the rate differed for each of the reactions
(R1)–(R4) studied, but the proportions between (R2) and (R1), and
between (R4) and (R3) were similar.
2.3. Particle analysis
Transmission electron microscopy (TEM) was used to study
changes in size of the gold particles. For each catalyst, specimens
were taken as the catalysts were supplied, after the pretreatment
and after measurements of all four catalytic reactions. The spec-
imens were then prepared on a carbon TEM grid by dropping a
suspension of catalyst in ethanol on the grid. These were analyzed
using a JEOL 3000F ﬁeld emission electron microscope, which was
operated at 300 kV with a LaB6 ﬁlament as an electron source.
2.4. Theoretical methodology
All theoretical results have been obtained using the DFT code
dacapo [37]. The Kohn–Sham one-electron valence states were ex-
panded in a plane wave basis set with a 340 eV (25 Ry) kinetic
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Table 1
Activation barriers Ea and adsorption energies Eads in kJmol−1 for CO and H2 oxi-
dation by N2O and O2.




Ea[CO+ O2 → CO2 + O] – 27.0a
Ea[CO+ O → CO2] 27.0 –
a Ref. [30].
b Ref. [43].
energy cutoff, and a density cutoff of 680 eV (50 Ry). The core
electrons were described by Vanderbilt type ultrasoft pseudopo-
tentials [38]. The exchange-correlation potential was described us-
ing the RPBE generalized gradient approximation self-consistently
[39]. For the Au{532} surface, a 4× 4× 1 Monkhorst–Pack k-point
sampling was applied in the irreducible Brillouin zone. The sur-
face was modeled by a 1 × 1-{532} unit cell containing 24 Au
atoms with periodic boundary conditions, which corresponds to
three close-packed layers. The top most layer and the adsorbents
were allowed to fully relax. The O2 adsorption energy was calcu-
lated relative to the experimentally obtained formation energy of
H2O from O2 and H2 [40]. This avoids diﬃculties associated with a
DFT treatment of the O2 triplet state in the gas phase [41].
Thermodynamic analysis was carried out using the total en-
ergies obtained from the DFT calculations. It is then possible to
obtain free energies by augmenting the DFT total energies with
the thermodynamics of a classical ideal gas [42]. For a gas-phase
species X at temperature T and pressure p, the Gibbs free energy
GX(p, T ) is given by
GX(p, T ) = EX + EZPE + H(T ) − T S(T ) + RT ln(p/p0), (1)
where EZPE is the zero point energy, H(T ) denotes the enthalpy
change due to raising the temperature from 0 K to T , S(T ) is the
entropy at T , R is the universal gas constant, and p0 denotes the
standard pressure (taken to be 1 bar).
The potential energy of an adsorbed species X∗, EX, is given by
E∗/X∗ − E∗ , where E∗ is the energy of the clean surface and E∗/X∗
is the energy of the adsorbate and the surface system. In order to
calculate the free energy of this species, we neglect the pressure
term, so that the enthalpy change is replaced by the change in
internal energy. This leads to the following expression for the free
energy GX(p, T ):
GX(p, T ) = EX∗ + EZPE + U (T ) − T S(T ). (2)
The forward rate constant for a reaction i may then be ex-
pressed in terms of the Gibb’s free energies as ki = vi exp[−G/
RT ], where G =∑X∈P GX −∑X∈R GX is the difference of the
total Gibb’s free energy of the products P and reactants R for re-
action i, and R is the universal gas constant. The pre-exponential
factor in units of s−1 is vi ≡ kBT /h, where kB is Boltzmann’s con-
stant.
The DFT energies for the adsorbed species EX∗ as well as the
activation barriers are given in Table 1. For the N2O adsorption
energy, we have used the experimental value given in Ref. [43].
2.5. Microkinetic model
Using the notation of Ref. [44], we may express any heteroge-
neous catalysis reaction in the form
R(g)
∗→ P(g), (R5)
where R(g) denotes the gas phase reactants, “∗” the active sites on
the catalyst, and P(g) the products in the gas phase. If we assume
a Langmuir–Hinshelwood mechanism for the reaction kinetics, we
may write the elementary steps in the form
X(g) + ∗À X∗, ∀X ∈R, (R5a)
R∗ rds→ P(g) + ∗. (R5b)






where ΘX∗ is the fractional coverage of species X on site “∗”, and
k+rds is the rate constant for the forward rate, which we assume
dominates the total reaction rate.
Assuming the difference in zero point energies of the prod-
ucts and the reactants EZPE is much smaller than the activation
barrier Ea[rds], and the entropy of the adsorbed species is much
smaller than that of the species in gas phase, SX∗ 
 SX(g) , we may












Since the adsorption steps are assumed to occur in equilibrium,
the net rate






pXΘ∗ = KX∗ pXΘ∗, (6)
where pX is the gas phase pressure of species X, while KX∗ is the
ratio of the forward to backward rate constants. This may be ex-
pressed explicitly in terms of the adsorption energy Eads[X] and
gas phase entropy SX(g) of species X as
KX∗ ≈ exp
[




where we again assume SX∗ 
 SX and EZPE is much smaller than
the adsorption energy of species X.
3. Results
3.1. Preliminary investigations
We shall ﬁrst focus on the thermodynamically unstable N2O,
when it is applied to the catalyst and to the bare support material
only. At temperatures below 160 ◦C no dissociation of N2O could
be measured on either Catalyst B, Catalyst C or bare TiO2 (Degussa
P25). However, in the presence of a reducing agent, e.g. H2 or CO,
N2O could be reduced over the catalysts, but not over the bare
support material [31].
Additionally, CO and O2 were applied to bare TiO2 in a stoi-
chiometric ratio of 2:1 to check whether (R2) proceeds on the bare
support. This was not the case.
3.2. TEM investigation on changes in particle size
Prior to discussing individual reactions, we will ﬁrst analyze
TEM images of the catalysts (cf. Fig. 2) to evaluate the inﬂuence
of pretreatment and catalytic reactions on the gold particles. Nu-
merical values for the change in particle size of each catalyst are
summarized in Table 2.
The TEM images in Fig. 2a show typical images of Catalyst A
from its state as supplied (i), its state after the pretreatment (ii)
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Fig. 2. Bright ﬁeld TEM images of TiO2 supported gold particles of Catalyst A (a), Catalyst B (b) and Catalyst C (c), as they were supplied/prepared (i), after the pretreatment (ii)
and after catalytic reactions (iii). A summary of the change in particle size may be found in Table 2. The scale bars correspond to 10 nm in each image.
Table 2
Average TiO2 supported gold particle size d in nm, as determined by TEM, before











Catalyst A 1.02 wt% 62.22 μg 2.3± 0.6† 2.6± 0.6 3.6± 0.8
Catalyst B 1.56 wt% 63.96 μg 3.4± 0.8† 3.8± 1.1 5.7± 3.4
Catalyst C 1.60 wt% 54.00 μg 13.3± 6.5‡ 16.2± 6.6 16.2± 6.6
and its state after catalytic reactions (iii). The particles may poten-
tially sinter during storage. However, this was not the case, since
the average of the particle size in (a) (2.3± 0.6 nm), based on TEM
images of 97 particles, is consistent with that stated by the sup-
plier (2.0 nm). The particles appear predominately in a truncated
cuboctahedron shape. Following the pretreatment, the average par-
ticle size was determined to be 2.6 ± 0.6 nm. The particles them-
selves were still well dispersed on the support, as can be seen in
Fig. 2a(ii). Following the catalytic reactions, the gold particles were
sintered to 3.6± 0.8 nm.
The size of the gold particles from Catalyst B stated by the sup-
plier (3.3 nm), was also conﬁrmed, as may be seen in Fig. 2b(i).
Fig. 2b(ii) shows the particles observed after pretreatment, which
were only slightly larger. However, after reactions the gold parti-
cles’ size increased signiﬁcantly, cf. Fig. 2b(iii).
Fig. 2c shows Catalyst C, which was formed in-house. Already
during preparation, the gold particles sintered from 5.0 nm, as
supplied in solution, to 13.3±6.5 nm and formed truncated cuboc-
tahedrons. The pretreatment led to further sintering, with the av-
erage particle size becoming 16.2 ± 6.6 nm. This catalyst did not
show any further changes in size after catalytic reactions.
Table 3
Apparent activation energies in kJmol−1 for CO and H2 oxidation by O2 and N2O,
with an uncertainty of ±2 kJmol−1.
Ea (kJmol−1) Catalyst A Catalyst B Catalyst C
CO+ 12 O2 36 (36.4) 38 60
CO+N2O 37 (37.5) 40 60
H2 + 12 O2 38 38 61
H2 +N2O 39 40 60
Note. Theoretical values obtained using the microkinetic model in the low tempera-
ture regime are also provided in parentheses for Catalyst A.
3.3. Steady-state activity measurements
Fig. 3a shows Arrhenius plots for (R1)–(R4) on Catalyst A. Sur-
prisingly, the activation energies obtained were all approximately
37 kJmol−1, as may be seen from the parallel linear ﬁts. Table 3
summarizes these and the following activation energies. However,
for CO oxidation the reaction rate differs by a factor of 2.7, when
comparing the different oxidation agents with each other. For H2
oxidation, the catalyst behaves similarly. The linear ﬁts run par-
allel and the reaction rate differs by 3.2. On the Au particles of
Catalyst B, which were sintered to 5.7 nm, the trend depicted on
Catalyst A continues, but is even more distinct, as shown in Fig. 3b.
There is approximately one order of magnitude between the rates
of CO oxidation and for H2 oxidation, using N2O and O2, respec-
tively.
For CO oxidation by O2 on Catalyst B, the reaction rate was
found to reach a maximum at about 80 ◦C, cf. Fig. 3b. One rea-
son for this may be that the catalyst was operated under mass-
transport controlled conditions, e.g. when too little active material
has been used. On the other hand, this may also be due to CO
or O2 desorption. Despite this, the parallel running ﬁts of the
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Fig. 3. Arrhenius plots of the activation energies for the four reactions on TiO2 sup-
ported gold particles of Catalyst A (a), Catalyst B (b) and Catalyst C (c): CO + 12 O2
("), CO+N2O (Q), H2 + 12 O2 (!) and H2 +N2O (P). An overview of the activation
energies is given in Table 3.
Arrhenius plots again indicate similar activation energies around
39 kJmol−1, as shown in Table 3. These two catalysts where active
even at room temperature, although O2 was a signiﬁcantly better
oxidizing agent. For (R1), N2 released from N2O could be balanced
with the CO2 formed, indicating that the CO2 does not originate
from other sources.
Fig. 3c shows Arrhenius plots for Catalyst C and demonstrates
that on this catalyst N2O is the better oxidizing agent for CO,
whereas no difference in rate could be found for H2 oxidation. A
very similar apparent activation energy of about 60 kJmol−1 was
again found for all the four studied reactions. On these large par-
ticles an onset of conversion could not be observed below 80 ◦C.
3.4. Theoretical results
It has recently been shown that for small Au nanoparticles
(d . 5 nm) at 273 K, experimentally obtained CO oxidation rates
follow a d−3 relationship, independent of the support material
used [6,11,19]. This strongly suggests that corner sites are the ac-
tive sites on small gold nanoparticles, in agreement with recent
DFT studies [11,18]. By extrapolating the linear ﬁt of our CO oxida-
tion rate measurements for Catalyst A to 273 K, cf. Fig. 3a, we ﬁnd
an estimated reaction rate of approximately 66 μmol g−1 s−1 for
d ≈ 3.6 nm. This agrees well with the d−3 relationship of Nørskov
et al. [6], where a ﬁt to data from over 60 different sources on
ﬁve different supports is presented. This is not altogether surpris-
ing, since this ﬁt was generated by assuming the gold nanoparticle
Fig. 4. Arrhenius plot of the rds turnover frequency frds in kBT /h ≈ 1013 s−1 for CO
oxidation by N2O on Au{532} (blue dashed line) and by O2 on a Au12 cluster (black
dash-dotted line) as obtained from the microkinetic model using the DFT transi-
tion state structures depicted above [30]. The apparent activation barriers (red solid
lines) in the low temperature regime (T < 350 K) are shown for ease of comparison
with Fig. 3, and listed in Table 1.
shape is the top half of a regular cuboctahedron, as is the case for
our catalysts cf. Fig. 2.
On the other hand, the reactivity of the Au–TiO2 interface intro-
duces a d−2 correction term to the reaction rate, which becomes
important for larger gold nanoparticles similar to Catalyst C. How-
ever, due to the computational complexity of properly treating the
Au–TiO2 interface for large nanoparticles, we shall restrict consid-
eration to reactions which occur on the corner sites of the Au
particles.
We begin by ﬁrst considering CO oxidation using N2O. It has
been generally accepted that the reaction kinetics for CO oxidation
over a metal surface follow the Langmuir–Hinshelwood mecha-
nism. According to this, the elementary steps of adsorption and
desorption are in equilibrium, and (R1) may be written in terms of
the following elementary steps:
CO(g) + ∗À CO∗, (R1a)
N2O(g) + À N2O, (R1b)
CO∗ +N2O rds→ CO2(g) +N2(g) + ∗ + . (R1c)
Here we have assumed that CO and N2O adsorb on different cor-
ner sites, denoted by “∗” and “” respectively. This is clearly the
case for CO oxidation, as may be seen from the transition states
depicted in the insets of Fig. 4.
Since we found N2O does not dissociate spontaneously on gold,
as has also been reported by Gluhoi et al. [31], we assume this
reaction requires adsorbed CO∗ as a reducing agent. However, the
overall barrier for (R1c) should still be the same as for CO oxida-
tion with atomic O. On the other hand, the desorption of both N2
and CO2 should occur spontaneously.
To model the corner sites of a gold nanoparticle for reaction
(R1c), we have chosen a Au{532} surface, which consists of both
B5 and kink sites. This allows atomic O to adsorb on the preferred
B5 sites while CO adsorbs on the kink sites. This is depicted in
the Au{532} transition state for (R1c), shown in the lower inset
of Fig. 4. Since the Au12 cluster model of a corner site [30] does
not include B5 sites for atomic O adsorption, it yields an activation
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barrier for (R1c) twice that found for the Au{532} surface. For this
reason, the Au12 model should not be used to model (R1c).
Employing the microkinetic model described above, the turn-
over frequency for the rate determining step (rds) frds in s−1, may
then be approximated by
frds ≈ kBTh
KCO∗ KN2O pCOpN2O
(1+ KCO∗ pCO)(1+ KN2O pN2O)
× exp
[




where KCO∗ and KN2O are given in (7). The required activation
and adsorption energies for the Au{532} surface are provided in
Table 1 and the temperature dependent gas phase entropies are
interpolated using data from Ref. [36].
Fig. 4 shows the temperature dependence of the turnover fre-
quency frds, for the rds of CO oxidation by N2O on Au{532}. We
found frds follows an Arrhenius-like behavior in the low temper-
ature regime (T < 350 K). However, at higher temperatures the
turnover frequency decreases with increasing temperature, with an
apex at T ≈ 360 K.
When using O2 instead of N2O to oxidize CO, we may again as-
sume a Langmuir–Hinshelwood mechanism, so that the elementary
steps for (R2) may be written as
CO(g) + ∗À CO∗, (R2a)
O2(g) + À O2 , (R2b)
CO∗ +O2 rds→ CO∗2 + O, (R2c)
CO∗ +O ⇒ CO2(g) + ∗ + , (R2d)
where “∗” and “” denote active sites for CO and O2 respectively,
on the Au particle.
Since O2 is known not to dissociate spontaneously on gold
nanoparticles [45], we assume CO is oxidized directly by O2 (R2c),
as discussed in Refs. [30,46]. We further assume (R2c) is the rate
determining step, so that (R2d) occurs relatively quickly. This is
justiﬁed in the case of high CO coverages, since CO2 will quickly
desorb from the surface.
To model the gold nanoparticle corner sites for reaction (R2c),
we have used the Au12 cluster model described in Ref. [30]. As
seen in Table 1, such a model yields much higher adsorption ener-
gies, particularly for O2. This is necessary to correctly model (R2c)
on gold nanoparticles. As shown in the upper inset of Fig. 4, the
transition state for (R2d) on the Au12 cluster model has the O2
molecule strongly adsorbed on the corner site, while CO is ad-
sorbed on the edge.





(1+ KO2 pO2 )(1+ KCO∗ pCO)
× exp
[




where KCO∗ and KO2 are given in (7). The necessary activation
and adsorption energies for the Au12 cluster model are provided
in Table 1 and the temperature dependent gas phase entropies are
interpolated using data from Ref. [36].
The temperature dependence of frds for CO oxidation by O2 on
Au12 is shown in Fig. 4. We again found frds has an Arrhenius
behavior in the low temperature regime (T < 350 K). As with N2O,
we found at higher temperatures the turnover frequency decreases
with increasing temperature, with an apex at T ≈ 370 K.
4. Discussion
Table 3 shows the overall trend in apparent activation energies
for the reactions measured on Catalysts A, B and C. First, there is a
clear size dependence trend from large gold particles with less re-
activity to the signiﬁcantly more reactive smaller ones for all the
reactions studied. Second, there is very little difference in the ap-
parent overall activation barrier for CO or H2 oxidation, irrespective
of the oxidizing agent used. This is seen for both experimental
and theoretical apparent activation barriers, which are in quanti-
tative agreement for Catalyst A (d. 5 nm), in the low temperature
regime (T < 350 K), as shown in Table 3. However, there is little
correlation between the experimental reaction rate and theoretical
turnover frequency for the larger Catalyst C. This may be expected,
as for larger Au nanoparticles (d& 10 nm), the bulk gold properties
may begin to dominate, so that a cluster-based theoretical model
is no longer applicable.
Clearly it would be desirable to get a direct comparison be-
tween measured rates and calculated turnover frequencies. How-
ever, such a comparison requires atomic resolution characterization
of the particles in question. Given the large dispersity in particle
size for our catalysts we are unable to provide such experimental
detail. However, it should be born in mind that the trends for the
theoretical turnover frequency should match those of the experi-
mental rate, as shown in Table 3.
We shall ﬁrst focus on CO oxidation using N2O according to
(R1). From the preliminary investigations it may be concluded that
in the absence of a reducing agent, the dissociation of N2O is in-
hibited. This may be accounted for by the very weak Au–N2O bond
which leads to rapid desorption of N2O [31]. However, this reac-
tion changes the overall entropy of the system only slightly, since
one diatomic and one triatomic species both adsorb and desorb
from the surface in (R1). This means that although there is only
a small N2O coverage, for high CO coverage experiments the reac-
tion rate should be signiﬁcant. On the other hand, as seen in Fig. 4,
at higher temperatures (T > 350 K) CO begins to desorb from the
surface and the turnover frequency begins to decrease at higher
temperatures (T > 360 K). We were unable to verify this experi-
mentally since we found gold particle sintering began to occur in
this temperature range, as shall be discussed later.
For the case of CO oxidation by O2 according to (R2), there is a
signiﬁcant loss of entropy in the overall reaction, as three diatomic
species adsorb, but two triatomic species desorb. Thus a high O2
adsorption energy is required for the reaction rate to be signiﬁcant.
As this is the case for small gold nanoparticles and the Au12 cluster
model for a corner site, we employ this model for (R2). Even so,
we ﬁnd at higher temperatures (T > 370 K) the reaction rate de-
creases signiﬁcantly as both O2 and CO begin to desorb from the
gold nanoparticle. This may be seen in the reaction rate plots for
CO oxidation by O2 on Catalyst B, shown in Fig. 3. Here, the reac-
tion rate begins to ﬂatten at about 370 K, in agreement with the
theoretical turnover frequency shown in Fig. 4.
Besides the activity, stability is the next most important prop-
erty of an industrial catalyst. With a view on the gold loading of
the catalysts used, noted in Table 2, it seems clear that small par-
ticles with a high loading are more likely to sinter than with lower
loadings. One reason for this is that due to the low melting point
of gold [47,48] or quasi-melting [49], gold particles already be-
come mobile at only slightly elevated temperatures. The larger the
particles at a constant loading are, the fewer particles are on the
support, and the larger is the distance to their nearest neighbor.
Fig. 2 illustrates the sintering for different gold particle sizes
during the pretreatment, when comparing image (i) with image
(ii), as well as during the activity measurements. Since the activity
measurements were performed in a sequence (as described above),
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the change in particle size may be related to 40 ◦C more in heat
applied than for the catalytic reactions driven on Catalyst B.
Catalyst A was not heated more than the pretreatment required.
This means that the sintering on this catalyst is related only to
how the reactions proceeded. Across the general observations pub-
lished regarding CO oxidation on TiO2 supported gold using O2 as
an oxidizing agent, sintering of nanoparticulate gold has not been
reported. Gold nanoparticles have also been found to be a stable
catalyst in the presence of H2 and H2O [50]. This suggests that the
sintering observed on Catalyst A is related to the supply of N2O.
In contrast, the particles of Catalyst C did not signiﬁcantly sinter,
even though the maximum temperature was 80 ◦C higher than the
temperature of the pretreatment.
5. Conclusions
We have investigated two different reactions on three TiO2 sup-
ported gold catalysts with two different oxidizing agents. Experi-
mental results for CO oxidation on Catalysts A and B agree with
both our theoretical model and the literature, following the d−3
trend advocated by Nørskov et al. [6]. However, for Catalyst C we
found more bulk-like behavior.
Based on our theoretical model, we ﬁnd oxidizing CO by N2O
involves a CO–O transition state, with atomic O adsorbed on the
gold B5 sites and CO on the corners. On the other hand, CO ox-
idation by molecular O2 occurs via a different reaction pathway,
which instead involves a meta-stable intermediate CO–O2. In this
case, O2 is strongly adsorbed on gold corner sites while CO is ad-
sorbed on the nearby edge sites (cf. Fig. 2).
However, although the two oxidizing agents used proceeded via
different reaction pathways on different active sites, the apparent
overall activation barriers obtained from both theory and experi-
ment were found to be the same. From experiment, we found that
H2 and CO oxidation proceed similarly, with common activation
barriers and rate enhancements when comparing oxidizing agents.
Additionally, from our TEM analysis we conclude that N2O ox-
idation may promote sintering of Au nanoparticles on TiO2, since
signiﬁcant sintering has not been found for CO and H2 oxidation
on gold nanoparticles using O2 [27,50].
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Using density functional theory calculations, we study trends in the CO oxidation activity for different metals
and surfaces. Specifically, we show how the activity of (111) close-packed surfaces, (211) stepped surfaces,
(532) kinked surfaces, 55 atom cuboctahedral clusters, and 12 atom cluster models changes with the coordination
number of atoms at the active sites. This effect is shown to be electronic in nature, as low coordinated metal
atoms, which bind reactants most strongly, have the highest energy metal d states.
Introduction
The CO oxidation reaction, CO+ 1/2O2 f CO2, often serves
as a prototypical reaction in heterogeneous catalysis. Its
importance is exemplified by its use to remove toxic CO from
the exhaust of motor vehicles, where Pt, Pd, and Rh are the
catalysts of choice.1,2 Yet the reaction is relatively simple, with
only two reactants and one product. For these reasons it is very
well studied, both experimentally3–13 and theoretically.14–18 The
CO oxidation reaction has also served as a test reaction in the recent
exploration of the catalytic activity of nanoparticle Au.8,9,18–31
Interestingly, small Au nanoparticles (d j 5 nm) were found to
be catalytically active, whereas larger Au particles and close-packed
extended surfaces are much less so. This has been variously at-
tributed to quantum size effects,8 support interactions,22,23,32 charge
transfer,24,25,33 and the role of low-coordinated sites.14,17,26–30,34
Unlike most previous studies of the CO oxidation reaction,
we will concentrate in the present paper on the broad trends in
reactivity. We will use density functional theory (DFT) calcula-
tions to describe the variation of bond energies and activation
energies with metal and surface structures. As we are interested
in broader trends, we have chosen not to consider coverage
dependence or surface oxidation at certain conditions.1 Instead,
we will compare metals under idealized conditions where the
surface coverages are optimal. While these conditions may not
be realizable in practice, the present work may be viewed as a
comparison of the intrinsic catalytic activity of different metals
(in their metallic states) and different surface structures.
We begin with a short description of the structure models
and calculation method used. This is followed by an introduction
to the microkinetic model and Sabatier analysis used to compare
reaction rates for different metals. We will show that to a first
approximation the rate is a volcano-shaped function of the
adsorption energy of O and CO. In so doing, we extend and
elaborate on the work started in ref 35. By calculating the
volcano function for various stepped and kinked surfaces as
well as for nanoparticles, we show that the peak location does
not depend strongly on the surface geometry. However, the rate
itself is strongly dependent on the geometry. This is because
the adsorption energies, and hence the activation energies, are
geometry dependent. It spite of its simplicity, this analysis yields
results in qualitative agreement with available experimental data,
including the special catalytic activity of Au nanoparticles. This
model also provides a simple picture of geometrical effects in
the CO oxidation reaction. Finally, we use these calculations
to identify the electronic origin of the structure dependence of
the chemical activity.
Method
Surface Structures. Surface geometry is known to play an
important role in the catalytic properties of metals. Here we
compare the catalytic activity of the five different surface
structures shown in Figure 1a-d. We begin by studying the
activity of a close-packed surface (111), a stepped surface (211),
and a surface with both steps and kinks (532). To better describe
highly under-coordinated surface structures, we also study a 12
atom cluster chosen to model a sharp corner on a large
nanoparticle with the metal atoms kept fixed at the bulk lattice
* To whom correspondence should be addressed. E-mail: norskov@
fysik.dtu.dk.
Figure 1. Structural schematics and lowest coordination number NC
for the (a) Au (111) close-packed surface, (b) Au (211) stepped surface,
(c) Au (532) kinked surface, and (d) Au 55 atom cuboctahedral cluster
and Au 12 atom cluster corner model.
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constant values (M12). Further, to describe the influence of
decreasing size on adsorption energies we have used a “magic size”
55 atom cuboctahedral cluster model. Although not necessarily
the most stable structure, cuboctahedral Au and Pt clusters have
been found experimentally.36–38 Also, unlike other cluster types,
such as icosahedral, cuboctahedral clusters have a bulk fcc
structure. This aids in the comparison of energies and occupation
sites with those for bulk surface structures.
Calculation Method. Adsorption, transition state, and gas
phase energies are calculated using the plane wave DFT code
DACAPO.39 Kohn-Sham one-electron valence states are ex-
panded in a basis of plane waves with kinetic energies up to 30
Ry. Vanderbilt nonlocal ultrasoft pseudopotentials are used to
describe the core electrons. The exchange-correlation (xc)-
energy is described employing the RPBE generalized gradient
correction self-consistently.39
For all surfaces, a 6 × 6 × 1 Monkhorst-Pack k-point
sampling in the irreducible Brillouin zone was used. The
occupation of the one electron states was calculated at a
temperature of kBT ) 0.1 eV, and all energies were extrapolated
to T ) 0 K. Lattice constants have been determined by separate
calculations on the bulk metals. The (111) surfaces were
modeled by (2 × 2) surface unit cells with slab thicknesses of
four layers and the two topmost layers were allowed to fully
relax. The (211) and (532) surfaces were modeled by (2 × 1)
and (1 × 1) surface unit cells, respectively, with three close
packed layer slabs, where only the topmost layer was allowed
to relax. For all types of surfaces, the neighboring slabs are
separated by more than 10 Å of vacuum. For both cluster
structures, Γ point calculations were performed within unit cells
with J10 Å of vacuum between structures, with a Fermi
temperature of kBT ) 0.01 eV. All of the atoms in the 12 atom
clusters were kept fixed in order to mimic the geometrically
constrained corner of a larger particle, with a lattice constant
corresponding to the bulk value. On the other hand, the M55
cluster has a realistic nanoparticle structure,36–38 so all atomic
positions were relaxed.
We have included energy corrections for the adsorption of
CO to avoid the overbinding of CO by DFT, which yields lower
binding energies on bridge sites than atop sites, in contradiction
to experiment.40 Oxygen adsorption energies are calculated
relative to the O2 energy from H2O splitting using the
experimental reaction energy and that for H2 and H2O in the
gas phase.41 This avoids difficulties associated with a DFT
treatment of the triplet state of gas phase O2.42
Microkinetic Modeling. In order to link the calculated
adsorption energies and activation energies with catalytic
activity, we will employ a simplified microkinetic model, built
on the analysis presented in ref 35. Such a model, based on
adsorption energies and activation barriers for Au corner sites,
has recently been shown to quantitatively reproduce the tem-
perature dependent reactivity of Au nanoparticles.31
A simplified kinetic treatment, termed the “Sabatier analysis”,
is used to estimate reaction rates.43 In this analysis, the coverages
of free sites and adsorbed species are assumed optimal for each
reaction step. Although this may not be realizable under
experimental conditions, the Sabatier rate yields an exact upper
bound so long as the state of the surface does not change due
to oxidation or reconstruction. The Sabatier analysis thus
provides a measure of the intrinsic ability of a metal surface to
catalyze a given reaction.
We begin by assuming a Langmuir-Hinshelwood type
mechanism for CO oxidation, so that the reaction may be
described using the following elementary steps:
Here we have assumed that reactions R1 and R2 have reached
equilibrium, so that the net rates r1 ≈ r2 ≈ 0. Overall, the
Sabatier rate for CO2 production is the sum of the rates for
reactions R4 and R5. However reaction R4 is limited if no
atomic oxygen is present from reactions R3 or R5. On the other
hand, reaction R5 will be limited by a poisoning by atomic
oxygen of the catalyst, and can therefore not be faster than
reaction R4. Hence the overall reaction rate according to the
Sabatier analysis is then
since the rates for reactions R3-R5 will be maximized if we
consider only the forward rates ri+.
Following the procedure outlined in ref 35, the forward rates
are given by
where θCO, θO2, θO, and θ* are the coverages of CO, O2, O, and
unoccupied sites respectively. Note that we have assumed the
rate for (R4) is independent of the O coverage, which was shown
to give a good approximation to the fully self-consistently solved
microkinetic model in ref 35. The rate constant ki for the
elementary reaction step, i, is given by
where νi is the prefactor, Eai is the activation barrier for the
reaction, ∆ZPEai is the zero-point energy change, ∆Sai is the
entropy change, kB is the Boltzmann constant, and T is the
temperature. We assume the prefactors are metal independent,
so that νi ) kBT/h, and that the change in zero-point energy is
negligible compared to the activation barrier (∆ZPEai , Eai).
Further, we assume the entropy of adsorbed species is much
smaller than that in the gas phase (Sads , Sgas), so that ∆Sai ≈
-Sgas for adsorption/desorption, where gas phase entropies are
taken from ref 44. Activation barriers are found as the energy
difference between the transition and initial state, (Ea ) max
(ETS - EIS,0)).
Since reaction steps R1 and R2 are assumed to be in
equilibrium, the coverages of CO and O2 satisfy θCO ) K1pCOθ*
and θO2 ) K2pO2θ*. The coverage of unoccupied adsorption sites
CO + * T CO* (R1)
O2 + * T O2* (R2)
O2* + * T 2O* (R3)
CO* + O* T CO2 + 2* (R4)
CO* + O2* T CO2 + O* + * (R5)












ki ) νi exp[-∆GaikBT ]
) νi exp[-(Eai + ∆ZPEai - T∆Sai)kBT ]
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is then
where we have assumed θO , θCO, θO2, and θ*, which provides
upper bounds for the respective coverages. Here pCO and pO2
are the partial pressures of O2 and CO in the gas phase, and the
equilibrium constants Ki ) ki+/ki- are determined from Ki ) exp
(-(∆Ei - TSi)/(kBT)), where ∆Ei is the chemisorption energy
of CO, O2, and O respectively.
Results and Discussion
Scaling Relations. Our goal is to use the calculated adsorp-
tion energies and activation energies to study trends in catalytic
rates. Therefore we begin by studying trends in these energies.
We will show how scaling relations between different adsorption
energies and between activation energies and adsorption energies
(Brønsted-Evans-Polanyi (BEP) relations) limit the number
of independent variables characterizing a particular metal and
structure.45
In Figure 2a-d, scaling relations obtained for the CO
oxidation reaction on the different surface structures of transition
and noble metals are shown. In Figure 2a, we present the linear
scaling between the adsorption energy of O2 and atomic oxygen,
O. Further, we obtain BEP relations in Figure 2b-d showing a
linear scaling between the adsorption energies of CO and O,
ECO and EO, and the transition state energy for reactions R3-R5.
In general, the data falls into families of linear relations, with
one approximately linear relation for each structure of the
catalyst. The differences in the lines reflect the structure-
dependence of the different adsorption energies and reaction
barriers. For the CO + O and CO + O2 reactions the different
BEP lines are nearly indistinguishable. This implies that
geometrical effects may be neglected. Note that even if there is
only one BEP line for a particular elementary reaction for all
structures, there are still large differences in the adsorption and
hence the activation energy for a given metal from one structure
to the next. For instance, for Au the CO adsorption energy varies
by ≈1.0 eV from the (111) surface to the M12 cluster.
The linear relations shown in Figure 2 mean that of the
original six metal-dependent variables (ECO, EO2, EO, ETS3, ETS4,
and ETS5) only two are independent. We choose for these two
independent variables ECO and EO. We may thus calculate the
Sabatier rate for CO oxidation as a function of these two
parameters alone for each of the structures studied. This means
that we rely on the linear relations in Figure 2 in the kinetics.
These relations are not exact, but they clearly describe the trends
for metals and structures quite well. We suggest that this
provides a good basis for a study of trends in the catalytic
activity.
Volcanoes. Figure 3a-d shows the Sabatier activity AS )
kBT ln (rS/kBTh-1) as a function of the adsorption energies of
CO and O for the close-packed (111), stepped (211), and step-
kinked (532) surfaces as well as for the M12 cluster. A 2D
volcano results with a maximum for a particular value of ECO
and EO, which represents the adsorption properties of the best
catalyst. Note that the CO adsorption energy on Pd(111) has
been corrected from the value reported in ref 35. An important
observation is that in spite of the differences in the scaling
relations in Figure 2, the volcanoes are all very similar for a
given temperature. In particular, the position of the maximum
in terms of ECO and EO hardly changes from one structure to
the next. One reason for this structure independence is related
to the relevant energy scale. It may be seen in Figure 3 that the
maxima are quite broad. The width of the maximum, defined
as the width of the contour where the rate is 1 order of
magnitude lower than the maximum, is on the order of 0.5 eV.
This gives a certain insensitivity of the results to the details of
the energetics.
For each structure we have shown in Figure 3, the position
of the different metals is defined by their (ECO, EO) coordinate.
It should be observed that the Au point moves closer to the
maximum in the order (111)f (211)f (532) · · (M12), while
the Pt and Pd points move away in the same order. This is made
even clearer in Figure 4, where we show how the (ECO, EO)
points for different structures wander on an average of the
different volcanoes. Here we have also added the points (ECO,
EO) for the Pt55 and Au55 clusters. They clearly adhere very
well to the same trends.
There are two main conclusions from this analysis. First, the
rate of CO oxidation (under the idealized conditions considered
here) is a clear function of the local geometry. At the low
temperature conditions considered in Figure 3, Au steps, kinks,
and small particles have a higher calculated rate than the close-
packed surface.14 This is in good agreement with experimental
observations.31 We note here that additional effects due to
supports may also contribute to the enhanced catalytic activity
of small Au particles. The present calculations suggest that there
is also an intrinsic size dependence relating to the availability
of the most reactive structures involving low-coordinated Au
atoms. For the other metals there is also a dependence on size.
At low temperature it is quite weak for Cu and Ag, and stronger
for Pd and Pt. For the latter two metals the trend is that the
intrinsic activity decreases with decreasing particle size. At
higher temperatures the CO oxidation rate is largest on these
metals. The increased temperature shifts the top of the volcano
to stronger adsorption energies, hence in the direction of the
platinum metals. Such effects have been observed both experi-
mentally and theoretically.46–49 This effect on the reactivity is,
Figure 2. The scaling and BEP relations for (111) surfaces (b, s
[black]), (211) surfaces (9, - - - [red]), (532) surfaces ([, - · - [green]),
and M12 clusters (2, · · · [blue]). (a) The scaling of the O2 adsorption
energy EO2 with the O adsorption energy EO. (b) Calculated transition
state energies for O2 dissociation ETS3 (R3) as a function of O adsorption
energy EO. (c) Calculated transition state energies for adsorbed CO
reacting with adsorbed O ETS4 (R4) as a function of the sum of the O
and CO adsorption energies, EO + ECO. (d) Calculated transition state
energies for adsorbed CO reacting with adsorbed O2 ETS5 (R5) as a
function of the sum of the O and CO adsorption energies, EO + ECO,
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however, quite weak. For platinum metals, the reaction rate for
small nanoparticles may still be higher due to a significantly
larger surface area per unit mass of catalyst. Additionally, mass
and heat transfer could play an important role.
The other conclusion is that the main effect behind the
structure variation is related to the strength of the adsorbate-
metal bond at different structures. This effect is not geo-
metrical, since the volcanoes for different structures are not
very different. Rather it is connected to the variation in the
bond strength of the different adsorbates as the structure is
changed.
Electronic Effects. It was shown above that the structure-
induced change in the intrinsic catalytic activity for CO
oxidation on a number of metals is determined by the structure
dependence in the adsorbate-surface interactions. We will now
discuss the electronic origin of this effect.
In Figure 5 we show the variation in the adsorption energy
of O and CO with the d-band center of the surface atoms. The
d-band center is the average energy of the d states. Here it is
defined as the density of states of the metal atoms to which CO
and O bind, projected onto the d states of these metal atoms.
The energy is taken relative to the Fermi energy. According to
the d-band model50 the strength of the adsorption bond should
increase as the d states are shifted up in energy. This is also
what is observed in Figure 5, for both the Pt and the Au clusters.
The effect is stronger for Pt, since here the d states are higher
up in energy and the bond strength is larger. The results illustrate
the simple rule of thumb that the lower the metal coordination
Figure 3. Contour plot of the Sabatier activity AS ) kBT ln(rS/kBTh-1) in eV at (top) low temperature (T ) 273, pO2 ) 0.21 bar, pCO ) 0.01 bar)
and (bottom) high temperature (T ) 600 K, pO2 ) 0.33 bar, pCO ) 0.67 bar), as a function of the CO and O adsorption energies on the (a) (111)
surfaces (b, black), (b) (211) surfaces (9, red), (c) (532) surfaces ((, green), and (d) M12 clusters (2, blue). The values for several elemental
metals are shown. The activity is calculated under typical experimental conditions for gold nanoparticles.
Figure 4. Contour plot of the “average” Sabatier activity AS ) kBT
ln(rS/kBTh-1) in eV at (top) low temperature (T ) 273 K, pO2 ) 0.21
bar, pCO ) 0.01 bar) and (bottom) high temperature (T ) 600 K, pO2
) 0.33 bar, pCO ) 0.67 bar) from Figure 3 as a function of the CO and
O adsorption energies on (111) surfaces (b, black), (211) surfaces (9,
red), (532) surfaces ((, green), M12-clusters (2, blue), and M55-clusters
(3, magenta). The values for several elemental metals are shown. The
activity is calculated under typical experimental conditions for gold
nanoparticles.
Figure 5. Adsorption energy ECO and EO versus d-band center for
(111) surfaces, (211) surfaces, (532) surfaces, and M12 clusters of (a)
Au (open black square, open red circle) and (b) Pt (solid black square,
solid red circle).
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number, the higher the d states are in energy, and the stronger
they interact with adsorbates.
Conclusion
The main conclusions of the present computational study
are the following. For the CO oxidation reaction over a range
of metal surfaces, we have shown that the scaling relations
between different adsorption energies and between activation
energies and adsorption energies are structure dependent. By
studying different close-packed, stepped and kinked surfaces
as well as very small clusters, we have shown that the main
difference in catalytic activity between different surface
geometries is related to the “openness” of the surface. More
precisely, the coordination number of metal atoms at ac-
tive sites provides this structure dependence. By including
the stepped and kinked surfaces, we have filled the gap
between close packed surfaces and nanoparticles discussed
in ref 35. Further, the activity is found to be a quasicontinuous
function of the openness of the surface. We have also
provided detailed evidence that this effect is electronic in
nature: the low coordinated metal atoms that bind the
reactants most strongly have the highest energy metal d states.
The present analysis has been explicitly aimed at understand-
ing trends in reactivity for different metals and surface structures.
As such, we have not included coverage effects, particularly
the effects of high oxygen coverage and oxidation. Only the
intrinsic metal activity has been studied.
The results of the present analysis may be used to
understand structural effects in supported catalysts. Since the
number of low coordinated metal sites is a strong function
of particle size, the geometrical effects studied here will
translate directly into particle size effects for supported
catalysts. The finding that the catalytic activity of Au atoms
increases strongly as the metal coordination number of the
Au atoms decreases may provide part of the explanation for
the unusually high catalytic activity of Au nanoparticles.
Since the number of low-coordinated Au atoms should scale
with particle size, d, as d-2 (edges) or d-3 (corners), our
analysisexplainswhysuchscalinghasbeenfoundexperimentally.18,46
In supported catalysts one effect of the support is to
determine the particle size for a given catalyst preparation
and a given set of reaction conditions. As discussed above,
this will determine the activity of the catalyst. The support
may also affect the shape of the active metal catalysts. This
can also change the number of most active sites. The support
may also interact so strongly with the catalysts that the most
reactive sites are covered by it. This can decrease the number
of low-coordinated sites. Finally, the support may play an
active role by activating some of the reactants or by providing
new sites at the perimeter between the metal and the support.
While all these effects may contribute, the present analysis
has identified the intrinsic geometrical effect associated with
the metal for the CO oxidation reaction. This effect will
always be present, but may be further augmented by
additional effects.
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Gold nanoparticles (NPs) are now well established as important 
nanoscale building blocks and are being examined for a wide 
variety of applications in nanotechnology and nanomedicine.1 Au 
NPs have also been shown to have outstanding catalytic activity 
and selectivity for several oxidation reactions.2,3 Given the broad, 
general interest in Au NPs, there is a substantial need for 
fundamental studies to expand and tune Au chemistry for new 
applications. 
One important yet largely unexplored means of tuning Au 
involves incorporating other metals into Au-based bimetallic NPs.  
However, most transition metals are insoluble in bulk gold at 
room temperature (Cu, Ag, and Pd are notable exceptions).4 
Although NPs can be prepared within bulk miscibility gaps,5,6 
substantial synthetic efforts are required to develop preparation 
methods for individual metal compositions. A number of 
important questions quickly arise:  Is the potential for tuning Au 
chemistry large enough to justify the synthetic efforts? What 
compositions might have particularly interesting properties? How 
might heterometals addition affect Au NP chemistry? 
Density functional theory (DFT) calculations on Au-M metal 
slabs may provide insight into these questions and guide the 
efforts of synthetic chemists. Accordingly, we investigated a 
series of Au(111) surfaces where the subsurface monolayer is 
replaced with another metal. The strong surface segregation 
energies calculated for Au-M binary mixtures indicate a strong 
thermodynamic driving force for moving Au to the surface of 
such materials,7 which makes the calculated structures reasonable 
models for nanoscale materials. This approach probes electronic 
effects without inducing structural effects (lattice expansion/ 
compression, surface roughening) which can mask the nascent 
electronic influences of the hetrometal.6,8 Accordingly, the top 
three layers of Au-M-Au(111) slabs, where M = 3d, 4d, or 5d 
transition metal, were allowed to relax in an energy minimization 
calculation (details in Supporting Information). Adsorption 
energies were then calculated for a variety of molecules 
interacting with the optimized slabs. 
Figure 1A shows calculated adsorption energies for CO and O 
(the product of dissociative O2 chemisorption) on the 3d and 5d 
sub surface monolayer slabs (data for 4d slabs are omitted for 
clarity). Reported energies are relative to that species on the pure 
Au(111) surface. The adsorption energies for CO and O show 
periodic trends based on the heterometals, with earlier transition 
metals inducing stronger adsorption on the Au surface. Further, 
5d metals (filled symbols) more effectively increase the strength 
of the Au – adsorbate interaction than 3d metals (open symbols).  
These changes can be large, with Re and W increasing Au-O 
interaction by nearly 1 eV relative to pure Au. These results are  
in stark contrast to previous computational and experimental work 
on Pt-M-Pt(111) surfaces, where incorporating earlier transition 





























Figure 1.  Adsorption data for Au-M-Au(111) slabs. (A) Adsorption 
energies for CO and O, relative to pure Au(111). (B) Adsorption energy 
ranges (sensitivity) for CH3OH, H2O, NH3, CO, and O.  The sensitivity 
represents the range in adsorption energies of each adsorbate for each 
series of heterometals in the 2nd layer.  For water and methanol, no clear 
trend was observed, so the standard deviation is reported.   
Figure 1A also shows that the 2nd layer metal impacts O 
adsorption more strongly than CO adsorption. We therefore 
investigated several other representative adsorbates. To facilitate 
comparing the adsorption energy sensitivity to the 2nd layer, the 
range of adsorption energies for each adsorbate and heterometal 
period are shown in Figure 1B. 
The first clear trend is that the heterometal period affects the 
adsorption energies, with 5d > 4d > 3d metals. This is perhaps not 
surprising as elements of the same row have similar frontier 
orbital energies and sizes are therefore more likely to interact 
more strongly. The second trend of note is that electron 
withdrawing adsorbates (CO, O) show much greater sensitivity to 
the 2nd layer than does NH3, a more traditional electron donating 
adsorbate / ligand.  Adsorption by the common solvents water and 
methanol is essentially insensitive to the 2nd layer. It is also 
Cr Mn Fe Co Ni Cu
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noteworthy that the adsorption sensitivity does not correlate with 
adsorption strength:  within a relatively small variance (± 0.08 
eV), water, methanol, ammonia, and atomic O have roughly the 
same adsorption energy on Au(111) while CO adsorbs about 0.4 
eV stronger.    
 
A primary goal of this study was to evaluate the potential to 
tune gold chemistry through doping with other transition metals, 
and the results have important implications for Au NP chemists. 
First, the stronger binding of electron withdrawing adsorbates 
suggests it may be possible to alter the surface chemistry of Au 
by doping with appropriate heterometals. If appropriate 
nanostructures can be prepared, this may aid in imparting 
substrate specificity.  Additionally, the calculations suggest that 
employing some colloid stabilizers with electron withdrawing 
properties may help to stabilize new bimetallic Au-based NPs. 
The results also have obvious implications for CO oxidation 
catalysis.  Recent computational studies have suggested that CO 
oxidation rates over a variety of metals can be described in terms 
of CO and O adsorption energies.8,11 Figure 2, which has been 
adapted from reference 7 and expanded to include the current 
data, shows a plot of the DFT predicted CO oxidation activation 
barrier as a function of CO and O adsorption energies. Most of 
the bimetallic combinations increase the Sabatier activity of Au 
surfaces, and several approach the activity of the Au(532) surface.  
The various bimetallic combinations also cover a fairly large 
section of the volcano plot, suggesting that further tuning might 
be possible. Although real supported catalysts are almost certainly 
more complicated than the computational models, recent 
experimental studies support these general conclusions from these 
computational studies.  For example, both supported Ni-Au NP 
catalysts6 and Au/Ni(111) surfaces12 show increased low 
temperature CO oxidation activity relative to pure Au. 
The weak binding of O2 to Au NPs13 limits a number of 
potential applications, particularly in oxidations employing O2 as 
the terminal oxidant.2,3 Given that heterometal incorporation 
induces stronger O binding and faster Sabatier CO oxidation 
rates, other Au catalyzed oxidations may be similarly affected. 
Further, since O2 is more sensitive to the 2nd layer than other 
adsorbates, it may be possible to increase O2 binding relative to 
oxidizable substrates and solvents, potentially reducing unwanted 
side reactions.      
In summary, DFT calculations on bimetallic Au-M-Au(111) 
slabs suggest that there is a large potential for tuning Au 
chemistry by incorporating other transition metals.  Adsorption by 
electron withdrawing substrates is sensitive to the heterometals, 
with more electron rich earlier transition metals giving rise to 
stronger adsorption of O and CO on the Au surface. This trend is 
in stark contrast to Pt based alloys,9,10 which show weaker 
adsorption with heterometals incorporation.14 The results indicate 
that there may be substantial opportunities to tune Au based 
oxidation catalysts.  Further, the results may provide some 
guidance to synthetic chemists as they suggest that moderately 
electron withdrawing stabilizers may assist in preparing new Au- 
based bimetallic NPs. 
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Figure 2. Contour plot of the Sabatier activity in eV as a function of CO 
and O adsorption energies at T = 273, PO2 =  0.21 bar, PCO = 0.01 bar.  
Activities for several pure metals (Au, Ag, Cu, Pt, Pd), various surfaces 
((111), (211), (532)), and a 12-atom cluster (M12) are presented in filled 
symbols. Activities for the Au-M-Au(111) slabs are presented with open 
symbols and show the calculated changes in CO oxidation activity relative 
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