Abstract. In this paper we present several proofs on the extension of M. Riesz fractional integration and di¤erentiation to the contexts of spaces of homogeneous type and measure metric spaces with non-doubling measures.
that for all x; x 0 and y in X;
(1.2) j (x; y) (x 0 ; y)j M (x; x 0 ) [ (x; y) + (x 0 ; y)]
1
The space (X; ; ) with satisfying (1.1) and (1.2) will be called a normalized space of homogeneous type of order :
Note that a metric satis…es (1.2) with = 1 and constant M = 1. There are many well known examples of spaces of homogeneous type.
On the other hand, a non-homogeneous space or non-doubling measure metric space is a metric space (X; d) with a measure that satis…es the growth condition (1.3) (B r (x)) Ar n for some real number n > 0 and a constant A independent of x and r. A measure that satis…es (1.3) is also called a non-doubling measure of dimension n. Note that the measure quasidistance introduced before on spaces of homogeneous type satis…es (1.3) with n = 1.
The particular case of R n with a non-doubling measure is by far the most important case. Calderón-Zygmund operators and in particular the Cauchy integral with respect to non-doubling measures have been studied by several authors: Nazarov, Treil, Volberg, Melnikov, Verdera, Tolsa, Garcia-Cuerva, and the author.
Whenever we can give a single proof that covers both cases we will do it, but there are results that are valid on spaces of homogeneous type that are not known yet for non-homogeneous spaces.
Lemma 1. Let X be a non-empty set, a quasidistance and a measure that satis…es the growth condition (1.3). Then 
Hardy-Littlewood-Sobolev Theorem
Our …rst theorem is a general version of the Hardy-Littlewood-Sobolev Theorem. It appeared in [GV] for the doubling case, and in [GG1] for the non-doubling case.
Theorem 1. Let X be a non-empty set, a quasidistance, and a measure without atoms. Let s > 0, and
There are p > 1 and q > p such that I (s) f q C kf k p if and only if satis…es the growth condition (1.3), s = n with 0 < < n, 1 < p < n and 1 q = 1 p n . Proof. We will prove …rst the necessity part. We assume I (s) f q C kf k p and we will show (1.3); i.e.: there are n > 0 and A > 0 such that (B r (x)) Ar n . If (B r (x)) = 0 there is nothing to prove. Let (B r (x)) 6 = 0, and let B (y) be the characteristic function of B r (x). For each u 2 B r (x), we have
Then using the hypothesis we get 1 (2kr) s (B r (x))
which is equivalent to (B r (x)) Ar n ;
n and 1 < p < n . Next we will show the su¢ ciency part. We will adopt the standard notation
It su¢ ces to show that for 1 p < n ,
for then the strong type estimate follows from the Marcinkiewicz interpolation theorem.
To prove (2.1) we will adapt to our context the proof given by E. Stein in [S2] . We can take f 0 and assume that kf k L p ( ) = 1. We have
To estimate II we apply Holder's inequality with
by Lemma 1 and
Now for each …xed , we have
Choosing r such that Cr n p = 2 , the second set of the right hand side above is empty and consequently, all we have to do is to show that for that r, I C q . Using Holder's inequality and Lemma 1, we have
by using Lemma 1 and
This concludes the proof of Theorem 1.
Fractional integrals a fractional derivatives on Lipschitz spaces
We will introduce next fractional di¤erentiation and prove a boundedness result on appropriate function spaces on the support of the measure. We recall the de…nition of Lipschitz spaces. Let (X; d; ) be a measure metric space; a function f (x) is said to be a Lipschitz function of order , 0 < < 1, when there is a constant C such that jf (x) f (y)j cd (x; y) for all x; y in the support of . Of course the support of has to be well de…ned, where supp( ) is the smallest closed set F such that for all Borel sets E; E F c , (E) = 0. For example, if X is separable, then the support of is well de…ned. The Lipschitz norm of f is de…ned to be the in…mum of the constants c above.
For normalized spaces of homogeneous type of order , following Macias and Segovia, we de…ne Lipschitz functions as above but using the measure quasidistance quasidistance ;(or the equivalent quasidistance ) and 0<
. It was shown in [MS] that the Lipschitz classes for these values of are not trivial spaces, that is, they have functions not identically zero. We will abuse the notation and also write d for the quasidistance that satis…es (1.1) and (1.2), to avoid rewriting formulas when this is the only change.
Let now (X; d; ) be a non-homogeneous space or a normalized space of homogeneous type of order , 0 < 1. Note that = 1 when d is a metric and that n = 1 when d is a quasidistance. Letting f be a bounded Lipschitz function of order , 0 < 1, we de…ne the fractional derivative of order , 0 < < , of f as
It is not hard to see using Lemma 1 that the integral converges absolutely for all x. This de…nition extends a well known formula for the fractional powers of the Laplacian (0 < < 2) on R n with Lebesgue measure. The de…nition can be modi…ed in a standard way to be valid for any Lipschitz function of order , i.e.
where x 0 is any …xed point in X.
Lemma 2. Let s < 0 and h > 1, and d be a metric. Then there exists a positive constant C h;s such that
for hd(x; y) < d(x; z):
Note: A similar lemma is true for normalized spaces of homogeneous type of order ; i:e: :There are constants k s and C k;s such that
We leave the proof of this lemma to the reader. See also [GV] . We will prove now the following boundedness result for fractional derivatives.
Theorem 2. Let (X; d; ) be a non-homogeneous space or a normalized space of homogeneous type of order , 0 < 1. Let f be a Lipschitz function of order , 0 < < . Then there is a constant C independent of f such that
Proof. We will prove the case when d is a metric. The proof for normalized spaces of homogeneous type has appeared in [GSV] .
Let f 2 Lip( ). Note thatD f converges absolutely for any x. Let x 1 6 = x 2 , r = d (x 1 ; x 2 ) and B = B 2r (x 2 ). We havẽ
Furthermore, the last integral can be rewritten
Now observe that
and similarly
On the other hand
Then
and …nally
which concludes the proof.
We would like to consider next fractional integrals on Lipschitz spaces. Let (X; d; ) be a nonhomogeneous space or a normalized space of homogeneous type of order ; 0 < 1. Note that = 1 when d is a metric, and n = 1 when d is a quasidistance. We de…ne the fractional integral of order ,
and for f 2 Lip ( ), as
where x 0 is a …xed point in X: Note that the last integral converges both locally and at 1. Of course the function f I f depends on the choice of x 0 . But the functions obtained for di¤erent choices of x 0 di¤er only by a constant.
Theorem 3. Let (X; d; ) be a nonhomogeneous space or a normalized space of homogeneous space of order . Let ; > 0 be such that + < 1. Then f I is a bounded operator from Lip ( ) to Lip ( + ) if and only if f I (1) (x) = 0, for all x.
Proof. We will prove the case when d is a metric. The proof for normalized spaces of homogeneous type has appeared in [GV] . Note again, that = 1 when d is metric and 0 < < 1. To see that the condition is necessary, observe that the continuity of the operator f I implies that f I (1) must be constant. On the other hand f I (1) (x 0 ) = 0, therefore the constant has to be 0. To prove the su¢ ciency we consider x 6 = y points of X. Since f I (1) = 0, observe …rst that
where the integral above converges because 0 < < 1. Thus we can write
where I is the integral over 2B, B being the ball with center x and radius r = d (x; y) and II is the integral over Xn2B. Now
In the sum above, both terms can be estimated in the same fashion. For the …rst one, using Lemma 1, we get Z
and for the second one, enlarging 2B to the ball B (y; 3r), we get the same estimate. In order to estimate II, we use Lemma 2 and Lemma 1 to obtain
Cd (x; y) r
Cd (x; y) + :
This …nishes the proof.
On the composition of a fractional derivative and a fractional integral of the same order
The main result of this section is that the kernel of the composition of a fractional derivative and a fractional integral of the same order is a singular integral kernel that satis…es standard conditions.
In this section (X; d; ) will denote a metric space with a non-doubling ndimensional measure . i. e., (B r (x)) c n r n for some n > 0 with c n independent of x and r.
The result for normalized spaces of homogeneous type was obtained in [GSV] . The proof that we present here follows that one. The fact that d is a metric makes the proof somewhat simpler.
We now de…ne a singular integral kernel: Let = X Xn where
! C is called a standard n-dimensional singular kernel when there are constants , 0 < < 1, > 1 and M = M ; > 0 such that
;
Theorem 4. Let 0 < < 1. Then T = D I is a singular integral operator with associated kernel
Proof. We will show …rst that K (x; y) satis…es the standard conditions (4.1), (4.2), and (4.3). To prove (4.1) i.e. jK (x; y)j M d n (x;y) , x 6 = y, observe that jK (x; y)j (x; y) where (x; y) = R
For …xed x 6 = y we break up X into three regions:
2d (x; y) , and
.
We will consider now (4.2). Let x; y; z be …xed points satisfying
Observe that
We now divide X into two regions, A = t :
To estimate the integral (4.4) on A we rewrite the integrand as follows:
We estimate …rst R A jI 3 j d (t). Observe that for t 2 A, 4d (x; y) < d (x; t); therefore applying lemma 2 we have Z
we will further subdivide A into
Note now that for t 2 D 1 ,
To estimate R
, and since D 2 is contained in the ball ft :
. Now we estimate the integral in (4.4) on A c = ft : 2d (x; t) < d (x; z)g. We divide this region into two subregions B 1 = ft : d (x; t) < 2d (x; y)g , and
To estimate (4.4) on B 1 , observe that d (x; t) < 2d (x; y) < 
The …rst term is less than or equal to
The second term is less than or equal to Z
To estimate J 1 observe that 2d (x; y) d (x; t) and that 2d (x; t) d (x; z); then J 1 is less than or equal to
Finally note that
This concludes the proof of (4.2) with = 8 and = 1 . Let x; y; z be …xed points such that 8d (x; y) < d (x; z) and 0 < < 1. We have
To estimate this integral we divide X into three regions:
To estimate the integral (4.5) on D we further subdivide D into two subregions:
The integral (4.5) on D 1 is less than or equal to
Since 2d (z; t) d (x; z) on D 1 , the …rst term is less than or equal to
and since 2d (z; t) d (y; z) and
, the second term of (4.6) is less than or equal to
Let's consider now integral (4.5) on D 2 . Here we have 2d (x; y) < d (z; t) < 1 2 min fd (y; z) ; d (x; z)g. This integral is less than or equal to
To estimate the …rst term,observe that d (x; t) d (x; z) d (z; t) d (z; t) > d (x; y); therefore the …rst integral of (4.7) is less than or equal to
, and the last expression is less than or equal
The second term of (4.7) is less than or equal to
The integral (4.5) over E is less than or equal to Z
To estimate the second integral observe that 8d (x; y) < d (z; x) and that 7 8 d (x; z) d (z; y); therefore it is less than or equal to
To estimate the …rst integral of (4.8) we further subdivide E into two regions
Observe that (z; y) ; therefore the …rst integral on E 1 is less than or equal to c d n+ (x; z)
For t 2 E 2 , the …rst integral of (4.8) is majorized by Z
; and the last expression is less than or equal to
Finally we will estimate the integral (4.5) over F . This integral is less than or equal to Z
To estimate the …rst integral in (4.9), observe that for t 2 F , d (x; z) d (x; t). Therefore, this integral is less than or equal to
To estimate the second integral in (4.9), note that 8d (x; y) d (x; z); then this integral is less than or equal to
This concludes the proof of the standard estimates with = min f ; 1 g. It remains to show that T is associated with the kernel K, i. e., that
for -a.e. x 2 supp ( )nsupp (f ), f 2 Lip ( ) ; + < _ 1. Let f 2 Lip ( ) ; + < 1, then
For x 2 supp ( )nsupp (f ), using the estimate obtained above for (x; y), it can be seen that the last integral converges absolutely. Changing the order of integration, we have
From this point and until the end of the paper we will only consider the case of a normalized space of homogeneous type of order . These results were obtained in [GSV] and we will reproduce them here. The corresponding results for non-homogeneous spaces are in progress and will appear elsewhere.
Construction of an equivalent quasidistance with the cancellation propertyĨ 1 = 0
The …rst lemma states the properties of a Coifman type approximation to the identity. These properties are well known,see [DJS] , and therefore the proofs will be omitted.
Let h 0 be a C 1 function on [0,1) such that h(r) = 1 for 0 r 1 2 ; and h(r) = 0 for r 2. For f 2 L 1 loc(X) and t > 0 set
Now de…ne S t by
Lemma 3. There exist positive constants b 1 ; b 2 ; c 1 ; c 2 ; and c 3 independent of x; y; and t such that (i): s(x; y; t) = s(y; x; t) for all x; y in X and t > 0; (ii): j s(x; y; t) j c1 t for all x; y in X and t > 0; s(x; y; t) = 0 if (x; y) > b 1 t;and c2 t < s(x; y; t) if (x; y) < b 2 t (iii): j s(x; y; t) s(x 0 ; y; t) j< c 3
for all x,x 0 and y in X;and t > 0: (iv): R s(x; y; t)d (y) = 1 for all x in X, and t > 0:
(v): s(x; y; t) is continuously di¤erentiable with respect to t.
Lemma 4. For each ; 1 < < 1; the function ; de…ned in (5.1) below is a quasidistance equivalent to and it satis…es (1.2). We de…ne : X X ! [0; 1) by
1 for x 6 = y and (x; y) = 0 for x = y:
Proof. We shall prove …rst that there are positive constants c 0 and c 00 such that for all x; y in X (5.2) c 0 (x; y) (x; y) c 00 (x; y):
Using the properties of s(x; y; t) stated in Lemma 3, we have that s(x; y; t) = 0 if
On the other hand k s( : ; t) k 1 c1 t , and therefore
Raising this inequality to the power 1=( 1) we obtain the …rst inequality of (5.2). To obtain the second inequality of (5.2) note that s(x; y; t) c2 t if (x; y) < b 2 t. Then
Raising this inequality to the power 1 1 we conclude the proof of (5.2). The fact that (x; y) is a quasidistance follows from the de…nition, property (i) of s(x; y; t) and (5.2). We will denote by the constant in the triangle inequality for .
We will show now that satis…es (1.2). If (x; y) = 0 then x = y and (x 0 ; y) = (x; x 0 ) and
Similarly when (x 0 ; y) = 0 we get the estimate above.
Assume now that (x; y) 6 = 0 and (x 0 ; y) 6 = 0: Let a = for any x; x 0 in X:
Proof. We show …rst that
We have Z
To estimate R X R 1 1 t j s(x; y; t) s(x 0 ; y; t) j d (y)dt; observe that the functions s(x; ; t) are supported in balls of radius b 1 t, also by (iii) of Lemma 3 we have j s(x; y; t) s(x 0 ; y; t) j c 3 (x; x 0 )
Therefore using normality the double integral is majorized by
< 1:
by changing the order of integration and using (v) of Lemma 3 we obtain that the integral is zero.
Boundedness of T in L 2
In this section will be the quasidistance ; 0 < < ; constructed in section 5. We will denote Lip B ( ) = ff 2 Lip ( ) and supp (f ) Bg, and Lip 0 ( ) = [ B Lip B ( ).
Theorem 5. The operator T is bounded in L 2 :
Proof. To prove the theorem we use the "T 1-theorem". We recall that an operator T : Lip 0 ( ) ! (Lip 0 ( )) 0 is weakly bounded if there exists a constant c such that (6.1) j hT f; gi j c (B) 1+2 kf k kgk for every f; g in Lip B ( ) and for every ball B. We will show that (i) T is weakly bounded (ii) T 1 = 0 (iii) t T 1 = 0: To prove (i) we will show …rst the following estimate for f 2 Lip B ( )
To estimate the …rst integral we use the fact that jI f (x) I f (x)j c k f k + (t; x) proved in Theorem 1, and then integrating this integral is less than or equal to c k f k (B) : For the second integral we use the estimate for I f obtained above and integrating we obtain that this integral is less than or equal c k f k 1 .Note that for f 2 Lip 0 ( ) (B); k f k 1 c k f k (B) , this concludes the proof of (6.2). Let f and g be in Lip 0 ( ) (B); then jhT f; gij
1+2 kf k kgk :
To prove (ii) we observe that the extension of T to L 1 \ Lip( ) coincides with the operator e T = e D e I . Since e I 1 = 0 we have T 1 = e T 1 = 0. To prove (iii) we use that t T = I D :
In fact, let S = I D and consider f and g in Lip 0 ( ) ; 0 < + : We want to show that (6.3) hT f; gi = hf; S gi :
We will show …rst that for f 2 L 1 \ Lip( ); < and g 2 Lip 0 ( )
is bounded as a function of x and therefore
because the double integral above converges absolutely. Now rewrite the last integral as follows
The second integral converges absolutely since for g 2 Lip Br(x) ( )
and it is equal to (f; D g). Finally observe that the …rst integral is absolutely convergent (since the second one is), since the integrand H(x; t) satis…es H(x; t) = H(t; x); its value is equal to 0. Now consider f and g in Lip 0 ( ). It was shown before (see Theorem 3 and
, the double integral converges absolutely and by Fubini's theorem is equal to hf; I D gi. Finally, since D 1 = 0 we have T 1 = 0. This concludes the proof of the Theorem.
Representation Formulas
In this section we will use the quasidistances and constructed in Section 5 in the de…nitions of fractional integral and fractional derivative respectively. The function s(x; y; t) introduced in Section 5 is continuously di¤erentiable in t: Let q(x; y; t) = t @ @t s(x; y; t) and set
Lemma 6. The kernel q(x; y; t) de…ned in (2.16) has the following properties : where
Now integrating the integral in (7.4) by parts, using (7.6) and the fact that f 2 Lip( ) \ L 1 we obtain
To prove (7.3) observe that for f 2 Lip( ) \ L 1 the fractional derivative converges absolutely for every x, therefore using (5.1) we have
and the double integral converges absolutely. Then by changing the order of integration we have
Now integrating the integral in (7.8) by parts, using (7.6), and the fact that
This concludes the proof of the Theorem.
A fundamental theorem for fractional calculus
In this section again, we will use the quasidistances and constructed in Section 5 in the de…nitions of fractional integral and fractional derivative respectively. The main result of this section is that T is invertible in L p .
Lemma 8. For positive r; s; t de…ne a function h t (r; s) as follows h t (s; r) = These are continuous versions of known results, see for example [DJS] and [N1] , the last inequality follows from the continuous version of the Cotlar-Knapp-Stein lemma.
Lemma 9. For positive t let c t = sup dr r then c t c t + t log 1 t for 0 < t 1 t + t log t for t > 1 :
This is also a continuous version of a result of Nahmod [N1] .
Theorem 7. There exists 0 ; 0 < 0 < ; such that for 0 < < 0 the operator T has a bounded inverse in L 2 .
Proof. It follows from Theorem 6 that for f 2 Lip 0 ( ) ; 0 < <
On the other hand it is known, see for example [C] , that
Using the continuous version of Coifman's and Nahmod's formula (see [C] and [N2] ) (8.1) and (8.2) are respectively equal to and the limit is in L 2 norm. Using the above formulas we have
where k k 2 is the L 2 norm.
Proof. By Lemmas 8 and 9
kw t k c t where c t is the constant in Lemma 9, hence Z 1 0 j 1 t jk w t f k 2 dt t
To estimate the last integral write it as the sum Z 1 N 0 j 1 t j c t dt t + Z N 1 N j 1 t j c t dt t + Z 1 N j 1 t j c t dt t = = I 1 + I 2 + I 3 : Using the estimate for c t in Lemma 9, we can …nd N = N 0 su¢ ciently large so that I 1 and I 3 are less than 1 4 uniformly with respect with in (0; 0 ] for a …xed 0 less than . Having chosen N we can …nd an 0 so that for 0 < < 0 , I 2 is less than 1 2 . Therefore I + 2 T < 1, and hence 2 T and therefore so is T .
Finally, in [HV] Hartzstein and Viviani have shown that T 1 is also a Calderón-Zygmund operator and consequently bounded in all L p spaces.
