Many biomedical experiments are carried out by pooling individual biological samples. However, pooling samples can potentially hide biological variance and give false confidence concerning the data significance. In the context of microarray experiments for detecting differentially expressed genes, recent publications have addressed the problem of the efficiency of sample-pooling, and some approximate formulas were provided for the power and sample size calculations. It is desirable to have exact formulas for these calculations and have the approximate results checked against the exact ones. We show that the difference between the approximate and exact results can be large.
I. INTRODUCTION
Pooling samples in biomedical studies has now become a frequent practice among many researchers. For example, more than 15% of the data sets deposited in the Gene Expression Omnibus Database involve pooled RNA samples [1] . The practice of pooling biological samples though is not a new phenomenon, as it can be traced back at least to 1940s [2] and has been used in different application areas [3] , e.g., for the detection of certain medical conditions and estimation of prevalence in a population. In the context of detecting differential gene expressions using microarrays, divergent views on the wisdom of pooling samples can be found in the literature [4, 5, 6, 7, 8, 9] . One of the arguments supporting the practice of pooling biological samples is that biological variation can be reduced by pooling RNA samples in microarray experiments [6] . As more carefully described by Kendziorski et al [1] , pooling can reduce the effects of biological variation, but not the biological variation itself. Another argument in support of pooling samples in microarray experiments is that it reduces financial cost. However, cost reduction is meaningful only if statistical equivalence between the pooled and the non-pooled experimental setups is maintained. Here we address this issue and present formulas to determine the conditions under which pooled and non-pooled designs are statistically equivalent.
To compare experimental designs with and without sample pooling the two designs must have something in common that can be measured, e.g., using the same or equivalent amount of resources, or, yielding the same level of detection power. Kendziorski et al [10] used the width of the 95% confidence interval for gene expression to compare different experimental designs with and without sample pooling. The criterion was that the narrower the confidence interval, the more accurate the results from the experimental design. In a comparative study where two groups of biological subjects are compared the common goal of the different experimental designs is to detect a change between the two groups with a given power at a given false positive rate, as adopted in [9] . We shall use the latter method to compare different designs. So in this work statistical equivalence means that the designs have the same statistical power at the same level of significance. Therefore the more appropriate experimental design will be the one which uses less resources to achieve this statistical equivalence.
The basic assumption underlying sample pooling is biological averaging; that the measure of interest taken on the pool of samples is equal to the average of the same measure taken on each of the individual samples which contributed to the pool. For example in the situation of a microarray experiment, if r individual samples contribute equally to a pool, and the concentrations of a gene's mRNA transcripts for the r samples are denoted by T i with i = 1, 2, · · · , r indexing the individual samples, the assumption of biological averaging says that the concentration of this gene's mRNA transcripts in the pool is T = 1/r r i=1 T i . However, for microarray experiment there is some debate on whether the basic assumption of pooling holds. Kendziorski et al [1, 10] argue that there is limited support for this assumption. Here we do not seek to enter into this debate but rather take the assumption of biological averaging as valid, or at least approximately so, so that we are in a position to deter-mine whether pooling samples is financially beneficial or not. The validity of biological averaging makes it possible (or easier) to derive a neat theoretical formulation. On a practical level though, the requirement for the validity of this assumption may not be as stringent as a theoretical formulation does. For instance, in [1] it was shown that even when biological averaging does not hold, pooling can be useful and inferences regarding differential gene expression are not adversely affected by pooling.
One situation where there is little alternative but to pool biological samples is where there is insufficient amount of RNA from each individual biological subject to perform single microarray hybridization. RNA amplification may be a possible way of obtaining more RNA, but may not be practically feasible when many individual biological subjects are involved as in the case of [11] . In such a circumstance, pooling samples is justified by the lack of alternative and will not be considered further here. Similarly we will not consider here the case where all the biological samples of the same group were pooled together, and multiple technical replicate measurements were carried out on the sample pool. This is sometimes seen in the literature [12] , but such an experimental design leaves no degree of freedom to estimate the biological variance. Thus valid inferences about the differences between the two populations of biological subjects under study cannot be made. Here we only consider situations other than the above two and where pooling may reduce the overall costs of the experiments.
II. A GENERAL FORMALISM
For every comparative study, there is at least one measurable quantity which is the quantity of interest. The goal of the study is to deduce from the data collected if there is any difference between the means of the two populations. As measuring all the biological subjects in two populations is rarely possible in most situations representatives from a population are randomly selected and measurements made on these. These are then taken to infer the properties of the population.
Let X be the measurable quantity that is being determined in the the experiment, e.g., the expression level of a gene. In the case of one-channel microarray, X could denote the logarithm (most commonly base 2 is used) of fluorescence intensity; or the logarithm of the fluorescence ratio in the case of two-channel microarray. Let x c i denote the value of X for an individual subject i in the control population (c), and x t j that of the individual subject j in the treatment population (t). We assume that x c i s for all individuals in the control population are independent normally distributed with a mean µ c and a variance σ For a general experimental setup individual subjects from both populations are randomly selected and tissue samples collected from each. Tissue sample pools are made by pooling a given number r of randomly selected tissue samples (of the same population) together. Note that to make n pools we need to have selected nr individual subjects from the population. m measurements are then made on each pool of tissue samples. So m is the number of technical replications of measurement on each pool. Notice that by introducing two parameters r and m a general and flexible experimental setup has been created. For instance, if we set r = 1, the experiment would be equivalent to no pooling of tissue samples. And if we set m = 1 there is no technical replication. Under the basic assumption of biological averaging, the result of pooling r tissue samples in equal proportions together is that the value of X for the pool is the average of those subjects which formed this pool,
It follows thatx ∼ N (µ c , σ 2 c /r) for a pool from the control population, orx ∼ N (µ t , σ 2 t /r) for a pool from the treated population. Note that in this paper we shall only discuss pooling samples with equal individual contributions. While pools formed by un-equal contributions from individual samples are possible, such pooled experimental design is generally less effective than the equal pooling, as already shown by Peng et al [8] with their simulated results.
When we take a measurement on a pool p, the measured value is
where p indexes pools, k indexes measurements, and ǫ k is a random error term assumed to be independently and normally distributed as ǫ k ∼ N (0, σ 2 ǫ ). Hereafter σ 2 ǫ will be referred to as the technical variance, σ The output of the experiment are the measurements on the two sets of pools. For the control group, we have y c p,k for p = 1, . . . , n c and k = 1, . . . , m. And for the treatment group, we have y t p,k for p = 1, . . . , n t and k = 1, . . . , m. Here n c and n t are the numbers of pools prepared for the control and treatment population respectively. Our task is to infer population properties from these measured data. In particular, we want to know whether there is any difference between the two populations means µ c and µ t . It can be shown that
is an unbiased estimator of µ c , with a variance
and similarly,
is an unbiased estimator of µ t , with a variance
If we make an additional assumption that the variances for the two populations of biological subjects are the same, i.e., σ
Eqs. (5) and (3),
The factor (σ 2 /r + σ 2 ǫ /m) in Eq. (7) can be estimated without bias by
It is then clear that
follows the Student's t distribution with n c + n t − 2 degrees of freedom. In detecting a differential gene expression, we want to test the null hypothesis µ c = µ t against an alternative hypothesis µ c = µ t . So our test statistic is
and there are no unknowns in Eq. (10) . Note that t 0 can be seen as a generalized two-sample-t-test statistic, which reduces to the statistic of the traditional twosample t test with equal variance when we set the parameters r = 1 (no pooling of tissue samples) and m = 1 (no technical replication of measurements). In Ref. As with any statistical test we need to specify a threshold p-value P th to claim significant results in the test. When all the other parameters are given, setting P th is equivalent to setting a threshold, say |ξ|, for the statistics t 0 defined in Eq. (10) . With this threshold t-value, our criteria for claiming a significant test is as follows: If t 0 > |ξ|, we declare that µ t − µ c > 0; if t 0 < −|ξ|, it is claimed as µ t −µ c < 0. So the rate at which false positive claims are made is (11) where ρ nc+nt−2 (.) is the probability density function (PDF) of the Student's t distribution with n c + n t − 2 degrees of freedom, and T nc+nt−2 (.) is the corresponding cumulative probability distribution function (CDF). It is therefore apparent that the threshold t-value |ξ| can be obtained by solving the equation 2T nc+nt−2 (−|ξ|) = P th with a given false positive rate P th .
III. POWER FUNCTION
In [13] we presented a power function for a new statistical t test (hereafter referred to as "two-labelling t test") in the context of using two-color microarrays to detect differential gene expression. Following similar steps we can derive the power function for the generalized twosample t test presented in this paper, which reads
where p nc+nt−2 (Y ) is the PDF for the χ 2 distribution with n c + n t − 2 degrees of freedom, and Φ(.) is the CDF for the standard normal distribution. The rate S at which a true difference between µ t and µ c can be successfully detected is a function of n c , n t , |µ|/σ D , and |ξ|. With σ D given by the square root of Eq. (7), and |ξ| determined by solving Eq.(11) at a given false positive rate P th , S is, eventually, a function of P th , n c , n t , and |µ|/σ D .
A few points are worth noting here. 1. The two-labelling t test presented in [13] was designed to deal with systematic labelling biases generated during microarray experimentation. The t test presented in this paper, however, assumes no systematic data biases. In the case of two-color microarrays this requires a common reference design. In such an experimental design the labelling biases cancel themselves out in the calculation of the test statistic.
2. In [13] , the biological variances of the two popu-
t . Relaxing this requirement was possible, as in the case of the traditional two-sample t test with unequal variance [14] , but an exact power function could not be readily obtained.
3. The exact power function obtained in this paper allows evaluation of the effects of pooling biological samples and the effects of taking multiple technical measurements, thus giving researchers quantitative guidance on the practice of pooling samples.
4. By setting the parameters r = 1 and m = 1, an exact power function is provided for the traditional twosample t test with equal variance.
IV. RESULTS
We have implemented the computation of the power function S of Eq.(12) as a Java application, which can be accessed at the URL given in the abstract. Here we apply this to microarray comparative studies for finding differentially expressed genes, and investigate the effect of pooling RNA samples in the experiments. We also compare our exact results with some approximate results presented by other authors [9] to demonstrate why an exact formula is desirable.
A. Comparison with approximate results
Based on their approximate formulas, Shih et al. considered two scenarios to compare the number of biological subjects and number of microarrays in the nonpooled and pooled designs [9] . Here we give exact results for the two scenarios to show the difference to the approximate results. In the first scenario, we consider that the common biological variance of the two populations is σ 2 = 0.05, and the technical variance σ 2 ǫ = 0.0125, which gives the biological-to-technical variance ratio λ = σ 2 /σ 2 ǫ = 4. The preset target of the experiment in this scenario is that the false positive rate being controlled at P th = 0.001 and the power being no less than S = 0.95 to detect a two-fold differential gene expression, which corresponds to µ = 1 with base 2 logarithm [9] . In Table I , we present results for different pooling parameter r. It can be seen from the first panel of this Table that in order to hit the preset target, the non-pooled design (r = 1) requires at least 12 biological subjects divided evenly to the two populations, i.e., The five solid curves correspond to different levels of pooling, from right to left, r = 1, r = 2, r = 4, r = 6, and r = 15 respectively. The dashed line indicates the 95% power, the intersections of which with the power curves specify the total numbers of pools (assuming nc = nt) needed to achieve the target power. The total number of biological subjects and the total number of arrays can then be calculated simply by Ns = r(nc + nt), and Nm = m(nc + nt) respectively.
6 from each of the two populations. Having 7 subjects from one population and 5 subjects from the other is insufficient to achieve the target of 95% detection power. The effects of other levels of pooling on the detection power are also shown in Table I . The minimum number of biological subjects (N s ) and microarrays (N m ) that meet the preset targets are highlighted with bold fonts. It is clear that as the level of pooling is increased (with increasing r), the number of microarrays N m can be reduced, but the number of biological subjects N s has to be increased. For example, in order to reduce the number of arrays from 12 (Table I, first panel) to 8 (Table I, fourth panel), the number of biological subjects to form the pools must be increased from 12 to 40.
For the second scenario we consider the case σ 2 = 0.2, σ 2 ǫ = 0.05, which gives λ = σ 2 /σ 2 ǫ = 4. Again the preset targets are to detect a true differential expression µ = 1 with no less than 95% power while the false positive rate is set at P th = 0.001. Using these parameters, the power S as a function of n c + n t is plotted in Fig.1 for different levels of sample-pooling. For the non-pooled design (r = 1), N s = 30 total biological subjects and N m = 30 arrays are required to hit the preset targets. Similar to the first scenario, as the level of pooling is increased, the number of arrays N m is reduced while the number of subjects increased to meet the preset targets.
In Table II , we summarize our exact results and the approximate results of [9] . It can be seen that the difference between the two can be very large, indicating the need for exact results. For example, in the first scenario when N m = 8 the approximate result of [9] predicts that a minimum of 21 biological subjects are required. In practice 24 subjects are required as 24 is the minimum number larger than 21 and divisible by 8. However this experiment setup (24 subjects forming 8 pools, 8 microarrays) will only give a detection power of 90%. To meet the target power of 95%, 40 biological subjects are actually required by our exact result. If an experiment with N m = 7 microarrays is planned, Shih et al. predicts that 37 subjects are required [9] , but in fact 126 subjects must be used to achieve the target. Generally, the approximate formulas of [9] are too optimistic in assessing the benefits of pooling samples and reducing the number of microarrays, because they underestimate the number of biological subjects required.
B. Cost analysis
Depending on the material costs involved in the biological subjects and microarrays, the conditions where pooling samples becomes beneficial may be different from lab to lab. Here we show examples to determine these conditions. Denoting the cost associated with each biological subject as C s (including materials and labor etc) and the cost associated with a microarray as C m , then the total costs for an experiment in microarray comparative study is C T = N s C s + N m C m . Taking the first scenario as an example, the total cost of a non-pooled design to achieve our preset targets is C T (r = 1) = 12C s + 12C m , and the total cost for pooled design with r = 2 is
Therefore in order that the pooled design with r = 2 is beneficial we must have
which requires that C m ≥ 4C s . Put another way, only when the cost associated with one microarray C m is more than 4 times the cost of a subject C s , does the pooling design with r = 2 become preferable to the non-pooled design. Similarly a higher level of pooling with r = 3 becomes preferable to r = 2 only when C m ≥ 7C s . Furthermore the conditions for increasing the level of pooling from r = 3 to r = 5 are C m ≥ 13C s , and so on. Table II gives these conditions for further levels of pooling. For the first scenario using the actual cost figures given in [9] where C s = $230 and C m = $300, it can be seen that none of the pooling conditions is met. Therefore for this laboratory pooling samples is not recommended. However, if we use the cost figures of [10] where C s = $50 and C m = $700, an optimal design is a pooled design with r = 5.
For the second scenario, it is a similar story. The cost figures of Ref. [9] (C s = $230 and C m = $300) gives C m = 1.30C s , which does not satisfy any of the pooling conditions. So again the non-pooled design with N m = 30 and N s = 30 is recommended. On the other hand, the cost figures of [10] (C s = $50 and C m = $700) give C m = 14C s which satisfies all the pooling conditions in the lower panel of Table II except the last row. So in Kendziorski et al's lab, the pooled design with N m = 14 and N s = 84 would be recommended.
V. DISCUSSION
We have in this paper presented exact formulas for calculating the power of microarray experimental design with different levels of pooling. These formulas can be used to determine the conditions of statistical equivalence between different pooling setups. As in [10] and [9] , the calculations presented in this paper are for an individual gene, so the statistical equivalence for different designs of pooling can be determined with regard to one particular gene. However, microarray monitors thousands of genes simultaneously, and the biological and technical variances vary from gene to gene, therefore no single result of statistical equivalence between pooled and nonpooled designs applies equally to all genes on the array. So in practice how would the formulations in this work be used? One possible way, as suggested by Kendziorski et al. [10] , is to specify the distributions of σ 2 and σ ǫ and calculate the total number of subjects and arrays that maximize the average power across the the array. In theory, if the biological variances and technical variances were known for all genes on the array, an equivalence condition between pooled and non-pooled designs could be determined for each gene individually. The overall (or say, average) equivalence condition between pooled and non-pooled designs could be obtained, for example, by some form of averaging operation over all genes. An alternative and probably more practical way is to use representative values of σ 2 and σ ǫ . We therefore propose that parameters for "typical gene" be used as inputs for the power and sample size calculations. A typical gene is a gene whose biological and technical variance have the most probable values among the genes, i.e., the mode of the distribution for biological and technical variance of genes. Alternatively, the median or mean variances across genes could be used as representative values [9] .
An issue associated with microarray experiments is the problem of multiple inferences, where a separate null hypothesis is being tested for each gene. Given thousands of null hypotheses being tested simultaneously, the customary significance level α = 0.05 for declaring positive tests will surely give too many false positives. For example, if among a total number N = 10000 of genes being tested, N 0 = 4000 are truly null genes (genes that are non-differentially expressed between the two classes), the expected number of false positive results would be 4000 × 0.05 = 200, which may be too many to be acceptable. Thus a smaller threshold p-value for declaring differentially expressed genes should be used. Effectively controlling false positives in a multiple testing situation such as microarray experiments is an area which has drawn much attention in recent years due to the wider application of microarray technology. As discussed in our previous work in [13] , generally speaking, all different multiple-testing adjustment methods eventually amount to effectively setting a threshold p-value, and then rejecting all the null hypotheses with p-value below this threshold. The classical Bonferroni multiple-testing procedure, which controls family-wise error rate at α by setting the threshold P th = α/N , is generally regarded as being too conservative in the microarray context. The FDR (False Discovery Rate) idea, initially due to [15] in dealing with the multiple testing problem, has now been widely accepted as appropriate to the microarray situation. Recently, Efron [16] extended the FDR idea by defining fdr, a local version FDR (local false discovery rate). When planning microarray experiments in terms of power and sample size calculation, the FDR of [15] is more appropriate and convenient to use. There are now in the literature a few slightly different variants of the definition of FDR [15, 17, 18] , but in essence it is defined as the proportion of false positives among all positive tests declared. To provide an interface between FDR and the formulation in the previous sections, here we show that there is a simple correspondence between controlling FDR and specifying the traditional type I error rate and power.
Suppose that there are a total number N of genes being monitored by microarray, so there will be N hypotheses being tested, one for each gene. Suppose that a fraction π 0 of the N genes are true null genes, i.e., genes that are non-differentially expressed between the two classes. Given the type I error rate P th , the expected number of false positive tests is P th N π 0 ; Given the power S, the expected number of non-null genes (truly differentially expressed genes) that are declared positive is SN (1−π 0 ) . So the FDR achieved by this setting is FDR = P th N π 0 P th N π 0 + SN (1 − π 0 ) = P th π 0 P th π 0 + S (1 − π 0 ) .
(14)
Here π 0 is an important parameter in controlling FDR, for which several different methods of estimating this parameter have been proposed [13, 18, 19] . Especially the method we presented in [13] is an accurate yet computationally much simpler algorithm than the one proposed by Storey and Tibshrirani in [18] . With the interface Eq. (14), FDR can be readily presented and incorporated into the calculations. 
