INTRODUCTION
In recent years, numerous studies have attempted to develop algorithms which reconstruct cross sectional conductivity images from magnetic resonance electrical impedance tomography (MREIT). Among the developed algorithms, the harmonic B z algorithm gives the most remarkable conductivity images from MREIT data in phantom, post-mortem and in vivo animal experiments as studied in [1, 2, 3, 4] . In addition, it is more practical than other algorithms. Generally, all three components of magnetic flux density B = (B x , B y , B z ) are necessary to reconstruct conductivity images and it leads to repeat experiments three times with rotating a target object. In contrast, the harmonic B z algorithm reconstructs conductivity images solely by the main magnetic directional component B z . Thus it reduces the number of experiments by one third, and becomes applicable to human experiments in the view of the present MR-technology which does not provide rotations.
For medical MREIT applications to humans, it is necessary to use low magnitude currents due to safety regulations. However, manipulation with low magnitude currents brings about low SNR of B z . Low SNR is problematic since the Laplacian of B z is required in the reconstruction process. The noise effect is amplified significantly in differentiating B z , and it deteriorates the quality of results. Hence the reconstructed conductivity will not be reliable without effective removal of noise.
Hahn and Lee [5] proposed another ramp preserving denoising method which utilizes a structure tensor. In this paper, we present a scheme of finding exact location of salt-pepper type noise through eigenvalue analysis of the structure tensor. To resolve two main problems, ramp preserving and removing both normal random noise and salt-pepper type noise, we propose the modified ramp preserving Hahn-Lee method using the eigenvalue analysis scheme.
METHODOLOGY

Ramp preserving Hahn-Lee Method
The structure tensor U of data I is defined by
This matrix has orthonormal eigenvectors v Λ and v λ with v Λ parallel to ∇I and the corresponding eigenvalues are given by Λ = |∇I| 2 and λ = 0. The eigenvectors v Λ and v λ are the directions in which maximum and minimum changes of I occur, respectively. Also the corresponding eigenvalues Λ and λ denote the amount of changes.
Hahn and Lee [5] proposed a denoising method based on nonlinear partial differential equations (PDEs) with a structure tensor. The proposed model denoises the image I with the PDEs of the form:
and
where u ij = (U ) ij and Λ and λ are maximum and minimum eigenvalues of U , respectively, and v Λ and v λ are corresponding eigenvectors.
In the sense that the diffusivity matrix (3) in the Hahn-Lee method uses Λ = |∇I| 2 , it is a natural extension of the diffusivity coefficient in the Perona-Malik method. The notable point in the Hahn-Lee method is that the same diffusivity matrix is used for image denoising (1) and tensor regularization (2) . In general, the first derivatives of a target image are used in diffusion coefficient or diffusivity matrix to keep edges. For that reason, in tensor regularization, the second derivatives of a target image is commonly used. However, for instance, in a one-dimensional image, the absolute values of the second derivatives have a local minimum at edges, and then the tensor information easily smears out near edges. Hence, in order to preserve edges, it is more suitable to use the first derivative information of a target data in tensor regularization also. See [5] for more details.
In this talk we will denoise the magnetic flux density B z obtained from MREIT experiments and utilize the Laplacian of B z in the conductivity reconstruction process. To reconstruct reliable conductivity images, we need to apply adequate denoising method on B z before the reconstruction procedure. If we apply edge-preserving type denoising methods such as the Perona-Malik method, however, these methods only preserve the positions where |∇B z | has its local maxima and lose the information of the ramp's end points. Thus the positions where the Laplacian of B z has its local maxima will be located inaccurately. To preserve the endpoints of the ramp, that is, the ramp structure, we adopt the tensor
where (w 1 (x, t), w 2 (x, t)) T = ∇I s instead of
Hahn and Lee [5] modified the original Hahn-Lee method to the following ramp preserving denoising scheme:
on Ω, and
We call this scheme as the ramp preserving Hahn-Lee method, abbreviated as the HL method.
Modified Hahn-Lee Method
The B z data has very low fluctuated ramp structure, and thus the HL method does not work successfully for denoising the B z data. To adjust the HL method to MREIT, we propose two modifications of the HL method. The first is to magnify data scale and the second is to scale the diffusivity matrix g(U ).
The magnitude of B z is about 10 −9 ∼10 −6 . Too small magnitude of the data can cause more numerical round-off errors. Also it follows that structure tensor has small magnitude, and then the eigenvalues becomes very small. Hence the diffusivity matrix does not have the anisotropic denoising properties. To overcome this trouble we scale B z to the normal image scale such as [0, 255] and then re-scale it after completing denoising.
The next modification is on the diffusivity matrix g(U ). We add a scale factor h(λ) in g(U ) as g(U ) = 1
where h(λ) is defined in two manners depending on the noise state of the B z data, which can be anticipated from MR images. When noise is randomly distributed, h(λ) is set to be
where α is the constant larger than 1 so that it magnifies effects of the diffusivity matrix. As we take larger α, this method recognizes the strength of ramp structure stronger than the original strength.
If the B z data is collected from MRI scanning of humans or in vivo animals, B z partially has salt-pepper type noise near outer layers of bones and gas-filled organs. If we keep deonising process until this noise disappears, the ramp structure which should be preserved also disappears. Hence it is more efficient to treat this noise separately. The second proposed scale factor allows to conduct isotropic smoothing in salt-pepper type noisy regions and ramp preserving denoising in the other regions based on minimum eigenvalues λ of U .
The formula of the second scale factor is given by
= µ + βσ, where µ and σ are the average and the standard deviation of {λ(x)} x∈Ω , respectively. The constant β in the degrading limitλ is an increasing value depending on denoising time as
where [x] refers to a maximum integer not exceeding x and γ is the constant depending on the level of salt-pepper type noise.
The scale factor describes that we find noisy regions where λ ≥λ and set h(λ) = 0 for these regions. If h(λ) = 0, then denoising occurs in both eigenvector directions with the same amount, so the denoising procedure becomes isotropic smoothing. Hence we can smooth the noisy regions fast and preserve ramp structure with this scale factor. The remaining problem is to figure out the noisy regions with λ. As mentioned above, the eigenvector corresponding to a minimum eigenvalue implies the minimal changing direction at the point, and the minimum eigenvalue implies the amount of change in the corresponding eigenvector direction. The large minimum eigenvalues imply that there are large scale of changes in both eigenvector directions, v Λ and v λ . This situation occurs near a corner or noisy regions. Because there is no corner in the B z data, it is reasonable to consider the region having the large minimum eigenvalue as a noisy region. The one last thing to consider is how to set the degrading limit which is the criterion of noisy regions. Since the amount of noise decreases over time, the degrading limit is defined with the increasing factor β which is proportional to denoising time. The constant γ is selected around 3 ∼ 5 depending on the level of salt-pepper type noise.
