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Re´sume´—On conside`re le proble`me d’estimation de la phase
initiale (ou angle de calage) a` partir de mouvements mi-
crome´triques pour les moteurs synchrones. La me´thode
n’utilise que des mesures de de´placement et le gain du mo-
teur, sa charge et les frottements sont inconnus. Le mode`le
utilise´ est a` second membre discontinu en raison des frot-
tements. On ge´ne`re une famille de trajectoires (me´thode
active) permettant d’obtenir la phase initiale comme fonc-
tion de l’amplitude des de´placements en se´parant les contri-
butions de la phase initiale, des frottements et de la
masse. Cette se´paration est obtenue graˆce a` une classifica-
tion des comportements dynamiques du syste`me a` second
membre discontinu en re´ponse a` des entre´es pe´riodiques.
Une formule approche´e de l’estime´e est propose´e et des
re´sultats expe´rimentaux pre´sente´s. On compare ces re´sultats
avec ceux d’une me´thode classique, imple´mentable dans les
meˆmes conditions.
Mots-cle´s—moteurs synchrones, phase initiale, angle de ca-
lage, estimation, planification de trajectoires, classification
d’orbites pe´riodiques.
I. Introduction
On s’inte´resse aux moteurs synchrones line´aires et rota-
tifs utilise´s dans des applications de positionnement haute
pre´cision, telles que la fabrication des micro-processeurs
([1] et [2]). La suppression du syste`me collecteur-balai per-
met d’atteindre un niveau de performance supe´rieur tout en
garantissant une meilleure fiabilite´. En pre´sence de balais,
les commutations de courant, ainsi que l’initialisation du
moteur, sont re´alise´es me´caniquement. Par contre, en l’ab-
sence de contact, pour re´aliser les commutations en phase
avec le champ magne´tique, des mesures supple´mentaires et
un algorithme sont ne´cessaires. C’est cette synchronisation
du courant avec la position des bobines au sein du champ
magne´tique que l’on appelle initialisation. Cet article pro-
pose une me´thode pour estimer la position initiale (modulo
la pe´riode magne´tique) du rotor des moteurs synchrones en
n’utilisant que des mesures de de´placement1.
Pour certaines applications industrielles, on cherche a`
piloter les moteurs synchrones avec un minimum de cap-
teurs. Les capteurs de courant sont pre´fe´re´s a` ceux de po-
sition qui sont nettement plus one´reux et de´licats a` ins-
taller et mettre en œuvre. De nombreuses contributions
permettent de de´terminer la position initiale du rotor (par
1La me´thode fait l’objet d’un de´poˆt de brevet en cours aux USA.
rapport au champ magne´tique) a` partir de mesures de cou-
rant. On distingue principalement deux me´thodes dont la
premie`re consiste a` estimer la force contre-e´lectromotrice
induite dans le moteur a` l’aide d’un observateur ([3] et [4]),
et la seconde a` e´valuer la valeur de l’inductance des phases
e´lectriques du moteur en envoyant des signaux spe´cifiques
([5], [6] ou [7]), ou aucun signal ([8] ou [9]).
Pour atteindre des pre´cisions microme´triques, voire
infe´rieures, il est indispensable d’ajouter des capteurs op-
tiques de position. Les re´solveurs, ou capteurs absolus sont
tre`s one´reux et difficiles a` mettre en place. Dans cet article,
les capteurs utilise´s sont des codeurs optiques incre´mentaux
qui mesurent le de´placement relatif autour de la position
initiale. Pour des raisons technologiques qui sortent du
cadre de cet article, les mesures e´lectriques ne sont pas uti-
lise´es ici. La figure 1 montre le sche´ma bloc de l’ensemble
moteur, controˆleur, initialisation. Insistons sur le fait que,
dans les conditions de la figure 1, il n’est pas ne´cessaire
d’ajouter des capteurs a` effet Hall redondants et qui se-
raient uniquement de´die´s a` l’initialisation. A cette solution
technologique, on oppose une me´thode algorithmique utili-
sant des capteurs de toutes fac¸ons indispensables pour les
applications de haute pre´cision conside´re´es.
pre´de´finies
Controˆleur
de courant
Moteur synchrone Capteur de de´placement
Capteur de courant
Consignes
Me´thode d’initialisation
Fig. 1. Proce´dure d’estimation.
Dans le contexte de la figure 1, on peut envisager
une premie`re solution (dite « classique » par la suite)
qui consiste a` maintenir un courant constant sur une
des phases du moteur jusqu’au repos me´canique. Il est
alors possible de relier les informations fournies par
les codeurs incre´mentaux au champ magne´tique. Cette
me´thode pre´sente cependant l’inconve´nient de ge´ne´rer des
de´placements dont l’amplitude est comparable a` la pe´riode
spatiale du champ magne´tique, c’est-a`-dire plusieurs mil-
lime`tres. Cet aspect n’est pas acceptable pour les applica-
tions conside´re´es.
Dans ce travail, les de´placements ge´ne´re´s peuvent eˆtre
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Fig. 2. Moteur line´aire biphase´.
choisis arbitrairement faibles (typiquement quelques cen-
taines de microns). L’originalite´ des re´sultats provient
d’une part de l’utilisation d’un capteur de de´placement
pour de´terminer la position initiale (modulo le pas des
aimants) sans mesurer le champ magne´tique, ni utiliser
les mesures de courant, et, d’autre part, du fait que les
parame`tres du moteur (gain, masse embarque´e et frotte-
ments) ne sont pas connus. Dans ces conditions, la me´thode
propose´e estime la phase initiale tout en ne ne´cessitant que
peu de calculs.
Dans la suite, on mode´lise la dynamique des moteurs
synchrones tout en mettant en e´vidence les enjeux relatifs
a` la de´termination de la phase initiale avec pre´cision : ga-
rantir un positionnement stable et pre´cis tout en ayant une
efficacite´ e´nerge´tique maximale (section II). On e´tablit en-
suite le lien existant entre la phase initiale et l’amplitude
des de´placements en re´ponse a` une sollicitation pe´riodique
(section III). Cette analyse s’appuie notamment sur une
classification comple`te des orbites pe´riodiques du syste`me
soumis a` des oscillations force´es. En particulier, on montre
comment l’amplitude des frottements, mode´lise´s par une
fonction du signe de la vitesse et donnant lieu a` un syste`me
a` second membre discontinu au sens de Filippov [10], mo-
difie les trajectoires suivies par le syste`me. On compare
alors le de´placement mesure´ a` celui pre´dit par cette clas-
sification pour en extraire la phase initiale en s’appuyant
de plus sur une approximation. Dans la section IV, des
re´sultats expe´rimentaux valident les diffe´rentes hypothe`ses
et illustrent la supe´riorite´ de notre me´thode par rapport a`
la me´thode « classique ».
II. Le proble`me d’estimation
A. Mode`le des moteurs synchrones
Par souci de simplicite´, on ne conside`re que les moteurs
line´aires synchrones biphase´s (figure 2), la transposition au
cas ge´ne´ral e´tant imme´diate. Une voie magne´tique cre´e un
champ sinuso¨ıdal d’amplitude inconnue B0 et de pe´riode
spatiale connue P . En notant l la longueur des enroule-
ments actifs, la force F1 cre´e´e par la premie`re phase est
donne´e par :
F1 = i1 l B0 sin
(
2pi
P
x
)
+ (−i1) l B0 sin
(
2pi
P
(x− P
2
)
)
= Km i1 sin
(
2pi
P
x
)
= Km i1 sin
(
2pi
P
(x0 + d)
)
,
(1)
avec Km = 2 l B0 le gain du moteur, x0 la position initiale,
x la position instantane´e et d = x− x0 le de´placement. Un
calcul analogue a` (1) conduit a` l’expression de la force F2
engendre´e par la seconde phase :
F2 = Km i2 cos
(
2pi
P
(x0 + d)
)
. (2)
Dans (1) et (2), les courants i1 et i2 sont suppose´s en re´gime
e´tabli. En re´alite´, leur dynamique est stable et rapide par
rapport a` la dynamique me´canique graˆce a` un controˆleur de
courant, de´ja` mentionne´ figure 1. Le fonctionnement com-
plet du moteur se re´sume alors a` :
x¨ = Km
m
(
i1 sin
(
2pi
P
(x0+d)
)
+ i2 cos
(
2pi
P
(x0+d)
))
− f
m
sign(x˙)
(3)
ou` les frottements secs sont mode´lise´s par la fonction
f sign(x˙). Leur intensite´ f , tout comme le gain Km et la
charge m sont inconnus.
Pour piloter (3), puisque x0 est inconnu, supposons
connue une estime´e x̂0 (rappelons que sa de´termination est
l’objet de cet article). On propose de choisir les courants i1
et i2 comme suit :
i1 = I(t) sin
(
2pi
P
(x̂0 + d) + ϕ
)
i2 = I(t) cos
(
2pi
P
(x̂0 + d) + ϕ
)
,
(4)
avec I(t) une consigne de courant et ϕ un degre´ de liberte´
supple´mentaire.
L’e´quation (3) avec ces consignes s’e´crit :
x¨ =
Km
m
cos(ϕ0 − ϕ̂0 − ϕ) I(t)−
f
m
sign(x˙),
avec ϕ0 =
2pi
P
x0 la phase initiale et ϕ̂0 =
2pi
P
x̂0.
On note K̂m et m̂ des estime´es de Km et m respective-
ment. Comme
bKm
bm
I est homoge`ne a` une acce´le´ration, on
note dans la suite :
K̂m
m̂
I(t) = x¨ref (t) (5)
ce qui, avec α =
(
Km
m
)
×
(
bm
bKm
)
, donne :
x¨ = α cos(ϕ0 − ϕ̂0 − ϕ) x¨ref (t)−
f
m
sign(x˙). (6)
B. Roˆle de la phase initiale
Dans l’e´quation (6), seules la consigne x¨ref (t) et la va-
riable ϕ sont a` la disposition de l’utilisateur. Graˆce a` ces
degre´s de liberte´, on cherche une estime´e ϕ̂0 de la phase ini-
tiale ϕ0 malgre´ la me´connaissance des autres parame`tres du
syste`me.
Quand on fixe ϕ = 0, la force de´veloppe´e par le moteur
se met sous la forme :
F = F1 + F2 = Km cos(ϕ0 − ϕ̂0) I(t),
soit
|F | ≤ |Km I(t)| = mα |x¨ref (t)| .
Ainsi, pour une consigne x¨ref (t) donne´e, la force
de´veloppe´e est infe´rieure en norme a` la valeur de´sire´e de`s
que ϕ̂0 est errone´. En raison de la dissipation thermique
qui en re´sulte, l’efficacite´ e´nerge´tique n’est donc optimale
que si ϕ̂0 est pre´cise´ment de´termine´.
De plus, le gain de la boucle ouverte entre x et x¨ref
de´pend de cos(ϕ0 − ϕ̂0). La qualite´ de l’estimation est
e´galement ne´cessaire pour assurer pre´cision et stabilite´ du
positionnement des moteurs synchrones.
III. La me´thode d’estimation
A. Choix des trajectoires
On va proposer des consignes particulie`res ge´ne´rant des
de´placements aussi petits que possible (a` la diffe´rence de la
me´thode « classique ») et permettant de se´parer les contri-
butions des diffe´rents parame`tres du mode`le (6).
Observons que dans les conditions particulie`res sui-
vantes :
α = 1, ϕ̂0 = 0, f = 0,
le syste`me (6) est un simple double inte´grateur. Ainsi, si
x¨ref est la de´rive´e seconde d’une trajectoire xref oscillante
d’amplitude ξ1− ξ0, l’amplitude des de´placements mesure´s
est donne´e par cos(ϕ0−ϕ) (ξ1 − ξ0). En choisissant succes-
sivement ϕ = 0 et ϕ = pi
2
, on estime facilement cos(ϕ0) et
sin(ϕ0). Par ailleurs, on ge´ne`re des de´placements d’ampli-
tude aussi faible que voulu en re´glant ξ1 − ξ0 en fonction
de la re´solution du capteur.
On construit une trajectoire oscillante de ce type en deux
e´tapes. Tout d’abord, on de´finit xelem(t), trajectoire allant
de ξ0 au repos a` ξ1 au repos en un temps T > 0 :
1. On se donne les conditions initiales
xelem(0) = ξ0, x˙elem(0) = 0, x¨elem(0) = 0.
2. On fixe aussi les conditions finales
xelem(T ) = ξ1, x˙elem(T ) = 0, x¨elem(T ) = 0.
3. Une interpolation polynoˆmiale de degre´ 5 pour xelem(t),
avec les conditions pre´ce´dentes est donne´e par :
xelem(t) = ξ0 + (ξ1 − ξ0)
5∑
i=1
ai
(
t
T
)i
. (7)
4. Les coefficients {ai}1≤i≤5 sont obtenus par identifica-
tion du polynoˆme pre´ce´dent avec les conditions initiales et
finales :
a1 = a2 = 0, a3 = 10, a4 = −15, a5 = 6.
De la meˆme fac¸on, on de´termine la trajectoire arreˆt-arreˆt
de ξ1 a` ξ0 en un meˆme temps T . Graˆce a` l’interpolation
polynomiale (7), on de´finit x¨M , de´rive´e seconde d’une tra-
jectoire oscillante compose´e de M allers-retours de ξ0 a` ξ1 :
∀k ∈ {0, . . . , 2M − 1} , ∀t ∈ [k T , (k + 1)T ] ,
x¨M (t) = (−1)
k x¨elem(t− k T ).
(8)
Comme sugge´re´ pre´ce´demment, si x¨ref = xM , en l’ab-
sence de frottements (f = 0) et si le gain et la charge
du moteur sont connus (α = 1), on estime aise´ment la
phase initiale a` partir de l’amplitude des de´placements ef-
fectue´s. Remarquons que si α 6= 1, l’amplitude des mou-
vements avec ϕ = 0, puis ϕ = pi
2
rend toujours possible
la de´termination de la phase initiale facilement en l’ab-
sence de frottement. En revanche, en prenant en compte
les frottements secs (f 6= 0), on ne lie plus aussi aise´ment
la mesure des de´placements aux parame`tres du syste`me,
notamment a` la phase initiale. La partie suivante explicite
cette relation.
B. Classification des comportements dynamiques
L’ide´e sous-jacente de ce travail est d’inte´grer (6) deux
fois avec x¨ref = x¨M , pour lier l’amplitude des de´placements
mesure´s aux diffe´rents parame`tres du mode`le (6), qui est a`
second membre discontinu de`s que f 6= 0. Au voisinage de
la surface de discontinuite´ x˙ = 0, le syste`me peut soit glis-
ser sur cette surface, soit la traverser, ces comportements
e´tant illustre´s dans [10]. Pour inte´grer (6), il est ne´cessaire
de connaˆıtre le comportement du syste`me en fonction des
parame`tres inconnus.
Pour faire cette disctinction, on introduit le parame`tre
µ :
µ = αm| cos(ϕ0 − ϕ̂0 − ϕ)|x¨max/f, (9)
ou` x¨max est la valeur maximale de la consigne
d’acce´le´ration :
x¨max = max
0≤t≤T
|x¨elem(t)| . (10)
Ce parame`tre permet de re´aliser une classification
comple`te des comportements dynamiques du syste`me (6)
en re´ponse a` la sollicitation pe´riodique x¨M , notamment en
ce qui concerne l’occurence ou non de glissement sur la
surface de discontinuite´.
The´ore`me 1: Pour tout µ > 1, le syste`me (6) commande´
par x¨ref = x¨M , initialement au repos, admet une unique
orbite pe´riodique attractive de pe´riode 2T . Il existe deux
re´els µ1 et µ2, 1 < µ1 ≤ µ2, qui de´pendent uniquement de
xM et qui de´terminent trois et seulement trois comporte-
ments possibles :
(i) 1 < µ ≤ µ1 ≈ 1.4 : Le syste`me atteint une orbite
pe´riodique instantane´ment et des phases de glissement
sur la surface x˙ = 0 se produisent (voir re´sultats de si-
mulation figure 3).
(ii) µ1 < µ ≤ µ2 ≈ 1.7 : Le syste`me atteint une orbite
pe´riodique en un temps infe´rieur a` 2T et des phases
de glissement sur la surface x˙ = 0 se produisent (voir
re´sultats de simulation figure 4).
(iii) µ > µ2 : L’orbite est atteinte en temps infini et au-
cune phase de glissement ne se produit (voir re´sultats
de simulation figure 5).
En outre, si µ ≤ 1, le syste`me reste au repos.
Preuve: On se contente d’indiquer l’ide´e de la preuve
en notant y = mµ−1x/f et u = ±x¨ref/x¨max, de sorte que :
y¨ = u− µ−1sign(y˙), y˙0 = y¨0 = 0, |u| ≤ 1. (11)
Si la vitesse s’annule en t tel que µ|u(t)| < 1, on ve´rifie que
la surface de discontinuite´ est attractive et qu’il y a glisse-
ment jusqu’a` t′, tel que µ|u(t′)| = 1. Si µ≫ 1, quand la vi-
tesse s’annulle, la commande est supe´rieure aux frottements
et le syste`me traverse la surface de discontinuite´. A partir
d’une valeur µ2, de`s que x˙ = 0, la surface de discontinuite´
est attractive. La me´moire du syste`me e´tant alors efface´e,
un cycle limite est e´tabli en temps fini. Pour µ1 ≤ µ ≤ µ2,
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il y a deux phases de glissement sur les intervalles de temps
[k T, (k + 2)T ], puis quatre pour 1 < µ ≤ µ1.
C. Inte´gration de l’e´quation (6)
D’apre`s le the´ore`me 1, un re´gime permanent e´tant atteint
quelle que soit la valeur de µ, on note δ l’amplitude des
de´placements le long de l’orbite pe´riodique :
δ = lim
k→∞
 max
0≤τ≤T
∣∣∣x(k T + τ)− x(k T )∣∣∣ . (12)
δ de´pend de l’ensemble des parame`tres physiques, ras-
semble´s dans µ, et donc de la phase initiale recherche´e.
Le the´ore`me 2 explicite cette relation.
The´ore`me 2: Pour le syste`me (6) initialement au repos
et la consigne x¨ref = x¨M , il existe une fonction ∆ de´finie
de R+ dans [0 , 1[ telle que
δ = α |cos(ϕ0 − ϕ̂0 − ϕ)| (x1 − x0)∆(µ), (13)
µ e´tant de´fini par (9). Par ailleurs, la fonction ∆
(repre´sente´e figure 6(a)) de´pend uniquement de la consigne
x¨M .
Preuve: D’apre`s le the´ore`me 1, en re´gime permanent,
il est possible de faire la distinction entre les orbites avec
ou sans phase de glissement et de connaˆıtre les instants
de de´but et de fin de ces e´ventuelles phases, pour tout µ.
A tout instant, on connaˆıt la partition de l’espace d’e´tat
(x˙ < 0, x˙ = 0 ou x˙ > 0) dans laquelle le syste`me se situe,
ce qui rend la double inte´gration de (6) avec x¨ref = x¨M
possible. La formule (13) s’en de´duit imme´diatement.
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Fig. 6. Fonctions ∆(µ) (a` gauche) et µ∆(µ) (a` droite).
D. Formule d’estimation
On veut estimer la phase initiale, et donc, a` partir de
maintenant, on fixe ϕ̂0 = 0. Soit {ϕi}1≤i≤N un ensemble
de N re´els avec lesquels, conforme´ment a` (13), on obtient
N valeurs δi de´finies par :
∀i, δi = εi cos(ϕ0 − ϕi)α (x1 − x0)∆(µi), (14)
ou` l’on note :
µ0 = α x¨maxm/f
εi = sign (cos(ϕ0 − ϕi))
µi = εi µ0 cos(ϕ0 − ϕi).
(15)
Soit (i , j) ∈ {1 , . . . , N}
2
et i 6= j, avec les notations
pre´ce´dentes, on a la relation :
δi µj ∆(µj) = δj µi∆(µi) .
On de´finit la fonction Jij (µ0 , ϕ0) par :
Jij (ϕ0 , µ0) =
δi µj ∆(µj)− δj µi∆(µi)2 , (16)
en rappelant que µi est une fonction de ϕ0 et µ0 de´finie
par (15).
Au final, estimer la phase initiale revient a` re´soudre le
proble`me d’optimisation suivant :
ϕ̂0 , µ̂0 = arg min
ϕ0∈R
µ0∈R
+

∑
i ,j
j>i
Jij (ϕ0 , µ0)
 (17)
E. Re´solution approche´e
On peut re´soudre (17) par des me´thodes de descente
ite´ratives. Dans cette partie, a` l’aide d’une approximation,
on propose une solution plus directe. La pertinence de cette
approche sera illustre´e par les re´sultats expe´rimentaux.
L’ide´e est d’obtenir un proble`me d’optimisation proche
de (17) mais dont la re´solution ne soit pas nume´rique. Pour
cela, on line´arise la fonction µ∆(µ) en supposant qu’il
existe une constante γ ∈ R+ telle que :
∀µ ≥ 1, µ∆(µ) ≈ γ (µ− 1). (18)
Remarquons que l’approximation pre´ce´dente, illustre´e fi-
gure 6(b), n’est valable que pour µ ≥ 1.
Avec (18), la fonction Jij (ϕ0 , µ0), donne´e par (16), est
approche´e par J∗ij (ϕ0 , µ0) de´fini comme suit :
J∗ij (ϕ0 , µ0) = γ
2
δi (µj − 1)− δj (µi − 1)2
= γ2
(µi µj)Aij
(
µi
µj
)
+ bTij
(
µi
µj
)
+ c2ij
 . (19)
Les notations employe´es dans (19) sont de´finies par :
– Aij =
(
δ2j −δi δj
−δi δj δ
2
i
)
,
– bTij = −2 (δi − δj) (−δj δi),
– cij = (δi − δj)
2
.
Le crite`re a` minimiser dans (17) est approche´ par
J∗(ϕ0 , µ0), fonction quadratique en µ = (µ1 . . . µN )
T
:
J∗(ϕ0 , µ0) = γ
2
µT Aµ+ bT µ+ c . (20)
A est une matrice N ×N , b un vecteur de dimension N et
c un scalaire. On de´finit ces grandeurs par :
– ∀ (i , j) ,
∣∣∣∣∣∣
i = j , A(i , i) =
∑
j 6=i
δ2j
j > i , A(i , j) = A(j , i) = − δi δj
– ∀ i , b(i) = 2
∑
j 6=i
(δj (δi − δj))
– c =
∑
i ,j
cij .
Remarquons que, d’apre`s (20), γ n’intervient pas dans l’ar-
gument du minimum de J∗.
Pour tirer parti du fait que J∗ est une forme quadratique
en µ, on exprime µi en coordonne´es carte´siennes :
µi = µ0
(
εi cos(ϕi) εi sin(ϕi)
) ( cos (ϕ0)
sin (ϕ0)
)
.
De´finissons alors θ ∈ R2 et M matrice N × 2 par :
θ = µ0
(
cos (ϕ0)
sin (ϕ0)
)
M =


ε1 cos(ϕ1) ε1 sin(ϕ1)
...
...
εN cos(ϕN ) εN sin(ϕN )

 ,
de manie`re a` exprimer µ = Mθ comme combinaison
line´aire des nouvelles variables d’optimisation. Notons que
ϕ0 est la phase du vecteur θ et µ0 sa norme.
Avec ce changement de variable, on obtient une approxi-
mation de J avec J˜(θ) = J∗ (ϕ0(θ) , µ0(θ)), dont l’expres-
sion est donne´e par :
J˜(θ) = θTMTAMθ + bTMθ + c.
Comme l’approximation (18) n’est valable que pour µ ≥ 1,
il faut minimiser la forme quadratique J˜(θ) tout en satis-
faisant N contraintes du type
εi
(
cos(ϕi) sin(ϕi)
)
θ ≥ 1.
On appelle θ̂ la solution du proble`me d’optimisation cor-
respondant, donne´ par :

θ̂ = arg min
θ∈R2
J˜(θ)
soumis a` :
∀i, εi
(
cos(ϕi) sin(ϕi)
)
θ ≥ 1
(21)
On obtient la solution de fac¸on simple en exprimant les
contraintes d’optimalite´ de Ku¨hn et Tucker (voir [11] pour
plus de de´tails) et la phase du vecteur θ̂ est ϕ̂0, la valeur
estime´e de la phase initiale.
IV. Re´sultats expe´rimentaux et comparaison
A. Mise en œuvre
Afin de re´soudre le proble`me approche´ (21), pour chaque
de´phasage ϕi, on de´termine δi et εi. Pour cela, en pratique,
on choisit M , le nombre d’allers-retours de x¨M , suffisam-
ment grand pour que le re´gime permanent soit atteint dans
tous les cas. Soit alors n0 < 2M , on e´value δ de´fini par (13)
par la relation suivante :
δ ≈
1
2M − n0 + 1
2M∑
k=n0
max
0≤τ≤T
|x(k T + τ)− x(k T )|. (22)
Graˆce a` (22), on de´termine l’ensemble {δi}1≤i≤N .
Par ailleurs, pour ϕi donne´, le syste`me (6) (pour lequel
on fixe ϕ̂0 = 0 et ϕ = ϕi) e´tant initialement au repos, si
cos(ϕ0 − ϕi) > 0, x est croissant de 0 a` T (si ξ1 > ξ0). En
revanche, quand cos(ϕ0 − ϕi) < 0, x de´croˆıt de 0 a` T (si
ξ1 > ξ0). Ainsi, on obtient εi avec :
εi = sign
((
ξ1 − ξ0
)(
x(T )− x(0)
))
. (23)
B. Me´thode « classique »
On compare la me´thode expose´e pre´ce´demment avec une
proce´dure « classique » qui est utilisable dans le contexte
de la figure 1. Elle consiste a` choisir les courants apparais-
sant dans (3) de la fac¸on suivante :
i1 =
m̂
K̂m
x¨0, i2 = 0,
ou` x¨0 est une constante homoge`ne a` une acce´le´ration
(la de´marche est analogue a` (5)). Avec les notations
pre´ce´dentes, l’e´volution du syste`me est donne´e par :
x¨ = α sin
(
2pi
P
d+ ϕ0
)
x¨0 −
f
m
sign(x˙).
Apre`s un re´gime oscillant amorti (l’amortissement e´tant duˆ
aux frottements), le syste`me atteint l’e´quilibre en x∞. On
mesure alors un de´placement note´ d∞ :
ϕ0 =
2pi
P
x∞ −
2pi
P
d∞ mod 2pi.
Si les frottements ne sont pas trop importants, la relation
suivante est ve´rifie´e :
x∞ ≈ x̂∞ =
P
2
+ k∞ P, k∞ ∈ Z.
En l’absence d’information comple´mentaire, la me´thode
« classique » consiste a` estimer ϕ0 par :
ϕ̂0 =
2pi
P
x̂∞ −
2pi
P
d∞ = pi −
2pi
P
d∞ mod 2pi. (24)
En re´alite´, x∞ est d’autant plus e´loigne´ de x̂∞ que les frot-
tements sont importants. On montre que l’erreur commise
de´pend du parame`tre µ′ = αm x¨0/f et, plus µ
′ est petit,
plus cette me´thode est biaise´e.
C. Re´sultats
On compare les deux me´thodes a` l’aide de deux moteurs
diffe´rents dont les caracte´ristiques sont inconnues, bien que
le second pre´sente des frottements beaucoup plus impor-
tants que le premier, meˆme si cette information n’est pas
utilise´e par les algorithmes. En accord avec les notations
pre´ce´dentes, le premier est caracte´rise´ par α1, m1, f1 et
le second par α2, m2 et f2. La comparaison est effectue´e
en assurant que µ0 = µ
′, ce qui implique que x¨0 = x¨max.
On s’inte´resse a` l’erreur moyenne d’estimation ϕ̂0 − ϕ0 en
fonction de la phase initiale ϕ0 que l’on fait varier de 0 a`
2pi.
On saˆıt que les performances de la me´thode « clas-
sique » se de´te´riorent a` mesure que µ′ = α1 m1 x¨0/f1
diminue alors que notre me´thode est conc¸ue pour eˆtre
inde´pendante de µ0 = α1 m1 x¨max/f1. On propose de
le ve´rifier expe´rimentalement sur le premier moteur en
e´valuant l’erreur moyenne d’estimation successivement
avec x¨0 = x¨max = 1000mm/s
2 et x¨0 = x¨max = 500mm/s
2.
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Fig. 7. Erreur moyenne d’estimation bϕ0 − ϕ0 pour des valeurs
discre`tes de ϕ0. Notre me´thode (+) et me´thode « classique » (◦).
Pour ce moteur, la pre´cision obtenue par la proce´dure
issue de ce travail est infe´rieure a` 10◦, ce qui correspond a`
une efficacite´ d’au moins 98%. Pour de fortes acce´le´rations
(figure 7(a)), la me´thode « classique » atteint des perfor-
mances comparables (en le´ger retrait cependant), tout en
ge´ne´rant des de´placements brusques (d’autant plus vio-
lents que x¨0 est important) et de forte amplitude (envi-
ron la pe´riode magne´tique). Comme pressenti, si µ′ dimi-
nue (figure 7(b)), les re´sultats de la seconde me´thode se
de´teriorent, avec une erreur moyenne de l’ordre de 30◦ a`
laquelle correspond une efficacite´ du moteur de 87% contre
98% obtenue avec la me´thode de cet article. Pour conclure
quant a` la figure 7 et au moteur avec peu de frottements,
notre me´thode donne effectivement des re´sultats qui ne
de´pendent pas de µ0 alors que la me´thode « classique »
s’ave`re de moins bonne qualite´ quand µ′ diminue.
Avec le second moteur, la consigne d’acce´le´ration choisie
est de 4000mm/s2 pour vaincre les frottements secs qui sont
plus importants. Comme pre´ce´demment, on e´value l’erreur
moyenne d’estimation figure 8. Notre me´thode est tre`s ro-
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Fig. 8. Erreur moyenne d’estimation bϕ0 − ϕ0 pour des valeurs
discre`tes de ϕ0. Notre me´thode (+) et me´thode « classique » (◦).
buste aux frottements secs, puisque la pre´cision est toujours
de l’ordre de 10◦ alors que la me´thode « classique » donne
des re´sultats de´grade´s. On a ainsi illustre´ l’inde´pendance
de la me´thode de ce travail vis a` vis de µ0 ce qui traduit
l’insensibilite de la me´thode a` la valeur des frottements
secs, et a` la me´connaissance de la masse et du gain du mo-
teur. Quelles que soient ces valeurs, la pre´cision de la phase
estime´e est de ±10◦ pour les moteurs conside´re´s.
V. Conclusion
Cet article pre´sente une me´thode pour de´terminer la
phase initiale des moteurs sysnchrones sans utiliser de cap-
teurs a` effet Hall. Des mesures de courant sont ne´cessaires
mais pas directement utilise´es par l’algorithme, unique-
ment base´ sur une mesure du de´placement. L’information
concernant la phase initiale est extraite de l’amplitude
des mouvements en re´ponse a` une sollicitation pe´riodique,
ceci malgre´ les frottements et la me´connaissance de la
charge embarque´e et du gain du moteur. Les re´sultats
expe´rimentaux sont de meilleure qualite´ que ceux envi-
sageables dans les meˆmes conditions avec une me´thode
« classique » e´galement pre´sente´e, tout en ge´ne´rant des
de´placements de faible amplitude.
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