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ABSTRACT
In this paper we analyze the behavior of the Gamma function at its
critical points and points of discontinuity on the negative side of the
x-axis. We will also explain the bluntness of the gamma function on
this negative side.
Keywords: gamma function, digamma function, extremas, bluntness.
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11. History and Motivation
The gamma function was inspired from the factorial notation in nu-
merical algebra, which is defined as:
n! =
n∏
k=1
k = 1.2.3...(n− 1)n
The idea was to extend the factorial to non-integer numbers, and it
was first considered by Daniel Bernoulli and Christian Goldbach in
the 1720s. The problem was solved at the end of the same decade by
Leonhard Euler. Euler gave two different definitions. The first one was
in an infinite product form:
n! =
∞∏
k=1
(
1 + 1
k
)n
1 + n
k
,
of which he informed Goldbach in a letter dated October 13, 1729.
Then he wrote to Goldbach again on January 8, 1730, to announce his
discovery of the integral representation:
n! =
∫ 1
0
(−lns)nds,
which is valid for n > 0. By the change of variables t = −lns, this
becomes the more popular integral representation of the gamma func-
tion:
Γ(x) =
∫ ∞
0
tx−1e−tdt
Just like the factorial function, the gamma function also has a similar
recursive relation:
Γ(x+ 1) = xΓ(x)
2Combine this property with the value Γ(1) = 1, we can easily show that
Γ(n) = (n− 1)!. We can also use the recursive property to extend the
gamma function to negative real numbers, where the gamma function
is defined everywhere except negative integers and zero. In fact, it
is this extended version that is commonly referred to as the gamma
function.
32. Notation
The reader should be familiar with the following notation that will
be used through out the paper. The digamma function is denoted by
Ψ(x) and is defined as followed:
Ψ(x) = Γ′(x)/Γ(x).
The sum of the first n terms of the generalized harmonic function is
denoted by H(s, n):
H(s, n) =
n∑
k=1
k−s.
The zeta function is denoted by ζ(x):
ζ(s) =
∞∑
k=1
k−s.
3. Lemmas
Here are some lemmas that we will use through out this paper:
Lemma 3.1. For all real x with |x| > 1, we have:
log
x
x− 1 =
∞∑
k=1
1
kxk
.
Proof. Because |x| > 1, we have 1/|x| < 1. Therefore, we have the
following series expansion:
1
1− 1
x
=
∞∑
k=0
1
xk
1
x2
(
1− 1
x
) = ∞∑
k=2
1
xk
4Simplifying the denominator gives us:
1
x(x− 1) =
∞∑
k=2
1
xk
− 1
x(x− 1) = −
∞∑
k=2
1
xk
1
x
− 1
x− 1 = −
∞∑
k=2
1
xk
.
Now integrating both sides gives us:∫ (
1
x
− 1
x− 1
)
dx = −
∫ ∞∑
k=2
1
xk
dx = −
∞∑
k=2
∫
1
xk
dx
log x− log(x− 1) =
∞∑
k=1
1
kxk
log
x
x− 1 =
∞∑
k=1
1
kxk
.

Lemma 3.2. For all real x the function E+(x) = (1+1/x)x is increas-
ing on the interval [1,∞).
Proof. We have:
E+(x) =
(
1 +
1
x
)x
logE+(x) = x log
(
1 +
1
x
)
(E+(x))
′
E+(x)
= log
(
1 +
1
x
)
+ x · −
1
x2
1 + 1
x
= log
x+ 1
x
− 1
x+ 1
.
5By lemma 3.1, we have:
(E+(x))
′
E+(x)
=
∞∑
k=1
1
k(x+ 1)k
− 1
x+ 1
=
∞∑
k=2
1
k(x+ 1)k
> 0.
Our proof is done because we have proved that (E+(x))
′
> 0 for all
x ≥ 1. 
Using this lemma, we can establish the boundaries for E+(x) on
[1,∞):
2 = E+(1) ≤ E+(x) < lim
x→∞
E+(x) = e.
Lemma 3.3. For all real x the function E−(x) = (1 − 1/x)−x is de-
creasing on the interval (1,∞).
Proof. We have:
E−(x) =
(
1− 1
x
)−x
logE−(x) = −x log
(
1− 1
x
)
(E−(x))′
E−(x)
= − log
(
1− 1
x
)
− x · 1/x
2
1− 1
x
= − log x− 1
x
− 1
x− 1
= log
x
x− 1 −
1
x− 1
=
∞∑
k=1
1
kxk
− 1
x− 1 .
6Using the fact that in the sum k ≥ 1 gives us:
(E−(x))′
E−(x)
<
∞∑
k=1
1
xk
− 1
x− 1
=
1
x− 1 −
1
x− 1 = 0.
Since (E−(x))′ < 0 for all x > 1, our proof is done. 
Note that this lemma can be used to establish the following inequal-
ity:
E−(x) > lim
x→∞
E−(x) = e,
for all x greater than 1.
Lemma 3.4. For every positive integer n, the function g(n) := log n−∑n
k=1
1
k
is increasing.
Proof. We have:
g(n+ 1)− g(n) = log
(
n+ 1
n
)
− 1
n+ 1
=
∞∑
k=1
1
k(n+ 1)k
− 1
n+ 1
=
∞∑
k=2
1
k(n+ 1)k
> 0.

Not only is g(n) increasing, it actually has a limit when n goes to
infinity, and the value of this limit is called the Euler’s constant, rep-
resented by the symbol γ, (Havil, 69).
Lemma 3.5. Γ′(1) = −γ.
7Proof. (See (Havil, 57-58)). We prove this using Karl Weierstrass’ def-
inition of the Gamma function:
1
Γ(x)
= xeγx
∞∏
r=1
(
1 +
x
r
)
e−x/r.
Taking the natural logarithm of both sides gives us:
− log Γ(x) = log x+ γx+
∞∑
r=1
(
log
(
1 +
x
r
)
− x
r
)
.
Differentiating both sides with respect to x and moving the minus sign
across gives
Γ′(x)
Γ(x)
= −1
x
− γ +
∞∑
r=1
(
1
r
− 1/r
1 + x/r
)
= −1
x
− γ +
∞∑
r=1
(
1
r
− 1
r + x
)
.
Finally, evaluating this at x = 1 gives
Γ′(1)
Γ(1)
= −1− γ +
∞∑
r=1
(
1
r
− 1
r + 1
)
= −γ
and so Γ′(1) = −γ. 
Note that from the definition of the Gamma function by Weier-
strass, it is apparent that Γ(x) is analytic except at the points x =
0,−1,−2, . . . , where it has simple poles (Whittaker and Watson, 236).
This guarantees us that the Gamma function has a Laurent expansion
at each of these poles.
8Lemma 3.6. Let {xn} be a sequence such that 0 < xn < 1 for all
positive integer n and limn→∞ xn log n = c. Then:
lim
n→∞
(
1
n!
·
n∏
k=1
(k − xn)
)
= e−c.
Proof. Let B denote the expression in the limit. We have:
B =
∏n
k=1(k − xn)
n!
=
n∏
k=1
(
k − xn
k
)
=
n∏
k=1
(
1− xn
k
)
=
n∏
k=1
(1− 1
k
xn
)−k/xn−xn/k
=
n∏
k=1
(
E− (k/xn)
)−xn/k
=
n∏
k=1
(e+ k)
−xn/k
=
(
n∏
k=1
(e+ k)
xn/k
)−1
= C−1,
with:
k = E
− (k/xn)− e.
Due to lemma 3.3, k > 0 for all k ≥ 1 because k/xn > 1. Now:
C =
n∏
k=1
(e+ k)
xn/k =
n∏
k=1
[(
e+ k
e
)xn/k
· exn/k
]
=
n∏
k=1
[(
1 +
k
e
)xn/k · exn/k]
=
n∏
k=1

(1 + 1e
k
)e/kkxn/ek · exn/k

=
n∏
k=1
[(
E+ (e/k)
)kxn/ek · exn/k] .
9Taking the natural log of both sides gives us:
(3.1) logC =
n∑
k=1
kxn
ek
logE+
(
e
k
)
+
n∑
k=1
xn
k
.
Again by lemma 3.3 we have E−
(
1
xn
)
> E−
(
2
xn
)
> ... > E−
(
n
xn
)
because 1
xn
< 2
xn
< ... < n
xn
. Therefore 1 > 2 > ... > n. Note that
because xn log n goes to c as n goes to infinity, xn must go to zero as n
goes to infinity. Therefore, when n is big enough, k/xn in the following
equation will be large enough such that:
k = E
−(k/xn)− e < 2e− e = e.
This is true because E−(x) is decreasing and limx→∞E−(x) = e.
Therefore, with n sufficiently large, e/k > 1, and so E
+(e/k) >
E+(1) = 2. Applying all these results to equation (3.1) above gives
us:
logC >
n∑
k=1
kxn
ek
log 2 +
n∑
k=1
xn
k
=
n∑
k=1
nxn log 2
ek
+
n∑
k=1
xn
k
=
n log 2
e
· xn
n∑
k=1
1
k
+ xn
n∑
k=1
1
k
=
n log 2
e
· xnH(1, n) + xnH(1, n)
=
n log 2
e
· xn (H(1, n)− log n+ log n) +
+xn (H(1, n)− log n+ log n)
=
n log 2
e
· xn (H(1, n)− log n) + n log 2
e
· xn log n
+xn (H(1, n)− log n) + xn log n = D.
10
Now because xn goes to zero, n/xn goes to infinity and so:
lim
n→∞
n = lim
n→∞
E−(n/xn)− e = lim
x→∞
E−(x)− e = e− e = 0.
Furthermore, from lemma 3.4:
lim
n→∞
(H(1, n)− log n) = γ.
Using these limits gives us:
lim
n→∞
D = 0 · γ + 0 · c+ 0 · γ + c = c.
On the other hand, when n big enough, e/k > 1, so E
+(e/k) < e.
Apply this into equation (3.1), we have another inequality:
logC <
n∑
k=1
kxn
ek
+
n∑
k=1
xn
k
=
n∑
k=1
1xn
ek
+
n∑
k=1
xn
k
=
1
e
· xn
n∑
k=1
1
k
+ xn
n∑
k=1
1
k
=
1
e
· xnH(1, n) + xnH(1, n)
=
1
e
· xn (H(1, n)− log n+ log n) +
+xn (H(1, n)− log n+ log n)
=
1
e
· xn (H(1, n)− log n) + 1
e
· xn log n
+xn (H(1, n)− log n) + xn log n
= F.
11
Note that when n goes to infinity, 1 also goes to zero just like n as we
proved eariler. Therefore, we have:
lim
n→∞
F = 0 · 0 · γ + 0 · c+ 0 · γ + c = c.
Now we have D < logC < F with n sufficiently large and limn→∞D =
limn→∞ F = c. Therefore:
lim
n→∞
logC = c,
and so
lim
n→∞
C = ec.
That means:
lim
n→∞
(
1
n!
·
n∏
k=1
(k − xn)
)
= lim
n→∞
B = lim
n→∞
1
C
= e−c.

Lemma 3.7. Let {xn} be a positive sequence such that 0 < xn < 1 for
all positive integer n and limn→∞ xn log n = c. Then:
lim
n→∞
(
1
n!
·
n∏
k=1
(k + xn)
)
= ec.
Proof. Let yn = x
2
n for all positive integer n and let’s look at the
following product:
P =
∏n
k=1(k
2 − x2n)
(n!)2
=
n∏
k=1
(
k2 − x2n
k2
)
=
n∏
k=1
(
1− x
2
n
k2
)
.
12
Substituting x2n with yn gives us:
P =
n∏
k=1
(
1− yn
k2
)
>
n∏
k=1
(
1− yn
k
)
=
n∏
k=1
(
k − yn
k
)
=
(
1
n!
·
n∏
k=1
(k − yn)
)
= Q.
Since 0 < xn < 1, 0 < yn = x
2
n < 1. Also:
lim
n→∞
yn log n = lim
n→∞
x2n log n = lim
n→∞
xn(xn log n) = 0 · c = 0.
Using lemma 3.6 gives us:
lim
n→∞
Q = e0 = 1.
Now let zn = x
2
n/n then we have another estimate:
P =
n∏
k=1
(
1− x
2
n
k2
)
=
n∏
k=1
(
1− nzn
k2
)
<
n∏
k=1
(
1− kzn
k2
)
=
n∏
k=1
(
1− zn
k
)
=
n∏
k=1
(
k − zn
k
)
=
(
1
n!
·
n∏
k=1
(k − zn)
)
= R.
Since 0 < xn < 1, then 0 < zn = x
2
n/n < 1. Also:
lim
n→∞
zn log n = lim
n→∞
x2n log n
n
= lim
n→∞
(
1
n
· xn · (xn log n)
)
= 0 · 0 · c = 0.
Using lemma 3.6 gives us:
lim
n→∞
R = e0 = 1.
13
Now we have Q < P < R and limn→∞Q = limn→∞R = 1. Therefore:
lim
n→∞
P = e0 = 1.
Note that:(
1
n!
·
n∏
k=1
(k + xn)
)
·
(
1
n!
·
n∏
k=1
(k − xn)
)
=
1
(n!)2
·
n∏
k=1
(k2 − x2n)
= P.
Now using the limit we just obtained for P and the result from lemma
3.6 gives us:
lim
n→∞
(
1
n!
·
n∏
k=1
(k + xn)
)
=
1
e−c
= ec.

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4. The behavior of the gamma function near its points of
discontinuity
Now we will analyze how the gamma function behaves near its points
of discontinuity. First let’s look at the gamma function near the value
x = 0. We have the following limit properties that tell us how the
Gamma function behaves near x = 0.
(4.1) lim
x→0
(
1
x
− Γ(x)
)
= γ
(4.2) lim
x→0
(
−1
x
− Γ(−x)
)
= γ.
15
Proof. We have:
lim
x→0
(
1
x
− Γ(x)
)
= − lim
x→0
(
Γ(x)− 1
x
)
= − lim
x→0
(
Γ(1 + x)
x
− 1
x
)
= − lim
x→0
Γ(1 + x)− 1
x
= − lim
x→0
Γ(1 + x)− Γ(1)
x
= −Γ′(1) = γ.
Similarly:
lim
x→0
(
−1
x
− Γ(−x)
)
= − lim
x→0
(
1
x
+ Γ(−x)
)
= − lim
x→0
(
1
x
+
Γ(1− x)
−x
)
= − lim
x→0
1− Γ(1− x)
x
= − lim
x→0
Γ(1)− Γ(1− x)
x
= −Γ′(1) = γ.

16
Similarly, for other points of discontinuity, using the recursive for-
mula for the gamma function gives us:
Γ(x) =
Γ(x+ n)∏n−1
k=0(x+ k)
(x+ n)Γ(x) =
(x+ n)Γ(x+ n)∏n−1
k=0(x+ k)
.
Note that from (4.1) we have:
lim
x→0
xΓ(x) = lim
x→0
(
x
[
Γ(x)− 1
x
]
+ 1
)
= 0 · (−γ) + 1 = 1.
Therefore, we have: limx→−n(x + n)Γ(x + n) = 1. Furthermore, when
x = −n, ∏n−1k=0(x+ k) = (−1)nn!. Combining these gives us:
lim
x→−n
(x+ n)Γ(x) =
(−1)n
n!
.
In other words, the gamma function has simple poles at the integers 0,
-1, -2,..., and its residue at such points is (−1)n/n!.
For any positive integer n, the limit properties of the gamma function
show us that the graph is almost the same around −n. The difference
in sign leads to the question of whether or not they cancel. The case
of x = 0 is very straightforward from (4.1) and (4.2):
lim
x→0
(Γ(x) + Γ(−x)) = − lim
x→0
[(
1
x
− Γ(x)
)
+
(
−1
x
− Γ(−x)
)]
= −2γ.
17
Our goal now is to find a similar result for other points of discontinuity.
In other words, we will try to find the following limit (LM):
LM = lim
x→0
(Γ(−n+ x) + Γ(−n− x)).
We have:
LM = lim
x→0
(
Γ(x)∏n
k=1(x− k)
+
Γ(−x)∏n
k=1(−x− k)
)
= lim
x→0
(
Γ(x)∏n
k=1(x− k)
+
(−1)nΓ(−x)∏n
k=1(x+ k)
)
= lim
x→0
(
Γ(x)
∏n
k=1(x+ k) + (−1)nΓ(−x)
∏n
k=1(x− k)∏n
k=1(x
2 − k2)
)
=
(−1)n
(n!)2
· lim
x→0
(
Γ(x)
n∏
k=1
(x+ k) + (−1)nΓ(−x)
n∏
k=1
(x− k)
)
=
(−1)n
(n!)2
· lim
x→0
n∑
k=0
ckx
k
(
Γ(x) + (−1)kΓ(−x))
=
(−1)n
(n!)2
· lim
x→0
n∑
k=0
ckTk,
where ck is the coefficient of the term x
k in the expansion of the product∏n
i=1(x + i), and Tk = x
k
(
Γ(x) + (−1)kΓ(−x)). Note that when k is
even and greater than 0, we have:
lim
x→0
ckx
k
(
Γ(x) + (−1)kΓ(−x)) = ck · 0 · (−2γ) = 0.
18
So we are left with all the terms with k odd, and the term with k = 0.
Let’s look at the terms with k odd:
Tk = x
k (Γ(x)− Γ(−x))
= xk
[(
Γ(x)− 1
x
)
+
(
−1
x
− Γ(−x)
)
+
2
x
]
= xk
[(
Γ(x)− 1
x
)
+
(
−1
x
− Γ(−x)
)]
+ 2xk−1
lim
x→0
Tk = 0 · (−γ + γ) + 2 lim
x→0
xk−1 = 2 lim
x→0
xk−1.
So Tk will go to zero if k ≥ 2. That leaves us with only two terms
left to consider T0 and T1. Therefore, we only need to know c0 and c1.
Clearly:
n∏
k=1
(x+ k) = n! +
n∑
k=1
ckx
k.
Therefore, c0 = n!, so:
lim
x→0
c0T0 = lim
x→0
n!(Γ(x) + Γ(−x)) = −2γn!
To calculate c1 we need to multiply out the product and only pay
attention on the terms with x to the first power. These terms are:
x · 2 · 3 · · ·n+ 1 · x · 3 · 4 · · ·n+ . . .+ 1 · 2 · · · (n− 1) · x
Therefore:
c1 = 2 · 3 · · ·n+ 1 · 3 · 4 · · ·n+ . . .+ 1 · 2 · · · (n− 1)
=
n!
1
+
n!
2
+ . . .+
n!
n
c1 = n!
(
1 +
1
2
+ . . .+
1
n
)
19
Now for T1, from the result we just derived earlier, we have:
lim
x→0
T1 = 2 lim
x→0
x1−1 = 2
Now we have enough information to calculate our original limit:
LM =
(−1)n
(n!)2
· lim
x→0
n∑
k=0
ckTk
=
(−1)n
(n!)2
· lim
x→0
(c0T0 + c1T1)
=
(−1)n
(n!)2
·
(
−2γn! + 2n!
(
1 +
1
2
+ . . .+
1
n
))
.
Finally:
lim
x→0
(Γ(−n+ x) + Γ(−n− x)) = (−1)
n(2H(1, n)− 2γ)
n!
.
Note that this limit is also true when n = 0, assuming that in the
definition of H(s, n) we take H(s, 0) = 0.
We can also obtain this result using the Laurent expansion of the
Gamma function around the point −n. Since we have proved earlier
that the limit of (x+n)Γ(x) when x goes to −n is a nonzero constant,
the Laurent expansion of the Gamma function around −n has the
following form:
Γ(x) =
+∞∑
k=−1
ak(x+ n)
k,
where a−1 = limx→−n(x + n)Γ(x + n) = (−1)n/n! Now we need to
find a0. Note from the above expansion that a0 is the limit of L =
20
Γ(x)− a−1(x+ n)−1 when x goes to −n. We have:
L =
Γ(x+ n+ 1)∏n
k=0(x+ k)
− (−1)
n
n!(x+ n)
=
n!Γ(x+ n+ 1)− (−1)nx(x+ 1) . . . (x+ n− 1)
x(x+ 1) . . . (x+ n)n!
=
1
n!
∏n−1
k=0(x+ k)
· n!Γ(x+ n+ 1)− (−1)
n
∏n−1
k=0(x+ k)
x+ n
=
1
x(x+ 1) . . . (x+ n− 1)n! · L
∗
We only need to compute the limit of L∗, because the other term clearly
has a limit of (−1)n/(n!)2 when x goes to −n. Since both numerator
and denominator of L∗ go to zero, we will use L’Hopital’s rule:
lim
x→−n
L∗ = lim
x→−n
(
n!Γ′(x+ n+ 1)− (−1)n
n−1∏
k=0
(x+ k)
n−1∑
k=0
1
x+ k
)
= n!Γ′(1)− (−1)n(−1)nn!
n∑
k=1
1
−k
= n!(−γ) + n!H(1, n) = n!(H(1, n)− γ).
Using this gives us:
lim
x→−n
L =
(−1)n
(n!)2
· n!(H(1, n)− γ) = (−1)
n
n!
(H(1, n)− γ).
Now we will use this Laurent expansion to calculate the limit of the
sum Γ(x− n) + Γ(−x− n) when x goes to zero. We have:
lim
x→0
(Γ(x− n) + Γ(−x− n)) = lim
x→0
( ∞∑
k=−1
akx
k +
∞∑
k=−1
ak(−x)k
)
= lim
x→0
∞∑
k=0
2a2kx
2k
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So we are left with all the even terms. Therefore, when x goes to zero,
only the first term a0 does not disappear. In other words:
lim
x→0
(Γ(x− n) + Γ(−x− n)) = 2a0 = (−1)
n
n!
(2H(1, n)− 2γ),
as what we have found using the other method.
5. Critical points of the Gamma function on the left
In this section we will analyze the behavior of the critical points of
the gamma function. We will first look at the x-coordinates of these
critical points to see how they move about in their respective one-unit-
wide intervals (−1, 0), (−2,−1), (−3,−2),.. and so forth.
Note that the above picture was created by flipping the graph of the
gamma function on the odd-n intervals so that all of the curves are
concave up. Can easily observe from the picture, the critical points keep
moving to the left as we move from one interval to another, starting at
(-1,0). Now we will justify this observation mathematically. For the nth
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interval (−n,−n+ 1), let: xn = x0 +n, where x0 is the x-coordinate of
the critical point of the function on this interval (Γ′(x0) = 0). In other
words, xn is the distance from the critical point of the gamma function
on the nth interval to the left pole of that interval. Therefore, to justify
our observation, we have to prove that {xn} is decreasing. Note that
because x0 ∈ (−n,−n + 1), we have xn ∈ (0, 1). We will explain later
how we only have one critical point per interval. We have:
Γ(x) = (x− 1)Γ(x− 1)
Γ′(x) = Γ(x− 1) + (x− 1)Γ′(x− 1)
Γ′(x) =
Γ(x)
x− 1 +
Γ(x)
Γ(x− 1) · Γ
′(x− 1)
Γ′(x)
Γ(x)
=
1
x− 1 +
Γ′(x− 1)
Γ(x− 1)
Ψ(x) =
1
x− 1 + Ψ(x− 1).
(See [Havil, p. 58]) Hence:
Ψ(x) =
n∑
k=1
1
x− k + Ψ(x− n).
Let x = xn, we have: Ψ(xn) =
∑n
k=1(xn − k)−1, because Ψ(xn − n) =
Ψ(x0) = Γ
′(x0)/Γ(x0) = 0. In other words, xn is a root of the equation:
(5.1) Ψ(x) =
n∑
k=1
1
x− k .
We will prove that (5.1) has only one root on (0, 1), which means the
value xn is unique, as is x0. Let’s look at our recursive formula for
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Ψ(x):
Ψ(x) =
1
x− 1 + Ψ(x− 1)
Ψ(x+ 1) =
1
x
+ Ψ(x)
Ψ(x+ 1)− 1
x
= Ψ(x)
Because limx→0+ Ψ(x + 1) = Ψ(1) = −γ, and limx→0+ 1/x = ∞, we
have:
lim
x→0+
Ψ(x) = −∞
Now let’s take the first derivative of Ψ(x) using the following formula
for the digamma function (see [Whittaker and Watson, p. 241]):
Ψ(x) = −γ +
∞∑
n=1
x− 1
n(n+ x− 1)
Ψ′(x) =
∞∑
n=1
1
(n+ x− 1)2 > 0.
This means that Ψ(x) is an increasing function, so when x goes from
0 to 1, Ψ(x) goes from −∞ to Ψ(1) = −γ.
On the other hand:
d
dx
[
1
x− k
]
= − 1
(x− k)2 < 0,
which means that the right side of (5.1) is decreasing with respect to
x. When x = 0, our right side (RSn) becomes:
RSn =
n∑
k=1
−1
k
= −H(1, n).
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Moreover:
lim
x→1−
RSn = lim
x→1−
1
x− 1 + limx→1−
n∑
k=2
1
x− k
Clearly, 1/(x − 1) goes to negative infinity and the sum goes to a
constant. Therefore:
lim
x→1−
RSn = −∞
Now let’s summarize what we have found. As x goes from 0 to 1,
our left side increases from −∞ to −γ, and our right side decreases
from −H(1, n) to −∞. This guarantees us exactly one solution to our
equation.
Assume that we have found the root xn to our equation. We will
now try to see whether xn+1 is smaller or greater than xn. Note that
in our equation, if we start with x = 0 and keep increasing the value
of x searching for our root, we will have our left side is smaller than
our right side. That means when we come to a value of x where we
have our left side greater than our right side, we know that we have
”passed” our root, meaning our root is smaller than the value of x we
are at right now. Our xn+1 is the root of the following equation:
Ψ(x) =
n+1∑
k=1
1
x− k .
Note that when we put x = xn into this equation, we have:
RSn+1 =
n∑
k=1
1
xn − k +
1
xn − n− 1 <
n∑
k=1
1
xn − k = Ψ(xn) = LSn+1
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So at the value x = xn, we have our left side greater than our right
side. This tells us that our root xn+1 is smaller than xn, so {xn} is
decreasing, as we desire.
Now that we know {xn} is decreasing, we might ask how fast it
decreases. The following theorem answers this question.
Theorem 5.1.
lim
n→∞
xn log n = 1
Proof. Multiplying both sides of equation (5.1) by x gives us:
xΨ(x) =
n∑
k=1
x
x− k =
n∑
k=1
(
1 +
k
x− k
)
= n+
n∑
k=1
1
x
k
− 1 = n−
n∑
k=1
1
1− x
k
= n−
n∑
k=1
∞∑
l=0
(x
k
)l
= −
n∑
k=1
∞∑
l=1
(x
k
)l
= −
∞∑
l=1
[
xl ·
n∑
k=1
1
kl
]
Note that the interchange of order of summation in our calculation was
valid because our double series converges absolutely (see [Whittaker
and Watson, p. 28]). Therefore:
xΨ(x) = −
∞∑
l=1
[
xl ·H(l, n)]
= −x ·H(1, n)−
∞∑
l=2
[
xl ·H(l, n)] .
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Adding and subtracting the term log n gives us:
xΨ(x) = −x (log n+H(1, n)− log n)−
∞∑
l=2
[
xl ·H(l, n)]
= −x log n− x (H(1, n)− log n)−
∞∑
l=2
[
xl ·H(l, n)]
xΨ(x) = −x log n− A,
with:
A = x (H(1, n)− log n) +
∞∑
l=2
[
xl ·H(l, n)] .
According to lemma 3.4, we have H(1, n)− log n is a decreasing func-
tion, so:
H(1, n)− log n > lim
n→∞
(H(1, n)− log n) = γ > 0,
and
H(1, n)− log n < H(1, 1)− log 1 = 1.
Also:
H(s, n) =
n∑
k=1
1
ks
<
∞∑
k=1
1
ks
= ζ(s).
Therefore:
A = x (H(1, n)− log n) +
∞∑
l=2
[
xl ·H(l, n)]
A < x+
∞∑
l=2
xlζ(l) < xζ(2) +
∞∑
l=2
xlζ(2)
= ζ(2)
∞∑
l=1
xl = ζ(2) · x
1− x.
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The above inequality is true because the value of ζ(2) is well-known to
be found by Euler to be pi2/6 > 1 ([Havil, p. 39]); also ζ(2) > ζ(l) for
all l ≥ 3. Remember that we are using the equation corresponding to
xn, and xn < x1. Therefore, we have:
A < ζ(2) · xn
1− xn < ζ(2) ·
x1
1− x1
because the function f(x) = x/(1− x) is increasing on (0, 1). We have
proved that there is exactly one critical point in each interval. That
means x1 can be considered a constant, which means A is bounded.
Next we will show that xΨ(s) is also bounded on (0, 1). From our
recursive formula for Ψ(x), we have:
Ψ(x+ 1) = Ψ(x) +
1
x
xΨ(x+ 1) = xΨ(x) + 1
Taking the limit of both sides when x goes to zero gives us:
lim
x→0
xΨ(x+ 1) = lim
x→0
xΨ(x) + 1
0 = lim
x→0
xΨ(x) + 1
lim
x→0
xΨ(x) = −1.
The above argument is valid because Ψ(1) = −γ, a constant. Now the
function xΨ(x) is continuous on (0, 1), and limx→0 xΨ(x) = −1 and its
value at x = 1 is −γ. Therefore, xΨ(x) is bounded on (0, 1). This tells
us that −xn log n is also bounded. Now if n goes to infinity, then in
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order for xn log n to be bounded, we must have:
lim
n→∞
xn = 0.
We showed earlier that H(1, n)− log n > 0. That means A > 0. Now
we have two boundaries for A:
0 < A < ζ(2) · xn
1− xn .
This means that:
lim
n→∞
A = 0.
Therefore:
− lim
n→∞
xn log n = lim
n→∞
xnΨ(xn) + lim
n→∞
A
− lim
n→∞
xn log n = −1 + 0
lim
n→∞
xn log n = 1.

The following table helps justify our result and show how slow xn
goes to zero.
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n xn ∆x Γ(x0) ∆y
-100 0.19 0.027 1.44× 10−157 0.195
-300 0.16 0.015 5.31× 10−614 0.130
-500 0.15 0.012 1.44× 10−1133 0.110
-700 0.14 0.010 7.62× 10−1689 0.0997
-900 0.14 0.0093 2.83× 10−2269 0.0927
-1100 0.13 0.0086 3.68× 10−2869 0.0877
-1300 0.13 0.0080 6.36× 10−3485 0.0838
-1500 0.13 0.0076 4.25× 10−4114 0.0806
-1700 0.13 0.0072 6.94× 10−4755 0.0780
-1900 0.13 0.0069 6.51× 10−5406 0.0758
-2100 0.12 0.0067 4.24× 10−6066 0.0739
We can see that when we go through a thousand intervals, from the nine
hundredth to the nineteen hundredth, xn only decreases by 0.01. The
term ∆x, which denotes the difference between our estimate 1/ log n
and the true value of xn, helps justify our result because we can see that
it gets smaller and smaller. The last column is to justify the theorem
that we will prove in just a moment. In the table Γ(x0) denotes the
value of the gamma function at the correspondent critical points. One
can see how fast Γ(x0) goes to zero as we move further to the negative
side. This observation leads us to our next goal in this section.
Let dn be the value of the gamma function at the critical point in
the nth interval. With this notation, our observation is that {dn} is
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decreasing. The following theorem shows how fast it decreases as n
goes to infinity.
Theorem 5.2.
lim
n→∞
n!|dn|
log n
= e.
Proof. We have:
Γ(xn) = (xn − 1)Γ(xn − 1)
= (xn − 1)(xn − 2)Γ(xn − 2)
...
Γ(xn) = Γ(xn − n)
n∏
k=1
(xn − k).
Note that with the definition of xn, then xn−n is the x-coordinate for
the critical point on the nth interval. Therefore:
dn = Γ(xn − n) = Γ(xn)∏n
k=1(xn − k)
|dn| = Γ(xn)∏n
k=1(k − xn)
=
Γ(xn + 1)
xn ·
∏n
k=1(k − xn)
Multiplying both sides by n!/ log n gives us:
n!|dn|
log n
= Γ(xn + 1) · 1
xn log n
· n!∏n
k=1(k − xn)
According to lemma 3.6:
lim
n→∞
n!∏n
k=1(k − xn)
=
1
e−1
= e.
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Therefore:
lim
n→∞
n!|dn|
log n
= 1 · 1
1
· e = e.

In the table right before this theorem, the ∆y’s column denotes the
difference:
n!|dn|
log n
− e,
which should tend to zero to justify our result. This, in fact, is the
case as we can see ∆y gets smaller and smaller even though somewhat
slowly.
6. The bluntness of the gamma function on the negative
side
In this section, we will try to explain why the graph of the gamma
function seems to flatten out when we move to the left from one interval
to the next. In order to do that, we consider solving the following
equation in each interval:
(6.1) |Γ′(x)| = α
for some real and positive α. Let x∗k − k denote the solution to (6.1)
on the corresponding interval (−k,−k + 1). We are just interested in
finding the root that is on the right side of the critical point of that
interval. In other words, if we are solving the equation (6.1) for the
nth interval, then we only look for the root x∗n that qualifies: x
∗
n > xn,
where xn is the critical point of the gamma function in the n
th interval.
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We have shown earlier that:
Γ′(x) = Γ(x− 1) + (x− 1)Γ′(x− 1).
Using this properties n times gives us:
Γ′(x) = Γ(x)
n∑
k=1
1
x− k + Γ
′(x− n)
n∏
k=1
(x− k).
Therefore:
(6.2) Γ′(x− n) = Γ
′(x) + Γ(x)
∑n
k=1(k − x)−1∏n
k=1(x− k)
One way to explain the bluntness of the gamma function is to show
that x∗n goes to 1 as n goes to infinity. In order to prove this, we have
to use the following lemma.
Lemma 6.1. Let s be a positive real number less than 1. Then:
limn→∞ |Γ′(s− n)| = 0.
Proof. In equation (6.2), substituting x by s gives us:
|Γ′(s− n)| =
∣∣∣∣Γ′(s) + Γ(s)∑nk=1(k − s)−1∏n
k=1(s− k)
∣∣∣∣
We will analyze the numerator (N) and the denominator (D) separately.
We have:
N = Γ′(s) + Γ(s)
n∑
k=1
1
k − s
= Γ′(s) +
Γ(s)
1− s + Γ(s)
n∑
k=2
1
k − 1 + (1− s)
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Since 1− s > 0, we have:
N < Γ′(s) +
Γ(s)
1− s + Γ(s)
n∑
k=2
1
k − 1
= Γ′(s) +
Γ(s)
1− s + Γ(s)H(1, n− 1)
Therefore:
lim
n→∞
|N |
log n
≤ Γ(s) lim
n→∞
H(1, n− 1)
log n
= Γ(s).
Now for our denominator, we have:
|D| =
n∏
k=1
(k − s) = (1− s)
n∏
k=2
(k − 1 + (1− s))
> (1− s)
n∏
k=2
(k − 1) = (1− s)(n− 1)!
|D|
(n− 1)! > 1− s.
Combining these results gives us:
lim
n→∞
|N |/ log n
|D|/(n− 1)! <
Γ(s)
1− s,
or:
lim
n→∞
( |N |
|D| ·
(n− 1)!
log n
)
<
Γ(s)
1− s.
However: limn→∞(n− 1)!/ log n =∞. This tells us that:
lim
n→∞
|N |
|D| = 0.
In other words: limn→∞ |Γ′(s− n)| = 0. 
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This lemma basically tells us that eventually ”almost” the whole area
between the two poles in the interval will be as flat as a horizontal line
(having the slope of the tangent line to the gamma function arbitrarily
close to zero). In other words, when n is large enough, to find the
solution to equation (6.1), we have to come arbitrarily close to the
right pole. Mathematically:
lim
n→∞
x∗n = 1.
Our next goal is to analyze how fast x∗n goes to 1. We will do that
by analyzing how fast yn goes to zero, where yn = 1 − x∗n. Since
limn→∞ x∗n = 1, we have: limn→∞ yn = 0. We will prove the following
theorem:
Theorem 6.2.
lim
n→∞
y2n(n− 1)! =
1
α
.
Proof. In equation (6.2), letting x = x∗n gives us:
|Γ′(x∗n − n)| =
∣∣∣∣Γ′(x∗n) + Γ(x∗n)∑nk=1(k − x∗n)−1∏n
k=1(k − x∗n)
∣∣∣∣ = α.
Changing the variable gives us:
|Γ′(x∗n − n)| =
∣∣∣∣∣Γ′(1− yn) + Γ(1− yn)
∑n−1
k=0(yn + k)
−1∏n−1
k=0(yn + k)
∣∣∣∣∣ = α∣∣∣∣∣Γ
′(1− yn) + Γ(1−yn)yn + Γ(1− yn)
∑n−1
k=1(yn + k)
−1∏n−1
k=0(yn + k)
∣∣∣∣∣ = α∣∣∣∣∣ Γ′(1− yn)∏n−1
k=0(yn + k)
+
Γ(1− yn)
yn
∏n−1
k=0(yn + k)
+
Γ(1− yn)
∑n−1
k=1(yn + k)
−1∏n−1
k=0(yn + k)
∣∣∣∣∣ = α
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On the left side of the above equation, let A, B, and C be the first,
second, and third term respectively, from left to right. We will take
the limit when n goes to infinity for both sides. Notice that:
lim
n→∞
Γ′(1− yn) = Γ′(1) = −γ,
and:
lim
n→∞
Γ(1− yn) = Γ(1) = 1.
The first thing we can easily notice is that: limn→∞A = 0. To estimate
B and C, notice that:
n−1∏
k=1
(yn + k) >
n−1∏
k=1
k = (n− 1)!
and:
n∑
k=2
1
k
<
n−1∑
k=1
(
1
yn + k
)
<
n−1∑
k=1
1
k
Therefore:
lim
n→∞
∑n−1
k=1(yn + k)
−1
log n
= 1
We have:
|A+B + C| = α∣∣∣∣AC + BC + 1
∣∣∣∣ = αC
Note that A/C goes to zero as n goes to infinity. Therefore:
lim
n→∞
∣∣∣∣∣ 1yn∑n−1k=1(yn + k)−1 + 1
∣∣∣∣∣ =∞
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Thus:
lim
n→∞
yn
n−1∑
k=1
(
1
yn + k
)
= 0
Multiplying the first term by log n and dividing the second term by
log n give us:
lim
n→∞
(yn log n) ·
∑n−1
k=1
(
1
yn+k
)
log n
 = 0
lim
n→∞
(yn log n) · 1 = 0
lim
n→∞
yn log n = 0.
Now applying the result from lemma 3.7 to {yn} gives us:
lim
n→∞
∏n
k=1(k + yn)
n!
= e0 = 1.
Also, from lemma 3.6, we have:
lim
n→∞
∏n
k=1(k − yn)
n!
= e0 = 1.
From our equation: |A + B + C| = α, multiplying both sides by
yn
∏n−1
k=0(yn + k) and taking the limit when n goes to infinity gives
us:
|0 + 1 + 0| = lim
n→∞
αy2n
n−1∏
k=1
(yn + k)
1
α
= lim
n→∞
y2n
n−1∏
k=1
(yn + k)
1
α
= lim
n→∞
(
y2n
yn + n
n∏
k=1
(yn + k)
)
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Therefore:
lim
n→∞
(
n!y2n
yn + n
·
∏n
k=1(yn + k)
n!
)
=
1
α
lim
n→∞
(
y2n(n− 1)! ·
n
yn + n
·
∏n
k=1(yn + k)
n!
)
=
1
α
lim
n→∞
y2n(n− 1)! =
1
α

Now we will use this limit property to prove that for n sufficiently
large, the sequence {x∗n} is strictly increasing. Using the recursive
formula for the first derivative of the gamma function n times gives us:
Γ′(x∗n) = Γ(x
∗
n)
n∑
k=1
1
x∗n − k
+ α
n∏
k=1
|x∗n − k|.
After dividing both sides by Γ(x∗n), we have:
Ψ(x∗n) =
n∑
k=1
1
x∗n − k
+ α ·
∏n
k=1 |x∗n − k|
Γ(x∗n)
.
Moreover, Γ(x∗n) = Γ(x
∗
n − n)
∏n
k=1(x
∗
n − k). Therefore, we have:
Ψ(x∗n) =
n∑
k=1
1
x∗n − k
+
α
|Γ(x∗n − n)|
,
or:
(6.3) fn(x
∗
n) =
α
|Γ(x∗n − n)|
,
where:
fn(x
∗
n) = Ψ(x
∗
n) +
n∑
k=1
1
k − x∗n
.
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Note that in the equation (6.3) our left hand side is increasing on the
interval (xn, 1) and our right hand side is decreasing on the interval
(xn, 1). Now let’s look at the equivalent equation we need to solve to
find a solution, on the next interval, to our original equation |Γ′(x)| =
α. That is:
fn+1(x) =
α
|Γ(x− n− 1)| .
Letting x = x∗n gives us:
fn+1(x
∗
n) = Ψ(x
∗
n) +
n∑
k=1
1
k − x∗n
+
1
n+ 1− x∗n
=
α
|Γ(x∗n − n)|
+
1
n+ 1− x∗n
.
On the other hand, our right side would be:
α
|Γ(x∗n − n− 1)|
=
α(n+ 1− x∗n)
|Γ(x∗n − n)|
.
For finding x∗n+1, if we start at the critical point of this interval, xn+1,
we will have our left side is zero and our right side is positive. This
means that at any point, if we have the value of the left side still smaller
than the right side, we know that our solution, x∗n+1, is greater than
that point. In other words, if we have:
α
|Γ(x∗n − n)|
+
1
n+ 1− x∗n
≤ α(n+ 1− x
∗
n)
|Γ(x∗n − n)|
,
then we can conclude that x∗n+1 ≥ x∗n. The above inequality is equiva-
lent to:
1
n+ 1− x∗n
≤ α(n− x
∗
n)
|Γ(x∗n − n)|
.
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Rearranging the terms gives us:
α ≥ |Γ(x
∗
n − n)|
(n− x∗n)(n+ 1− x∗n)
=
|Γ(x∗n − 1)|
(n− x∗n)(n+ 1− x∗n)
∏n
k=2(k − x∗n)
=
|Γ(−yn)|
(n− 1 + yn)(n+ yn)
∏n−1
k=1(yn + k)
=
|Γ(1− yn)|
(n− 1 + yn)(n+ yn)
∏n−1
k=0(yn + k)
.
When n goes to infinity, yn goes to zero so Γ(1− yn) goes to 1. On the
other hand, (n− 1 + yn) and (n + yn) both go to infinity as n goes to
infinity. For the last term we have:
n−1∏
k=0
(yn + k) = yn
n−1∏
k=1
(yn + k)
n−1∏
k=0
(yn + k) =
(
y2n(n− 1)!
) · (∏nk=1(yn + k)
n!
)
·
(
n
yn(yn + n)
)
lim
n→∞
n−1∏
k=0
(yn + k) =
1
α
· 1 · ∞ =∞
Therefore, the limit of the right side of our inequality when n goes to
infinity is zero. This means that with n is large enough, our inequality
is qualified, since α is positive. In other words, when n is sufficiently
large, our sequence {x∗n} is strictly increasing. This result does not
seem to be significant to explain the bluntness of the gamma function
on the left side because who knows how big n has to be for {x∗n} to be
increasing. However, in some cases, n does not have to be too big. For
example, when α = 1, we can see the evidence as early as when n = 4,
40
as the following picture shows:
Again, to make it more visible, the curves are flipped such that all of
them are concave up. The curves from top to bottom are respectively
from the interval (−4,−3), (−5,−4), and (−6,−5). As we can see,
when we move from one interval to the next, we have to move out
further to the right for the slope to be equal to one.
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7. Conclusion
Due to the recursive formula of the Gamma function used to extend
it to the negative side of the x-axis, Γ(x−1) = Γ(x)/(x−1), we can say
that the extended side is consisted of ”copies” of the Gamma function
on the positive side, where each copy lies in its own one-unit-wide
interval. However, because of the growth in the denominator when we
move from one interval to the next, one should expect that the graph
of these ”copies” get closer and closer to the x-axis. We have shown
this mathematically in theorem5.2:
lim
n→∞
n!|dn|
log n
= e,
where dn is the smallest distance from the graph of the Gamma function
in the nth interval to the x-axis. This limit property tells us that this
distance goes to zero almost as fast as n! grows. Not just the critical
point gets closer and closer to the x-axis, the whole graph gets closer.
We proved this mathematically in section 6 by showing that:
lim
n→∞
x∗n = 1,
where x∗n is the value such that Γ
′(x∗n − n) equals to a given positive
number α. Combine this with the fact that the critical point in each
interval gets arbitrarily close to the left pole of the interval as we move
out to infinity, if we start from the critical point of the Gamma function
in the nth interval, where the slope of the tangent line to the graph is
zero, we have to move almost one unit in order for the slope of the
tangent line to increase to a desired value. However, let’s not forget
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that one unit is also the distance between the poles of each interval.
In other words, we have to move almost from one pole to another
just for the slope to obtain certain value. Figuratively, the graph of
the Gamma function will eventually look like a big U with two vertical
lines arbitrarily close to the two poles in the interval and the horizontal
line at the bottom arbitrarily close to the x-axis.
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