Abstract. The response of leaky integrate-and-fire neurons is analyzed for periodic inputs whose phases vary with their spatial location. The model gives the relationship between the spatial summation distance and the degree of phase locking of the output spikes (i.e., locking to the periodic stochastic inputs, measured by the synchronization index). The synaptic inputs are modeled as an inhomogeneous Poisson process, and the analysis is carried out in the Gaussian approximation. The model has been applied to globular bushy cells of the cochlear nucleus, which receive converging inputs from auditory nerve fibers that originate at neighboring sites in the cochlea. The model elucidates the roles played by spatial summation and coincidence detection, showing how synchronization decreases with an increase in both frequency and spatial spread of inputs. It also shows under what conditions an enhancement of synchronization of the output relative to the input takes place.
Introduction
Information in the nervous system is carried by the action potentials (or spikes) that are generated by and transmitted between neurons. Both the timing of the action potentials (APs) (i.e., temporal information) and the identity of the spiking neuron (i.e., place information) convey aspects of the information contained in the neural code. There are a number of situations where the identity of the neuron is related to some external (e.g., spatial) dimension and where the spatial relationships between the neurons reflect this external structure, resulting in a spatiotemporal coding of information. Such interactions between spatial and temporal aspects of the neural code have been observed in a number of sensory systems, particularly the auditory system where the tonotopic organization of frequency has been extensively studied (von Békésy, 1960; Liberman, 1982; Webster et al., 1992) , as well as in other more central parts of the nervous system, such as the hippocampus (Bose et al., 2000) , cerebellum (Buonomano and Mauk, 1994) , and visual cortex (receiving LGN inputs during stimulation by drifting gratings) (Hubel and Wiesel, 1962) .
Spatiotemporal coding in the auditory system is generated within the cochlea, where the vibration of the basilar membrane (BM) gives rise to both a spatial and temporal representation of the frequency spectrum of the stimulus. The spatial (or tonotopic) organization is brought about by the frequency filtering properties of the BM, whereby the place at which maximum displacement occurs (the characteristic place, CP) varies from the base to the apex of the cochlea as the frequency of the stimulating tone varies from high to low (von Békésy, 1960) . Auditory nerve (AN) fibers, which are stimulated by hair cells attached to the BM, display the tonotopic organization of their CP through their characteristic frequencies (CF) (the stimulus frequency at which an increase in spiking rate can be induced at the lowest stimulus intensity) determined by their responses to pure tones. Consequently the AN carries a spatial (or spectral) representation of the frequency (see Pickles, 1982, and Webster et al., 1992 , for reviews).
In addition to this spectral information, the auditory pathway also carries temporal information. The peripheral auditory pathway has long been known as one of the major neural systems where temporal coding in neurons takes place (Galambos and Davis, 1943; Tasaki, 1954; Kiang et al., 1965; Rose et al., 1967; Lavine, 1971) . Temporal coding in the peripheral auditory pathway has been observed in the form of phase locking to low frequency sinusoidal stimuli of up to 3 to 5 kHz in mammals (Rose et al., 1967; Lavine, 1971; Johnson, 1980; Joris et al., 1994a Joris et al., , 1994b . These phase locking neurons generate spikes at a preferred phase of the stimulus period and, as a result, respond with interspike intervals that are integer multiples of the stimulus period (Kiang et al., 1965; Rose et al., 1967; Lavine, 1971) . The degree of phase locking of a neuron's response can be quantified by the synchronization index (SI), also known as the vector strength (Goldberg and Brown, 1969; Anderson, 1973; Johnson, 1980) . The SI ranges between the value of one when the neuron response is locked tightly to a particular phase of the stimulus period and zero when the neuron responds equally at all phases of the stimulus period. Temporal coding has been shown to be important for sound localization (Rayleigh, 1876; Jeffress, 1948; Mills, 1958; Carr and Konishi, 1990; Gerstner et al., 1996) , but its role in auditory tasks such as sound and speech recognition remains to be fully understood (see Greenberg, 1996 , for a review).
The first stage of processing in the central auditory pathway is the cochlear nucleus (CN), whose neurons are the targets of the afferent AN fibers and whose temporal properties have been the subject of a number of studies (Eggermont et al., 1983; Carney, 1990 Carney, , 1992 Carney and Friedman, 1998) . Joris et al. (1994a Joris et al. ( , 1994b examined the relationship between the output SI of antero-ventral cochlear nucleus (AVCN) neurons, which include bushy cells, and the SI of the incoming AN fibers. They demonstrated that the output SI of AVCN neurons relative to the SI of AN fibers from which they receive input was enhanced for stimulus frequencies up to approximately 0.7 kHz (and reduced at higher frequencies). A similar enhancement of synchronization at low frequencies has also been observed in the AVCN analogue in the barn owl (Köppl, 1997) . Joris et al. (1994a Joris et al. ( , 1994b showed that these results were consistent with those obtained by studying a single spiking-neuron model that employs coincidence detection (see Joris et al., 1998, and Kempter et al., 1998 , for reviews of coincidence detection). They demonstrated that the degree of synchronization enhancement is dependent on various neural parameters such as the membrane potential decay time constant and the size of the input excitatory postsynaptic potential (EPSP) amplitudes relative to the spiking-threshold. An enhancement of synchronization requires the convergence of two or more inputs onto the neuron and the coincidence of input spikes (i.e., a short temporal window of integration). More detailed studies of bushy cells using a single compartment model were able to identify a number of different response patterns corresponding to various ranges of the neural parameters Rothman and Young, 1996) .
An important feature missing from both these studies was the question of how the output synchronization is affected by differences in the phases of arrival of AN fiber inputs that arise from their spatial distribution on the BM. One model that does address this question is that by Bruce et al. (1998) , in which they analyze a mathematical model of spatiotemporal summation of AN firings based on the idea of input phase differences resulting from consecutive activation of AN fibers by the traveling wave of the BM (Ruggero and Rich, 1987) . Their model uses a stochastic point process representation of AN fiber activity, where each fiber's response to a pure tone sound stimulus is described by the time-dependent mean and variance of its spikingrate-i.e., a periodic/inhomogeneous Poisson process (Papoulis, 1991) . A summing neuron (nonthresholded) was created, in which the output spiking-rate function was the sum of the spiking-rate functions for each input fiber. This summation was performed spatially, across an arbitrary number of (consecutively activated) AN fibers originating from a spread over the BM, and then temporally, over a fixed duration time window. This results in an output spiking-rate function that is the total of the input spiking-rate functions of the population of fibers considered, from which a measure of the synchronization of the population response can be obtained, termed the population SI (PSI). Their results demonstrated that the PSI is greatest for a narrow spread of AN fibers and drops off with both increasing frequency and summation distance. Due to the constraints of their summing neuron, Bruce et al. (1998) were unable to show an enhancement of synchronization or to address the question of whether thresholding neurons (i.e., neurons that generate an AP when their membrane potential reaches threshold) would be able to generate an enhancement of synchronization for narrow spreads of input along the BM. A number of studies have shown the importance of the threshold in the distribution of output spikes generated by coherent synaptic input (Maršálek et al., 1997; Burkitt and Clark, 1999; Salinas and Sejnowski, 2000) .
The aim of this study is to better understand the spatiotemporal code, the way in which it is processed and transmitted, and the conditions under which an enhancement of synchronization can occur. In order to do this we use a thresholding neuron-namely, the leaky integrate-and-fire (LIF) neuron in which the membrane potential decays towards its resting value with a characteristic time constant, τ . The membrane potential is augmented by input spikes from individual afferent fibers that arrive at synapses on the soma and generate postsynaptic potentials (PSPs) that summate. The neuron generates an output spike when the membrane potential exceeds the firing threshold. The LIF neuron is one of the most widely used models for studying systems of neurons (see Tuckwell, 1988 , for a review) and has been used extensively to study aspects of the auditory pathway (Molnar and Pfeiffer, 1968; Tuckwell and Richter, 1978; Colburn et al., 1990; Carney, 1992; Young et al., 1993; Joris et al., 1994a; Kalluri, 2000) . The present study uses a recently developed technique for analyzing the LIF neuron (Burkitt and Clark, 1999 , 2000 Hohn and Burkitt, 2001 ) that allows the calculation of the output SI given that the inputs to the model are periodic Poisson processes. This model has been generalized here to allow for phase differences between the periodic inputs, which models a globular bushy cell (GBC) of the AVCN receiving AN fiber inputs originating over a spatial spread of the BM and therefore having differing phases. As a result, estimations of the spatial summation distance for which the SI of a GBC's response to a pure tone is enhanced, or degraded, relative to the SI of the input AN fibers' responses to a tone are made.
The neuron model is outlined in the Methods section, which also gives details of the inputs and how the spatial summation and integration are carried out. The Results section contains a description of how the output SI varies as a function of frequency and summation distance, both with and without introducing a general form of temporal jitter. In the Discussion section the results presented here are related to current understanding of the processing of information in the auditory pathway and their possible implications for cochlear implants.
Methods

Neural Model
The analysis presented here considers a single neuron with N independent inputs (afferent fibers) assumed to have the same synaptic response amplitude, a, and time course, s(t). The time course of an input at the site of spike generation is described by the synaptic response function u(t) for the LIF neuron. The membrane potential is assumed to be reset to its initial value at time t = 0, V (0) = v 0 , after a spike has been generated. A spike is produced only when the membrane potential exceeds the threshold, V th , which has a potential difference with the reset potential of θ = V th − v 0 . The potential is the sum of the EPSPs (Burkitt and Clark, 1999 , 2000 Hohn and Burkitt, 2001 )
where the index m denotes the mth input spike from the particular fiber, whose time of arrival is t m (0 < t 1 < t 2 < · · · < t m < · · ·). The rate of the input spike arrival times is discussed in the following section. The synaptic response function, u(t), is given by the shot-noise response function
where τ is the decay time constant of the membrane potential. Consequently, the membrane potential has a discontinuous jump of size a on the arrival of an EPSP and then decays exponentially between inputs. The decay of the EPSP across the membrane means that the contribution from EPSPs that arrive earlier has partially decayed by the time that later EPSPs arrive. In this study the voltage scale is set so that v 0 = 0 and θ = 1.0.
Spatial Integration of Inputs
The input to GBCs provided by each AN fiber may be described by a periodic input spiking-rate function λ(t) (chosen here to be a sum of identical Gaussian functions centered at multiples of the period), modeled as a periodic Poisson process (Kempter et al., 1998) . In order to include a phase delay associated with the traveling wave stimulating consecutive AN fibers (labeled with a subscript n) over a spatial spread of the BM, the phase of the function λ n (t) must depend on the position of the fiber. As the sound-induced traveling wave moves from the base of the BM, where high frequencies are represented, to the apex of the BM, where low frequencies are represented, the AN fibers are consecutively stimulated. This gives rise to phase differences between the spiking-rate functions, λ n (t), of each input AN fiber, and these phase differences depend on the distance between the points of BM innervation of each AN fiber. The same treatment of input frequency is employed as used in the study by Bruce et al. (1998) , where each input fiber responds to a tone that is at the fiber's CF. Furthermore, it is assumed that each input fiber originates at the position on the BM corresponding to the CF of interest (i.e., at the CP), that the fibers all have the same conduction time , and that the fibers have a high spontaneous rate (or equivalently a low-threshold). Thus the SI and spiking-rate of each input will be the same, and the phase of each input spiking-rate function depends on the CP. Moreover, this results in phase delays between inputs, t φ,n , that change linearly with slope α (called the phasedelay parameter) over small distances around the CP. For N identical fibers spread out evenly over distance d on the BM, the phase delay of the nth fiber can be expressed by t φ,n = αdn/N (Bruce et al., 1998) , and thus the input spiking-rate function of the nth fiber is
where the time-dependent rate of arrival of input spikes at a synapse is periodic with period T and initial phase t φ (i.e., the phase of the input at the time when the PSP summation commences), p is the time-averaged input spiking-rate per period, and σ is the standard deviation (SD) of the Gaussians. The SI of the above spiking-rate function, denoted R, is given by Kempter et al. (1998) 
This expression for R can be calculated by dividing the first complex Fourier coefficient of λ n (t) by the zeroth complex Fourier coefficient of λ n (t). The period and the SD of the Gaussians can be varied independently. The use of the term period (or frequency f = 1/T ) here and throughout the analysis refers to this periodic modulation of the rate of inputs (and is not to be confused with the time averaged spiking-rate on each input fiber, which isλ in = p/T ). This input spikingrate function represents an inhomogeneous (i.e., nonstationary) Poisson process (Papoulis, 1991) .
The treatment of neural spike trains as homogeneous Poisson processes provides a good approximation to spontaneous activity (Cox and Lewis, 1966; Perkel et al., 1967) , as observed in AN fibers. Furthermore, the treatment of neural spike trains involved in temporal coding as periodic inhomogeneous Poisson processes has also been shown to provide a good approximation of AN fiber responses to tones (Johnson and Swami, 1983 ). The Poisson model presented here appears to be a reasonably accurate description of neural spike trains involved in temporal coding, with the only major shortcoming being the lack of refractory effects. However, this can be compensated for by reducing the input SI, R in , for high frequencies where refractory effects are most noticeable. The above definition of SI, Eq. (4), allows the modeling of R in values between zero and one (Kempter et al., 1998) .
Integral Approximation of the Spatial Summation.
The spatial summation of the activity of these N AN fibers over the distance d can be simplified, both analytically and computationally, by converting the input spiking-rate function, Eq. (3), into a continuous expression of spiking-rate per unit distance, λ(x, t) (Bruce et al., 1998) . Expressing λ n (t) in the spatially continuous (rate per unit distance) form, λ(x, t), gives
where N /d is the nerve fiber density and x is the spatial variable. The spatial summation over the N evenly spread inputs can be approximated by the integration of the spiking-rate per unit distance function, λ(x, t), over the distance [0, d] , for which it is assumed that the inputs are uniformly distributed. This integral approximation of the spatial summation of the spiking-rate functions of the AN fiber inputs, denotedλ(t), becomeŝ
Sinceλ(t) involves a bi-infinite sum of aperiodic functions, its evaluation can be quite computationally demanding when it is approximated with a finite number of terms. Instead, it is possible to approximate λ(x, t) by using its Fourier series, given by
The resultant expression forλ(t) is then
Consequently,λ(t) is approximated by an expression involving an infinite sum of periodic functions. Using λ F (x, t) it was found that the first 30 terms ofλ(t) provided an accurate approximation for SI values up to and including 0.9 (this was half the number of terms required for a similar accuracy ofλ(t) over the same SI range when the expression for λ(x, t) in Eq. (5) was used).
The Input Population Synchronization.
In order to understand the relative effects of spatial summation and temporal integration on the output synchronization, we first consider the input population synchronization,R in , which is the SI of the spikingrate function of the spatially integrated synaptic input, λ(t)-i.e., the SI of the arriving PSPs in a population of fibers,R
The input population synchronization,R in , is clearly less than the input synchronization on the individual fibers, R in , since it involves the average over many such fibers with different phases (note that
. The input population synchronization,R in , corresponds to the output synchronization, R out , for the neuron model with an infinite membrane time constant, τ → ∞, also known as the perfect integrate-and-fire model,
This relationship follows by noting that in the perfect integrate-and-fire model the probability of crossing the spiking threshold is simply proportional to the instantaneous rate of the combined synaptic inputs (i.e., the sum total of the product of the individual input spikingrates with their resulting PSP amplitudes), assuming that the PSPs are of equal amplitude ). The perfect integrate-and-fire model also forms a good approximation in the situation where the average rate of synaptic input is very high, resulting in a temporal integration time that is effectively very much shorter than the membrane potential decay time constant. This limit therefore provides a lower bound on the output SI as the input rate increases. However, the perfect integrate-and-fire model is clearly incapable of enhancing the output SI relative to either the input SI on individual fibers, R in or the input population SI,R in .
Upper Bound on the Error of the Integral
Approximation. The main mathematical approximation of this spatiotemporal analysis is the integral approximation, Eq. (6), of the spatial summation of the spiking-rate functions of N input AN fibers. As shown explicitly by Bruce et al. (1998) , this type of approximation becomes more accurate as the nerve fiber density, N /d, increases. Because we are interested in analyzing the spatial summation distance of AN fiber inputs to GBCs, AN fiber input densities as low as 40 cm −1 were used. The integral approximation is consequently expected to be more accurate for high frequency inputs where the spiking-rate expression for the nth fiber, Eq. (3), becomes flatter-which is a result of low input SIs, Eq. (4), and the maximum slope with respect to distance of the spiking-rate per unit distance expression, Eq. (5), being at its lowest values. An upper bound on the (normalized) relative difference between the integral approximation and the spatial summation is given in the Appendix (although this upper bound does not represent the lowest upper bound on the relative difference, it nevertheless still provides a constraint on the error of the integral approximation).
Output of the Model
Now that the neuron model and its synaptic inputs have been defined, the output of the model can be evaluated using the methods of Burkitt et al. (1999 Burkitt et al. ( , 2000 Burkitt et al. ( , 2001 . Based on a description of the membrane potential and the spatially integrated synaptic inputs, the synaptic inputs can be temporally integrated and the probability density of the membrane potential V (t) can be obtained in the Gaussian approximation (Kenyon et al., 1992; Burkitt and Clark, 1999) . The probability density of the potential V (t), denoted by p (v, t | v 0 ; ω, φ) , is the probability that the potential has the value v at time t, given that the initial condition is V (0) = v 0 , the angular frequency of the input is ω (with ω = 2π f ), and the initial phase is φ (corresponding to an initial time t φ with φ = 2π t φ ) ). This initial condition corresponds to the reset of the membrane potential to v 0 immediately after the previous spike, which is assumed to occur at time t = 0. In the Gaussian approximation, the probability density can be written as
where
The dependence of ϒ(t; ω, φ) and (t; ω, φ) on angular frequency, ω, and initial phase, φ, is consequently given explicitly through their dependence onλ(t). In the above we have assumed for simplicity that both the amplitude, a, and time course, u(t), of all input PSPs are identical. The Gaussian approximation, which takes its name from the Gaussian form of the expression for the membrane potential given in Eq. (11), may be derived by keeping only the terms to second order in the amplitude a of the postsynaptic potential (Kenyon et al., 1992; Clark, 1999, 2000) , and consequently the approximation is expected to work best for small values of a (compared to the spiking threshold θ ), which corresponds to large values of N . In order to calculate the output spike-phase distribution (corresponding to the experimentally measured phase histogram), it is first necessary to calculate the conditional first-passage time density, f θ (t; ω, φ), which is the distribution of interspike interval times (i.e., the times when the summed membrane voltage crosses threshold, given that the previous spike occurred at time t = 0), dependent on the angular frequency and phase of the synaptic input. This conditional first-passage time density is evaluated using a generalization of the renewal equation (Plesser and Tanaka, 1997; Burkitt and Clark, 2000) . In the calculation of the phase distribution of output spikes, a discretization of 40 time-steps per period was used (this ensures an accurate determination of the output SI over the range of values investigated here). An absolute refractory period was also introduced into the model (Burkitt and Clark, 2000) . For increasing input frequencies and decreasing output spiking-rates the calculation of the conditional first-passage time densities results in an increasing number of required time-steps, which demands increasing computational resources.
The next step is to find the phase distribution of the output spikes, χ (s) (φ) , which is also the distribution of initial phases of the conditional first-passage time density. This phase distribution is given by the stationary solution to a phase transition density (Plesser and Geisel, 1999; Burkitt and Clark, 2001 ), which is defined by the periodic wrapping of the conditional firstpassage time densities with varying initial phases. It is then straightforward to calculate the output SI from the phase distribution.
Although the model used in this study accounts for stochastic temporal jitter in AN fiber responses to a pure tone, there are several forms of neural noise that have not been incorporated into the model. Such forms of noise include spontaneous inputs from fibers not associated with the stimulus, spike propagation delay time jitter in AN fibers (Anderson, 1973) and synaptic EPSP release time jitter (Walmsley et al., 1998) . In order to account for these forms of neural noise an additional Gaussian neural noise term was introduced into the model. This was incorporated by convolving the output phase distribution of the model, χ (s) (φ) , with a periodically wrapped Gaussian jitter function with standard deviation σ J in the vicinity of the experimentally observed range of 50 to 110 µsec (Anderson, 1973; Paolini et al., 2001) 
The effect of introducing this Gaussian neural noise is to smear the output spike-time distribution, resulting in a reduction of the degree of phase locking to highfrequency stimuli, and the results of this analysis are presented in Section 3.3.
Results
Parameters for Modeling AN Fibers and Globular Bushy Cells
The CN contains a number of different cell types that exhibit spatiotemporal summation of AN inputs, of which bushy cells are one such class. The terminals of many AN fibers form large endbulbs that are attached to the soma of bushy cells and that contain many synapses (Brawer et al., 1974; . Bushy cells also exhibit exceptionally short membrane time constants that arise as a result of a low-threshold potassium conductance (approximately −70 mV) (Manis and Marx, 1991) , which plays an important role in their ability to process temporal information (Oertel, 1983; Paolini et al., 1997) . Two types of bushy cells with distinct morphologies have been described: spherical bushy cells (SBCs) in the anterior AVCN and GBCs in the posterior AVCN . In the spatiotemporal analysis presented in this study, the parameters of the LIF neurons were chosen to model those of GBCs. GBCs are characterized by an ovoid soma with predominantly one primary dendrite with extensive branches (Brawer et al., 1974; Tolbert and Morest, 1982; Smith and Rhode, 1987) . GBCs receive input predominately from high spontaneously active, low threshold AN fibers (Liberman, 1991) . These AN fibers terminate in the form of modified (small) endbulbs (Osen, 1969 (Osen, , 1970 Brawer and Morest, 1975) . Measurements indicate that they have up to 52 terminals on the soma of GBCs (Ostapoff and Morest, 1991) , although the number of AN fibers that these terminals come from is not known (Rouiller et al., 1986) . By contrast, SBCs typically receive larger endbulb of Held (Osen, 1969 (Osen, , 1970 Ryugo and Fekete, 1982) input from only 1 to 3 AN fibers (Lorente de Nó, 1981; Sento and Ryugo, 1989) , which means that the Gaussian approximation of the LIF neuron formulation used in this study does not provide a good model of the responses of SBCs ). The analysis presented here establishes the relationship between the output SI, R out (and the normalized output SI, which is the output SI divided by the input SI-namely, R out /R in ) with the stimulus frequency ( f = 500, 1000, 2000, and 5000 Hz) and spatial summation distance (0 mm ≤ d ≤ 5 mm, with a spatial resolution of 0.125 mm). The parameter values used for the AN fiber input in this study were chosen to be the same as those used by Bruce et al. (1998) with the exception of the input SI, R in , values at f = 500 Hz and f = 1000 Hz (because the analytical form of their spiking-rate function did not allow input SIs greater than 0.5, whereas the expression in Eq. (3) allows larger values). This enables a direct comparison to be made between their results, in which there was a finite temporal integration window with no thresholding, and our results, which include both a finite temporal integration window and the thresholding mechanism for spike generation (our analysis also allows a comparison with a neuron model with an infinite temporal integration window-the perfect integrate-and-fire model).
In the present study, the summation distance, d, was varied while keeping the number of input fibers, N , constant, whereas in the study of Bruce et al. (1998) , the summation distance, d, was varied while keeping the input fiber density, N /d, constant. Two values for the number of input fibers N were chosen: 20 and 40, which are comparable to the numbers seen for GBCs (Lorente de Nó, 1981; Sento and Ryugo, 1989; Ostapoff and Morest, 1991; Rothman et al., 1993; Rothman and Young, 1996) . The AN fiber parameters are chosen to model high spontaneous rate, low threshold AN fibers (Liberman, 1991; Bruce et al., 1998) . The input SI was estimated for a stimulus intensity of 60 dB SPL for AN fibers responding to each stimulus frequency from plots of the nonoscillatory (A n ) and oscillatory (B n ) input spiking rates versus normalized position on the BM that were produced using a cochlea/AN model (Neely and Kim, 1986; Meddis et al., 1990; Bruce et al., 1998) . The A n and B n values corresponding to the CP of the stimulus frequency of interest were chosen. The required input SI, denoted R in , was calculated using the expression (Bruce et al., 1998) 
The width, σ , of the Gaussian functions in the input spiking-rate function is given using Eq. (4),
Values for the input SI, R in , at the four frequencies investigated are given in Table 1 , and the values for 2000 Hz and 5000 Hz are the same as those used by Bruce et al. (1998) . The values of the phase-delay parameter, α, for each input frequency were determined by the slope at the corresponding CP of phase lag curves for BM vibrations at the frequencies investigated, which were produced using a cochlea model (Neely and Kim, 1986) and are the same values as used in Bruce et al. (1998) (values provided in Table 1 ). The parameter values used here correspond to those of the cat auditory system, which has a BM length of about 25 mm (Retzius, 1984; Neely and Kim, 1986) . The average spiking rate of each input per period, p, can be calculated from the plots of the nonoscillatory (A n ) and oscillatory (B n ) input spiking rates versus normalized position on the BM produced by the cochlear/AN model. The average spiking rate of each input per period is then given by
However, for f = 5 kHz these plots provide an average spiking rate per input that is so low that the spiking rate of the output of the model neuron was unacceptably low. In order to avoid this problem, the average spiking rate of each input fiber was taken to beλ in = 180 spikes/s across all input frequencies. This value ensured that a sufficient output response could be calculated across all input frequencies. Furthermore, it meant that the same (input) EPSP amplitude could be used across all the frequencies investigated. The EPSP amplitudes chosen-namely, a = 0.27 (for N = 20 inputs, τ = 0.5 ms), 0.1228 (N = 20 inputs, τ = 2 ms), and 0.0656 (N = 40 inputs, τ = 2 ms)-are the amplitudes for which the output spiking rate of the model is the same as the input spiking rate of the model for a nonmodulated input (i.e., λ(x, t) constant). The values chosen for the temporal jitter, σ J = 0, 25, 50, 75, 100 µs cover the range observed for both AN fibers (Anderson, 1973) and bushy cells (Paolini et al., 2001 ). An absolute refractory period of 1 ms was used. These values for the LIF neuron and input parameters are summarized in Table 2 and represent values typical for GBCs Joris et al., 1994a; Zhang and Trussell, 1994; Rothman and Young, 1996) .
Enhancement of Synchronization
This study looks at the effects of summation distance, d, and input frequency, f , on the SI of the output spikes, R out , in the LIF neuron. Figure 1A is a plot of output SI, R out , as a function of the summation distance, d, and input frequency, f , with N = 20 inputs, a membrane potential decay time constant of τ = 2 ms, an input EPSP amplitude of a = 0.1228, a temporal jitter of σ J = 0 µs, and the rest of the parameter values as given in Tables 1 and 2 . The lines on the plot connect the points at which the output SI was evaluated. The figure shows a clear decrease in SI as the summation distance and input frequency increase. Bumps in the curve arise from a resonance between the phase differences (dependent on the α values) and the input period, T , with the minima corresponding to zeros in the input population synchronization,R in (Eq. (9)). With an increase in input frequency, the width of these bumps decreases and the number of the bumps increases. Figure 1B is a plot, for the same parameter values as in Fig. 1A , of normalized output SI versus the summation distance, d, and the input frequency, f . In addition to the features evident in Fig. 1A , the figure shows that there is an enhancement of output SI relative to the input SI for short summation distances at all given input frequencies. It should also be noted that the enhancement of synchronization at d = 0 is greater for f = 2000 Hz than for frequencies below this value. This is because the output SI, R out , saturates with an increase in the input SI, R in , for the LIF neuron ) and the input SI values studied here are larger at lower frequencies. Tables 1 and 2 . The lines on the plot connect the points at which the output SI was evaluated.
Upper bounds on the errors due to approximating the discrete spatial summation of the rate function by an integral, as shown in Eq. (6), are given in Table 3 (see the Appendix for details of the error calculation). The upper bound is roughly proportional to the summation distance, d, and inversely proportional to the number of inputs, N , so that the error is least for small summation distances and large numbers of inputs (the values in Table 3 are for N = 20). Although these values are relatively large, they represent an upper bound (not a lowest upper bound) on the error of the integral approximation, and the integral approximation is still expected to provide a good qualitative description of the effect of the spatial summation (which becomes better for larger N ) and therefore is suitable for the purposes of this study. Figure 2 shows the output SI, R out , versus number of input fibers, N , for the Gaussian approximation (solid line), the spatially integrated input (dashed line), and the spatially summed input (dash-dotted line, which is almost coincident with the dashed line). The numerical simulations for the spatially integrated inputs (Eq. (8)) and the spatially summed inputs (Eq. (3)) in these plots represent averages over 20,000 output spikes. These results indicate that the Gaussian approximation is accurate in the large N limit. The difference between the results for the numerical simulations of the spatially integrated and the spatially summed expressions is negligible. There is a critical summation distance, d c , for each input frequency, below which synchronization is enhanced. The critical summation distance depends on frequency, and it corresponds to that part of the surface in Fig. 1B for which the normalized output SI, R out /R in , is greater than one. In Fig. 3 the uppermost plot (the solid line labeled 0) shows the critical summation distance, d c , required for synchronization enhancement versus input frequency, f , corresponding to Fig. 1B (i. e., σ J = 0 µs). As input frequency increases, the critical summation distance decreases (the remaining plots in Fig. 3 with nonzero temporal jitter are discussed in the following section).
The results of this analysis of the effects of spatiotemporal summation on GBC synchronization demonstrate both qualitatively and quantitatively (for the specific set of model parameter values used here) that phase differences between input AN fibers resulting from the traveling wave consecutively activating AN fibers originating over a spatial spread of the BM can either enhance or degrade the SI of the GBC's response relative to the SI of its input AN fibers. The degree of enhancement, or degradation, depends on these phase differences and thus also on the spatial spread of the BM from which the input AN fibers originate (i.e., the summation distance, d).
In Fig. 1 the output response of the thresholding neuron shows a number of similarities with the output response of a summing (nonthresholding) neuron with similar parameter values, as studied by Bruce et al. (1998) . Both models allow the output synchronization of the corresponding model neuron to be described as a function of the summation distance, d, over which input AN fibers originate, and the input frequency, f . Before the two models are compared, it is important to note some differences between the approaches used, apart from the major difference associated with thresholding (i.e., Bruce et al., 1998 , did not include a spikegeneration mechanism). First, the number of inputs to the thresholding neuron in this figure is fixed at 20, which is well within the range of inputs observed in GBCs of the AVCN (Lorente de Nó, 1981; Ostapoff and Morest, 1991) , whereas Bruce et al. (1998) assumed a fixed nerve fiber density of 8570 cm −1 , resulting in a number of inputs that varies with summation distance. Second, the temporal integration of inputs was different for the two studies. The present study incorporated the summation of EPSPs that decayed with time (according to the membrane potential decay time constant), while the study of Bruce et al. (1998) incorporated a fixed temporal summation window without any decay. Third, in the present study only frequencies up to 5 kHz (instead of up to 10 kHz) were analyzed, since synchronization is observed to fall off well below this in almost all animals (Joris et al., 1994a; Oertel, 1999) . Despite these differences, it is clear that the use of similar input parameters produces similar features in the responses of the two models, including the position of bumps resulting from a resonance between the input period and the phase differences. The most important difference is that the results for the summing neuron do not show an enhancement of synchronization (Bruce et al., 1998) , which is seen in the present results and has been observed in GBCs (Joris et al., 1994a (Joris et al., , 1994b Köppl, 1997) . The thresholding neuron shows the existence of a critical spatial summation distance for each input frequency, with spatial summation distances below this value giving an output SI that is greater than the input SI, as shown in Fig. 3 . The values of the critical summation distances for each input frequency can be used to provide an upper bound on the length along the BM, about the CP, from which GBCs that display an enhancement of synchronization can receive afferent AN fiber input. Fig. 1 . The lines on the plot connect the points at which the output SI was evaluated.
The Effects of Temporal Jitter
The results discussed in the previous section neglect the effect of stochastic temporal jitter in the neural response. Such jitter can be incorporated by convolving the output phase distribution with a periodically wrapped Gaussian function, as described in Section 2.3. Figure 4A is a plot of the convolved-output SI, R c out (i.e., the SI of χ (s) conv defined in Eq. (13)), as a function of the summation distance, d, and input frequency, f , for a Gaussian noise with a standard deviation of σ J = 75 µs and the same model parameter values as in Fig. 1 . Figure 4A demonstrates that the addition of temporal jitter to Fig. 1A reduces the SI of the output. This effect is greatest for higher frequencies, where synchronization is almost completely removed. Figure 4B is a plot of the normalized convolved-output SI, R c out /R in , as a function of the summation distance, d, and input frequency, f , for the same parameter values as in Fig. 4A .
The degree of temporal jitter in the auditory pathway varies across the different levels and cell types (Anderson, 1973; Walmsley et al., 1998 ) (see Section 2.3). The effect of this variability on the enhancement of synchronization in GBCs can be seen in Fig. 3 , which shows plots of the critical summation distance, d c , required for synchronization enhancement versus input frequency, f , in the presence of Gaussian noise (i.e., temporal jitter) with SDs of σ J = 0, 25, 50, 75, 100 µs (The uppermost plot corresponds to σ J = 0 µs and the plots with successively greater slope correspond respectively to larger values of σ J and are labeled accordingly). The remaining parameter values are the same as those in Fig. 1 . From Fig. 3 it is clear that an increase in the Gaussian noise term reduces the critical distance associated with the enhancement of synchronization, and the amount of reduction increases as frequency increases. Furthermore, when the SD of the Gaussian noise term is sufficiently large all enhancement of synchronization is removed, first at higher frequencies and then at lower frequencies as the temporal jitter increases. This effect is illustrated by the solid line labeled 75 in Fig. 3 (corresponding to σ J = 75 µs and Fig. 4B) , where an enhancement of synchronization is only seen for short summation distances at input frequencies of f = 500 Hz and f = 1000 Hz. Comparing this with the solid line labeled 0 in Fig. 3 (corresponding to σ J = 0 µs and Fig. 1B) , where enhancement of synchronization occurs for all frequencies when no Gaussian noise is present, it can be seen that a sufficiently large amount of temporal jitter prevents any enhancement of synchronization at input frequencies of f = 2000 Hz and f = 5000 Hz.
Apart from the variability in temporal jitter that can affect information processing in GBCs, there is also variability in the neuron parameters that constrain GBCs. Two GBC neuron parameters that vary between GBCs are the number of inputs N , which varies up to about N = 50 (Lorente de Nó, 1981; Sento and Ryugo, 1989; Ostapoff and Morest, 1991; Rothman et al., 1993; Rothman and Young, 1996) , and the membrane potential decay time constant τ , which ranges from approximately τ = 0.2 ms to τ = 8 ms Joris et al., 1994a; Zhang and Trussel, 1994 ; Rothman and Young, 1996) . Figure 5 shows the effects of varying either the number of inputs or the membrane potential decay time constant on the critical distance required for an enhancement of synchronization. All plots shown correspond to responses when a Gaussian noise with a SD of σ J = 75 µs is present. The plot A in Fig. 5 corresponds to N = 20 inputs, a membrane potential decay time constant of τ = 2 ms and an input EPSP amplitude of a = 0.1228. Plot B corresponds to N = 40 inputs, a membrane potential decay time constant of τ = 2 ms and an input EPSP amplitude of a = 0.0656. Plot C corresponds to N = 20 inputs, a membrane potential decay time constant of τ = 0.5 ms and an input EPSP amplitude of a = 0.27. The remaining parameter values are the given in Tables 1 and 2 . Comparison of plots A and B indicates that an increase in the number of inputs (and a decrease in the EPSP amplitude), while the membrane potential decay time constant remains fixed, causes an increase in the critical distance for an enhancement of synchronization. This occurs because an increase in the number of inputs makes the membrane potential response to the input modulation less variable , thus increasing the SI of the output spikes and allowing larger values of the summation distance, d, that give an enhancement of synchronization. Comparison of plots A and C in Fig. 5 indicates that a decrease of the membrane potential decay time constant (and an increase in the EPSP amplitude), while the number of inputs is fixed, causes an increase in the critical distance for an enhancement of synchronization. This occurs because a decrease of the membrane potential decay time constant improves the coincidence detection properties of the model, thus increasing the SI of the output spikes and allowing larger values of the summation distance, d, that give an enhancement of synchronization. The value σ J = 75 µs in Figs. 4 and 5 for the SD of the Gaussian neural noise was chosen because (as seen in Figs. 3 and 5) it produces an enhancement of synchronization only in the range of frequencies (i.e., f ≤ 1 − 2 kHz) at which enhancement of synchronization is seen in real GBCs (Joris et al., 1994a (Joris et al., , 1994b .
Enhancement of synchronization in the present model arises because of the model's short membrane potential decay time constant (for the analysis presented here values of τ = 2 ms and 0.5 ms were chosen) that produces short EPSPs. Furthermore, given that each of the EPSPs are subthreshold, the model neuron is likely to spike only when EPSPs have similar phases and coincidence detection occurs. The phase differences between the arrival of EPSPs are proportional to the spatial summation distance. As spatial summation distance decreases, so too do the phase differences. For a large spatial summation distance, EPSPs are out of phase, and the model neuron is less likely to spike at any particular phase of the input period. Thus, the output of the model neuron will be less synchronized than its inputs. On the other hand, as spatial summation distance is decreased there will be a spatial summation distance below which the EPSPs will be sufficiently in phase with one another, such that the synchronization of the membrane potential to the input period, in combination with the thresholding of the membrane potential, will lead to an enhancement of the output SI relative to the input SI. The addition of Gaussian noise, although convolved with the output of the LIF neuron, can effectively be thought of as being the result of random temporal fluctuations that are present in both the input spatiotemporal summation process described above as well as in the thresholding process of the LIF neuron. Thus comparing Fig. 1 with Fig. 4 it can be seen that the addition of such temporal jitter will have a greater smearing effect on temporal structure at high frequencies than at low frequencies. This will result in a greater reduction in the output SI at high frequencies than at low frequencies. Furthermore, the addition of temporal jitter, as is seen in Figs. 3 and 5 , restricts the enhancement of synchronization in the present model to low frequencies.
Discussion
In order to model the synaptic input of neurons in the auditory pathway, it is necessary to consider the spatiotemporal patterns of activation caused by the traveling wave of the BM. This introduces spatially dependent phase differences to the periodic input of tonotopically organized neurons. The results presented here show the differing roles played by the spatial summation, which causes a decrease in the synchronization of the output as the spatial summation distance d increases, and the temporal summation, which causes an enhancement of the output synchronization through coincidence detection when the membrane potential decay time constant τ is small. In this study we have analyzed how these two contrasting effects depend on both the input (stimulus) and neuron parameters. Such considerations will be important for understanding how the auditory system processes more complex stimuli such as speech (Greenberg, 1996) .
The use of the LIF neuron presented in this study as an approximation of GBCs can be justified on several grounds. First, the termination of modified endbulbs from AN fibers directly onto the soma of GBCs (Osen, 1969 (Osen, , 1970 Brawer and Morest, 1975; Rouiller et al., 1986; Ostapoff and Morest, 1991) is approximated well by the point nature of the LIF neuron, where input terminals arrive directly at the point of action potential generation. Second, the description of AN fiber inputs by inhomogenous Poisson processes provides a description of the stochastic nature of AN fiber spiking (Johnson and Swami, 1983) . Furthermore, the model provides a small set of parameters that can be fitted (albeit only approximately) to existing experimental data for GBCs. However, there are a number of simplifications to realistic GBCs that the model presented here makes. One such important factor that has not been included in the model is the inhibitory inputs GBCs receive (Adams and Mugnaini, 1987; Saint-Marie et al., 1989) , since not enough is known about their number, amplitude, and time course to include them in a useful way. These inhibitory inputs, however, have been shown to enhance the frequency tuning of GBCs . Another important simplification is that the model assumes that the EPSPs are all of equal amplitude and time course, whereas on a realistic neuron it is possible that the inputs on the dendritic tree and the soma have quite different amplitudes (and possibly also different time courses). Likewise, differences in the average input spiking rates are ignored, which is equivalent to assuming that all input fibers have the same threshold. The model also assumes that the input distribution is well characterized by the input spiking rate and input SI, which entails that more complex input distributions, such as peak splitting (Kiang and Moxon, 1972; Johnson, 1980; Palmer and Russell, 1986; Ruggero et al., 1986; Kiang, 1990; Joris and Yin, 1992; Ruggero et al., 1995; Cai and Geisler, 1996; Kuhlmann et al., 2001) , are ignored.
Another assumption in the AN/GBC model of this study is that the AN fiber inputs all have the same average conduction delays. This approximation is supported by the work of , in which intracellular recordings of the membrane potential of rat GBCs were made while AN fibers were electrically stimulated at their BM terminations. A single EPSP from a single AN fiber could be evoked in the membrane potential of the GBC using a small electric current. Increasing the amount of electrical stimulation resulted in the recruitment of more AN fibers that provided input to the GBC. It was found that increasing the amount of electrical stimulation did not significantly alter the position of the poststimulation peak of the membrane potential (which is the sum of the individual EPSPs from the various input fibers) indicating that all the EPSPs arrived at the GBC at approximately the same time. Furthermore, even if conduction delays are not uniform, the effect of their variance on the spatiotemporal summation presented in this analysis is likely to be much less significant than the effects of the slope of the phase-delay function, α, which is very steep in all cases of this analysis (see Table 1 ) and consequently produces significant phase delays across a small spatial spread of the BM. The temporal jitter incorporated into the model of this study is expected to account for the variability about the mean of the conduction delays (Anderson, 1973) but cannot account for fixed differences in the mean conduction delays across AN fibers.
The bumps observed in the output SI, R out , in Figs. 1 and 4 result from a resonance between the phase differences and the period, with minima corresponding to zeros in the input population synchronization,R in (Eq. (9)), when there are equal inputs from all phases. This resonance arises as a consequence of considering a uniform distribution of the inputs over the distance d, as can be seen from Eq. (9), where the input population synchronizationR in is zero when d is a multiple of T /α, irrespective of the input synchronization R in on the individual fibers (this equation also describes the reduction in amplitude of successive maxima as d increases in Figs. 1 and 4) . This uniform distribution was chosen in order to facilitate the comparison with existing results (Bruce et al., 1998) . It is quite possible, however, to consider distributions of inputs different from Eq. (6), and another natural choice is the Gaussian distribution, for whicĥ
The relationship between the input synchronization and the input population synchronization in this case isR
which shows a gradual decrease as d increases.
The results of this analysis significantly highlight the presence of noise in the processing of AN fiber inputs by GBCs. In the model without temporal jitter, illustrated in Fig. 1B , it is clear that at high frequencies ( f = 2000 Hz and f = 5000 Hz) there is an enhancement of synchronization of the output SI relative to the input SI. However, electrophysiology demonstrates that there is a degradation of synchronization in GBCs at these frequencies (Joris et al., 1994a (Joris et al., , 1994b . The addition of Gaussian noise (σ J = 75 µs) produces an enhancement of synchronization only at f = 500 Hz and f = 1000 Hz, as seen in Fig. 4B , which is in agreement with electrophysiology (Joris et al., 1994a (Joris et al., , 1994b . Future studies will be aimed at elucidating the sources of this noise, which could specifically include spike propagation delay time jitter in AN fibers (Anderson, 1973) and synaptic EPSP release time jitter (Walmsley et al., 1998) , as mentioned in Section 2.3. The use of compartmental models could also be fruitful in such an analysis Rothman and Young, 1996) .
The critical distances presented in Figs. 3 and 5, although they are only upper bounds on the summation distances required for enhancement of synchronization across CF, still demonstrate the possibility that AN fiber inputs to a given GBC could originate from a comparatively large spatial spread of the BM. The ability for GBCs (i.e., the LIF neuron) to produce an enhancement of synchronization under these conditions indicates the robustness of the temporal coding abilities of GBCs. A further point to note from Figs. 3 and 5 is that the critical distance appears to decay exponentially with an increase in input frequency. This indirectly supports the notion that the actual summation distance as a function of the CF of GBCs decreases exponentially with an increase in CF. By studying the responses of GBCs to high-intensity 500 Hz tones, Joris et al. (1994b) have demonstrated that GBCs with high CFs respond with a greater enhancement of synchronization relative to the responses of AN fibers with high CFs than the enhancement of synchronization seen in the responses of GBCs with low CFs relative to the responses of AN fibers with low CFs. This provides indirect evidence that the actual summation distance over which AN fibers (that provide the GBC input) originate on the BM decreases with the CF of the AN fibers and the GBCs. It would be hoped that future modeling studies could investigate the actual summation distance over which the AN fibers originate as a function of the CF of GBCs when more accurate parameters are available from experimental studies. An important point to consider in such modeling studies will be the actual range of CFs represented by the AN fiber inputs to a given GBC (Carney, 1990; Carney and Friedman, 1998) . Thus future work could apply a generalization of the spatiotemporal summation analysis presented in this study to the modeling of the responses of CN neurons that receive AN fiber inputs over a broad range of CFs-e.g., stellate cells or octopus cells in the ventral CN (Rhode and Smith, 1986; Carney, 1990) . This type of modeling could have implications for sound intensity coding in the CN (Evans, 1981; Rhode and Smith, 1986; May and Sachs, 1992; Carney, 1994) or for the coding and detection of spatiotemporal features of the AN response to a complex sound in the responses of AVCN neurons (Carney, 1990 (Carney, , 1992 (Carney, , 1994 Carney and Friedman, 1998) .
The analysis presented here may have implications for cochlear implants. One of the key factors in the performance of cochlear implants is the degree of current spread from the stimulating electrodes (see Clark, 1996 Clark, , 1999 and Loizou (1999) for reviews on cochlear implants). The critical summation distances, presented in Figs. 3 and 5, provide an indication of the spatial resolution of the current spread necessary in order that the GBC response to electrical stimulation from a cochlear implant be comparable to their response with acoustical stimulation (i.e., to enhance synchronization in GBCs relative to the synchronization of input AN fibers for each input frequency). Present electrical stimulation paradigms only coarsely approximate the spatiotemporal pattern of activation of AN fibers that occurs with acoustical stimulation in normal hearing. In particular, a pulse from a single implant electrode typically generates APs in neighboring AN fibers that are highly synchronized and have little temporal jitter (Clark et al., 1995) . As a result, present stimulation paradigms do not mimic the way in which the traveling wave activates AN fibers. Nevertheless, future developments in electrode array design may provide sufficiently fine spatial resolution that the stimulation of consecutive electrodes could mimic the traveling wave activation of AN fibers and CN neurons that are generated by acoustical stimulation.
Conclusions
The results presented in this study show how LIF neurons receiving periodic input respond when the phases of the inputs vary with their spatial location. The analysis shows how the temporal information contained in the output spikes-namely, the output SI, depends on the spatial summation distance of the periodic stochastic inputs, as well as the details of the LIF neuron model (number of inputs N , EPSP amplitude a, threshold θ, membrane potential decay time constant τ , and temporal jitter σ J ) and the details of the periodic input (frequency f , input synchronization R in , average spiking rate per period for each input fiber p, phase-delay parameter α, and analytical form of the periodic spiking rate function λ n (t)). As a model of GBCs in the AVCN, it enables an upper bound on the degree of spatial spread (i.e., the summation distance d) on the BM from which their AN fiber inputs originate to be deduced. This neural model for spatiotemporal summation provides insight into the relationship between the various model parameters and the temporal properties of the output spikes. In particular, the analysis elucidates the different effects on the output caused by the spatial summation, which reduces the output synchronization, and by temporal integration, which increases the output synchronization through coincidence detection. The model also shows under what conditions (i.e., amount of temporal jitter) an enhancement of synchronization, such as observed for GBCs (Joris et al., 1994a) , will occur for low frequencies of acoustical stimulation.
Appendix: The (Normalized) Relative Difference Between the Integral Approximation and the Spatial Summation
The spatial analysis presented here (Section 2.2) considers N input AN fibers, each defined by the spikingrate function, λ n (t) Eq. (3). The spatial summation of these N input AN fibers, denoted λ S (t), is therefore defined as
The integral approximation of the above spatial summation, denotedλ(t), is given by Eq. (6). The (normalized) relative difference betweenλ(t) and λ S (t) provides a upper bound on the error of the integral approximation.
Following the method of Bruce et al. (1998) and letting the absolute difference betweenλ(t) and λ S (t) be defined as β gives 
Replacing λ(x, t) with its Fourier Series, denoted λ F (x, t) Eq. (7), and multiplying both sides by d/N gives
The left-hand side of Eq. (21) is the difference between the integral over distance d of a function continuous in space and the sum of N rectangles each of height λ n (t) and width d/N . The greatest relative difference will occur where the absolute slope of the spiking rate λ F (x, t) is at a maximum. The absolute slope of λ F (x, t) is bound by
Since there is no known finite expression for 
Therefore, by summing the upper bounded errors of the individual rectangles and then dividing by the mean of λ(t), denoted λ , an upper bound on the normalized relative difference between the integral approximation and the spatial summation can be obtained,
