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A Riccati transformation is used to obtain Liouville/Green approximations, 
along with error bounds, for a vector system u” = F(t) u on a real interval [a, CIS), 
subject to suitable assumptions on the n x n matrix-valued function F=F(r). 
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1. INTR~~xJCTI~N 
The classical Liouville/Green result in its simplest form for the scalar 
equation 
$=.f(t) U for t E (a, b) (1.1) 
guarantees the existence of solutions u1 and u2 that satisfy 
u,(t)Nf(t)~“4e-S/‘i2, u;(t) - -f(t) + l/4e -j/“2 
UZ(t)Nf(t)-1’4e+S/‘i2, u;(t)- +f(t)+“4e+If’/2, 
(1.2) 
where f =f(t) is any given, sufficiently smooth real-valued function that is 
everywhere nonzero on (a, b), so that one has the two cases: f(t) > 0 for all 
t E (a, 6) (nonoscillatory case), or f(t) < 0 for all t E (a, b) (oscillatory case). 
The approximation symbol - used in (1.2) indicates that there are suitable 
error functions E,, EZ, F, , F2 such that 
u,(t)=f(t)-1’4ePf”‘2[1 + E,(t)], 
u;(t)= -j”(t)+“4e-f~“2[1 + F,(t)] 
u2(t)=f(t)-“4e+~f”2[1 + E*(t)], 
u;(t)= +j-(t)+“4e+f1”2[1 +F,(t)]. 
(1.3) 
Error estimates for the functions E,, Fj (j= 1, 2) have been given by 
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Blumenthal [3]. Olver [15, 163, and Taylor [23, 241. Additional results 
and references along with historical remarks are given in Wasow [25,26] 
and Olver [ 163. The phase-integral approach to approximation theory for 
( 1.1) is discussed in Friiman and Froman [9] and in Dammert and 
Friiman [7] and in other works cited in these two references. 
Here we consider the vector system 
$=F(t)u for ?E (a, b) (1.4) 
for an n-dimensional (column) vector-valued solution function u = u(t), 
where F is a given real or complex n x n matrix-valued function that is 
assumed to be piecewise differentiable. Equations of the type (1.4) play a 
prominent role in important applications in hydrodynamic stability, as dis- 
cussed in Drazin and Reid [8]. We show that an approach based on a Ric- 
cati transformation, introduced in Smith [20] for the scalar case, can be 
used to provide Liouville/Green approximations in the present vector case. 
The technique can be used to study solutions on any suitable real interval 
(a, b), or even for complex t ranging over suitable domains in @. For 
definiteness here we consider a real interval (a, 00) with a E IR and b = 00, 
and we study the behavior of solutions for large t + co. Also, we illustrate 
the approach here in a certain case with n recessive solutions, although the 
technique is more broadly applicable for other cases as well. 
Specifically, we assume that F= F(t) has a complete set of n linearly 
independent eigenvectors yj = y,(t) (j = 1, 2,..., n) with corresponding eigen- 
values that (need not be distinct, and) are bounded away from the negative 
real axis. That is, if r= r(t) is the invertible matrix constructed with the 
jth column of r given by the jth eigenvector , of F (for j= 1, 2,..., n), then 
we assume that F satisfies 
F(t) = Z-(t) Q(t)*r(t)-’ for t E (a, b), (1.5) 
for a suitabie diagonal matrix 52 = Q(t) = Diag[w,( t), 02(t),..., w,(t)] 
satisfying 
Remi( for t E (a, b) and for all j= 1, 2 ,..., n. (1.6) 
The eigenvalues of F are given as w/’ for j= 1,2,..., n, with Fr, = $yj. 
Note that (1.6) can be replaced by Re oj # 0, in which case a continuity 
argument shows that Re uj( t) is either everywhere positive or everywhere 
negative on (a, b). If it is everywhere negative, we can replace wj by -wi, 
so there is no loss in assuming (1.6) if Re oj # 0. 
DECOUPLING OF SOLUTIONS 385 
Along with (1.6) we assume the validity of the condition 
sup s 
a, ~&,(s)/o,(s)l e~*S:~=“~ds< 1, for i=l,2 ,..., n. (1.7) 
,>E r 
for some (sufficiently large) CE [a, co). This condition (1.7) is analogous to 
a corresponding assumption used in the scalar case in Smith [20]. In the 
present vector case we also assume that the matrix r-‘(t) f(t) is suf- 
ficiently small as t -+ co, where this smallness condition is made precise 
below by the assumptions (2.25), (2.26), (2.35), and (3.2). In the scalar case 
there holds r- ‘FE 0, so that this smallness condition on r- ‘f holds 
automatically in the case n = 1. 
Subject to these assumptions, we show that the second-order system 
(1.4) has matrix solution functions U, = U,(t) and U, = U,(t) that satisfy 
U,(t)= r(t)[Z+ E,(t)] !X”*(t) epj:R[Z+ G,(t)] 
U;(t)= -T(t)LI(t)[Z+F,(t)]Q-“‘(t)e-I:“[1 +G,(t)], 
(1.8) 
and 
U,(t) = ZJt)[Z+ E*(t)] P”‘(t) e+J:,R[Z+ G,(t)] 
U;(t) = r(t) Q(t)[Z+ F,(t)] P”*(t) e+r: “Cl + G,(t)], 
(1.9) 
for suitable error functions Ej, F,, and Gj (j= 1, 2) that can be estimated 
directly in terms of the data of the problem. In particular we find 
EJth FJth G,(t) + 0 as t + cc (j= 1,2). (1.10) 
The definite integral 1:. L2 appearing in ( 1.8) and ( 1.9) can be replaced by 
any indefinite integral J Q. 
As an example, we consider the system 
d*u, 1 
0 ( 
t+ t* (t - t*) eC4(‘) u, - 
dt2 u2 =j (t-t*)ed’) t+ t2 )C )? 
(1.11) 
u2 
with q(t):=ep(‘/*)‘*, and we find solutions U, and U, of the form 
t-l12e-(l12)r2 0 
0 t-1/4e-(2/3)r’/2 CI + G,(t)1 
and 
t -- l/Ze + (l/2)12 0 
0 t- 1/4e+(2/3)r312 Cz+ G,(t)], 
(1.13) 
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for error functions kj and G, that satisfy the estimates 
I&(t)1 ~0.27. t 3’2 and IGi( GO.05. tr3’2 (1.14) 
for t B 36 and for j = 1,2, as shown below in Section 4. The second-order 
system (1.11) amounts to a certain coupling of a Weber equation with an 
Airy equation. 
The column vectors of U, provide n solutions of (1.4) that are recessive 
with increasing t, while the column vectors of U, provide n solutions that 
are nonrecessive. The results (1.8) and (1.9) for the vector system (1.4) 
reduce to the corresponding classical result (1.3) with f = 1 and (see (1.1)) 
Q(t) =f(t) Ii2 in the case n = 1. 
It is convenient for the calculations to replace (1.4) with an equivalent 
lirst-order system as 
f(z>=(Fyt, y(z). (1.15) 
The linear transformation (2.4) based on the nonlinear Riccati equation 
(2.6) is used in Section 2 to block-diagonalize (1.15), leading to a fun- 
damental solution in Section 3, subject to the above-mentioned 
assumptions on the eigenstructure of F, and subject also to the condition 
(1.7) and the above-mentioned condition on r- ‘i: The resulting fun- 
damental solution of (1.15) leads directly to the Liouville/Green 
approximation for (1.4) as indicated in (1.8))( 1.10). The example ( 1 .l 1) is 
considered in Section 4. 
The present work is in the flowstream of that large body of results on 
approximation theory for first-order systems of differential equations 
following Cotton [6] and Perron [ 173, including results of Levinson [ 141, 
Hartman and Wintner [ 131, Bellman [2], Atkinson [l], Coppel [4,5], 
Sibuya [18], Harris and Lutz [ll, 123, Gingold [lo], Sijderlind and 
Mattheij [22], and others cited in these references. These works typically 
give various conditions under which suitable transformations can be used 
to diagonalize or block-diagonalize certain linear systems. For example, 
Sibya [ 181 uses a certain Riccati transformation that differs from (2.4), 
(2.6)-(2.7) so as to block-diagonalize a linear first-order system, while 
Gingold [lo], diagonalizes a 2 x 2 first-order system using a linear trans- 
formation not requiring any nonlinear Riccati equation. Similarly, 
Soderlind and Mattheij [22] diagonalize an arbitrary linear first-order 
system using a linear transformation of Lyapunov type. The present 
approach provides useful Liouville/Green approximations for ( 1.4), 
including error bounds possessing a particularly simple and explicit form, 
subject to relatively mild regularity requirements on the data. The 
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approach is also useful in the study of related nonlinear problems, as in 
Section 10.3 of Smith [19], where an illustrative example is given in the 
case n = 1. 
2. THE RICCATI TRANSFORMATION 
Suitable transformations are sought to block-diagonalize the system 
(1.15). First let R=R(t)2”x2n be defined in block-partitioned form as 
R(t) .=I 
( 
rI’(t) -Q-‘(t) r-‘(t) 
. 2 r ‘(I) > +Q--‘(t)r-l(t) ’ 
with (2.1) 
R-‘(t)= 
( 
r(t) r(t) 
> -f(t) Q(t) +T(t) Q(t) ’ 
where r= f(t) and Q = Q(t) are as discussed in Section 1 (see (1.5)). The 
eigenvector transformation (cf. Smith [20]) 
(i)=R(t)(r) with (E)=R-l(t)(i) (2.2) 
is applied to the system (1.15), yielding the transformed system 
(2.3) 
The matrix AR -’ can be computed from (2.1), and we find 
so that the system (2.3) is already in block-diagonal form if and only if 
there holds f= K’SZ ~ ‘rp ‘(d/dt)(rQ) for t E (a, cc). The analysis is greatly 
simplified in this latter case: The techniques used below lead easily to 
an appropriate fundamental solution for (2.3) in this special case. We do 
not consider this special case further here. Hence we assume that 
f’# IX-‘r-‘(d/dt)(lX) holds, so that (2.3) remains a coupled system for 
2 and jj. In this case we now apply a Riccati transformation so as to 
uncouple this system (2.3). 
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The following Riccati transformation (cf. Exercise 9.2.6 of Smith 
(;>=(AT FJ(k I”>(;)=(-$, ,~;L))(;)~ 
(;)=(k E)(‘;: ;)(;)=(‘~+;~~I”” “:y> 
is applied to (2.3), yielding the uncoupled system 
-jy= + [Q-gz+ T) r’iqz- T)Q-‘(Pf+dw’)Q] y, 
C191) 
(2.4) 
(2.5) 
provided that the functions T and S satisfy the equations 
T- (QT+ TQ) 
r-‘f’+(m)‘; (ZX2) T+; T r-Ii’+ (ZX-‘; (Z-Q) 1 [ 1 
and 
;+(QS+SQ)= -; ~~‘~(Z-T)+(ZX2~‘-$Q)(Z+T) 
1 
S 
+; S (I+ T) T-IF+ (I- T)(ZXl~’ $ (ZX2) 
1 
+; 
[ 
r-‘~-(m)-‘&K?) ) 1 (2.7) 
where (~52)-‘(d/dr)(fS2)=IR-‘T~‘~‘SZ+~~’si=~-’[~-’~+si~-‘]s2. 
(See also Smith [21] for a discussion of this Riccati transformation.) We 
first obtain a suitable solution for the (nonlinear) Riccati equation (2.6) for 
T= T(t), and then we use this solution for Tin (2.7) and solve the resulting 
linear equation for S. 
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We require precise information on T(t), and for this purpose it is con- 
venient to consider first the related terminal-value problem 
where the differential equation of (2.8) is obtained by putting f= 0 in (2.6). 
The problem (2.8) is replaced by the integral equation (cf. pp. 169-170 of 
Wasow [25]) 
F(r)= i,(r)+-” l(r, s) f’(s)Q-‘(s)d(s) f(s)q(t, s)ds, (2.9) 
I 
where f0 is defined as 
f,,(t) :=;,” 5(t,S)R-‘(.~)Si(S)~(I,S)ds=~~~ Q-‘(s)ti(s)e-2j;“ds, 
, I 
(2.10) 
and where < and q are given as 
((t, s) := [Q-‘(t)SZ(s)]“‘exp I ‘Q ., 
rf(t, s) := [B(t)Q-‘(s)]“2 exp s ‘0, s 
(2.11) 
so that r satisfies a~(t,s)/at=[52(?)-(l/2)52-‘(t)~(t)] T(~,s) for 
t#s and 5: = Z, at t = s, while YZ satisfies &~(t, s)/& = ~(t, s) 
[SZ(r)+(l/2)Q-‘(t)fi(t)] for r#s and q=Z,, at t=s. 
The quantities 0, {, q, and fO are all diagonal matrix-valued functions, 
and we see directly that (2.9) has a diagonal solution ?, 
f((t)=Diag[f,(t), F2(t),..., f,,(t)], (2.12) 
so that (2.9) decouples into a collection of n scalar equations of the type 
handled in Smith [ZO]. In this way one finds solution functions satisfying 
the estimates 
If,(t)1 < [” IcA,(s)/w;(s)l ~‘j:~~“‘~ds for t 2 c, (2.13) 
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and for i= 1,2 ,..., n, provided that 
sup I r Itii(s)/o;(s)l e ‘1: Re’ul ds < 1 holds for i= 1, 2 ,..., n. (2.14) r2c f 
We assume that (2.14) holds, so that (2.9)-(2.10), and hence also (2.8), has 
a diagonal solution (2.12) satisfying (2.13). 
If T satisfies (2.6), then the function F given as 
satisfies 
Y-T-F, (2.15) 
~-[Q--f(z-T)n-‘ti]s-qi2+~n-‘8(z+P)] 
=f(Z+ f) Pf(Z- f)-g- ~)a-‘r--‘ix2(1+ f) 
-$[(I+ ri) r’j‘+ (I- f) Q-‘r’tlq 5 
++sp-‘Qz- f)+Q--‘r-‘iqz+ T)] 
-p[r ‘F-Q-‘r ‘f&Q-‘fj)g-. (2.16) 
The terminal-value problem for (2.16) subject to the terminal condition 
.F( co ) = 0 is replaced by the integral equation 
r(r)=F”(,o+; jx &,S) I 
x [(Z-t f’) r-If.+ (I- F) Q -?-‘&2](s) F(s) ij(t, s) ds 
where $, is defined as 
.G(t) :=; s x[(t, s)[(Z- f) cr’f -‘i-n(z+ f) I
-(I+ F) r ‘i’(Z- f’)] fj(t, s) ds, (2.18) 
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and where 4 and rj are given as 
((t,s):= [QP’(t)SZ(s)]“2exp ’ [Q+ti%-‘$1 I s 
(2.19) 
{(t, s) := [Q(t) Qp’(s)].“’ exp s ’ [O + f&‘tiF]. s 
We use a matrix norm 1.1 that is assumed to satisfy 
IDiagCd,, 4,...,4ll = maxi= 1,2,...,n ICI”/ for any diagonal matrix. From (2.18) 
the inequality 
I%(t)1 <i ja l&t, s)l lr-‘b) f’b)l(l + condCQ(s)l)(l +I Fb)l )21ri(c $11 ds , 
(2.20) 
follows directly, where cond(A) := IAl IA -‘I for any invertible matrix A. 
We assume that there exists a positive-valued function K = I satisfying 
the conditions 
lo3 l&t, s)l Vpl@) &)I(1 +condCQ(s)l)(l +Ifb)l)21i(f, $11 ds64t) 
Jl 
(2.21) 
(2.22) 
for t > c, 
K’(t) < 0 for t 2 c, 
and 
K(t)=O(l) as t-bco. 
The following inequality is obtained then from (2.20) and (2.21): 
I&(tjl 6 &K(t) for t>c. 
(2.23) 
(2.24) 
LEMMA. 2.1. Let the complex n x n matrix-valued function F= F(t) be 
piecewise differentiable on [a, CO), and assume that the matrix f = r(t) of 
eigenvectors, and the matrix O2 = Diag[o:, OS,..., wf ] of eigenvalues, satisfy 
(1.5), (1.6), (2.14), and the conditions 
K(C) < 4, (2.25) 
and 
I 
,_ I&t, s)l ~(s)[lr-‘~I(l +cond[SZ])+ lQP’fil](s)lfi(t,s)l ds<i 
(2.26) 
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for t 2 c, and for some fixed (sufficiently large) c E [a, oo), where K satisfies 
(2.21)-(2.23). Then the integral equation (2.17))(2.18) and hence afso the 
differential equation (2.16), has a continuous, piecewise differentiable solution 
on [c, 00) satisfying the estimate 
Is(t)/ d K(t) for tE [c, co). (2.27) 
Proof: Let the operator 9 be defined as !?F(t) := right side of 
(2.17) (for t E [c, co)), on the Banach space V consisting of all n x n 
matrix-valued functions F of class C”[c, co), with norm /)FII := 
sup. ~<f<ao (IF(t)l/K(t)). Equation (2.17) can be written now as the fixed 
point equation 5 = 9F, and a routine application of the Banach/Picard 
fixed point theorem (as in the scalar case in Smith [20] suffices to show 
that this equation has a solution in the unit ball 1lFl1 < 1, satisfying (2.27), 
subject to the stated assumptions. Details are omitted. [Note the result 
AF,B~C-A~2B~2C=A(~-~2)B~C-A~2B(~2-~)C for nxn 
matrices A, B, C, 9, and Fz.] 1 
Now let S = S(t) denote the solution of the linear equation (2.7) for 
t E [c, co), subject to the homogeneous initial condition S(c) = 0, with (see 
(2.15)) T= f+ F in (2.7) given now as in (2.13) and (2.27). The existence 
of S is assured by a standard result in differential equation theory, so that 
the block-diagonalized system (2.5) has been shown to exist on [c, co), 
subject to the assumptions of Lemma 2.1. 
We require precise information on S(t), and for this purpose we 
introduce the function S defined as 
S(t):= -;~~tj(s,t)Q~‘(s)ri(s)&s,t)ds for t >c, (2.28) 
c 
so that S satisfies the equation (obtained by putting i-= 0 and T = f in 
(2.7)) 
x+ [!2+$--‘si(z+ f)] 9+9[o-;(z- f)Q-‘si] 
= -g-Q-j for t > c, (2.29) 
along with the homogeneous initial condition S(c) = 0. A routine 
calculation (of the type used earlier in obtaining (2.17)) now shows that the 
function S can be represented as 
S=S+Y (2.30) 
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where the function Y satisfies the equation 
with the operator 9? defined on the vector space V of continuous n x n 
matrix-valued functions Y by the formula 
and where the function Y0 in (2.31) is defined as 
+ g[(Z+ 7’) f-‘i-+ (I- T) Q-‘f-‘iK?]}(s) [(s, t) ds. (2.33) 
Equation (2.31) can be solved for 9’ as 
Y=(Z-39-‘9& Ml1 with I;LYII <P 
1 - 11~11 ’ 
(2.34) 
provided that 
ll~ll < 1 (2.35) 
holds, where the standard supremum norm for vectors 9 E V (I(YjJ = 
sup,,< IP’(t)l) with the associated induced operator norm ~~~~~ is used. 
A suitable bound can be obtained for ~~&?~~ in terms of the data, by a 
routine calculation from (2.32), and then one obtains a corresponding 
bound on the function Y appearing in (2.30). We omit the obvious 
statement of such a general result here; rather we illustrate the approach 
with an example in Section 4. 
505/6X/3-7 
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3. THE FUNDAMENTAL SOLUTION 
We first obtain a fundamental solution for the system (2.5), and for this 
purpose we introduce the function p = p(t) as 
+IrP’~l(l+I~l+IF()(l+condQ)]ds 
for t b c, where cond(A) = IA I IA ’ I for any invertible matrix A. 
LEMMA 3.1. Assume that the function p of (3.1) satisfies 
,u(c) < 1. 
Then the system (2.5) has a fundamental solution qf the form 
(al, Gt,) = fundamental solution for (2.5) 
,for n x n matrix-valued functions X = X(t) and Y = Y(t) satisfying 
X(t)=W”*(t)e J: R c1:2,j: Q '"'(I,, + B(t)) 
and 
Y(t)=Q ‘/2(t)eS:R+l’/*)S’rJ2 ‘“‘(I,,+ r’@)), 
for suitable matrix-valued functions 8 and P satisfying 
with p(t) given by (3.1). In particular there holds 
2(t), B(t)=o(l) as t-+a. 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
Finally, the definite integral j:. 52 appearing in the exponential in (3.4) and 
(3.5) can he replaced by any indefinite integral 10. 
Proof: The functions X and Y of (3.4) and (3.5) are constructed to be 
fundamental solutions respectively for the first and second equations of 
(2.5). We give the details for X, the same approach suffices also for Y. A 
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routine calculation shows that X of (3.4) provides a (matrix) solution of 
the first equation of (2.5) if 2 satisfies the integral equation 
x&-‘(s) [Z,,+J?(s)] ds (3.8) 
with A given as A(t) :=t[f-‘f(Z- T)+SL~‘~~‘Zb(Z+ T)+Q-‘L&](t). 
From (2.15) there follows for A the inequality IAl <i[lSl IQ-‘sil + 
]rP’f]( 1 + IF] + ISI )( 1 + cond Q)], and the assumption (3.2) implies now 
that (3.8) can be solved and one obtains the stated estimate of (3.6) for 2. 
The assumption (3.2) implies p(t) = o(l) as t -+ co, so that (3.7) follows 
directly from (3.6). 1 
The transformations (2.2) and (2.4) now lead directly with (3.3) to the 
following fundamental solution W = W( t)2n x 2n for (1.15) gives as 
W(t) = fundamental solution for (1.15) 
=( 
Z-(Z- T) r[Z-(I-T)S] X 0 
-ZX(Z+T) ZX[Z+(Z+T)S] )C 1 0 Y ’ 
(3.9) 
The first block-column of (3.9) gives the earlier matrix solution U, = 
U,(t) of (1.8) for the second-order system (1.4), with error functions E,, F,, 
and G, given as 
E,(f) = - T(t), J’,(t) = T(t), 
G,(t) = Ce (1/2)1:R-‘rir_z]+e(l/2)SPa~‘ri~~(t). 
(3.10) 
Similarly the second block-column of (3.9) gives the matrix solution 
U, = U,(t) of (1.9) for (1.4) with error functions E,, F2, and G2 given as 
E,(t) = - [I- T(t)1 s(t), F,(f) = Cl+ T(t)1 s(t), 
G,(t)= [e~‘1/“SirR~‘“t_Z]+e~“/2’SPn~‘d~~(t). (3.11) 
The functions J? and P satisfy the estimates of (3.6) and (3.7), while T 
and S satisfy the related estimates given in Section 2. We obtain explicit 
bounds on jEj(t)l, IFi(t and ]G,(t)], subject to the assumptions on the 
data given by (2.14), (2.25), (2.26), and (2.35), as illustrated by the example 
in Section 4. In particular we find the earlier results of (1.10). 
The columns of U, give n solutions that are recessive at infinity, while U2 
gives solutions that are nonrecessive. The definite integral J; Q appearing in 
the exponential in (1.8) and (1.9) can be replaced by any indefinite integral 
J Sz, as in Lemma 3.1. 
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4. A WEBER-AIRY SYSTEM 
In (1.4) take the data as n = 2 and 
with 
F(t)==: 
( 
t+ t2 (t - t’) e--4(‘) 
2 (t-t2)eY”’ t+ t2 
4(t) = e (1/2)9 for t>O. (4.1) 
The resulting system (1.11) amounts to a certain coupling of a Weber 
equation with an Airy equation. 
The matrix f of eigenvectors can be taken here as 
r(t) = (‘“j” e:(,,)T (4.2) 
while the corresponding matrix Q of ( 1.5)-( 1.6) is 
with ml(t) = t and w2(t) = fi. (4.3) 
Routine estimations yield the inequalities (for t > 0) 
i z Icljj(S)/Wj(S)l e-2J:Reco’dsG 1 it 2 for j=l I atp3,, for j=2, 
so that condition (2.14) holds with any c> 2-‘j2 G 0.70711. Then (2.13) 
yields 
IFjitiol 6 
;t -- 2 for j= 1, 
at ~ 312 for j=2, (4.4) 
for t 2 c. 
For definiteness we use the infinity matrix norm, )A[ m = maximum 
absolute row sum, for any 2 x 2 matrix A. Then from (2.12) and (4.4) we 
have 
If(ct)l <p2 for tB4, (4.5) 
while (4.3) yields 
cond Q(t) = IQ-‘(t)1 IQ(t)1 <J for tal. (4.6) 
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Similarly from (4.2) we find 
If-‘(t)f(t)l g~eP”‘21’2(1 +e4(‘)) (4.7) 
for t >O, where q is given by (4.1). From (2.19) we find the estimates 
I[(t, s)l < 1.0012(S/t)1/4e-(213)(“~2-r”2), 
Irj(t, $)I < 1.0012(t/s)1/4e-(2/3)(s3’2~r’2) for s>t336. 
(4.8) 
Various constants here and below, such as the numbers 1.0012 and 36 in 
(4.8), and the number 0.26 in (4.10) and (4.14), are not best possible, but 
are chosen from among possible valid values so as to simplify various for- 
mulas. 
A direct calculation using (4.5k(4.8) now shows that the function K 
defined as K(t) := 2 fi e-(112)r2 satisfies the conditions of (2.21 b-(2.23), 
(2.25) and (2.26) with c = 36, so that Lemma 2.1 applies and yields 
IF(t)1 <2J;e?)12 for t>,36. (4.9) 
Then (2.15), (4.5) and (4.9) imply 
IT(t)1 60.26. tr3’2 for t>36. (4.10) 
Similarly a routine calculation yields s& s -’ exp[ - $( t3j2 - s312] ds < 
0.5018. tm3’*, from which we have with (2.28), 
Is(t)1 ~0.252. tr3’2 for tb36. (4.11) 
From (4.6)-(4.11) we find with (2.33) the estimate 
~y~(~o(t)l <e-321e-W31rZ~2 for t>36. (4.12) 
Moreover (2.32) (with c = 36) leads directly to the bound l]B]l < 7.0. e-648, 
so that (2.35) holds. Then from (2.34) and (4.12) we find now 
Iqt)l <e-320e-W3)~‘~2 for t336, (4.13) 
so that (2.30), (4.11) and (4.13) yield 
IS(t)1 dO.26. t-3/2 for ta36. (4.14) 
A direct estimation from (3.1) yields p(t) <e m43’t5’4e-(2’3)“‘2 for t > 36, 
and then (3.6) implies 
IT(t 1 f(t)1 <e 430t5/4ep’2/31r3’2 for t>36. (4.15) 
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It follows now from (1.8) and the results of Section 3 that the present 
second-order system ( 1.11) has a matrix solution Ur that is recessive, given 
as in (1.12) with ~?,(t)=r~‘(oo)[(r(t)--f(co))+r(t)E,(t)], and where 
E, and G, are given by (3.10). In particular we find now with (2.12), (4.3) 
(4.4) (4.10) and (4.15) the earlier estimates of (1.14) for i, and G,. 
Similarly from (1.9) we find the nonrecessive matrix solution U, given as in 
(1.13) with ,!?‘z(t)=r--‘(~)[(r(t)-J’(co))+T(t)Ez(t)], and where E, 
and G, are given by (3.11). Again we find the estimates of (1.14), in this 
case for & and G,. 
Related results are given for U’,(t) and U;(t) as in (1.8) and ( 1.9) but we 
omit these here. 
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