Continued fractions in fields of series.
While some deep work has been done on continued fractions in power series fields, there does not seem to exist a general introduction, or an easily accessible account of Serret's Theorem or Lagrange's Theorem in this case. We therefore will start with the (obvious) definitions, and set some notation. But see also [12] . Whenever possible, we will try to stay close to the approach in Perron's classical treatise [19] . We define rational functions in variables Z 0 , Z 1 , . . . by ( 
. , Z n ]] (1 ≤ m ≤ n).
Setting P −2 = 0, Q −2 = 1, P −1 = 1, Q −1 = 0, (1.4) P n = Z n P n−1 + P n−2 , Q n = Z n Q n−1 + Q n−2 (n ≥ 0), we observe that P n , Q n are polynomials in Z 0 , Z 1 , . . . , Z n (n ≥ 0), that In the function field case we will be considering, the rôles of Z, Q, R in the classical theory of continued fractions are played by k [X] 
, k(X), k((X
−1
))
2000 Mathematics Subject Classification: 11J61, 11J70. Supported in part by NSF grant DMS-9710314. ( 1 ) I had been tempted to introduce a different convention, with the + signs in (1.1), (1.2) replaced by −, and setting Q −2 = −1. This would make some sense in the function field case (where positivity of partial quotients is not defined) by simplifying a number of formulas (e.g., the right hand side of (1.5) would become 1). I gave up on this idea since it would have made it harder to connect with the existing literature.
respectively, where k is a field. Elements of k will be denoted by a, b, c, elements of k [X] + . . . with a t = 0, we set |α| = e t , and we set |0| = 0. An element of k(X) may be uniquely expressed as (1.7) [A 0 , A 1 , . . . , A n ] = P n /Q n , where each A i ∈ k[X] and where deg A i > 0 for i > 0. Here P n = P n (A 0 , . . . , A n ), Q n = Q n (A 0 , . . . , A n ). This is in contrast to the classical theory, where rational numbers have two "regular" continued fraction expansions. By (1.5), the polynomials P n , Q n in k [X] are relatively prime. Note that the pair P n , Q n is determined by (1.7) and being relatively prime only up to a common factor in k )) which will be denoted by (1.8) [A 0 , A 1 , . . .]. This and similar relations may be interpreted appropriately for finite continued fractions (1.7) as well as for infinite continued fractions (1.8) .
Every element α ∈ k((X
With P n = P n (A 0 , . . . , A n ), Q n = Q n (A 0 , . . . , A n ), we have (1.11) |α − P n−1 /Q n−1 | = 1/(|Q n−1 | · |Q n |) = 1/(|A n | · |Q n−1 | 2 ) (n ≥ 1). (1.12) The following version of Legendre's Theorem holds: If |α − P/Q| < 1/|Q| 2 , then P/Q is a convergent to α. For if |Q n | ≤ |Q| < |Q n+1 |, we have |α − P/Q| < 1/(|Q| · |Q n |), |α − P n /Q n | = 1/(|Q n | · |Q n+1 |) < 1/(|Q| · |Q n |), so that |P/Q − P n /Q n | < 1/(|QQ n |), whence P/Q = P n /Q n .
A version of Serret's Theorem. We will write (k
where |D| < |C| and AD − BC = a ∈ k × . Suppose α, β are not in k(X), and |β| > 1. Let P n /Q n and α n (n ≥ 0) be the convergents and complete quotients of α. Then for some n,
n (where the star indicates it is the (last) convergent of A/C). Since A, C are coprime,
Since |β| > 1, we see that A 0 , . . . , A n are the first partial quotients of α, and (−1)
. This is an equivalence relation. Note that α ≈ α n (n = 1, 2, . . .) by (1.5). When β ∈ k(X) and α ≈ β, then α ∈ k(X). On the other hand, any two elements of k(X) are equivalent under ≈: (1.5) , it suffices to check that any polynomial A is equivalent to 1. But 
This is our version of a theorem of Serret [22] . The theorem is also proved in [12] , Section IV.3. P r o o f. Assuming (2.3) and (2.4), we have
Conversely, suppose α ≈ β, and write
Then when (2.2) holds,
by (1.12), so that P n−1 = αQ n−1 + δ with |δ| < 1/|Q n−1 |, and
Here |T α + U | = 0 and |T | are fixed, so that |C| = |T α + U | · |Q n−1 | when n is large. Similarly |D| = |T α + U | · |Q n−2 |, therefore |D| < |C|. By the preceding lemma, with β, α n , m − 1 playing the respective rôles of α, β, n, we have α n = bβ m for some n,
An expansion of the type
with a ∈ k × will be called pseudoperiodic. When a is a root of 1, such an expansion is in fact periodic. 
Lemma 2. Suppose α ∈ k(X). Then α has a pseudoperiodic continued fraction expansion if and only if it satisfies a relation
, and set
Then (2.8) holds with
The determinant here is a ∈ k
×
. If the matrix were a multiple of the identity matrix, it would be a constant multiple, say b times the identity matrix, and
Since the entry aQ n+2t−1 of the matrix on the left has larger degree than the corresponding entry bQ n−1 on the right, this is impossible. Now suppose we have (2.8). Suppose we follow the proof of the second part of Theorem 1, with β = α. We end up with α n = bα m for some m. We just need to show that m = n. But the argument depended on Lemma 1, which (with m playing the rôle of n + 1) also gives
, and substitution into (2.5) with β = α gives
Since (2.9) is not a multiple of the identity matrix, this is impossible.
3. On Lagrange's Theorem. When α has a pseudoperiodic expansion, there is by Lemma 2 a relation (2.8), so that
Since (2.9) is not a multiple of the identity matrix, not all coefficients T, U − R, −S are zero. Since α ∈ k(X) we see that α is quadratic over k(X). Conversely, suppose α is quadratic over k(X). When k is finite, an obvious adoption of the standard proof of Lagrange's Theorem shows that α has a periodic continued fraction. Thus Lagrange's Theorem holds when k is finite. Hence it is true when char k = p and k is algebraic over the prime field F p .
When char k = 0, or char k = p and k is transcendental over F p , there exist elements a ∈ k × which are not roots of 1, and hence there exist pseudoperiodic fractions which are not periodic. Therefore Lagrange's Theorem is not true in the form that every α quadratic over k(X) has a periodic continued fraction expansion. But one may ask whether a quadratic α always has a pseudoperiodic expansion. We will show that in general this is not the case. 
We may regard (3.3) as a "Pell relation". When k is closed under taking square roots, the nontrivial solubility of (3.3) is equivalent to the nontrivial solubility of Y 2 − DZ 2 = 1. In the next section we will show a theorem already known to Abel [1] (see also Schinzel [20] , [21] ) that when (3.3) has a nontrivial solution, then √ D has in fact a periodic (not just pseudoperiodic) expansion.
P r o o f. In view of Lemma 2, we have to show that α satisfies a relation (2.8) with matrix (2.9) as specified in Lemma 2, precisely if (3.3) has a nontrivial solution.
In (3.1), the triple T, U −R, −S must be proportional to A, B, C in (3.2), say 
Conversely, (3.3) gives (3.7) with a ∈ k × , so that (3.6) is a square, and the equation (3.5) in R has the solution
Defining T, U, S by (3.4) we obtain (3.1). Moreover, RU − ST = a, and T = ZA = 0, so that the matrix (2.9) is not a multiple of the identity matrix. Finally (3.1) yields (2.8).
In our context, when α with
)), and this is true precisely when D is of even degree and its leading coefficient is a square in k × . Clearly this is also necessary for the solubility of (3.3). Further facts about the solubility of the Pell relation (3.3) will be given in Section 5.
Pseudoperiodic elements. An element α ∈ k((X
)) with a pseudoperiodic continued fraction (2.7) will itself be called pseudoperiodic, briefly pp., and we will use the notation
In particular, such α is quadratic over k(X). We will call
a a pseudoperiod of α, and A 0 , . . . , A n−1 a preperiod . Further n(α) will denote the smallest n such that α can be written with a preperiod of n terms. Finally, α will be called purely pseudoperiodic,
with ν ∈ Z ≥ 0 is some complete denominator α l of α. Therefore when β ≈ α, there is by Theorem 1 some ν, and some
, we see that β may be written as
with certain C 0 , . . . , C m−1 . Hence also β is pp.
We will now suppose that α is given by (4.1). We know it to be quadratic, and furthermore it is separable over k(X). (For when char k = p > 0 and
P r o o f. With α pp., each complete denominator α m is pp. We will write α m for the conjugate of α m (which need not be the mth denominator of α ). In view of α = (
The second factor approaches (α −α)/(α −α) = 1 as m → ∞, and therefore
Conversely, when |α | < 1, we claim that each |α m | < 1. For with the
and |α m+1 | < 1, which proves our claim by induction. Write again α as (4.1) with n = n(α); then α n+2t = aα n . If we had n(α) > 0, then
The left hand side has absolute value < 1, the right hand side is a polynomial, so that both sides are 0. Therefore A n−1 = aB 2t , so that
Lemma 4. Suppose α is pp. with pseudoperiod (4.2). Then α has a pseudoperiod
We have
, where we set α 0 = α.
].
Now let α be a general pp. element given by (4.1) . By what we have just shown, −1/(aα n ) equals the right hand side of (4.4) 
Therefore by what we said in the second paragraph of this section, α has a pseudoperiod (4.3).
A pseudoperiod (4.2) with a = 1 will be called a period , and, as is customary, will be denoted by B 1 , . . . , B 2t . But of course the length h of a period B 1 , . . . , B h need not be even. 
When these conditions hold
P r o o f. When (a) holds, we have n(α) = 1 by Lemma 3, so that
]. Setting R = α + α , we observe that
Comparison with (4.6) yields 
and where D is not a square in k(X). We therefore obtain the following corollary, already known to Abel [1] when k = C.
Corollary. Suppose char k = 2. The following two conditions on a pp.
, and |D| > 1.
(ii) α has an expansion 
For α = √ D as in the Corollary, the continued fraction is periodic, and the situation is almost exactly as in the classical situation. In particular, the complete quotients α n may be written as
. (See Perron [19] , p. 67, where R n , S n ∈ Z. Our notation α n , P n , Q n , R n , S n corresponds to Perron's ξ n , A n , B n , P n , Q n , respectively.) By loc.cit., p. 92, formula (2),
.).
Since |αQ n−1 − P n−1 | < 1, we have
In our situation where
is easily seen that α 1 , −1/α 1 have reversed periods, so that Satz 3.6, hence Satz 3.7 of [19] applies to ξ 0 = α 1 , and then in turn by Satz 3.10, the sequence S 0 , . . . , S l is symmetric, and so is the sequence R 1 , . . . , R l , that is,
Hence when l is odd, S (l−1)/2 = S (l+1)/2 , and when l is even,
On the other hand, by loc.cit., Satz 3.11, when S n = S n+1 with 0 ≤ n < l, then l is odd and n = (l − 1)/2, and when R n = R n+1 with 1 ≤ n < l, then l is even and n = l/2. Let α = √ D be as in the Corollary, and let l = l (α) be the least l > 0
The following result of Lozach is in the unpublished manuscript [7] .
by virtue of (4.8), (4.11) . We obtain
The left hand side is of modulus < 1, therefore
. By what we said above, when n < l this implies that l is even and n = l/2. Thus l < l yields l = l/2 with l even.
It remains for us to show that l = l/2 is odd. Set
. This yields by (1.10) 1, 2, . . .) , contradicting the fact that l was the least period of α.
The Pell relation.
For advice on this section I am indebted to A. Schinzel and U. Zannier ( * ). I will report on results about the solubility of (3.3) when D ∈ k[X], but is not a square in k [X] . I will suppose that char k = 2. For effective algorithms, see [5] . Since there is no nontrivial solution otherwise, we will suppose throughout that D is of even degree 2d, with leading coefficient which is a square in k × . Lemma 6. Let K be an extension field of k, and Y , Z ∈ K[X] a nontrivial solution of 
3) has a solution with Z = 1 and Y linear. We will then suppose that deg D ≥ 4. We have seen above that (3.3) has a nontrivial solution precisely if α = √ D has a periodic continued fraction expansion.
Let H be the hyperelliptic curve
in the (X, W )-plane, and ∞ 1 , ∞ 2 its two points at infinity. (b) When this is the case, then
where l = l (α) and m is the order of
Part (a) is implicit in Abel [1] . For the case of D quartic see also [6] , p. 592. Part (b) is due to Y. Hellegouarch and M. Lozach in the unpublished manuscript [7] . , also their zeros can only be at ∞ 1 , ∞ 2 . The divisor of F is therefore of the form m∞ 1 + n∞ 2 , and since it is a principal divisor, it is m(∞ 1 −∞ 2 ) with some m = 0. Conversely, suppose ∞ 1 −∞ 2 is torsion, and 
and (5.3) follows.
In the case when d = 2, H is an elliptic curve. When k = Q, Mazur [14] proved that the order of ∞ 1 − ∞ 2 , when finite, is among 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12. By (5.3), the only possible values for l = l (α) are 1, 2, 3, 4, 5, 6, 7, 8, 9, 11. The length l = l(α) of the shortest period is l , or possibly 2l when l is odd, so that the only possibilities for l are 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 14, 18, 22. These values were already mentioned by Schinzel [21] as a consequence of a conjecture of Nagell [17] .
When d = 2 and k is an algebraic number field of degree δ, the order of ∞ 1 − ∞ 2 , when finite, is ≤ c(δ) according to Merel [15] . Therefore l (α), l(α) are below some constant c(δ).
Schinzel [21] proved the following
is irreducible over any quadratic extension of k. Then (3.3) has no nontrivial solution.
We will reproduce Schinzel's argument, a special case of which was essentially given by Tchebycheff [23] .
be a nontrivial solution of (3.3), with Y of minimum degree. After multiplication by a nonzero constant we may suppose that Y has leading coefficient 1. Now (3.3) yields )) whose continued fraction is not pseudoperiodic. The same is true when char k = p and k is transcendental over F p . . We have
The approximation spectrum. Let α ∈ k(X) be given. When |α − P/Q| < |Q|
If |Q| is large, the right hand side will be small, and |Rα 
Hence as long as c(P/Q) remains in a fixed (bounded) interval,
with t bounded above and below, depending on the interval. Therefore if c β (P /Q ) is the exponent with respect to β, then
where v is bounded. Thus if we have a sequence of fractions P/Q whose c(P/Q) tends to some finite u ∈ S(α), then the corresponding sequence c β (P /Q ) will also tend to u. Therefore when finite u ∈ S(α), then u ∈ S(β). In a similar way, (6.5), (6.6) imply that ∞ ∈ S(α) implies ∞ ∈ S(β).
7.
Algebraic elements in the characteristic p case. From now on we will suppose that char k = p > 0. Further q will denote a positive power of p.
))\k(X) is algebraic over k(X). Following Lasjaunias [8] , we will say that α is of Class I if α ∼ α q for some q.
Otherwise we will say that α is of Class II. We introduce a subclass of Class I as follows: α is of Class IA if α ≈ α q for some q.
precisely if the continued fraction of α is of the form
where for some t ∈ N and some a ∈ k × we have
Hence when t is even, the continued fraction is 
. . , which is impossible. We may conclude that n > m, say n = m + t. We obtain bC 1 
if t is even. Thus indeed (7.2) holds.
Since not only α ≈ α n , but in fact α, α n are connected by a fractional linear transformation of determinant (−1) 
. , C t , B, D in k[X] are given, with
Then each C j (j = 1, 2, . . .) is a polynomial of positive degree, and α as given by (7.1) satisfies a relation (7.5) with RU − ST = (−1) t
BD.
P r o o f. The expansion of α is like (7.3) or (7.4), but with B/D in place of a. Setting δ = 1 when t is even, δ = −1 when t is odd, we have, for l = 1, 2, . . . ,
when j is even.
, and in fact C 1+lt is divisible by BC 1 . The complete denominators α n , α n+t have
Thus α n+t , α q n are connected by a fractional linear transformation of determinant BD. The desired conclusion follows.
and α has
8. The approximation spectrum of elements of Class IA qs 1 , and q j = s j+1 /s j (j = 1, . . . , t) . Extend {q j } 1≤j≤t periodically by q j+t = q j (j = 1, 2, . . .), and put
t).
Then the sequence {c m } introduced in (6.2) has 
we have
Therefore, setting u = r 1 + . . . + r n−1 when n > 1, u = 0 when n = 1, and u = −r 0 when there are no terms A 0 , . . . , A n−1 , we have
with s j+1 + . . . + s t interpreted as 0 when j = t. This equals
where we have set u t+1 = u 1 . Therefore as m runs through the numbers (8.5) with l = 1, 2, . . . ,
and (8.4) gives c n−1+j+lt → u j+1 . This proves (8.2) .
By (8.6),
By (8.7), this tends to q as l → ∞. On the other hand, by (8.2), the limit is
By the theorem, the approximation exponent r(α) = max(u 1 , . . . , u t ). Hence when t = 1 we have r(α) = q, whereas for t > 1 we have
by ( 
For elements of Class IA see also Voloch [24] , where approximations to, e.g., α with α = α
, are being considered.
Examples of elements of Class I.
Elements of Class IA are now well understood, but general elements of Class I show a much more complicated behavior. Voloch in important work [24] , [25] showed in particular that for such elements α, are linearly dependent over k(X), so that α is necessarily of Class I. Baum and Sweet [2] gave an example of a cubic over F 2 (X) with partial denominators of degree ≤ 2. They characterized [3] elements of F 2 ((X −1 )) having A 0 = 0 and deg A n = 1 for n ≥ 1. Mills and Robbins [16] gave a complete description of the continued fraction of the Baum-Sweet cubic, which shows in particular that it is of Class I but not IA. They explicitly constructed continued fractions of algebraic elements over F p (X) for an arbitrary prime p whose partial denominators A 1 , A 2 , . . . have degree 1. Perhaps more importantly, they presented an efficient algorithm to compute the continued fraction of elements of Class I, which in some cases allows one to find an explicit description of its partial denominators.
Here I present a particularly simple example obtained with their algorithm. We consider α = k((X −1 )) having
It is easily seen that this equation has a unique solution α = (X/ab) + . . .
)), and since the equation is irreducible over k(X), deg α = q.
where
when l is odd. (9.4) P r o o f. When α = (Rβ +S)/(T β +U ), we will use the notation α = Mβ with
We will write α 0 = α, and we will show that
where for l even
and for l odd,
Note that by (9.2), we have (9.5) for l = 0. Suppose that either l = 0, or l > 0 and (9.5) is true for l, and A 0 , . . . , A 2l−1 are determined by the recursions (9.3), (9.4). Then a Mills-Robbins step of Type ( 2 ) 1 leads to (9.6) for l, as well as to (9.3) for l, determining A 2l .
When (9.6) is true for l, a Mills-Robbins step of Type 2 leads to (9.7). When (9.7) is true for l and A 0 , . . . , A 2l are determined by (9.3), (9.4), a Mills-Robbins step of Type 1 leads to (9.5) for l + 1 in place of l, as well as to (9.4) for l, determining A 2l+1 .
We wish to determine the approximation spectrum of the α of Lemma 12. But first we will deal with the much easier element α of the example at the end of 
We may infer that
when s = 0, and
when s > 0. We now apply (8.4) with m = n − 1. When s = 0, so that n = 2 u 0 − 1, then (9.12), (9.13) yield
Therefore as n runs through the numbers
and 
By (9.9), our α with (9.2) is a 2-fraction. I conjecture that when the field k is sufficiently large, then for every l > 1 there are l-fractions α with α ∼ α q .
The Mills-Robbins continued fraction.
Let Ω = ∅, Ω 1 = X, and for n ≥ 2 let Ω n be the finite sequence of polynomials
where commas signify juxtaposition of sequences, and Ω Lasjaunias [8] gave another proof in a wider setting. Here we will rearrange ideas of [4] to give a rather short argument.
Writing where r(n) is the number of elements of Ω n . Since M n is symmetric, we may write
and notice that R n /S n , S n /T n are consecutive convergents of the continued fraction of α. Therefore
All this is already in [4] . P r o o f (of Lemma 14) . Both (i), (ii) are easily checked for n = 0. The induction step n − 1 ⇒ n is as follows:
From (i), (ii) with n − 1 in place of n we get Q(R n ) = Q(T R This requires a routine but messy calculation, already implicit at the end of the proof in [4] . From (10.2) we see by matrix multiplication that When Q(R) = 0, the vectors in (10.5), (10.6) are in fact equal.
Elements of Class II.
For completeness, I just want to recall that Lasjaunias and de Mathan [10] showed that elements α of Class II have r(α) ≤ [d/2] when deg α = d. In the case when k is finite, they proved [11] the stronger result that |αQ − P | ≥ c|Q|
with c = c(α) > 0; this contains an earlier result of Osgood [18] on elements which satisfy no rational Riccati differential equation.
