Baseflow is often considered to be the groundwater discharge component of streamflow. It is commonly estimated using conceptual models, recursive filters or a combination of the two. However, it is difficult to validate these methods due to the current challenges of measuring baseflow in the field. In this study, simulation of a synthetic catchment's response to rainfall is carried out using a fully integrated surface water-groundwater flow model. A series of rainfall events with differing recovery periods and varied antecedent moisture conditions is considered to span a range of different streamflow generation dynamics. Baseflow is estimated for the outlet hydrograph of the synthetic catchment using a selection of commonly used automated baseflow separation methods. These estimates are compared to the baseflow signal obtained from the numerical model, which serves as the control experiment. Results from these comparisons show that depending on the method used, automated baseflow separation underestimates the simulated baseflow by as much as 28%, or overestimates it by up to 74%, during rainfall events. No separation method is found to be clearly superior to the others, as the performance of the various methods varies with different soil types, antecedent moisture conditions and rainfall events. The differences between the various approaches clearly demonstrate that the baseflow separation methods investigated are not universally applicable.
Introduction
Quantifying baseflow contributions to streamflow is of great interest in the understanding, identification and quantification of streamflow generation processes, in particular where baseflow supports important ecosystems and/or provides critical dry season water supply (e.g. Smakhtin, 2001; Werner et al., 2006) . The term baseflow is often referred to as the groundwater contribution to streamflow (e.g. Freeze, 1972; Brutsaert and Nieber, 1977; Eckhardt, 2005) , although it is also referred to as the release from both groundwater and other natural storages of water that sustain streamflow between rainfall events (e.g. Hall, 1968; Smakhtin, 2001; Piggott et al., 2005) . In this paper, the term baseflow is used to describe groundwater discharge that reaches the stream, not including interflow through the vadose zone.
Baseflow can be inferred through field measurements of temperature, artificial and natural tracer concentrations, and flow in seepage meters installed in stream beds (Becker et al., 2004; Cook et al., 2003 Cook et al., , 2008 . However, for practical reasons, it is very difficult to apply these techniques over an entire catchment. Furthermore, the required end members in chemical mass balance approaches are difficult to characterise (McCallum et al., 2010) , which complicates baseflow estimates using measurement of tracers. Consequently, the available field methods do not currently allow accurate determination of spatially and temporally distributed baseflow. In the absence of detailed field data, but where a streamflow hydrograph is available, baseflow is therefore often estimated using simple baseflow separation methods.
Since the early twentieth century, a variety of methods has been developed to estimate baseflow. The earliest methods and some of the more recent ones are based on a linear storage-discharge relationship between aquifer and stream (e.g. Maillet, 1905; Barnes, 1939; Hall, 1968; Boughton, 1993) . More recently, non-linear storage-discharge relationships have also been applied to baseflow separation (e.g. Wittenberg, 1994 Wittenberg, , 2003 Wittenberg and Sivapalan, 1999) following theoretical studies suggesting that non-linear recessions are appropriate for some catchments. Also, other methods that use some form of hydrological reasoning have been developed without a physically based mathematical framework. Currently, the separation of baseflow from the streamflow hydrograph can be carried out utilising methods that can be grouped into the following four categories: (1) graphical separation (Sloto and Crouse, 1996) , (2) recession analysis (Tallaksen, 1995) , (3) conceptual models (Barnes, 1939; Singh and Stall, 1971; Furey and Gupta, 2001; Eckhardt, 2005; Huyck et al., 2005) and (4) recursive digital filters (Nathan and McMahon, 1990; Arnold and Allen, 1999) .
The different categories of separation approaches as noted above have been compared and reviewed in several previous studies (Hall, 1968; Nathan and McMahon, 1990; Arnold et al., 1995; Chapman, 1999; Smakhtin, 2001; Schwartz, 2007; Eckhardt, 2008) . The reviews of Hall (1968) , Smakhtin (2001) and Schwartz (2007) provide a history of methods for baseflow separation, and discuss the problems related to the definition of baseflow, as well as the underlying assumptions of the different separation methods. In the context of identifying groundwater recharge from streamflow records, the underlying assumptions that underpin many methods were examined by Halford and Mayer (2000) . They concluded that identifying the groundwater contribution from streamflow records can be ambiguous due to drainage exponentially decreasing from other sources, such as bank storage, wetlands and the unsaturated zone. Furthermore, they noted that simple automated methods are highly subjective with respect to their algorithmic structure, and affected by the same underlying assumptions as other more complex methods.
The analyses used in comparative studies to evaluate baseflow separation methods (e.g. Nathan and McMahon, 1990; Arnold et al., 1995; Mau and Winter, 1997; Chapman, 1999; Halford and Mayer, 2000; Schwartz, 2007; Eckhardt, 2008) are often based on subjective measures, such as the plausibility of hydrological behaviour, rather than a quantitative comparison to a known and wellquantified baseflow hydrograph. This point was emphasised by Mau and Winter (1997) who highlighted the need to validate baseflow estimates to avoid issues related to subjective measures and other shortcomings of simplified methods. Unfortunately, to date, no measured baseflow hydrograph at the catchment scale is available. Until comprehensive data and better observation techniques come into existence, numerical models, although theoretical, provide the best independent conceptualisation of baseflow dynamics in catchments under different forcing functions and hydrological conditions. Some studies (e.g. Szilagyi, 2004; Fenicia et al., 2006; Ferket et al., 2010 ) have compared baseflow estimated by separation methods with simulated baseflow from lumped and semi-distributed catchment models. However, a critical analysis of separation methods is inhibited by the lack of a reliable estimate of baseflow, as well as some simplifications in the lumped and semi-distributed models, such as the aquifer storage-discharge relationship (linear reservoir in Fenicia et al. (2006) , the sum of multiple linear reservoirs in Szilagyi (2004) , and the Boussinesq-equation in Ferket et al. (2010) ).
More recently, physically based separation methods have been developed based on process-based formulations of fluid mass balance equations of an aquifer (e.g. Gupta, 2001, 2003; Huyck et al., 2005) . They constitute an important step in overcoming the subjective elements of earlier simpler methods, and attempt to alleviate some of their simplifying assumptions. As well as the development of two physically based baseflow separation methods, Furey and Gupta (2003) evaluated their methods against a complex physically based numerical model of a hill-slope. Their study appears to be the first to critically compare baseflow separation methods with a physically based numerical model. However, by considering only the discharge from a single 2D synthetic hillslope (rather than a catchment), Furey and Gupta (2003) neglected important catchment-scale processes, such as channel routing (e.g. streamflow attenuation and translation) and channel losses (through losing sections, abstraction and evaporation).
Fully integrated surface and subsurface flow models, some examples of which are HydroGeoSphere (HGS) (Therrien et al., 2009) , MODHMS (Hydrogeologic Inc., 2006) and Parflow (Kollet and Maxwell, 2006) , are useful for evaluating simpler models because they do not need to assume a functional relationship between baseflow and streamflow, or simple empirical relations. These models typically represent 3D variably saturated subsurface flow with Richard's equation, and 1D and 2D surface flow with the diffusion wave approximation to the St. Venant equations. A unique feature of fully integrated models is that water that is derived from rainfall is allowed to partition into overland flow, streamflow, evaporation, infiltration and recharge, whilst subsurface discharge to surface water features, such as lakes and streams, occurs in a physically based fashion (Therrien et al., 2009 ). Therefore, physically based numerical models provide an excellent means for comparison of baseflow separation methods if the modelled baseflow component of streamflow can be extracted.
Using physically based numerical models of 3D systems to evaluate baseflow separation methods is difficult because the baseflow component of streamflow is not a standard output. For a 2D hill-slope model, the baseflow component of outflow is simply groundwater discharge. However, in the extension beyond 2D hill-slopes, the baseflow component of simulated streamflow must be calculated in some other way. As highlighted by Partington et al. (2011) , the available integrated models do not explicitly report the groundwater contribution to streamflow. This problem is of particular importance for catchments where the flow regime between surface water and groundwater is changing (e.g. gaining to losing sections of a stream and vice versa). To overcome these difficulties, Partington et al. (2011) developed a hydraulic mixing-cell (HMC) approach that allows extraction of the groundwater contribution to streamflow within integrated surface and subsurface flow models. Combining the HMC approach with the HydroGeoSphere model, they demonstrated that spatiotemporal fluxes into and out of a stream can be translated to a point along the stream allowing for meaningful hydrograph separation. The HMC method allows for theoretical examination of baseflow dynamics within a 3D catchment model, thus providing a platform for comparison to automated baseflow separation methods.
In the current study, the HMC method is used in conjunction with HGS in order to compare the outputs from a series of commonly used automated baseflow separation methods. A numerical control experiment is developed using the integrated model to simulate hydrological processes within a synthetic catchment. Multiple simulations are carried out using differing initial, hydrologic and forcing conditions in order to generate a series of outflow and baseflow hydrographs. Baseflow separation methods are then applied to the outflow hydrographs from the simulations. This allows comparison of the baseflow obtained from the separation methods to the simulated baseflow. The commonly used separation methods are based on graphical, conceptual and digital filter methods. The analysis is limited to automated methods that are readily available and that only rely on streamflow discharge data and catchment area. This analysis does not include an assessment of more complex physically based methods. However, it is noteworthy that this approach could also be used to test physically based methods, e.g. those developed by Furey and Gupta (2001) .
Methodology
The HydroGeoSphere (HGS) model used here is a fully integrated, physically based model that simultaneously simulates 3D variably saturated subsurface flow and 2D surface flow (Therrien et al., 2009) . Water is exchanged between the surface and subsurface domains through a first-order leakage relation based on the head difference between the domains. The model also accounts for evapotranspiration as a function of the leaf area index, soil moisture and root depth. For further details on the numerical formulation and a review of the code, the reader is referred to Park et al. (2009 ), Therrien et al. (2009 and Brunner and Simmons (2011) .
The synthetic catchment
The geometry of the catchment is loosely based on the tilted Vcatchment employed by Panday and Huyakorn (2004) . As in Panday and Huyakorn (2004) , the catchment is symmetrical and therefore only half of the catchment is modelled (shown in Fig. 1 ). This particular geometry is an ideal synthetic framework for generating hydrographs, because a range of hydrological processes control the catchment's behaviour. These processes include 3D saturated/ unsaturated groundwater flow, infiltration/exfiltration, overland flow and streamflow. An analysis of the Panday and Huyakorn (2004) synthetic catchment highlighting some of the issues associated with their model setup was undertaken by Gaukroger and Werner (2011) , and in response to these, several modifications to the original setup are adopted here. The steep slopes and initially horizontal water table in the Panday and Huyakorn (2004) case cause all groundwater discharge to be concentrated around the outlet. Reducing the slope of the catchment (particularly along the stream) creates a greater spatial distribution of the surface-subsurface exchanges throughout the catchment. Therefore, the slopes perpendicular and parallel to the stream are decreased from 0.05 m/m and 0.02 m/m to 0.002 m/m and 0.0005 m/m, respectively. Furthermore, the horizontal water table represents an unrealistic (overly dry) initial condition. To start the model from more realistic initial conditions, the catchment is saturated and allowed to drain for between 7 and 9 months without any precipitation events. The original roughness coefficients used for the hill-slope and stream domains cause overland flow to be dominant parallel and adjacent to the stream, rather than in the stream (Gaukroger and Werner, 2011) . In order to allow overland flow to discharge into the stream as it reaches the banks (rather than flowing alongside the stream), the same roughness (0.015 m/s 1/3 ) is used in both the overland flow and stream domains. Also, the plane adjacent to the stream is raised by 0.6 m over a 5 m length to promote direct discharge of groundwater to the stream as opposed to upslope exfiltration or return flow. Finally, the areal extent of the catchment is increased from 810,000 m 2 to 3,220,000 m 2 by doubling the original length and width of the catchment (keeping the stream width at 10 m). This reduces boundary effects and increases aquifer storage capacity, which promotes sustained baseflow contributions to the stream. Given the modifications outlined above, a wide range of hydrographs can be generated by changing the forcing functions (e.g. rainfall, groundwater pumping and evapotranspiration). The bottom elevation of the model domain is set at À20 m relative to the 0 m elevation of the streambed at the outlet. The aquifer properties are homogeneous and isotropic. In separate model scenarios, two different sets of properties of the aquifer material are considered (Table 1) . Properties for evaporation and transpiration are also included in Table 1 .
The spatial discretisation in the catchment model is as follows: grid spacing along the x axis is 50 m from 
Baseflow calculation using the HMC method
The tracking of the streamflow generation mechanisms within a model simulation requires the tracking of the spatiotemporal fluxes into, out of, and along the stream. Parcels of groundwater discharging directly to the stream are ''tracked'' using the HMC method (Partington et al., 2011) to allow determination of when (and if) groundwater contributes to streamflow, as measured at the outlet (or at any other location along the stream). The HMC method accounts for the travel time along the stream and the spatiotemporal variation in the surface-subsurface exchange fluxes, thereby separating the simulated streamflow hydrograph into baseflow, overland flow and direct rainfall to the stream. A version of HGS that has the HMC method incorporated into it is used to simulate the outlet hydrograph of the synthetic catchment in response to a series of rainfall events, and considering groundwater pumping and evapotranspiration. The calculated HMC baseflow is used as the control experiment with which baseflow separations of the simulated hydrograph are compared.
Baseflow separation using automated methods
The automated methods for baseflow separation used in this study are implemented using the programs HYSEP (Sloto and Crouse, 1996) , PART (Rutledge, 1998) and BFLOW (Arnold and Allen, 1999) . The Eckhardt filter (Eckhardt, 2005) is also used. All of these approaches are well established methods, are readily available, and were previously compared in the study of Eckhardt (2008) . However, they were judged subjectively based on hydrological plausibility. Detailed descriptions of all approaches can be found in the above cited literature, hence only a very brief overview of these methods is provided below.
The HYSEP program allows the use of three curve fitting methods of hydrograph separation; sliding interval (HYSEP1), fixed interval (HYSEP2) and local minimum (HYSEP3), as detailed in Pettyjohn and Henning (1979) . For these three methods, an empirical relationship is used, which relates the catchment area to the number of days until baseflow makes up all streamflow, after a streamflow peak.
PART uses a form of streamflow partitioning based on antecedent streamflow recession (similar to the local minimum method of HYSEP), details of which are given in Rutledge (1998) . The determination of the antecedent recession requirement in PART is done in three ways (see Rutledge, 1998) and thereby provides three baseflow estimates: PART1, PART2 and PART3.
The BFLOW program uses the Lyne and Hollick (1979) filter, which is a low-pass filter. This separation method uses signal processing theory, and is based on the hydrological reasoning that baseflow is the low frequency component of streamflow. The filter equation for baseflow is expressed as (Eckhardt, 2005) : /T] is the streamflow at time step t. It is worth noting the constraint b t 6 Q t , which is required in applying (1) to avoid predictions of baseflow greater than streamflow (Chapman, 1991; Eckhardt, 2005) . This constraint is discussed further in Section 4.3. The BFLOW program carries out three passes of the filter: forwards (BFLOW1), backwards (BFLOW2) and forwards again (BFLOW3) and uses a filter parameter a = 0.925 as suggested by Nathan and McMahon (1990) . Each pass of the filter acts to attenuate the baseflow signal. Despite having no physical basis, the baseflow separation of BFLOW has been found to agree well with manual separation techniques (Arnold and Allen, 1999) .
The Eckhardt filter is a two-parameter filter based on the assumption that aquifer outflow is linearly proportional to storage. This filter limits the maximum ratio of baseflow to streamflow. Eckhardt (2005) describes this as potentially beneficial following the demonstration of Spongberg (2000) that runoff has a non-negligible low-frequency component. The equation for this filter is given by (Eckhardt, 2005) :
where a [dimensionless] is the baseflow recession constant and BFI max [dimensionless] is the maximum value of the baseflow index.
As the BFI max cannot be identified prior to separation, Eckhardt (2005) suggests using a value of 0.80 for perennial streams with porous aquifers, 0.50 for ephemeral streams with porous aquifers, and 0.25 for perennial streams with hard rock aquifers. The use of BFI max = 0.50 yields an equivalent filter to that proposed by Chapman (1991) . In the formulation of Chapman (1991) , a filter is developed to overcome baseflow being constant in the absence of direct runoff (similar to the Lyne and Hollick (1979) filter; Nathan and McMahon (1990) ). This gives the filter parameter physical meaning in the form of the baseflow recession constant a. The recession constant for the Eckhardt (2005) filter is determined using the method outlined in Eckhardt (2008) . This method involves plotting the flow Q t against Q tÀ1 for periods where streamflow is decreasing for five consecutive days. A linear regression that passes through the origin is then calculated for these data points. The slope of this regression gives the recession constant a.
All streamflow data generated from the numerical model are translated to daily time-steps before being processed by HYSEP, PART, BFLOW and the Eckhardt filter. This translation is done in order to be compatible with the automated methods. The translation is carried out by calculating the average flow for each day. The influence of this constraint is discussed in Section 5.
Model simulations
To provide varied catchment responses and streamflow regimes, the synthetic catchment is subjected to varied rainfall and antecedent moisture conditions. These different conditions are used to examine the extent to which the HYSEP, BFLOW, PART and the Eckhardt separation methods reproduce and capture the HMC calculated baseflow signal. Two of the simulations are also subject to near-stream groundwater pumping. The simulations with groundwater pumping allow investigation into the common scenario of a modified catchment. Although some separation methods are specified for use in undisturbed catchments, they are still applied in this study to simulations with pumping. However, for this reason, the simulations with pumping are considered separately from the simulations without pumping. The baseflow separation methods are evaluated quantitatively and qualitatively Table 2 ). The first three scenarios (1-3) consider the influence of pumping for the sandy catchment. Scenarios 4 and 5 consider different initial conditions as the starting points for scenarios 4 and 5, respectively. Scenarios 6, 7 and 8 consider a change in soil properties of the sand to loamy sand. As well as providing the controlled baseflow signal for evaluation of baseflow separation methods, the variation of aquifer properties provides insight into their influence on streamflow generation mechanisms.
The initial hydraulic heads and water table elevations are obtained by draining the fully saturated catchment for a period of 7, 8 and 9 months without applying any rainfall forcing or subsurface boundary recharge. The initial conditions used are: water Table 1 (WT1) = 7 months drainage, water Table 2 (WT2) = 8 months drainage and water Table 3 (WT3) = 9 months drainage. For each of these initial conditions the stream is still flowing at the end of the drainage period, whilst providing significantly different initial conditions. The catchment's response is controlled by modifying the forcing functions (e.g. rainfall, pumping and ET) to scenarios with a series of different initial conditions. The rainfall varies in intensity and duration over three rain events throughout each of the simulations. The same rainfall boundary is applied in each of the eight scenarios as follows:
(1) 10 days without rainfall, then rainfall at a rate of 2 mm/h for 24 h followed by 10 days without rainfall; and (2) rainfall at a rate of 4 mm/h for 48 h followed by 5 days without rainfall; and (3) rainfall at a rate of 40 mm/h for 3 h followed by 30 days without rainfall (58 days and 3 h total)
The idealised rainfall events are uniform and constant with sufficiently large recovery periods such that the streamflow generation processes resulting from individual events can be clearly identified. The rainfall rates and durations are chosen to represent a range of streamflow generation mechanisms.
Pumping is applied in scenarios 2 and 3 at two locations (shown in Fig. 1 ): Pump 1 located at (x, y, z) = (1550 m, 500 m, 0 m), and pump 2 located at (x, y, z) = (1550 m, 1500 m, 0 m). The pumping rate is increased linearly from 0.00 to 0.01 m 3 /s for pump 1 over the first day of simulation in scenario 2, with pump 2 inactive. In scenario 3, the pumping rate is increased linearly from 0.00 to 0.015 m 3 /s for both pumps 1 and 2 over the first day of simulation. For scenarios 2 and 3, pumping is applied over the entire simulation. This pumping rate induces losing conditions locally along the stream near the pumping location. Pumping therefore allows the effect of varied flow regimes (i.e. gaining and losing sections) on streamflow generation to be explored with respect to baseflow.
Based on the initial simulations, evapotranspiration (ET) is applied to 5 additional scenarios (denoted as 9, 10, 11, 12 and 13; not listed in Table 3 ). The setup and forcing functions of scenarios 9, 10, 11, 12 are the same as for scenario 1, except that constant specified evaporation rates of 2, 5, 10 and 26 mm/day are applied, respectively. Some high evaporation rates (10 and 26 mm/day) are chosen to explore the influence that high ET in the catchment has on the baseflow separation methods. ET is also applied to scenario 13 with the same setup and forcing functions as for scenario 6, but with a constant specified evaporation rate of 5 mm/day. The simulations with ET are performed in order to examine the influence of ET on baseflow dynamics, baseflow recession and performance of separation methods against the simulated baseflow.
Results

Fully integrated model simulations
The simulated streamflow hydrograph at the outlet and the corresponding streamflow generation components (calculated from the HMC method) are shown for scenarios 1 (Fig. 2) and 2 (Fig. 3) . The streamflow generation mechanisms varied in response Table 3 BFI, NSE and PBIAS for simulated baseflow and estimated baseflow during event 1 using HYSEP, PART, BFLOW and the Eckhardt separation methods. Lightly shaded cells highlight a NSE < 0.5 and darkly shaded cells highlight |PBIAS| > 25%. Scenarios with an asterisk denote where groundwater pumping is applied in the catchment.
to different rainfall events. In all scenarios that were based on sandy material properties, streamflow was dominated by baseflow because the high infiltration capacity of the sand allowed for quick recharge. Consequently, there was only a small overland flow component due to saturation excess runoff. The almost horizontal slope of the catchment limited the vertical extent of the unsaturated zone to less than 1 m, resulting in a short delay between infiltration and recharge. As the timing between infiltration and recharge was short, there was a rapid response in the baseflow component of streamflow. As illustrated in Fig. 2 , after a short and rapid initial increase, baseflow did not change significantly during the first two rainfall events and reached an apparent steady-state. As opposed to baseflow, streamflow changed during this apparent steadystate. Therefore, the ratio of streamflow to baseflow changes as a function of time, but not consistently across events. The apparent steady-state baseflow was only observed during the first two events. However, in the third event no apparent steady-state was reached. In this event, an initial rapid increase in head in the subsurface quickly increased the hydraulic gradient from the aquifer to the stream. During this rainfall event, the time delay from rainfall starting to the onset of overland flow is much slower than the time delay to the increase in groundwater discharge caused by the rapid aquifer response. After 1 h, the overland flow and accumulating direct rainfall to the stream increased the stream stage, thus reducing the hydraulic gradient between the aquifer and stream. This is a clear demonstration of the forcing functions controlling the baseflow dynamics.
The baseflow response from all three rainfall events did not follow the typical pattern of baseflow response as presented in standard textbooks, e.g. McCuen (2005) and Linsley et al. (1958) . This is an important observation because these patterns are the basis for graphical approaches of baseflow separation. The pattern of baseflow during rainfall events obtained from the HGS model demonstrated a fast and transient response in stream-aquifer interaction. This was apparent at the beginning and cessation of the rainfall events, where an abrupt change in baseflow occurs, rather than a smooth and delayed response. The high transience of the stream aquifer interaction was also apparent in scenarios 2 and 3. The drawdown around the pump induced a loss in the adjacent stream, creating a variable flow regime with dynamic losing and gaining sections. The drawdown also increased the time between infiltration and recharge, further affecting the system dynamics.
The effect of ET (at a rate of 5 mm/day) is shown in Fig. 4 for the example of scenario 10. In comparison to scenario 1, the inclusion of ET in scenarios 9, 10, 11 and 12 slightly reduced event peaks and the baseflow component. These changes are due to the reduction in storage through losses from ET. However, it can be seen by comparison of Figs. 2 and 4 , that the baseflow dynamics were very similar; the reduced overland flow component lead to a slightly higher proportion of baseflow with respect to streamflow.
Recession analysis
Following the approach of Eckhardt (2008) , the recession periods were identified as periods in which streamflow was decreasing for 5 consecutive days. These periods were used to calculate the recession constant a (as defined in section 2.3). The slope for each linear regression of Q t+1 vs. Q t passing through the origin was used as the recession constant a, which was then applied using the Eckhardt separation method. Fig. 5 shows the resulting recession constant a, and R 2 value obtained from the linear regression for each scenario. It can be seen in Fig. 5 that the R 2 for each regression was very close to 1. For all scenarios, this high R 2 value supports the assumption of a linear reservoir during recession periods, which is inherent in the Eckhardt method. Adding ET in scenarios 9-13 reduced slightly the recession constant a, by less than 2% and it also slightly reduced the linearity of the storage-discharge relationship (R 2 > 0.96) of the catchment during recession periods. The linearity assumption for the storage-discharge relationship for this synthetic catchment was therefore still deemed reasonable.
Comparison of baseflow separation methods
All of the automated separation methods used are subject to the condition that baseflow cannot exceed streamflow. This is imposed because without this constraint, all of these methods can yield baseflow estimates above streamflow. By contrast, Furey and Gupta (2001) suggested that such a condition should not be imposed on physically-based methods. This way it is possible to identify time periods where estimated baseflow exceeds streamflow and diagnose these estimation errors. Steps can then be taken to modify the method while honouring physical processes so that these errors are reduced or fully removed. This constraint has repercussions for our analysis. In recession periods, the baseflow calculated from the automated separation methods is perfectly matched to the HMC calculated baseflow, because streamflow is entirely composed of baseflow. Therefore, an assessment of the differences between the simulated and approximated baseflow hydrographs is only meaningful during rainfall events. Consequently, this comparison is carried out during the rainfall events (i.e. 10-13 days, 21-25 days and 28-30 days) with the commonly used ratio of baseflow to streamflow, and two statistical measures, as follows:
(a) the baseflow index (BFI), which is the ratio of the total baseflow volume to the total streamflow volume over a given period:
where V baseflow [L 3 ] and V streamflow [L 3 ] are the total volume of baseflow and streamflow, respectively, over the simulation period.
(a) the Nash-Sutcliffe model efficiency (NSE) coefficient: /T] is the mean HMC calculated baseflow. The NSE provides a measure with values ranging from À1 to 1 (where 1 indicates a perfect match), of how well the separation methods compare to the HMC calculated baseflow. Moriasi et al. (2007) suggest that a NSE > 0.5 is satisfactory.
(a) the percent bias (PBIAS) (Gupta et al., 1999) :
The PBIAS provides a measure of over or underestimation for each event, with an optimal value of 0%. Positive values of PBIAS indicate an underestimation, whereas negative values indicate overestimation of baseflow. Moriasi et al. (2007) suggest that a PBIAS of up to ±25% for streamflow is satisfactory, and this is used to guide acceptable PBIAS results in this study.
The baseflow index (BFI), Nash-Sutcliffe efficiency (NSE) and percent bias (PBIAS) are given for each of the three rainfall events in Tables 3-5 , respectively, for scenarios 1-8. The values for NSE < 0.5 and |PBIAS| > 25% are highlighted. The BFIs calculated across the entire simulation for each scenario are ranked for each separation method in Fig. 6 . Ranking is in order of best to worst BFI relative to the BFI observed from the HGS model (based on the HMC calculated baseflow). The results for the testing of the inclusion of ET for scenario 1 are shown in Table 6 . Table 4 BFI, NSE and PBIAS for simulated baseflow and estimated baseflow during event 2 using HYSEP, PART, BFLOW and the Eckhardt separation methods. Lightly shaded cells highlight a NSE < 0.5 and darkly shaded cells highlight |PBIAS| > 25%. An asterisk denotes scenarios where groundwater pumping was applied in the catchment.
For event 1, the NSEs were satisfactory over all scenarios for HYSEP2, PART1, PART2, PART3, BFLOW1, BFLOW2 and the Eckhardt separation methods. However, in scenario 3, HYSEP1, HY-SEP3 and BFLOW3 had a NSE less than 0.5, with BFLOW3 showing a very unsatisfactory performance indicated by a negative NSE. The BFLOW1 separation had a single instance of NSE less than 0.5 and the Eckhardt separation had two instances of NSE less than 0.5. However, these were only slightly below this value, indicating that the performance of these methods was almost satisfactory. The PBIAS was at a maximum of 33.8% for event 1 of scenario 3 for the BFLOW3 separation method, showing a large underestimation of the HMC calculated baseflow. All separation methods for event 1 tended to underestimate baseflow. Only BFLOW1 overestimated baseflow, which occurred for the sandy loam in scenarios 6-8. Table 5 BFI, NSE and PBIAS for simulated baseflow and estimated baseflow during event 3 using HYSEP, PART, BFLOW and the Eckhardt separation methods. Lightly shaded cells highlight a NSE < 0.5 and darkly shaded cells highlight |PBIAS| > 25%. An asterisk denotes scenarios where groundwater pumping was applied in the catchment. Fig. 6 . Performance based ranking using BFI over the whole simulation for HYSEP, PART, BFLOW and the Eckhardt separation methods. 1 indicates best performance, 10 indicates worst performance.
Table 6
Comparison of BFI, NSE and PBIAS for (scenario 1 with and without ET) simulated baseflow and estimated baseflow during event 2 using HYSEP, PART, BFLOW and the Eckhardt separation methods. Lightly shaded cells highlight a NSE < 0.5 and darkly shaded cells highlight |PBIAS| > 25%.
For event 2, the NSEs were below 0.5 for each separation method in at least one of the eight scenarios. The BFLOW3 separation showed very poor performance with negative NSEs in scenarios 2-5. In each of these scenarios, BFLOW3 had a PBIAS showing underestimation of baseflow by more than 25%. The HYSEP1, HY-SEP2, BFLOW1 and Eckhardt methods showed poor performance for sandy loam (scenarios 6-8) with negative NSEs in each scenario. The PBIAS for HYSEP1 and BFLOW1 separation showed overestimation of baseflow ranging from 40% to 73% in the sandy loam scenarios. It is interesting to note that the scenarios in which HY-SEP1, HYSEP2 and BFLOW1 performed well, HYSEP3, PART1, PART2, PART3, BFLOW2 and BFLOW3 performed poorly and vice versa. More interestingly, where the HYSEP1, HYSEP2 and BFLOW1 methods performed poorly, these methods largely overestimated baseflow whereas where the HYSEP3, PART1, PART2, PART3, BFLOW2 and BFLOW3 methods performed poorly, these particular methods largely underestimated baseflow.
For event 3, the NSE was greater than 0.5 for every method in each scenario, with values close to 1. The largest PBIAS was for BFLOW3 in scenario 3, showing underestimation of baseflow by just over 25%.
The inclusion of ET in scenarios 9-13 showed that as the ET rate was increased, the BFI increased. ET also lead to a reduction in performance (both NSE and PBIAS) for every separation method, except HYSEP1.
The rankings of separation methods (shown in Fig. 6 ) based on BFI over the entire simulation provide a summary of the performance of each of the separation methods. The best replication of BFI resulted from the HYSEP1 method in scenarios 1-5, from PART1 in scenario 6, and from HYSEP2 in scenarios 7-8. The BFLOW3 method was worst in scenarios 1-3 and 8. The Eckhardt method performed worst in scenarios 4 and 5.
The baseflow separations from the streamflow hydrograph in scenario 1 obtained using HYSEP, PART, BFLOW and the Eckhardt separation methods are shown in Fig. 7 . Visual inspection of baseflow curves in Fig. 7 shows that the ability of these separation methods to match the simulated baseflow was poor in almost all cases, despite the fact that they had satisfactory NSE and PBIAS values. It is clear that despite reasonable estimates of the BFI for each scenario, the dynamics of baseflow during rainfall were missed.
Discussion
The baseflow hydrographs obtained using HGS (with the HMC method) were used as a control experiment to test the performance of a series of automated baseflow separation methods. The initial conditions (antecedent moisture), forcing functions (rainfall patterns, pumping and ET) as well as the physical properties (soil properties) of the catchment were varied across simulation scenarios. The varied conditions across the different model scenarios allowed the generation of unique baseflow behaviour, controlled by a range of hydrological processes. The application of the HMC method allowed quantification of the relative importance of hydrological processes to the streamflow hydrograph. While the structure and geology of the synthetic model used in this study were simple, the hydrological processes considered were simulated in a physically based way. Despite the simplified nature of the catchment, the baseflow separation methods consistently failed to perform satisfactorily. This is easily attributed the variability of the baseflow dynamics as observed across all simulation scenarios. Increasing the complexity of the catchment (e.g. heterogeneous geology, more realistic topography and rainfall patterns), is likely to lead to an even more complex baseflow response. With increased complexity, it is expected that the variability seen in baseflow dynamics will remain and hence that the simple automated baseflow separation methods examined will not perform any better in estimating baseflow. An initial analysis of the hydrographs revealed that the behaviour of baseflow was fundamentally different between rainfall events. For the first two events, baseflow remained constant and reached an apparent steady-state despite the changing forcing functions. In contrast, baseflow dynamics during the third event were highly transient. This illustrates that the controlling processes of baseflow are not always static, but instead change in response to different forcing functions. It also challenges the common assumption (based on hydrological reasoning) of the simple automated baseflow separation methods, that a simple fixed relation between baseflow and streamflow exists, for all rainfall events and antecedent moisture conditions. It is observed that this is not necessarily the case.
Time (days)
In the synthetic catchment used in this study, an apparent steady-state of baseflow discharge was reached for certain rain events. Once this apparent steady-state was reached, streamflow only increased with increasing overland flow. This led to a baseflow response that is dependent upon the rate and duration of rainfall. For all three events, the relationship between baseflow and streamflow was not consistent, as assumed by the BFLOW1, BFLOW2, BFLOW3 and Eckhardt separation methods. The variation of the ratio of baseflow to streamflow was observed in response to different rainfall events, as well as for the different initial antecedent moisture conditions. The variation observed in these simulations highlights an inability to accurately capture the average baseflow with the various baseflow separation methods examined. Moreover, it demonstrates the often acknowledged, but seldom addressed ambiguity of the separation methods used. The results from this numerical experiment suggest that quantifying baseflow in catchments with non-stationary processes, such as varied climatic conditions that are outside of seasonality, will alter the streamflow generation mechanisms and hence the BFI.
The NSEs for rainfall events 1 and 3 for each of the scenarios indicated satisfactory results for the baseflow separations. The agreement between the simulated baseflow method and separation methods for event 3 was significantly better than for the other two events. For rainfall event 2, the NSEs showed a poor match between the automated separation methods and HMC calculated baseflow for different methods in each scenario, with both large overestimation and underestimation of the HMC calculated baseflow in some cases. This variability in each of the methods' ability to match the HMC calculated baseflow across scenarios and corresponding rainfall events highlights that no single separation method performed consistently well in the control experiment. The BFI based rankings of the separation methods show that, on average, PART1 and HYSEP2 performed best overall in capturing the baseflow volume across the eight scenarios.
One of the limitations found in the use of the automated separation methods was the constraint of using daily streamflow data. It can be seen from the results in Figs. 2 and 3 that the behaviour of the baseflow varied on at least an hourly time scale, much smaller than could be captured in a daily time step. However, this is only a limitation when it is essential to accurately capture baseflow behaviour at finer timescales (e.g. flood modelling). In the context of low flow hydrology, where estimates of annual baseflow contributions are required, the nuances seen in the baseflow behaviour during rainfall events is not important as long as the average baseflow is captured. However, it is possible that the nuances seen in the hourly time step of this catchment present themselves in a larger catchment at the daily time step, in which case use of these filters would be problematic and would fail to capture even the average behaviour.
The automated separation methods result in the largest difference during rainfall events in which recharge is also occurring. This means that any perennial streams that are subject to significant and extended rainfall periods will be the most difficult to accurately determine the BFI for. This is because the proportion of time that streamflow is not driven purely by baseflow affects the relative magnitude of the potential baseflow error.
Conclusions
Whilst commonly used automated baseflow separation methods are known to be somewhat ambiguous and arbitrary, the potential errors have not been quantified previously using a 3D fully integrated physically based flow model. The numerical experiments in this study strongly suggested that baseflow dynamics are complex, even in a simple catchment. The complexity of baseflow dynamics was seen to affect the performance of the simple automated separation methods. The frequently used automated baseflow separation methods could not perform satisfactorily across all events and scenarios considered. This suggests that caution should be used when applying these methods, depending on the flow dynamics of the catchment being studied. Unfortunately, there are no clear indicators as to which separation methods are most and least appropriate under particular conditions, which is not surprising given the absence of a true physical basis in the simple methods examined. This is cause for concern because baseflow separation is an important tool influencing decisions and outcomes of the various applications it is used for, such as the analysis of event runoff; recharge estimation; low flow forecasting; hydrogeologic parameter estimation; hydrologic model calibration; and the identification of source areas; and dominant processes producing runoff (Schwartz (2007) ). Large errors will undermine the many applications baseflow separation is used for.
Further work is required to understand the appropriate use of baseflow separation methods. More complex baseflow separation methods than those considered in this study should be tested in future studies. Physically based filters (e.g. Gupta, 2001, 2003; Huyck et al., 2005) could prove to be more robust. This is because they provide a physically based relation of rainfall and ET (and other physical parameters) to baseflow. However, such methods clearly require more data (e.g. rainfall time series) which may not be readily available. It is perhaps the case that the uncertainty associated with simple automated methods precludes their use for providing anything more than very rough estimates of baseflow.
An improved understanding of baseflow dynamics is required for a broader range of catchments. With respect to baseflow dynamics, future studies should aim to elucidate: (a) scale dependence of baseflow generation to test if the baseflow response seen in the hourly time step of this small synthetic catchment occurs at the daily time step for larger catchments (e.g. >20 km 2 ); (b) testing how the BFI varies as a result of non-stationary processes; (c) testing of the impact of variations in geology, topography and vegetation, by incrementally adding layers of complexity to similar models in order to try and understand baseflow dynamics. Further investigation within numerical models should play a role in establishing physically based recommendations as to the appropriateness of commonly used automated baseflow separation methods in different catchment types and settings. Given the reality of the physical interpretations and subsequent calculations that such simple automated separation methods are used to support, there is a need to establish either stricter guidelines for such methods, develop improved methods (e.g. physically based methods) or at least provide error bounds on such estimates. grant scheme and the South Australian Department for Water as industry partners under grant number LP0668808. Part of this research was funded by the Swiss National Foundation, Ambizione grant PZ00P2_126415.
