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Abstract
We live in environment ﬁlled with various information. For solving complex prob-
lems in our real world, it is important not only to get explicit information from the
outside world, but also to seek and identify appropriate and relevant data from
a huge amount of information. So, relevance calculation is the starting point of
every cognitive process. Perception, cognition, recognition and thinking are com-
puted based on only relevant information except irrelevant information. There-
fore, relevance calculation must be satisﬁed with the following features: (a) Easy
computation, (b) validity, (c) di erence detection as an essential feature of cogni-
tion, (d) using manifest and positive information. This paper proposes the valid






と Wilson によって提案されている関連性理論 (Sperber & Wilson, 1986) は、認知過程に
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助を受けている。
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を P(x) と表すと、そのエントロピー (x) は次式で計算できる。
(1) 想定 X のエントロピー： (x) P(x) log2P(x) (1 P(x)) log2(1 P(x))
エントロピーは常に 0～1 までの値を取る。例えば、P(x) が 1 (想定 X に絶対な確信を
抱いており、 X の可能性はない) か 0 である ( X しか想定されていない) 時、エントロ
ピーは最小の (x) 0 となる。一方、P(x) が 0.5 (想定 X と X を同程度に考慮) の時に
はエントロピーは最大の (x) 1 を取る。このエントロピー (x) から、多値の判断価値
(x) を定義する。
(2) 想定 X の判断価値 (x)：
　　 Vx
1 j (1 Ex)
2
　　　ただし、 j は 記号であり、P(x) 0 5 の時 j 1, P(x) 0 5 の時 j 1
この判断価値 (x) は 0～1 までの値を取り、P(x) 1 の時 (x) 1、 P(x) 0 の時
















Degree of Assumpition (P(x))
この連続量 (x) をカテゴリカルに区切れば、命題論理の真理値と見なすことができ
る。例えば一般的な二値論理であるなら、 (x) 0 の時に「真」、 (x) 0 の時に「偽」
と見なせばよい。もちろん、 (x) 1 の時に「真」、 (x) 1 の時に「偽」とするよう
な二値論理を構成することも理論上は可能である。こうした二値論理では、包含的選言
や含意の代わりに、排他的選言や同値が基本的な論理演算子となる。また三値論理であ







形は、表 1 のような形で表現できる。P(x) は想定 X の確信度、P(x) は否定想定 X の確
信度、P(y) は想定 Y の確信度、P(y) は否定想定 Y の確信度を示す。また、P(xy) は情報
X と情報 Y が「共起する (両立する)」という想定に関する確信度、P(xy) は情報 X と情報
Y の共起に関する想定確信度、P(xy) は情報 X と情報 Y の共起に関する想定確信度、
P(xy) は否定情報 X と Y の共起に関する想定確信度を表す。想定確信度は確率と見な
してよいので、P(xy) P(xy) P(xy) P(xy) 1 が成り立つ。また、P(x) P(xy) P(xy),
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想定の共起とは例えば次のようなものである。今、ある交差点に立っている信号機 A
を考える。もし、この信号機 A が故障していないという保証があるならば、信号機 A が
青でありかつ同時に赤であるということはあり得ない。すなわち、ある特定の時間で、
「信号機 A が青である」という想定 X と「信号機 A が赤である」という想定 Y は共起し
ない (互いに排反である)。したがって、P(xy) 0 ということになる。一方、信号機 A と
は異なった場所にある信号機 B を考えると、ある特定の時間で「信号機 A が青である」
という想定と「信号機 B が赤である」という想定は共起し得る。したがって、P(xy) 0
である
ある 2 つの想定が共起し得る場合、そこにある主の関係が認められる場合と認められ
ない場合がある。例えば、日本にある信号機 A とアメリカにある信号機 B を考える。こ





一方、信号機 B が信号機 A と同じ交差点にあり、直角にずれた位置に立っているもの
だとしよう。この時、ほとんどの場合で、信号機 A が赤になると信号機 B は青になる。
ただし、信号の変化は、完全に同時に起こるものではなく、信号機 A が赤になったほん
のわずかな間、信号機 B も赤になっている。すなわち、「信号機 A が赤である」という
状態と「信号機 B が青である」という状態は共起し得るし、「信号機 A が赤である」と
いう状態と「信号機 B が赤である」という状態も共起しうる (どちらも青という状態だ
けは、故障でない限り起こらない)。ただ、「どちらも赤」という状態より「信号機 A は
赤で、信号機 B は青」という状態のほうが起こりやすい。したがって、「信号機 A が赤
である時、信号機 B は青である」という想定の確信度はかなり高いものとなるといった
ように、信号機 B の状態は信号機 A の条件如何によりおおよそ判断がつく。こうした関
係を 制限関係と呼ぶことにしよう。
前提条件となる情報 X が情報 Y に及ぼす制限の強さは、情報 X が生起した時、情報 Y
がどの程度生起し得るかという観点から計算できる。したがって、情報 X の情報 Y に対
する制限の強さは、いわゆる条件付き確率 P(Y X) P(X&Y)
P(X)
で表現できる。想定の場合
も同じで、想定 x の生起を前提とした時に、想定 y の確信度をどの程度持てるかという
計算は、想定 x と想定 y が共起するという確信度を想定 x の確信度で割ったものに等し
い。すなわち、
(4) 想定 x を前提とした時の想定 y の確信度：P(y x) P(xy)
P(x)
が成立する。この式は Stalnaker (1970) が、条件文に対する主観的確率の式として定義し
たものに等しい。また、Lewis (1973) も、条件文の主張可能性を式 (4) によって計算でき
ると主張している。
認知的関連性の単純かつ妥当な計算方法 25




確かに、想定 X の生起が想定 Y の生起を引き起こすことが多ければ、まずそれだけで、
両者の間にある程度の関連性があると見なせそうである。しかし、これだけでは関連性







以上のことから、想定 X と想定 Y の間に成立する関連性の確信度に関する一般式とし
て、式 (5) を考えることができる。なお、kx は 情報 X が成立しない場合の状況をどの程
度考慮するかというバイアスを意味する係数で、0 kx 1 を満たし、値が 1 の時は関連
情報を完全に考慮することを、値が 0 の時は当該情報を全く参照しないことを意味する。









(x y)は 1 から 1 までの値を取るが、 (x y) 0 を満たす時に、X は Y に対し関連
性を持つと定義できる。なぜなら、「X の Y に対する関連性」は (x y) P(y x) P(y x)
として計算できるが、P(y x) P(y x) (P(y x) P(y x)) より、 (x y) (x y) の
関係が成立し、 (x y) の値が負値になった場合には、X の Y に対する関連性がある
ことが保証されるからである。また、 (x y) 0 に関しては肯定的な関連性も否定的
な関連性も成立しない境界条件となることから、 (x y) 0 というを満たした時、想
定 X と想定 Y の間に「緩和された関連性」が存在すると呼んでよいだろう。
式 (5) は、kx 1 である時に、以下に示すように、回帰直線における回帰係数を求める
ことに等しい。そこで指標 (x y) を回帰に基づく関連性と呼ぶことにしよう。
P(X 1) P(xy) P(xy), 　 P(X 0) P(xy) P(xy),
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E(X) P(xy) P(xy), 　 E(X2) P(xy) P(xy),
E(Y) P(xy) P(xy), 　 E(Y2) P(xy) P(xy)　　 E(XY) P(xy)
V(X) E(X2) (E(X))2
(P(xy) P(xy)) (P(xy) P(xy))
Cov(X Y) E(XY) E(X) E(Y)
P(xy)P(xy) P(xy)P(xy)











次に、式 (5) に基づく関連性の成立条件を求めてみよう。最も条件の厳しい kx 1 に
おいて、 (x y) 0 を満たすためには、





P(xy)(P(xy) P(xy)) P(xy)(P(xy) P(xy))
(P(xy) P(xy))(P(xy) P(xy))
P(xy) P(xy) P(xy) P(xy)
(P(xy) P(xy)) (P(xy) P(xy)) 0
が成立すればよい。したがって、認知環境における想定確信度において、以下の関係が
成立していれば、関連性があると見なされる。
(8) 関連性の成立条件：P(xy) P(xy) P(xy) P(xy) 0
この関連性成立条件 (8) は、同時に、想定 Y から X に関する逆の関連性 (y x), 否定
想定 X の Y に対する裏の関連性 (x y), Y の X に対する対偶の関連性 (y x)
をも同時に成立させる。
(9) a. 逆の関連性：　 (y x) P(x y) P(x y)
P(xy) P(xy) P(xy) P(xy)
(P(xy) P(xy)) (P(xy) P(xy)) 0
b. 裏の関連性：　 (x y) P(y x) P(y x)
P(xy) P(xy) P(xy) P(xy)
(P(xy) P(xy)) (P(xy) P(xy)) 0
c. 対偶の関連性： (y x) P(x y) P(x y)
P(xy) P(xy) P(xy) P(xy)
(P(xy) P(xy)) (P(xy) P(xy)) 0
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ただし、いずれも正の関連性になるとはいえ、 (x y), (x y), (y x), (y x)
の各値は互いに異なる (分子は等しいが、分母の大きさが異なるため)。すなわち、回帰
係数に基づく関連性の確信度は、想定 X と想定 Y の関係において非対称性を持つ。
2. 5 相関係数に基づく関連性
回帰係数と共に、関連性の指標として有力なものに、相関係数がある。相関係数は回




(10) a. X も Y も 1 となる (X も Y も成立する) データ数を a
b. X が 1, Y が 0 となる (X と Y が成立する) データ数を b
c. X が 0, Y が 1 となる ( X と Y が成立する) データ数を c
d. X, Y ともに 0 となる (X にも Y にも該当しない) データ数を d
全体のデータ数 n は n a b c d となる。両立関係の想定確信度に直すと、P(xy) a n,
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S 2x
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と変形できる。これは、X が 1 となるデータの総数が a b, X が 0 となるデータの総
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b. X が 1, Y が 0 となる (X と Y が成立する) データ数を b
c. X が 0, Y が 1 となる ( X と Y が成立する) データ数を c
d. X, Y ともに 0 となる (X にも Y にも該当しない) データ数を d
全体のデータ数 n は n a b c d となる。両立関係の想定確信度に直すと、P(xy) a n,
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と変形できる。これは、X が 1 となるデータの総数が a b, X が 0 となるデータの総
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(12) (ad bc) n
(a b)(c d) n (a c)(b d) n
ad bc
(a b)(c d)(a c)(b d)
となる。この式は、具体的なデータ数を想定確信度に直した次式に等しい。
(13) (x y) P(xy) P(xy) P(xy) P(xy)
(P(xy) P(xy)) (P(xy) P(xy)) (P(xy) P(xy)) (P(xy) P(xy))
P(xy) P(xy) P(xy) P(xy)
P(x) P(x) P(y) P(y)
この相関係数に基づく関連性が成立する条件、すなわち (x y) 0 となる条件は、
回帰係数に基づく関連性の成立条件 (8) と同じく P(xy) P(xy) P(xy) P(xy) 0 である。
ただし、情報間の関連性に非対称性を持つ回帰係数に基づく関連性 (x y) と異なり、
相関係数に基づく関連性 (x y) は完全な対称性を持つ。すなわち、逆・裏・対偶の関
連性は、 (x y) (y x) (x y) (y x) を満たし、全て同値となる。
2. 6 DH モデル
実際の認知過程を考えた場合、想定 X と想定 Y の関連性について、逆・裏・対偶の関
連性が常に一致するとは限らない。確かに、我々の思考過程において、逆・裏・対偶を
混同する誘導推論はしばしば見られる現象であるが、しかし、「松蔭生なら女性である」
という命題の確信度 (本学は女子大なので、この命題の確信度は 1 に近い) と、「松蔭生
でないなら女性でない」という命題の確信度が一致することはまず考えられない。そも
そも現実の認知過程では、ある想定 X とその否定想定 X を比較した場合、 X に属す
る具体的な事例は数が多すぎて、全てを探索するのが極めて困難になることが多い。特
に、 X かつ Y に相当する事例には、情報 X や情報 Y とは全く無関係な情報がほとん
どであり、こうした事例を探索するといわゆる「フレーム問題」にひっかかってしまう
可能性も高い。
この点に注目し、Hattori (2003) は、情報 X と情報 Y の因果関係を表す指標として、DH
モデル (dual-factor heuristics model) を提案している。これは、(12) における d の値 (すな



















(14) H(x y) P(y x) P(x y)
この指標では、X かつ Y のデータ数が a 0 であった場合、すなわち P(xy) 0 であった
時に、因果性があると判断される。また、逆の指標については等価性 H(x y) H(y x)
が成立するが、裏と対偶の指標 H(x y) H(y x) については異なった値を取る。
2. 7 否定想定と関連性のジレンマ
以上の議論の要点をまとめておこう。
(15) a. 回帰に基づく関連性： (x y) P(y x) P(y x)
b. 相関に基づく関連性： (x y) P(xy) P(xy) P(xy) P(xy)
P(x) P(x) P(y) P(y)
c. DH モデル：H(x y) P(y x) P(x y)
d. 関連性：関連性指標が 0 より大きい場合。すなわち回帰関連性・相関関連性
では P(xy) P(xy) P(xy) P(xy) 0, DH モデルでは P(xy) 0 を満たす場合。
e. 緩和された関連性：関連性指標が 0 以上 である場合。回帰関連性・相関関連
性において P(xy) P(xy) P(xy) P(xy) 0 を満たす場合。
このうち、DH モデルの指標はいくつかのメリットを持つ。まず、我々がものごとの
関係や条件文を理解する際、しばしば双条件的に解釈することが多いが、H(x y)
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また、因果性がある (関連性がある) と判断される条件が、「X かつ Y」の数値や想定
確信度 (すなわち数値 a や P(xy) の大きさ) にのみ依存している点も問題があると思われ
る。前述したように、X が満たされた条件下で Y が成立したとしても、即、X と Y の間


















う。今、ある情報 Y について、想定確信度 P(y) を持っている状況があるとする。この状
況に情報 X が加わったとき、情報 Y に関する想定確信度が変化したとすれば、情報 X は
情報 Y に対して何らかの影響を及ぼすものであると考えられる。また、この変化幅が大
きければ大きいほど、想定 X は想定 Y に対して強い関連性を持っている可能性が高い。
3. 2 妥当な認知的関連性の計算方法
情報 X の情報 Y に対する関連性を、情報 X が加わったときにおける情報 Y の想定確
信度の変化幅と考えた時、この性質は次のように定式化できる。
(16) 想定 X の想定 Y に対する関連性指標：
P(x y) P(y x) P(y)
認知的関連性の単純かつ妥当な計算方法 31
この計算式で得られる関連性の強さを差分関連性指標と呼ぼう。差分関連性は前項で議
論したジレンマをうまく回避する指標である。まず P(y x) が直接認識されるとすれば、
否定情報を探索することなく関連性の数値を求めることができる。また、P(x y) 0
となる条件も、「X かつ Y」の情報のみに依存するのではなく、以下のように (8) の性質
を満たす。
(17) P(x y) P(y x) P(y)
P(xy)
P(xy) P(xy) P(y)
P(xy) P(y) (P(xy) P(xy))
P(xy) P(xy)
P(xy) (P(xy) P(xy)) (P(xy) P(xy))
P(xy) P(xy)
P(xy) (1 P(xy)P(xy)P(xy)) P(xy) P(xy)
P(xy) P(xy)
P(xy) P(xy) P(xy) P(xy)
P(xy) P(xy)
したがって、P(x y) 0 なら P(xy) P(xy) P(xy) P(xy) 0
さらにこのことから、P(x y) 0 なら、逆・裏・対偶の差分関連性についても P(y x) 0,
P(x y) 0, P(y x) 0 を満たす。また、それぞれの値は異なるため、情報間の関連
性に関して非対称性も持つ。
(18) a. P(y x) P(x y) P(x)
P(xy) P(xy) P(xy) P(xy)
P(xy) P(xy)
b. P(x y) P(y x) P(y)
P(xy) P(xy) P(xy) P(xy)
P(xy) P(xy)
c. P(y x) P(x y) P(x)
P(xy) P(xy) P(xy) P(xy)
P(xy) P(xy)




よう。P(x y) 0 なら想定 X は想定 Y に対し関連性を持つことから、P(y x) P(y) 0,
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よう。P(x y) 0 なら想定 X は想定 Y に対し関連性を持つことから、P(y x) P(y) 0,





(20) P(xy) P(x) P(y)
が成立する。前述したように、情報 X と情報 Y が独立している (すなわち関連性が全くない)
場合には P(xy) P(x) P(y) が成立するため、両者に関連性がある場合に P(xy) P(x) P(y)





る。すなわち、P(x y) 0 である時、P(xy) P(x) P(y) を満たすので、





より、逆の関連性に関する確信度 P(y x) 0 も成立する。
しかし、P(x y) P(y x) P(y) という定義にも一つの問題がある。今、X と Y の共
起関係がなく (すなわち P(xy) 0) かつ X と Y との共起関係もない (P(xy) 0) 場合を
考えよう。この時、X が生起した時には必ず Y が生起し、X が生起しなかった時には Y の
生起もない。したがって、情報 X と情報 Y の間には最大の関連性が存在するはずである。
それにも関わらず、こうした認知環境において、P(x y) の数値は P(x y) 1 P(y)
より P(x y) 1 となり、関連性の確信度が 1 より小さな値になってしまう。P(x y)
の数値はあくまで認知過程の初段階における「関連性の効率的な見込み」である点に注
意しなければならない。一方、回帰性に基づく関連性の確信度では、同じ状況において
(x y) 1 0 となり、関連性の確信度を 1 として決定できる。したがって、P(x y)
の値によって関連性の見込みを付けた次の段階で、より正確な値である (x y) を決定
する計算段階があることが望ましい。
ここで、式 (7) と 式 (17) を比較すると、 (x y) (P(xy) P(xy)) P(x y), すなわ
ち (x y) P(x y)
P(x) が成立することが分かる。この関係式は、P(x) 1 P(x) より、
(x y) P(x y)
















4. 1 Wason 選択課題
差分関連性算は、いくつかの認知過程、特に日常推論の性質に対してもよい説明を与
える。例として Wason (1966) による「Wason 選択課題 (4 枚カード問題)」を見てみよう。
これは次のような問題である。
ある工場では、「もし表が A なら、裏は 7 が印刷されている」という製造規
則に従ってカードを作っている。今、ここに表が A のカード、表が B のカー
ド、裏が 7 のカード、裏が 2 のカードがある。カードが規則通りに作られて
いることを確認するためには、最低限どのカードを検査すればよいか。
この問題において、カード製造規則を論理における実質含意として解釈するなら、正
解は A と 2 のカードを選択することになる。 A の裏側が 7 以外のものであったり、 2
の表側が A であったりしたら、規則に違反していることが分かるからである。また、製
造規則を同値 (双条件法) として解釈するなら、表が A なら裏は 7 のみ、裏が 7 なら表
は A のみという理解になるので、全てのカードを選ばなければならない。しかし、実際
にはほとんどの被験者が、論理における実質含意の結果とも同値の結果とも異なる A
のカードと 7 のカードの 2 枚のみを選択することが知られている。




知過程の初期段階で関連性の確信度が P(x y) 0 となるカードを探索することから始
まると言い換えることができる。すなわち (20) より、P( A 7 ) P( A ) P( 7 ) が満た
されればよい。今、4 枚のカードの状況から、P( A ) 1, P( 7 ) 1 であることは自明
であるから、最低限の枚数でこの関連性を確認するなら、表が A かつ裏が 7 という共起
関係が必ず成立しており、P( A 7 ) 1 であることが確認できればよい。したがって、
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この問題において、カード製造規則を論理における実質含意として解釈するなら、正
解は A と 2 のカードを選択することになる。 A の裏側が 7 以外のものであったり、 2
の表側が A であったりしたら、規則に違反していることが分かるからである。また、製
造規則を同値 (双条件法) として解釈するなら、表が A なら裏は 7 のみ、裏が 7 なら表
は A のみという理解になるので、全てのカードを選ばなければならない。しかし、実際
にはほとんどの被験者が、論理における実質含意の結果とも同値の結果とも異なる A
のカードと 7 のカードの 2 枚のみを選択することが知られている。




知過程の初期段階で関連性の確信度が P(x y) 0 となるカードを探索することから始
まると言い換えることができる。すなわち (20) より、P( A 7 ) P( A ) P( 7 ) が満た
されればよい。今、4 枚のカードの状況から、P( A ) 1, P( 7 ) 1 であることは自明
であるから、最低限の枚数でこの関連性を確認するなら、表が A かつ裏が 7 という共起
関係が必ず成立しており、P( A 7 ) 1 であることが確認できればよい。したがって、








裏は 7 で ない 数字が印刷されている」というものにかえると、多くの被験者が A と
7 のカードを選択し、実質含意解釈として正解を出すことが知られている。これは論理
的に正しい解釈ができるのではなく、被験者は課題にある A と 7 という言語表現と
単純にマッチングさせているだけで、たまたま正答するに過ぎないと考えられている。
関連性の解釈では次のようなプロセスとして説明ができる。今、 A を情報 X, 7 を情
報 Y としよう。この時、「X なら Y でない」という製造規則の関連性は、P(x y)
P(y x) P(y) として計算できる。これは、P(y x) P(y) P(x) P(xy)
P(x) (1 P(y)) より、
P(x y) (1 P(xy)
P(x) (1 P(y)), すなわち P(y x) P(y) P(y x) と変形でき、回帰に基
づく関連性と同じように、P(x y) P(x y) という関係が成立する。したがって、
P(x y) 0 という関連性を確保するためには、P(x) P(y) P(xy) が成立すればよい。
カードの状況から、P(x) 0, P(y) 0 は自明であるので、P(xy) 0 であることが確認
できればよい。したがって、 A と 7 が共起して いない ことを確認するために、 A の裏
側と 7 の表側がチェックされることになる。
なお、P(x y) P(x y) という関係が成立することから、この差分関連性指標に








まず、「もし私が鳥 (X) なら、彼女にすぐに会いに行ける (Y) のに」という反事実条件
文では、前件 (X) が現実の認知環境では成立していないことが明白である。すなわち、
現実に関する認知環境において、P(x) 0, P(xy) 0, P(xy) 0 のいずれもが成立してい





除算がいくつかの不安定な性質を持つためである。まず、a b0 において、b 0 の場合
を考えてみよう。a b
c
は a c b と等価でなければならないが、b 0, c 0 の時、b 0
と a 0 0 が同時に成立することになってしまい、両者は矛盾する。したがって、割られ
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る数がゼロでない場合、ゼロによる除算は不能 (演算ができない) となる。一方、b 0 の
時は、c 0 であっても、b 0 と a 0 0 は同値となり、成立し得る。したがって、0 0 の
演算は、どのような場合でも常に計算可能であり、その答えは無数にある、すなわち 0 ÷
0 に限って演算は可能であり、解は不定ということになる。同様に、P(x) 0, P(xy) 0,
P(xy) 0 においても、P(y x) の演算は可能であり、またどの想定の確信度も 0～1 まで
の範囲に限定されていることから、P(y x) の値は 0～1 までの不定値となる。
この状態で、関連性の計算 P(x y) P(y x) P(y) により、関連性があると見なされ
るためには、P(y) 0 しかあり得ない。この時に限り、P(x y) 0 が成立し、緩和さ
れた関連性があると見なすことができる。以上のことから、現実に関する認知環境にお
いては、P(x) 0, P(y) 0 でなければならず、結果的に P(xy) 1 が成立する。すなわ
ち、現実の世界では、「私は鳥ではなく ( X) かつ彼女にも会えない ( Y)」という状況の
みが完全に成立することが理解される。
次に、「もしあの薬を飲んでいた (X) ら、今頃死んでいた (Y) ところだ」といった後件
が偽であることが自明である反事実条件文の理解過程を考えてみよう。P(y) 0, すなわ
ち P(xy) 0, P(xy) 0 が自明であるので、関連性の計算 P(x y) P(y x) P(y) はあ
る一つの例外を除いて P(x y) 0 になってしまい、関連性は全くないと判断されてし
まう。唯一の例外は P(x) 0 の場合で、この時のみ P(y x) の値が 0～1 までの不定値を
取るため、P(x y) 0 という緩和された関連性が成立する。したがって、この場合も
現実に関する認知環境において P(x) 0, P(y) 0 が常に成立しなければならず、やはり




のみが異なるような認知環境として設定される。現実の認知環境では P(xy), P(xy), P(xy)
はいずれも 0 であり、P(xy) のみが想定確信度 1 であったが、可能世界の認知環境では
このうち P(xy) の確信度が 0 から極めて小さい正の値 に変化する。これに伴って、最
小限の認知環境の変化として、P(xy) の値は P(xy) 1 に変化する。P(xy), P(xy) につ
いては変化がなく、いずれも 0 のままである。この時、仮想の認知環境における差分関
連性は P(y x) 1, P(y) 0 より、P(x y) 1 とほぼ 1 に近い値となり、極めて





P(y x) P(y) という関係式を提案した。P(x y) 0 ならば必要最低限の関連性がある
ことを、また P(x y) 0 ならば緩和された関連性があることを表す指標となり、この
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起関係に関する条件 P(xy) P(x) P(y) が成立することなど、多くの利点を持つ。欠点と
しては、完全な関連性を持つ状況においても、この計算式では関連性の確信度が 1 にな
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The Awareness Condition and the POV Projections
Taisuke Nishigauchi
Abstract
In this paper we develop an analysis of reﬂexive binding involving the reﬂexive
zibun in Japanese. We argue that the reﬂexive zibun is bound by a POV (point of
view) holder that minimally c-commands zibun. A POV holder occupies the Spec
position of a POV projection, a projection whose head has the POV feature. What
appears to be long distance binding involving the reﬂexive in fact consists of two
relations of construal: The immediate binder of the reﬂexive is the POV holder,
realized as pro, which is in turn subject to control by an argument of the higher
clause. The semantic pragmatic properties of the individual POV projections will
be shown to a ect the aspects of reﬂexive binding hitherto considered to be ac-
countable for only in terms of functional considerations such as the ‘awareness
condition’.
1. The ‘Awareness Condition’?
The following two sentences involving the reﬂexive zibun are di erent in acceptability to most
speakers of Japanese.
(1) a. Minna-ga zibuni-o home-ta toki, Takasii-wa hidoku odoroi-ta.
everyone-Nom self-Acc praise-Past when Taakasi-Top greatly surprised be-Past
‘When everyone praised self, Takasi was greatly surprised.’
b.??Minna-ga zibuni-o home-ta toki, Takasii-wa gussuri nemutte ita.
everyone-Nom self-Acc praise-Past when Taakasi-Top fast asleep be-Past
‘When everyone praised self, Takasi was fast asleep.’
Sentence (1a) in which the reﬂexive zibun appears in the adjunct headed by toki ‘when’, is
acceptable on the intended interpretation on which the antecedent of zibun is considered to be
Takasi. Sentence (1b), on the LD binding interpretation, is low in acceptability.
At ﬁrst sight, the (near-)contrast as seen in (1) appears to indicate that the di erence with
respect to the semantic status of the (potential) antecedent is at stake: Simply put, Takashi is
awake and (probably) aware of the action or event involving him in (1a), while he is not awake
and is (probably) not conscious of what’s going on involving him in (1b). So the ‘awareness
condition’, proposed and discussed by Kuno (1973), appears to be the answer. The ‘awareness
condition’ is informally stated as the following.
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