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We explore higher dimensional generalisations of the Runge-Kutta-Wentzel-Kramers-Brillouin
method for integrating coupled systems of first-order ordinary differential equations with highly
oscillatory solutions. Such methods could improve the performance and adaptability of the codes
which are used compute numerical solutions to the Einstein-Boltzmann equations. We test Magnus
expansion-based methods on the Einstein-Boltzmann equations for a simple universe model domi-
nated by photons with a small amount of cold dark matter. The Magnus expansion methods achieve
an increase in run speed of about 50% compared to a standard Runge-Kutta integration method. A
comparison of approximate solutions derived from the Magnus expansion and the Wentzel-Kramers-
Brillouin (WKB) method implies the two are distinct mathematical approaches. Simple Magnus
expansion solutions show inferior long range accuracy compared to WKB. However we also demon-
strate how one can improve on the standard Magnus approach to obtain a new “Jordan-Magnus”
method. This has WKB-like performance on simple two-dimensional systems, although its higher
dimensional generalisation remains elusive.
I. INTRODUCTION
In the new era of high precision cosmology, one of
the most important tools in the cosmologist’s toolbox
is the suite of Boltzmann codes. These methods, in-
cluding CLASS [1], CAMB [2], and PyCOSMO [3] provide nu-
merical solutions to the Einstein-Boltzmann equations,
which describe the evolution of linear perturbations in
the Universe. The dominant computational cost for these
codes is integrating coupled systems of linear first order
ordinary differential equations (ODEs) with highly os-
cillatory solutions [1, 2]. Currently the codes use sev-
eral numerical and semi-analytic approximations to get
around these bottlenecks. However these approximations
are designed for specific cosmological theories. A more
generalised theory-independent method would make it
easier to switch between different models and test new
extensions to the current theory. New numerical inte-
gration methods could also reduce the run time of the
code. While the time needed to run a single simulation
is currently only a few seconds, the many thousands of
simulation runs needed for a typical Monte Carlo analysis
add up to a substantial computational cost.
Handley, Lasenby and Hobson proposed in [4],
and developed with Agocs in [5], a new numeri-
cal method based on a combination of the standard
Runge-Kutta (RK) approach and the Wentzel-Kramers-
Brillouin (WKB) approximation, dubbed the “Runge-
Kutta-Wentzel-Kramers-Brillouin” (RKWKB) method.
In highly oscillatory regions of the solution using the
WKB approximation allows integration steps which span
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many oscillations, giving faster performance than stan-
dard RK methods. However RKWKB is limited to es-
sentially one dimensional systems [4, 5].
We can write a multidimensional coupled system of
linear ODEs in the form of (1.1)
x˙(t) = A(t)x, (1.1)
where x is a vector of dynamical variables, A is a time-
dependent matrix and an overdot denotes differentiation
with respect to time.
In the mathematics field of numerical analysis there
has been substantial work examining the formal solution
of (1.1), the Magnus expansion [6]. A number of authors
have also used the Magnus expansion and related tech-
niques to develop numerical methods to integrate highly
oscillatory differential equations [6], for example Iserles
[7, 8].
These Magnus-based numerical integrators have been
extensively applied to problems in quantum and atomic
physics [9, 10], as the time dependent Schrodinger equa-
tion can be written in the form of (1.1) if we use a basis
of wavefunctions [11]. Some alternative methods for solv-
ing coupled differential equations have also been explored
in the context of primordial cosmology [12]. However
Magnus-based methods remain unexplored with respect
to the Einstein-Boltzmann equations and cosmological
systems in general. Furthermore, to our knowledge, no
previous authors have tested these methods with adap-
tive step size control.
In this paper we examine the application of Magnus-
based techniques to the Einstein-Boltzmann equations.
However we also achieve results which apply to coupled
systems of first order ODEs more generally, and hence
have relevance to quantum systems, along with problems
in many other areas of physics and applied mathematics
[4].
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2II. BACKGROUND
A. The WKB approximation
The WKB method is an example of multiple scale anal-
ysis [13] applied to oscillatory systems. It is most com-
monly applied to equations of the form of (2.1) [14],
x¨ = −ω2(t)x. (2.1)
The derivation begins by considering a general solution
of the form
x = exp
( ∞∑
n=0
Sn(t)
)
. (2.2)
Using the method of separation of scales we can obtain
expressions for Sn [14]
S0 = ±i
∫ t
0
ω(t1)dt1, (2.3)
S1 = const.− 1
2
ln(ω(t)), (2.4)
2S˙0S˙n + S¨n−1+
n−1∑
j=1
S˙jS˙n−j = 0 for n ≥ 2. (2.5)
Truncating with only the S0, S1 terms gives the classic
WKB approximation:
x(t) =
A√
ω
ei
∫ t
0
ω(t1)dt1 +
B√
ω
e−i
∫ t
0
ω(t1)dt1 . (2.6)
If we include only the S0 term we obtain
x¨+ ω2x = ±iω˙(t)x, (2.7)
implying we require |ω˙(t)|  |ω2(t)| for the approxima-
tion to be reasonable.
B. The Magnus expansion
The Magnus expansion [6] provides a general solution
to equations of the type (1.1). Like WKB, it starts by
by considering a solution in the form of the exponential
of an infinite series (2.8) [6]
x(t) = exp
( ∞∑
n=1
Ωn(t)
)
x(0), (2.8)
the first terms of which are
Ω1(t) =
∫ t
0
A(t1)dt1, (2.9)
Ω2(t) =
1
2
∫ t
0
dt1
∫ t1
0
[A(t1),A(t2)]dt2, (2.10)
Ω3(t) =
1
6
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
(
[A(t1), [A(t2),A(t3]]
+ [A(t3), [A(t2),A(t1]]
)
dt3.
(2.11)
Further terms can be generated by a recursive procedure
[6] and involve an increasing number of nested integrals,
commutators, and powers of A.
For the Ω series to converge, A must be sufficiently
small in some sense. It can be shown [6] that the Mag-
nus series is absolutely convergent for a general complex
matrix A, for t0 ≤ t ≤ T , if∫ T
t0
‖A(s)‖2 ds < pi, (2.12)
where ‖ · ‖2 denotes the two-norm of a matrix, which is
[15]
‖A(s)‖2 = maxi=1,...n
√
λi(A
TA), (2.13)
where λi(Q) denotes the i
th eigenvalue of matrix Q.
However the actual convergence domain can be larger
than that given by (2.12) [6].
C. Stepping numerical integration methods
A general stepping numerical integration method pro-
ceeds by using an approximate solution to the equation
to advance from one integration point xn at time tn to
the next xn+1 at time tn+1. For a system of first order
linear ODEs like (1.1) we can write the approximate so-
lution for initial conditions x(t0) in terms of a solution
matrix M(t0, t) [16],
x(t) = M(t0, t)x(t0). (2.14)
Then the general stepping procedure is
xn+1 = M(tn, tn+1)xn. (2.15)
Runge-Kutta methods work by using truncated Tay-
lor series solutions for M(t0, t). For example, Euler’s
method, the simplest Runge-Kutta method [4], has
M(t0, t) = 1 + (t− t0)A(t0). (2.16)
The RKWKB method (to second-order in the WKB
series) is obtained by replacing the Taylor series solu-
tion with the two independent WKB solutions in (2.6).
As the WKB solutions typically remain good approxima-
tions to the true solution over many oscillations, unlike
truncated Taylor series solutions, the RKWKB method is
able to take much larger steps than Runge-Kutta meth-
ods, which in general reduces the required run time [5].
Handley et al. [4] and Agocs et al. [5] also enable the
program to switch to a standard Runge-Kutta-Fehlberg
method in slowly oscillating regions, however in this pa-
per we use RKWKB to refer to the simpler non-switching
approach.
3We can also obtain stepping numerical integration
methods of the form of (2.15) from the Magnus expan-
sion. If we can compute the analytic forms of Ωi then
we can use those directly. In that case the Ω series trun-
cated at Ω = Ω1 + ...+ Ωi where i = 2s− 1 or 2s− 2 for
integer s gives a method order h2s+1 in the stepsize h [6].
However if Ωi cannot be computed analytically we can
use an approach from Blanes et al. [6] section 5.4. The
A is Taylor expanded about the midpoint t1/2 = tn+h/2
of each step, where h = tn+1 − tn is the stepsize.
A(t) =
∞∑
j=0
aj(t− t1/2)j where aj = 1
j!
dnA
dtn
∣∣∣∣
t=t1/2
.
(2.17)
One can then use the defining recursion relation for the
Magnus expansion to express Ω to the desired order in
h. For example to order four we have,
Ω[4] = α1 − 1
12
[α1, α2] +O(h5), (2.18)
where αj = h
jaj−1. The αj ’s can then be approxi-
mated using various quadrature rules (including Gauss-
Legendre, Simpson, Newton-Cotes) and linear combina-
tions of A evaluated at different points in the interval
[tn, tn+1].
D. The Einstein-Boltzmann equations
In this section we describe the background theory and
the Einstein-Boltzmann equations that will be used in
section V.
1. Overview
We seek to express the Einstein-Boltzmann equations
in the form of (1.1) [17]. Working in the conformal New-
tonian gauge in flat spacetime, the metric is given by
ds2 = a2(η)[(1 + 2Ψ)dη2 − (1− 2Φ)δijdxidxj ]. (2.19)
where the scalar perturbations are Ψ,Φ and η is con-
formal time [18]. As we work at early times we neglect
dark energy and treat the neutrinos as relativistic. We
denote the photon and neutrino temperature perturba-
tions as Θ,N respectively. The analogous perturbation
ΘP describes the strength of the photon polarisation. We
treat the cold dark matter (CDM) and baryonic matter
as non-relativistic and describe them with overdensities
δ, δb and peculiar velocities v, vb.
To achieve a linear set of equations we expand the
perturbations in spatial Fourier modes, introducing
wavenumber k, and expand the relativistic perturbations
in multipole moments Θl(k, η) for l = 0, 1, 2, ...∞. The
resulting 14 × 14 A(k, η) matrix for l ≤ 2 is shown in
FIG. 1.
The conformal Hubble rate is H = a˙/a, where an over-
dot is used to denote the derivative with respect to con-
formal time. We denote the non-conformal cosmic Hub-
ble rate as H = H/a. The τ˙ = −neσTa is the confor-
mal time derivative of the optical depth, τ , with ne the
mean electron density and σT the Thompson cross sec-
tion. Mean densities are described using parameters of
the form Ω = ρ/ρcrit where ρ is the mean density of a
component and ρcrit is the critical density =
3H2
8piG . These
parameters are denoted Ωγ ,Ων ,Ωdm and Ωb for the pho-
tons, neutrinos, CDM and baryonic matter respectively.
2. Photon and CDM Universe
As a test case we consider a simplified universe with
only photons and cold dark matter. By neglecting the
baryonic matter we can avoid the complexities of the
Coulomb interaction between the baryons and the pho-
tons. We also neglect the photon polarisation and all
harmonics l > 1, approximating the photons as a fluid
[17]. In this limit the gravitational potential Φ = Ψ.
By making these approximations we obtain a five dimen-
sional system with x = [Θ0,Θ1, δ, v,Φ]
T . The reduced
dimensions makes this much more amenable than the 14
dimensional system, while still preserving some of the
key features of the early Universe. By testing on this
simplified system we provide a proof-of-principle study
for application to the full Einstein-Boltzman equations.
For adiabatic perturbations and radiation domination
we obtain a second order evolution equation for the po-
tential [17, 19]
Φ¨ +
4
η
Φ˙ +
1
3
k2Φ = 0. (2.20)
This has a general solution (2.21) [17, 19]
Φ = Ak
j1(x)
x
+Bk
y1(x)
x
, (2.21)
where x = kη/
√
3 and j1, y1 are first order spherical
Bessel functions of the first and second kind respectively.
These take the form
j1(x) =
sin(x)
x2
− cos(x)
x
,
y1(x) = −cos(x)
x2
− sin(x)
x
.
(2.22)
As radiation dominates the energy density we also find
δr = 4Θ0 = −2
3
(kη)2Φ− 2ηΦ˙− 2Φ, (2.23)
where δr is the overdensity for radiation. Hence for
kη >> 1 we have Θ0 ∝ −(kη)2Φ ∼ Ak cos (kη/
√
3) +
Bk sin (kη/
√
3). This gives the acoustic oscillations of
the photon fluid at the sound speed cs = 1/
√
3 that one
would expect. The solution in (2.21) suggests the po-
tential also oscillates for kη & 1, but with amplitude
decaying as 1/(kη)2.
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FIG. 1: 14× 14 A matrix for l ≤ 2. Here x = [Θ0,Θ1,Θ2,ΘP0,ΘP1,ΘP2,N0,N1,N2, δ, v, δb, vb,Φ]T
To use the numerical methods we must first obtain the
relevant A. Working from the 14 × 14 matrix in FIG. 1
we can derive the reduced A matrix shown in (2.24),
Θ˙0
Θ˙1
δ˙
v˙
Φ˙

=

−2HΩγ −k − 12HΩdm 0 − k
2
3H −H
k
3 0 0 0
k
3
−6HΩγ 0 − 32HΩdm −ik −k
2
H − 3H
0 0 0 −H −ik
−2HΩγ 0 − 12HΩdm 0 − k
2
3H −H


Θ0
Θ1
δ
v
Φ

.
(2.24)
We set the conformal time at matter-radiation equality
to be ηeq = 1, set a(ηeq) = 1 and assume Ωγ(ηeq) =
Ωdm(ηeq) = 1/2. This gives
A(k, η) =

− 1η −k − 14 0 −ηk
2
3 − 1η
k
3 0 0 0
k
3
− 3η 0 − 34 −ik −ηk2 − 3η
0 0 0 − 1η2 −ik
− 1η 0 − 14 0 −ηk
2
3 − 1η

.
(2.25)
III. COMPARING WKB AND THE MAGNUS
EXPANSION
A. Comparing Analytic solutions
To investigate the relationship between the WKB ap-
proximation and the Magnus expansion we compared the
lowest order approximate analytic solutions to (2.1).
Equation (2.1) can be written in the form of (1.1) by
setting
x =
[
x
x˙
]
,
A =
[
0 1
−ω2 0
]
.
(3.1)
For the Magnus expansion, the first two Ω terms are
given by
Ω1 =
[
0 t
− ∫ t
0
ω2dt1 0
]
,
(3.2)
Ω2 =
[
a 0
0 −a
]
,
(3.3)
where
a = 12 t
∫ t
0
ω2dt1−
∫ t
0
dt1
∫ t1
0
ω2dt2 =
1
2
∫ t
0
t21
d
dt
〈ω2〉dt1.
(3.4)
Including only Ω1 we obtain x(t) = M(t)x(0), where
5M = exp(Ω1(t)) given by (3.5),
M =
 cos
(√〈ω2〉t) 1√〈ω2〉 sin(√〈ω2〉t)√〈ω2〉 sin(√〈ω2〉t) cos(√〈ω2〉t)

.
(3.5)
We can then write x(t) as
x(t) = A cos
(√
〈ω2〉t
)
+B
1√〈ω2〉 sin
(√
〈ω2〉t
)
. (3.6)
The frequency is approximated as ω ∼ √〈ω2〉 =√
1
t
∫ t
0
ω2dt1. We also get some amplitude correction
from the B or M12 term. We denote this solution “first
Magnus”.
Including both Ω1 and Ω2 we obtain
M = 1 cos(ωˆt) + (Ω1 +Ω2)
1
ωˆt
sin(ωˆt)
=
[
1 0
0 1
]
cos(ωˆt) +
1
ωˆt
[
a t
− ∫ t
0
ω2dt1 −a
]
sin(ωˆt).
(3.7)
In (3.7) the frequency is approximated as ωˆ,
ωˆ =
√
〈ω2〉 − (a/t)2 =
√
〈ω2〉 − 1
4
〈t2 ˙〈ω2〉〉2, (3.8)
where ˙〈ω2〉 denotes the time derivative of 〈ω2〉. Then we
obtain (3.9), (3.10)
x(t) = A
[
cos(ωˆt) +
a
tωˆ
sin(ωˆt)
]
+B
1
ωˆ
sin(ωˆt), (3.9)
x(t) = A
√〈ω2〉
ωˆ
cos
(
ωˆt+ φˆ(t)
)
+B
1
ωˆ
sin(ωˆt), (3.10)
with corrections to both the phase and amplitude, where
φˆ is a time dependent phase term. We denote this solu-
tion “second Magnus”. For our matrix in (3.1) ‖A(s)‖2 =
max(ω2, 1). So (2.12) implies a convergence domain of
T − t0 < pi,
∫ T
t0
ω2dt < pi. One can also see from (3.8)
that at sufficiently large times ωˆ becomes imaginary, giv-
ing exponentially growing or shrinking solutions.
For the WKB approximation in equation (2.6) the
n = 0 term approximates the frequency as
〈ω〉 = 1
t
∫ t
0
ω(t1)dt1, (3.11)
while the n = 1 term provides a correction to the am-
plitude. We can write (2.6) in the form x(t) =
M(t0, t)x(t0). Setting t0 = 0 for simplicity we obtain
M =
[
C + ω˙(0)2ω(0)2S
1
ω(0)S( ωω˙(0)
2ω(0)2 − ω˙2ω
)
C − (ω + ω˙ω˙(0)4ωω(0)2 )S ωω(0)C − ω˙2ωω(0)S
]
,
(3.12)
where C =
(ω(0)
ω
) 1
2 cos(〈ω〉t) and S = (ω(0)ω ) 12 sin(〈ω〉t)
are the two independent solutions. Applying the stepping
procedure in (2.15) to this M gives you the RKWKB
method (to second order) [4].
We can thus observe that the Magnus expansion
and the WKB method take fundamentally different ap-
proaches to solving the same problem. The classic WKB
approximation approximates the oscillation frequency as
〈ω〉, while the first Magnus solution uses the root mean
square,
√〈ω2〉. The terms of the WKB series involve suc-
cessively higher order derivatives of ω, while the succes-
sive Magnus expansion terms involve successively higher
order integrals.
The WKB approximation is specialised to highly os-
cillatory solutions, and fails when ω goes to zero. The
Magnus expansion can cope with non oscillatory solu-
tions and is less specialised, which comes at the cost of
inferior long range accuracy compared to WKB, as we
shall see in section III B.
B. Testing on trial equations
These solutions were plotted for two trial equations
taken from Handley et al. [4], namely the Airy equation
and the “burst” equation, which both have analytic exact
solutions. The Airy equation takes the form
x¨(t) = −tx, (3.13)
and the burst equation is given by
x¨ = −ω2(t)x , ω2(t) = n
2 − 1
(1 + t2)2
, (3.14)
where n is an integer.
The analytic WKB approximate solution (2.6) and the
first and second Magnus solutions (3.6) & (3.9) for the
Airy equation (3.13) are plotted in FIG. 2. For the up-
per plot, with t0 = 1, the WKB solution remains a very
good approximation to the true solution, however the
first and second Magnus solutions perform poorly. The
first Magnus reproduces the increase in oscillation fre-
quency, but does not reproduce the changes in ampli-
tude. The second Magnus solution breaks down com-
pletely around t−t0 ∼ pi showing the exponential growth
predicted in section III A.
If we shift the starting point to t = 11, as in the bottom
plot in FIG. 2, the first Magnus solution follows the true
solution more closely. However unlike the WKB solu-
tion it fails to follow the frequency of the true oscillation
at large times. The second Magnus solution still breaks
down as predicted.
Next we consider the burst equation (3.14). FIG. 3
shows the analytic WKB, first Magnus and second Mag-
nus approximate solutions from t0 = −10 up to t = +10
with n = 40. While WKB provides an excellent match to
the true solution throughout the whole range, both Mag-
nus solutions give very poor approximations. The first
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solutions to the Airy equation. TOP: from t0 = 1 to t = 35.
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to the burst equation, n = 40, analytic solutions plotted for
t = −10 to t = +10
Magnus solution fails to follow the changes in amplitude
or frequency, and the second Magnus solution once again
diverges after a relatively short period.
FIG. 4 shows the result if we try to apply the WKB
and Magnus solutions to only the small, central, highly
oscillatory region. This region has a smaller ω˙/ω ratio, so
should be easier to model. Even then the WKB solution
dramatically outperforms both Magnus solutions.
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FIG. 4: WKB, and the Ω1 and Ω1 +Ω2 Magnus solutions
to the burst equation, n = 40. Solutions plotted for the
central region, t = −2 to t = +2 (note the change in scale).
The solutions were again computed analytically.
1. A closer look at the Magnus error
To show why the first Magnus solution compares so
poorly in terms of accuracy we can differentiate the Mag-
nus solutions. Let CM and SM be the two independent
first Magnus solutions.
CM = cos
(√
〈ω2〉t
)
,
SM =
1√〈ω2〉 sin
(√
〈ω2〉t
)
.
(3.15)
Let 1 +  = ω2/〈ω2〉 and ξ = ω˙/ω, then
C¨M =− ω2
(
1 +
2
4(1 + )
)
CM . . .
· · · − ω2ξSM − ω
2
t
(
− 3
2
4(1 + )
)
SM ,
(3.16)
S¨M =− ω2
(
1 +
2
4(1 + )
)
SM . . .
· · · −
[
ξ− 1
4t
(2+ 2)
](
1
t
SM − CM
)
.
(3.17)
One can see that for  = 0, ξ = 0 we get back (2.1).
As the errors can increase with  as well as ξ they are
potentially much larger than for WKB.
IV. THE JORDAN-MAGNUS METHOD
The WKB approximation provides good long range ac-
curacy but is limited to one dimensional systems. In con-
trast the truncated Magnus expansion provides a matrix-
based approach suitable for multidimensional systems,
7but with inferior long range accuracy as we saw in sec-
tion III. Ideally we want a way to combine the positive
aspects of both WKB and Magnus, that is achieve WKB-
like long range accuracy with a solution that works on
multidimensional systems. In this section we introduce a
new approach based on the Magnus expansion, dubbed
the “Jordan-Magnus” method, which goes some way to-
wards this goal.
If the A matrix were time-independent we could solve
the system by diagonalising A to obtain the independent
oscillating modes. Consider introducing a linear transfor-
mation to (1.1). Let xP = P
−1x, and let J = P−1AP
for some transformation matrix P(t). Then
x˙P = APxP =
[
J + ˙(P−1)P
]
xP , (4.1)
where ˙(P−1) denotes the time derivative of P−1. We
want to choose a P such that AP is as diagonal as pos-
sible. Let AP = Λ + K where Λ is diagonal and K has
zeros on the diagonal.
Once again we seek a solution in the form x(t) =
M(t)x(0). We can obtain an approximate solution by
neglecting K,
M(t) ≈ P(t) exp
(∫ t
0
Λdt1
)
P−1(0). (4.2)
This avoids the potentially costly matrix exponential. Al-
ternatively we can include K and obtain
M(t) ≈ P(t) exp
(∫ t
0
(Λ+ K)dt1
)
P−1(0), (4.3)
which is the first Magnus solution to (4.1).
An obvious choice of linear transformation is one that
diagonalises A. Now in general A may not have a di-
agonal form, however all N ×N matrices can be placed
in Jordan Normal form [20] (which reduces to diagonal
form for diagonalisable matrices).
For A =
[
0 1
−ω2 0
]
, A is indeed diagonalisable and we
obtain
J =
[−iω 0
0 iω
]
,
P =
[
i/ω −i/ω
1 1
]
,
(4.4)
Λ =
[
ω˙
2ω − iω 0
0 ω˙2ω + iω
]
,
K =
[
0 − ω˙2ω− ω˙2ω 0
]
.
(4.5)
We then find the Λ only solution (4.2) returns
M(t) =

(
ω(0)
ω(t)
) 1
2
cos(〈ω〉) 1ω(0)
(
ω(0)
ω(t)
) 1
2
sin(〈ω〉)
−ω(0)
(
ω(0)
ω(t)
) 1
2
sin(〈ω〉)
(
ω(t)
ω(0)
) 1
2
cos(〈ω〉)

,
=
[
C 1ω(0)S
−ω(0)S ωω(0)C
]
.
(4.6)
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FIG. 5: WKB, and the Λ only and Λ + K Jordan-Magnus
analytic solutions to the Airy equation with t0 = 1. Note all
three lines lie very close on top of one another and the true
solution.
where C and S are the independent WKB solutions from
section II A. Thus we have obtained a WKB-like frame-
work from a Magnus-like approach.
The result is not identical to the WKB solution ma-
trix (3.12). We have no ω˙ terms, and indeed because the
Magnus expansion proceeds by integration as opposed to
differentiation, extending the series does not introduce
any further derivatives. This means that, while simi-
lar, the Jordan-Magnus approach remains distinct from
WKB. In certain senses this lack of ω˙ terms may be an
advantage as derivatives can be difficult to evaluate nu-
merically [5].
If we try plotting the results of the Jordan-Magnus
method for the Airy and burst equations (FIGs. 5 and 6)
we can see it dramatically outperforms the first and sec-
ond Magnus solutions in accuracy, achieving results sim-
ilar to the WKB solution.
However this method also has some disadvantages over
standard Magnus methods. It is ultimately reliant on
being able to obtain P,Λ and K as functions of t. In ad-
dition, numerical Jordan decomposition is inherently un-
stable [20]. This implies we need to compute the analytic,
symbolic, Jordan Normal form of A to apply the method.
While this is possible for the two-dimensional (1.1) sys-
tem, it quickly becomes prohibitive for more complicated
systems with more dimensions.
While there is no stable numerical algorithm for ob-
taining Jordan-Normal form, algorithms do exist for di-
agonalisation [21]. Furthermore, although a complex
square matrix is not guaranteed to be diagonalisable, a
very large proportion of such matrices are diagonalisable
[22]. Hence diagonalisation algorithms could form the
basis for more fully numerical Jordan-Magnus method,
although at present efficient methods remain elusive.
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FIG. 6: WKB, and the Λ only and Λ + K Jordan-Magnus
solutions to the burst equation with n = 40, analytic
solutions plotted for t = −10 to t = +10. Note the
Jordan-Magnus lines lie on top of one another for most the
graph.
V. RESULTS
A Python code was developed [23] to implement linear
numerical integration methods of the form of (2.15) using
the WKB, truncated Magnus, and Jordan-Magnus ap-
proximate solutions. The numpy package [24] was used to
perform the numerical calculations and the sympy pack-
age [25] was used to perform the symbolic manipulation.
For comparison a RKF4(5) method and a second order
(in the WKB series) RKWKB method were also imple-
mented. The method of adaptive stepsize control used is
described in appendix A.
FIG. 7 shows the result of the numerical code for the
different methods on the Airy and burst equations de-
scribed in III B. For both equations we can see that the
RKF4(5) method requires the smallest step size, and the
Magnus methods use roughly similar intermediate step
sizes. As expected the RKWKB method gives the largest
stepsizes, quickly reaching the maximum allowed stepsize
hmax, although it also gives the largest relative error. The
Jordan-Magnus method gives smaller stepsizes than RK-
WKB, but larger stepsizes compared to the other meth-
ods.
Each plot includes a note of T , the time taken for the
integration for each method. This of course varies sub-
stantially depending on the machine and the code imple-
mentation. However the ratio between the run times for
the different methods should give a reasonable indication
of the relative computational cost. TABLE I shows the
averaged results for FIG. 7. We can see that the meth-
ods with the largest step size give the smallest time ratio
and thus the smallest computational cost. The RKWKB
method performs best and Jordan-Magnus second best.
This result also supports the approach taken in the pre-
vious sections of seeking an approximate solution with
good long range accuracy, as this allows large integration
stepsizes.
We note that the relative errors shown in FIG. 7 are
not representative of what could be achieved by a opti-
mised code (for example see Agocs et al. [5] for a prac-
tical implementation of RKWKB to fourth-order in the
WKB series). Nonetheless, the results concerning the
relative stepsizes and relative run times achieved should
still apply.
Method Airy eq. burst eq. (n = 40)
First Magnus 0.115± 0.004 0.78± 0.02
Magnus 4◦ GL 0.244± 0.004 0.81± 0.01
Second Magnus 0.253± 0.003 0.503± 0.008
RKWKB 0.0029± 0.0003 0.0065± 0.0004
Jordan-Magnus 0.050± 0.007 0.246± 0.028
TABLE I: Ratio of integration times vs. RKF4(5) time for
the different plots. Averaged over 20 runs.
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FIG. 7: Applying numerical integration with adaptive stepsize control to the Airy equation and burst equation with n = 40.
For the Magnus and RKWKB solutions  = 0.005, atol = 0.005, rtol = 1. For the RKF solution, RKF = 0.005, atol = 1,
rtol = 2. Initial stepsize h0 = 0.5, hmax = 10, hmin = 0.01 for Magnus methods. For RKF4(5) hmax = 2.5, hmin = 0.005. In
each plot the layout is TOP: the integration results. MIDDLE: log10 |h| where h=stepsize. BOTTOM: log10 |relative error|.
The  line shows the target error of  = 0.005.
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FIG. 8: Applying numerical integration methods to the photon & CDM system. The black dashed line is the analytic solution
for large kη which is C0 cos (k(η + C1)/
√
3) where C0, C1 are coefficients fitted to the RKF45 data. The initial conditions are
η0 = 0.01, x0 = [1, 2, 1, 2, 1]. The parameters are k = 200, h0 = 0.025, hmin = 0.00025, hmax = 2.5,  = 0.005. For the Magnus
methods atol = 0.005, rtol = 1, for the RKF method atol = 4, rtol = 2. The layout is as in FIG. 7.
A. Application to the Einstein-Boltzmann
equations: Photon and CDM Universe
Finally we applied the methods and numerical inte-
gration code to the Einstein-Boltzmann equations for a
simple radiation dominated universe with only photons
and CDM, as described in section II D 2.
Unfortunately it was not possible to use the new
Jordan-Magnus method on this system due to the dif-
ficulty of obtaining a symbolic, analytic Jordan Normal
form. However we can test the analytic first order Mag-
nus solution, 4th and 6th order numerical Magnus solu-
tions, and the RKF4(5) method. The results for Θ0 and
Φ are shown in FIGs. 8 and 9.
Fitting a solution of the form A0 cos (kη/
√
3) +
B0 sin (kη/
√
3), where A0, B0 are constants, to the re-
sults gives good agreement for FIG. 8 for all but the
earliest times as expected.
For FIG. 9, fitting the adiabatic solution for Φ (2.21)
to the initial conditions gives good agreement only for
very early times up to about η ≈ 0.015. However a sepa-
rate adiabatic solution (2.21) fitted to the RKF4(5) data
for η > 0.015 gives good agreement for η & 0.03 onwards.
Hence while the results do not fit a single adiabatic solu-
tion they can be well described by two adiabatic regimes
with a transition region between 0.015 . η . 0.03.
The plots of log10(h) show RKF4(5) gives the smallest
stepsize, the 6th order GL Magnus method has interme-
diate stepsizes, and the first Magnus and 4th order GL
Magnus methods give the largest stepsizes.
As in section V we can compare the average ratio of
run times (TABLE II). This shows that the 6th order GL
Magnus method actually underperforms RKF4(5), with
the smaller number of steps not compensating for the
larger time per step. However, the analytic first Magnus
and 4th order GL Magnus methods both give improved
performance compared to RKF4(5).
Method Ratio
Magnus 6◦ GL 1.58± 0.06
First Magnus 0.71± 0.03
Magnus 4◦ GL 0.62± 0.03
TABLE II: Ratio of integration times for different methods
vs. RKF4(5) for the photon & CDM system. Parameter
settings and initial conditions are as in FIGs. 8 and 9.
Averaged over 20 runs.
This shows that despite their inferior performance
compared to WKB in section III, Magnus expansion
based methods can still outperform RKF4(5) on a real
cosmological higher-dimensional system.
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FIG. 9: Applying numerical integration methods to the photon & CDM system, showing potential Φ. The black dotted line is
the adiabatic solution (2.21) fitted to the initial conditions, and the black dashed line is the adiabatic solution fitted to the
RKF data for η ≥ 0.05. The initial conditions and all other parameters are as in FIG. 8
VI. CONCLUSION
In this work we sought to explore methods for effi-
ciently integrating coupled systems of first order ODEs
with highly oscillatory solutions, which would be a higher
dimensional extension of the RKWKB method, with par-
ticular applications to cosmological systems of interest.
The work of previous authors [4, 5, 7, 8] suggests meth-
ods based on the Magnus expansion could be candidates
for a multidimensional equivalent of RKWKB. However
comparison of the analytic Magnus expansion and WKB
approximate solutions implies the two methods are fun-
damentally distinct mathematical approaches. For equa-
tions of the form of (2.1) WKB approximates the fre-
quency as 〈ω〉 whereas the first Magnus solution approx-
imates it as
√〈ω2〉. The WKB solution series involves
successively higher derivatives of ω while the Magnus ex-
pansion involves successively higher order integrals. Test-
ing on trial equations of the form of (2.1), the WKB so-
lution give much higher accuracy. This indicates that
Magnus expansion and WKB based methods are orthog-
onal lines of research, however the relationship between
the two may benefit from more formal mathematical in-
quiry.
The simplest Magnus expansion based approximate so-
lutions were found to gave inferior long range accuracy
compared to WKB. By introducing a linear transfor-
mation we can convert the A matrix to a more diag-
onal form, obtaining a new “Jordan-Magnus” method.
This gave excellent long range accuracy on simple two-
dimensional problems which closely resembled the WKB
solutions. However, currently the method relies on find-
ing the symbolic Jordan Normal form of A which is very
difficult for high dimensional cases. It could form the
basis for a more fully numerical method which could be
applied to arbitrarily high dimensions.
A Python code was created to implement the cor-
responding numerical integration methods, incorporat-
ing an adaptive stepsize procedure and the RKWKB
and RKF4(5) methods for comparison. The code leaves
plenty of room for optimisation, and one could certainly
improve the performance by switching to a compiled lan-
guage like C. On simple two-dimensional systems, simple
Magnus expansion based numerical methods ran signif-
icantly faster than RKF4(5), with the Jordan-Magnus
method running faster still, although not achieving the
speed of RKWKB.
Finally we applied this code and these methods to
a simplified set of Einstein-Boltzmann equations corre-
sponding to photon & CDM oscillations in the radiation
era. The results again demonstrate that Magnus expan-
sion based methods performed better than RKF4(5) by
giving a speed improvement of about 50%. However the
improvement was not as impressive as for the simpler sys-
tems, and we could not implement the Jordan-Magnus
method. For large times the numerical results fit the ex-
pected solutions for adiabatic perturbations. However we
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could not fit a single adiabatic solution to the numerical
results for the potential Φ. Instead the results suggest a
transition between two different adiabatic regimes. This
could indicate a breakdown of the adiabatic approxima-
tion for that system.
Future work would involve testing these Magnus ex-
pansion based methods on other multidimensional sys-
tems, including the 14 × 14 Einstein-Boltzmann matrix
for l ≤ 2. If successful one could extend up to high l
values and see how one might include these methods in
a future Boltzmann solver codes.
These results demonstrate that multidimensional nu-
merical integration methods based on the Magnus ex-
pansion show promise for improving the performance of
not only cosmological Boltzmann solvers, but also many
similar problems in other areas of physics.
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Appendix A: Procedure for adaptive stepsize control
We implemented the adaptive step size procedure laid out in Press & Flannery (1988) [26]. To estimate the error,
and thus the correct stepsize for each step, we compute the estimate of xn+1 from one step of size h, and a separate
estimate using two steps size h/2, denoting this x∗n+1. The error is then ∆i = |x∗i n+1 − xi n+1| for each component i.
We define a maximum tolerable error as ∆maxi = (atol + rtol|x∗i n+1|), where atol and rtol parameterise the absolute
and relative error tolerance, and  is a small scale factor.
The procedure is then as follows:
1. Calculate x∗n+1 and xn+1 for stepsize h.
2. Calculate ∆i and ∆
max
i and the error ratio R =
√
1
N
∑N
i (∆i/∆
max
i )
2.
3. If R ≤ 1 compute a new h as hnew = hSR−1/(ν+1) where S = safety factor ∼ 0.99, ν = order of method.
Go to 5.
4. Else if R > 1 compute a new h as hnew = hSR
−1/ν .
If hnew < hmin set hnew = hmin and go to 5.
Otherwise go to 1.
5. If hnew < 0.2h set hnew = 0.2h.
If hnew > hmax set hnew = hmax.
If hnew > 10h set hnew = 10h.
6. Use current x∗n+1 as the estimate. Advance time. Set h = hnew. Go to next step.
The RKWKB method used the adaptive stepsize procedure outlined above, setting ν = 1. The RKF4(5) was
implemented following [26]. The approach to stepsize control is the same, except the error is calculated using the
difference between the fourth and fifth order RK methods.
The atol and rtol values for the RKF4(5) and Magnus methods were chosen using trial and error to achieve the
largest stepsizes for the target error  when applied to the burst equation as in FIG. 7. For the RKWKB method the
values for the Magnus methods were used.
