INTRODUCTION This paper is concerned with an error analysis of the Lanczos algorithm for solving the nonsymmetric eigenvalue problem of a given real n x n matrix
The rest of this paper is organized as follows. Section 2 recalls the nonsymmetric Lanczos scheme and reviews its properties. Section 3 presents a rounding error analysis of the Lanczos scheme in finite-precision arithmetic. Section 4 discusses the effects of rounding errors and the loss of biorthogonality in the Lanczos algorithm. Section 5 gives some numerical results to support the theoretical analysis of the previous sections.
LANCZOS ALGORITHM AND ITS PROPERTIES IN EXACT ARITHMETIC
In this section, we recall the standard nonsymmetric Lanczos scheme for the reduction of a general matrix to tridiagonal form and review some of its important properties in connection with the nonsymmetric eigenvalue problem. This sets up a framework for the following discussion on the behavior of the Lanczos scheme in finite-precision arithmetic.
Given any two starting vectors u1, v1 c 1RI such that wi, = uTv1 54 0, the standard nonsymmetric Lanczos algorithm can be viewed as biorthonormalizing, via a two-sided Gram-Schmidt procedure, the two Krylov sequences Specifically, the algorithm can be described as follows, where sign(wO) denotes the sign of co. In exact arithmetic, the above procedure must stop at the nth step with Ct)n?+ = 0. However, it may terminate early whenever woi = 0. This is the so-called breakdown of the procedure, which has been discussed extensively; see, for example, [38, 27, 9] . In this paper, we assume that breakdown will not occur during the procedure. We note that if A is a symmetric matrix, then the above Lanczos algorithm with the same starting vectors generates Qj = Pj and a symmetric tridiagonal matrix Tj . Therefore, when A is symmetric, all the results we shall present in this paper reduce to those obtained by Paige [20, 21] for the symmetric Lanczos algorithm.
We also note that there are infinitely many ways of choosing the scalars /?j+1 and yj+l in the Lanczos algorithm, as long as they satisfy the equality (Oj = /b+l2yj+' ? For example, in [5], the choice fj+l = yj+l = loj is made, which may lead to a complex symmetric tridiagonal matrix Tj. In [9] , ,8j+l and yj+l are chosen so that the condition (pi, qi) = 1 for i = 1, ... , j, is replaced by jjqiHj2 = JPI||2 = 1 for all i. There are certain tradeoffs among these choices. We will not go into the details of these choices.
Let us examine the eigenvalue problem of the j x j tridiagonal matrix Tj: 
LANCZOS ALGORITHM IN FINITE-PRECISION ARITHMETIC
In this section, we present a rounding error analysis of the nonsymmetric Lanczos algorithm in finite-precision arithmetic. Our analysis is in the same spirit as Paige's one for the symmetric Lanczos algorithm [20] , except that we carry out the analysis componentwise rather than normwise.
We use the usual model of floating-point arithmetic:
fl ( This gives (3.13). In order to prove (3.14), writing (3.7) and (3.9) for k and i, we have In the matrix notation, local biorthogonality means that the second subdiagonal elements of the strictly lower triangular matrix Cj are zero, and the superdiagonal elements of the strictly upper triangular matrix Dj are also zero. The second assumption is that the eigenvalue problem for the j x j tridiagonal matrix T1 is solved exactly, that is, 1II1 (resp. lf,jil is proportional to I(i/)I) . Given the upper bounds (4.13) and (4.14), and supposing that cond(01) is reasonably bounded, the loss of biorthogonality implies that Iyjil and l,Bjil are small. Therefore, in the best case we can state that if the effects of finite-precision arithmetic, Fj and G1 in (3.11) and (3.12) , are small, then small residuals tell us that the computed eigenvalues are eigenvalues of matrices close to the given matrix. In the next section, we shall verify this claim by numerical examples.
To end this section, we recall that in the nonsymmetric Lanczos algorithm, even without breakdown (i.e., wi 4 0), the procedure is still susceptible to potential instabilities (near breakdown), i.e., at least some wi is tiny. Consequently, huge intermediate quantities II 1I2 1, 1, 1, 1, 1, 1)T   VI = (1, 1, 1, 1, 1, .-.) 
