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In this paper we study a nonlocal reaction–diffusion–advection
system modeling the growth of multiple competitive phytoplankton
species in a vertical water column with incomplete mixing. We ﬁnd
that when the diffusion of the system is large, there is no positive
steady states, and when the diffusion is not large, there exists at
least one positive steady states under certain conditions. The main
tools we use are the ﬁxed point index theory, a reﬁned comparison
theorem and ﬁne properties of the principal eigenvalues.
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1. Introduction
In this paper, we study an n-species reaction–diffusion–advection system proposed by Huisman
et al. in [15] modeling the growth of competitive phytoplankton species in a vertical water column
(ui)t = Di(ui)xx − αi(ui)x +
[
gi
(
I(x, t,u)
)− di]ui, 0< x< L, t > 0, i = 1,2, . . . ,n, (1.1)
with no-ﬂux boundary conditions
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and initial conditions
ui(x,0) = u0i (x)≡ 0, 0 x L, i = 1,2, . . . ,n. (1.3)
Here ui is the population density of the phytoplankton species i, Di > 0 is the diffusion coeﬃcient
caused by the water turbulence, αi ∈ R1 is the sinking (αi > 0) or buoyant (αi < 0) velocity, di > 0 is
the loss rate, L > 0 is the depth of the water column. The light distribution function I(x, t,u) takes
the form
I(x, t,u) = I0e−k0x exp
(
−
n∑
j=1
k j
x∫
0
u j(s, t)ds
)
,
where I0 > 0 is the incident light intensity, k0 > 0 is the background turbidity, ki is the absorption
coeﬃcient of the phytoplankton species i. The term gi(I) represents the speciﬁc growth rate of the
phytoplankton species i, which is a function of the light intensity I(x, t,u). In this model ample
nutrient supply is assumed so that the phytoplankton growth is only limited by the light intensity.
gi (i = 1,2, . . . ,n) are smooth functions satisfying{
gi(0) = 0, g′i(I) > 0 for I > 0,
there exist constants σi > 0 such that gi(I) σi I for small I > 0.
(1.4)
Under assumption (1.4), we have
∞∫
0
gi
(
e−σ x
)
dx< ∞ for any constant σ > 0.
Typical examples of gi include
gi(I) = mi I
δi + I ,
and
gi(I) = mi
δi
(
1− e−δi I),
where mi , δi , i = 1,2, . . . ,n, are positive constants.
Phytoplankton refer to microscopic plant-like photosynthetic organisms that drift in lakes and
oceans. They grow abundantly around the globe and are the foundation of the marine food chain.
Phytoplankton depend on nutrients and light for their growth. In some water systems, there are
ample nutrients supply and the phytoplankton species solely compete for light. These are called eu-
trophic environments. In the water column, phytoplankton are not only diffused by water turbulence,
but also sink or buoy, according to whether they are heavier than water or not.
Most of the mathematical treatments of (1.1)–(1.3) focused on one and two species. For one species
self-shading model (i.e. k0 = 0) it was studied by Shigesada and Okubo in [23] as early as in 1981.
The existence, uniqueness and the global stability of the steady state for one species model of in-
ﬁnite deep water (L = ∞) have been established in [19,23]. For the one species k0 > 0 case, it is
indicated in [10] that the conditions for phytoplankton bloom development can be characterized by
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no sinking or buoyancy, a complete description of the long-time dynamical behavior of one species
model, the existence of positive steady states and uniform persistence of the dynamical system for
the two species were studied in [8]. In [14], the existence and uniqueness of positive steady states
of (1.1)–(1.3) (when n = 1) was established and the critical death rate, critical water column depth,
critical sinking or buoyant coeﬃcient and critical turbulent diffusion rate were studied respectively.
In a recent paper [9], the global dynamics of the model (1.1)–(1.3) with n = 1 was investigated for
the general case D = D(x) ∈ C1([0, L]), α = α(x) ∈ C1([0, L]) and the asymptotic proﬁles of the posi-
tive steady state solution for small diffusion, large diffusion and deep water column were examined
respectively under the case D(x) ≡ D > 0, α(x) ≡ α > 0. Some rigorous mathematical treatment of
systems with nutrients and light can be found in [6,7] and [22].
While much mathematical theory has been established for one or two species phytoplankton
systems, little is achieved in this direction for three or more species ones. In multi-species micro-
organism competitions, it was predicted in Huisman and Weissing [16,17,24] that interspeciﬁc com-
petition in well-mixed environment leads to competitive exclusion, similar to that in [12,13]. However
it is widely observed in multi-species phytoplankton communities that these communities often ap-
pear to violate the competitive exclusion principle [1]. This phenomenon is the so-called paradox of
plankton, see [18] and references therein. Some results on the coexistence and persistence of two
competing phytoplankton species have already been established mathematically in [8]. In this paper
we extend the results in [8] to reveal a general phenomenon. For three species, we show that when
the turbulence diffusion rates Di , i = 1,2,3, are very large, generically there are no possibility of
coexistence of multiple phytoplankton species in the same water column, see Theorem 3.1. However
when the turbulence diffusion is not large, multiple phytoplankton species can coexist in the same
water column, in certain parameter ranges, see Theorems 3.4 and 3.5. Moreover, we show that this
phenomenon remains valid for any n  3 systems of competing phytoplankton species of the form
(1.1)–(1.3).
For reaction–diffusion systems of multi-species Lotka–Volterra type, there are already many results.
Dancer and Du in [4] ﬁrst developed a theory on ﬁxed point index calculation, and then applied it to
study the existence of positive solutions to various three species reaction–diffusion systems. See also
results in Du [5] concerning the existence of positive periodic solutions for a competitor–competitor–
mutualist model with diffusion. Other results concerning three species systems can be found in [11,
20,21] and the references therein. For our system, the mathematical treatment is much more diﬃcult.
The diﬃculties are twofold. One is the nonlocal terms involved, which, among other diﬃculties, makes
the usual comparison principle diﬃcult to use. The other is the fact there are fewer parameters in the
system than in the classical Lotka–Volterra type competition models, and hence suﬃcient conditions
for coexistence are more diﬃcult to formulate. Because of these diﬃculties, we need much more
involved analysis on the solutions of the system in order to make the abstract tools applicable.
Before continuing our discussion, we do some rescaling to simplify our system (1.1)–(1.3). Replacing
x with Lx, ui(·) with k−1i ui(L·), Di with L2Di , αi with Lαi , ki with ki L and gi(I0·) with gi(·), we may
assume that ui satisﬁes the modiﬁed system
(ui)t = Di(ui)xx − αi(ui)x +
[
gi
(
I(x, t,u)
)− di]ui, 0< x< 1, t > 0, i = 1,2, . . . ,n, (1.5)
with no-ﬂux boundary conditions
Di(ui)x(0, t)− αiui(0, t) = Di(ui)x(1, t)− αiui(1, t) = 0, t  0, i = 1,2, . . . ,n, (1.6)
and initial conditions
ui(x,0) = u0i (x)≡ 0, 0 x 1, i = 1,2, . . . ,n, (1.7)
with
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(
−
x∫
0
[
n∑
j=1
u j(s, t)
]
ds
)
.
Through the change of variables
ui(x, t) = vi(x, t)e(αi/Di)x,
we arrive at an equivalent system
(vi)t = Di(vi)xx + αi(vi)x +
[
gi
(
I(x, t)
)− di]vi, 0< x< 1, t > 0, i = 1,2, . . . ,n, (1.8)
with homogeneous Neumann boundary conditions
(vi)x(0, t) = (vi)x(1, t) = 0, t  0, i = 1,2, . . . ,n, (1.9)
and initial conditions
vi(x,0) = v0i (x)≡ 0, 0 x 1, i = 1,2, . . . ,n, (1.10)
where
I(x, t) = e−k0x exp
(
−
x∫
0
[
n∑
j=1
e(α j/D j)s v j(s, t)
]
ds
)
.
We will use the n = 3 case to illustrate our method. The extension of the method to the general
n 3 case is straightforward. To make our results more understandable, we also include here the two
species case (with drifting term as opposed to the no drifting case treated in [8]).
The main structure of the paper is as following. In Section 2, we generalize the existence results
of [8] (two species system without drifting) to our setting. Section 3 is devoted to the study of the
existence and nonexistence of positive steady state of our system for n = 3. In Section 4 we use ﬁxed
point index calculation to prove a group of explicit conditions for the existence of positive solutions,
on which Section 3 is based. In the ﬁnal section, Section 5, we extend the results before to the general
n( 3) species case.
2. Steady states of the 2-species model
In this section we study the steady states of the two species model. Here we assume the diffusion
and sinking (buoyant) rates of the phytoplankton species depend on the water depth. This makes little
difference as far as the existence of the positive steady states is concerned, but the generalization may
ﬁnd use elsewhere. Namely we consider the system
⎧⎨
⎩
(ui)t =
(
Di(x)(ui)x − αi(x)ui
)
x +
(
gi
(
I(x, t)
)− di)ui, 0< x< 1, t > 0
D(0)(ui)x(0, t)− αi(0)ui(0, t) = Di(0)(ui)x(1, t)− αi(h)ui(1, t) = 0, t  0,
ui(x,0) = u0i (x) 0, 0 x 1, i = 1,2,
(2.1)
where gi ∈ C1([0,∞)) satisﬁes
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I(x, t) = e−k0x exp
(
−
x∫
0
[
u1(s, t) + u2(s, t)
]
ds
)
, (2.3)
Di(x),αi(x) ∈ C1([0,1]), Di(x) > 0, k0 is positive constant and d1,d2 ∈ (0,∞) are parameters.
For i = 1,2, let
ui(x, t) = eRi(x)vi(x, t)
with
Ri(x) =
x∫
0
αi(s)
Di(s)
ds.
Then (2.1) becomes
⎧⎨
⎩
(vi)t = e−Ri(x)
(
Di(x)eRi(x)(vi)x
)
x +
(
gi
(
I(x, t)
)− di)vi, 0< x< 1, t > 0,
(vi)x(0, t) = (vi)x(1, t) = 0, t  0,
vi(x,0) = e−Ri(x)u0i (x) =: v0i (x) 0, 0 x 1,
(2.4)
where
I(x, t) = e−k0x exp
(
−
x∫
0
[
eR1(s)v1(s, t) + eR2(s)v2(s, t)
]
ds
)
.
The corresponding steady state system is
⎧⎨
⎩
−e−R1(x)(D1(x)eR1(x)v ′1)′ = (g1(I(x))− d1)v1, 0< x< 1,
−e−R2(x)(D2(x)eR2(x)v ′2)′ = (g2(I(x))− d2)v2, 0< x< 1,
v ′i(0) = v ′i(1) = 0, i = 1,2,
(2.5)
where
I(x) = e−k0x exp
(
−
x∫
0
[
eR1(s)v1(s) + eR2(s)v2(s)
]
ds
)
.
We want to ﬁnd suﬃcient conditions for (2.5) to have at least one positive solution.
For a function Ψ ∈ C([0,1]), let λ(i)1 (Ψ ), i = 1,2, be the ﬁrst eigenvalue of the following eigenvalue
problem
−e−Ri(x)(Di(x)eRi(x)ϕ′)′ +Ψ (x)ϕ = λϕ, 0< x< 1, ϕ′(0) = ϕ′(1) = 0. (2.6)
Clearly λ(i)1 (0) = 0, i = 1,2.
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d∗i = −λ(i)1
(−gi(e−k0x)).
Nonnegative solutions of (2.5) can be classiﬁed into three classes: The unique trivial solution
(v1, v2) = (0,0), which exists for all d1,d2 ∈ R . Two semitrivial solutions (v1, v2) = (0, v∗d2 ) and
(v1, v2) = (v∗d1 ,0), the former exists for d2 ∈ (0,d∗2) and the latter exists for d1 ∈ (0,d∗1), where
v∗d1 , v
∗
d2
denote the unique positive steady state for the v1 and v2 equations respectively, guaran-
teed by Theorem 2.1 of [9]. The third class are positive solutions (v1, v2) with v1 > 0 and v2 > 0 in
[0,1], which are the main interest here.
A necessary condition for the existence of a positive solution to (2.5) can be easily observed.
Suppose that (v1, v2) is a positive solution of (2.5). Then from the equation for v1 we obtain
−d1 = λ(1)1
(−g1(e−k0x−∫ x0 [eR1(s)v1(s)+eR2(s)v2(s)]ds)) ∈ (−d∗1,0).
That is d1 ∈ (0,d∗1). Similarly from the equation for v2 we deduce d2 ∈ (0,d∗2). Thus for (2.5) to have
a positive solution we necessarily have
0< d1 < d
∗
1, 0< d2 < d
∗
2. (2.7)
On the other hand, we have the following
Theorem 2.1. Let v∗di , di ∈ (0,d∗i ), i = 1,2 be the unique positive solution of the problem
{
−e−Ri(x)(Di(x)eRi(x)v ′)′ = [gi(e−k0x−∫ x0 eRi (s)v(s)ds)− di]v, 0< x< 1,
v ′(0) = v ′(1) = 0. (2.8)
If
⎧⎨
⎩0< d1 < −λ
(1)
1
[−g1(e−k0x−∫ x0 eR2(s)v∗d2 (s)ds)]=: d˜1,
0< d2 < −λ(2)1
[−g2(e−k0x−∫ x0 eR1(s)v∗d1 (s)ds)]=: d˜2, (2.9)
then (2.5) has at least one positive solution.
To prove Theorem 2.1, let E = C([0,1]) and let P be the usual positive cone in E: P = {v ∈ E:
v(x) 0 in [0,1]}. We deﬁne
A(v1, v2) =
(
A1(v1, v2), A2(v1, v2)
)
,
where
A1(v1, v2) = L1 ◦ G1(d1, v1, v2), A2(v1, v2) = L2 ◦ G2(d2, v1, v2),
G1(d1, v1, v2)(x) =
[
d∗1 − d1 + g1
(
e−k0x−
∫ x
0 (e
R1 v1+eR2 v2)ds)]eR1(x)v1(x),
G2(d2, v1, v2)(x) =
[
d∗2 − d2 + g2
(
e−k0x−
∫ x
0 (e
R1 v1+eR2 v2)ds)]eR2(x)v2(x),
and for i = 1,2, Li is the solution operator for the problem
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namely v = Li( f i). It is easily seen that (v1, v2) solves (2.5) if and only if (v1, v2) = A(v1, v2).
By standard elliptic regularity theory we know that A : E × E → E × E is completely continuous.
Moreover, by the strong maximum principle and the fact that
d∗i − di + gi
(
e−k0x−
∫ x
0 (e
R1 v1+eR2 v2)ds)> 0 in [0,1],
we ﬁnd that vi ∈ P˙ := P \ {0} implies Ai(v1, v2) ∈ P ◦ := {v ∈ P : v(x) > 0 in [0,1]}. Thus we have
A(P × P ) ⊂ P × P , A( P˙ × P˙ ) ⊂ P ◦ × P ◦,
A( P˙ × P ) ⊂ P ◦ × P , A(P × P˙ ) ⊂ P × P ◦.
To use the topological degree (ﬁxed point index) argument, we need some preparation.
Lemma 2.2. Let d¯1 ∈ (0,d∗1), d¯2 ∈ (0,d∗2) be two constants. Then there exist positive constants C1 =
C1(d¯1, d¯2), C2 = C2(d¯1, d¯2) such that for any nonnegative solution (v1, v2) of (2.5) corresponding to (d1,d2)
with d1  d¯1 , d2  d¯2 , one has the estimate
‖vi‖∞  Ci, i = 1,2. (2.10)
Proof. Argue indirectly. Suppose there is a sequence of (d1,d2), say (d1n,d2n) and the corresponding
nonnegative solutions v1n , v2n of (2.5) such that ‖v1n‖∞ + ‖v2n‖∞ → ∞. Without loss of generality,
we assume ‖v1n‖∞ → ∞. Set v˜1n = v1n/‖v1n‖∞ . Then v˜1n satisﬁes
−eR1(x)(D1(x)eR1(x) v˜ ′1n)′ = [g1(In(x))− d1n]v˜1n, v˜ ′1n(0) = v˜ ′1n(1) = 0, (2.11)
where
In(x) = e−k0x exp
(
−‖v1n‖∞
x∫
0
eR1(s) v˜1n(s)ds −
x∫
0
eR2(s)v2n(s)ds
)
.
The right-hand side of (2.11) is clearly uniformly bounded. By the standard elliptic regularity, we
may assume, by passing to a subsequence, v˜1n → v0 in C1([0,1]). We may also assume g1(In) → g0
weakly in L2((0,1)), d1n → d0  d¯1. Moreover v0 satisﬁes (in the weak sense)
−eR1(x)(D1(x)eR1(x)v ′0)′ = [g0(x) − d0]v0, v ′0(0) = v ′0(1) = 0, ‖v0‖∞ = 1.
By the maximum principle minx∈[0,1] v0(x) > c0 > 0 for some constant c0. Therefore
limn→∞ v1n(x) = ∞ uniformly, and g0(x) = limn→∞ g1(In(x)) = 0. It follows −d0 = −λ1(0) = 0, con-
tradicting d0  d¯1. The contradiction proves the lemma. 
The Frechet derivative of A(v1, v2) with respect to (v1, v2) at (v∗d1 ,0) and at (0, v
∗
d2
), and the
associated eigenvalue problems play a crucial role. We will denote these derivatives by A′(v1,v2)(v
∗
d1
,0)
and A′(v1,v2)(0, v
∗
d2
), respectively, and the associated eigenvalue problems are
A′(v ,v )
(
v∗d ,0
)
(m1,m2) = ξ(m1,m2), (2.12)1 2 1
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A′(v1,v2)
(
0, v∗d2
)
(m1,m2) = η(m1,m2). (2.13)
A direct calculation show that η = 1 is an eigenvalue of (2.13) if and only if the following problem
has a solution (m1,m2) = (0,0):
⎧⎨
⎩
−e−R1(x)(D1(x)eR1(x)m′1)′ = [g1(σ2(x))− d1]m1, x ∈ (0,1),
−e−R2(x)(D2(x)eR2(x)m′2)′ = [g2(σ2(x))− d2]m2 − δ2(x), x ∈ (0,1),
m′1 =m′2 = 0, x = 0,1,
(2.14)
where
δ2(x) = g′2
(
σ2(x)
)
σ2(x)v
∗
d2
(x)
x∫
0
[
eR1(s)m1(s) + eR2(s)m2(s)
]
ds, σ2(x) = e−k0x−
∫ x
0 e
R2(s)v∗d2 (s)ds.
Similarly, if we deﬁne
σ1(x) = e−k0x−
∫ x
0 e
R1(s)v∗d1 (s)ds,
then ξ = 1 is an eigenvalue of (2.13) if and only if the following problem has a solution (m1,m2) =
(0,0):
⎧⎨
⎩
−e−R1(x)(D1(x)eR1(x)m′1)′ = [g1(σ1(x))− d1]m1 − δ1(x), x ∈ (0,1),
−e−R2(x)(D2(x)eR2(x)m′2)′ = [g2(σ1(x))− d2]m2, x ∈ (0,1),
m′1 =m′2 = 0, x = 0,1,
(2.15)
where
δ1(x) = g′1
(
σ1(x)
)
σ1(x)v
∗
d1
(x)
x∫
0
[
eR1(s)m1(s) + eR2(s)m2(s)
]
ds.
The following lemma holds the key for solving (2.14) and (2.15).
Lemma 2.3. Let i ∈ {1,2}. If ψ ∈ C2([0,1]) satisﬁes
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−e−Ri(x)(Di(x)eRi(x)ψ ′)′ = [gi(σi(x))− di]ψ
−g′i
(
σi(x)
)
σi(x)v
∗
di
(x)
x∫
0
eRi(s)ψ(s)ds, x ∈ (0,1),
ψ ′(0) = ψ ′(1) = 0,
(2.16)
then ψ ≡ 0.
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deﬁne
ξ(x) =
x∫
0
eRi(s)ψ(s)ds, η(x) = Di(x)eRi(x)ψ ′(x).
Then (ξ(x),ψ(x), η(x)) is a solution of the ODE system
⎧⎨
⎩
ξ ′ = eRi(x)ψ,
ψ ′ = D−1i (x)e−Ri(x)η,
η′ = −[gi(σi(x))− di]eRi(x)ψ + g′i(σi(x))σi(x)v∗di (x)eRi(x)ξ,
(2.17)
with the initial condition (ξ(0),ψ(0), η(0)) = (0,0,0). Clearly (ξ,ψ,η) ≡ (0,0,0) is the unique solu-
tion of this initial value ODE problem. Hence ψ ≡ 0, contradicting our assumption that ψ ≡ 0.
Without loss of generality we may assume that ψ(0) > 0. Next we claim that ψ(x) changes sign
in (0,1). Otherwise ψ(x) , ≡ 0 in [0,1]. Multiplying the ﬁrst equation in (2.16) by eRi(x)v∗di and
integrating it over [0,1], we deduce
1∫
0
Di(x)e
Ri(x)ψ ′(x)
(
v∗di
)′
(x)dx =
1∫
0
[
gi
(
σi(x)
)− di]eRi(x)ψ(x)v∗di (x)dx
−
1∫
0
g′i
(
σi(x)
)
σi(x)e
Ri(x)
[
v∗di (x)
]2 x∫
0
eRi(s)ψ(s)dsdx.
(2.18)
v∗di satisﬁes {−e−Ri(x)(Di(x)eRi(x)(v∗di )′)′ = (g1(σi(x))− di)v∗di , 0< x< 1,(
v∗di
)′
(0) = (v∗di )′(1) = 0. (2.19)
Multiplying the ﬁrst equation of (2.19) by eRi(x)ψ and integrating it over [0,1], we deduce
1∫
0
Di(x)e
Ri(x)ψ ′(x)
(
v∗di
)′
(x)dx =
1∫
0
[
gi
(
σi(x)
)− di]eRi(x)ψ(x)v∗di (x)dx. (2.20)
From (2.18) and (2.20) we readily have
1∫
0
g′i
(
σi(x)
)
σi(x)e
Ri(x)
[
v∗di (x)
]2 x∫
0
eRi(s)ψ(s)dsdx = 0.
But the integrand function in the last identity is clearly nonnegative and not identically zero in [0,1].
Hence the integral should be positive. This contradiction shows that ψ(x) changes sign in (0,1)
Let x0 ∈ (0,1) be the ﬁrst zero of ψ(x), namely ψ(x) > 0 in [0, x0) and ψ(x0) = 0. We now consider
the eigenvalue problem
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We claim that the ﬁrst eigenvalue λ1 of this problem is positive. Indeed, let φ1 be a positive eigen-
function corresponding to λ1. Multiplying the ﬁrst equation in (2.21) (with λ = λ1, φ = φ1) by eRi(x)v∗di
and integrating it over [0, x0] we obtain
−Di(x0)eRi(x0)φ′1(x0)v∗di (x0)+
x0∫
0
Di(x)e
Ri(x)φ′1(x)
(
v∗di
)′
(x)dx
=
x0∫
0
[
gi
(
σi(x)
)− di]eRi(x)φ1(x)v∗di (x)dx+ λ1
x0∫
0
eRi(x)φ1(x)v
∗
di
(x)dx.
On the other hand, multiplying (2.19) by eRi(x)φ1 and integrating it over [0, x0], we obtain
x0∫
0
Di(x)e
Ri(x)φ′1(x)
(
v∗di
)′
(x)dx =
x0∫
0
[
gi
(
σi(x)
)− di]eRi(x)φ1(x)v∗di (x)dx.
From the last two identities, we arrive at
λ1
x0∫
0
eRi(x)φ1(x)v
∗
di
(x)dx = −Di(x0)eRi(x0)φ′1(x0)v∗di (x0).
Hence λ1 > 0 is clear, since v∗di (x0) > 0,
∫ x0
0 e
Ri(x)φ1(x)v∗di (x)dx > 0 and φ
′
1(x0) < 0 (by the Hopf
lemma).
To obtain the desired contradiction, we now multiply the ﬁrst equation in (2.21) (with λ = λ1,
φ = φ1) by eRi(x)ψ and then integrate it over [0, x0]. Consequently we deduce
x0∫
0
Di(x)e
Ri(x)φ′1(x)ψ ′(x)dx =
x0∫
0
[
gi
(
σi(x)
)− di]eRi(x)φ1(x)ψ(x)dx+ λ1
x0∫
0
eRi(x)φ1(x)ψ(x)dx.
On the other hand, multiplying the ﬁrst equation in (2.16) by eRi(x)φ1 and integrating it over [0, x0],
we deduce
x0∫
0
Di(x)e
Ri(x)φ′1(x)ψ ′(x)dx =
x0∫
0
[
gi
(
σi(x)
)− di]eRi(x)φ1(x)ψ(x)dx
−
x0∫
0
g′i
(
σi(x)
)
σi(x)v
∗
di
(x)eRi(x)φ1(x)
x∫
0
eRi(s)ψ(s)dsdx.
From the last two equations we arrive at
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x0∫
0
Di(x)e
Ri(x)φ1(x)ψ(x)dx
= −
x0∫
0
g′i
(
σi(x)
)
σi(x)v
∗
di
(x)eRi(x)φ1(x)
x∫
0
eRi(s)ψ(s)dsdx. (2.22)
Since λ1 > 0 and ψ(x) > 0 in [0, x0), the left side of the above identity is positive. However, the
integrand function in the right side of (2.22) is nonnegative and hence the right side of (2.22) is not
positive. This contradiction completes the proof. 
Lemma 2.4. Problem (2.14) has a solution (m1,m2) = (0,0) if and only if m1 = 0 and
−e−R1(x)(D1(x)eR1(x)m′1)′ = [g1(σ2(x))− d1]m1, m′1(0) =m′1(1) = 0.
Moreover, with m1 given, m2 can be uniquely solved from the second equation in (2.14) together with the
Neumann boundary conditions.
Similarly, (2.15) has a solution (m1,m2) = (0,0) if and only if m1 = 0 and
−e−R2(x)(D2(x)eR2(x)m′2)′ = [g2(σ1(x))− d2]m2, m′2(0) =m′2(1) = 0.
Moreover, with m2 given, m1 can be uniquely solved from the ﬁrst equation in (2.15) together with the Neu-
mann boundary conditions.
Proof. We only consider the statement for (2.14); the proof of that for (2.15) is analogous. Let
(m1,m2) solves (2.14). If m1 = 0, then by Lemma 2.3 we deduce m2 = 0. Suppose now m1 = 0. Then
we can apply the Fredholm alternative for compact operators and Lemma 2.3 to conclude that the
second equation in (2.14) together with the Neumann boundary conditions in uniquely solvable for
any given m1. 
We are now read to prove our main theorem in this section, namely Theorem 2.1.
Proof of Theorem 2.1. Deﬁne Ω = Λ× U × V with
U = {v1 ∈ P : ‖v1‖∞ < C}, V = {v2 ∈ P : ‖v2‖∞ < C},
where C > 0 is large enough such that (2.10) holds and ‖v∗d1‖∞ < C .
Let B1 be a small ball in E containing v∗d1 . Since v
∗
d1
∈ P ◦ , we may assume that B1 ⊂ P ◦ . Then by
Lemma 2.1 of [4] (i.e. Lemma 4.3 below), we have
indexP×P
(
A(d2, ·),
(
v∗d1 ,0
))= {0 if r(L) > 1,
degP (I − A1(·,0), B1) if r(L) < 1,
where L = (A2)′v2 (v∗d1 ,0) and r(L) denotes the spectral radius of the linear operator L.
It is easily checked that r(L) > 1 if d2 < −λ(1)1 (−g2(σ1(x))) = d˜2, and r(L) < 1 if d2 >
−λ(1)1 (−g2(σ1(x))) = d˜2. Thus
indexP×P
(
A(d2, ·),
(
v∗d1 ,0
))= {0 if d2 < d˜2,
deg (I − A (·,0), B ) if d > d˜ .P 1 1 2 2
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degP
(
I − A1(·,0), B1
)= 1.
Since (u∗d1 ,0) is the only ﬁxed point of A1(·,0) in B1 ∩ P ◦ , we clearly have
degP
(
I − A1(·,0), B1
)= indexP (A1(·,0), v∗d1).
We will use a homotopy argument to A1(λ, v1,0) = L1 ◦ G1(λ, v1,0) with λ ∈ [d∗1,d∗1 + 1]. By Theo-
rem 2.1 of [9] we know that for λ ∈ [d1,d∗1) the equation A1(λ, v,0) = v has exactly two solutions
in P : The trivial solution v = 0 and the unique positive solution v = vλ > 0. For λ ∈ [d∗1,d∗1 + 1],
there is one solution in P : v = 0. Moreover, one easily sees that 0 is a linearized stable ﬁxed point of
A1(λ, ·,0) when λ > d∗1, and it is a linearized unstable ﬁxed point when λ < d∗1. It follows that
indexP
(
A1(λ, ·,0),0
)= {0 for λ < d∗1,1 for λ > d∗1.
Choose C0 > 0 large enough such that ‖vλ‖∞ < C0 for λ ∈ [d1,d∗1), and denote PC0 := {v ∈
P : ‖v‖∞ < C0}. Then by the homotopy invariance property of the topological degree, we ﬁnd that
degP (I − A1(λ, ·,0), PC0 ) is well deﬁned and its value does not depend on λ for λ ∈ [d1,d∗1 + 1]. By
the additivity of the topological degree we have
degP
(
I − A1(λ, ·,0), PC0
)= indexP (A1(λ, ·,0),0)+ indexP (A1(λ, ·,0), vλ)
= indexP
(
A1(λ, ·,0), vλ
)
for λ ∈ [d1,d∗1), and
degP
(
I − A1(λ, ·,0), PC0
)= indexP (A1(λ, ·,0),0)= 1
for λ ∈ (d∗1,d∗1 + 1]. It follows that
indexP
(
A1(λ, ·,0), vλ
)= 1
for λ ∈ [d1,d∗1). Taking λ = d1 we obtain
degP
(
I − A1(·,0), B1
)= indexP (A1(λ, ·,0), v∗d1)= 1.
The proof of Theorem 2.1 is complete. 
Before ending this section, we give some discussion on condition (2.9). The condition is rather
implicit. We have showed that d1 ∈ (0,d∗1) and d2 ∈ (0,d∗2) is necessary for (2.5) to have a positive
solution. Condition (2.9) is more restrictive than this necessary condition. Indeed we have
Proposition 2.5. For ﬁxed d1 ∈ (0,d∗1), if δ > 0 is small enough, then (2.5) has no positive solution if d2 /∈
(δ,d∗2 − δ).
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ﬁrst case we deﬁne vˆn2 = vn2/‖vn2‖∞ and
fn = exp
(
−k0x−
x∫
0
eR1(s)vn1(s)ds −
x∫
0
eR2(s)vn2(s)ds
)
,
and as before ﬁnd that by passing to a subsequence uˆni → vˆ i in C1([0,1]) for i = 1,2, fn → f and
g2( fn) → g2( f ) weakly in L2([0,1]), and vˆ2 is a positive solution to
−e−R2(x)(D2(x)eR2(x) vˆ ′2)′ = g2( f )vˆ2, vˆ ′(0) = vˆ ′(1) = 0. (2.23)
Multiplying the ﬁrst equation in (2.23) by eR2(x) and integrating the resultant equation over [0,1] we
get
1∫
0
g2( f )(x)e
R2(x) vˆ2(x)dx = 0.
Since uˆ > 0 in [0,h] and g( f )  0 in [0,1], the above identity implies g2( f ) = 0 a.e. in [0,1]. It
follows that f (x) = 0 a.e. in [0,1].
Now deﬁne vˆn1 = vn1/‖vn1‖∞ and we obtain from the equation for vn1 that
−e−R1(x)(D1(x)eR1(x)(vˆn1)′)′ = [g1( fn)− d1]vˆn1, (vˆn1)′(0) = (vˆn1)′(1) = 0.
As before by elliptic regularity and passing to a subsequence, vˆn1 → vˆ1 in C1([0,1]) and g1( fn) →
g1( f ) = 0 weakly in L2([0,1]), and vˆ1 is a positive solution to
−e−R1(x)(D1(x)eR1(x) vˆ ′1)′ = −d1 vˆ1, vˆ ′1(0) = vˆ ′1(1) = 0.
This implies d1 = 0, a contradiction to our assumption d1 ∈ (0,d∗1).
Next we consider the case dn2 → d∗2. We deﬁne vˆn1, vˆn1 and fn as above. By the same argument we
know that by passing to a subsequence, vˆn1 → vˆ1 and vˆn2 → vˆ2 in C1([0,1]), fn → f and gi( fn) →
gi( f ) in L2([0,1]), and vˆ2, vˆ1 are positive solutions to
−e−R2(x)(D2(x)eR2(x) vˆ ′2)= [g2( f )− d∗2]vˆ2, vˆ ′2(0) = vˆ ′2(1) = 0, (2.24)
and
−e−R1(x)(D1(x)eR1(x) vˆ ′1)′ = [g1( f )− d1]vˆ1, vˆ ′1(0) = vˆ ′1(1) = 0, (2.25)
respectively.
Let us now look at the sequence {‖vn1‖∞}. If this sequence is not bounded, then by passing to a
subsequence we have {‖vn1‖∞} → ∞ and hence vn1 = ‖vn1‖∞ vˆn1 → ∞ uniformly in [0,1]. This implies
that f ≡ 0 and (2.25) becomes
−e−R1(x)(D1(x)eR1(x) vˆ ′1)′ = −d1 vˆ1, vˆ ′1(0) = vˆ ′1(1) = 0,
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bounded. So we may assume that
∥∥vn1∥∥∞ → σ1  0, ∥∥vn2∥∥∞ → σ2  0.
It then follows that
fn(x) → e−k0x−
∫ x
0 (σ1e
R1 vˆ1+σ2eR2 vˆ2)ds uniformly in [0,1].
Thus
f (x) = e−k0x−
∫ x
0 (σ1e
R1 vˆ1+σ2eR2 vˆ2)ds  e−k0x
with equality holding if and only if σ1 = σ2 = 0. It follows that g2( f (x))  g2(e−k0x) with equality
holding for all x ∈ [0,h] if and only if σ1 = σ2 = 0. Form this and (2.24) we deduce
d∗2 = −λ(2)1
(
g2( f )
)
−λ(2)1
(−g2(e−k0x)),
with equality holding if and only if σ1 = σ2 = 0. Thus in view of the deﬁnition of d∗2, we necessarily
have σ1 = σ2 = 0 and thus f (x) = e−k0x . We now use (2.25) and ﬁnd
d1 = −λ(1)1
(−g1( f ))= −λ(1)1 (−g1(e−k0x)).
That is, d1 = d∗1, a contradiction to our assumption on d1. 
On the other hand, we have existence results with more explicit suﬃcient conditions than (2.9).
Let D0(x) ∈ C1([0,1]) and α0(x) ∈ C1([0,1]) be two positive functions. Let D be a positive parameter
and α be a nonpositive parameter. Set D(x) = DD0(x) and α(x) = αα0(x).
Lemma 2.6. Let π(x) ∈ C([0,1]) be a strictly increasing function and λ1(π(x)) be the principal eigenvalue of
the eigenvalue problem
−e−R(x)(D(x)eR(x)φ′)′ +π(x)φ = λφ, φ′(0) = φ′(1) = 0,
where R(x) = ∫ x0 α(s)D(s) ds. Then
λ1
(
π(x)
)→ π(0) as D → 0; λ1(π(x))→ π(0) as α → −∞.
Proof. The variational formulation of λ1(π(x)) is
λ1
(
π(x)
)= inf
φ∈H1([0,1])
∫ 1
0 e
R(x)[D(x)|φ′(x)|2 +π(x)φ2(x)]dx∫ 1
0 e
R(x)φ2(x)dx
.
Clearly
π(0) = min
x∈[0,1]π(x) λ1
(
π(x)
)
 max
x∈[0,1]π(x) = π(1). (2.26)
Take
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{1, 0 x ,
2− x ,  < x 2,
0, x> 2.
Then
λ1
(
π(x)
)
 maxx∈[0,1] D(x)
2
∫ 2
 e
R(x) dx∫ 
0 e
R(x) dx
+π(2). (2.27)
Since R(x) is decreasing, we have
2∫

eR(x) dx
∫
0
eR(x) dx
and hence
λ1
(
π(x)
)
 Dmaxx∈[0,1] D0(x)
2
+π(2).
Therefore
limsup
D→0
λ1
(
π(x)
)
 π(2).
Letting  → 0, we obtain
limsup
D→0
λ1
(
π(x)
)
 π(0).
Together with (2.26), we obtain
lim
D→0λ1
(
π(x)
)= π(0).
To prove the second conclusion we look at (2.27) again. Let K1 = maxx∈[0,1] | α0(x)D0(x) | and K2 =
minx∈[0,1] | α0(x)D0(x) |. Then
λ1
(
π(x)
)
 maxx∈[0,1] D(x)
2
∫ 2
 e
K2αx/D dx∫ 
0 e
K1αx/D dx
+π(2)
 maxx∈[0,1] D(x)
2
K1
K2
e2K2α/D − eK2α/D
eK1α/D − 1 +π(2).
It follows that
limsup
α→−∞
λ1
(
π(x)
)
 π(2).
Letting  → 0 we obtain
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α→−∞
λ1
(
π(x)
)
 π(0).
In view of (2.26) we obtain
lim
α→−∞λ1
(
π(x)
)= π(0). 
Lemma 2.7. Let v∗di be the unique positive solution of (2.8) for i = 1,2. Then
sup
Di(x),αi(x)
1∫
0
eRi(s)v∗di (s)ds → 0 as di → gi(1), i = 1,2. (2.28)
Proof. Multiplying the equation for v∗di by e
Ri(x) and integrating the resultant equation over [0,1] one
readily has
di
1∫
0
eRi(x)v∗di (x)dx =
1∫
0
gi
(
e
−k0x−
∫ x
0 e
Ri (s)v∗di (s)ds
)
eRi(x)v∗di (x)dx

1∫
0
gi
(
e
− ∫ x0 eRi (s)v∗di (s)ds)eRi(x)v∗di (x)dx
=
∫ 1
0 e
Ri (x)v∗di (x)dx∫
0
gi
(
e−ξ
)
dξ.
Now suppose up to a subsequence
1∫
0
eRi(s)v∗di (s)ds → κi > 0 as di → gi(1).
We would have
gi(1)κi 
κi∫
0
gi
(
e−ξ
)
dξ < gi(1)κi,
which is impossible. This ﬁnishes the proof of the lemma. 
Theorem 2.8. Let D1(x) ∈ C1([0,1]) be ﬁxed and positive, α1(x) ∈ C1([0,1]) also be ﬁxed. Fix a d1 ∈
(0,−λ(1)1 [−g1(e−k0x)]). Let α2(x) ∈ C1([0,1]) be a ﬁxed nonpositive function. Then there exist two constants
c1, c2 = c2(c1) such that whenever d2 ∈ (c1,−λ(1)1 [−g1(e−k0x)]) and supx∈[0,1] D2(x) c2 , (2.9) holds, and
hence (2.5) has at least one positive solution.
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a positive constant c1 such that if d2 ∈ (c1, g2(1)), one has
sup
D2(x),α2(x)
1∫
0
eR2(x)v∗d2(x)dx< c3.
Now since −g2(e−k0x−
∫ x
0 e
R1(s)v∗d1 (s)ds) is a ﬁxed strictly increasing function, one has by Lemma 2.6,
−λ(2)1
[−g2(e−k0x−∫ x0 eR1(s)v∗d1 (s)ds)]→ g2(1) as max
x∈[0,1] D2(x) → 0.
Thus we can ﬁnd c2 > 0 suﬃciently small such that for maxx∈[0,1] D2(x) < c2 one has
0< d2 < −λ(2)1
[−g2(e−k0x−∫ x0 eR1(s)v∗d1 (s)ds)].
On the other hand, we have
0< d1 = −λ(1)1
[−g1(e−k0x−c3)]< −λ(1)1 [−g1(e−k0x−
∫ x
0 e
R2(s)v∗d2 (s)ds
)]
.
The proof is complete. 
Theorem 2.9. Let D1(x) ∈ C1([0,1]) be ﬁxed and positive, α1(x) ∈ C1([0,1]) also be ﬁxed. Fix a d1 ∈
(0,−λ(1)1 [−g1(e−k0x)]). Let D2(x) ∈ C1([0,1]) be a ﬁxed positive function and α2(x) = α2α0(x) with α2 < 0
a parameter and α0(x) ∈ C1([0,1]) be a ﬁxed positive function. Then there exist two constants c1, c2 = c2(c1)
such that whenever d2 ∈ (c1,−λ(1)1 [−g1(e−k0x)]) and α2 < −c2 , (2.9) holds, and hence (2.5) has at least one
positive solution.
Proof. Let c3 be the unique constant such that d1 = −λ(1)1 [−g1(e−k0x−c3 )]. By Lemma 2.7, we can ﬁnd
a positive constant c1 such that if d2 ∈ (c1, g2(1)), one has
sup
D2(x),α2(x)
1∫
0
eR2(x)v∗d2(x)dx< c3.
Now since −g2(e−k0x−
∫ x
0 e
R1(s)v∗d1 (s)ds) is a ﬁxed strictly increasing function, one has by Lemma 2.6,
−λ(2)1
[−g2(e−k0x−∫ x0 eR1(s)v∗d1 (s)ds)]→ g2(1) as α2 → −∞.
Thus we can ﬁnd c2 > 0 suﬃciently large such that for α2 < −c2 one has
0< d2 < −λ(2)1
[−g2(e−k0x−∫ x0 eR1(s)v∗d1 (s)ds)].
On the other hand, we have
0< d1 = −λ(1)1
[−g1(e−k0x−c3)]< −λ(1)1 [−g1(e−k0x−
∫ x
0 e
R2(s)v∗d2 (s)ds
)]
.
The proof is complete. 
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In this section, we consider the positive steady-state solutions of (1.8)–(1.10) (n = 3). That is we
study the positive solutions of the system
⎧⎪⎪⎨
⎪⎪⎩
−D1v ′′1 − α1v ′1 =
[
g1
(
I(x)
)− d1]v1, 0< x< 1,
−D2v ′′2 − α2v ′2 =
[
g2
(
I(x)
)− d2]v2, 0< x< 1,
−D3v ′′3 − α3v ′3 =
[
g3
(
I(x)
)− d3]v3, 0< x< 1,
v ′i(0) = v ′i(1) = 0, i = 1,2,3,
(3.1)
where
I(x) = e−k0x exp
(
−
x∫
0
[
v1(y)e
(α1/D1)y + v2(y)e(α2/D2)y + v3(y)e(α3/D3)y
]
dy
)
. (3.2)
We ﬁrst ﬁnd a necessary condition for (3.1) to have a positive solution. For that, we denote by
λ
(i)
1 (Ψ ), i = 1,2,3 the principal eigenvalue of the eigenvalue problem{−Diφ′′ − αiφ′ +Ψ (x)φ = λφ, 0< x< 1,
φ′(0) = φ′(1) = 0.
It is well known (see [2]) that λ(i)1 (Ψ ) is a continuous function of Ψ in C([0,1]) and λ(i)1 (Ψ1) 
λ
(i)
1 (Ψ2) for Ψ1  Ψ2 and equality holds only if Ψ1 ≡ Ψ2.
Deﬁne
d∗i = −λ(i)1
(−gi(e−k0x)), i = 1,2,3. (3.3)
Then if (3.1) has a positive solution (v1, v2, v3), we have
−di = −λ(i)1
(
gi
(
I(x)
)) ∈ (−d∗i ,0).
We thus obtain a necessary condition for (3.1) to have a positive solution:
di ∈
(
0,d∗i
)
, i = 1,2,3. (3.4)
However, for a particular triple di ∈ (0,d∗i ), i = 1,2,3, (3.1) does not always has a positive solution
for all diffusion coeﬃcients Di , i = 1,2,3. This point can be seen from the following theorem.
Theorem 3.1.
(i) If there is an i ∈ {1,2,3} such that di >
∫ 1
0 gi(e
−k0x)dx, then there exists a constant D > 0, such that if
min{D1, D2, D3} D then (3.1) has only the trivial solution.
(ii) If di ∈ (0,
∫ 1
0 gi(e
−k0x)dx] for all i = 1,2,3, then there exists a positive constant D such that if
min{D1, D2, D3} D, (3.1) has no positive solution except possibly when the following exceptional situ-
ation occurs: there exists a constant c  0 such that
c1 = c2 = c3 = c,
where ci is uniquely determined by
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1∫
0
gi
(
e−(k0+ci)x
)
dx. (3.5)
Proof. Denote by (v1D , v2D , v3D) ∈ C([0,1]) × C([0,1]) × C([0,1]) a positive solution of (3.1) with
D = (D1, D2, D3). Suppose there is a sequence of D = (D1, D2, D3), say Dn = (D1n, D2n, D3n), such
that min{D1n, D2n, D3n} → ∞ and that (3.1) has a positive solution with D = Dn . Set vin = viDn and
v˜ in = vin/‖vin‖∞, i = 1,2,3. Then we have
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−v˜ ′′1n −
α1
D1n
v˜ ′1n =
1
D1n
[
g1
(
In(x)
)− d1]v˜1n,
−v˜ ′′2n −
α2
D2n
v˜ ′2n =
1
D2n
[
g2
(
In(x)
)− d2]v˜2n,
−v˜ ′′3n −
α3
D3n
v˜ ′3n =
1
D3n
[
g3
(
In(x)
)− d3]v˜3n,(
v˜ ′1n, v˜ ′2n, v˜ ′3n
)
(0) = (v˜ ′1n, v˜ ′2n, v˜ ′3n)(1) = 0,
(3.6)
where
In(x) = e−k0x−
∫ x
0 [‖v1n‖∞ v˜1n(s)e(α1/D1n)s+‖v2n‖∞ v˜2n(s)e(α2/D2n)s+‖v3n‖∞ v˜3n(s)e(α3/D3n)s]ds. (3.7)
The right-hand side of the equations in (3.6) is clearly bounded. By the standard elliptic regularity
and Sobolev embedding, subject to a subsequence, v˜ in → vi0 in C1([0,1]) and
v ′i0(x) = limn→∞ v
′
in(x) = limn→∞
(
− 1
Din
x∫
0
[
gi
(
In(s)
)− di]v˜ in(s)ds − αi
Din
v˜ in(x)
)
= 0, i = 1,2,3.
Hence v˜ in → 1 in C1([0,1]), i = 1,2,3.
Now multiplying the equation for v˜ in by e(αi/Din)x and integrating over [0,1] we deduce
1∫
0
gi
(
e−k0x−
∫ x
0 [v1n(s)e(α1/D1n)s+v2n(s)e(α2/D2n)s+v3n(s)e(α3/D3n)s]ds)v˜ in(x)e(αi/Din)x dx
= di
1∫
0
v˜ in(x)e
(αi/Din)x dx. (3.8)
From (3.8) we have
di
1∫
0
v˜ in(x)e
(αi/Din)x dx
1∫
0
gi
(
e−‖vin‖∞ v˜ in(s)e(αi/Din)s]ds
)
v˜ in(x)e
(αi/Din)x dx. (3.9)
We claim ‖vin‖∞ is bounded away from ∞ for each i = 1,2,3. Otherwise, subject to a subse-
quence, one can let n → ∞ in (3.9) and deduce di  0, which is impossible. Hence we can assume,
subject to a subsequence ‖vin‖∞ → τi ∈ [0,∞) as n → ∞.
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di =
1∫
0
gi
(
e−(k0+ci)x
)
dx, i = 1,2,3, (3.10)
where v jn → τ j ∈ [0,∞), j = 1,2,3, and ci = τ1 + τ2 + τ3, i = 1,2,3.
From the above discussion, conclusion (ii) of the theorem follows readily. From (3.10), we have
di 
∫ 1
0 gi(e
−k0x)dx and hence conclusion (i) of the theorem also follows. 
From Theorem 3.1 we ﬁnd that when the diffusion coeﬃcients are very large, the phytoplankton
species cannot coexist generically. To see this point more clearly, we look at the widely used nonlin-
earity
gi(I) = mi I
δi + I , i = 1,2,3,
where mi, δi are positive constants. In this case (3.10) becomes
mi
di
ln
(
δi + 1
δi + e−(k0+c)
)
= k0 + c, i = 1,2,3. (3.11)
Clearly (3.11) implies rather severe restrictions on the parameters. For example even under the
restriction δ1 = δ2 = δ3 = δ, we still need
m1
d1
= m2
d2
= m3
d3
to guarantee (3.11).
Remark 3.2. Theorem 3.1 suggests that competitive exclusion may happen when the diffusions of
the system are suﬃciently large. Clearly, a result corresponding to Theorem 3.1 holds also for the
2-species system.
In sharp contrast, when the diffusion coeﬃcients of the system are small, we will prove coexistence
of the three phytoplankton is possible.
For that, we consider the equation, for each i ∈ {1,2,3},
{
−Di v ′′ − αi v ′ =
[
gi
(
e−k0x−
∫ x
0 v(s)e
(αi/Di )s ds
)− di]v, 0< x< 1,
v ′(0) = v ′(1) = 0. (3.12)
From [9] (see [8] for the case αi = 0), (3.12) has a positive solution if and only if di ∈ (0,d∗i ), where d∗i
is deﬁned by (3.3); moreover, the positive solution is unique. We denote by vdi the positive solution
corresponding to di(∈ (0,d∗i )).
By using topological degree argument, we can prove the following
Theorem 3.3. Suppose that
0< d1 < −λ(1)1
[−g1(σd2d3(x))],
0< d2 < −λ(2)1
[−g2(σd1d3(x))],
0< d3 < −λ(3)1
[−g3(σd1d2(x))], (3.13)
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σd2d3(x) = e−k0x−
∫ x
0 [e(α2/D2)y vd2 (y)+e(α3/D3)y vd3 (y)]dy, x ∈ [0,1],
σd1d3(x) = e−k0x−
∫ x
0 [e(α1/D1)y vd1 (y)+e(α3/D3)y vd3 (y)]dy, x ∈ [0,1],
σd1d2(x) = e−k0x−
∫ x
0 [e(α1/D1)y vd1 (y)+e(α2/D2)y vd2 (y)]dy, x ∈ [0,1].
Then (3.1) has at least one positive solution.
The proof of this theorem is rather long, we will do it near the end of the paper (see Section 3).
Unfortunately condition (3.13) is rather implicit. Our next theorem gives a speciﬁc range of parameters
for which (3.13) is satisﬁed.
Theorem 3.4. Suppose α1,α2,α3 ∈ R1 and at least two of the three αi (i = 1,2,3) are nonpositive. Then
there exist suitable (D1, D2, D3) and (d1,d2,d3) such that (3.13) holds, and hence there is at least one positive
solution to (3.1).
The range of (D1, D2, D3) and (d1,d2,d3) where (3.13) holds will become clear in the proof.
Proof of Theorem 3.4. Let α be a nonpositive constant, D be a positive parameter, π(x) be a con-
tinuous, strictly increasing function on [0,1]. Denote by λD(π(x)) the principal eigenvalue of the
eigenvalue problem
{−Dϕ′′ − αϕ′ +π(x)ϕ = λϕ, 0< x< 1,
ϕ′(0) = ϕ′(1) = 0.
By the same technique as used in the proof of Theorem 3.6 of [14], we can prove λD(π(x)) is strictly
increasing as a function of D ∈ (0,∞), moreover,
lim
D→0λD
(
π(x)
)= π(0), lim
D→∞λD
(
π(x)
)=
1∫
0
π(x)dx. (3.14)
Consider the equation
{
−Dv ′′ − αv ′ = [g(e−k0x−∫ x0 v(s)e(α/D)s ds)− d]v, 0< x< 1,
v ′(0) = v ′(1) = 0, (3.15)
where g satisﬁes the conditions for gi , i = 1,2,3 in (1.4).
By Theorem 3.1 of [14], d ∈ (0,−λD(−g(e−k0x))) is a necessary and suﬃcient condition for (3.15)
to have a positive solution vD,d , moreover the positive solution is unique. Clearly if 0 < d < g(e−k0),
then (3.15) has a unique positive solution for any D ∈ (0,∞) and α ∈ R1.
Multiplying (3.15) by e(α/D)x and integrating the resultant equation over [0,1], we have
d
1∫
0
e(α/D)xv(x)dx =
1∫
0
g
(
e−k0x−
∫ x
0 e
(α/D)s v(s)ds)e(α/D)xv(x)dx

1∫
g
(
e−
∫ x
0 e
(α/D)s v(s)ds)e(α/D)xv(x)dx
0
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∫ 1
0 e
(α/D)xv(x)dx∫
0
g
(
e−s
)
ds C :=
∞∫
0
g
(
e−s
)
ds. (3.16)
Deﬁne
cd = sup
α∈R1,D>0
1∫
0
e(α/D)xvD,α(x)dx. (3.17)
We show that
cd → 0 as d → g(1). (3.18)
Assume (3.18) does not hold. Then there exists Dn > 0,αn ∈ R1 and dn → g(1) such that
1∫
0
vn(x)e
(αn/Dn)x dx → I∗ > 0.
It follows from (3.16) that
g(1)I∗ 
I∗∫
0
g
(
e−s
)
ds = g(e−s∗)I∗ for some s∗ ∈ (0, I∗),
which is impossible.
We are now ready to complete the proof of the theorem. Without loss of generality, we may
assume α2  0, α3  0. We ﬁrst ﬁx D1 > 0 and choose d2 such that
0< d2 < g2(1).
Let cd2 be a constant given by (3.17), but with (D,α,d, g) in (3.15) replaced by (D2,α2,d2, g2).
Choose
d1 ∈
(
0, g1
(
e−k0−cd2
))
.
By (3.17) we have
0< d1 < −λD1
[−g1(e−k0x−∫ x0 vD2,d2 (s)e(α2/D2)s ds)].
Now by (3.14), we have
lim
D2→0
λD2
[−g2(e−k0x−∫ x0 vD1,d1 (s)e(α1/D1)s ds)]= −g2(1).
We can choose D2 suﬃciently small such that
0< d2 < −λD2
[−g2(e−k0x−∫ x0 vD1,d1 (s)e(α1/D1)s ds)].
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0< d1 < −λD1
[−g1(e−k0x−∫ x0 vD2,d2 (s)e(α2/D2)s ds−)],
0< d2 < −λD2
[−g2(e−k0x−∫ x0 vD1,d1 (s)e(α1/D1)s ds−)].
By (3.17) and (3.18), we can choose d3 > 0 such that g3(1)− d3 > 0 is small enough such that
1∫
0
vD3,d3(x)e
(α3/D3)x dx . (3.19)
Hence
0< d1 < −λD1
[−g1(e−k0x−∫ x0 vD2,d2 (s)e(α2/D2)s ds−∫ x0 vD3,d3 (s)e(α3/D3)s ds)], (3.20)
0< d2 < −λD2
[−g2(e−k0x−∫ x0 vD1,d1 (s)e(α1/D1)s ds−∫ x0 vD3,d3 (s)e(α3/D3)sds)]. (3.21)
Finally by (3.14) again, we can choose D3 small enough such that
0< d3 < −λD3
[−g3(e−k0x−∫ x0 vD1,d1 (s)e(α1/D1)s ds−∫ x0 vD2,d2 (s)e(α2/D2)sds)].
Note that (3.17), (3.19) and hence (3.20) and (3.21) are not affected by the choice of D3. The proof is
complete. 
Theorem 3.4 tells us that if at least two of the three species are buoyant, when the death rates
and the turbulence diffusions of the species are suﬃciently small, the three species can coexist in the
same water column.
Theorem 3.5. Suppose D1 , D2 , D3 are ﬁxed. We can choose suitable α1 , α2 , α3 and d1 , d2 , d3 such that (3.13)
holds, and hence there exists at least one positive solution to (3.1).
Proof. Let π(x) be any continuous strictly increasing function on [0,1]. Let λα be the principal eigen-
value of the eigenvalue problem
{−Dϕ′′ − αϕ′ +π(x)ϕ = λϕ, 0< x< 1,
ϕ′(0) = ϕ′(1) = 0.
By the same technique as in the proof of Theorem 3.2 of [14], λα(π(x)) is strictly increasing as a
function of α ∈ (−∞,∞), moreover,
lim
α→−∞λα
(
π(x)
)= π(0), lim
α→∞λα
(
π(x)
)= π(1). (3.22)
We also have the same cd as in (3.17) with cd independent of α ∈ R1, D > 0:
cd = sup
α∈R1,D>0
1∫
0
e(α/D)xv(x)dx
and
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We can now begin to choose suitable α1, α2, α3 and d1, d2, d3 such that (3.13) holds. Choose
α2 and d1 such that 0 < d1 < g1(e−k0). Let cd1 be a constant chosen according to (3.17). Choose
d2 ∈ (0, g2(e−k0−cd1 )). Now we can choose α1 suﬃciently negative to ensure
0< d1 < −λα1
[−g1(e−k0x−∫ x0 vα2,d2 (s)e(α2/D2)s ds)],
0< d2 < −λα2
[−g2(e−k0x−∫ x0 vα1,d1 (s)e(α1/D1)s ds)].
Choose  > 0 such that
0< d1 < −λα1
[−g1(e−k0x−∫ x0 vα2,d2 (s)e(α2/D2)s ds−)],
0< d2 < −λα2
[−g2(e−k0x−∫ x0 vα1,d1 (s)e(α1/D1)s ds−)]. (3.23)
Choose d3 > 0 such that g3(1) − d3 > 0 is small enough such that
1∫
0
vα3,d3(s)e
(α3/D3)s ds . (3.24)
By (3.23) and (3.24) we have
0< d1 < −λα1
[−g1(e−k0x−∫ x0 vα2,d2 (s)e(α2/D2)s ds−∫ x0 vα3,d3 (s)e(α3/D3)s ds)],
0< d2 < −λα2
[−g(e−k0x−∫ x0 vα1,d1 (s)e(α1/D1)s ds−∫ x0 vα3,d3 (s)e(α3/D3)s ds)]. (3.25)
Finally choose α3 negative enough such that
0< d3 < −λα3
[−g(e−k0x−∫ x0 vα1,d1 (s)e(α1/D1)s ds−∫ x0 vα2,d2 (s)e(α2/D2)s ds)]. (3.26)
Note that (3.25) still holds. The proof is complete. 
Remark 3.6. In Theorem 3.4, we assume there is at least two of the three αi , i = 1,2,3, are nonposi-
tive. We guess it is purely technical. It would be interesting to ﬁnd conditions that do not require the
signs of these αis.
4. The proof of Theorem 3.3
In this section, we use topological degree (ﬁxed point index) theory to prove Theorem 3.3. Similar
techniques have been used in [4] and [5] in treating classic competition or predator–prey systems.
Here we need some a prior estimates speciﬁc to our nonlocal problem.
We begin by proving the following boundedness lemma.
Lemma 4.1. Let t ∈ [0,1]. Fix d = (d1,d2,d3), di ∈ (0,d∗i ) (i = 1,2,3). Suppose that (v1, v2, v3) is a non-
negative solution of
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⎪⎪⎩
−D1v ′′1 − α1v ′1 + d∗1v1 = t
[
g1
(
I(x)
)+ d∗1 − d1]v1, 0< x< 1,
−D2v ′′2 − α2v ′2 + d∗2v2 = t
[
g2
(
I(x)
)+ d∗2 − d2]v2, 0< x< 1,
−D3v ′′3 − α3v ′3 + d∗3v3 = t
[
g3
(
I(x)
)+ d∗3 − d3]v3, 0< x< 1,(
v ′1, v ′2, v ′3
)
(0) = (v ′1, v ′2, v ′3)(1) = (0,0,0).
(4.1)
Then there exists a constant B = Bd dependent on d, but independent of t such that
‖v1‖∞ + ‖v2‖∞ + ‖v3‖∞  Bd.
Proof. Argue indirectly. Assume (v1n, v2n, v3n) is a sequence of nonnegative solutions to (4.1) with
t = tn satisfying
‖v1n‖∞ + ‖v2n‖∞ + ‖v3n‖∞ → ∞ as n → ∞.
Without loss of generality, we assume ‖v1n‖∞ → ∞ as n → ∞. Setting v˜1n := v1n/‖v1n‖∞ , we have
{−D1 v˜ ′′1n − α1 v˜ ′1n + d∗1 v˜1n = tn[g1(In(x))+ d∗1 − d1]v˜1n,
v˜ ′1n(0) = v˜ ′1n(1) = 0,
where
In(x) = exp
(
−k0x−
x∫
0
[
e(α1/D1)y v1n(y)+ e(α2/D2)y v2n(y)+ e(α3/D3)y v3n(y)
]
dy
)
.
Note that [g1(In(x)) + d∗1 − d1]v˜1n is bounded in C([0,1]) with respect to n. By the standard elliptic
regularity and Sobolev embedding theorems, subject to a subsequence, v˜1n → v0 in C1([0,1]). We
may also assume g1(In) → g0 weakly in L2([0,1]) and tn → t0 ∈ [0,1]. Then v0 satisﬁes
{−D1v ′′0 − α1v ′0 + d∗1v0 = t0[g0(x) + d∗1 − d1]v0,
v ′0(0) = v ′0(1) = 0, v0(x) 0, ‖v0‖∞ = 1.
By the strong maximum principle we have
v0(x) > 0 in [0,1],
and hence
v1n(x) = ‖v1n‖∞ v˜1n(x) → ∞ uniformly in [0,1].
Thus
g0(x) = lim
n→∞ g1
(
e−k0x−
∫ x
0 [e(α1/D1)y v1n(y)+e(α2/D2)y v2n(y)+e(α3/D3)y v3n(y)]dy)= 0.
Therefore
{−D1v ′′0 − α1v ′0 + d∗1v0 = t0[d∗1 − d1]v0,
v ′ (0) = v ′ (1) = 0, v (x) > 0, ‖v ‖ = 1.0 0 0 0 ∞
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t0
[
d∗1 − d1
]= λ(1)1 (d∗1)= d∗1.
From d1 ∈ (0,d∗1) we then have
t0 = d
∗
1
d∗1 − d1
> 1,
a contradiction. The contradiction ﬁnishes the proof. 
Let
K = {v ∈ C([0,1]): v(x) 0 in [0,1]},
E = C([0,1])× C([0,1])× C([0,1]) and C = K × K × K .
Clearly K is a cone in C([0,1]).
Let Li (i = 1,2,3) be the solution operator of
−Di v ′′ − αi v ′ + d∗i v = f i(x)
(
f i ∈ C
([0,1])), v ′(0) = v ′(1) = 0;
Gi(di, v1, v2, v3) (i = 1,2,3) be the operator deﬁned by
Gi(di, v1, v2, v3) =
[
gi(I)+ d∗i − di
]
vi .
Let
Ω = {(v1, v2, v3) ∈ C : ‖v1‖ + ‖v2‖ + ‖v3‖ Bd + 1}.
Deﬁne the operator A :Ω → E by
A(v1, v2, v3) =
(
A1(v1, v2, v3), A2(v1, v2, v3), A3(v1, v2, v3)
)
for any (v1, v2, v3) ∈ C,
where
Ai(v1, v2, v3) = Li ◦ Gi(di, v1, v2, v3), i = 1,2,3.
Then it is easy to see that (v1, v2, v3) solves (3.1) if and only if it is a ﬁxed point of A. Clearly
A :Ω → C is a completely continuous operator. Its derivative operator at v = (v1, v2, v3) is
A′i(v)h = Li ◦ G ′i(v)h (i = 1,2,3), h = (h1,h2,h3)T ,
where (h1,h2,h3)T denotes the transpose of the row matrix (h1,h2,h3) and
⎧⎪⎪⎨
⎪⎪⎩
G ′iv j (v)h = δi j
(
gi
(
I(x)
)+ d∗i − di)h j − g′i(I(x))I(x)vi
x∫
0
3∑
j=1
e(α j/D j)yh j(y)dy,
h′j(0) = h′j(1) = 0, i, j = 1,2,3,
where δi j = 1, for i = j; δi j = 0, for i = j.
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Lemma 4.2.
degC (I − A,Ω,0) = 1. (4.2)
Proof. In fact, for t ∈ [0,1], (v1, v2, v3) = t A(v1, v2, v3), ((v1, v2, v3) ∈ Ω¯) is equivalent to
⎧⎪⎪⎨
⎪⎪⎩
−D1v ′′1 − α1v ′1 + d∗1v1 = t
[
g1
(
I(x)
)+ d∗1 − d1]v1, 0< x< 1,
−D2v ′′2 − α2v ′2 + d∗2v2 = t
[
g2
(
I(x)
)+ d∗2 − d2]v2, 0< x< 1,
−D3v ′′3 − α3v ′3 + d∗3v3 = t
[
g3
(
I(x)
)+ d∗3 − d3]v3, 0< x< 1,(
v ′1, v ′2, v ′3
)
(0) = (v ′1, v ′2, v ′3)(1) = (0,0,0).
(4.3)
By Lemma 4.1, there is no nonnegative solution of (4.3) satisfying
‖v1‖ + ‖v2‖ + ‖v3‖ = Bd + 1. (4.4)
This implies for any (v1, v2, v3) satisfying (4.4), t ∈ [0,1], we have
v = t Av.
By the homotopic invariant property of the topological degree, we have
degC (I − A,Ω,0) = degC (I,Ω,0) = 1. 
We need a lemma from [4].
Lemma 4.3. Let E1 , E2 be ordered Banach spaces with positive cones C1 , C2 , respectively, E = E1 × E2 and
C = C1 × C2 . Let D be an open set in C containing 0 and Si : D¯ → Ci be completely continuous operators,
i = 1,2. Denote by (u, v) a general element in C with u ∈ C1 , v ∈ C2 and S(u, v) = (S1(u, v), S2(u, v)),
C2(ε) = {v ∈ C2: ‖v‖E2 < ε}. Suppose U ⊂ C1 ∩ D is relatively open and bounded, and
S1(u,0) = u for u ∈ ∂U , S2(u,0) ≡ 0 for u ∈ U¯ .
Suppose S2 : D → C2 extends to a continuously differentiable mapping of a neighborhood of D into E2 , C2–C2
is dense in E2 and Σ = {u ∈ U : u = S1(u,0)}. Then the following conclusions are true:
(i) degC (I − S,U × C2(ε),0) = 0 for ε > 0 small, if for any u ∈ Σ , the spectral radius r(S ′2(u,0)|C2 ) > 1
and 1 is not an eigenvalue of S ′2(u,0)|C2 corresponding to a positive eigenvector;
(ii) degC (I − S,U × C2(ε),0) = degC1 (I − S1|C1 ,U ,0) for ε > 0 small, if for any u ∈ Σ , r(S ′2(u,0)|C2 ) < 1.
By the strong maximum principle, nonnegative solutions of (3.1) can be classiﬁed into three
classes:
(I) The unique trivial solution (v1, v2, v3) = (0,0,0), which exists for all d1, d2 and d3.
(II) Three semitrivial solutions (v1, v2, v3) = (vd1 ,0,0) for d1 ∈ (0,d∗1), (v1, v2, v3) = (0, vd2 ,0) for
d2 ∈ (0,d∗2) and (v1, v2, v3) = (0,0, vd3 ) for d3 ∈ (0,d∗3).
(III) Semitrivial solutions of (3.1) which have exactly one component identically zero.
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problem
A′(v1,0,0)(h1,h2,h3)
T = ξ(h1,h2,h3)T . (4.5)
Namely we want to ﬁnd (h1,h2,h3) = (0,0,0) such that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−D1h′′1 − α1h′1 +
(
1− ξ−1)d∗1h1 = ξ−1[g1(σ1(x))− d1]h1
−ξ−1g′1
(
σ1(x)
)
σ1(x)v1(x)
x∫
0
3∑
j=1
e(α j/D j)yh j(y)dy, x ∈ (0,1),
−D2h′′2 − α2h′2 +
(
1− ξ−1)d∗2h2 = ξ−1[g2(σ1(x))− d2]h2, x ∈ (0,1),
−D3h′′3 − α3h′3 +
(
1− ξ−1)d∗3h3 = ξ−1[g3(σ1(x))− d3]h3, x ∈ (0,1),
h′1 = h′2 = h′3 = 0, x = 0,1,
(4.6)
where
σi(x) = e−k0x−
∫ x
0 e
(αi/Di )y vi(y)dy, i = 1,2,3.
For later use, we need to calculate ξ . First we ﬁnd the condition needed for ξ = 1. That is we need
to solve
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
−D1h′′1 − α1h′1 =
[
g1
(
σ1(x)
)− d1]h1
−g′1
(
σ1(x)
)
σ1(x)v1(x)
x∫
0
3∑
j=1
e(α j/D j)yh j(y)dy, x ∈ (0,1),
−D2h′′2 − α2h′2 =
[
g2
(
σ1(x)
)− d2]h2, x ∈ (0,1),
−D3h′′3 − α3h′3 =
[
g3
(
σ1(x)
)− d3]h3, x ∈ (0,1),
h′1 = h′2 = h′3 = 0, x = 0,1.
(4.7)
For this we need the following lemma:
Lemma 4.4. Let i ∈ {1,2,3}, h ∈ C2([0,1]) satisfy
⎧⎪⎪⎨
⎪⎪⎩
−Dih′′ − αih′ =
[
gi
(
σi(x)
)− di]h − g′i(σi(x))σi(x)vi(x)
x∫
0
e(αi/Di)yh(y)dy,
h′(0) = h′(1) = 0.
(4.8)
Then h ≡ 0.
Proof. Argue indirectly. Assume that h ≡ 0. We claim h(0) = 0. Otherwise h(0) = 0. Set ξ =∫ x
0 e
(αi/Di)yh(y)dy, η = h′ . Then (h, ξ,η) is a solution of the linear ODE system
⎧⎪⎨
⎪⎩
h′ = η, 0< x< 1,
ξ ′ = e(αi/Di)xh, 0< x< 1,
η′ = D−1[−αiη − [gi(σi(x))− di]h + g′i(σi(x))σi(x)vi(x)ξ], 0< x< 1,
(h(0), ξ(0),η(0)) = (0,0,0).
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h ≡ 0. This proves our claim that h(0) = 0. Without loss of generality, we assume h(0) > 0. We next
claim that h(x) changes sign in (0,1). Otherwise, h(x) > 0 in [0,1). Multiplying the ﬁrst equation in
(4.8) by e(αi/Di)xvi(x) and integrating it over [0,1], we obtain
1∫
0
g′i
(
σi(x)
)
σi(x)v
2
i (x)e
(αi/Di)x
x∫
0
e(αi/Di)yh(y)dy dx = 0.
This is impossible since the integrand function is clearly nonnegative and not identically zero in [0,1]
and henceforth the integral should be positive. Hence h(x) changes sign in (0,1). Let x0 be the ﬁrst
zero of h. Then h(x0) = 0, h(x) > 0 for x ∈ [0, x0). We want to reach a contradiction.
Consider now the eigenvalue problem
−Diφ′′ − αiφ′ =
[
gi
(
σi(x)
)− di]φ + λφ in (0, x0), φ′(0) = φ(x0) = 0. (4.9)
We show the ﬁrst eigenvalue λ1 of this problem is positive. Let φ1 be a positive eigenfunction cor-
responding to λ1. Multiplying the ﬁrst equation in (4.9) (with λ = λ1, φ = φ1) by e(αi/Di)xvi and
integrating it over [0, x0], we obtain
x0∫
0
[
gi(σi)− di
]
e(αi/Di)xviφ1 + λ1
x0∫
0
e(αi/Di)xviφ1
= −Di
x0∫
0
e(αi/Di)xviφ
′′
1 − αi
x0∫
0
e(αi/Di)xviφ
′
1
= −Die(αi/Di)xvi(x)φ′1(x)|x00 + Di
x0∫
0
e(αi/Di)xv ′iφ
′
1
= −Die(αi/Di)x0 vi(x0)φ′1(x0)− Di
x0∫
0
e(αi/Di)xv ′′i φ1 − αi
x0∫
0
e(αi/Di)xv ′iφ1
> −Di
x0∫
0
e(αi/Di)xv ′′i φ1 − αi
x0∫
0
e(αi/Di)xv ′iφ1
=
x0∫
0
[
gi(σi)− di
]
e(αi/Di)xviφ1,
since by Hopf’s lemma we have φ′1(x0) < 0. It follows that λ1
∫ x0
0 e
(αi/Di)xviφ1 > 0. Hence λ1 > 0.
Now multiply the ﬁrst equation in (4.9) (with φ = φ1, λ = λ1) by e(αi/Di)xh and integrate over
[0, x0]. It follows from the equation for h and the boundary conditions for h and φ1 that
x0∫ [
gi(σi)− di
]
e(αi/Di)xhφ1 + λ1
x0∫
e(αi/Di)xhφ10 0
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x0∫
0
e(αi/Di)xhφ′′1 − αi
x0∫
0
e(αi/Di)xhφ′1
= −Di
x0∫
0
e(αi/Di)xh′′φ1 − αi
x0∫
0
e(αi/Di)xh′φ1 + Die(αi/Di)x
[
h′(x)φ1(x)− h(x)φ′1(x)
]∣∣x0
0
= −Di
x0∫
0
e(αi/Di)xh′′φ1 − αi
x0∫
0
e(αi/Di)xh′φ1
=
x0∫
0
[
gi(σi)− di
]
e(αi/Di)xhφ1 −
x0∫
0
[
g′i
(
σi(x)
)
σi(x)vi(x)
x∫
0
e(αi/Di)yh(y)dy
]
e(αi/Di)xφ1 dx.
Consequently,
λ1
x0∫
0
e(αi/Di)xh(x)φ1(x)dx = −
x0∫
0
[
g′i
(
σi(x)
)
σi(x)vi(x)
x∫
0
e(αi/Di)yh(y)dy
]
e(αi/Di)xφ1(x)dx.
This is impossible since the left-hand side of this identity is positive while the right-hand side is at
least nonpositive. This contradiction completes the proof of the lemma. 
Denote by vdi (0< di < d
∗
i , i = 1,2,3) the unique positive solution of the problem
{
−Di v ′′ − αi v ′ =
[
gi
(
e−k0x−
∫ x
0 e
(αi/Di )y v(y)dy
)− di]v, 0< x< 1,
v ′(0) = v ′(1) = 0. (4.10)
Let
σdi (x) = e−k0x−
∫ x
0 e
(αi/Di )y vdi (y)dy, i = 1,2,3.
Then it is clear that
⎧⎪⎨
⎪⎩
0< −λ(i)1
[−gi(σd1(x))]< −λ(i)1 [−gi(e−k0x)]= d∗i (i = 2,3),
0< −λ( j)1
[−g j(σd2(x))]< −λ( j)1 [−g j(e−k0x)]= d∗j ( j = 1,3),
0< −λ(k)1
[−gk(σd3(x))]< −λ(k)1 [−gk(e−k0x)]= d∗k (k = 1,2).
Lemma 4.5. Suppose d1 ∈ (0,d∗1), d2 ∈ (0,d∗2), d3 ∈ (0,d∗3),
di = −λ(i)1
[−gi(σd1(x))] (i = 2,3),
d j = −λ( j)1
[−g j(σd2(x))] ( j = 1,3),
dk = −λ(k)1
[−gk(σd3(x))] (k = 1,2).
Then (vd1 ,0,0), (0, vd2 ,0), (0,0, vd3 ) are all isolated solutions of (3.1) and
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(
A, (vd1 ,0,0)
)=
{
0, if d2 ∈ (0,−λ(2)1 [−g2(σd1(x))]) or d3 ∈ (0,−λ(3)1 [−g3(σd1(x))]),
1, if d2 ∈ (−λ(2)1 [−g2(σd1(x))],d∗2) and d3 ∈ (−λ(3)1 [−g3(σd1(x))],d∗3);
indexC
(
A, (0, vd2 ,0)
)=
{
0, if d1 ∈ (0,−λ(1)1 [−g1(σd2(x))]) or d3 ∈ (0,−λ(3)1 [−g3(σd2(x))]),
1, if d1 ∈ (−λ(1)1 [−g1(σd2(x))],d∗1) and d3 ∈ (−λ(3)1 [−g3(σd2(x))],d∗3);
indexC
(
A, (0,0, vd3)
)=
{
0, if d1 ∈ (0,−λ(1)1 [−g1(σd3(x))]) or d2 ∈ (0,−λ(2)1 [−g2(σd3(x))]),
1, if d1 ∈ (−λ(1)1 [−g1(σd3(x))],d∗1) and d2 ∈ (−λ(2)1 [−g2(σd3(x))],d∗2).
Proof. We only prove the conclusion holds for (vd1 ,0,0). The proofs for (0, vd2 ,0) and (0,0, vd3 )
are similar. Suppose that (vd1 ,0,0) is not an isolated solution, then there exists a sequence{(v1n, v2n, v3n)} of nonnegative solutions for (3.1), such that (v1n, v2n, v3n) → (vd1 ,0,0) as n → ∞. As
(vd1 ,0,0) is the unique type II solution of (3.1) with the second and the third components identically
zero, we may assume that ‖v2n‖∞ > 0 (or ‖v3n‖∞ > 0).
Set v˜2n = v2n‖v2n‖∞ . We then have
{−D2 v˜ ′′2n − α2 v˜ ′2n = [g2(In(x))− d2]v˜2n, 0< x< 1,
v˜ ′2n(0) = v˜ ′2n(1) = 0, 0< v˜2n  1, ‖v˜2n‖∞ = 1,
(4.11)
where
In(x) = exp
(
−k0x−
x∫
0
[
e(α1/D1)y v1n(y) + e(α2/D2 y v2n(y)+ e(α3/D3)y v3n(y)
]
dy
)
.
The right-hand side of (4.11) is bounded. By the standard Lp theory of elliptic regularity and Sobolev
embedding theorems, we may assume, by passing to a subsequence, v˜2n → v0 in C1([0,1]). Moreover,
v0 satisﬁes
{
−D2v ′′0 − α2v ′0 =
[
g2
(
e−k0x−
∫ x
0 e
(α1/D1)y vd1 (y)dy
)− d2]v0, 0< x< 1,
v ′0(0) = v ′0(1) = 0, 0 v0  1, ‖v0‖∞ = 1.
By the strong maximum principle v0 > 0 in [0,1]. Hence d2 = −λ(2)1 [−g2(σd1 (x))], a contradiction.
Thus (vd1 ,0,0) is an isolated solution.
By Lemma 4.4, it is easy to check that
⎧⎨
⎩
−D2h′′2 − α2h′2 +
(
1− ξ−1)d∗2h2 = ξ−1[g2(σ1(x))− d2]h2, x ∈ (0,1),
−D3h′′3 − α3h′3 +
(
1− ξ−1)d∗3h3 = ξ−1[g3(σ1(x))− d3]h3, x ∈ (0,1),
h′2 = h′3 = 0, x = 0,1
(4.12)
has an eigenvalue ξ > 1 if and only if
d2 ∈
(
0,−λ(2)1
[−g2(σd1(x))]) or d3 ∈ (0,−λ(3)1 [−g3(σd1(x))]);
and (4.12) has the eigenvalue ξ < 1 if and only if
d2 ∈
(−λ(2)1 [−g2(σd1(x))],d∗2) and d3 ∈ (−λ(3)1 [−g3(σd1(x))],d∗3).
Now a use of Theorem 1 in [3] completes the proof of this lemma. 
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For i = 1,2,3, we denote by Ti the set of semitrivial solutions which have the ith component zero
and the other two components positive.
For simplicity, we also write w0 = (0,0,0), w1 = (vd1 ,0,0), w2 = (0, vd2 ,0), w3 = (0,0, vd3 ). Then
evidently the set
M =
(
3⋃
i=1
Ti
)
∪
(
3⋃
i=0
{wi}
)
contains all the nonnegative solutions of (3.1) which are not positive.
Lemma 4.6. T1 is a compact set in C if w2 and w3 are both isolated in Ω; T2 is a compact set in C if w3 and
w1 are both isolated in Ω; T3 is a compact set in C if w1 and w2 are both isolated in Ω .
Proof. We only give the proof for T3, the cases for T1 and T2 are similar.
We ﬁrst prove that w0 = (0,0,0) is isolated. Otherwise, let {(v1n, v2n, v3n)} be a sequence of
nonnegative solutions of (3.1) that converges to (0,0,0). Then, by choosing a subsequence, we may
assume that v1n > 0 for all n = 1,2, . . . . Set v˜1n = v1n/‖v1n‖∞ . Then v˜1n satisﬁes{−D1 v˜ ′′1n − α1 v˜ ′1n = [g1(In(x))− d1]v˜1n,
v˜ ′1n(0) = v˜ ′1n(1) = 0,
(4.13)
where
In(x) = e−k0x exp
(
−
x∫
0
[
e(α1/D1)y v1n(y)+ e(α2/D2)y v2n(y)+ e(α3/D3)y v3n(y)
]
dy
)
.
Clearly g1(In(x)) → g1(e−k0x) in L2([0,1]). The right-hand side of (4.13) is bounded. Thus by ellip-
tic regularity we may assume, by passing to a subsequence, that v˜1n → v0 in C1([0,1]). Moreover v0
satisﬁes {−D1v ′′0 − α1v ′0 = [g1(e−k0x)− d1]v0,
v ′0(0) = v ′0(1) = 0, 0 v0  1, ‖v0‖∞ = 1.
By the strong maximum principle, we have v0(x) > 0 for x ∈ [0,1]. This implies
d1 = −λ(1)1
[−g1(e−k0x)]= d∗1,
contradicting to d1 ∈ (0,d∗1). Hence w0 = (0,0,0) is isolated.
Now suppose w1 and w2 are also isolated. Let (v1n, v2n,0) ∈ T3. By Lemma 4.1, {(v1n, v2n,0) ∈
T3} is precompact. Subject to a subsequence, we may assume (v1n, v2n,0) → (v1, v2,0). Now that
w0,w1,w2 are all isolated, hence v1 ≡ 0, v2 ≡ 0. By the strong maximum principle v1 > 0, v2 > 0.
Hence (v1, v2,0) ∈ T3. Thus T3 is compact. 
Let E1 = C([0,1])×C([0,1]), E2 = C([0,1]) and E = E1 × E2, C1 = K × K , C2 = K and C = C1 × C2.
Then E is an ordered Banach space with positive cone C .
Deﬁne S :Ω → C by
S
(
(v1, v2), v3
)= (S1((v1, v2), v3), S2((v1, v2), v3))
= ((A1(v1, v2, v3), A2(v1, v2, v3)), A3(v1, v2, v3)).
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(vd1 ,0), (0, vd2 ) /∈ U¯ . Now S1(v1, v2,0) = (v1, v2) with (v1, v2) ∈ U¯ if and only if (v1, v2,0) ∈ T3.
Fix d1 ∈ (0,d∗1), d1 = −λ(1)1 [−g1(σdi (x))] (i = 2,3); d2 ∈ (0,d∗2), d2 = −λ(2)1 [−g2(σd j (x))] ( j = 1,3)
and d3 ∈ (0,d∗3), d3 = −λ(3)1 [−g3(σdk (x))] (k = 1,2), then we have
Lemma 4.7.
degC1(I − S1|C1 ,U ,0)
=
⎧⎪⎨
⎪⎩
1, if d1 ∈ (0,−λ(1)1 [−g1(σd2(x))]) and d2 ∈ (0,−λ(2)1 [−g2(σd1(x))]),
−1, if d1 ∈ (−λ(1)1 [−g1(σd2(x))],d∗1) and d2 ∈ (−λ(2)1 [−g2(σd1(x))],d∗2),
0, if [d1 + λ(1)1 [−g1(σd2(x))]] · [d2 + λ(2)1 [−g2(σd1(x))]] < 0.
Proof. By Theorem 2.1 in [9], (0,0), (vd1 ,0) and (0, vd2 ) are the only semitrivial solutions to the
equation in C1:
⎧⎨
⎩
−D1v ′′1 − α1v ′1 =
[
g1
(
σ12(x)
)− d1]v1, 0< x< 1,
−D2v ′′2 − α2v ′2 =
[
g2
(
σ12(x)
)− d2]v2, 0< x< 1,
v ′i(0) = v ′i(1) = 0, i = 1,2,
(4.14)
where σ12(x) = exp(−k0x −
∫ x
0 [e(α1/D1)y v1(y) + e(α2/D2)y v2(y)]dy). Now choose neighborhoods U0,
U1, U2 of (0,0), (vd1 ,0), (0, vd2 ) in C1 respectively, such that U¯0, U¯1, U¯2 and U¯ are disjoint. It is
clear that (4.14) does not have any nonnegative solutions in Ω¯ ∩ C1. Therefore we have
degC1(I − S1|C1 ,Ω ∩ C1,0) = degC1(I − S1|C1 ,U ,0)+
2∑
i=0
degC1(I − S1|C1 ,Ui,0).
It is clear that degC1 (I − S1|C1 ,U0,0) = 0. By Lemma 4.2, degC1 (I − S1|C1 ,Ω ∩ C1,0) = 1. We thus
have
degC1(I − S1|C1 ,U ,0) = 1−
2∑
i=1
degC1(I − S1|C1 ,Ui,0).
A use of Lemma 4.5 then ﬁnishes the proof. 
We call this degree the face index of T3 and denote it by index f (A, T3). This is well deﬁned
because this degree does not depend on the particular choice of the neighborhood U . Thus we
have
index f (A, T3)
=
⎧⎪⎨
⎪⎩
1, if d1 ∈ (0,−λ(1)1 [−g1(σd2(x))]) and d2 ∈ (0,−λ(2)1 [−g2(σd1(x))]),
−1, if d1 ∈ (−λ(1)1 [−g1(σd2(x))],d∗1) and d2 ∈ (−λ(2)1 [−g2(σd1(x))],d∗2),
0, if [d1 + λ(1)1 [−g1(σd2(x))]] · [d2 + λ(2)1 [−g2(σd1(x))]] < 0.
(4.15)
Similarly, we have the results for T1 and T2:
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⎧⎪⎨
⎪⎩
1, if d2 ∈ (0,−λ(2)1 [−g2(σd3(x))]) and d3 ∈ (0,−λ(3)1 [−g3(σd2(x))]),
−1, if d2 ∈ (−λ(2)1 [−g2(σd3(x))],d∗2) and d3 ∈ (−λ(3)1 [−g3(σd2(x))],d∗3),
0, if [d2 + λ(2)1 [−g2(σd3(x))]] · [d3 + λ(3)1 [−g3(σd2(x))]] < 0,
(4.16)
index f (A, T2) =
⎧⎪⎨
⎪⎩
1, if d1 ∈ (0,−λ(1)1 [−g1(σd3(x))]) and d3 ∈ (0,−λ(3)1 [−g3(σd1(x))]),
−1, if d1 ∈ (−λ(1)1 [−g1(σd3(x))],d∗1) and d3 ∈ (−λ(3)1 [−g3(σd1(x))],d∗3),
0, if [d1 + λ(1)1 [−g1(σd3(x))]] · [d3 + λ(3)1 [−g3(σd1(x))]] < 0.
(4.17)
For any (v¯1, v¯2,0) ∈ T3, we can easily show that r(S ′2(v¯1, v¯2,0)|C2 ) > 1 if and only if d3 <
−λ(3)1 [−g3(σ¯ (x))], where
σ¯ (x) = e−k0x−
∫ x
0 [e(α1/D1)y v¯1(y)+e(α2/D2)y v¯2(y)]dy, x ∈ [0,1],
and r(A′2(v¯1, v¯2,0)|C2 ) < 1 if and only if d3 > −λ(3)1 [−g3(σ¯ (x))]. Therefore, by Lemma 4.3, we have
degC
(
I − A,U × C2(ε),0
)=
{
0, if d3 < −λ(3)1 [−g3
(
σ¯ (x)
)], for any (v¯1, v¯2,0) ∈ T3,
index f (A, T3), if d3 > −λ(3)1 [−g3
(
σ¯ (x)
)], for any (v¯1, v¯2,0) ∈ T3.
Since the above degree does not depend on the particular choices of U and ε, we call this degree the
index of T3 and denote it by indexC (A, T3). We can deﬁne indexC (A, T1) and indexC (A, T2) similarly.
So we have
indexC (A, T3) =
{
0, if d3 < −λ(3)1 [−g3
(
σ¯ (x)
)], for any (v¯1, v¯2,0) ∈ T3,
index f (A, T3), if d3 > −λ(3)1 [−g3
(
σ¯ (x)
)], for any (v¯1, v¯2,0) ∈ T3; (4.18)
indexC (A, T2) =
{
0, if d2 < −λ(2)1 [−g2
(
σˆ (x)
)], for any (vˆ1,0, vˆ3) ∈ T2,
index f (A, T2), if d2 > −λ(2)1 [−g2
(
σˆ (x)
)], for any (vˆ1,0, vˆ3) ∈ T2; (4.19)
indexC (A, T1) =
{
0, if d1 < −λ(1)1 [−g1
(
σ˜ (x)
)], for any (0, v˜2, v˜3) ∈ T1,
index f (A, T1), if d1 > −λ(1)1 [−g1
(
σ˜ (x)
)], for any (0, v˜2, v˜3) ∈ T1, (4.20)
where
σˆ (x) = e−k0x−
∫ x
0 [e(α1/D1)y vˆ1(y)+e(α3/D3)y vˆ3(y)]dy,
σ˜ (x) = e−k0x−
∫ x
0 [e(α2/D2)y v˜2(y)+e(α3/D3)y v˜3(y)]dy.
Lemma 4.8. Suppose indexC (A,wi) and indexC (A, Ti) (i = 1,2,3) are well deﬁned, and
3∑
i=1
indexC (A,wi)+
3∑
i=1
indexC (A, Ti) = 1.
Then (3.1) has at least one positive solution.
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( j = 1,2,3) are well deﬁned. Then by the additivity of the degree
degC (I − A,Ω,0) =
3∑
i=0
indexC (A,wi)+
3∑
j=1
indexC (A, T j).
It follows from Lemma 4.2 and indexC (A, (0,0,0)) = 0 that
1=
3∑
i=1
indexC (A,wi)+
3∑
i=1
indexC (A, Ti).
This leads to a contradiction. 
Before going further, we prove an important comparison lemma.
Lemma 4.9. Suppose that vdi (0< di < d
∗
i , i = 1,2,3) is the unique positive solution of (4.10). Then for any
(v1, v2, v3) ∈ T1 ∪ T2 ∪ T3 , we have
x∫
0
e(αi/Di)y vi(y)dy 
x∫
0
e(αi/Di)y vdi (y)dy for any x ∈ [0,1], i = 1,2,3. (4.21)
Proof. We prove the case for i = 1. The proofs for i = 2 and i = 3 are similar. Note that vd1 satisﬁes⎧⎪⎪⎨
⎪⎪⎩
−Di v ′′d1 − α1v ′d1 =
[
g1
(
exp
[
−k0x−
x∫
0
e(α1/D1)y vd1(y)dy
])
− d1
]
vd1 , 0< x< 1,
v ′d1(0) = v ′d1(1) = 0.
For any (v1, v2, v3) ∈ T1 ∪ T2 ∪ T3, v1 satisﬁes⎧⎪⎪⎨
⎪⎪⎩
−D1v ′′1 − α1v ′1 
[
g1
(
exp
[
−k0x−
x∫
0
e(α1/D1)y v1(y)dy
])
− d1
]
v1, 0< x< 1,
v ′1(0) = v ′1(1) = 0.
Choose θ(x) > v1(x) for all x ∈ [0,1]. It is not diﬃculty to prove that the parabolic problem⎧⎪⎪⎨
⎪⎪⎩
vt = D1v ′′ + α1v ′ +
[
g1
(
exp
[
−k0x−
x∫
0
e(α1/D1)y v(y)dy
])
− d1
]
v,
vx(0, t) = vx(1, t) = 0, v(x,0) = θ(x)
(4.22)
has a unique positive solution v(x, t) for all t  0. We may now ﬁnd a small δ > 0 such that v1(x) <
v(x, t) for all x ∈ [0,1] and t ∈ [0, δ). Note that v1(x, t) ≡ v1(x) satisﬁes⎧⎪⎪⎨
⎪⎪⎩
(v1)t  D1(v1)xx + α1(v1)x =
[
g1
(
exp
[
−k0x−
x∫
0
e(α1/D1)y v1(y)dy
])
− d1
]
v1,
(v ) (0, t) = (v ) (1, t) = 0, v (x,0) = v (x).
(4.23)1 x 1 x 1 1
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x∫
0
e(α1/D1)y v1(y)dy <
x∫
0
e(α1/D1)y v(y, t)dy for all t  0 and x ∈ (0,1]. (4.24)
By Theorem 2.2 of [9] we have
lim
t→∞ v(x, t) = vd1(x) uniformly for x ∈ [0,1].
Then (4.21) follows by letting t → ∞ in (4.24). 
We are now ready to prove Theorem 3.3.
Proof of Theorem 3.3. From (3.13), we have
0< di < −λ(i)1
[−gi(σd1(x))], i = 2,3,
0< d j < −λ( j)1
[−g j(σd2(x))], j = 3,1,
0< dk < −λ(k)1
[−gk(σd3(x))], k = 1,2.
By Lemma 4.5 we have wi , i = 1,2,3 are all isolated. Therefore indexC (A,wi), i = 1,2,3 are all well-
deﬁned and
indexC (A,wi) = 0, i = 1,2,3.
Moreover, by Lemma 4.6 T1, T2 and T3 are all compact sets hence indexC (A, Ti), i = 1,2,3 are all
well-deﬁned.
For any (v1, v2, v3) ∈ T1 ∪ T2 ∪ T3, we have by Lemma 4.9
0
x∫
0
e(αi/Di)y vi(y)
x∫
0
e(αi/Di)y vdi (y), x ∈ [0,1], i = 1,2,3. (4.25)
Hence
d3 < −λ(3)1
[−g3(σd1d2(x))]−λ(3)1 [−g3(σ¯ (x))], for any (v¯1, v¯2,0) ∈ T3.
Thus, (4.18) implies
indexC (A, T3) = 0.
In the same way, we have
indexC (A, T1) = indexC (A, T2) = 0.
Therefore,
3∑
i=1
indexC (A,wi)+
3∑
i=1
indexC (A, Ti) = 0 = 1.
It follows from Lemma 4.8 that (3.1) has at least one positive solution.
The proof of Theorem 3.3 is now complete. 
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Our methods for the three-species system can be generalized to the general n-species (n 3) case.
We only list the important results and give necessary explanations. The proofs of these results simple
extensions of those of the three species case.
Theorem 5.1. If (1.8) has a positive steady state solution, then
di ∈
(
0,d∗i
)
where d∗i = −λ(i)1
[−gi(e−k0x)], i = 1,2, . . . ,n.
Theorem 5.2.
(i) If there is an i ∈ {1,2, . . . ,n} such that di >
∫ 1
0 gi(e
−k0x)dx, then there exists a constant D > 0, such that
ifmin{D1, D2, . . . , Dn} D then (1.8) has only the trivial steady state solution.
(ii) If di ∈ (0,
∫ 1
0 gi(e
−k0x)dx] for all i = 1,2, . . . ,n, then there exists a positive constant D such that if
min{D1, D2, . . . , Dn}  D, (1.8) has no positive steady state solution except possibly when the follow-
ing exceptional situation occurs: there exists a constant c  0 such that
c1 = c2 = · · · = cn = c,
where ci is uniquely determined by
di =
1∫
0
gi
(
e−(k0+ci)x
)
dx, i = 1,2, . . . ,n. (5.1)
Theorem 5.3. Suppose that
0< di < −λ(i)1
[−gi(κi(x))], i = 1,2, . . . ,n, (5.2)
where
κi(x) = e−k0x exp
(∑
j =i
x∫
0
e(α j/D j)y vd j (y)dy
)
, i = 1,2, . . . ,n,
and vd j is the unique positive solution of the equation
−D j v ′′ − α j v ′ =
[
g j
(
e−k0x−
∫ x
0 e
(α j/D j )y v(y)dy)− d j]v, v ′(0) = v ′(1) = 0, j = 1,2, . . . ,n.
Then (1.8) has at least one positive steady state solution.
Theorem 5.4. Suppose that α1,α2, . . . ,αn ∈ R1 and at least n − 1 of the αi (i = 1,2, . . . ,n) are nonpositive.
Then we can choose suitable (D1, D2, . . . , Dn) and (d1,d2, . . . ,dn) such that (5.2) holds, and hence there is
at least one positive steady state solution to (1.8).
Proof. We use induction to prove the theorem. Without loss of generality, we may assume α j  0,
j = 2,3, . . . ,n.
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it is also valid for m + 1. Theorem 5.4 is valid for m means there exist suitable (D1, . . . , Dm) and
(d1, . . . ,dm) such that
0< di < −λDi
[
−gi
(
exp
[
−k0x−
∑
j=1,...,m, j =i
x∫
0
vD j,d j (s)e
(α j/D j)s ds
])]
, i = 1, . . . ,m.
(5.3)
Choose  > 0 such that
0< di < −λDi
[
−gi
(
exp
[
−k0x−
∑
j=1,...,m, j =i
x∫
0
vD j,d j (s)e
(α j/D j)s ds − 
])]
, i = 1, . . . ,m.
By (3.17) and (3.18) we can choose dm+1 > 0 such that gm+1(1)−dm+1 > 0 is small enough such that
1∫
0
vDm+1,dm+1(x)e
(αm+1/Dm+1)x dx  for any Dm+1 > 0.
Thus for any Dm+1 > 0 we have for all i = 1, . . . ,m,
0< di < −λDi
[
−gi
(
exp
[
−k0x−
∑
j=1,...,m+1, j =i
x∫
0
vD j ,d j (s)e
(α j/D j)s ds
])]
. (5.4)
By (3.14), with D1, . . . , Dm , d1, . . . ,dm,dm+1 ﬁxed, we have
lim
Dm+1→0
−λDm+1
[
−gm+1
(
exp
[
−k0x−
∑
j=1,...,m
x∫
0
vD j,d j (s)e
(α j/D j)s ds
])]
= gm+1(1).
Note that dm+1 ∈ (0, gm+1(1)). We can choose Dm+1 suﬃciently small such that
0< dm+1 < −λDm+1
[
−gm+1
(
exp
[
−k0x−
∑
j=1,...,m
x∫
0
vD j ,d j (s)e
(α j/D j)s ds
])]
.
Since (5.4) is not affected by the choice of Dm+1, we have for all i = 1, . . . ,m + 1,
0< di < −λDi
[
−gi
(
exp
[
−k0x−
∑
j=1,...,m+1, j =i
x∫
0
vD j ,d j (s)e
(α j/D j)s ds
])]
. (5.5)
The proof is complete. 
Similarly we can extend Theorem 3.5 to obtain
Theorem 5.5. Suppose D1, D2, . . . , Dn are ﬁxed. We can choose suitable α1,α2, . . . ,αn and d1,d2, . . . ,dn
such that (5.2) holds, and hence there exists at least one positive steady state solution to (1.8).
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