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Introduction
Depuis une décennie, l’utilisation des caméras numériques embarquées est devenue de plus
en plus courante. Grâce aux progrès constants en terme de matériel, il est possible de nos jours
d’assembler une caméra embarquée à moindre coût. L’éventail d’oﬀres actuellement disponibles
sur le marché grand public témoigne de l’importance de cette évolution. Tous les smart-phones
sont équipés d’une caméra de plusieurs millions de pixels. Les caméras polyvalentes comme les
Go-proR© (environ 300 euros), grâce à leur résistance, leur capteur de plusieurs millions de pixels
et à leur grand angle, sont très prisées pour ﬁlmer des scènes de sports. L’architecture ARM de
l’ordinateur Raspberry Pi est adaptée pour les applications mobiles. Pour un prix de moins de
25 euros on dispose d’un capteur d’une déﬁnition de 2592x1944 pixels pour les photos.
Avant de s’imposer sur le marché grand public, les caméras ont été utilisées dans le mi-
lieu professionnel pour diﬀérentes tâches : la télé surveillance, l’astronomie, la microscopie, la
robotique embarquée, etc.
Les caméras sont utilisées dans des domaines très divers, par le grand public pour un usage
occasionnel, comme par les professionnels pour des besoins très spéciﬁques. Un des points com-
muns à toutes ces tâches, est qu’il faut au préalable, traiter et transformer les données acquises
par le capteur photo (à savoir l’intensité lumineuse réceptionnée sur chaque photosite du capteur)
en une information adéquate aﬁn de l’exploiter au mieux pour une tâche requise. L’utilisateur
d’un appareil photo numérique pour une démarche artistique souhaitera que sa photo soit réus-
sie conformément à ses critères de goût. Un chercheur en astronomie voudra obtenir une image
la moins perturbée possible aﬁn d’en extraire le plus d’informations. Une fois l’image acquise,
il est possible d’extraire des informations de la scène observée, comme la position des visages
dans une image, ou la position des panneaux de signalisation d’un environnement routier. Le
domaine traitement d’image regroupe donc l’ensemble de ces étapes, depuis la transformation
des données brutes du capteur d’image jusqu’à l’extraction de la sémantique de la scène.
Une partie importante des travaux réalisés en traitement d’image consiste à modéliser le
monde observé par la caméra. Dans l’absolu, on aimerait pouvoir, à partir d’une image, extraire le
maximum d’informations de la scène (le modèle 3D, les sources lumineuses, la sémantique, etc.).
Imaginons que cela soit possible pour n’importe quelle image, alors l’éventail des applications
serait immense. Mais cette tâche, qui est assez intuitive pour l’Homme, n’est pas simple en
informatique.
Grâce à ses connaissances, son apprentissage, l’eﬃcacité de ses sens et sa faculté à en tirer le
maximum d’informations, l’Homme reconnaîtra des formes qui lui sont familières indépendam-
ment de la distance ou des conﬁgurations lumineuses dans la limite du raisonnable. Cette tâche
qui pourtant semble simple, ne l’est pas pour un algorithme ou les traitements informatisés de
cas complexes qui sont actuellement bien moins performants que les mécanismes humains.
Néanmoins, grâce à l’augmentation permanente de la puissance de calcul et aux nouveaux
modèles, de nombreux algorithmes proposent des résultats exploitables. Dans certains cas, il
n’est pas nécessaire d’atteindre un taux de réussite à 100%. Par exemple, la mise en défaut
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occasionnelle d’un algorithme peut être tolérée lors du réglage automatique des paramètres d’un
appareil photo à partir de la détection d’un visage, dans ce cas l’objectif est que le sujet soit bien
exposé et net. Par contre, un taux de réussite proche de 100% est indispensable dans certains
cas, par exemple, pour une application de détection d’obstacles qui aﬀecte les commandes d’un
véhicule.
1 Traitement d’image et environnement routier
Grâce à l’avancée des nouvelles technologies, le traitement d’image embarqué est de plus en
plus courant dans le domaine routier. L’utilisation de caméras et les applications qui en découlent
s’avèrent être extrêmement utiles dans de nombreux cas.
1.1 Modéliser l’environnement
La connaissance de la structure (la carte 3D par exemple) et la sémantique de la scène
(présence d’espaces navigables, d’obstacles, de positions de panneaux) sont devenues incontour-
nables, pour planiﬁer automatiquement un itinéraire, permettre le déplacement automatique
d’un véhicule ou réaliser la visite virtuelle d’une scène.
Les caméras sont des outils puissants pour modéliser l’environnement dans lequel un véhicule
évolue. Comme les lasers, il est possible, avec notamment la reconstruction 3D, d’estimer à partir
de plusieurs caméras le modèle 3D local d’une scène [Fau93]. De plus, par rapport au laser, on
dispose de la texture des objets grâce à l’acquisition de l’intensité lumineuse et la décomposition
en 3 canaux rouge, vert et bleu.
Ces informations sont très utiles par exemple pour la détection et l’identiﬁcation des diﬀérents
éléments de l’environnement routier. Il est très intéressant de pouvoir segmenter une image
pour diﬀérencier la chaussée, les trottoirs, les bâtiments [ZWY10, YAC+10], les panneaux de
signalisation [FCK09] et les marquages au sol [TIC07]. L’intensité lumineuse, pour ces tâches,
apporte un plus non négligeable.
Un nouvel aspect, traité plus récemment est la détection des diﬀérentes conditions météo-
rologiques [HTLA06, BHT11]. Quand ces conditions sont caractérisées, cela permet d’adapter
les traitements aux conditions dégradées. Il est possible de détecter les conditions météorolo-
giques, la présence d’une éventuelle perturbation, ou d’aller jusqu’à l’estimation d’un modèle
paramétrique permettant de caractériser la perturbation rencontrée.
1.2 Se déplacer dans un environnement
La modélisation 3D de l’environnement est un point clé pour la navigation autonome d’un
véhicule. La structure de l’environnement étant estimée, il est possible de faire évoluer le véhicule
dans cet environnement en planiﬁant préalablement les trajectoires. Néanmoins, dans certains
cas, la structure de l’environnement est imprécise ou occupée par d’autres entités dont il est
diﬃcile d’anticiper le comportement tels que des piétons. Dans ce cas, des algorithmes spéciﬁques
pour la détection d’obstacles et le calcul dynamique de trajectoires sont nécessaires aﬁn d’avoir
un modèle plus complet. L’article [GLU12] récapitule l’ensemble des informations nécessaire
pour la navigation autonome d’un véhicule.
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1.3 Aide à la conduite
Aﬁn d’assister le conducteur dans la tâche de conduite, et du fait de la présence croissante de
l’électronique dans les véhicules motorisés, les aides à la conduite se sont rapidement démocrati-
sées pour assister le conducteur. Citons par exemple l’assistance au freinage (ABS), la direction
assistée ou les régulateurs de vitesse. Avec les caméras embarquées de nouvelles possibilités ont
vu le jour.
Par exemple, il est possible de corriger la trajectoire en cas de sortie de route en agissant sur
le véhicule ou en alertant le conducteur. Un autre exemple est la détection de la présence d’un
objet inhabituel sur la chaussée [LAT02].
En plaçant une ou plusieurs caméras au devant du véhicule, il est possible, en présence
de brouillard, d’aﬃcher sur le tableau de bord une image restaurée de la scène observée ou
augmentée avec des informations complémentaires [THC+12].
Nous avons ici énuméré quelques applications possibles basées sur le traitement d’image.
Ces applications posent des problèmes en traitement d’image dont certains sont étudiés depuis
longtemps comme la reconstruction 3D. D’autres applications posent au traitement d’image de
nouvelles questions telle que la restauration d’images en présence de brouillard pour les aides à
la conduite.
1.4 Domaines de traitement d’image sous-jacents aux applications
Comme souvent, une application du traitement d’image peut faire appel à plusieurs problé-
matiques, et donc inversement, une même problématique peut intervenir dans de nombreuses
applications.
Prenons l’exemple d’un véhicule autonome se déplaçant sur un terrain inconnu. Un travail
combiné de reconstruction 3D, de segmentation et de classiﬁcation devra être réalisé [GLU12].
Comme indiqué précédemment, on souhaiterait pouvoir caractériser entièrement la scène
observée à partir d’images. Quand toutes ces informations sont connues, il est alors facile de
répondre à beaucoup de questions. Mais cela n’est pas forcément l’approche la plus eﬃcace. Il
vaut mieux, dans certains cas, chercher à résoudre chaque question pour une application.
2 Vision stéréoscopique pour l’environnement routier
Nous pouvons remarquer que certaines techniques, comme la reconstruction 3D à partir de
paires stéréoscopiques, sont utilisées dans un grand nombre d’applications routières. L’appli-
cation de la reconstruction 3D la plus importante dans le domaine routier consiste à détecter
les obstacles, par exemple, les piétons [BBBDR05]. C’est aussi le principe le plus utilisé pour
l’odométrie [How08], la classiﬁcation de scènes urbaines [ZWY10, YAC+10]. Il en découle qu’un
algorithme robuste et eﬃcace de reconstruction 3D est primordial pour assurer le bon fonction-
nement des applications utilisant la reconstruction par paires stéréoscopiques.
Dans le cadre de l’environnement routier et des applications embarquées, cela se caractérise
par l’installation de deux caméras devant le véhicule (d’autres conﬁgurations sont bien sur
possibles, celle ci étant la plus courante). Avec un tel dispositif, il sera donc possible d’estimer
la carte de profondeur à l’avant du véhicule. Cela nécessite de connaître le calibrage extrinsèque
des caméras, c’est à dire la position 3D des caméras l’une par rapport à l’autre.
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Figure 1 – Protocole pour la reconstruction 3D en environnement urbain. Un véhicule 1est
équipé d’une paire stéréoscopique. Une succession de paires stéréoscopiques sont prises. Pour
chaque paire la carte de disparité est calculée. Si l’on connaît, pour chaque prise, les coordonnées
du véhicule dans la scène, alors il est possible d’estimer à partir de l’ensemble des cartes de
disparités le modèle 3D de la scène.
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Figure 2 – Exemple de reconstruction 3D de l’article Building rome in a day, à gauche un
ensemble de photos de touristes, à droite le résultat de l’algorithme de reconstruction 3D, la
position des caméras (tétraèdre dans l’image) et le modèle 3D de la scène sont retrouvés.
3 Reconstruction 3D
La triangulation est le principe le plus utilisé pour estimer la structure 3D d’une scène à partir
de plusieurs vues. Il existe d’autres principes mais cet indice est l’un de ceux qui apporte le plus
d’information de profondeur. Le principe est le suivant : si la position et l’orientation relative
des caméras sont connues, alors on sait comment projeter un point 3D sur les diﬀérentes vues, il
sera alors possible de retrouver la position 3D de cette entité par triangulation si l’appariement
entre les vues de la projection de l’objet est réalisé.
On arrive actuellement, grâce à plusieurs images de la même scène, à eﬀectuer l’auto-
calibration (c’est à dire à estimer automatiquement les paramètres des caméras) et, en simultané,
la reconstruction 3D de la scène observée. L’article Building rome in a day [AFS+11] présente
une méthode complète permettant d’eﬀectuer l’auto-calibration et la reconstruction 3D sur un
très grand nombre d’images. La ﬁgure 2 montre comme exemple la reconstruction 3D du Colisée
de Rome à partir de plusieurs centaines de photos de touristes.
Pour eﬀectuer la reconstruction 3D, plusieurs représentations des données sont possibles. Aﬁn
d’eﬀectuer la reconstruction 3D et l’auto-calibration en simultané, une représentation éparse de
points dans l’espace est le plus souvent utilisée pour des questions de rapidité. Dans un premier
temps les appariements entre points sont faits entre les images. Ensuite, l’estimation de leur
position 3D et des paramètres des caméras peut être eﬀectuée.
Dès lors que le système est calibré, une recherche dense d’information peut être faite. Nous
appelons recherche dense le fait d’estimer, pour chaque pixel d’une caméra, une profondeur. Ce
type de recherche est la plupart du temps utilisée avec un système calibré, et plus particulière-
ment en reconstruction à partir de paires stéréoscopiques.
La reconstruction 3D à partir de paires stéréoscopiques est un cas particulier de la recons-
truction 3D multi-vues. Dans le cas rectiﬁé où seulement deux vues sont considérées, les deux
caméras ne diﬀèrent que par une translation horizontale l’une par rapport à l’autre alignées sur
l’axe horizontal des images. Cette conﬁguration présente des avantages : d’une part, d’être facile
à calibrer au préalable (contrairement au cas multi-vues), et surtout, les deux projections d’un
point sont à la même hauteur sur les deux images.
1. Véhicule de l’équipe MATIS de l’institut géographique national
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3.1 Reconstruction 3D à partir de paires stéréoscopiques
La reconstruction 3D à partir de paires stéréoscopiques est un sujet longuement étudié. Il
y a actuellement plus d’une centaine d’algorithmes répertoriés et comparés sur la base de tests
Middlebury Stereo Evaluation 2 [SS02].
Malgré cette abondance, de nombreux algorithmes sont continuellement proposés. La raison
d’un tel engouement autour de la reconstruction 3D s’explique par l’importance en terme appli-
catif mais aussi au caractère mal posé du problème. Un problème est dit bien posé au sens de
Hadamard, si la condition d’unicité de la solution recherchée est garantie et que celle-ci dépend
de façon continue des données dans le cadre d’une topologie. Or, pour la reconstruction 3D, il
peut exister des ambiguïtés qui permettent plusieurs solutions. En eﬀet, pour un pixel donné, il
peut y avoir, dans l’autre image, plusieurs pixels dont l’intensité est proche de celle d’origine. Il
n’y a donc pas unicité de la solution. Les principaux obstacles sont les zones homogènes et les
structures répétitives.
Il est donc nécessaire de trouver la meilleure façon pour lever ces ambiguïtés. La proposition
la plus utilisée est de supposer que la scène est en général spatialement continue et donc que
cette hypothèse découle du fait qu’il est plus probable que deux pixels proches dans une image
soient à une profondeur proche plutôt qu’à des profondeurs très diﬀérentes. Cela conduit à des
méthodes dites globales pour minimisation d’une erreur ou d’une énergie.
Au début des recherches, une autre hypothèse plus restrictive a été utilisée. L’idée consiste
à apparier non pas pixel à pixel, mais d’une fenêtre autour d’un pixel avec une autre fenêtre.
Cela suppose que le monde est constitué de plans parallèles aux capteurs des caméras.
Il est probable qu’il n’existe pas un a priori qui permette de lever correctement les ambiguïtés
dans toutes les situations, cela explique en partie la multiplicité des méthodes proposées. Une
autre explication est la grande variabilité des types de scènes.
En eﬀet, certaines scènes sont plus diﬃciles à traiter que d’autres. Par exemple, une scène
sans discontinuité, avec de nombreuses textures bien éclairées sera plus facile à traiter qu’une
scène avec de grandes zones homogènes de pleines ombres. Si les conditions sont satisfaisantes, les
algorithmes classiques produisent des résultats acceptables. Dés que les conditions se dégradent,
la qualité des reconstructions 3D est fortement diminuée.
3.1.1 S’inspirer de notre perception 3D
En comparaison des méthodes de vision par ordinateur, notre perception dans la 3D se révèle
moins précise mais plus robuste. Si l’Homme est si performant, c’est qu’il tire proﬁt de toutes ses
facultés sensorielles. Il utilise une multitude d’indices permettant d’inférer la 3D. Dans [Nag91],
une énumération des diﬀérents indices de profondeur avec lesquels il perçoit la 3D a été faite
ainsi que leur utilité en fonction de la distance (ﬁgure 3).
Il en ressort que chaque indice apporte plus ou moins de précisions selon la distance. Pour
les distances proches le plus eﬃcace est la triangulation. Pour les longues distances c’est le voile
atmosphérique. Grâce à l’utilisation combinée de tous les indices de la ﬁgure 3, nous obtenons
une perception assez complète de l’environnement dans lequel nous évoluons.
Ce mécanisme de fusion est extrêmement complexe car il mélange en plus des indices, les
connaissances et l’apprentissage. Au niveau algorithmique, nous sommes encore loin de combiner
autant d’indices et a priori et de plus, avec une telle rapidité.
2. http ://vision.middlebury.edu/stereo/
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Figure 3 – Eﬃcacité des diﬀérents indices de profondeur en fonction de la distance pour la
perception humaine.
3.1.2 Fusionner les indices
Certains travaux vont dans cette direction, nous pouvons citer par exemple la reconstruction
à partir de paires stéréoscopiques combinée avec la segmentation [BRK+11] ainsi qu’avec la
classiﬁcation [LSR+10]. Le dernier exemple présente un modèle complet permettant de classiﬁer
les éléments de l’environnement et d’eﬀectuer une reconstruction 3D dense. Ce principe et de
plus en plus utilisé comme dans [HB90] ou l’estimation du ﬂot optique est combiné avec la
segmentation de la scène.
3.1.3 Apport de connaissances
L’autre aspect est de prendre en compte les connaissances sur les particularités de la scène
traitée. Par exemple pour l’environnement routier, nous savons que la partie basse de l’image
sera occupée principalement par la chaussée, et, la partie haute de l’image aura une forte chance
d’être composée de ciel. Ces a priori peuvent être utilisés dans les algorithmes. L’a priori peut
être plus ou moins restrictif, comme supposer que la route suive un modèle polynomial ou un
modèle plan. Quand ces a priori sont bien utilisés, cela permet de lever des ambiguïtés mais
aussi de diminuer l’espace de recherche donc à augmenter la rapidité de traitement.
C’est pour cela qu’il est important de connaître les spéciﬁcités des scènes qui nous intéressent :
les scènes routières.
3.2 Spécificité des scènes routières
Les algorithmes de reconstruction 3D actuels sont en général peu adaptés aux images rou-
tières et aux conditions météo dégradées. Le bon fonctionnement de ces algorithmes en toutes
conditions est pourtant crucial dans des applications comme les aides à la conduite, la conduite
automatisée, le relevé des caractéristiques de la route.
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La base Middlebury Stereo Evaluation permet de comparer qualitativement plus d’une cen-
taine d’algorithmes de reconstruction 3D de paires stéréoscopiques. Mais il s’avère que cette base
de tests a été réalisée en studio dans des conditions très bien contrôlées. Certes, des scènes avec
des zones homogènes ou avec de nombreux sauts de disparités ont été créées. Mais cela reste
néanmoins loin des conditions réelles en extérieur où d’autres problèmes surviennent.
C’est à partir de ce constat que la base KITTI Vision Benchmark Suite a été créée récem-
ment pour permettre de tester diﬀérents algorithmes de reconstruction 3D dans l’environnement
routier. [GLU12]. Actuellement, il y a environ 30 algorithmes répertoriés 3.
Les scènes routières ont souvent les caractéristiques suivantes :
Zones homogènes : Une grande partie de l’image est constituée par la chaussée qui est en
général de couleur grise. Ces zones, posent un problème d’ambiguïté pour la reconstruction
3D (image 3.1a).
Scènes planaires : En plus de la chaussée qui généralement est formée par un plan forte-
ment incliné, l’environnement urbain est constitué de nombreux plans tels que les panneaux de
signalisation ou encore les bâtiments (image 3.1b).
Grande plage de profondeur : Une des caractéristiques de la reconstruction 3D des scènes
d’extérieur est de pouvoir voir des objets jusqu’à plusieurs kilomètres. Aﬁn de pouvoir prendre
en compte un intervalle de profondeur conséquent, la distance entre les caméras doit être grande
pour pouvoir faire la triangulation jusqu’à une distance minimale. La conservation de large plage
de profondeur pose le problème de temps de calcul (image 3.1c).
Conditions dégradées : S’ajoutant aux caractéristiques géométriques de la scène observée,
les conditions dégradées ont des eﬀets non négligeables pouvant altérer de façon imprévisible et
signiﬁcative la qualité des résultats. Les principales conditions dégradées sont :
Pluie : La pluie perturbe de plusieurs façons les algorithmes. Les gouttes entraînent la
présence d’eau de pluie sur le pare-brise, mais surtout les surfaces mouillées sont plus sujettes
aux spécularités et reﬂets. Si la réﬂexion est trop importante, un algorithme de reconstruction
interprétera la surface spéculaire comme du vide et reconstruira alors la scène réﬂéchie. Ce qui
dans le cas de la chaussée, entraînera l’apparition de trous dans la carte de profondeur (image 4d).
Neige : La neige a deux conséquences principales, les zones homogènes en cas de neige
abondante seront beaucoup plus importantes pour l’ensemble des surfaces recouvertes par la
neige. Les ﬂocons de tailles perceptibles feront partie intégrante de la scène et seront donc, si
l’algorithme est eﬃcace, reconstruits. S’ils ne sont pas détectés en tant que ﬂocons puis suppri-
més, cela peut entraîner des défauts importants (image 4e).
Brouillard : L’eﬀet principal du brouillard est la diminution du contraste avec la distance.
Les zones de faible distance par rapport à la caméra auront donc un contraste proche d’une
scène sans brouillard. Inversement, les objets lointains auront un contraste faible. L’ambiguïté
augmente donc fortement avec la distance (image 4f).
3. http ://www.cvlibs.net/datasets/kitti/index.php
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(a) Zones homogènes (b) Zones planaires non fronto-
parallèles
(c) Grande plage de profondeur
(d) Pluie (e) Neige (f) Brouillard
Figure 4 – Caractéristiques des scènes en environnement routier
En résumé, nous pouvons constater que l’environnement routier est caractérisé par une géo-
métrie fortement planaire (contrairement à un environnement naturel) mais aussi par la possibi-
lité de conditions dégradées. Plusieurs algorithmes dédiés aux scènes routières ont pris en compte
l’aspect géométrique. Etant donné l’importance des conditions dégradées nous nous intéressons
maintenant à ce qui concerne ce sujet.
4 Traitement d’image en conditions dégradées
La caractérisation des conditions dégradées peut être faite à plusieurs niveaux, le plus
« simple » étant de détecter une perturbation (Est-ce qu’il pleut ? Est-ce qu’il y a du brouillard ?).
Une application directe est par exemple l’activation automatique des essuie-glaces ou des feux
antibrouillard.
Mais il est intéressant de caractériser plus ﬁnement ces conditions dégradées. Comme par
exemple la connaissance de la densité du brouillard rencontrée ou la force de la pluie. Dans ces
situations, il sera alors par exemple possible de régler la fréquence de balayage des essuie-glaces
en fonction de l’importance de la pluie ou encore la puissance des feux antibrouillard en fonction
de la densité du brouillard.
Après cette étape de caractérisation des conditions, il sera alors possible d’en tenir compte
pleinement dans diﬀérents traitements.
4.1 Brouillard
Le brouillard, depuis quelques années, est un sujet d’intérêt en traitement d’image pour
des applications embarquées car il est l’une des causes importantes d’accidents. Le brouillard
entraîne une augmentation du temps de réaction du conducteur face à un obstacle. Cet eﬀet
est principalement dû à la diminution du contraste avec la distance. En plus de la perturbation
de la perception humaine, le brouillard entraîne une dégradation de la qualité des résultats
obtenus par les algorithmes classiques de traitement d’image embarqués actuels, ce qui les rend
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Figure 5 – Exemple de système d’amélioration de la vision en présence de brouillard. Une
caméra avec l’image de la route captée et restaurée est placée sur le tableau de bord.
inopérants. C’est dans ce contexte que des algorithmes spéciﬁques ont été développés, d’une
part, pour améliorer la visibilité du conducteur [THC+12], et d’autre part, pour accroître la
ﬁabilité des algorithmes existants en présence de brouillard.
Aﬁn d’améliorer la visibilité du conducteur, une possibilité est d’aﬃcher une image avec des
contrastes restaurés de la scène observée, c’est à dire sans brouillard (image 5). Ce problème
n’est pas simple à traiter. En eﬀet, lorsque la profondeur est constante, cela ne pose pas trop de
diﬃcultés, car l’intensité de la restauration ne dépend que de la densité du brouillard. Mais quand
on est confronté à de grandes diﬀérences de profondeurs dans la scène observée, alors l’intensité
de la restauration doit dépendre de la densité du brouillard, mais aussi de la profondeur. Il y a
donc une ambiguïté entre la profondeur et l’intensité originale de la scène en un pixel donné. Par
contre, si l’on connaît la profondeur de la scène et la densité du brouillard, alors il sera possible
de retrouver l’intensité originale de la scène. Lorsque seule l’image en présence de brouillard est
connue, nous sommes donc en présence d’un problème mal posé.
Malgré cela, des algorithmes ont été proposés pour la restauration du contraste d’une image
prise dans le brouillard. La plupart de ces algorithmes sont fondés sur le modèle de Kosch-
mieder qui permet de faire le lien entre l’image en présence de brouillard, l’image restaurée,
la profondeur et le coeﬃcient d’extinction du brouillard qui caractérise sa densité. Aﬁn d’infé-
rer l’image restaurée, diﬀérentes hypothèses peuvent être faites sur la structure 3D de la scène
pour permettre de restaurer au mieux l’intensité. Dans [THC+12] de nombreuses méthodes sont
comparées pour la restauration d’image en présence de brouillard pour les scènes routières, il
s’avère que les méthodes basées sur l’équation de Koschmieder apportent de meilleurs résultats.
Certains algorithmes se basent sur le voile atmosphérique. Ce dernier dépend du coeﬃcient d’ex-
tinction et de la profondeur. Si le voile est connu, il est alors possible d’eﬀectuer la restauration
de l’image sans connaître la profondeur ou le coeﬃcient d’extinction.
La diminution du contraste avec la distance entraîne aussi des dysfonctionnements pour les
algorithmes de traitement d’image. Prenons l’exemple de la reconstruction à partir de paires
stéréoscopiques, dans les zones proches, l’intensité observée en présence de brouillard est proche
de celle des objets d’origine, il n’y a donc pas de très grandes diﬀérences avec le cas sans
brouillard. Par contre, plus on s’éloigne, et plus l’intensité des objets observés tend vers celle du
ciel, la reconstruction par appariement sera donc ambiguë.
10
5. Modèle bayésien
Il apparaît judicieux de s’intéresser aux méthodes de reconstruction 3D combinant les indices
de la stéréo et du voile atmosphérique.
5 Modèle bayésien
Le cadre bayésien apporte une approche intuitive pour la fusion d’informations. C’est pour-
quoi, le livre Computer vision : models, learning and inference [Pri12] propose de réinterpréter
une grande partie des problématiques du traitement d’image en se fondant sur un ensemble
restreint de notions liées aux probabilités.
Dans la préface, écrite par Andrew Fitzgibbon, cet ouvrage « met en évidence la distinction la
plus importante en vision par ordinateur : la diﬀérence entre le modèle et l’algorithme ». Cette
distinction est réalisée grâce au langage des statistiques. Ce point est illustré par l’approche
d’un problème connu en traitement d’image : la séparation entre les « ﬁgures » et l’arrière
plan. Deux approches se distinguent : l’une basée sur une succession de méthodes paramétrées
par de nombreux « paramètres magiques » complexes à estimer et ne fonctionnant que sur un
sous ensemble d’images, et l’autre, l’approche probabiliste, qui permet une distinction nette
entre l’objectif et l’algorithme. On formalise d’abord le problème en une énergie, qui, doit être
minimisée par la suite.
Le principe des méthodes probabilistes consiste donc à interpréter les variables d’entrée
(dans le cas de la reconstruction à partir de paires stéréoscopiques l’image gauche et droite)
et les variables à estimer en tant que variables aléatoires, par la suite créer une densité de
probabilité modélisant les relations entre elles, et ﬁnalement, trouver quelles sont les variables
cherchées qui maximisent cette densité de probabilité sachant les variables d’entrée.
Le modèle étant créé, on aura alors un éventail de méthodes d’optimisations permettant de
trouver la solution qui minimise le modèle. Bien sur, il n’est pas possible d’optimiser globalement
tous les modèles. Il faudra donc bien noter les modèles dont il est facile d’obtenir le minimum
global de l’énergie sous-jacente, ou du moins, avec lesquels on peut trouver un minimum accep-
table.
5.1 Modèle bayésien
Le formalisme probabiliste permet une interprétation « intuitive » du problème. De nombreux
phénomènes physiques découlent de processus aléatoires (celui que nous rencontrons le plus
fréquemment est l’acquisition de l’intensité lumineuse par les photosites). Un phénomène peut
donc être modélisé par une densité de probabilité. En complément du formalisme « direct »
du problème, pour la reconstruction 3D, il est nécessaire de lever l’ambiguïté en ajoutant une
connaissance sur la distribution locale des profondeurs car l’appariement pixel à pixel ne suﬃt
pas à lui seul. Pour cela, et grâce aux méthodes bayésiennes, il est possible de créer un estimateur
a posteriori en ajoutant un a priori sur la distribution des profondeurs. Ceci permet de lever les
ambiguïtés sur des solutions et de favoriser ainsi celles dont les profondeurs sont proches.
En traitement d’image, une des structures de modèle bayésien la plus rencontrée est celle des
champs de Markov. C’est une structure spéciale de modèle bayésien, où chaque variable aléatoire
est simplement dépendante (au sens probabiliste du terme) de son voisinage.
5.2 Optimisation discrète
Un modèle étant déﬁni, il faut maximiser une certaine vraisemblance ou minimiser une
certaine énergie si l’on passe à la log-vraisemblance.
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Les méthodes d’optimisation adaptées sont proposées pour optimiser les énergies très spéci-
ﬁques découlant des modèles globaux avec un nombre important de variables (ce qui empêche
une recherche exhaustive lorsqu’elles sont corrélées). Ces méthodes ont d’abord été créées de
façon empirique en traitement d’image telles que les méthodes basées sur les coupes de graphes
comme l’algorithme α-expansion [KZ02] ou la programmation dynamique [SSZ02].
Certaines de ces méthodes sont connues dans le domaine de l’optimisation de fonctions
discrètes. L’une d’elle, la théorie d’optimisation de fonctions pseudo booléennes, apporte d’une
part, un cadre théorique très appréciable pour justiﬁer de façon formelle ces algorithmes, et
d’une autre part, un ensemble de nouveaux algorithmes tel que le calcul de la « roof duality »
qui permet de minimiser de façon eﬃcace certaines fonctions qui, jusque là, présentaient des
diﬃcultés.
Cette approche est très intéressante du fait de la disponibilité de nouveaux algorithmes
eﬃcaces. Ce qui est le cas avec l’optimisation de fonctions pseudo booléennes quadratiques.
Une grande partie des fonctions relatives aux modèles probabilistes peut être optimisées de
cette façon. Avec les processeurs graphiques facilitant les traitements parallèles, de nouveaux
algorithmes ont été développés pour résoudre certains problèmes d’optimisation.
Le formalisme probabiliste fournit donc un cadre complet pour la modélisation et l’optimi-
sation de problèmes.
6 Positionnement
Le brouillard au loin diminue le contraste, il entraîne une grande ambiguïté et par conséquent,
réduit considérablement la qualité des algorithmes de reconstruction 3D. Étonnamment, très peu
d’algorithmes sont spéciﬁques aux conditions dégradées et plus particulièrement au brouillard.
Pourtant, cette problématique est intéressante car le brouillard apporte un indice supplémentaire
de profondeur au loin en complément de la stéréovision comme le montre la ﬁgure 3.
D’autre part, le traitement d’image en présence de brouillard, sous l’impulsion du développe-
ment des aides à la conduite, s’est fortement développé surtout pour la restauration du contraste
original de la scène. Ce problème est mal posé à partir d’une seule image, car il y a une ambiguïté
entre la profondeur et l’intensité originale de la scène.
Notre idée pour traiter ces deux problèmes est de fusionner les deux indices de profondeur
et de lever l’ambiguïté au loin grâce à l’image restaurée, elle même pouvant être calculée grâce
à la carte de profondeur.
Pour arriver à cela, l’approche bayésienne semble être la plus appropriée car elle apporte un
formalisme intéressant pour modéliser le problème à traiter.
Nous proposons donc de modéliser simultanément le problème de la reconstruction par paires
stéréoscopiques et de la restauration d’image en présence de brouillard. Pour cela, nous proposons
de créer un modèle probabiliste fusionnant la reconstruction par paires stéréoscopiques et la
restauration d’images. Grâce à la stéréo vision, un indice de profondeur est disponible pour
eﬀectuer la restauration d’images. L’image restaurée permettra donc de lever l’ambiguïté au
loin et de favoriser les profondeurs dont l’image restaurée est la plus probable.
7 Plan
Dans un premier temps, un bref état de l’art des méthodes de reconstruction 3D par paires
stéréoscopique est présenté dans le chapitre 1. Ensuite, les méthodes fondées sur les modèles
probabilistes sont approfondies.
12
7. Plan
Aﬁn de bien comprendre les problématiques actuelles en traitement d’image en présence de
brouillard, dans le chapitre 2, la restauration monoculaire d’image en présence de brouillard est
abordée. Le modèle physique permettant de modéliser le brouillard est introduit. Par la suite,
diﬀérentes méthodes de restaurations fondées sur ce modèle sont détaillées.
Lorsqu’on déﬁnit un modèle, les méthodes d’optimisation permettant de l’optimiser sont
aussi importantes que le modèle lui même. Par conséquent, le chapitre 3 introduit l’optimisation
de fonctions multi-labels et plus particulièrement l’optimisation de fonctions pseudo-booléennes
pour les modèles découlant de la formulation probabiliste.
Le chapitre 4 présente une nouvelle méthode de restauration basée sur le modèle de Ko-
schmieder et l’estimation du voile atmosphérique. Grâce à une formulation énergétique, le voile
atmosphérique est dans un premiers temps calculé pour obtenir un indice de profondeur, et par
la suite, l’image est restaurée.
Par la suite, le chapitre 5 propose un modèle complet pour la restauration et la reconstruction
en présence de brouillard. Pour cela, le modèle précédent est associé à la formulation probabiliste
de la reconstruction 3D par paires stéréoscopiques. Ce modèle est optimisé par un algorithme
alternant l’optimisation de la carte de profondeur et celle de l’image restaurée.
Malgré les avancées des méthodes de restauration, paradoxalement, la caractérisation du
brouillard est encore diﬃcilement réalisable. Dans 6, une nouvelle méthode est introduite, per-
mettant de calculer le coeﬃcient d’extinction à l’aide d’un système stéréoscopique.
Nous avions d’abord envisagé une approche basée sur des descripteurs locaux inspirés du ﬁltre
bilatéral croisé du fait des résultats intéressants obtenus dans l’état de l’art sur la reconstruction
3D, mais nous n’avons pas donné suite à cette approche. Nous avons néanmoins exploré une
voie pour réinterpréter le ﬁltre bilatéral croisé pour le rendre robuste au bruit non gaussien, ces
travaux sont décrits dans l’annexe B.
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Chapitre 1
Reconstruction 3D à partir de paires
stéréoscopiques
Ce chapitre introduit le problème de la
reconstruction 3D à partir de paires
stéréoscopiques et les diﬀérentes
hypothèses faites pour résoudre ce
problème. Puis, les méthodes
probabilistes sont approfondies.
L’objet de la reconstruction 3D à partir de caméras est d’obtenir la représentation en trois
dimensions d’un objet ou d’une scène à partir d’un ensemble d’images prises sous diﬀérents
points de vue. Si les paramètres propres aux caméras et à leurs positions dans le monde sont
connus, et si l’on connaît la projection d’un même objet de la scène dans les diﬀérentes images des
caméras, alors il est possible, après mise en correspondance entre les vues, d’estimer la position
3D de chaque point de l’objet.
Pour cela, on doit préalablement modéliser les caméras et la relation entre elles. Il existe
plusieurs modèles permettant de prendre en compte de nombreux paramètres pour modéliser le
plus ﬁdèlement possible une caméra. Le modèle de caméra le plus simple est le modèle sténopé
ou « pinhole ». Ce modèle représente la caméra par un plan focal et un centre optique séparé par
une distance focale. Les paramètres internes de la caméra sont appelés paramètres intrinsèques.
La caméra sera caractérisée dans le repère du monde par un point 3D et une orientation : ce
sont les paramètres extrinsèques.
Avec ce modèle, les seuls rayons lumineux atteignant le plan focal seront ceux passant par
le centre optique. Ce modèle, ne considère ni les distorsions, ni la profondeur de champ liée à
l’ouverture de l’objectif. Il est grandement utilisé, car du fait de sa simplicité, il permet de poser
les problèmes plus simplement. Par exemple il permet de poser le problème du calibrage des
caméras qui consiste à retrouver les paramètres intrinsèques et extrinsèques. Ce problème qui
est très étudié n’est pas ici notre centre d’intérêt.
En eﬀet, nous supposons que les paramètres des caméras sont connus. Il est alors possible, à
partir des projections d’un même point dans deux caméras de retrouver sa position 3D (ﬁgure 1.1)
par triangulation.
La triangulation nécessite des points en correspondance entre les deux images. L’autre avan-
tage important d’un système calibré est la possibilité de réduire l’espace de recherche du corres-
pondant d’un point de la première image dans la deuxième image. L’espace de l’image complète
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Figure 1.1 – Reconstruction 3D par triangulation. P est un point 3D, p1 sa projection dans une
première image de centre optique c1 et de focale f1 et p2 sa projection dans une seconde image
de centre optique c2 et de focale f2. Si p1 et p2 sont connus, alors il est possible de calculer la
position 3D de P en cherchant le point 3D qui minimise la distance entre la droite c1p1 et c2p2.
est réduit à une droite. La ﬁgure 1.2 met cette propriété en évidence. Soient deux caméras dont
c1 et c2 sont les centres optiques et un point 3D P . Soit p1 la projection de P dans la première
image, nous cherchons sa projection p2 dans la seconde caméra. Alors, par construction, p2 se
trouve sur la droite passant par l’épipole e2 (les épipoles sont la projection du centre optique
d’une caméra sur l’image de l’autre caméra) appartenant au plan formé par p1 et les deux centres
optiques. Cette relation est connue sous le nom de géométrie épipolaire.
Lorsque les droites épipolaires sont horizontales et de la même hauteur dans les deux images,
on dit que le système est rectiﬁé. L’avantage est évident, la recherche d’appariements ne se fera
plus que sur une ligne de même hauteur que celle de p2.
Système rectifié : Dans un système rectiﬁé, la diﬀérence de position horizontale entre la
projection d’un point dans la première image et la seconde image s’appelle la disparité. Grâce à
la disparité, il est possible de retrouver la profondeur 3D dans le repère caméra quand le système
est calibré. La ﬁgure 1.3 représente une image d’un système stéréoscopique rectiﬁé. Les traits
gradués représentent les deux plans focaux de la paire stéréoscopique, où chaque graduation est
une colonne de l’image avec c1 et c2 leurs centres optiques. f est la focale. La base stéréoscopique
b représente l’écart entre les deux centres optiques. P est un point 3D de la scène, la projection
de centre c1 sur le plan focal de la première caméra est p1, la projection de centre c2 sur le plan
focal de la seconde caméra est p2. La diﬀérence absolue de l’indice de la colonne du point p1 et
celle du point p2 est la disparité. Si le ratio pixel/mètre (ici noté λ) est connu, alors il est possible
de retrouver la profondeur de la scène p à partir de la disparité avec la relation p = λbfd . Nous
pouvons donc constater que la disparité et la profondeur sont inversement proportionnelles. Dans
le cas stéréoscopique, δ désignera les paramètres du système des deux caméras tel que δ = λbf .
Dans la partie 1.1 sont introduits les a priori nécessaires à la résolution du problème de
la reconstruction à partir de paires stéréoscopique ainsi que les diﬀérents algorithmes les utili-
sant. Ensuite, leurs interprétation à partir du formalisme probabiliste est approfondie dans la
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Figure 1.2 – Relation épipolaire entre deux caméras. La projection de p2 de P dans la seconde
caméra se trouve toujours sur la droite épipolaire passant par l’épipole c2 et appartenant au
plan formé par les deux centres optiques et la projection du point P projection dans la première
caméra.
section 1.2.
1.1 Estimation de la carte de disparité
La reconstruction dense à partir de paires stéréoscopiques consiste à trouver l’ensemble des
disparités en chaque pixel d’une image référence. À l’issue de ce processus, le résultat que l’on
obtient est une carte de disparité. La ﬁgure 1.4 montre un exemple de carte de disparité (dans
ce cas la vérité terrain) pour une paire stéréoscopique.
La reconstruction par paires stéréoscopiques dense est un cas particulier qui a été longuement
étudié essentiellement du fait de sa plus simple formulation. Pourtant, malgré sa simplicité
apparente, il y a des situations où le problème est mal posé. En eﬀet, nous verrons par la suite
qu’il existe souvent, pour une paire stéréoscopique, un grand nombre de solutions pour lesquelles
l’ensemble des disparités sont probables. Il y a donc des ambiguïtés.
Dans l’article [SS02] (qui introduit la base de tests Middlebury Stereo Evaluation) en 2002,
un état de l’art des méthodes de reconstructions à partir de paires stéréoscopiques a été proposé.
Les algorithmes sont structurés selon quatre étapes :
— Le type d’appariement.
— La méthode d’appariement.
— L’optimisation.
— L’aﬃnement de la solution.
Cette approche est intéressante, car elle permet de décomposer le problème en quatre étapes
distinctes, et ainsi, de pouvoir inter-changer et évaluer chaque partie, ce qui est très utile pour
faire une évaluation. Néanmoins, cette approche a le défaut de cacher les diﬀérents a priori
faits sur la scène observée. Nous proposons donc, dans ce bref état de l’art, de mentionner les
diﬀérentes hypothèses souvent faites qui permettent de lever les ambiguïtés et, pour chaque
hypothèse, des algorithmes qui en découlent. Ce type de présentation a été inspiré par celle de
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Figure 1.3 – Modèle stéréoscopique rectiﬁé vu du dessus. Les deux traits gradués représentent
les deux plans focaux de la paire stéréoscopique. c1 et c2 sont leurs centres optiques. f est la
focale. b la base, P est un point 3D de la scène, p1 sa projection sur le plan focal de la première
caméra, p2 sa projection sur le plan focal de la deuxième caméra. d est la disparité.
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Figure 1.4 – L’image gauche et droite d’une paire stéréoscopique et la vraie carte de disparité
de la scène.
Michael Bleyer, dans son cours sur la reconstruction à partir de paires stéréoscopiques.
Figure 1.5 – Exemple de résultats avec la prise en compte de l’hypothèse spatiale. De gauche
à droite : l’hypothèse photométrique seule, avec l’hypothèse spatiale locale [SS02] plus ﬁltrage
médian, semi-globale [Hir05], globale avec une régularisation du premier ordre [KZ01] et du
second ordre [WTRF09].
1.1.1 Hypothèse photométrique
Aﬁn de pouvoir faire l’appariement entre les deux vues, il a d’abord été supposé que chaque
point est vu avec la même couleur et l’intensité lumineuse quelle que soit la direction d’observa-
tion. Il est aussi supposé que seul le bruit engendré lors de l’acquisition perturbe les images. La
troisième supposition, permettant de simpliﬁer les calculs, est de faire l’hypothèse que l’image
gauche est sans bruit, et que seule l’intensité observée dans l’image droite est perturbée par le
bruit. Dès lors, la probabilité d’avoir un appariement entre un pixel de l’image droite avec un
pixel de l’image gauche est la vraisemblance selon la loi du bruit avec comme moyenne l’in-
tensité du pixel gauche et comme réalisation l’intensité du pixel droit. En terme énergétique,
pour une loi de probabilité symétrique décroissante cet appariement pixel à pixel, ne suﬃt pas,
même quand l’hypothèse photométrique est respectée à cause des zones d’intensité uniforme. La
première image de la ﬁgure 1.5 montre le résultat de l’appariement pixel à pixel. Nous pouvons
voir que le résultat est loin de la vérité terrain. Il a donc fallu introduire d’autres hypothèses.
C’est en grande partie ce problème d’ambiguïté qui motive les recherches en reconstruction à
partir de paires stéréoscopiques. La diﬀérence entre les algorithmes est la façon de lever cette
ambiguïté. Pour cela, des hypothèses vont être faites sur la solution recherchée pour favoriser
une certaine classe de solutions plutôt qu’une autre.
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Figure 1.6 – Principe des algorithmes fondés sur l’appariement local par fenêtre multi-échelles.
Trois gabarits de tailles de voisinage sont utilisés comme descripteur. La plus petite est sujette
à une forte ambiguïté étant donné qu’elle ne couvre qu’une zone homogène. La grande fenêtre
recouvre un autre objet : l’appariement ne sera donc pas optimal. Une taille de fenêtre inter-
médiaire est le meilleur choix. Une zone assez conséquente est couverte qui permet de lever les
ambiguïtés, et la totalité de cette zone correspond à une même disparité
.
1.1.2 Hypothèse spatiale
Les algorithmes de reconstructions 3D font l’hypothèse que la profondeur en un pixel, est
proche de celles de ses voisins. Cette hypothèse peut être réalisée de diﬀérentes façons qui peuvent
être classées en 3 grandes catégories : locale, globale et coopérative. La ﬁgure 1.5 montre l’impacte
de la prise en compte de l’hypothèse spatiale.
1.1.2.1 Les méthodes locales
Ces méthodes proposent de caractériser localement le voisinage du pixel par la valeur d’un
descripteur. C’est à dire qu’un pixel ne sera pas représenté uniquement de façon isolée par sa
valeur, mais aussi par son voisinage. Les descripteurs étant créés, chaque pixel est apparié avec
celui dont le descripteur est le plus semblable dans la seconde image. Nous constatons qu’une
nouvelle hypothèse est faite : le monde est supposé continu. Aﬁn de lever l’ambiguïté dans les
zones homogènes, ou d’éviter de dépasser au niveau des discontinuités, les descripteurs peuvent
être de tailles et de formes variables [KO94] (ﬁgure 1.6). Néanmoins, ces méthode sont limitées du
fait de l’étendue importante des zones homogènes telles que la chaussée dans notre application.
En eﬀet, pour ces zones, même une grande taille de fenêtre sera insuﬃsante, dans certain cas,
pour lever correctement l’ambiguïté. C’est à la suite de ce constat que les méthodes globales ont
été introduites.
1.1.2.2 Les méthodes globales
Les méthodes globales modélisent le problème de la reconstruction à partir de paires stéréo-
scopiques de façon énergétique. Une énergie est choisie. Le modèle choisi associe une énergie à
chaque carte de profondeur de façon à ce que l’énergie soit élevée si la carte de profondeur est
éloignée de la vérité terrain. Inversement, si l’énergie est faible, la carte doit être proche de la
vérité. Le processus se fait donc en deux étapes. Le calcul de l’énergie en fonction des données,
et ensuite, le calcul de la carte de profondeur qui minimise cette énergie.
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Le modèle est généralement composé de deux termes. Le terme d’attache aux données qui
symbolise l’appariement entre un pixel de l’image de droite et un sur l’image de gauche. Et
enﬁn, un terme de régularisation, qui permet de lever les ambiguïtés en biaisant le résultat
vers un certain type de solution. En reconstruction 3D, le terme de régularisation favorisera
généralement les solutions dont les disparités sont proches dans un voisinage local [Ter86].
1.1.2.3 Les méthodes coopératives
Les méthodes coopératives (ou aussi appelées semi-globales) ont été introduites pour pallier
le fait que les méthodes locales sont limitées par la présence de trop grandes zones homogènes.
Ces méthodes combinent les méthodes locales et globales. Les pixels sont d’abord caractérisés
par un descripteur et appariés suivant le principe des méthodes locales, et ensuite, l’étape pour
minimisation d’énergie est utilisée pour aﬃner ou compléter le résultat [Hir08, WZ08].
1.1.2.4 Ordre de la régularisation spatiale
L’ordre de la régularisation spatiale est donné par l’ordre de la dérivée de la profondeur
ou de la disparité que l’a priori régularise. Pour le premier ordre, toutes les diﬀérences de
disparités dans un voisinage local seront pénalisées. Les cartes de profondeur avec des plans
fronto-parallèles seront donc favorisées. Dans le cas du second ordre, alors les plans, quelles
que soient leurs directions, seront favorisés. En reconstruction dense, la grande majorité des
algorithmes utilise une régularisation soit du premier soit du second ordre, car, ils apportent un
bon compromis entre l’ensemble des scènes représentables et la facilité d’optimisation.
Premier ordre : Pour les méthodes locales, l’appariement est fait entre descripteurs modé-
lisant le voisinage. Un des premiers critères utilisé a été la somme des carrés pixel à pixel sur
le voisinage. Ce critère suppose donc que la fenêtre recherchée dans l’image gauche n’ait subi
qu’une perturbation due au bruit. Il faut donc que le voisinage n’ait été transformé que par une
translation. En général pour un objet plan, la transformation est une homographie, ne préservant
ni les angles, ni les distances. Seuls les plans fronto-parallèles auront la propriété attendue.
Pour les méthodes globales, la régularisation du premier ordre a été utilisée en premier.
Pour cela, on ajoute au terme d’attache aux données, un terme de régularisation pénalisant les
diﬀérences entre voisins.
Second ordre : Aﬁn de pouvoir prendre l’ensemble des orientations possibles, l’hypothèse du
second ordre est meilleure.
Dans le cadre des méthodes locales, une des premières idées est d’estimer localement un plan.
De cette façon, chaque pixel pourra être projeté dans la seconde image sachant la distance en
supposant un plan. Cela permet par conséquent de prendre en compte les déformations dues à
l’homographie.
Dans le cas des méthodes globales, la régularisation du second ordre remplace celle du premier
ordre [WTRF09].
Pour les méthodes semi-globales, une des façons d’aﬃner la solution, consiste, pour l’ensemble
des plans voisins, à minimiser la diﬀérence de pente entre les plans [YMU13a].
Ce n’est certainement pas la seule solution. De nombreuses autres méthodes ont été proposées
permettant la prise en compte du second ordre. Certaines, comme Libelas [GRU10], sont fondées
sur une triangulation préliminaire de points d’intérêt. La triangulation est utilisée comme a priori
lors de l’appariement pour la minimisation d’une énergie.
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1.1.3 Prise en compte des variations photométriques et bruit non gaussien
Faire l’hypothèse de bruit gaussien est trop strict, des perturbations altèrent les images.
Pour que l’hypothèse photométrique soit valide, il est nécessaire que les objets de la scène aient
une surface lambertienne, c’est à dire que la luminance réﬂéchie par l’objet soit indépendante
de la direction d’observation. Or, il y a beaucoup d’objets spéculaires comme la carrosserie des
véhicules ou une surface mouillée qui induiront de nombreuses réﬂexions.
Une seconde source de perturbation est liée au processus d’acquisition et de pré-traitement
de l’image. Cela dépend du calibrage et du mode d’utilisation des caméras, car il est diﬃcile
d’obtenir des conditions de réglage identiques. Cela peut entraîner des diﬀérences d’intensités.
Le bruit de quantiﬁcation, la transformation Gamma entre les deux caméras souvent réalisée
et l’aliasing perturbent aussi l’image acquise par le capteur. Cela explique que le bruit est
rarement gaussien. Il a donc fallu introduire des estimateurs robustes ou des métriques, lors de
l’appariement.
L’article [HS09] fait un état de l’art des diﬀérentes métriques réalisées en fonction de leurs
propriétés invariantes à des changements d’exposition. Il en ressort que la performance de ces
métriques dépend de l’algorithme utilisé. Pour les méthodes locales, la métrique ZNCC (zero-
mean normalized cross-correlation) apporte de très bons résultats. Dans le cadre les méthodes
utilisant l’appariement pixel à pixel, les techniques fondées sur une approche hiérarchique [HS09]
donnent de meilleurs résultats, mais elles sont coûteuses en temps de calcul.
Généralement, que ce soit pour les méthodes locales ou globales, les estimateurs robustes
permettent d’intégrer dans le bruit certaines perturbations. En pratique, un opérateur tel que
la valeur absolue, ou une fonction semi-quadratique, est choisi plutôt que l’erreur quadratique.
1.1.4 Prise en compte des discontinuités
D’autres aspects de la reconstruction 3D sont complexes à prendre en compte. Ce sont
les occultations dues aux sauts de disparités. En eﬀet, dans certaines scènes, un point projeté
dans la caméra de gauche ne sera pas visible dans l’image droite du fait d’une occultation.
Un algorithme ne prenant pas en compte les occultations produira un résultat erroné dans ces
zones. Pour permettre de traiter le problème des occultations de nombreux algorithmes ont été
proposés.
Méthodes locales : Une des méthodes les plus eﬃcaces proposées est celle des fenêtres adap-
tatives [HBGR09]. Cette méthode, reprend le principe du ﬁltre bilatéral, et propose de pondérer
les coeﬃcients des pixels de la fenêtre en fonction de la diﬀérence d’intensité avec celui du centre.
En d’autres termes, plus un pixel a une intensité proche de celui du centre, plus il aura de l’im-
portance lors de l’appariement (ﬁgure 1.7). Ces descripteurs apportent de bons résultats mais
ils sont très coûteux en temps de calcul.
Méthodes globales : L’utilisation d’un estimateur robuste permet de contourner le problème
des occultations et d’obtenir un résultat acceptable. Les zones occultées seront normalement
caractérisées comme des données aberrantes [CBFAB97, Ter86, SSZ02].
Il existe d’autres approches destinées à gérer les discontinuités et occultations. On constate
un usage de plus en plus fréquent de la segmentation en régions pour permettre de mieux prendre
en compte les discontinuités.
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Figure 1.7 – Principe de l’algorithme fondé sur les fenêtres adaptatives. La zone verte dans
l’image de droite correspond au pixel ayant une pondération forte dans le calcul du coût. Cette
même zone se trouve dans la seconde image pour deux pixels candidats. Nous pouvons observer
que l’ensemble des pixels ayant une pondération forte pour le pixel recherché possède une couleur
proche.
1.1.5 Hypothèse du monde segmenté
Les forts gradients dans les images sont dus, soit, aux textures d’un objet, ou souvent, aux
discontinuités. C’est à partir de cette observation que des méthodes, fondées sur la segmentation
d’images ont été proposées. Dans de nombreuses méthodes, la segmentation sert de guide pour
que les sauts de discontinuités soient corrélés avec les limites des zones segmentées [WZ08,
SSZ02].
1.1.6 Évaluation comparative
Grâce à la base de tests Middlebury Stereo Evaluation, et plus récemment à la base de
tests KITTI Vision Benchmark Suite, une évaluation quantitative de beaucoup d’algorithmes
de reconstruction stéréo a été faite. Il en ressort que les méthodes globales ou coopératives
dépassent les méthodes locales du fait de la capacité à propager l’information dans les grandes
zones homogènes. Cette limite des méthodes locales les rend inapplicables pour la reconstruction
3D de l’environnement routier. En eﬀet, si nous considérons la base de tests KITTI Vision
Benchmark Suite (courant 2013), les 3 meilleurs algorithmes fondés uniquement sur l’indice
stéréoscopique utilisent une méthode globale, et plus particulièrement un formalisme fondé sur
les champs de Markov. L’article [YMU13b] obtenant les meilleurs résultats propose une méthode
fondée sur l’estimation d’un ﬂot optique le long de la ligne épipolaire. La structure de cette
méthode est un champ de Markov où chaque pixel est représenté par un plan, paramétré par
trois variables aléatoires. Le ﬂux optique permet d’ajouter une contrainte d’ordre sur les plans
et de lever l’ambiguïté spatiale. Le second algorithme [YHMU12] propose lui aussi, un champ
de Markov composé de plans orientés permettant de prendre en compte les occultations.
Depuis quelques années, dans de nombreuses applications, telle que la reconstruction à partir
de paires stéréoscopiques, les méthodes probabilistes en traitement d’images se situent au niveau
général de l’état de l’art.
C’est à partir de ce constat que nous avons décidé de nous intéresser aux méthodes proba-
bilistes.
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1.2 Formulation probabiliste
De nombreux autres problèmes en traitement d’images peuvent aussi se formaliser comme
une recherche dense d’informations, autrement dit nous recherchons en chaque pixel une infor-
mation de la scène. Par exemple, pour la segmentation, nous chercherons la classe de l’objet
visualisé en chaque pixel, pour la restauration l’image corrigée. Ce type de problème peut être
formulé de façon globale comme nous l’avons vu pour la reconstruction à partir de paires sté-
réoscopiques. Cela consiste dans un premier temps, à choisir une énergie modélisant le problème
où les solutions probables auront un faible coût, et, ensuite, en chercher la solution qui minimise
cette énergie. L’énergie est souvent composée de deux termes, le premier est appelé l’attache aux
données, ce terme est généralement une fonction locale à chaque pixel qui lie les données (les
images acquises par le capteur pour le traitement d’image) aux variables recherchées (profon-
deur, intensité originale de la scène, label, etc.). Le second est le terme de régularisation. Celui-ci
va donc, dans le cadre de la reconstruction à partir de paires stéréoscopiques, pénaliser deux
profondeurs voisines ayant des valeurs trop diﬀérentes pour reprendre l’hypothèse du monde
continu et favorisera ainsi des valeurs proches.
Il s’avère que cette structure de problème est bien connue dans d’autres disciplines comme
la physique. Dans ces disciplines, ils sont traités par un modèle probabiliste nommé champs de
Markov. En traitement d’images, les champs de Markov ont apporté une interprétation proba-
biliste aux méthodes dites globales.
Impact des champs de Markov en traitement d’images : Depuis leur introduction en
1984 [GG84], les techniques fondées sur les champs de Markov ont connu un intérêt croissant
en traitement d’images. En eﬀet, la majeure partie des problèmes courants en images peut
être modélisée de manière probabiliste, dont une grande part directement par les champs de
Markov (Par exemple : Segmentation [Bar98], restauration d’images [GG84], ﬂot optique [HB93],
reconstruction à partir de paires stéréoscopiques, etc.).
Une des grandes forces de cette approche vient du fait que les méthodes d’optimisation
d’un champ de Markov sont indépendantes de la nature du problème posé. En eﬀet, l’approche
probabiliste consiste à interpréter les données comme des variables aléatoires et de créer ensuite
un modèle représentant le problème à traiter. Que ce soit pour un problème de segmentation
ou pour un problème de reconstruction 3D, le modèle ﬁnal sera une densité de probabilités
modélisant le problème où chaque réalisation possible aura une certaine probabilité. Considérons
l’exemple de la reconstruction à partir de paires stéréoscopiques. Pour une réalisation des deux
images d’entrée, quelle est la réalisation de la carte de disparité qui est la plus probable ? Pour
cela, après avoir eﬀectué la réduction du problème de base en un modèle probabiliste, on peut
appliquer toutes les méthodes existantes d’optimisation de l’énergie déduite du modèle.
Ce choix de séparer le modèle de la méthode d’optimisation fait la force des modèles probabi-
listes. En eﬀet, les modèles résultants du formalisme probabiliste pour des classes de problèmes
(par exemple les méthodes denses) sont souvent très proches, quel que soit le problème rencontré
(reconstruction, segmentation, restauration). Il en découle que s’il existe une méthode eﬃcace
d’optimisation pour ce type de modèle, alors toutes ces applications pourront être optimisées de
façon eﬃcace.
Dans le cadre des méthodes denses, de nouvelles méthodes d’optimisation, fondées sur la
théorie des graphes et l’optimisation de fonctions pseudo-booléennes ont été introduites en
image ces dix dernières années et ont rendu plus facilement utilisables les champ de Markov
en image. Cela a eu un tel impact que de nouveaux apports en mathématiques appliquées,
plus particulièrement dans le domaine de l’optimisation discrète, sont issus des recherches en
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traitement d’images. Ainsi, le problème de réduction de tailles des cliques dans les graphes qui
permet d’optimiser des modèles complexes a fait l’objet de nombreuses contributions derniè-
rement [FGBZ11, Ish09a, GBP11, Ish11]. Cet usage intensif est en partie dû à la structure
intéressante des graphes générés par les problèmes en traitement d’images et la capacité des
algorithmes à les résoudre.
Dans cette partie, nous allons nous intéresser aux modèles probabilistes dans le cadre du
problème de la reconstruction dense (1.2.1) et aux méthodes d’optimisation pouvant être utili-
sées (1.2.2).
1.2.1 Interprétation probabiliste
L’interprétation probabiliste consiste à modéliser le problème par une densité de probabilités.
Pour cela il faut d’abord, interpréter les données comme des variables aléatoires, cf. partie 1.2.1.1.
Lorsque les paramètres sont aussi interprétés comme des variables aléatoires on parle de mo-
délisation bayésienne. Ensuite, il faut déﬁnir une densité de probabilité liant les variables en
paramètres recherchés et les données connues cf. partie 1.2.1.2. Le principe du maximum a pos-
teriori est généralement utilisé pour dériver un estimateur des paramètres sachant les données
d’entrée. Grâce au théorème de Bayes, la densité de probabilités a posteriori peut être réécrite
en fonction du terme de vraisemblance et de l’a priori, sur les paramètres recherchés.
L’a priori est une connaissance préalable sur les paramètres à estimer avant même la connais-
sance de la réalisation des données d’entrée. L’a priori peut être introduit comme une corrélation
entre une variable en un site, et celles de son voisinage. C’est ce qui caractérise les champs de
Markov. La notion de corrélation est introduite plus généralement grâce aux réseaux Bayésiens
qui permettent de modéliser les interactions entre les variables corrélées, cf. partie 1.2.1.3.
La vraisemblance modélise la probabilité d’avoir les données d’entrée en fonction des para-
mètres variables recherchés en chaque pixel. Pour la reconstruction, c’est la probabilité d’avoir
une réalisation de l’image gauche, et de l’image droite sachant l’intensité originale de la scène
et la disparité en un pixel, cf. partie 1.2.1.4. L’a priori ajoute une connaissance sur les variables
à estimer cf. partie 1.2.1.5. Dans le cadre de la reconstruction 3D, nous savons qu’en général,
quelle que soit la scène rencontrée, la réalisation d’une profondeur en un pixel est corrélée à celle
de son voisinage. La reconstruction à partir de paires stéréoscopiques est un problème mal posé,
à cause des zones uniformes et des occultations. Ces aspects peuvent être considérés et pris en
compte par les modèles probabilistes, cf. partie 1.2.1.6.
1.2.1.1 Données du problème
Il faut tout d’abord interpréter les données et les paramètres comme des variables aléatoires.
Les images d’entrée sont interprétées comme des variables aléatoires. On notera {IL, IR} les
images d’entrée gauche et droite de la paire stéréoscopique. Une réalisation de IL et IR correspond
à une scène observée à un certain moment. On note S un ensemble ﬁni de sites s, chaque site
correspondant à un pixel de l’image où s = {i, j} est un vecteur 2D représentant la position du
pixel de ligne i, et colonne j. On notera Ix(s) la variable aléatoire correspondant à l’intensité
d’une image d’indice x en un site s. On notera I({i, j}, d) = I(i, j − d) la variable aléatoire
correspondant à l’intensité d’une image sachant un décalage d’une disparité d. Le problème est
composé de la scène à estimer {D, I0}, où D est un ensemble de variables aléatoires représentant
les disparités recherchées avec D(s) la variable du site s et I0 un ensemble de variables aléatoires
représentant l’intensité originale observée dans la même vue que D avec I0(s) la variable du site
s. Par convention, on prendra la vue de gauche comme référence.
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L’intensité originale de la scène est perturbée par plusieurs phénomènes, dont le bruit élec-
tronique, les repliements de spectre (en anglais aliasing). Lorsque les conditions d’acquisitions
sont satisfaisantes (condition météo dégagée, luminosité importante aﬁn de limiter le bruit de la
caméra), l’intensité originale de la scène peut être supposée connue et égale à l’image acquise à
la sortie du capteur. Généralement, et aﬁn de simpliﬁer la modélisation, cette simpliﬁcation est
utilisée sur l’image de référence. Dans un premier temps, le problème sera énoncé dans le cas le
plus général.
1.2.1.2 Maximum a posteriori
Le modèle probabiliste consiste à donner la loi de probabilité qui lie les variables connues
à celles inconnues à estimer. Le principe du maximum a posteriori nous indique comment en
déduire une estimation des variables inconnues. On cherchera donc quelle est la réalisation de
l’ensemble des disparités et des intensités originales qui maximise la densité de probabilité du
modèle, sachant une réalisation de l’image gauche et droite. Cette probabilité a posteriori est
notée P (D, I0|IL, IR).
En appliquant le théorème de Bayes, la distribution a posteriori peut être écrite de la façon
suivante :
P (D, I0|IL, IR) = P (IL, IR|D, I0)P (D, I0)
P (IL, IR)
(1.1)
P (IL, IR|D, I0) est la vraisemblance des données sachant les paramètres. P (D, I0) est l’a
priori sur les paramètres et P (IL, IR) est l’a priori sur les données d’entrée.
L’a priori sur les variables à estimer permet d’ajouter des connaissances. Si nous considérons
la distribution des disparités dans un voisinage restreint, on voit qu’il y a une forte probabilité
d’avoir des valeurs proches, ce qui correspond à l’hypothèse spatiale. L’a priori va donc permettre
de modéliser cela. En eﬀet, comme nous l’avons vu, si le modèle n’était composé que de la
vraisemblance, et donc que chaque site était indépendant de son voisin, la solution sera alors la
disparité qui maximise le terme de vraisemblance. Ce genre de solution n’est souvent pas bon.
En ajoutant un a priori modélisant la distribution de la profondeur dans le voisinage par paires,
une meilleure solution sera obtenue.
Simplifications : Plusieurs approximations peuvent être faites pour simpliﬁer l’énergie à op-
timiser. Premièrement, l’a priori sur les données d’entrée n’étant pas fonction de la solution,
il peut être ignoré. En conséquence, la densité de probabilité P (D, I0|IR, IL) sera maximisée à
un facteur d’échelle près. Deuxièmement, on suppose que l’image gauche représente l’intensité
originale de la scène en posant IL = I0 et que seule l’image droite est perturbée par du bruit.
En prenant en compte ces deux simpliﬁcations, nous pouvons réécrire la probabilité a posteriori
de la façon suivante :
P (D|IL, IR) ∝ P (IR|D, IL)P (D|IL) (1.2)
Dans certains travaux, cette dernière simpliﬁcation n’est pas faite. En particulier, cette ap-
proche est très utile pour la reconstruction multi-vues aﬁn de générer un modèle 3D texturé
dense [PKG99]. Dans [GS05], un modèle probabiliste complet pour la stéréo multi-vues propo-
sant d’estimer l’intensité sans bruit et la profondeur en simultanée est proposée. Une descente de
gradient sur l’énergie relative au modèle est eﬀectuée en alternant l’optimisation de l’intensité
de l’image sans bruit et de la profondeur.
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1.2.1.3 Réseaux bayésiens
Les réseaux bayésiens permettent de modéliser la notion de dépendance entre deux variables.
Cette notion est importante, car une approche naïve ne prenant en compte que la probabilité
conjointe de l’ensemble des variables produira un modèle de grandes dimensions diﬃcile à opti-
miser. En eﬀet, le nombre de paramètres pour caractériser la probabilité conjointe portant sur
l’ensemble des variables est très important. En supposant que la dépendance spatiale ne provient
que des voisins immédiats, il sera plus facile d’estimer les paramètres.
Aﬁn de modéliser l’interaction entre deux variables, on introduit la notion de voisinage. Nous
notons N le voisinage d’un site s en un pixel :
Ns = {t} tels que
{
. s /∈ Ns
. t ∈ Ns ⇒ s ∈ Nt (1.3)
Le voisinage de s est donc l’ensemble des sites possédant une dépendance directe avec le site
s. Si un site est vu comme un sommet, et une interaction entre deux sites comme une arête,
alors le voisinage Ns est un sous graphe. Un graphe peut être décomposé en cliques. Une clique
est soit un singleton, soit un ensemble de sites inter-connectés (et dans le cadre probabiliste, un
ensemble de variables toutes inter connectées). On note C l’ensemble des cliques du graphe et
Ck l’ensemble des cliques de cardinal k.
Nous pouvons, pour chaque clique, introduire la notion de potentiel. Pour une clique c, le
potentiel associé est noté Uc. Cette valeur dépend de la fonction liant les variables de la clique.
L’énergie globale U du graphe peut être déﬁnie comme la somme des potentiels de toutes les
cliques :
U =
∑
c∈C
Uc (1.4)
Nous pouvons aussi déﬁnir l’énergie locale Us en un site qui est la somme des potentiels de
toutes les cliques voisines où s intervient :
Us =
∑
c∈C/s∈c
Uc (1.5)
Champ de Markov : La structure de voisinage permet donc de modéliser l’interaction entre
plusieurs variables. Dans le cadre probabiliste, cela se traduit par la probabilité d’avoir une
réalisation d’une variable en un site ne dépend que de la conﬁguration de son voisinage local.
C’est ce qui caractérise un Champ de Markov. Cette propriété est importante pour l’échantillon-
nage d’un champ de Markov, car il est possible de calculer la probabilité conditionnelle locale
d’une variable (ce qui est impossible quand toutes les variables sont dépendantes du fait de la
constante de normalisation devenant rapidement incalculable).
En traitement d’images, les champs de Markov permettent de modéliser l’interaction d’un
ensemble de variables autour de chaque pixel. L’exemple 1.1 montre diﬀérentes structures de
champs de Markov classiques.
Exemple 1.1. La ﬁgure 1.8 montre deux conﬁgurations de graphes avec diﬀérentes structures
de voisinages sur une image composée de 12 pixels. Le graphe de la ﬁgure 1.8a représente un
champ de Markov 4 connexités (chaque site est connecté à ses voisins directs sur l’axe horizontal
et vertical). Un champ 8 connexités inclura aussi les diagonales. Les cliques sont d’ordre 2. Nous
pouvons constater que pour le site s = {2, 2}, le potentiel local U de l’équation (1.5) correspond
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(a) Clique d’ordre 2 (b) Clique d’ordre 3
Figure 1.8 – Exemple de diﬀérentes structures de champs de Markov pour une image composée
de 12 pixels. Chaque cercle est une variable aléatoire. Pour chaque pixel, il existe deux variables
aléatoires. Les cercles rouges correspondent aux variables observées I et les bleus aux variables
à estimer D. La ﬁgure 1.8a représente un champ de Markov avec un voisinage représenté par
des cliques d’ordre 2, la ﬁgure 1.8b avec un voisinage composé de cliques d’ordre 3. Les arêtes
qui lient les variables I aux variables D représentant le terme de vraisemblance, les arêtes entre
les variables D les a priori. Les cliques correspondant aux voisinages du site s = {2, 2} sont en
rouge.
à la somme des potentiels de l’ensemble des cliques où s apparaît. C’est à dire aux couples :
{{D({2, 2}), I({2, 2})},
{D({2, 2}),D({1, 2})}, {D({2, 2}), D({2, 1})}, {D({2, 2}),D({2, 3})}, {D({2, 2}),D({3, 2})}}
Le graphe 1.8b montre une structure composée de cliques d’ordre 3 liant un site avec son voisin
direct et un second voisin. L’ensemble des cliques où s apparaît dans ce cas est :
{{D({2, 2}), I({2, 2})},
{D({1, 2}),D({2, 2}), D({3, 2})}, {D({2, 1}), D({2, 2}), D({2, 3})}, {D({2, 2}),D({2, 3}),D({2, 4})}}
1.2.1.4 Terme de vraisemblance
Le terme de vraisemblance modélise la probabilité des données d’entrée sachant les variables
recherchées. En reconstruction 3D, il modélise la probabilité d’une réalisation de IL et de IR
sachant la réalisation de I0 et de D. Pour construire P (IR, IL|D, I0), il faut choisir la forme
de la distribution sur l’image gauche et droite IR et IL avec les paramètres de la distribution
comme fonction de D et I0. Considérons l’exemple où les images gauches et droites ne seraient
perturbées que par un bruit blanc gaussien, alors une loi normale sera choisie pour modéliser la
distribution des images acquises avec I0 comme moyenne.
Dans le cas d’une loi normale, une réalisation aura une forte probabilité si l’intensité des
deux images, l’une au site IL(s), et l’autre au site IR(s,D(s)), sont proches de la moyenne I0(s).
Inversement, si les intensités IL(s) et IR(s) sont diﬀérentes de celles de I0(s), la probabilité sera
faible.
Dans le cadre général, la vraisemblance des données sachant les paramètres, dans l’hypothèse
où chaque site est indépendant, est le produit des probabilités en chaque site. Ceci se traduit
par :
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P (IR, IL|D, I0) = 1
Z
exp(−U(IR, IL|D, I0)) (1.6)
où U(IR, IL|D, I0) est le potentiel total de l’image et Z la constante de normalisation. Ce terme
énergétique est souvent appelé le terme d’attache aux données. Dans le cadre de la reconstruction
3D, il représente donc l’erreur entre l’intensité de l’image gauche et l’intensité originale de la
scène et l’erreur entre l’intensité de l’image droite et l’intensité originale de la scène dans l’image
sachant une disparité :
U(IR, IL|D, I0) =
∑
s∈S
ρp(
|IL(s)− I0(s)|
σp
)
+ρp(
|IR(s,D(s))− I0(s)|
σp
) (1.7)
où ρp est une fonction liée à la distribution du bruit photométrique avec comme échelle σp. Cette
formulation générale permet de modéliser des distributions autres que la distribution normale.
Si l’on suppose que IL représente en fait l’intensité originale de la scène, alors le terme
d’attache aux données est seulement l’erreur entre l’intensité d’un pixel de l’image gauche avec
celui de l’image droite, sachant une disparité. C’est sous cette forme que le terme d’attache aux
données est le plus souvent rencontré :
U(IR|D, IL) =
∑
s∈S
ρs(
|IR(s,D(s))− IL(s)|
σs
) (1.8)
Ce terme d’attache aux données correspond à l’appariement pixel à pixel. Si nous optimisons
l’énergie (1.8) directement, plusieurs disparités peuvent minimiser l’énergie en un pixel. Si de
surcroît on ajoute le bruit, il y a une forte chance que la disparité minimisant le terme d’attache
aux données ne soit pas la bonne.
1.2.1.5 a priori
L’a priori, dans la plupart des cas, favorisera deux valeurs proches dans un voisinage. Pour
cela, on modélise la distribution des variables locales par un ensemble de cliques.
Comme montré dans [Bes74], cette structure connectée est un modèle markovien, car la
probabilité d’une variable ne dépend que des variables voisines. La probabilité globale peut donc
être décomposée par la multiplication des probabilités locales ce qui se traduit par :
P (D|IL) = 1
Z
exp(−λDU(D|IL)) (1.9)
où U(D|IL) est un potentiel dépendant des valeurs de disparités entre voisins et Z la constante
de normalisation. λD est un coeﬃcient permettant de pondérer l’eﬀet de l’a priori par rapport
au terme de vraisemblance. L’énergie globale sera la somme des potentiels de toutes les cliques
du graphe ne dépendant que des variables D. Ce qui se traduit par :
U(D|IL) =
∑
c∈CD
ρd(ϕ(c,D)) (1.10)
où ϕ(c,D) et ρd sont donc des fonctions qui vont, dans le cadre énergétique, pénaliser les conﬁ-
gurations non désirées.
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Choix de l’a priori : Le terme d’a priori le plus utilisé est la norme du gradient. C’est
un terme du premier ordre. L’ensemble des cliques CD est alors l’ensemble de paires de pixels
voisins. Pour la norme L1, ce terme est déﬁni par :
ϕ({p, q},D) = D(p)−D(q) (1.11)
et ρd(t) = |t|. Dans ce cas, |ϕ({p, q},D)| est égal à 0 quand p et q sont identiques. Par contre,
le score est d’autant plus élevé que la diﬀérence entre p et q est importante. Ce score favorise
donc les plans fronto-parallèles au plan image de la caméra. En eﬀet, toutes scènes possédant
des plans non fronto-parallèles auront localement, une pénalité non nulle.
Cela pose problème pour les zones homogènes inclinées qui ont besoin de l’a priori. Ce
problème est particulièrement visible dans la reconstruction 3D de l’environnement routier, où
la chaussée, est de couleur constante mais sur un plan non fronto-parallèle au plan focal. La
solution minimisant l’énergie localement sera donc un plan fronto-parallèle, ce qui ne correspond
pas à la solution recherchée.
Pour pallier ce problème, il nous faut une régularisation sur n’importe quel plan dans l’espace.
C’est pour cela que le terme de la dérivée à l’ordre deux a été introduit :
ϕ({p, q, r},D) = D(p)− 2D(q) +D(r) (1.12)
alors, quelle que soit l’orientation d’un plan dans l’espace, ce score, si les disparités aux sites
{p, q, r} sont sur le plan sera toujours égal à 0. L’utilisation de l’ordre second, contrairement
à l’ordre premier, fait intervenir une clique triple. L’ensemble des cliques CD sera par exemple
l’ensemble des patches 3× 1 et 1× 3 pixels.
Pondération du terme de régularisation en fonction de la vraisemblance : Le pa-
ramètre λD donnera dans (1.9) plus ou moins d’importance au terme de régularisation. Quand
λD = 0 l’a priori n’a plus d’eﬀet et seul le terme de vraisemblance apparaît dans l’énergie ﬁ-
nale. Quand λD tend vers l’inﬁni, l’image va devenir de plus en plus lisse, jusqu’à tendre vers
la solution homogène car le terme de vraisemblance aura un eﬀet négligeable dans l’énergie.
Une solution minimisant l’énergie sera donc un plan fronto-parallèle dans le cas d’un terme de
régularisation du premier ordre et un plan d’orientation diverse dans le cas du second ordre.
1.2.1.6 Interprétation des valeurs aberrantes
Un des principaux intérêts de la formulation probabiliste est qu’elle permet d’interpréter les
phénomènes comme résultants de processus aléatoires, et en conséquence, donne des indications
sur comment choisir les fonctions d’erreurs. Considérons l’exemple du terme d’attache aux don-
nées (1.7). Il est possible par exemple d’estimer la distribution du bruit dans une zone homogène
aﬁn de choisir la fonction ρp. Cette façon de procéder néglige les occultations. Il ne faut donc
pas être trop strict dans le choix de ρp pour tenir compte des occultations. Aﬁn de pallier les
problèmes des occultations, comme il a été mentionné dans l’état de l’art, des alternatives ont
été proposées. Dans le cadre probabiliste, une façon de procéder est d’interpréter les occulta-
tions comme variables aléatoires. Dans [SSZ02], une interprétation des valeurs aberrantes par
des variables aléatoires a été spécialement proposée dans le cadre de la reconstruction à partir de
paires stéréoscopiques. Il est proposé d’ajouter, pour chaque pixel, 2 variables aléatoires binaires
correspondantes aux zones occultées et aux discontinuités. Le problème d’inférence se reformule
alors de la façon suivante :
P (D,L,O|IL, IR) ∝ P (IR|D,L,O, IL)P (D,L,O|IL)
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L
R
Disp
Disc
Occ
Figure 1.9 – Exemple de la représentation par 3 champs de Markov d’une scène avec des dis-
continuités et occultations. Les lignes L et R représentent 12 pixels horizontaux pour une même
position de l’image gauche et droite. Les traits représentent l’appariement d’un pixel de l’image
gauche avec celle de l’image droite. Lorsque les sites sont coloriés en vert, cela signiﬁe qu’il
sont visibles dans leurs images respectives, inversement, la couleur blanche indique une occul-
tation. La troisième ligne correspond aux disparités. La quatrième représente les discontinuités.
La cinquième les occultations.
où L est l’ensemble des variables aléatoires représentant les discontinuités et O est l’ensemble
des variables représentant les occultations, et où L et O sont binaires. La ﬁgure 1.9 montre un
exemple d’une scène et les variables à estimer qui en découlent.
Mais, il s’avère diﬃcile de trouver le maximum a posteriori de cette nouvelle formulation.
En eﬀet, chaque terme d’attache aux données passe d’une clique d’ordre 1, à une clique d’ordre
3. Ceci est beaucoup plus complexe à optimiser. Il est alors proposé dans un premier temps, au
lieu d’estimer l’ensemble des 3 champs, d’interpréter directement les occultations et les sauts de
disparités comme des valeurs aberrantes dans les estimateurs. En conséquence, l’estimation ou
le choix des paramètres des fonctions ρp et ρD dans le terme de vraisemblance et dans le terme
de régularisation doivent permettre la prise en compte des occultations et des discontinuités.
Pour cela, un estimateur robuste est utilisé permettant de mieux modéliser la distribution des
appariements en prenant en compte les occultations, la distribution du voisinage et les sauts de
disparités.
1.2.1.7 Pondération photométrique :
Nous avons vu qu’il est nécessaire d’introduire des fonctions robustes pour prendre en compte
les sauts de disparités. À un saut de disparité, les couleurs de deux objets, le plus souvent, sont
diﬀérentes. Dans ce cas, on peut donc supposer que les sauts de disparités sont liés aux gradients
d’intensité de l’image. Pour prendre en compte ce lien, une pondération photométrique peut être
ajoutée au terme de régularisation en fonction de l’image d’intensité :
U(D|IL) =
∑
c∈CD
W (c, IL) ρd(ϕ(c,D)) (1.13)
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où la fonctionW (c, IL) permet de relâcher les contraintes sur la présence de contours de disparité,
là où il y a des contours dans IL. Pour déﬁnir la présence d’un contour, plusieurs caractéristiques
peuvent être utilisées comme la magnitude locale du gradient [BVZ01a]. La fonction W est alors
décroissante. Cela implique que plus le gradient est important, plus l’importance de la valeur du
potentiel diminue dans l’a priori comparativement au terme d’attache aux données. La fonction
W (c, IL) = e−
|ϕ(c,IL)|
σ peut être utilisée. Un autre opérateur de détection de contours ou de
segmentation de la scène [SSZ02] peut être aussi utilisé.
1.2.2 Optimisation
Une fois le modèle choisi, il faut trouver la réalisation de D qui maximise au mieux l’estima-
teur a posteriori.
Lorsque que la probabilité a posteriori se résume au terme de vraisemblance, une recherche
exhaustive suﬃt pour trouver quelles sont les conﬁgurations qui maximisent la densité de pro-
babilités. En eﬀet chaque variable étant indépendante de ses voisines, il suﬃt, pour chaque
variable, de trouver celle qui maximise le terme de vraisemblance. Dans ce cas, la complexité
est linéaire en fonction de la taille des données. Dès lors que l’ordre du la plus grande clique est
supérieure à 1, le nombre de solutions possible devient trop important pour permettre d’eﬀectuer
une recherche exhaustive.
Il existe de nombreuses méthodes d’optimisation permettant de trouver quelles sont les com-
binaisons qui maximisent la probabilité a posteriori. Les premières méthodes qui sont apparues
ont été celles fondées sur une approche probabiliste nécessitant un échantillonnage du champ
de Markov[GG84]. Ces méthodes mettent un temps important à converger et ne garantissent
en aucun cas d’atteindre la solution qui minimise globalement l’énergie. Par la suite, d’autres
méthodes ont été proposées [Ter86] fondées sur la minimisation énergétique des potentiels plu-
tôt que sur la maximisation de la densité de probabilité. En eﬀet, la fonction f(x) = −exp(x)
étant monotone décroissante, minimiser le potentiel U(x) équivaut à maximiser la densité de
probabilité de la forme exp(−U(x)). Le problème à minimiser sera donc :
min
D
[U(IR, |D, IL) + U(D|IL)] (1.14)
Il s’avère que ce type de problème a déjà été très étudié, notamment lorsque les labels sont
binaires. Actuellement des méthodes eﬃcaces existent pour d’une part, optimiser ces fonctions,
mais aussi, les caractériser pour trouver l’algorithme le plus adapté. En eﬀet, certaines énergies
peuvent être optimisées globalement en un temps polynomial, il est donc important de pouvoir
caractériser ces énergies aﬁn de pouvoir les optimiser au mieux. Dans, [KZ02] il est proposé de
savoir quelle énergie peut être minimisée par coupe de graphe.
A partir d’un ordre de clique égale à 2, la notion de sous-modularité intervient. Cette notion
est importante, car malgré le caractère NP-Difficile de trouver le minimum d’une énergie multi-
label avec une clique d’ordre 2 dans le cas général, si cette dernière est sous-modulaire, alors il
sera possible de trouver le minimum en un temps polynomial dans le cas binaire.
Une énergie multi-label de degré deux est sous-modulaire si la fonction de coût de chaque
terme de degré deux est sous-modulaire. Une fonction de coût de degré deux est sous-modulaire
si elle respecte la propriété (3.21). Par exemple, dans le cas multi-label, f(t) = |t| est sous-
modulaire, par contre f(t) = t2 ne l’est pas. Le caractère de sous-modularité d’une énergie ne
dépend donc pas des termes unitaires, ce qui implique que n’importe quelle fonction ρp peut être
utilisée pour le terme d’attache aux données (1.7). Par contre, la forme de terme de régulation
est importante pour le caractère sous-modulaire de l’énergie.
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Quand l’énergie est composée de cliques d’ordre supérieur à deux, il est possible, soit de
l’optimiser directement, soit, de la transformer en une énergie de degré deux en ajoutant des
variables supplémentaires ayant le même minimum global. Dans ce cas, la réduction en une
énergie de degré deux crée forcément des termes non sous-modulaires. C’est le cas de l’a priori
avec la dérivée du second ordre (1.12).
1.2.2.1 Optimisation de fonctions sous-modulaires
Plusieurs algorithmes existent aﬁn d’optimiser une fonction sous-modulaire multi-label. L’un
des premiers utilisé en traitement d’image a été l’algorithme α-expansion (détaillé ici 3.2.3)
qui décompose le problème d’optimisation globale en une succession de problèmes binaires. Le
principal avantage de cet algorithme est d’apporter un bon compromis entre la rapidité et la
qualité d’optimisation [BVZ01b]. En eﬀet, même si le minimum global de la fonction n’est pas
atteint, l’énergie après convergence, est assurée d’être inférieure à l’énergie du minimum global
multipliée par un facteur.
Plus récemment, des algorithmes fondés sur des méthodes de relaxation ont été proposés aﬁn
de converger vers un minimum global de l’énergie [GBO12]. Ces méthodes sont très longues à
converger et l’apport qualitatif pour la reconstruction 3D reste souvent négligeable comparati-
vement aux techniques fondées sur les coupes de graphe.
1.2.2.2 Optimisation de fonctions non sous-modulaires
Lorsque l’énergie n’est pas sous-modulaire, des méthodes dites heuristiques peuvent néan-
moins être appliquées aﬁn de converger vers un minimum local.
Ainsi, les premières méthodes eﬃcaces pour la reconstruction 3D ont été celles fondées sur
l’algorithme belief propagation [SSZ02]. En pratique, les énergies non sous-modulaires avec des
cliques d’ordre 2 (Comme celles proposées dans la partie 1.2.1.6 avec une fonction robuste
sur le terme de régularisation) sont eﬃcacement optimisées avec l’algorithme de belief propaga-
tion [SSZ02]. Mais quand l’ordre des cliques augmente, et par conséquent le nombre de solutions,
l’algorithme ne converge plus aussi bien.
Une méthode de fusion (dont l’α-expansion est un cas particulier, décrite plus en détail
dans la partie 3.2.1) permet de diminuer l’énergie, mais sans garantie de pouvoir atteindre un
minimum global. La diﬃculté, dans le cas non sous-modulaire, des algorithmes de fusion est de
proposer un jeu de labels minimisant l’énergie aﬁn de converger vers un minimum intéressant.
Pour cela, plusieurs types de propositions peuvent être réalisées. Par exemple fusionner le
résultat de deux algorithmes indépendants, générer aléatoirement une proposition (suivant une
distribution uniforme, ou par exemple, une loi normale avec comme moyenne la solution cou-
rante), ou comme proposé dans [Ish09b], en optant pour une solution dans la direction opposée
au gradient de l’énergie. Cette approche par fusion est intéressante car elle permet d’obtenir une
bonne conﬁguration entre plusieurs cartes de profondeur diﬀérentes. Dans[UWSI12], une autre
méthode de fusion, fondée sur les méthodes probabilistes, est proposée pour la reconstruction
3D multi-vues appliquée à la reconstruction 3D de scène urbaine. Les résultats montrent que
cette approche est eﬃcace.
1.2.3 Exemples
Aﬁn d’illustrer le cas sous-modulaire et le cas non sous-modulaire, nous allons détailler deux
exemples de modèles avec des indicateurs sur la méthode d’optimisation appropriée :
33
Chapitre 1. Reconstruction 3D à partir de paires stéréoscopiques
Exemple 1.2 (Reconstruction 2 vues avec une régularisation du premier ordre). C’est l’un des
premiers modèles utilisé. Ce modèle correspond à un champ de Markov avec des cliques d’ordre
2 (Exemple 1.8a). L’énergie du modèle est la suivante :
∑
s∈S
ρs(
|IL(s)− IR(s,D(s))|
σs
) + λD
∑
c∈CD
|ϕ(c,D)| (1.15)
où S est l’ensemble des pixels, CD l’ensemble des patches 2× 1 et 1× 2 pixels de l’image et σs
l’échelle. L’avantage de cette énergie est son caractère sous-modulaire. ρs est une fonction liée à
la distribution du bruit photométrique. La famille des exponentielles lissées peut être choisie :
ρα(t) = 12α((1+ t
2)α−1). Cette famille permet de modéliser correctement plusieurs distributions
grâce au paramètre α. Dans cet exemple, α = 0.7 est choisi. Une valeur entre 0.5 et 1 pour α
est un bon compromis et permet de mieux prendre en compte les discontinuités. Cette énergie,
sous-modulaire, peut donc être optimisée par α-expansion (section 3.2.3).
La ﬁgure 1.10 montre l’optimisation du modèle (1.15) avec l’algorithme α-expansion pour
diﬀérente valeurs de λD sur une paire stéréoscopique de la base KITTI Vision Benchmark
Suite. Nous pouvons voir que lorsque λD = 0 (L’énergie est donc composée seulement du terme
d’attache aux données), la reconstruction n’est pas bonne du fait de l’ambiguïté. Avec λD = 1,
grâce à l’a priori, l’image est plus lisse. Il reste cependant quelques zones comme le bas de la
chaussée mal reconstruites. Avec λD = 4, la chaussé est plus lisse, mieux reconstruite. Avec
λD = 16, la chaussée au loin est encore mieux reconstruite, cependant, un plan fronto-parallèle
s’est formé au niveau de la chaussée à cause du poids important du terme de régularisation.
Ce phénomène est encore plus important avec λD = 32 et λD = 64. Pour cette scène, λD = 4
semble être un bon compromis.
Exemple 1.3 (Reconstruction multi-vues avec la prise en compte des occultations et une régu-
larisation du second ordre). Aﬁn d’illustrer les possibilités des méthodes globales, une partie du
modèle synthétisé dans [WTRF09] proposant un cadre général pour l’optimisation de méthodes
globales avec une régularisation du second ordre est présenté. Dans le cas multi-vues, si l’on
connaît les paramètres extrinsèques d’un ensemble de caméras, il est possible de savoir, pour
une profondeur donnée dans la vue principale, quelle est la projection dans les autres caméras.
Dans cet exemple, on se restreint au cas tri-focal. Soit Ig, Im et Ig, 3 caméras (respectivement
situées à gauche, au milieu et à droite). Dans l’hypothèse où Im = I0, l’énergie globale est :
U(D|Ig, Im, Id) = U(Ig, Id|D, Im) + U(D|Im) (1.16)
où U(Ig, Id|D, Im) est toujours le potentiel correspondant au terme d’attache aux données pho-
tométrique. Le modèle proposé dans [WTRF09] permet de prendre en compte les occultations.
Pour cela, une variable de visibilité annexe V est ajoutée. Le terme de vraisemblance aura donc
comme coût :
f(∆I,V) =
{
ρs(∆I) si V = 1
ν sinon.
(1.17)
Enﬁn, U(D|Im) est le potentiel de régularisation du second ordre (1.12). Ce choix implique
donc des cliques d’ordre 3.
Pour minimiser (1.16), il est possible d’utiliser la technique de fusion (approfondie dans
la partie 3.2.1). Cette technique permet, à partir d’une carte de profondeur existante Dt, et
d’une proposition Dp, de trouver la carte fusion D∗ des deux conﬁgurations qui minimisent
l’énergie (1.16). Pour cela, en chaque site est déﬁnie une variable booléenne B. Le résultat de la
34
1.2. Formulation probabiliste
Figure 1.10 – Résultat de la minimisation de (1.15) par α-expansion avec une régularisation
du premier ordre (1.11) avec plus ou moins d’importance sur l’a-priori. Première ligne : l’image
gauche et droite de la scène. Seconde ligne : λD = 0 et λD = 1. Troisième ligne : λD = 4 et
λD = 16, Quatrième ligne : λD = 32 et λD = 64.
fusion sera une combinaison linéaire de la conﬁguration existante et de la proposition suivant la
variable booléenne B comme décrit dans la partie 3.31. En d’autres termes, quand la variable
booléenne est égale à 0, la solution initiale est retenue, quand elle est égale à 1, la proposition
est retenue.
Création du graphe : L’énergie (1.16) va être représentée sous la forme d’un graphe pour
pouvoir la minimiser eﬃcacement. Un graphe est construit, avec comme sommets les variables
binaires à optimiser, et comme arêtes les cliques entre les variables. Un terme booléen sera donc
l’ensemble des variables composées par la clique avec comme coeﬃcient le coeﬃcient de la clique.
Pour une meilleure compréhension, la ﬁgure 1.11 reprend l’exemple utilisé dans [WTRF09].
La Figure 1.11a montre 4 pixels de la caméra centrale alignés horizontalement dans l’image
(représentés par les droites noires passant par le point m). La caméra de gauche g et de droite
d sont modélisées par 3 pixels. Les solutions Dt et Dp sont montrées pour chaque pixel de la
caméra m. La Figure 1.11b montre le graphe créé pour la fusion de Dt et Dp. Pour chaque
pixel de l’image référence mi est associée une variable booléenne Bi. Dans cet exemple, seule la
relation spatiale horizontale est représentée.
Pour chaque pixel, il y a 4 arêtes relatives au terme d’attache aux données : l’appariement
de la solution actuelle dans l’image gauche et droite et l’appariement de la solution proposée
dans l’image gauche et droite. Une première constatation est que certaines combinaisons des
deux conﬁgurations apportent des occultations. Par exemple si au site t la solution actuelle est
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(a) Scène
(b) Graphe
Figure 1.11 – Exemple de construction d’un graphe pour l’étape de fusion. La ﬁgure 1.11a
représente une scène de 4 pixels où m est la caméra référence. Les carrés verts représentent la
solution courante, les rouges la solution proposée. La ﬁgure 1.11b représente le graphe construit
pour l’étape de fusion. Les cercles noirs sont les variables booléennes pour chaque pixel de l’image
référence m, les cercles verts sont les variables de visibilité de l’image référence m par rapport à
la solution actuelle, et les cercles rouges par rapport à la solution proposée. Les traits liant les
variables booléennes aux variables de visibilité représentent le terme d’attache aux données, les
traits liant les variables booléennes entre elles sont les cliques d’ordre 3 représentant le terme de
régularisation. Les traits en pointillé correspondent aux pénalités d’occultations.
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la solution recherchée et au site z la solution proposée est la solution recherchée, alors le modèle
devra prendre en compte cette occultation. En eﬀet, le terme de vraisemblance représentant
l’appariement au site z de l’image référence m sur l’image gauche g sera faussé (surtout si
l’intensité aux sites z et t ont une intensité lumineuse très diﬀérente), si le score du potentiel
est trop important du fait de la diﬀérence d’intensité, cette solution ne minimisera donc pas
l’énergie. Pour gérer ce genre de conﬁguration, on introduit des variables de visibilité V{g/d}i(x).
Il y a deux variables par vue auxiliaire pour un site x : une pour représenter les occultations de
la variable actuelle (i = 0) et l’autre pour la variable proposée en plus de la vue de référence
(i = 1), deux variables de visibilité sont ajoutées par vue supplémentaire.
La construction du terme de vraisemblance sera donc la suivante : chaque variable booléenne
représentant un pixel sera connectée aux variables de visibilité correspondantes à la vue. La
pondération des arêtes correspondra au terme de vraisemblance.
Prenons l’exemple du site y, quand le label est visible, les termes correspondant aux quatre
arêtes du terme d’attache aux donnés sont : ρs(|Im(y)− Ig(y,Dt)|)B(y)Vg0(y) pour le terme de
vraisemblance de l’image référence avec l’image gauche pour la profondeur existante, ρs(|Im(y)−
Id(y,Dt)|)B(y)Vd0(y) pour le terme de vraisemblance de l’image référence avec l’image droite
pour la profondeur existante, ρs(|Im(y) − Ig(y,Dp)|)B(y)Vg1(y) pour le terme de vraisem-
blance de l’image référence avec l’image gauche pour la profondeur proposée et ρs(|Im(y) −
Id(y,Dp)|)B(y)Vd1(y) pour le terme de vraisemblance de l’image référence avec l’image droite
pour la profondeur proposée. Le coeﬃcient de chaque terme correspond au potentiel de l’appa-
riement en fonction du label (existant ou proposé) et de l’image en question (gauche ou droite)
de l’équation (1.17) quand V = 1. Inversement, quand V = 0, le score des arêtes sera donc ν, ce
qui donne : νB(y)Vg0(y), νB(y)Vd0(y), νB(y)Vg1(y) et νB(y)Vd1(y).
Pour permettre une occultation entre deux variables, une arête est connectée entre la variable
booléenne correspondant à la variable au premier plan, avec le noeud de visibilité correspondant à
la variable occultée. L’idée est d’ajouter une pénalisation importante quand le label au premier
plan est égal à 1 et que la variable de visibilité du label occulté est aussi égale à 1, cette
pénalisation empêchera donc qu’une variable au premier plan et qu’une variable occultée par
celle-ci minimise l’énergie (cette pénalisation doit être assez importante pour que cette possibilité
ne se produise jamais et ainsi que la contrainte d’unicité soit respectée). Prenons l’exemple du
site x, la variable courante en ce site occulte 3 variables : deux variables proposées (celle en y
et en t), et une variable courante en z. Toutes sont occultées dans la vue de gauche. 3 arêtes
seront donc créées, deux liant les variables d’occultation représentant les variables proposées des
noeuds y et t pour la vue gauche et une liant la variable d’occultation représentant la variable
courante du noeud z, pour la vue gauche. Les termes correspondant à ces arêtes seront donc
∞B(x)Vg0(y), ∞B(x)Vg1(z) et ∞B(x)Vg0(t).
Inversement, la variable proposée en x est occultée par deux variables dans la vue droite par
les solutions courantes des sites y et z, il y aura donc deux arêtes liant la variable d’occultation
au site x correspondant à la vue gauche de la variable proposée, c’est à dire Vg1(x), aux deux
variables B(y) et B(z), ce qui donnera les termes ∞B(y)Vg1(x) et ∞B(z)Vg1(x). Le coût des
arêtes du terme de vraisemblance modélisant l’équation (1.17) se résume donc à :
φ(B(x),V iα(x)) =


0 si B(x) = 1
ρs(∆I) si V iα(x) = 1
ν sinon.
(1.18)
Aﬁn de modéliser la pénalisation du second ordre, les 4 variables booléennes B(i) sont connec-
tées par des cliques d’ordre 3. Prenons l’exemple des sites x, y et z. Ces trois sites, avec un terme
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de régularisation du second ordre, sont liés par une clique d’ordre 3 centrée en y. Pour chaque
clique d’ordre 3, il y aura donc 8 combinaisons possibles de labels. Si nous choisissons ρp(t) = |t|,
le potentiel local correspondant à la somme des 8 termes de la clique {x, y, z} sera donc :
|ϕ({x, y, z}, {Dt, Dt, Dt})|B(x)B(y)B(z) + |ϕ({x, y, z}, {Dt, Dt, Dp})|B(x)B(y)B(z)+
|ϕ({x, y, z}, {Dt, Dp, Dt})|B(x)B(y)B(z) + |ϕ({x, y, z}, {Dt, Dp, Dp})|B(x)B(y)B(z)+
|ϕ({x, y, z}, {Dp, Dt, Dt})|B(x)B(y)B(z) + |ϕ({x, y, z}, {Dp, Dt, Dp})|B(x)B(y)B(z)+
|ϕ({x, y, z}, {Dp, Dp, Dt})|B(x)B(y)B(z) + |ϕ({x, y, z}, {Dp, Dp, Dp})|B(x)B(y)B(z)
où la fonction ϕ({p, q, r}, {Dp,Dq,Dr}) est la fonction de régularisation du second ordre (1.12)
tel que ϕ({p, q, r}, {Ds,Dt,Du}) = Ds(p)− 2Dt(q) +Du(r).
Prenons l’exemple du terme |ϕ({x, y, z}, {Dt,Dt,Dt})|B(x)B(y)B(z), ce terme correspond
au coût de l’a priori avec les 3 solutions existantes, ce qui donne |4 − 2 ∗ 3 + 4|B(x)B(y)B(z).
Si nous prenons le terme, |ϕ({x, y, z}, {Dt,Dt,Dp})|B(x)B(y)B(z), il correspond au potentiel
de l’a priori avec les solutions existantes pour les sites x et y, et la solution proposée pour z,
ce qui donne |4− 2 ∗ 3 + 2|B(x)B(y)B(z). Nous pouvons voir avec ces deux exemples que dans
le premier cas, la pondération est égale à 2, et dans le second cas, où la solution est un plan, la
pondération est égale à 0.
Pour récapituler, l’équation pseudo-booléenne quadratique correspondant au graphe 1.11b à
minimiser lors de la fusion sera de la forme (Par souci de visibilité, seuls les termes impliquant
le site y sont mentionnés) :
min
B
E(B) = ρs(|Im(y)− Ig(y,Dt)|)B(y)Vg0(y) + ρs(|Im(y)− Id(y,Dt)|)B(y)Vd0(y)
+ ρs(|Im(y)− Ig(y,Dp)|)B(y)Vg1(y) + ρs(|Im(y)− Id(y,Dp)|)B(y)Vd1(y)
+ νB(y)Vg0(y) + νB(y)Vd0(y) + νB(y)Vg1(y) + νB(y)Vd1(y)
+∞B(y)Vg0(t) +∞B(y)Vg1(z) +∞B(y)Vd1(x)
+∞B(x)Vg0(y) +∞B(z)Vg0(y)
+ |ϕ({x, y, z}, {Dt, Dt, Dt})|B(x)B(y)B(z) + |ϕ({x, y, z}, {Dp, Dt, Dt})|B(x)B(y)B(z) + ...
+ |ϕ({y, z, t}, {Dt, Dt, Dt})|B(y)B(z)B(t) + |ϕ({y, z, t}, {Dp, Dt, Dt})|B(y)B(z)B(t) + ...
(1.19)
L’exemple de la ﬁgure 1.12 illustre concrètement la fusion entre deux ensembles de labels. La
carte Dt est le résultat d’un algorithme d’appariements par fenêtres. Les objets fronto-parallèles
sont bien reconstruits, par contre, le plan de la route ne l’est pas du fait de l’hypothèse spatiale du
premier ordre. Pour éviter cela, un plan de la route peut être estimé avec les profondeurs actuelles
et utilisé comme proposition Dp avec un modèle du second ordre. D∗ est le résultat de la fusion.
Nous constatons que les profondeurs sur les objets fronto-parallèles sont bien préservées. Au
niveau de la route, l’ensemble des profondeurs du plan ont été sélectionnées car elles respectent
mieux localement le modèle du second ordre.
1.2.4 Conclusion
Nous avons vu dans cet état de l’art que de nombreuses méthodes de reconstruction 3D ont
été proposées et que certaines sont plus particulièrement adaptées à l’environnement routier.
Nous avons constaté que les modèles markoviens permettent de modéliser de nombreux aspects
des problèmes posés. Par ailleurs, ce sont celles qui actuellement apportent les meilleurs résultats
sur les bases de tests en environnement routier, tels que la base KITTI Vision Benchmark Suite.
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Im Id D
t Dp D∗
Figure 1.12 – Résultat de la fusion avec un modèle du second ordre (1.19). De gauche à droite :
l’image gauche et droite, la carte de disparité actuelle Dt, la carte de disparité proposée Dp. Le
résultat de la fusion D∗ (Notons que dans cet exemple, les occultations ne sont pas prises en
compte)
Ainsi, les ambiguïtés posées par le problème de la reconstruction 3D à partir de paires sté-
réoscopiques peuvent être levées en introduisant plusieurs a priori sur les variables recherchées.
Dans le cas de l’environnement routier qui est constitué en grande partie de zones planaires,
un a priori du second ordre est donc fortement conseillé pour l’a priori spatial aﬁn de ne pas
pénaliser les plans non fronto-parallèles à la caméra.
Une fois un modèle déﬁni, il faut optimiser les modèles pour savoir quel ensemble de labels
minimise l’énergie. La complexité d’optimisation change suivant les modèles. L’optimisation
de certaines énergies obtenues a une complexité polynomiale : ce sont les énergies dites sous-
modulaires. Les autres énergies sont dites non sous-modulaires, et leurs complexité est NP-
difficile.
Il s’avère que l’optimisation d’une énergie avec un terme de régularisation du premier ordre
est sous-modulaire si la fonction de coût sur le terme de régularisation l’est aussi. Quand le
terme de régularisation implique une clique d’ordre 3, alors l’énergie n’est plus sous-modulaire.
Il faut donc, lors de la création d’un modèle probabiliste, prendre en compte ce facteur car la
capacité à pouvoir trouver le minimum d’un modèle en un temps polynomial est une caractéris-
tique importante. Quand l’énergie n’est pas sous-modulaire, il existe néanmoins des méthodes
permettant d’atteindre un minimum local intéressant. Grâce aux méthodes d’optimisation de
fonctions pseudo-booléennes appliquées en traitement d’images, de nouveaux algorithmes tels
que la technique de fusion ont permis d’optimiser eﬃcacement le type d’énergie, même celles
non sous-modulaires.
Dans les deux exemples abordés, le modèle avec une régularisation du premier ordre, bien
qu’il ne soit pas parfaitement adapté aux scènes routières, permet de produire un résultat inté-
ressant dans l’exemple 1.2. L’autre exemple montre qu’il est possible d’utiliser un a priori du
second ordre permettant d’aﬃner la carte de profondeur ou de fusionner le résultat de plusieurs
algorithmes notamment grâce à la méthode de fusion.
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Chapitre 2
Traitement d’image en présence de
brouillard
Ce chapitre fait l’état de l’art des
diﬀérentes techniques de restauration en
présence de brouillard et des méthodes
d’estimation du coeﬃcient d’extinction.
2.1 Introduction
S’il est peu fréquent, le brouillard peut entraîner de graves conséquences. D’une part il dimi-
nue la capacité de perception du conducteur, par exemple, la présence de brouillard augmente
son temps de réaction. D’autre part il réduit l’eﬃcacité de nombreux algorithmes de traitement
d’images en extérieur.
Considérons l’exemple de la stéréo-vision vu dans le chapitre précèdent. Les algorithmes
de reconstruction 3D en présence de brouillard, dans les zones proches, produisent une carte
de profondeur de bonne qualité, mais à partir d’une certaine distance, la qualité de la carte
reconstruite se dégrade drastiquement. En eﬀet, le contraste dans la scène diminue avec la
distance. De nombreux autres algorithmes comme la détection d’obstacle, le calcul de trajectoire,
Figure 2.1 – Une image en présence de brouillard (image de gauche). La même image avec une
transformation gamma permet de faire ressortir les objets au loin. La même scène avec un temps
dégagé.
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subissent cet eﬀet car ils ne sont pas adaptés et ils supposent une distribution homogène du
contraste dans l’image.
Comme pour les algorithmes, les capacités de perception se dégradent avec la distance qui di-
minue les contrastes. Il s’avère qu’une image acquise en présence de brouillard contient des infor-
mations même si elles ne sont pas aisément perceptibles. Par exemple, si l’on observe l’image 2.1,
nous pouvons voir qu’il y a des objets au loin à gauche qui ne sont pas perceptibles dans l’image
avec brouillard. Si l’on eﬀectue au préalable une transformation adéquate des contrastes de
l’image sur la zone en question, ils sont visibles.
Faire ressortir les faibles contrastes a donc été l’objectif des premiers travaux de traitement
d’image en conditions de brouillard. Une première idée pour venir en aide à la perception humaine
ou pour améliorer l’eﬃcacité des algorithmes est de restaurer le contraste initial de l’image en
pré traitement
Ceci est utilisé dans les systèmes d’aide avancé à la conduite (ADAS). Deux classes d’ADAS
peuvent être considérées. La première consiste à aﬃcher l’image d’une caméra frontale après
la restauration de l’image. Ce type d’ADAS est appelé système d’amélioration de la vision
avec brouillard, en anglais Fog Vision Enhancement System (FVES). La seconde est d’appliquer
après la restauration la détection de véhicules arrêtés / voiture en mouvement / piétons /
véhicules deux roues, aﬁn de transmettre un avertissement au conducteur en cas de danger.
Un exemple est d’avertir lorsque la distance avec le véhicule en mouvement précédant est trop
courte par rapport à la vitesse du conducteur. Il est montré dans [HTA10], pour plusieurs
types d’algorithmes de détection, que l’amélioration de la visibilité en pré-traitement permet
d’améliorer les performances de détection en présence de brouillard. Cela est dû à une meilleure
vériﬁcation de l’hypothèse selon laquelle les objets à détecter ont un contraste uniforme sur
l’ensemble de l’image. Lorsqu’une seule caméra dans le véhicule est utilisée, l’algorithme de
restauration doit pouvoir traiter de façon ﬁable chaque image d’une séquence en temps réel.
A partir d’une seule image en présence de brouillard, la principale diﬃculté est que la restau-
ration du contraste d’une image en présence de brouillard est un problème mal posé. En eﬀet,
en raison des caractéristiques physiques du brouillard, la restauration de la visibilité nécessite
d’estimer à la fois la luminance de la scène sans brouillard et la carte de profondeur de la scène.
Ce qui implique d’estimer deux paramètres inconnus par pixel à partir d’une seule image.
Restauration d’image monoculaire : La première approche proposée pour traiter le pro-
blème de restauration à partir d’une seule image est décrite dans [NN03]. L’idée principale est
d’obtenir une carte de profondeur approximative de la géométrie de la scène permettant de dé-
duire l’image sans brouillard. L’inconvénient de cette approche dans le cas d’une ADAS est clair :
il n’est pas facile de fournir la carte de profondeur approximative de la géométrie de la scène
à partir du point de vue du conducteur tout au long d’un trajet. Dans [HTA07], cette idée de
carte de profondeur approximative a été aﬃnée en proposant plusieurs modèles paramétriques
géométriques simples dédiés à des scènes de routes observées à partir d’un véhicule. Pour chaque
type de modèle, les paramètres sont obtenus à chaque vue en essayant de maximiser la profon-
deur de la scène sans pour autant produire de pixels noirs pendant la restauration de l’image.
La limite de cette approche est le manque de souplesse des modèles géométriques proposés.
Parallèlement, une autre approche a été proposée dans [TPP07] basée sur l’utilisation d’une
image en couleur en désaturant les couleurs. Néanmoins, cette approche ne fonctionne pas de
façon satisfaisante pour les applications routières. En eﬀet, une grande partie de l’image qui
correspond à la route est de couleur grise ou blanche. De plus, dans de nombreuses applications
d’aide à la conduite pour véhicules intelligents, seules les images en niveaux de gris sont traitées.
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Plus récemment, trois algorithmes de restauration ont été proposés [Tan08, HST10b, TH09],
ils fonctionnent à partir d’une seule image en niveaux de gris ou en couleur sans utiliser une
autre source d’information externe. Ces trois algorithmes se basent sur une régularisation spatiale
locale. De ce fait, ces algorithmes peuvent être appliqués aux situations de brouillards homogènes
et hétérogènes. Le principal inconvénient des algorithmes dans [Tan08] et [HST10b] est leur
temps de traitement : 5 à 7 minutes et 10 à 20 secondes sur une image de 600 × 400 pixels
respectivement. L’algorithme proposé dans [TH09] est beaucoup plus rapide avec un temps
de traitement proche du dixième de seconde pour une taille d’image similaire. Une variante
plus rapide de [HST10b] a été récemment proposée dans [HST10a]. L’inconvénient de ces trois
méthodes et des variantes associées est qu’elles ne sont pas dédiées aux images de routes. Par
conséquent, la partie de la route de l’image qui est grise peut être trop restaurée. Cela est dû à
l’ambiguïté entre les objets de couleur claire et la présence de brouillard (comme illustré sur les
images de la ﬁgure 2.4).
Pour pallier cela, des algorithmes adaptés à l’environnement routier ont été proposés. La
propriété importante d’une image de route est qu’une grande partie de l’image, qui correspond
à la chaussée, peut être supposée plane. Une méthode de restauration dédiée aux surfaces planes
a d’abord été proposée dans [HA05], mais cet algorithme n’est pas en mesure d’améliorer correc-
tement la visibilité des objets hors de la surface plane de la route. Récemment, dans [HTA10],
un algorithme dédié aux images routières a été proposé avec également un contraste amélioré
des objets hors du plan de la route. Cet algorithme permet une bonne utilisation de l’hypothèse
de route plane, mais il repose aussi sur une hypothèse de brouillard homogène.
Dans [THC+12], le problème de la restauration est formulé comme l’inférence du voile atmo-
sphérique à partir de trois contraintes. La première contrainte repose sur les propriétés photo-
métriques de la scène en présence de brouillard. La deuxième contrainte, nommée la contrainte
no-black-pixel (L’algorithme décrit en [TH09] correspond au cas particulier où deux contraintes
sont utilisées avec le ﬁltre médian). Finalement, pour tenir compte du fait qu’une grande partie
de l’image est constituée par une route plane, comme mentionné initialement dans [HTA10],
une troisième contrainte qui repose sur l’hypothèse de route plane est ajoutée. Le nouvel algo-
rithme peut donc être considéré comme la généralisation de l’algorithme fondé sur la contrainte
no-black-pixel présentée dans [TH09] combinée avec l’algorithme spéciﬁque à la route [HA05]
faisant l’hypothèse du monde plan. Cet algorithme est capable de traiter des niveaux de gris
ainsi que des images en couleurs avec des temps de traitement compatibles avec du temps réel.
Plus récemment, une méthode par égalisation locale de l’histogramme basée sur la loi de
Koschmieder a été proposée dans [HCH11]. Cette méthode, couplée avec l’hypothèse du monde
plan, présente l’avantage d’apporter une restauration homogène avec la distance ainsi qu’avec
un brouillard hétérogène comparativement à la méthode fondée sur la contrainte no-black-pixel.
Dans [NKL12], une interprétation bayésienne du problème de restauration a aussi été pro-
posée. Cette méthode fonctionne sur des images couleurs. L’idée est de linéariser l’équation de
Koschmieder et de lier l’image restaurée avec l’image acquise par le capteur et une profondeur
relative. Comme le problème est mal posé, aﬁn de contraindre l’espace des solutions, deux a
priori sont ajoutés. Le premier porte sur la distribution locale de l’intensité de l’image res-
taurée et l’autre, sur la distribution locale des profondeurs. Une énergie est optimisée par une
optimisation alternée de l’image restaurée et de la carte relative des profondeurs.
La partie 2.2 présente le modèle de brouillard que nous utilisons. Ensuite, les diﬀérents
algorithmes de restauration sont décrits dans la partie 2.3. La partie 2.3.1, résume les algo-
rithmes qui ne sont pas directement liés au brouillard comme l’algorithme multiscale retinex
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Figure 2.2 – Atténuation de contraste de la même scène en fonction de diﬀérentes valeurs du
coeﬃcient d’extinction β.
(MSR) [JRW97] et l’algorithme contrast-limited adaptive histogram equalization (CLAHE). Dans
la partie 2.3.2, diﬀérentes approches de restaurations d’image en présence de brouillard sont dé-
crites : basées sur l’hypothèse route plane (PA) [HA05], sur la segmentation de la chaussée
(FSS) [HTA10], sur la contrainte no-black-pixel (NBPC) [TH09], sur le principe du Dark Chanel
Prior (DCP) [HST10b], la combinaison entre celle basée sur la contrainte no-black-pixel et sur
l’hypothèse route plane (NBPC+PA) proposée dans [THC+12] ainsi que celle basée sur l’égali-
sation de l’histogramme (HE+PA) proposée dans [HCH11]. Enﬁn, l’interprétation probabiliste
présentée dans [NKL12] est décrite. Dans la partie 2.3.5, la comparaison réalisée dans [THC+12]
entre les algorithmes MSR, CLAHE, DCP, FSS, NBPC, NBPC+PA et HE+PA est présentée.
Elle est basée sur une évaluation quantitative sur deux ensembles de 66× 4 et 10× 4 images en
présence de brouillard, mettant en évidence les propriétés de chaque algorithme.
2.2 Effets du brouillard
Étant donnée la luminance intrinsèque d’un objet L0(s), sa luminance apparente L(s) avec
un brouillard de coeﬃcient d’extinction β est modélisée par la loi de Koschmieder introduite en
1924 [Kos24] :
L(s) = L0(s)e−βp(s) + Ls(1− e−βp(s)) (2.1)
où p(s) est la profondeur de l’objet au pixel s et Ls est la luminance du ciel. Le brouillard a
deux eﬀets : d’abord une décroissance exponentielle e−βp(s) de la luminance intrinsèque L0(s),
puis l’ajout de la luminance du voile atmosphérique V (s) = Ls(1 − e−βp(s)) qui est croissante
en fonction de la profondeur de l’objet p(s). Ces deux eﬀets peuvent être constatés sur la même
scène dans la ﬁgure 2.2 pour diﬀérentes valeurs de β. La distance de visibilité météorologique
est déﬁnie comme dm = − ln(0.05)β [HTLA06].
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I I0 p V = Ls(1− e−βp)
Figure 2.3 – Variables liées par l’équation de Koschmieder sur une image de synthèse. De gauche
à droite, l’image I correspondant à la luminance de la scène observée en présence de brouillard,
l’image I0 correspondant à la luminance sans brouillard, la carte de profondeur p de la scène
(avec une transformation gamma), le voile atmosphérique V pour un β et un Ls donné.
A partir de cet instant, nous supposons que la réponse de la caméra est linéaire, et donc
que l’intensité de l’image I se substitue à la luminance L. La ﬁgure 2.3 montre la relation entre
les diﬀérentes variables liées par l’équation de Koschmieder sur une image de synthèse. Nous
pouvons voir que plus la profondeur est importante, plus l’intensité lumineuse de l’image en
présence de brouillard tend vers celle du ciel.
2.3 Restauration d’image
Dans cette partie, nous allons décrire diﬀérentes méthodes de restauration. Premièrement,
dans la partie 2.3.1, les algorithmes non fondés sur la loi de Koschmieder, et par la suite, dans
la partie 2.3.2, les algorithmes de restauration fondés sur la loi de Koschmieder.
2.3.1 Restauration par rehaussement de couleur et de contraste
Nous abordons maintenant la méthode multiscale retinex (MSR) ainsi que les algorithmes
Contrast-Limited Adaptive Histogram Equalization (CLAHE). Ces deux algorithmes ne sont pas
basés sur la loi de Koschmieder (2.1) et sont donc seulement capables, en théorie, d’éliminer une
épaisseur constante de brouillard.
2.3.1.1 Méthode multiscale retinex (MSR)
L’algorithme multiscale retinex (MSR) proposé par [JRW97] permet une restauration non-
linéaire de l’image. L’eﬀet principal est d’augmenter le contraster dans les zones de faible
contraste / luminosité, sans aﬀecter les zones où, le contraste et la luminosité sont supposés
bonnes. La sortie de la méthode MSR est simplement la somme pondérée des sorties de plusieurs
échelles retinex simple (SSR). Chaque composante de couleur étant traitée indépendamment, la
forme de base de la méthode pour une échelle donnée sachant l’image d’entrée I(s) est :
Rk(s) = log I(s)− log[Fk(s) ∗ I(s)] (2.2)
où Rk(s) est le résultat de la méthode SSR, Fk représente la k-ème fonction de contour, et ∗ est
l’opérateur convolution. Les fonctions de contour Fk sont des gaussiennes normalisées :
Fk({v, u}) = κke−(u2+v2)/σ2k (2.3)
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où σk est l’échelle qui contrôle la taille du ﬁltrage, κk est une constante de normalisation.
Finalement la sortie de l’algorithme MSR est :
R(s) =
k=K∑
k=1
WkRk(s) (2.4)
où Wk est un poids associé à Fk.
Le nombre d’échelles utilisées pour le MSR est dépendant de l’application. Les résultats
obtenus en utilisant le multiscale retinex sur trois images avec brouillard sont présentés dans la
deuxième colonne de la ﬁgure 2.4 avec les paramètres utilisés dans [JRW97]. Ils sont répartis
en trois ensembles représentant les contours étroits, moyens, et larges. Ce qui donne : K = 3,
σ1 = 15, σ2 = 80, σ3 = 250 et Wk = 1/3 pour k = 1, 2, 3.
2.3.1.2 Méthode Contrast-Limited Adaptive Histogram Equalization (CLAHE)
Cette méthode améliore localement le contraste d’image. Comme proposé dans [Zui94], l’al-
gorithme traite une fenêtre de 8 × 8, appelée « tuile », plutôt que l’image entière. Le contraste
de chaque « tuile » est amélioré, de telle sorte que l’histogramme soit le plus uniforme possible.
Les « tuiles » avoisinantes sont ensuite combinées par interpolation bilinéaire aﬁn d’éliminer les
artefacts produits par les contours des « tuiles ».
La restauration, en particulier dans les zones homogènes est limitée pour éviter de rehausser
le bruit ou des structures indésirables telles celles dues au codage jpg. Les résultats obtenus avec
l’algorithme CLAHE sont présentés dans la colonne trois de la ﬁgure 2.4.
2.3.2 Restauration fondée sur la loi de Koschmieder
Quatre algorithmes de restauration sont maintenant présentés : La première méthode fait
l’hypothèse d’une scène plane (PA), la deuxième se nomme free-space segmentation (FSS), la
troisième méthode de restauration est basée sur la contrainte no-black-pixel (NBPC), la qua-
trième se nomme dark channel prior (DCP) et enﬁn la dernière utilise la contrainte no-black-pixel
combinée avec la contrainte de scène plane se nomme (NBPC+PA).
2.3.2.1 Méthode du monde plan (PA)
Aﬁn de pallier les problèmes dus aux grandes zones homogènes grises de la chaussés pour
les applications embarquées, l’algorithme (breveté) proposé dans [LTA02] prend en compte la
surface plane de la route.
Cette méthode, basée sur la loi de Koschmieder, suppose que le coeﬃcient d’extinction β
et les paramètres intrinsèques de la caméra δ par rapport au monde supposé plan sont connus.
En eﬀet, il est alors possible d’associer une distance p à chaque ligne de l’image connaissant la
position de la ligne d’horizon vh avec la relation suivante :
p =
δ
v − vh si v > vh (2.5)
p peut être alors substitué dans l’équation de Koschmieder (2.1) :
I({v, u}) = I0e−β
δ
v−vh + Is(1− e−β
δ
v−vh ) (2.6)
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original MSR CLAHE PA
DCP FFS NBPC NBPC+PA
Figure 2.4 – De la gauche vers la droite, l’image originale avec brouillard, les images améliorées
avec les algorithmes : multiscale retinex (MSR), Contrast-Limited Adaptive Histogram Equali-
zation (CLAHE), la supposition de la route plane (PA), la méthode dark channel prior (DCP),
la méthode free-space segmentation (FFS), la contrainte no-black-pixel(NBPC) et la contrainte
no-black-pixel associée avec l’hypothèse planéité(NBPC+PA).
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Dès lors, les pixels appartenant au plan de la route peuvent être restaurés comme R({v, u})
en inversant l’équation de Koschmieder :
R({v, u}) = I({v, u})eβ
δ
v−vh + Is(1− eβ
δ
v−vh ) (2.7)
Aﬁn de permettre la restauration dans toute l’image, un plan de coupe est introduit comme
décrit dans [HTA07]. L’idée est de séparer la scène en deux, d’une part on utilisera les profondeurs
correspondant au plan de la route dans la partie basse de l’image, les profondeurs dans la partie
haute seront prises dans un plan vertical. La ligne séparant la route au plan de coupe est
notée c. En conséquence, seulement les distances lointaines sont coupées. Finalement, le modèle
géométrique pc({v, u}) d’un pixel à la position {v, u} est :
pc({v, u}) =


δ
(v − vh) si v > c
δ
(c− vh) si v ≤ c
(2.8)
Un exemple de restauration avec l’hypothèse monde plan est montré dans la quatrième co-
lonne de la ﬁgure 2.4. Nous pouvons voir, d’après ces résultats, que seule la partie correspondant
à la route est bien restaurée, l’intensité dans le reste de l’image tend vers le noir dès lors que la
profondeur est surestimée.
2.3.2.2 Méthode free-space segmentation (FSS)
Figure 2.5 – De gauche à droite, les étapes de la restauration avec l’algorithme FSS : l’image
d’origine, la détection de brouillard avec la méthode du point d’inﬂexion décrite dans la par-
tie 2.4.1, la segmentation d’objets verticaux (en rouge) et la partie d’espace libre (en vert),
estimation relative de la carte de profondeur de scène, la restauration obtenue.
Pour pouvoir améliorer la visibilité dans le reste de la scène, il est nécessaire d’estimer la pro-
fondeur p(s) de chaque pixel. Dans [HTA07], un modèle 3D paramétré de la route a été proposé
avec une réduction du nombre de paramètres géométriques. Même si ces modèles sont pertinents
pour la plupart des scènes de route et même si les paramètres du modèle sélectionné sont opti-
misés pour obtenir la meilleure restauration, le modèle proposé n’est pas suﬃsamment générique
pour prendre en compte toutes les conﬁgurations de l’environnement routier. Dans [HTA10], un
schéma diﬀérent est proposé. De nouveau, on suppose que la route est plane avec un plan de
coupe comme dans la méthode précédente. Quand la contrainte planaire est supposée (2.8), le
contraste des objets appartenant au plan de la route est correctement restauré. En revanche, le
contraste vertical des objets de la scène (véhicules, arbres, ...) n’est pas correctement restauré du
fait que leur profondeur dans la scène est largement surestimée. En conséquence, les intensités
restaurées ayant une valeur négative en utilisant la méthode du monde plan décrite précédem-
ment dans la partie 2.3.2.1 sont mises à zéro dans l’image améliorée. Ceux-ci sont nommés les
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pixels noirs. L’ensemble des pixels noirs donne une segmentation de l’image en deux régions,
l’une à l’intérieur du plan de la route l’autre à l’extérieur. Cela permet donc d’en déduire une
zone segmentée sans obstacle au niveau du plan de la route, comme illustré en vert et rouge
dans la ﬁgure 2.5.
Pour chaque pixel dans la partie correspondant à la route, le modèle de route plane (2.5)
s’applique correctement. Pour les pixels en dehors de la route plane (région rouge dans la troi-
sième image de la ﬁgure. 2.5), il est proposé, dans [HTA10], d’utiliser le modèle géométrique (2.8)
et, pour chaque pixel, de rechercher la plus petite valeur de c qui conduit à une intensité positive
dans l’image restaurée. Les valeurs obtenues sont notées cmin(s). En eﬀet, lorsque c est proche
de vh, le plan de coupe est éloigné de la caméra et la restauration est seulement légèrement
améliorée. Plus la valeur de c est importante, plus le plan de coupe est proche de la caméra, et
donc accentue la restauration.
Chaque valeur cmin(s) peut être associée à une distance dmin(s) en utilisant (2.8). La carte
de profondeur résultante de l’image avec brouillard est aﬃchée dans la ﬁgure 2.5. Puis, une
estimation approximative de la profondeur p(s) est obtenue en prenant un facteur τ de la distance
dmin(s).
Le pourcentage τ spéciﬁe l’importance de la restauration qui est généralement de 95% avec
cette méthode. La carte de profondeur est utilisée pour améliorer le contraste de l’image entière
en inversant la loi de Koschmieder comme le montre la quatrième image de la ﬁgure 2.5. L’algo-
rithme est détaillé dans [HTA10, HTA09] et des résultats complémentaires sont présentés dans
la sixième colonne de la ﬁgure 2.4.
2.3.2.3 La contrainte no-black-pixel (NBPC)
Figure 2.6 – Étape de l’algorithme avec la contrainte no-black-pixel. De gauche à droite, l’image
originale, le voile estimé avec un coeﬃcient τ = 0.95, l’image restaurée intermédiaire grâce au
voile estimé, l’image restaurée après l’opération de « tone mapping ».
Dans [TH09], un algorithme basé sur une régularisation locale de l’image est proposé. La
distance p(s) étant inconnue, le problème de la restauration monoculaire d’une seule image peut
être alors assimilé à celui de l’estimation du voile atmosphérique V (s) = Is(1− e−βp(s)).
La plupart du temps, l’intensité du ciel Is correspond au maximum de l’intensité de l’image,
donc Is peut être aﬀectée à 1 en supposant que l’image d’entrée est normalisée. Après substitution
de V dans (2.1) et avec Is = 1, la loi de Koschmieder est réécrite comme suit :
I(s) = I0(s)(1− V (s)) + V (s) (2.9)
L’intensité de l’image restaurée R(s) est estimée en inversant (2.9) :
R(s) =
I(s)− V (s)
1− V (s) (2.10)
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Le voile atmosphérique V (s) étant inconnu, nous pouvons établir plusieurs contraintes s’ap-
pliquant à V (s). Premièrement, V (s) doit être supérieur ou égal à zéro et inférieur à I(s) :
0 ≤ V (s) ≤ I(s) (2.11)
Ce sont les contraintes photométriques introduites dans [Tan08]. Une nouvelle contrainte
qui a pour but de réduire le nombre de pixels noirs dans l’image restaurée R est introduite
dans [TH09]. Cette contrainte est appelée la contrainte no-black-pixel et stipule que l’écart type
autour d’une position de pixel donné doit être inférieur à sa moyenne locale :
f std(R) ≤ R¯ (2.12)
où f est un facteur de valeur généralement positionné à 1. Dans le cas d’une distribution gaus-
sienne de l’intensité et f = 1, ces critères impliquent que 15.8% des intensités deviennent noires.
L’utilisation de f = 2 conduit à renforcer le critère avec seulement 2.2% des intensités qui
deviennent noires.
La diﬃculté de cette dernière contrainte est qu’elle est fonction du résultat inconnu R. Grâce
à la linéarité de (2.10), la contrainte no-black-pixel peut être transformée en une contrainte
impliquant seulement V et I. Pour cela, une régularisation spatiale locale est appliquée en
supposant qu’autour de la position s d’un pixel, la profondeur de la scène est constante et le
brouillard est homogène, ce qui équivaut à dire que le voile atmosphérique est localement égal
à V (s) à la position s. Compte tenu de cette hypothèse, en utilisant (2.10) nous obtenons que
les moyennes locales I¯ et R¯ sont liées par R¯ = I¯−V (s)1−V (s) et les écarts types std(I) et std(R) sont
liés par std(R) = std(I)1−V (s) . On obtient donc, après substitution des deux résultats précédents,
dans (2.12), la contrainte no-black-pixel réécrite comme une fonction de V (s) et de I :
V (s) ≤ I¯ − f std(I) (2.13)
Le voile atmosphérique V (s) est déﬁni comme un pourcentage τ du minimum entre les deux
bornes supérieures (2.11) et (2.13) :
V (s) = τ min(I(s), I¯ − f std(I)) (2.14)
Le pourcentage τ spéciﬁe la force de la restauration. Pour cette méthode il est généralement
ﬁxé aux environs de 95%. L’image améliorée est obtenue en appliquant la formule (2.10) en
utilisant le voile V précédent. La ﬁgure 2.7 montre une image restaurée avec diﬀérentes valeurs
de τ .
L’algorithme déduit à partir des contraintes photométriques et no-black-pixel s’avère être
celui décrit dans [TH09] où I¯ est obtenue en tant que valeur médiane des intensités locales
dans une fenêtre de taille sv et l’écart type comme la médiane des diﬀérences absolues entre les
intensités avec I¯ utilisant la même taille de fenêtre. D’autres ﬁltres qui respectent les contours
peuvent aussi être utilisés tels que la médiane de la médiane le long des lignes [TH09] ou le
ﬁltre bilatéral. Du fait du lissage des contours composés de structures assez complexes, de petits
artefacts sont produits dans l’image restaurée autour des discontinuités de profondeurs tels que
des silhouettes complexes dont les arbres. Un post-traitement avec le ﬁltre bilatéral croisé / joint
sur V utilisant I comme un guide peut être appliqué pour nettoyer ces artefacts comme proposé
dans [YXL10].
Cet algorithme de restauration est présenté avec une image en niveaux de gris, mais il
peut être étendu facilement à des images en couleur (r(s), g(s), b(s)) en substituant I(s) dans
l’équation précédente par I(s) = min(r(s), g(s), b(s)) après une balance correcte des blancs.
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La ﬁgure 2.4 montre la restauration obtenue avec l’algorithme NBPC dans la septième co-
lonne. Notons que le contraste de la texture de la partie de la route de l’image améliorée est trop
accentué. Ceci est du au fait que le voile atmosphérique V (s) de la partie route de l’image est
surestimé. Ceci est une conséquence de la propriété de localité de l’algorithme NBPC. Comme
détaillé dans [TH09], une correction ﬁnale peut être utilisée pour atténuer ce problème.
τ = 0.50 τ = 0.70 τ = 0.90 τ = 0.99
Figure 2.7 – Restauration intermédiaire de la méthode no-black-pixel avec diﬀérentes valeurs
de τ .
2.3.2.4 Méthode Dark Channel Prior (DCP)
Un algorithme pour la restauration locale appelé Dark Channel Prior (DCP) a été proposé
dans [HST10b]. Pour les images en niveaux de gris, l’algorithme DCP consiste d’abord à ap-
pliquer une érosion morphologique par un élément de taille sv, qui supprime tous les objets
blancs avec une taille plus petite que sv. Ensuite, le voile atmosphérique V (s) est déﬁni par un
pourcentage τ du résultat de l’érosion. Ainsi, cette première étape peut être considérée comme
un cas particulier de l’algorithme NBPC utilisant des opérateurs morphologiques comme ﬁltres
avec f = 0. De façon identique à ce qui a été expliqué dans la partie précédente, une érosion
ou une ouverture ne conservent pas les frontières complexes précises le long des discontinuités
dues aux profondeurs. Dans [HST10b], un aﬃnement est utilisé pour restaurer les délimitations
complexes V . Une alternative plus rapide consiste à utiliser des itérations du ﬁltre guidé, comme
proposé dans [HST10a]. Le ﬁltre bilatéral croisé / joint est une autre alternative. L’image amé-
liorée est obtenue en appliquant l’inverse de la loi de Koschmieder (2.10) en utilisant le voile V
précédemment calculé.
La ﬁgure 2.4 montre la restauration obtenue par l’algorithme DCP dans la cinquième colonne.
Comme dans l’algorithme NBPC, les images en couleurs sont traitées en prenant l’intensité
minimale sur les 3 canaux I(s) = min(r(s), g(s), b(s)).
2.3.2.5 Contrainte no-black-pixel et du monde plan (NBPC+PA)
D’une part, la restauration obtenue avec la méthode FSS, comme expliqué dans la par-
tie 2.3.2.2, eﬀectue une segmentation pour diviser l’image en trois parties : le ciel, les objets
hors du plan de la route et l’espace dans le plan de la route. Diﬀérents procédés de restauration
sont eﬀectués en fonction de la partie considérée. La diﬃculté avec une approche basée sur la
segmentation est de gérer correctement la transition entre les parties.
D’autre part, la restauration avec NBPC et DCP sont des méthodes locales non dédiées aux
images de route et qui présentent des diﬃcultés pour la grande zone grise de route [THC+10].
En eﬀet, le voile atmosphérique dans la partie inférieure de l’image est surestimé.
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Pour combiner les avantages des deux approches, la contrainte planaire PA est ajoutée à la
contrainte no-black-pixel ce qui empêche la surestimation du voile dans la partie inférieure de
l’image en tenant compte de la distance réduite entre la caméra et la route. En pratique, il est
très rare d’observer le brouillard avec une distance de visibilité météorologique dm inférieure à
60m. En supposant que la distance minimale de visibilité météorologique est de soixante mètres,
soit dm ≥ 60, nous déduisons β ≤ − ln(0.05)60 . La supposons que la route est un plan jusqu’à une
certaine distance peut être faite, et que le calibrage de la caméra est connu par rapport à la
route, c’est à dire que δ et vh sont connus. Ainsi, en utilisant le dernier terme de l’équation (2.6),
le voile atmosphérique est soumis à la troisième contrainte suivante :
V ({v, u}) ≤ Is(1− e
ln(0.05)δ
dmin(v−vh) ) (2.15)
où dmin peut être réglée par exemple à la distance minimale 60m. La contrainte (2.15) est appelée
la contrainte planaire. Comme dans l’algorithme NBPC, le voile atmosphérique V (s) est ﬁxé à
un pourcentage τ du minimum par rapport aux trois bornes supérieures :
V ({v, u}) = τ min(I({v, u}), I¯ − f std(I), Is(1− e
ln(0.05)δ
dmin(v−vh) )) (2.16)
L’image restaurée résulte dans l’application de (2.10). En présence de brouillard avec une
distance de visibilité météorologique inférieure à dmin = 60m, cette troisième contrainte limite les
possibilités d’amélioration qui seront partielles pour de courtes distances, même avec τ = 100%.
Une conséquence intéressante de l’introduction de la troisième contrainte est que la correction
gamma ﬁnale utilisée dans les algorithmes NBPC et DCP ne sont plus nécessaires pour atténuer
l’assombrissement de l’image, comme illustré dans la huitième colonne de la ﬁgure 2.4.
Plutôt que de ﬁxer dmin = 60m, une autre approche consisterait à exécuter un algorithme
pouvant calculer la densité de brouillard et ainsi estimer β comme il est expliqué dans la par-
tie 2.4.1. β peut alors être utilisé dans (2.15) au lieu de − ln(0.05)60 .
2.3.3 Égalisation locale de l’histogramme (HE+PA)
La méthode présentée dans [HCH11] propose d’étendre localement l’histogramme de l’in-
tensité de l’image sur une fenêtre autour de chaque pixel. Une fois cette intensité calculée, la
profondeur, grâce à l’équation de Koschmieder, est calculée et fusionnée avec celle de la chaus-
sée. Aﬁn d’éviter les artefacts dus à la représentation par fenêtre locale, la carte de profondeur
est lissée, et ensuite, l’intensité ﬁnale est retrouvée en inversant une nouvelle fois l’équation de
Koschmieder. Cette méthode est aussi compatible avec la contrainte planaire.
2.3.4 Interprétation bayésienne de la restauration
Nous avons vu dans le chapitre précédant que la reconstruction par paires stéréoscopiques
peut être interprétée en tant que modèle probabiliste comme de nombreux autres problèmes.
Dans [NKL12], une interprétation probabiliste de la restauration d’image couleur a été proposée.
Pour cela, il est proposé tout d’abord d’eﬀectuer une transformation algébrique du modèle
déﬁnit par l’équation de Koschmieder (2.1) en un site s de la façon suivante :
ln(1− I(s)
Is
) = ln(1− I0(s))− d˜(s) (2.17)
I˜(s) = G(s) +D(s) (2.18)
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où d˜ = βd. Ici, cette forme permet de séparer explicitement le terme avec l’image restaurée
G(s) = ln(1 − I0(s)) de la profondeur D(s) = −d. Finalement, la probabilité a posteriori est
écrite en fonction des variables G, D et I˜ .
P (G,D|I˜) ∝ P (I˜ |G,D)P (G,D) (2.19)
∝ P (I˜ |G,D)P (G)P (D) (2.20)
Dans [NKL12], la probabilité de chaque champ G et D est supposée statistiquement indé-
pendante, la probabilité a posteriori peut donc être décomposée.
Terme de vraisemblance : Aﬁn de lier l’image en présence de brouillard, la profondeur et
l’image restaurée, une loi normale est utilisée avec I˜ comme moyenne.
P (I˜|G,D) =
∏
s∈S
1
σ
√
2π
exp(−(G(s) +D(s)− I˜(s))
2
2σ2
) (2.21)
A priori : Deux a priori sont ensuite introduits sur la distribution locale de la profondeur et
de l’image restaurée. Ces deux a priori tendent donc à forcer les variables voisines à des valeurs
proches comme vu précédemment dans le cas de la reconstruction par paires stéréoscopiques
pour la profondeur. Les a priori seront donc de la forme :
P (D) = 1
Z⌈
exp(−
∑
c∈CD
ρD(ϕ(c,D))) (2.22)
P (G) = 1
Z}
exp(−
∑
c∈CG
ρG(ϕ(c,G))) (2.23)
CG et CD sont respectivement les cliques entre les intensités originales de la scène et les
profondeurs relatives. Comme dans le chapitre précédent, ϕD et ϕG sont deux fonctions favo-
risant les solutions ayant des valeurs proches dans un voisinage et Zd et Zg les constantes de
normalisation de la densité de probabilité.
Finalement, en prenant le logarithme du négatif de la probabilité a posteriori, l’énergie à
minimiser est :
∑
s∈S
(G(s) +D(s)− I˜(s))2
2σ2
+
∑
c∈CD
ρD(ϕD(c,D)) +
∑
c∈CG
ρG(ϕG(c,G)) (2.24)
Optimisation : Trouver quelles sont les profondeurs D et les intensités originales G qui mini-
misent l’énergie (2.24) n’est pas possible en un temps polynomial du fait de la combinatoire des
solutions entre l’image restaurée et la carte de profondeur relative. Une possibilité pour optimi-
ser cette énergie est de ﬁxer un des deux ensembles de labels (la carte de profondeur relative
ou l’image restaurée) et d’optimiser par rapport au second. De cette façon, on retombe sur une
structure classique de champ de Markov où le terme de vraisemblance est une clique de taille 1
avec un terme de régularisation. Aﬁn de permettre d’explorer un nombre important de solutions,
l’écart type σ peut aussi être optimisé. L’algorithme d’optimisation est donc le suivant : chaque
champ est optimisé en alternance. Une fois que l’énergie ne diminue plus, l’écart type σ est
optimisé. Ces deux étapes sont alternées jusqu’à convergence du système. Ce procédé permet
d’obtenir des résultats satisfaisants tout en proposant une approche markovienne intéressante.
Mais cela ne s’applique qu’à des images en couleur.
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Figure 2.8 – Base de données d’images de synthèse en environnement routier. La première
colonne représente l’image de synthèse sans brouillard. La deuxième colonne représente la carte
de profondeur associée à la scène. À partir de la troisième colonne, l’image originale avec l’ajout
de diﬀérents types de brouillard artiﬁciels. De gauche à droite : avec un brouillard homogène,
avec un brouillard hétérogène où β varie, avec un brouillard hétérogène où Ls varie, avec un
brouillard hétérogène où β et Ls varient.
2.3.5 Évaluation
L’évaluation des algorithmes de restauration nécessite des images de la même scène avec
et sans brouillard. Il s’avère que l’obtention de ces paires d’images est extrêmement diﬃcile
en pratique car elle nécessite de vériﬁer que les conditions d’éclairage sont identiques dans la
scène avec et sans brouillard. En conséquence, pour l’évaluation de l’algorithme de restauration
proposé et sa comparaison par rapport aux algorithmes existants, deux ensembles d’images sans
brouillard et avec brouillard synthétique ont été créés pour [THC+12] à partir de 66 scènes
synthétiques.
2.3.5.1 Brouillard de synthèse
Pour [THC+12], 66 images de synthèse ont été générées en utilisant SiVICTM , un logiciel qui
permet de construire des environnements routiers permettant de générer un véhicule en mouve-
ment avec un modèle de conduite physique axé sur un comportement dynamique [GRdL+06], et
des capteurs virtuels embarqués. Pour chaque vue, la carte de profondeur eﬀective est également
calculée. En eﬀet, la carte de profondeur est nécessaire pour permettre l’ajout du brouillard dans
les images. Des images de synthèse ont été produites à partir de la base de données d’images,
en utilisant 4 diﬀérents types de brouillard :
— Brouillard uniforme : La loi de Koschmieder (2.1) est appliquée avec une distance de
visibilité météorologique de 80m.
— Brouillard hétérogène β : Avec une variation spatiale du coeﬃcient d’extinction.
— Brouillard hétérogène Ls : Avec une variation spatiale de l’intensité du ciel.
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Algorithmes Uniforme Variable β Variable Ls Variable β&Ls Tous les types
Image 81.6± 12.3 78.7± 12.3 69.0 ± 10.9 66.4 ± 10.8 73.9± 13.2
MSR [JRW97] 46.7± 16.3 86.4± 24.7 44.8 ± 17.1 83.7 ± 24.9 65.4± 28.9
CLAHE [Zui94] 66.9± 10.7 64.5 ± 9.7 54.5 ± 8.5 54.6 ± 7.8 60.1± 10.9
DCP [HST10b] 46.3± 15.6 46.9± 17.0 43.7 ± 16.2 44.1 ± 17.5 45.2± 16.7
FSS [HTA10] 34.9± 15.1 40.9± 13.5 32.5 ± 11.4 36.5 ± 10.3 36.3± 13.1
NBPC [TH09] 50.8± 11.5 50.5± 11.5 38.5 ± 9.0 38.0 ± 8.7 44.5± 12.1
NBPC+PA [THC+10] 31.1± 10.2 36.0± 10.3 26.7 ± 5.1 28.4 ± 5.9 30.6 ± 8.9
CM+PA [HCH11] 29.6± 11.3 24.0 ± 7.7 25.7 ± 4.4 25.2 ± 6.2 26.1 ± 8.1
Table 2.1 – Résultats dans [THC+12] des diﬀérences absolues moyennes entre images améliorées
et les images cibles sans brouillard, pour les 6 algorithmes comparés, sur les 4 types de brouillard
de synthèse (66 images pour chaque type) et pour l’ensemble de la base de données (264 images)
dans la dernière colonne.
— Brouillard hétérogène β et Ls : Avec un mélange entre les deux précédentes variations.
Cette base est appelée FRIDA2. Des exemples d’image générés à partir de la base avec les 4
diﬀérents types de brouillard sont montrés dans la ﬁgure 2.8.
2.3.5.2 Comparaison sur des images de synthèse
Dans [THC+12], chaque algorithme a été appliqué sur les 4 types de brouillard. Les al-
gorithmes testés sont : multi retinex (MSR), contrast-limited adaptive histogram equalization
(CLAHE), dark-channel-prior (DCP), free-space segmentation (FSS), no-black-pixel (NBPC),
la restauration avec la contrainte no-black-pixel et scène plane (NBPC+PA). Par la suite, l’al-
gorithme basé sur égalisation locale de l’histogramme (HE+PA) a été évalué sur la base de
test.
Les résultats sur 11 images de brouillard homogène et hétérogène sont présentés dans la
ﬁgure 2.9. Notons l’augmentation signiﬁcative du contraste pour les objets plus éloignés : certains
objets qui étaient à peine visibles dans l’image avec brouillard apparaissent clairement dans les
images restaurées. Une première analyse conﬁrme que, MSR et CLAHE ne sont pas adaptés pour
les images avec brouillard. En eﬀet, pour le premier, l’image est plus sombre mais le contraste
n’est pas augmenté. Pour le second, les contrastes sont trop augmentés dans les zones proches
mais pas suﬃsamment au loin. Ensuite, malgré une bonne restauration sur une grande partie de
la scène, les objets éloignés sont encore trop brumeux avec l’algorithme DCP. Avec l’algorithme
FSS, les objets verticaux apparaissent trop assombris. Pour la méthode NBPC, comme souligné
précédemment, la chaussée est trop restaurée. Finalement, NBPC+PA se présente comme un
compromis satisfaisant.
La comparaison quantitative consiste à calculer la diﬀérence absolue entre l’image sans
brouillard et l’image obtenue après restauration. Les résultats, en moyenne sur les 66 images,
le nombre de pixels de l’image et le nombre de couleurs composantes de l’image, sont présentés
dans la table. 2.1. Dans cette moyenne, des pixels dans le ciel, dans l’image d’origine, sont reje-
tés pour ne pas fausser les résultats. En eﬀet, l’intensité du ciel ne peut être restaurée comme
un blanc constant quand Ls est hétérogène. Cette méthode de mesure est appropriée pour les
applications de véhicules intelligents, mais il ne l’est probablement pas dans d’autres domaines
tel que le traitement de photographies.
L’algorithme multiscale retinex (MSR) n’est pas un algorithme de restauration dédié à
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Originale +Brouillard MSR CLAHE DCP FFS NBPC NBPC+PA
Figure 2.9 – Résultats de restauration sur des images de synthèse. De gauche à droite, l’image
originale sans brouillard, l’image avec diﬀérents types de brouillard ajoutés, l’image restaurée
avec l’algorithme multiscale retinex, adaptive histogram equalization, dark channel prior, free-
space segmentation, no-black-pixel constraint et no-black-pixel constraint avec le monde plan.
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la scène avec diﬀérentes profondeurs de l’objet. La diﬀérence moyenne est diminuée pour le
brouillard homogène et le brouillard hétérogène en Ls, comparativement à l’absence de traite-
ment. Fait intéressant, lorsque β est hétérogène, l’action dumultiscale retinex empire la situation.
Cela est dû au fait que MSR augmente certains contrastes correspondant au brouillard et non à
la scène.
Comparativement à l’absence de traitement, la diﬀérence moyenne est toujours améliorée
lorsqu’on utilise l’égalisation d’histogramme adaptative (CLAHE). Néanmoins, ce n’est pas un
algorithme de restauration basé sur la loi de Koschmieder (2.1) et donc l’amélioration est faible.
À titre d’illustration, avec CLAHE on obtient des résultats plus mauvais que ceux du multiscale
retinex avec brouillard homogène et brouillard hétérogène en Ls.
L’algorithme dark channel prior (DCP) et la contrainte no-black-pixel (NBPC) atteignent
des performances similaires en moyenne sur l’ensemble de la base. Néanmoins, nous remarquons
qu’avec l’algorithme NBPC, l’image est mieux restaurée pour de grandes distances.
Avec le brouillard homogène, la restauration avec l’algorithme free-space segmentation (FSS),
celui avec la contrainte no-black-pixel (NBPC+PA) et celui basé sur égalisation locale de l’histo-
gramme (HE+PA) tous deux combinés avec l’hypothèse de la scène plane donnent les meilleurs
résultats. Un deuxième groupe d’algorithmes avec des performances similaires pour les images
de brouillard homogène sont les méthodes dark channel prior (DCP), avec la contrainte no-
black-pixel (NBPC) et l’algorithme multiscale retinex (MSR). Ces trois derniers algorithmes
sont moins eﬃcaces que les deux premiers en raison de la diﬃculté à rétablir l’intensité moyenne
correcte de la partie route de l’image. NBPC+PA garde les bons résultats de la méthode NBPC
pour de grandes distances sans pour autant ajouter des distorsions de contraste sur la partie de
la route de l’image grâce à la combinaison avec l’hypothèse plane.
Pour les trois types de brouillard hétérogène, la méthode basée sur l’égalisation locale de
l’histogramme (HE+PA) avec NBPC+PA conduit à de meilleurs résultats par rapport à FSS.
Cela peut s’expliquer par le fait que l’algorithme FSS s’appuie fortement sur l’hypothèse que β
et Ls sont constants sur toute l’image, alors que l’algorithme NBPC+PA et HE+PA supposent
uniquement que β et Ls sont localement constants dans l’image. Donc, la plupart du temps, il
est plus eﬃcace avec le brouillard hétérogène comparativement aux autres algorithmes.
2.3.6 Conclusion
Nous avons vu dans cette première partie plusieurs algorithmes proposés aﬁn de restaurer
les contrastes de l’image sans brouillard. Nous avons constaté que la restauration monoculaire
est un problème mal posé du fait de l’ambiguïté entre la distance et l’intensité sans brouillard
de la scène pour un même pixel.
Une première idée a donc été d’utiliser des méthodes d’amélioration de contraste d’image déjà
existantes pour des applications tierces. Nous avons vu que les résultats ne sont pas satisfaisants
dans les scènes en environnement routier du fait des grands écarts de profondeurs.
Pour prendre en compte la profondeur, le modèle de Koschmieder a été utilisé aﬁn de modé-
liser le lien entre l’image en présence de brouillard, l’image sans brouillard et la profondeur. Il a
fallu ajouter des a priori et des contraintes sur les deux variables à estimer. Une des premières
idées est de choisir une structure 3D approximative de la scène aﬁn qu’il n’y ait plus que l’image
restaurée à estimer. Cette méthode est très limitée dans le cadre des applications embarquées
pour lesquelles il est diﬃcile d’avoir une bonne estimation tout au long d’un parcours.
Aﬁn de ne pas biaiser le résultat en cas de mauvaise approximation de la profondeur, et
plutôt que de ﬁxer une profondeur a priori, des contraintes ont été ajoutées sur l’espace des
solutions recherchées. C’est dans ce cadre que la méthode estimant le voile atmosphérique a
57
Chapitre 2. Traitement d’image en présence de brouillard
été proposée. Cette méthode calcule un premier voile soumis à deux contraintes, et par la suite
calcule l’image restaurée. Si l’image est en couleur, une meilleure estimation du voile est obtenue.
Néanmoins, la route grise est source d’ambiguïté. La contrainte d’un monde plan a été
introduite pour pallier ce problème. Finalement, l’évaluation des diﬀérentes méthodes sur des
images de synthèse dans [THC+12] montre que les méthodes avec la prise en compte de la
profondeur avec le modèle de Koschmieder apportent les meilleurs résultats.
2.4 Estimation du coefficient d’extinction
Nous avons vu que le problème de la restauration est mal posé. La restauration d’image peut
donc dégrader le contraste dans certains cas. Il est donc important de n’utiliser ces algorithmes
qu’en présence de brouillard. En eﬀet, un algorithme utilisant les images produites par un algo-
rithme de restauration peut donner de moins bons résultats en conditions de temps dégagé du
fait de l’apparition de certains artefacts par les méthodes de restaurations. Cela implique qu’il
est nécessaire, avant d’eﬀectuer un traitement, de caractériser la scène, et de savoir s’il y a du
brouillard, et en cas de présence, d’en connaître sa densité.
De plus, l’estimation du coeﬃcient d’extinction peut être utile pour les algorithmes des
restaurations. Nous avons vu que la méthode [HTA10] nécessite de connaître la densité du
brouillard aﬁn de pouvoir calculer le voile relatif à la route, il est aussi nécessaire dans la
troisième contrainte pour les méthodes NBPC+PA. La connaissance du coeﬃcient d’extinction
est également utile pour d’autres applications. Par exemple, la puissance et la direction avec
laquelle les feux de brouillard sont activés dépendent directement de la densité de brouillard
rencontré, et donc du coeﬃcient d’extinction β (comme montré dans le projet ICADAC 4)
Étonnamment, seulement un nombre réduit de méthodes a été proposé pour détecter le
brouillard à partir de caméras et pour estimer le coeﬃcient d’extinction β. La plupart d’entre elles
s’appliquent quand la caméra est statique. La première approche a été d’estimer la diminution
du contraste d’un objet lointain [BD98, HBD+11]. Dans [KNC+08], un modèle d’atténuation
est estimé en supposant que le modèle 3D de la scène est connu. Cette méthode est intéressante
car elle montre que la loi de Koschmieder n’est pas toujours valide sur une grande plage de
distances du fait du brouillard hétérogène. La diﬃculté avec cette méthode est la nécessité de
disposer d’un modèle 3D précis de la scène. Quand la caméra est en mouvement, seulement trois
approches ont été proposées. La première est basée sur l’utilisation des marquages au sol, la
seconde, en faisant l’hypothèse que la route est plane et de couleur homogène, et la dernière, en
utilisant la stéréovision. Dans [Pom97], β est obtenue en regardant l’atténuation du contraste
des marquages au sol à plusieurs distances. Le problème de cette méthode est qu’elle requière la
présence de marquages au sol. Dans [LTA02, HTLA06], une méthode a été proposée appliquée à
l’environnement routier, cette méthode fait l’hypothèse que la route est plane avec une couleur
constante, et que les paramètres intrinsèques et extrinsèques de la caméra en fonction de la
route sont connus. En présence de brouillard, le proﬁl d’intensité de la route dans la direction
verticale de l’image dérivée de l’équation (2.1) montre un point d’inﬂexion. La position de ce
point d’inﬂexion peut être utilisée pour l’estimation de β. La faiblesse de cette méthode est que
de nombreuses suppositions sont faites sur la structure de la scène. Un autre problème vient du
fait que le point d’inﬂexion peut être caché par un objet proche, ou tout simplement que le point
d’inﬂexion est trop loin dans le cas d’un brouillard très léger. Dans [HLA06], une méthode basée
sur la stéréovision est proposée. Elle consiste en la détection de l’objet le plus lointain avec un
4. Projet ICADAC (6866C0210)
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contraste supérieur à 5%. Cette méthode est simple mais elle requiert la présence d’un objet,
avec un contraste important à chaque distance, ce qui n’est pas courant en pratique.
2.4.1 L’algorithme du point d’inflexion
L’algorithme proposé dans [LTA02] et [HTLA06] est capable de détecter la présence de
brouillard et d’estimer la distance de visibilité directement liée au β de la loi Koschmieder (2.1).
Cet algorithme, connu aussi comme l’algorithme du point d’inﬂexion, repose principalement
sur trois hypothèses : le brouillard est homogène, la majeure partie de l’image montre la surface
de la route qui est plane et d’intensité homogène.
En faisant l’hypothèse d’une route avec des propriétés photométriques homogènes (I0 est
constant), le brouillard peut être détecté et le coeﬃcient d’extinction de l’atmosphère β peut
être estimé avec la loi de Koschmieder (2.1) si le plan de la route est connu.
En dérivant deux fois I dans l’équation (2.6) par rapport à v, on obtient :
d2I
dv2
({v, u}) = β δ(I0 − Is)
(v − vh)3
e
−β δ
v−vh
(
βδ
v − vh
− 2
)
(2.25)
L’équation d
2I
dv2
= 0 admet deux solutions. La solution β = 0 est sans intérêt. La seconde
solution qui permet d’estimer le coeﬃcient d’extinction est β = 2(vi−vh)δ , où vi désigne la position
du point d’inﬂexion de I(v).
2.4.2 Conclusion
Nous avons vu que les méthodes basées sur la loi de Koschmieder apportent des résultats
satisfaisants. Certaines pour être exploitées pleinement nécessitent la connaissance du coeﬃcient
d’extinction. De plus, aﬁn de pouvoir caractériser la présence de brouillard ou non, connaître
le coeﬃcient d’extinction s’avère nécessaire. Pour détecter le brouillard et estimer β, il existe
plusieurs méthodes avec une caméra ﬁxe, mais elles ne sont pas utilisables pour les applications
embarquées. Une méthode fondée sur l’hypothèse du monde plan a été décrite. Elle donne des
résultats satisfaisants quand une large portion de la route est visible.
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La théorie d’optimisation de fonctions
pseudo-booléennes est présentée dans le
cadre de l’optimisation de fonctions
multi-labels.
En traitement d’images, de nombreux problèmes conduisent à la recherche d’un optimum
global d’une énergie multi-labels. La solution recherchée est alors représentée par un ensemble de
labels (entiers). Soit L = {0, ..,m} l’ensemble des labels (par exemple {0, 1} pour une segmenta-
tion binaire, {0, .., 255} pour la restauration d’une image 8 bits, {0, ..,m} pour un problème de
reconstruction 3D à partir de paires stéréoscopiques avec m la disparité maximale admissible).
Soit n le nombre de variables, f : Ln → R est une fonction déduite du modèle du problème
à traiter, où chaque conﬁguration x de Ln correspond un score :
f(x) =
∑
u∈C1
ϑu(Lu) +
∑
u,v∈C2
ϑuv(Lu, Lv) +
∑
u,v,w∈C3
ϑuvw(Lu, Lv, Lw) + ... (3.1)
où Ck est l’ensemble des cliques d’ordre k et ϑ la fonction de coût de la clique. Lorsque le modèle
est bien construit, les solutions les plus probables ont les scores les plus faibles, on essayera donc
de résoudre le problème de minimisation suivant :
min
x∈Ln
f(x) (3.2)
La recherche des labels qui minimisent (3.1) est généralement complexe. Le développement
de modèles nécessite la connaissance des techniques d’optimisation.
En optimisation il est primordial de savoir s’il est possible de trouver, et dans quels délais,
le minimum global d’une fonction. Si on peut trouver le minimum global d’une énergie, il n’y a
pas d’ambiguïté sur le résultat de l’optimisation, le modèle proposé est bien en adéquation avec
le problème à résoudre. Inversement, lorsque seulement un minimum local est obtenu, on ne sait
pas si c’est une conséquence de ne pas avoir atteint le minimum global de la fonction, ou si c’est
le modèle qui est incorrect.
Lorsque le nombre de solutions n’est pas important, il est assez simple de trouver le minimum
d’une fonction. Une recherche exhaustive sur l’ensemble des conﬁgurations est suﬃsante pour
permettre de trouver celle qui minimise l’énergie. En traitement d’image, certaines méthodes
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denses font l’hypothèse qu’il existe une variable par pixel et qu’il existe une interaction entre ces
variables. Dans ce cas, la combinatoire des solutions devient très importante même sur une petite
image. Par exemple, considérons le cas de l’optimisation d’un champ de Markov d’une image
512x512 avec une labélisation binaire et une cardinalité de clique 2 par voisinage, il existe 2262144
conﬁgurations possibles. Sachant que les images actuelles sont constituées de plusieurs millions
de pixels et que la cardinalité de l’espace de recherche peut être beaucoup plus importante
(256 pour du débruitage, ou encore plus pour la stéréo-vision avec une grande base), il est donc
d’évidence impossible de parcourir l’ensemble des solutions. Des algorithmes spécialisés ont donc
dû être conçus pour optimiser ce type de problème avec un grand espace de recherche.
En optimisation continue, lorsqu’une fonction est convexe, tous les minima locaux sont glo-
baux. De façon semblable à l’optimisation continue, il existe en optimisation discrète une classe
de fonctions qui permet, malgré une croissance exponentielle du nombre de solutions, de trouver
le minimum global en un temps polynomial. Ce sont les fonctions dites sous-modulaires qu’il est
important de distinguer des fonctions non sous-modulaires.
Toutefois, l’espace des fonctions sous-modulaires est assez restreint. De plus, au delà d’une
certaine cardinalité des cliques, pouvoir dire d’une fonction qu’elle est sous-modulaire s’avère être
un problème NP-Difficile. Il arrive aussi fréquemment que l’on veuille optimiser des fonctions non
sous-modulaires, il est donc utile dans ce cas, d’avoir des méthodes spéciﬁques d’optimisation.
Compte tenu de l’importance de l’optimisation globale dans diﬀérents champs d’application, de
nombreux algorithmes ont vu le jour.
L’une des approches les plus eﬃcaces pour optimiser (3.2) est celle fondée sur l’optimisation
de fonctions pseudo-booléennes.
Optimisation de fonctions pseudo-booléennes : L’étude de l’optimisation des fonctions
pseudo-booléennes date des années 50. Observées initialement dans la théorie des jeux, ce fut
l’une des principales motivations de leur étude en recherche opérationnelle. Par la suite, la
découverte de la présence récurrente de fonctions pseudo-booléennes dans un spectre très large
d’applications et de domaines a fortement inﬂué sur l’évolution et le gain d’intérêt de ce domaine.
Dans le cas binaire, on nomme B = {0, 1} l’ensemble des labels. Une fonction f : Bn → R est
dite pseudo-booléenne. Elle peut être écrite de façon unique comme un polynôme de n variables
de la façon suivante :
f(x1, ..., xn) = c0 +
n∑
i=1
cixi +
∑
1≤i≤j≤n
cijxixj +
∑
1≤i≤j≤k≤n
cijkxixjxk + ... (3.3)
Dans le cas binaire, l’énergie (3.1) peut être alors réécrite comme une fonction pseudo-
booléenne (Cette réduction est expliquée dans la partie 3.2.1).
La partie 3.1 introduit l’optimisation de fonctions pseudo-booléennes. Cette partie est une
synthèse partielle de l’article [BH02] très complet sur l’état de l’art de l’optimisation de fonctions
pseudo-booléennes. L’ensemble des théorèmes que nous présentons est limité à une partie de cet
article. Certaines notions sont détaillées par des exemples complémentaires à ceux de l’article
La partie 3.2 présente des algorithmes pour l’optimisation de fonctions multi-labels fondées
sur la théorie de l’optimisation de fonctions pseudo-booléennes utilisées dans cette thèse.
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3.1 Optimisation de fonctions pseudo-booléennes
3.1.1 Définitions et notations
Dans la suite, on nomme V = {1, 2, ..., n} l’ensemble des indices de 1 à n, où n est le nombre
de variables. x = (x1, ..., xn) est un vecteur binaire et par déﬁnition xi = 1 − xi le complément
pour i ∈ V. On note L = {x1, x1, ..., xn, xn} l’ensemble de ces symboles.
3.1.2 Représentation
On dispose de deux représentations pour la même fonction pseudo-booléenne :
Forme multilinéaire polynomiale unique :
f(x1, ..., xn) =
∑
S⊆V
cS
∏
j∈S
xj (3.4)
On appelle degré de f la taille du plus grand ensemble S ⊆ V pour lequel cS 6= 0. Cette
représentation est utile pour certaines propriétés de f .
Posiforme : Une fonction pseudo-booléenne peut être toujours représentée par une posiforme
de la forme suivante :
φ(x1, ..., xn) =
∑
T⊆L
aT
∏
u∈T
u (3.5)
où aT ≥ 0. Notons qu’on peut toujours représenter une fonction pseudo-booléenne par une
posiforme. Une façon de procéder consiste à remplacer le premier élément x par 1−x dans chaque
terme où aT < 0. Il existe plusieurs posiformes pour une même fonction pseudo-booléenne. On
notera P(f) la famille des posiformes représentant la même fonction f .
Exemple 3.1. ces deux posiformes :
ψ1 = 5x1 + 4x1x2x3 + 7x1x2x4 + 9x3x4
ψ2 = x1 + 4x1x2 + 4x1x2x3 + 7x1x2x4 + 4x2x3 + 9x3x4
ont la même forme multilinéaire polynomiale unique :
g(x) = 5x1 + 13x3 − 4x1x3 − 4x2x3 − 9x3x4 + 4x1x2x3 + 7x1x2x4
Ces trois fonctions pseudo-booléennes vériﬁent la même table de vérité (voir table 3.1)
3.1.3 Propriétés des fonctions pseudo-booléennes
La structure de posiforme permet de vériﬁer certaines propriétés. En eﬀet, pour une posiforme
ne possédant aucun terme négatif, leur somme ne peut être inférieure à 0. Dans un sens, minimiser
une posiforme équivaut à essayer d’annuler le plus de termes possible. Il en découle que minimiser
une posiforme est équivalent au problème d’optimisation de satisﬁabilité booléenne maximale
MAX-SAT (Maximum Satisﬁability problem), qui est NP-complet Cette idée permet de détecter
si une aﬀectation partielle des variables binaires est « optimale » ([BH02], p.18).
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x g(x)
0 0 0 0 0
0 0 0 1 0
0 0 1 0 13
0 0 1 1 4
0 1 0 0 0
0 1 0 1 0
0 1 1 0 9
0 1 1 1 0
1 0 0 0 5
1 0 0 1 5
1 0 1 0 14
1 0 1 1 5
1 1 0 0 5
1 1 0 1 12
1 1 1 0 14
1 1 1 1 12
Table 3.1 – Table de vérité de la fonction pseudo-booléenne de l’exemple 3.1
On appelle un vecteur binaire y ∈ BS correspondant à un sous ensemble S ⊆ V une aﬀec-
tation partielle. De plus, pour un sous ensemble S ⊆ V d’indices et un vecteur y ∈ BS, on note
par x[S] ∈ BS le vecteur correspondant aux indices dans S, i.e. x[S] = (xi|i ∈ S). Pour une
aﬀectation partielle y ∈ BS et pour un vecteur x ∈ Bn, On déﬁnit l’échange de x comme le
vecteur binaire z par :
zj =
{
xj si j 6∈ S
yj si j ∈ S (3.6)
et on le note par z = x[S ← y]. Par exemple, si n = 5, S = {1, 2, 5} et y est l’aﬀectation
partielle y1 = 1, y2 = 0 et y5 = 1 alors l’aﬀectation de x = (1, 1, 1, 0, 0) par y va être le vecteur
z = (1, 0, 1, 0, 1).
Soit une fonction pseudo-booléenne f , un vecteur x ∈ Bn et une aﬀectation partielle y ∈ Bn
pour un sous ensemble S ⊆ V, alors
Persistance forte : Il y a persistance forte pour f aux valeurs de y si pour tout x ∈
ArgminBn(f) on a x[S] = y.
En d’autres termes, on dit qu’une aﬀectation est persistante forte si l’ensemble des valeurs
de l’aﬀectation y appartient à tous les minima globaux de la fonction.
Persistance faible : Il y a persistance faible pour f aux valeurs de y si x[S ← y] ∈
ArgminBn(f) est vériﬁée pour tout x ∈ ArgminBn(f).
On dira qu’une aﬀectation est persistante faible si toutes les conﬁgurations de x appartenant
à tous les minima globaux de la fonction f le sont encore après aﬀectation.
Exemple 3.2. Pour illustrer les deux notions précédentes, reprenons la fonction g de l’exemple 3.1
et sa posiforme ψ1. On considère l’aﬀectation partielle y∗ = (0) ∈ B{1}. On peut consta-
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ter pour tous les minima globaux, B{1} = (0), que l’aﬀectation y est persistante forte. Soit
z∗ = (0, 1) ∈ B{1,2} une aﬀectation partielle. Les solutions x = (0, 0, 0, 0) et x = (0, 0, 0, 1)
appartiennent au minimum global de la fonction, par contre la deuxième variable 6= 1, donc
cette aﬀectation n’est pas persistante forte. Néanmoins, l’aﬀectation de x = (0, 0, 0, 0) et de
x = (0, 0, 0, 1) par z∗ donne x = (0, 1, 0, 0) et x = (0, 1, 0, 1). Ces deux vecteurs appartiennent
bien au minimum global de la fonction donc cette aﬀectation est persistante faible.
3.1.4 Fonction pseudo-booléenne quadratique
L’optimisation d’une fonction pseudo-booléenne quadratique est un problème abondamment
étudié. L’une des principales propriétés de ce type d’optimisation est qu’il est possible de trouver
en un temps polynomial une borne inférieure aux valeurs de la fonction appelée la roof duality.
Une fois cette borne inférieure atteinte, il est possible d’en déduire une aﬀectation partielle ayant
comme propriété d’être persistante forte.
On nomme F2 la famille des fonctions pseudo-booléennes quadratiques. Une fonction pseudo-
booléenne quadratique peut être représentée par sa multilinéaire polynomiale unique
f(x1, ..., xn) = c0 +
n∑
i=1
cixi +
∑
1≤i≤j≤n
cijxixj (3.7)
ou par une posiforme quadratique de la forme suivante :
φ(x) = a0 +
∑
u∈L
auu+
∑
u,v∈L,u 6=v
auvuv (3.8)
où au ≥ 0 et auv ≥ 0. Généralement, a0 est nommé terme constant, les termes de degré 1 terme
linéaire, et ceux de degré 2 terme quadratique. On note C(φ) le terme constant ac de la posiforme
φ ([BH02], p.34).
3.1.4.1 Roof duality
Trouver le minimum d’une fonction pseudo-booléenne quadratique quelconque est un pro-
blème NP-complet, mais on peut calculer une borne inférieure aux valeurs de la fonction appelée
roof duality en un temps polynomial. Une façon intuitive d’interpréter la roof duality et de
trouver quelle est la posiforme φ dans un ensemble de fonctions pseudo-booléennes vériﬁant la
même table de vérité, dont le terme constant C(φ) est le plus grand. Ce problème est en eﬀet
connu en optimisation de fonctions pseudo-booléennes quadratiques. Il existe pour cela plusieurs
techniques permettant de calculer cette borne inférieure à la fonction.
— Majorisation notée M2(f).
— Complémentation notée C2(f).
— Linéarisation notée L2(f).
— Autres : Lagrangien, paved duality, etc...
Un résultat important est que toutes ces bornes sont équivalentes du fait qu’elles retournent
toutes les mêmes valeurs.
Grâce à la structure spéciﬁque de la posiforme (tous les coeﬃcients sont positifs) le terme
constant est donc une borne inférieure. En eﬀet, chaque terme étant positif, la valeur minimale
d’une posiforme est atteinte quand tous les termes sont annulés.
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Théorème 3.1. Pour toutes fonctions pseudo-booléennes quadratiques f ∈ F2, on a ([BH02],
p.39)
M2(f) = C2(f) = L2(f) ≤ min
x∈Bn
f(x)
Une fois la roof duality atteinte (c’est à dire après avoir transformé la posiforme d’origine en
une posiforme avec la plus grande constante possible) la propriété suivante permet d’extraire un
sous ensemble persistant fort :
Théorème 3.2. (Persistance forte) Soit une fonction pseudo-booléenne quadratique f ∈ F2,
soit φ ∈ P2(f) une posiforme la représentant tel que C(φ) = C2(φ), alors si au > 0 pour des
labels u ∈ L, alors u = 0 dans tous les vecteurs binaires x ∈ Argmin(f) minimisant f . ([BH02],
p.40)
Autrement dit, si il reste un terme linéaire dans la formule obtenue après avoir atteint la roof
duality, donc C(φ) = C2(φ), alors chaque aﬀectation annulant le terme linéaire appartiendra à
tous les minima globaux.
3.1.4.2 Modèle de flot maximum / coupe minimale :
Trouver la roof duality est un problème de classe polynomiale. En eﬀet, elle peut être obtenue
en résolvant un problème de programmation linéaire.
Comme précédemment indiqué, plusieurs méthodes existent pour calculer cette borne. Dans
cette partie, nous allons détailler une méthode fondée sur la théorie des graphes. Cette méthode
est très eﬃcace, car elle est fondée sur des algorithmes de ﬂots de la théorie des graphes, très
étudiés et optimisés. Ces algorithmes sont optimaux pour les problèmes discrets
L’algorithme est décomposé en plusieurs étapes : tout d’abord, il faut eﬀectuer la réduction
d’une équation pseudo-booléenne en un graphe induit. Par la suite, la roof duality peut être
calculée grâce à un algorithme de poussage de ﬂot sur le graphe induit, et enﬁn, les aﬀectations
persistantes fortes sont faites à partir d’un parcours du graphe résiduel.
Construction du graphe induit : Soit une fonction pseudo-booléenne quadratique f ∈ F2
donnée par la posiforme φ ∈ P2(f) de forme (3.8). On associe à cette posiforme quadratique un
graphe orienté Gφ = (N,A) où l’ensemble de noeuds est déﬁni par N = L∪{x0, x0}. Il y a deux
sommets par variable : la variable elle même et son complément, plus deux sommets x0 et x0
représentant les constantes x0 = 1 et x0 = 0. L’ensemble des arêtes est déﬁni par l’ensemble des
termes de l’équation pseudo-booléenne. À chaque terme quadratique correspond deux arcs (
−→
u, v)
et (
−→
v, u) avec chacun comme poids 12cuv. À chaque terme linéaire correspond les arcs (
−−→
u, x0) et
(
−−→
x0, u) avec chacun comme poids 12cu ([BH02], p.42).
Calcul de la borne inférieure par flot maximum : Une fois la réduction faite, Nous allons
voir qu’il a été montré qu’il y a équivalence entre une somme alternée dans une équation pseudo-
booléenne et un chemin augmentant dans le graphe induit. La caractéristique d’une somme
augmentante est qu’il est possible d’extraire par une transformation algébrique une constante
de la chaîne, et par conséquent, augmenter le terme constant C(φ) de la posiforme pour atteindre
la roof duality C2(φ). Cette étape peut être réalisée en eﬀectuant un algorithme de poussage de
ﬂot dans le graphe induit précédent grâce à l’équivalence somme alternée / chemin augmentant.
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Équivalence somme alternée / chemin augmentant : Un ﬂot possible dans un graphe
pondéré G = (N,A) avec comme source x0 et comme puits x0 est une application ζ : A → R+
respectant les contraintes :
ζ(u, v) ≤ cu,v pour tous les arcs (−→u, v) ∈ A, et (3.9)∑
(−→u,v)∈A
ζ(u, v) =
∑
(−→v,w)∈A
ζ(v,w) pour tous les noeuds v ∈ L (3.10)
Pour un graphe donné G = (N,A) et un ﬂot possible ζ dans ce graphe, on appelle graphe
résiduel G[ζ] = (N,Aζ) avec comme capacités résiduelles
cζuv =
{
cuv − ζ(u, v) pour (−→u, v) ∈ A
ζ(u, v) pour (−→v, u) ∈ A (3.11)
Si u1, u2, ..., uk ∈ L, alors on appelle l’expression de la forme :
u1 + u¯1u2 + u¯2u3 + ...+ u¯k−1uk + u¯k (3.12)
une somme augmentante. Une posiforme quadratique φ possède la somme augmentante (3.12)
de poids ω si nous avons au1 ≥ ω, aujuj+1 ≥ ω pour j = 1, ..., k − 1 et auk ≥ ω pour tous les
coeﬃcients correspondants de φ ([BH02], p.42).
Proposition 3.1. L’identité suivante est vériﬁée pour les sommes alternées :
u1 + u1u2 + ...+ uk−1uk + uk = 1 + u1u2 + ...+ uk−1uk (3.13)
Une posiforme quadratique φ qui contient une somme alternée (3.12) de poids ω peut être
transformée en une posiforme équivalente avec un terme constant plus important. Pour cela il
faut dans un premier temps transformer le terme φ :
φ = ω[u1 + u¯1u2 + u¯2u3 + ...+ u¯k−1uk + u¯k] + φ
′
Dans ce cas, φ
′
est aussi une posiforme quadratique. Par conséquent, en appliquant l’iden-
tité (3.13), on obtient
φ = ω + ω[u1 + u¯1u2 + u¯2u3 + ...+ u¯k−1uk + u¯k] + φ
′
Dans cette formulation, il y a une correspondance terme à terme avec une somme alternée
contenue dans une posiforme et un chemin augmentant dans le graphe induit correspondant. La
proposition suivante peut être énoncée :
Proposition 3.2. On considère une posiforme φ ∈ P2(f) et un ﬂot possible ζ dans le graphe
G = Gφ. Alors x0, u1, ..., uk, x¯0 est un chemin augmentant de capacité ǫ > 0 dans G[ζ] si et
seulement si u1 + u1u2 + ...+ uk−1uk + uk est une somme alternée de poids ǫ dans la posiforme
correspondant φG[ζ].
Exemple 3.3. Dans cet exemple, on montre l’équivalence entre la capacité d’un chemin aug-
mentant et le poids d’une somme alternée.
10x1 + 8x1x2 + 6x2x3 + 4x3 (3.14a)
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Figure 3.1 – Équivalence chemin / somme alternée de l’exemple 3.3. La ﬁgure 3.1a montre le
graphe induit de la fonction pseudo-booléenne initiale. La ﬁgure 3.1b montre les capacités du
graphe après poussage de ﬂot. La ﬁgure 3.1c représente le graphe résiduel.
4︸︷︷︸
ω
(x1 + x1x2 + x2x3 + x3)︸ ︷︷ ︸
somme alternée
+6x1 + 4x1x2 + 2x2x3︸ ︷︷ ︸
φ′
(3.14b)
4(1 + x1x2 + x2x3) + 6x1 + 4x1x2 + 2x2x3 (3.14c)
4 + 6x1 + 4x1x2 + 4x1x2 + 2x2x3 + 4x2x3 (3.14d)
En factorisant par la plus grande constante, on isole la somme alternée (3.14b). En appliquant
l’identité (3.13), un terme constant apparaît dans l’équation (3.14c) ce qui a comme conséquence,
une fois développé, d’augmenter le terme constant et d’atteindre la roof duality.
L’équation (3.14a) correspond au graphe 3.1a. Calculer le ﬂot maximum jusqu’à saturation
(graphe 3.1b) correspond à trouver le plus haut terme constant que l’on peut mettre en fac-
teur sur la somme alternée (équation 3.14b). Dans cet exemple on peut constater que ǫ = 4.
En prenant l’équation du graphe résiduel une fois les chemins saturés 3.1c, on retrouve l’équa-
tion (3.14d).
Grâce à cette équivalence, la propriété suivante peut être énoncée :
Théorème 3.3. Soit une fonction pseudo-booléenne quadratique f , et une posiforme possible
la représentant φ ∈ P2(f). Soit ν∗ la valeur du ﬂot maximum dans Gφ, alors :
C2(f) = C(φ) + ν
∗
La propriété fondamentale de cette réduction en graphe, est que la roof duality C2(f) est
atteinte en sommant le terme constant de la posiforme correspondant au graphe induit avec la
valeur du ﬂot maximum atteinte par l’algorithme de poussage de ﬂot.
Après avoir calculé le ﬂot maximum, et donc la roof duality, il est possible de trouver les
aﬀectations persistantes fortes. Une façon eﬃcace est d’utiliser le graphe résiduel.
Théorème 3.4 (Persistance forte et flot maximum). Soit φ ∈ P2(f) pour une fonction
pseudo-booléenne quadratique f , soit ζ∗ un ﬂot maximum dans G = Gφ, soit S ∈ L l’ensemble
des noeuds dans G qui peuvent être atteints en partant de la source x0 par un chemin avec
une capacité résiduelle positive, alors u(x∗) = 1 pour tout u ∈ S et pour tous les vecteurs
x∗ ∈ Argmin(f).
En d’autres termes, pour toutes variables pouvant être atteintes dans le graphe résiduel en
partant de la source par des capacités positives, l’aﬀectation qui vériﬁe u(x∗) = 1 est persistante
forte.
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Figure 3.2 – Le graphe induit 3.2a et le graphe résiduel de l’équation pseudo-booléenne de
l’exemple 3.5.
Récapitulatif : Pour résumer, les aﬀectations persistantes fortes pour une fonction pseudo-
booléenne quadratique f sont calculées de la façon suivante :
— Construire le graphe induit G de f .
— Calculer le ﬂot maximum ν de G.
— Prendre le graphe résiduel de G[ν].
— À partir de la source de G[ν], pour toutes les variables pouvant être atteintes à partir de
la source, aﬀecter u(x∗) = 1.
Exemple 3.4. Soit la fonction pseudo-booléenne quadratique suivante :
f(x) = 10 − 4x1 − 4x3 − 2x4 + 4x4x2 − 2x2x3 + 4x3x4 − 2x4x5
En substituant avec l’identité x = 1 − x chaque terme quadratique ayant un coeﬃcient
négatif, on a la posiforme suivante :
φ = −4 + 4x1 + 6x3 + 2x4 + 2x5 + 4x1x2 + 2x2x3 + 4x3x4 + 2x4x5
tel que φ ∈ P2(f). La ﬁgure 3.2a montre le réseau Gφ correspondant. En observant la ﬁgure 3.2a,
on peut constater que dans le réseau Gφ, les ﬂots suivants peuvent être poussés séquentiellement
pour les chemins augmentants suivants :
x0 →x1 → x¯2 → x¯3 → x¯0 et x0 → x3 → x2 → x¯1 → x¯0, (3.15)
x0 → x3 → x¯4 → x¯0 et x0 → x4 → x¯3 → x¯0, (3.16)
x0 →x3 → x¯4 → x¯5 → x¯0 et x0 → x5 → x4 → x¯3 → x¯0. (3.17)
Ces chemins augmentants correspondent respectivement aux sommes alternées :
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x¯1 + x1x2 + x¯2x3 + x¯3 et x¯3 + x3x¯2 + x2x1 + x¯1, (3.18)
x¯3 + x3x4 + x¯4 et x¯4 + x4x3 + x¯3, (3.19)
x¯3 + x3x4 + x¯4x5 + x¯5 et x¯5 + x5x¯4 + x4x3 + x¯3. (3.20)
À cet instant, il n’y a plus de chemin augmentant dans le graphe de la ﬁgure 3.2a. Le nombre
de chemins augmentants maximum a été atteint, la valeur du ﬂot maximum est donc de ν = 6.
Le réseau ﬁnal correspond donc à la forme quadratique suivante :
ψ = 2x1 + 2x1x2 + 2x1x2 + 2x2x3 + 4x3x4 + 2x4x5
Avec un ﬂot maximum de capacité ν = 6, on a : φ = C(φ)+ ν+ψ = 2+ψ. Donc C2(f) = 2.
D’après (3.4), on peut voir que le graphe résiduel a deux sommets directement atteignables
à partir de la source : le sommet 1 et 2¯. D’après (3.4), les aﬀectations x1 = 1 et x2 = 0
sont vériﬁées dans chaque minimum global. On peut donc aﬀecter les valeurs à l’équation ψ.
Minimiser f équivaut maintenant à minimiser ψ∗ = 4x3x4+2x4x5. Les aﬀectations qui annulent
cette fonction sont persistantes faibles.
3.1.5 Cas sous-modulaire
Une fonction f est sous-modulaire si :
f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ) ∀X,Y (3.21)
est respecté pour tous les sous ensembles X,Y . Plus généralement, on peut caractériser une
fonction pseudo-booléenne f : Bn → R sous-modulaire si :
∆ij(X)
def
==
∂f
∂xi∂xj
(x) ≤ 0 (3.22)
Autrement dit, une fonction quadratique pseudo-booléenne est sous-modulaire si, sous sa
forme multilinéaire polynomiale unique (3.7), sa dérivée seconde est toujours négative ou nulle,
ce qui implique que tous ses termes quadratiques ont un signe négatif. Trouver le minimum d’une
fonction sous-modulaire peut aussi être réduit en un problème spéciﬁque de coupe de graphe.
3.1.5.1 Recherche du minimum global par coupe de graphe
Quand une fonction est sous-modulaire, il est toujours possible de l’écrire comme une posi-
forme φ sous la forme :
φ(x1, ..., xn) =
∑
i∈P
aixi
∑
j∈N
ajx¯j +
∑
1≤i≤j≤n
aijxix¯j (3.23)
où P,N ⊆ V et tous les coeﬃcients ai (i=P ∪N) et aij (1 ≤ i ≤ j ≤ n) sont positifs. On peut
alors associer à φ le graphe Nφ construit de la façon suivante :
— V (Nφ) = {s, t} ∪V.
— A(Nφ) = {(s, j)|j ∈ N} ∪ {(i, t)|i ∈ P} ∪ {(i, j)|1 ≤ i ≤ j ≤ n}.
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Figure 3.3 – Exemple de la minimisation d’une fonction pseudo-booléenne sous-modulaire de
degré 2 par coupe de graphe (Exemple 3.5).
où les capacités des arcs sont : csj = aj pour j ∈ N, ci,t = ai pour i ∈ P et cij = aij pour
1 ≤ i < j ≤ n.
En d’autres termes, l’ensemble des sommets V (Nφ) est composé de l’ensemble des indices V
ainsi qu’une source s et un puits t. On construit, pour chaque terme unitaire, une arête. Quand
le terme est une variable xi, une arête du sommet ayant comme indice i est créée, avec comme
poids le coeﬃcient du terme ai. Quand le terme est le complément d’une variable x¯j , une arête
de la source s au sommet ayant comme indice j est créée, avec comme poids le coeﬃcient du
terme. On construit pour chaque terme aijxix¯j une arête de la variable i à j.
Il y a donc une correspondance entre la coupe s-t de ce graphe et le vecteur binaire x ∈
Bn ↔ Sx def== {s} ∪ {j|xj = 1}. Il est facile de voir qu’avec cette déﬁnition on a :
φ(x) =
∑
u∈Sx
v/∈Sx
cu,v (3.24)
pour tout x ∈ Bn, le minimum de φ correspond donc à la coupe de capacité minimum de Nφ
Exemple 3.5. Minimiser la fonction :
φ(x) = x1 + 6x1 + 4x2 + x2 + 2x1x2 (3.25)
équivaut à trouver la coupe minimale dans le graphe induit (ﬁgure 3.3a) de la fonction 3.25. On
peut voir que le poids de chaque coupe du graphe 3.3b correspond à la valeur de la fonction 3.25
avec comme aﬀectation les valeurs correspondantes à la constante de la coupe pour chaque noeud
(0 pour la source et 1 pour le puits). Par exemple, la coupe c2 de la ﬁgure 3.3b a comme poids 2
(On rappelle que le poids d’une coupe est la somme des arêtes coupées dont le début est du côté
de la source et la ﬁn du côté du puits). Le noeud 1 est coupé au niveau de la source s, donc x1 = 0,
le noeud 2 au niveau du puits, donc x2 = 1. La valeur de l’équation pseudo-booléenne (3.25)
avec comme aﬀectation x1 = 0 et x1 = 1 est bien égale à 2.
3.1.6 Optimisation de fonctions pseudo-booléennes de degré supérieur à 2
Il est diﬃcile d’optimiser une fonction pseudo-booléenne de degré supérieur à 2. En eﬀet,
une méthode générique convergerait très vite dans des minima locaux, surtout, dans le cas non
sous-modulaire.
Pour pallier cela, deux approches ont été proposées. La première consiste à réduire une
fonction de degré quelconque en degré quadratique possédant le même minimum et de l’optimiser
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x g(x)
0 0 5
0 1 2
1 0 12
1 1 7
Table 3.2 – Table de vérité de la fonction pseudo-booléenne de l’exemple 3.5
avec les techniques précédemment vues dans le cas quadratique (roof duality). La seconde est
de généraliser directement le principe de roof duality au cas de degré supérieur à deux [KS11].
Dans nos travaux, la méthode utilisée [Ish09a] est fondée sur le principe de substitution, nous
allons donc introduire les notions de base de cette approche.
3.1.7 Réduction de fonction de degré quelconque en degré quadratique
La première technique pour réduire une fonction pseudo-booléenne d’ordre n à l’ordre 2 à
été introduite en 1975, elle consiste à ajouter une variable auxiliaire aﬁn de réduire les cliques
de grandes cardinalités en plusieurs cliques d’ordres inférieurs [Ros75]. Cette méthode est ité-
rative et fonctionne pour un degré quelconque. Le principal défaut de cette méthode, est que,
pour chaque substitution, un terme non sous-modulaire de grande cardinalité est ajouté. Au ﬁl
des itérations, la cardinalité des termes sous-modulaires augmente dans la forme multilinéaire
polynomiale unique.
Mais, le nombre d’aﬀectations persistantes fortes lors du calcul de la roof duality dépend
directement du nombre et du coeﬃcient des termes quadratiques non sous-modulaires dans
la forme multilinéaire polynomiale unique. En eﬀet, lorsque tous les coeﬃcients sont négatifs,
l’énergie est sous-modulaire, voir( 3.22). Lorsqu’au moins un coeﬃcient est positif sur un terme
quadratique, l’énergie n’est plus sous-modulaire.
En pratique et comme constaté dans [GBP11], plus il y a de termes positifs, plus leurs
coeﬃcients sont importants, et moins il y a d’aﬀectations fortes lors du calcul de la roof duality.
Après ce constat, de nouvelles méthodes sont apparues aﬁn de minimiser l’amplitude et
le nombre de termes positifs lors de la réduction d’un degré quelconque à un degré quadra-
tique [Ish09a].
Plusieurs types de réductions sont donc possibles pour une même clique, dans [GBP11], il est
proposé, pour chaque clique, de choisir entre diﬀérents types de décompositions. Pour cela, une
technique d’inférence est proposée pour permettre de choisir le type de réduction en minimisant
soit, le nombre d’arêtes non sous-modulaires, soit l’amplitude des termes non sous-modulaires
dans la fonction pseudo-booléenne ﬁnale.
3.1.7.1 Substitution
La méthode introduite dans [Ros75] est une méthode de substitution qui permet, en rem-
plaçant le produit de deux variables par une variable auxiliaire, de réduire le degré maximum
d’une fonction pseudo-booléenne. On considère ces deux équivalences :
xy = z ⇐⇒ xy − 2xz − 2yz + 3z = 0 (3.26)
xy 6= z ⇐⇒ xy − 2xz − 2yz + 3z > 0 (3.27)
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Les deux équivalences précédentes peuvent être facilement vériﬁées en essayant les 8 combi-
naisons possibles pour les variables x, y et z.
Il est donc possible, dans une équation pseudo-booléenne, de remplacer le produit xy par z
dans une clique de degré supérieur à deux, et d’ajouter l’expression xy− 2xz− 2yz+3z comme
un terme de pénalité (avec un grand terme multiplicatif).
Alors, d’après [Ros75], le vecteur minimisant l’équation réduite est équivalent au vecteur
minimisant l’équation originale en omettant les variables supplémentaires introduites, ce qui se
traduit par :
min
w,x,y
wxy = min
w,x,y,z
wz + a(xy − 2xz + yz + 3z) (3.28)
où w est la variable ajoutée et a le coeﬃcient multiplicatif. a doit être assez grand, pour cela, il
peut être initialisé avec a = 1 +
∑
S∈V |cS |. Cette étape de substitution peut être itérée jusqu’à
ce que le degré maximum soit égal à 2.
Exemple 3.6. Soit la fonction pseudo-booléenne :
fa(x1, x2, x3) = 2x1x2 − 3x1x2x3 (3.29)
D’après (3.26), en substituant x1x2 par une nouvelle variable x4 avec a = 1 + 2 + 3 = 6, la
fonction (3.29) se réécrit :
far(x1, x2, x3, x4) = 2x1x2 − 3x1x2x3 + 5(x1x2 − 2x1x4 − 2x3x4 − 3x4)
= 18x4 + 8x1x2 − 12x1x4 − 12x2x4 − 3x3x4 (3.30)
Si on observe la table de vérité 3.3 de la forme originale (3.29) et de la forme réduite (3.30),
on constate que le minimum de la fonction réduite est vériﬁé pour le vecteur x = (1111), si on
omet les variables ajoutées pour la réduction (ici x4), le vecteur correspondant aux variables
d’origine est x = (111), on peut voir que ce vecteur est bien le minimum global de la fonction
d’origine.
Mais, cette technique ajoute des termes de cardinalité de plus en plus grands au ﬁl des
itérations, si ces termes ont un coeﬃcient positif dans la forme multilinéaire polynomiale unique
(énergie non sous-modulaire) alors le calcul de la roof duality ne sera pas optimal. En eﬀet,
plus la cardinalité des termes non sous-modulaires est importante et moins il y a d’aﬀectations
persistantes fortes.
Pour pallier cela, d’autres méthodes de réductions ont été proposées aﬁn de minimiser l’am-
plitude et le nombre de termes non sous-modulaires de la forme quadratique. Une première
amélioration consiste en un autre changement de variables. Pour cela, plusieurs méthodes ont
été proposées aﬁn de réduire le nombre et l’amplitude des termes non sous-modulaires [KZ02,
Ros75, Ish09a]. Ces méthodes ont permis d’augmenter considérablement le nombre de persis-
tances fortes lors du calcul de la roof duality, ce qui a permis de rendre réellement exploitable les
fonctions quadratiques résultantes de la réduction. Néanmoins, le choix de la bonne substitution
n’est pas simple, en eﬀet, il y a plusieurs façons d’eﬀectuer une réduction.
Dans [GBP11], il a été proposé de traiter le problème de réduction comme un problème
d’optimisation, où l’on cherchera quelles sont les réductions qui minimisent l’amplitude ou le
nombre de termes non sous-modulaires, cette méthode a l’avantage de tirer parti de chaque
méthode de réduction et d’augmenter le nombre d’aﬀectations persistantes fortes.
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x fa(x) far(x)
0 0 0 0 0 0
0 0 0 1 0 18
0 0 1 0 0 0
0 0 1 1 0 15
0 1 0 0 0 0
0 1 0 1 0 6
0 1 1 0 0 0
0 1 1 1 0 3
1 0 0 0 0 0
1 0 0 1 0 6
1 0 1 0 0 0
1 0 1 1 0 3
1 1 0 0 2 8
1 1 0 1 2 2
1 1 1 0 -1 8
1 1 1 1 -1 -1
Table 3.3 – Table de vérité de la fonction pseudo-booléenne de l’exemple 3.6
D’autres méthodes ont par la suite été proposées pour améliorer le taux d’aﬀectation et la
rapidité de la réduction. En eﬀet, il est possible de réduire directement une fonction de degré
quelconque en degré quadratique. Dans [Ish11], la méthode par substitution proposée fonctionne
quel que soit le degré de la fonction à réduire. Une autre méthode est proposée dans [FGBZ11]
par coupe de graphe.
3.2 Extension au cas multi-labels
L’optimisation multi-labels peut être approchée comme une succession de sous-problèmes
binaires. En eﬀet, si nous prenons deux jeux de labels pour une fonction donnée, il est possible
de trouver grâce aux méthodes vues précédemment, quels sont les labels, sur l’ensemble des
deux conﬁgurations, qui minimisent l’énergie. C’est ce que l’on appelle, dans le cadre d’une
optimisation multi-labels une fusion [LRRB10].
3.2.1 Stratégie de fusion dans le cas multi-labels
Pour chaque variable, un choix booléen est réalisé. Soit Lt un jeu de labels courants, soit Lp
un nouvel ensemble. Le but est de fusionner les deux ensembles de façon optimale pour avoir un
nouvel ensemble Lt+1 pour lequel l’énergie (3.1) est plus faible qu’avec l’ensemble Lt. Aﬁn de
combiner les deux jeux de labels, une combinaison Lb(B) est déﬁnie par la fonction booléenne
auxiliaire suivante :
Lb(B) = (1−B)Lt +BLP (3.31)
où B est un ensemble de variables booléennes. Il y en a une par site s. Quand B(s) = 0, le label
courant est gardé au site s, quand B(s) = 1, le label proposé est choisi. Avec cette formulation,
nous pouvons donc obtenir une fusion des labels grâce au choix de B, donc :
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Lt+1 = Lb(B∗) (3.32)
Pour cela, il faut donc trouver quelle est la combinaison de variables booléennes B∗ dont les
labels suivant l’équation (3.31) minimisent l’énergie (3.1) :
B∗ = min
B
f(Lb(B)) (3.33)
L’équation pseudo-booléenne correspondant à la fusion entre les labels courants Lt et les labels
proposés Lp minimisant l’énergie (3.1) en fonction des variables booléennes B est :
φ(B) =
∑
u∈C1
ϑu(L
p
u)B(u) + ϑu(L
t
u)B¯(u)
+
∑
u,v∈C2
ϑuv(L
p
u, L
p
v)B(u)B(v) + ϑuv(L
p
u, L
t
v)B(u)B¯(v)
+ ϑuv(L
t
u, L
p
v)B¯(u)B(v) + ϑuv(L
t
u, L
t
v)B¯(u)B¯(v)
+
∑
u,v,w∈C3
... (3.34)
Si l’énergie (3.1) est sous-modulaire, alors l’équation booléenne (3.34) est aussi sous-modulaire,
ainsi, toutes les variables B pourront être ﬁxées et la fusion sera optimale. Dans le cas contraire,
un sous ensemble sera ﬁxé dans un premier temps avec le calcul de la roof duality, par la suite, les
aﬀectations persistantes faibles seront calculées en minimisant l’équation résiduelle. Finalement,
les labels restants doivent être ﬁxés, pour cela, plusieurs stratégies peuvent être utilisées, la plus
simple étant de garder la solution courante.
Si la fonction (3.34) à un degré supérieur à 2, elle peut être réduite en degré quadratique, et
donc être optimisée avec les méthodes vues précédemment.
3.2.2 Optimisation globale de fonction multi-labels par algorithme itératif
Une fonction multi-labels peut être optimisée avec un algorithme itératif grâce à la technique
de fusion. En eﬀet, une fusion permet de choisir, parmi un sous-ensemble de labels, les labels qui
minimisent l’énergie. En répétant cette étape, il est donc possible de converger vers un minimum
d’énergie.
Dans le cas général, une proposition quelconque peut être fournie. Si l’énergie n’est pas sous-
modulaire, alors la fusion fournira un sous ensemble persistant fort et le reste des labels peut
être ﬁxé grâce à la persistance faible aﬁn de garantir que l’énergie n’augmente pas. Dès lors,
on se trouve dans le cadre d’une optimisation non convexe et diﬀérentes techniques peuvent
être explorées pour optimiser les propositions. Dans le cas sous-modulaire, l’étape de fusion est
appelée α-expansion.
3.2.3 α-expansion dans le cas sous-modulaire
Une énergie multi-labels est sous-modulaire si les fonctions d’erreur sur les termes quadra-
tiques vériﬁent la propriété (3.21).
L’algorithme α-expansion est un cas particulier de la technique de fusion. Il est très eﬃcace
dans le cadre d’une énergie pseudo-booléenne quadratique sous-modulaire. Il consiste à eﬀectuer
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une succession de fusions, avec comme proposition Lp un ensemble de labels identiques et d’itérer
sur les diﬀérents labels jusqu’à la stabilisation [BVZ01b].
Grâce au caractère sous-modulaire de la fonction, cette étape peut être réduite en une coupe
de graphe qui permet d’assigner 100% des labels (partie 3.1.5.1), le minimum global du problème
binaire sera donc trouvé lors de la fusion. Par contre, seulement un minimum local de l’énergie
multi-labels sera obtenu [BVZ01b].
L’algorithme est le suivant :
— Initialiser L.
— Tant qu’il y a des changements dans L :
— Pour chaque label α, eﬀectuer une fusion entre la carte de symbole L et α.
3.3 Conclusion
L’étude de l’optimisation des fonctions pseudo-booléennes nous a permis de pouvoir caracté-
riser une fonction non sous-modulaire par rapport à une fonction sous-modulaire et de proposer,
dans ce dernier cas, des algorithmes en temps polynomial permettant de trouver le minimum
global de l’énergie (coupe de graphe).
Mais, l’ensemble des fonctions sous-modulaires est assez restreint. En eﬀet, dans le cadre
des champs de Markov, seuls les modèles avec des cliques d’ordres maximales égale à 2 avec
une métrique sous-modulaire, donnent une fonction sous-modulaire qu’il est possible d’optimi-
ser globalement en un temps polynomial. Les fonctions avec des cliques d’ordres supérieures à
2, ou avec une métrique non sous-modulaire, ne sont pas sous-modulaires. Il existe des tech-
niques qui permettent de transformer une fonction pseudo-booléenne quelconque en fonction
pseudo-booléenne d’ordre deux ayant le même minimum global. Mais, même avec une métrique
sous-modulaire sur les cliques d’ordres supérieures à 2, la transformation d’une clique d’ordre
supérieur à 2 entraînera l’apparition de terme non sous-modulaire, il n’est donc plus possible
d’appliquer les algorithmes d’optimisation globale sous-modulaire.
Étonnamment, et malgré le caractère non sous-modulaire, certaines aﬀectations de labels,
appartenant au minimum global, peuvent néanmoins être trouvées en un temps polynomial.
En eﬀet, la structure éparse de certains graphes permet de détecter, pour un sous ensemble de
variables, si l’aﬀectation d’un label pour une variable donnée appartient au minimum global ou
non. Cette notion est importante car elle permet, même si le minimum global d’une énergie ne
peut pas être atteint du fait de sa non sous-modularité, d’identiﬁer un sous ensemble de variables
pour lesquelles on peut trouver l’aﬀectation appartenant au minimum global. Cette notion est
introduite par la roof duality.
Pour passer à l’optimisation multi-labels, une heuristique est de reformuler en une succession
de problèmes binaires où il faut choisir entre une solution courante, et une proposition de label.
Chaque étape de fusion sélectionne une solution globale de l’énergie binaire si la fonction est sous-
modulaire. Pour autant, en itérant les fusions, il n’y a aucune garantie de convergence vers un
minimum local. Nous allons nous intéresser plus particulièrement aux résultats en optimisation
de fonctions pseudo-booléennes, car elles ont démontré leur eﬃcacité expérimentale.
En conclusion, nous avons vu que l’optimisation de fonctions pseudo-booléennes quadratiques
apporte un cadre complet pour optimiser les énergies rencontrées en traitement d’image.
Ce bref état de l’art, qui a pour but de présenter succinctement les méthodes utilisées dans nos
travaux ne représentent qu’une petite partie de l’optimisation de fonctions pseudo-booléennes.
Pour aller plus loin, l’article [BHT06] propose de nouvelles méthodes pour l’optimisation de
fonctions pseudo-booléennes quadratiques tel que le probing qui permet d’améliorer le calcul
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de la roof duality. La thèse [Str12], soutenue en 2012, propose un état de l’art complet sur
l’optimisation discrète appliquée au domaine de la vision pour ordinateur.
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3.3.1 Récapitulatif
Pour résumer, les points clés à retenir de l’optimisation de fonctions pseudo-booléennes sont :
◦ N’importe quelle fonction pseudo-booléenne peut être transformée en une posiforme.
— Les aﬀectations vériﬁant la persistance forte avec la roof dulality peuvent être trouvées
en un temps polynomial.
— Les aﬀectations persistantes faibles peuvent être trouvées en résolvant la posiforme
résiduelle.
◦ Si la fonction pseudo-booléenne est sous-modulaire, alors on peut trouver le minimum
global en un temps polynomial.
◦ Une fonction pseudo-booléenne quelconque peut toujours être réduite en une posiforme
quadratique en ajoutant des variables supplémentaires ayant le même minimum global.
— Il existe plusieurs réductions possibles.
— La réduction entraîne l’apparition de termes non sous-modulaires.
— Le nombre et les coeﬃcients des termes non sous-modulaires dépendent directement
de la réduction utilisée.
— Le nombre et les coeﬃcients des termes non sous-modulaires inﬂuent sur la qualité de
la minimisation.
◦ On peut ramener un problème multi-labels en un problème binaire avec les techniques de
fusions.
3.3.2 Implantation libre
Plusieurs implantations d’algorithmes sous licence libre sont disponibles pour résoudre dif-
férents problèmes abordés dans ce chapitre :
α-expansion :
http://vision.csd.uwo.ca/code/.
Optimisation de fonctions pseudo-booléennes quadratique :
http://pub.ist.ac.at/~vnk/software.html.
Réduction de fonctions pseudo-booléennes quelconques en degré 2 :
http://www.f.waseda.jp/hfs/software.html
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Chapitre 4
Restauration des contrastes dans une
image
Une interprétation probabiliste de la
méthode de restauration d’image en
présence de brouillard fondée sur la
contrainte no-black-pixel est proposée.
Cette méthode est décomposée en deux
étapes : l’estimation du voile
atmosphérique et la restauration du
contraste de l’image.
Nous avons vu dans le chapitre 2 que la restauration sur une seule image est un problème
mal posé. Pour lever ces ambiguïtés plusieurs a priori et contraintes peuvent être ajoutés. Les
contraintes sont moins strictes. En eﬀet une contrainte limite l’espace de recherche pour per-
mettre d’obtenir une solution valide. C’est ce qui est fait avec l’algorithme no-black-pixel avec
la contrainte photométrique sur le voile atmosphérique. Les contraintes sont insuﬃsantes pour
rendre le problème bien posé. Les contraintes étant posées, un a priori supplémentaire doit être
ajouté pour biaiser la solution vers un certain type de solution. Si l’a priori n’est pas correc-
tement choisi ou inadapté à une scène observée, la restauration ne produira pas un résultat de
bonne qualité. Le choix de l’a priori est donc primordial. Dans le cas de l’algorithme no-black-
pixel, le voile est maximisé. Un autre a priori est introduit avec les contraintes en empêchant
avec un facteur entre 0 et 1 le voile d’être trop grand. Mais, cette façon de faire diminue trop
fortement la profondeur des zones éloignées et, inversement, de façon insuﬃsante la profondeur
des zones proches. Dans le chapitre 2, le problème de la restauration et reconstruction a été
formalisé de façon probabiliste. Dans [NKL12], une transformation algébrique est eﬀectuée sur
l’équation de Koschmieder aﬁn d’avoir un lien linéaire entre une variable fonction de l’image de
la scène avec brouillard et une variable fonction de l’image restaurée, et la profondeur. Cette
transformation non linéaire a pour conséquence que le bruit n’est plus uniforme.
Dans ce chapitre, nous proposons de reformuler la méthode no-black-pixel de façon proba-
biliste, c’est à dire interpréter le voile atmosphérique et l’image restaurée comme des variables
aléatoires. Contrairement au modèle déjà proposé dans [NKL12], l’image acquise par le capteur
ne subit pas de transformation. L’algorithme d’optimisation est décomposé en deux étapes : le
calcul du voile qui minimise l’énergie, et de l’image restaurée sachant le voile.
Cette approche en deux temps apporte une nouvelle façon de biaiser le résultat pour éviter
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les zones sombres. L’image restaurée est en eﬀet initialisée à une valeur donnée lors du calcul du
voile. Cela présente l’avantage de biaiser uniformément le résultat quelle que soit la profondeur.
Dans la partie 4.1, nous traitons du problème de la restauration connaissant la distance. Dans
cette partie, nous cherchons à estimer l’image restaurée sachant la vraie profondeur. Un nouveau
terme de régularisation sur l’image restaurée est introduit. Ensuite, le calcul du voile atmosphé-
rique est décrit. Le voile est substitué à la profondeur. Finalement, la partie 4.2 décrit l’inférence
du voile atmosphérique. Les diﬀérentes contraintes sont rappelées et un modèle est proposé. Des
résultats sont montrés sur des images de synthèse et sur des images réelles. L’évaluation de
l’algorithme est eﬀectuée sur la base FRIDA2, ce qui permet de comparer qualitativement cet
algorithme à ceux de l’état de l’art.
4.1 Restauration de l’image sachant la profondeur
Nous cherchons à estimer l’intensité originale de la scène I0 pour une image I donnée en
supposant que la profondeur D est connue ainsi que le coeﬃcient d’extinction β et l’intensité du
ciel Is. Is est généralement ﬁxée comme l’intensité maximale de l’image (voir [TPP07]). Pour,
β, il peut être estimé avec des méthodes citées dans la partie 2.4.
Quand la carte de profondeurD est connue, ainsi que β et Is, I0 peut être estimée directement
en résolvant l’équation de Koschmieder (2.1). Cette méthode est valide si I est sans bruit. En
présence de bruit, du fait du faible rapport signal à bruit sur les objets lointains, le bruit
est fortement ampliﬁé lors de la restauration. La formulation par champ de Markov est donc
particulièrement adaptée. Elle permet en eﬀet de mieux prendre en compte le bruit lors de la
restauration, sachant la carte de profondeur. La solution proposée dans cette partie donne une
restauration lissée. La qualité de l’image restaurée est améliorée sur l’ensemble des distances,
surtout en présence de bruit.
Le problème de la restauration du contraste sachant la carte de profondeur peut être formulé
comme la maximisation de la probabilité a posteriori P (I0|D, I). En utilisant le théorème de
Bayes, la probabilité a posteriori peut être réécrite de cette façon :
P (I0|I,D) ∝ P (I|I0,D)P (I0|D) (4.1)
où P (I|I0,D) est le terme de vraisemblance et P (I0|D) est l’a priori sur I0. Comme déjà men-
tionné, il est préférable de minimiser moins le logarithme de la probabilité plutôt que de maxi-
miser la densité de probabilité. L’énergie dérivée de (4.1) en utilisant le négatif du logarithme
est donc :
U(I0|I,D) = U(I|I0,D) + U(I0|D) (4.2)
Cette énergie est la somme de deux termes, le terme d’attache aux données U(I|I0,D) et le
terme de régularisation U(I0|D)
4.1.1 Terme d’attache aux données
Par déﬁnition, le terme d’attache aux données est le logarithme de la probabilité d’avoir
l’intensité de l’image observée sachant la profondeur et l’intensité de la scène, en prenant en
compte que I0 est observée à travers le brouillard (2.1). Par conséquent, il peut être réécrit de
la façon suivante :
U(I|I0,D) =
∑
s∈S
ρp(
|(I0(s)− Is)e−βp(s) + Is − I(s)|
σp
) (4.3)
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où S est l’ensemble des sites de l’image et ρp est une fonction d’erreur liée à la distribution du
bruit d’échelle σp. Dans l’hypothèse où le modèle de Koschmieder est respecté, une distribution
gaussienne est généralement utilisée, par conséquent ρp(t) = t2.
4.1.2 Terme a priori
L’a priori a pour conséquence de lisser l’image restaurée en pénalisant les grandes diﬀérences
d’intensités entre les pixels voisins. Il peut être écrit de la façon suivante :
U(I0|D) = λI0
∑
{i,j}∈CI0
e−βp(i)ρI0(ϕ({i, j}, I0)) (4.4)
où CI0 est l’ensemble des cliques binaires entre les variables I0 (ici 4 connexités d’ordre 2) avec
ϕ(c, I0) la fonction pénalisant les grands écarts d’intensité dans le voisinage (1.11), λI0 est le
facteur qui contrôle la force de l’a priori comparé au terme d’attache aux données et ρI0 est
une fonction relative à la distribution des gradients d’intensité dans le voisinage en absence
de brouillard. En pratique, la fonction valeur absolue pour ρI0, qui permet d’avoir une énergie
sous-modulaire, donne de bons résultats. Notons que dans [NKL12], une méthode judicieuse est
proposée aﬁn d’estimer avec plus de précision les paramètres du terme de régularisation.
En plus de la pénalisation, un terme avec une décroissance exponentielle est introduit
dans (4.4). Ce terme est important pour notre modèle. Du fait du coeﬃcient décroissant sur
I0 dans le terme d’attache aux données, l’eﬀet du terme de régularisation diminue avec l’aug-
mentation de la profondeur par rapport à l’eﬀet du terme d’attache aux données. Dans ce cas, le
terme d’attache aux données prédomine et l’image devient de plus en plus lisse avec la distance.
Pour éviter cet eﬀet, le même terme e−βp(s) est introduit dans l’a priori. La ﬁgure 4.1 montre
Figure 4.1 – Eﬀet des diﬀérents paramètres de l’a priori sur la restauration à partir de la vérité
terrain. De gauche à droite : sans le terme de régularisation i.e λI0 = 0, quand λI0 = 1 sans le
terme décroissant exponentiel. Finalement avec le terme décroissant exponentiel quand λI0 = 1,
λI0 = 2 et λI0 = 4.
l’image restaurée obtenue avec diﬀérents paramètres à partir de la vérité terrain. La première
image correspond à une restauration sans le terme de régularisation, en inversant l’équation de
Koschmieder. Puis, avec le terme de régularisation sans la pondération exponentielle, et ﬁnale-
ment avec le terme de régularisation ainsi que la pondération pour diﬀérentes valeurs de λI0 . Les
résultats montrent que sans le terme de régularisation, la restauration est correcte dans les zones
proches, car le signal n’est pas ampliﬁé, mais dès que la distance augmente, le bruit est fortement
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ampliﬁé. Quand le terme de régularisation est ajouté, les zones proches sont bien restaurées avec
λI0 = 1, mais, l’intensité des objets proches s’étale sur l’intensité des objets lointains (nous
pouvons observer la disparition des poteaux avec la distance). Avec la pondération exponentielle
dans le terme de régularisation, l’eﬀet de lissage est homogène avec la distance et les détails
sont bien préservés même sur les objets lointains avec λI0 = 1. Quand λI0 est plus important,
le lissage augmente de façon homogène sur la distance. Nous pouvons donc conclure d’après
ces tests que le modèle proposé modélise convenablement la distribution de l’image restaurée
sachant la distance.
4.1.3 Le choix entre la profondeur et le voile atmosphérique
La carte de profondeur D du modèle markovien peut être remplacée par le voile atmosphé-
rique introduit dans le chapitre 2. Nous rappelons que le lien entre le voile atmosphérique V (s)
et la profondeur p(s) en un site s est le suivant :
V (s) = Is(1− e−βp(s)) (4.5)
Après substitution de V dans (2.1), l’équation de Koschmieder se réécrit :
I = I0(1− V
Is
) + V (4.6)
Ce qui permet de réécrire le terme d’attache aux données (4.3), comme :
U(I|I0, V ) =
∑
s∈S
ρI0(
|I0(s)(1 − V (s)Is ) + V (s)− I(s)|
σp
) (4.7)
et l’a priori (4.4), comme :
U(I0|V ) = λI0
∑
{i,j}∈CI0
(1− V (i)
Is
)ρI0(ϕ({i, j}, I0)) (4.8)
Finalement, on obtient un modèle de restauration du contraste dans les images en présence
de brouillard sachant le voile atmosphérique V . Cette formulation, comme dans le chapitre
précédent, présente l’avantage de ne pas nécessiter la connaissance du coeﬃcient d’extinction β.
4.2 Inférence du voile atmosphérique
Dans cette partie, nous proposons un modèle markovien aﬁn d’inférer le voile atmosphérique
pour une image en présence de brouillard, l’estimation de V est obtenue comme la minimisation
d’une énergie composée d’un terme d’attache aux données et d’un a priori.
U(V |I) = U(I|V ) + U(V ) (4.9)
Du fait de l’ambiguïté entre l’image restaurée et le voile atmosphérique dans l’équation (4.5),
V ne peut pas être estimé à partir d’une seule image. Comme mentionné dans la partie 2.3.2.3,
le voile est sujet à plusieurs contraintes, que nous reprenons ici, pour construire l’attache aux
données.
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4.2.1 Terme d’attache aux données
Aﬁn d’estimer le voile atmosphérique, nous proposons d’utiliser deux contraintes sur le
voile présentées dans la partie 2.3.2.3. La contrainte photométrique (2.11) est nécessaire et
la contrainte planaire (2.15) qui est uniquement pour les images en environnement routier. Par
contre nous n’utilisons pas la contrainte no-black-pixel (2.3.2.3).
Le terme d’attache aux données va donc permettre de maximiser la valeur du voile atmo-
sphérique en respectant les bornes des deux précédentes contraintes. En maximisant la valeur
de V , on tend indirectement vers un contraste maximum de l’image restaurée. Dans la méthode
no-black-pixel un coeﬃcient est introduit sur le voile atmosphérique pour le biaiser et empêcher
qu’il atteigne le maximum et conduise à des zones noires. En remplacement, nous proposons
d’initialiser arbitrairement I0 par une valeur constante dans (4.6). Cela permet de biaiser la
solution vers la valeur de I0 dans les zones grises plutôt que vers 0.
Le terme d’attache aux données est de la forme :
U(I|V ) =
∑
s∈S

 ρp′(
|Ib0(s)(1− V (s)Is ) + V (s)− I(s)|
σ′p
) si 0 ≤ V (s) ≤ min(Vroute(s), I(s))
+∞ sinon.
(4.10)
où Ib0 est la valeur initiale de l’intensité, ρ
′
p est une fonction croissante arbitraire et σp′ l’échelle.
En pratique, la fonction valeur absolue donne de bons résultats et permet une bonne propagation
du voile, ce qui est utile pour les images en noir et blanc. Vroute(s) est la contrainte planaire (2.15)
introduite dans la partie 2.3.2.5.
4.2.2 A priori
Le voile étant lié à la profondeur et comme dans le cadre de la reconstruction 3D, on suppose
que les pixels voisins ont une grande chance d’avoir le même voile atmosphérique. Le terme de
régularisation pénalisera donc de grands écarts du voile atmosphérique dans chaque voisinage.
En conséquence, le terme de régularisation à la forme suivante :
U(V ) = λV
∑
c∈CV
ρV (ϕ(c, V )) (4.11)
où CV est l’ensemble des cliques binaires entre les variables V (ici 4 connexités d’ordre 2) avec
ϕ(c, V ) la fonction pénalisant les grands écarts d’intensité dans le voisinage (1.11), λV est la
pondération du terme de régularisation par rapport au terme d’attache aux données et ρV est
une fonction relative à la distribution du voile dans le voisinage.
4.3 Restauration d’une seule image
L’algorithme est décomposé en deux étapes. Le voile atmosphérique V est d’abord obtenu à
partir de I en minimisant l’énergie U(V |I) avec Ib0 ﬁxé qui est la somme entre le terme d’attache
aux données (4.10) et l’a priori (4.11). Puis, quand V est inféré, l’image restaurée est calculée
en minimisant l’énergie U(I0|I, V ) qui est la somme entre le terme d’attache aux données (4.7)
et l’a priori (4.8).
Ces deux énergies ont une structure de Markov « classique », composée d’une part d’une
somme de cliques d’ordre 1 pour l’attache aux données, et d’une autre part d’une somme de
83
Chapitre 4. Restauration des contrastes dans une image
I0 = 0% I0 = 10% I0 = 20% I0 = 30%
Figure 4.2 – Eﬀet de l’initialisation de Ib0 sur la restauration. Première ligne : le pourcentage
du blanc du ciel en niveau de gris utilisé pour l’initialisation de Ib0. Seconde ligne : le résultat de
l’estimation du voile atmosphérique. Dernière ligne : Résultat de la restauration.
cliques d’ordre 2 pour le terme de régularisation dans le cas où seuls les voisins directs sont
pris en compte. Si les cliques d’ordre 2 ont une fonction d’erreur sous modulaire, alors l’énergie
est sous modulaire. Elle peut donc être minimisée avec l’algorithme α-expansion (décrit dans la
partie 3.2.3.)
L’algorithme complet est donc le suivant :
— D’abord, le voile V est inféré en minimisant (4.9) avec l’algorithme d’optimisation α-
expansion en utilisant la fonction valeur absolue pour ρV .
— Ensuite, l’image restaurée est obtenue en minimisant l’énergie (4.2) avec l’algorithme α-
expansion en utilisant la fonction valeur absolue pour ρI0. Pour les images en couleurs,
la restauration est calculée pour chaque canal.
Initialisation de Ib0 : Le choix de I
b
0 lors de l’initialisation va permettre de biaiser la solution
aﬁn d’éviter un trop grand nombre de zones noires. La ﬁgure 4.2 montre diﬀérentes restaurations
de la même scène avec une initialisation diﬀérente. Quand Ib0 est initialisé à 0% de l’intensité en
niveau de gris du ciel, l’intensité de l’image dans les zones grises est proche du noir. Néanmoins,
nous pouvons voir que les zones de couleurs, grâce à la contrainte photométrique sur le canal le
plus clair, sont convenablement restaurées. Plus la valeur initiale de Ib0 augmente et plus l’image
restaurée est claire dans les zones grises. Les zones de couleurs, elles, ne varient pas beaucoup.
Nous avons trouvé, sur l’ensemble des images en environnement routier testées, que Ib0 = 0.15×Is
était un bon compromis.
Images couleurs : Pour plus de concision, l’algorithme est décrit pour une image en noir
est blanc. Pour le calcul du voile (4.9), il suﬃt d’eﬀectuer la somme des potentiels du terme
d’attache aux données (4.10) sur chaque canal. Pour le calcul de l’image restaurée, chaque canal
est calculé indépendamment.
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4.4 Résultats sur des images de synthèse
Figure 4.3 – Comparaison de diﬀérentes restaurations. De gauche à droite, première ligne :
l’image en présence de brouillard, le voile atmosphérique obtenu en minimisant (4.9) avec la
contrainte planaire, la restauration sans le terme de régularisation et sans bruit ajouté sur
l’image. Seconde ligne : la restauration sans régularisation avec un bruit ajouté sur l’image
d’entrée, la même méthode mais en lissant l’image d’entrée au préalable, l’algorithme proposé.
La ﬁgure 4.3 montre le résultat de l’algorithme pour diﬀérents paramètres sur la même
image synthétique avec et sans bruit ajouté. Sans bruit, l’image restaurée peut être calculée
sans régularisation (avec λI0 = 0), c’est à dire en inversant l’équation de Koschmieder. Lorsque
l’image est bruitée, le bruit est très ampliﬁé sur les objets à longue distance. L’image peut être
lissée avant d’eﬀectuer la restauration, mais nous voyons que le lissage entraîne l’apparition
d’artéfacts importants tels que de grandes zones homogènes colorées sur les objets lointains.
Quand le terme d’a priori est utilisé, l’eﬀet de lissage est assez uniforme, en particulier sur les
objets à longue distance où les détails sont les mieux restaurés.
Nous avons évalué et comparé l’algorithme sur la base de données FRIDA2 utilisée dans
l’état de l’art (partie 2.3.5). Les paramètres utilisés dans l’estimation du voile sont : ρp′(t) = t,
σp′ = 1 et λV = 2. Les paramètres utilisés dans l’estimation de l’image restaurée sont : ρp(t) = t2,
σp = 1 et λI0 = 2. Les résultats montrent que l’algorithme proposé apporte de meilleurs résultats
que les autres. En eﬀet, l’erreur moyenne sur l’ensemble de la base de données de l’algorithme
proposé est 19.6 tandis que le meilleur score du précédent algorithme est 19.9 avec la méthode
CM+PA qui est aussi adaptée aux scènes routières.
Néanmoins, ces résultats sont obtenus sur des images non bruitées. Or, le bruit, même faible,
apparaît de façon importante à longue distance. Aﬁn de tester l’algorithme avec le bruit, un bruit
blanc gaussien a été ajouté (avec un écart type de 1) sur toutes les images. L’erreur moyenne
est encore plus faible et l’erreur atteinte est de 16.9 en comparaison au cas sans bruit. Cela est
probablement dû au fait que le modèle utilisé pour la vraisemblance correspond à la distribution
du bruit. Dans ce cas, l’écart entre l’algorithme proposé et ceux de l’état de l’art est encore plus
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Table 4.1 – Moyenne et erreur absolue entre l’image restaurée et l’image sans brouillard, pour
6 méthodes sur 66 images de synthèse avec un brouillard uniforme et un bruit blanc gaussien
d’écart type 1.
(Base d’images FRIDA2)
Algorithme erreur moyenne (en niveaux de gris) erreur moyenne (+ bruit)
Image 81.6 ± 12.3 81.2 ± 12.4
DCP [HST10b] 46.3 ± 15.6 49.2 ± 14.4
FSS [HTA10] 34.9 ± 15.1 non disponible
NBPC [TH09] 50.8 ± 11.5 50.4 ± 11.8
NBPC+PA [THC+10] 31.1 ± 10.2 26.4 ± 8.7
CM+PA [HCH11] 19.9 ± 11.1 19.1 ± 6.7
Proposé+PA [CT13] 19.6 ± 10.7 16.9 ± 5.1
important. Grâce au lissage, l’algorithme proposé est aussi plus stable avec un écart type de 5.1
niveau de gris, comparé à 10.7 dans le cas sans bruit. Quelques exemples de restauration sur la
base d’images FRIDA2 sont montrés dans la ﬁgure 4.4. On peut remarquer que les véhicules au
loin sont bien plus visibles sur l’image restaurée, et surtout que le traitement est homogène avec
la distance.
Figure 4.4 – Résultats de l’algorithme sur des images de synthèse de la base FRIDA2. Première
ligne : l’image avec un brouillard homogène et un bruit blanc gaussien. Seconde ligne : l’image
restaurée obtenue avec l’algorithme proposé.
4.5 Résultat sur des images réelles
De bons résultats sont aussi obtenus sur les images réelles comme illustré sur la ﬁgure 4.5. Le
coeﬃcient du terme de régularisation λI0 est ﬁxé à la valeur 2 pour ces résultats. Nous pouvons
remarquer que même avec le terme de régularisation, les détails à longue distance sont bien
préservés.
Dans la ﬁgure 4.6, nous comparons les résultats de l’algorithme proposé avec ceux de l’état de
l’art : [Tan08], DCP [HST10b], NBPC [TH09], NBPC+PA [THC+10]. Seul NBPC+PA est dédié
aux images de routes avec la contrainte planaire comme l’algorithme proposé. On remarque que
le résultat obtenu par la méthode proposée est proche de NBPC+PA. Par contre, le bruit est
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mieux pris en compte.
4.6 Conclusion
Dans ce chapitre, nous proposons un nouveau modèle markovien pour la restauration du
contraste dans une image avec du brouillard. Ce modèle conduit à une optimisation en deux
étapes par l’algorithme α-expansion dans le cas où l’énergie est sous modulaire. Comme dans
[THC+10], la contrainte de la route plane peut être incluse dans les images de route. Ceci
améliore considérablement les résultats dans les zones homogènes de la chaussée.
La première étape consiste à estimer le voile atmosphérique. Après l’estimation du voile,
l’image restaurée peut être calculée en optimisant une autre énergie sachant le voile atmosphé-
rique.
Deux points clés ont été améliorés. Le modèle probabiliste permet de prendre en compte de
façon satisfaisante l’eﬀet du bruit dans l’étape de restauration. Aﬁn d’éliminer les zones sombres
après la restauration, Ib0 peut être ﬁxé pour biaiser le résultat vers cette valeur. L’avantage est
que le biais est homogène avec la distance. L’évaluation sur les images de synthèse montre les
améliorations apportées par la méthode proposée par rapport à l’état de l’art en restauration
du contraste sur une seule image avec un brouillard homogène.
Dans la méthode proposée, le problème a été décomposé en deux étapes en utilisant la
méthode no-black-pixel. Néanmoins, il pourrait aussi être posé sous la forme d’une seule énergie,
dans le même esprit que [NKL12] en utilisant le même processus d’optimisation. Le problème
étant mal posé, il est nécessaire d’introduire un a priori sur la solution indiquant quel est le
pourcentage de blanc qui appartient à la couleur et l’autre au brouillard.
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Figure 4.5 – Exemple de restauration sur des images réelles. Première et troisième ligne :
les images originales. Seconde et quatrième ligne, l’image restaurée avec l’algorithme proposé.
La contrainte du monde plan est utilisée pour les cinq premières images. La quatrième image
appartient à Audi, la cinquième image est proposée dans [Tan08].
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Figure 4.6 – Comparaison sur des images réelles. De la colonne gauche à droite : L’image origi-
nale avec brouillard, le résultat en utilisant l’algorithme [Tan08], DCP [HST10b], NBPC [TH09],
NBPC+PA [THC+10] et enﬁn avec la méthode proposée.
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Chapitre 5
Stéréo reconstruction et restauration
simultanées d’images en présence de
brouillard
Le problème de la reconstruction 3D à
partir de paires stéréoscopiques est
abordé en présence de brouillard. Un
modèle complet est proposé pour estimer
simultanément la carte de profondeur et
l’image restaurée.
Un des principaux problèmes de la reconstruction 3D en présence de brouillard est l’ambi-
guïté importante à longue distance. En eﬀet, avec la distance, le contraste diminue fortement. La
ﬁgure 5.1 montre plusieurs algorithmes testés sur des images synthétiques de la base de données
FRIDA3 (introduite dans la partie 5.3.2). Nous pouvons constater qu’à partir d’une certaine
distance, la carte de disparité est très mal estimée. Cela est dû à la forte ambiguïté provoquée
par le voile atmosphérique qui s’accroît de façon importante à partir d’une certaine distance. Si
nous regardons la ﬁgure 5.1, les résultats obtenus par la méthode de modélisation markovienne
avec l’optimisation par α-expansion, nous pouvons voir qu’avec la distance, le terme de régu-
larisation devient prédominant sur le terme d’attache aux données à cause de cette ambiguïté.
Les méthodes comme Elas [GRU10], fondées sur l’appariement de points d’intérêt, produisent
de mauvais résultats à cause des mauvais appariements à longue distance.
Pour lever cette ambiguïté, nous proposons d’estimer en plus de la carte de disparité, l’image
restaurée. En eﬀet, nous avons vu dans le chapitre précédent que l’intensité d’une scène observée
en un pixel est souvent proche de celles de ses voisins. C’est cette hypothèse qui, dans le chapitre
précédent, nous a permis de générer des images au contraste restauré avec une atténuation
du bruit. En estimant l’image restaurée en plus de la carte de profondeur, on favorisera les
profondeurs produisant une image restaurée avec des intensités proches.
Nous avons noté dans l’état de l’art au chapitre 2, que l’estimation de l’intensité originale de
la scène n’est pas simple dans le cas monoculaire à cause de l’ambiguïté entre la profondeur et
l’intensité originale de la scène en un pixel. Or, la stéréovision apporte un indice de profondeur.
Nous allons montrer qu’avec la connaissance du coeﬃcient d’extinction du brouillard et avec un
système de caméras calibrées, il est possible de mieux retrouver l’intensité originale de la scène
en plus de la reconstruction.
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Pour cela, nous proposons un modèle markovien complet liant la carte de disparité avec
l’image restaurée et les images observées. Grâce à l’indice de profondeur, l’intensité originale de
la scène peut être retrouvée, même aux distances proches. Les images restaurées seront sujettes
à la régularisation comme dans le chapitre précédent. Ainsi, grâce au voile atmosphérique et à
l’image restaurée, les profondeurs lointaines seront aussi estimées.
Figure 5.1 – Exemple de reconstruction à partir de paires stéréoscopiques sur une scène en
présence de brouillard. Première ligne, de gauche à droite : l’image originale, la carte de dis-
parité obtenue en utilisant l’algorithme α-expansion [BVZ01b], Elas [GRU10]. Seconde ligne :
l’appariement par fenêtres, la programmation dynamique sur chaque ligne et une méthode co-
opérative [Hir05].
Dans la partie 5.1, nous rappelons la formulation probabiliste de l’estimation de la carte de
disparité et de l’image restaurée, sachant l’image gauche et droite. Ensuite, un premier modèle
est introduit dans la partie 5.2 ainsi qu’un algorithme d’optimisation approprié permettant de
converger vers un minimum local intéressant. Puis, la technique de fusion est appliquée au modèle
actuel pour pouvoir prendre en compte la régularisation du second ordre. Une évaluation sur
images de synthèse est réalisée dans la partie 5.3 ainsi que des tests sur des images caméras.
5.1 Formulation
Dans le chapitre 1, nous avons vu que le problème de la reconstruction à partir de paires
stéréoscopiques peut être posé de façon générale dans le cadre probabiliste comme la maximi-
sation de la probabilité a posteriori d’avoir la carte de profondeur et l’intensité originale de la
scène {D, I0} sachant les images gauche et droite {IL, IR} acquises par la caméra (1.7).
Dans le cas de la reconstruction à partir de paires stéréoscopiques avec un ciel dégagé, l’inten-
sité observée des objets n’est que très peu perturbée. On peut donc supposer que l’une des deux
images correspond à l’intensité recherchée comme cela est fait habituellement en reconstruction.
En présence de brouillard, ce n’est pas le cas. Par conséquent, nous proposons de laisser I0 en
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inconnue et d’estimer la carte de profondeur et l’intensité originale de la scène sachant l’image
gauche et droite. Cela donne en terme probabiliste l’a posteriori suivant à maximiser :
P (D, I0|IL, IR) ∝ P (IL, IR|D, I0) P (D, I0) (5.1)
où P (IL, IR|D, I0) est le terme de vraisemblance et P (D, I0) l’a priori sur le couple de va-
riables {D, I0}. Comme précédemment, on cherchera à maximiser de façon équivalente moins le
logarithme de la probabilité, ce qui donne :
U(D, I0|IL, IR) = U(IL, IR|D, I0) + U(D, I0) (5.2)
5.2 Modèle pour la reconstruction et restauration à partir de
paires stéréoscopiques
Aﬁn de créer le modèle complet, nous proposons de fusionner le modèle probabiliste de la
reconstruction à partir de paires stéréoscopiques vu dans la partie 1.7 et celui de la restauration
d’image en présence de brouillard fondé sur l’équation de Koschmieder qui a été introduite dans
le chapitre précédent.
5.2.1 Modèle par champ de Markov
5.2.1.1 Terme d’attache aux données
Pour la reconstruction à partir de paires stéréoscopiques en présence de brouillard, il faut
introduire le modèle de Koschmieder (2.1) dans le modèle de la stéréo-vision où I0 est incon-
nue (1.7) sur chaque image. Pour cela, la profondeur en un site p(s) est substituée par la disparité
D(s) suivant D(s) = δp(s) . Ce qui nous donne le terme de vraisemblance suivant :
Ustéréo_kosh(IL, IR|D, I0) =
∑
s∈S
ρp(
|I0(s)e
−βδ
D(s) + Is(1− e
−βδ
D(s) )− IL(s)|
σp
)
+ρp(
|I0(s)e
−βδ
D(s) + Is(1− e
−βδ
D(s) )− IR(s,D(s))|
σp
)
(5.3)
Lorsque β = 0, nous retrouvons le terme général de la reconstruction à partir de paires
stéréoscopiques quand il n’y a pas de brouillard (1.7). Notons, que quelle que soit la valeur
de I0, l’appariement sur les images en présence de brouillard doit aussi être respecté. En eﬀet,
pendant l’estimation simultanée de I0 etD, la valeur I0 peut être éloignée de la valeur recherchée.
Pour cela, nous proposons d’ajouter au terme (5.3), une contrainte forçant l’appariement sur les
images avec du brouillard à être respecté :
Ustéréo = Ustéréo_kosch + α Ustéréo_direct (5.4)
où Ustéréo_direct est le terme d’attache de la stéréovision appliqué directement sur les deux
images d’entrée, c’est à dire quand IL est utilisé comme approximation de I0 comme dans
l’équation (1.8). α est un coeﬃcient donnant plus ou moins d’importance à cette contrainte.
Grâce à cette contrainte, même si l’estimation de I0 est erronée, les cartes de profondeurs seront
biaisées vers celles dont l’appariement sur les images en présence de brouillard sont respectées.
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5.2.1.2 Contrainte photométrique et a priori sur les pixels blancs
Comme pour la restauration, le voile est sujet à plusieurs contraintes. Nous pouvons donc
contraindre l’espace des solutions en ajoutant les contraintes sur le voile (2.11). Cette contrainte
doit être vériﬁée sur l’image gauche et l’image droite.
Finalement, nous proposons de biaiser vers la disparité minimale les pixels ayant une intensité
proche du ciel. Le terme de vraisemblance ﬁnal sera donc :
U(IL, IR|D, I0) =


Ustéréo si V (s) ≤ IL(s) + 3σp
et V (s) ≤ IR(s,D(s)) + 3σp
et IL(s) 6= Is
0 si IL(s) = Is et D(s) = 0
+∞ sinon.
(5.5)
5.2.1.3 Terme a priori
Dans l’équation (5.1), la probabilité a priori P (D, I0) dépend de deux variables : la disparité
D et l’intensité I0. Cette structure d’a priori rend l’énergie diﬃcile à optimiser. Comme vu
précédemment, ces deux variables sont liées. En eﬀet, les sauts de disparité sont souvent corrélés
avec les forts gradients.
Pour pallier cela, nous proposons de réécrire le terme a priori de la façon suivante P (D, I0) =
P (D|I¨0)P (I0|D¨), où D¨ et I¨0 sont respectivement une approximation ﬁxe de D et de I0. De cette
façon, les variables sont découplées. Il est donc possible d’écrire l’énergie de l’a priori comme une
somme de l’a priori sur la carte de profondeur (1.10) et de l’a priori sur l’image restaurée (4.11).
Avec cette approche, nous retrouvons les a priori introduits dans les chapitres précédents :
P (D|I¨0) correspondant à l’a priori sur la carte de disparité introduit dans la partie 1.2.1.5 et
P (I0|D¨) correspond à l’a priori sur l’image restaurée introduit dans la partie 4.1.2, ce qui nous
donne :
U(D, I0) =
∑
c∈CI0
λI0 e
− βδ
D¨(c) WI0(c, D¨) ρI0(ϕ(c, I0))
+
∑
c∈CD
λD WD(c, I¨0) ρD(ϕ(c,D)) (5.6)
où CI0 est l’ensemble des cliques sur l’image correspondant à l’intensité originale I0 et CD
l’ensemble des cliques de la carte de disparité. Comme précédemment, les fonctions ρI0(ϕ(s, I0))
et ρd(ϕ(c,D)) poussent, respectivement l’image restaurée et la carte de profondeur, à avoir
des valeurs proches dans chaque voisinage. Les facteurs λI0 et λD contrôlent respectivement
l’importance donnée à l’a priori sur l’image restaurée et sur la carte de disparité.
WD(c, I¨) et WI0(c, D¨) permettent de faire correspondre les discontinuités de la carte de
disparité avec les forts gradients de la scène, et vice versa. En eﬀet, la supposition sous-jacente
est que la scène est composée d’objets et qu’il y a plus de chance d’observer un saut de disparité
ou un changement d’intensité entre deux objets.
Pour cela, il faut donc choisir pour le terme de régularisation sur la disparité une fonction dont
le poids décroît en fonction des gradients de l’image restaurée. Pour le terme de régularisation sur
l’image restaurée, il faut une fonction dont le poids décroît en fonction des sauts de disparités.
En conséquence notre choix est : WD(c, I¨) = e
−
|ϕ(c,I¨)|
σI0 et WI0(c, D¨) = e
−
|ϕ(c,D¨)|
σD .
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5.2.1.4 Initialisation de D¨ et de I¨0
Les variables D¨ et I¨0 doivent donc être une approximation de la carte de disparité et de
l’image restaurée respectivement dans le terme U(D, I0). Les pondérations WD et WI0 sont
introduites pour atténuer la régularisation au niveau des contours. Nous avons trouvé que le
voile atmosphérique V , que ce soit pour la profondeur D¨ ou pour l’image restaurée I¨0 est un
bon substitut. Nous proposons donc de remplacer D¨ et I¨0 par V¨ qui est une approximation du
voile V .
Par déﬁnition, à partir de (2.1), V = 1− e−βδD . Par conséquent, D¨ peut être obtenu à partir
de V¨ . Cela implique que le facteur e−
βδ
D¨ dans l’équation (5.6) peut être substitué par 1 − V¨ .
Pour estimer V¨ , nous pouvons utiliser la méthode proposée dans le chapitre précédent expliquée
dans la partie 4.2.
Une autre conséquence est que D¨ dans WI0 est substitué par V¨ ainsi que I¨0 dans WD. Ces
fonctions doivent relâcher le terme de régularisation au niveau des gradients. Or, le voile V
ajoute un gradient sur les zones homogènes de I0. Par conséquent, aﬁn de ne pas relâcher le
terme de régularisation sur les zones homogènes en présence de voile, le gradient du voile est
utilisé plutôt que le voile lui même. Par conséquent, soit I¨0 est remplacé par ∇V¨ dans le poids
WD et D¨ est remplacé par ∇V¨ dans le poids WI0.
5.2.1.5 Modèle complet
Pour résumer, le problème de la reconstruction et de la restauration simultanée minimise
l’énergie suivante :
min
D,I0
[U(IL, IR|D, I0) + U(D, I0)] (5.7)
En pratique, la fonction valeur absolue est choisie pour les fonctions ρD et ρI0 . Le bruit sur
l’image est supposé gaussien, par conséquent, ρp est la fonction quadratique. ρs est une fonction
de la famille des exponentielles lissées. Pour les pixels qui vériﬁent la contrainte photométrique
et qui ont une intensité diﬀérente de celle du ciel, l’énergie ﬁnale qui est minimisée est :
U(D, I0, σp) =
∑
s∈S
{
1
σ2p
(
|I0(s)e
−βδ
D(s) + Is(1− e
−βδ
D(s) )− IL(s)|2
+|I0(s)e
−βδ
D(s) + Is(1− e
−βδ
D(s) )− IR(s,D(s))|2
)
+ α ρs(
|IL(s)− IR(s,D(s))|
σS
)
+ 4 log(σp)
}
(5.8)
+
∑
{p,q}∈CI0
λI0(1− V¨ (p))e
−
|ϕ({p,q},∇V¨ )|
σI0 |I0(p)− I0(q)|
+
∑
{p,q}∈CD
λD e
−
|ϕ({p,q},∇V¨ )|
σD |D(p)−D(q)|
Cette énergie est déﬁnie à un facteur d’échelle près, elle peut être arbitrairement divisée
par λI0 . Pour prendre en compte les images en couleur, comme pour la méthode du chapitre
précédent, il suﬃt de sommer les coûts de chaque canal couleur et par conséquent, d’appliquer
la contrainte photométrique sur tous les canaux.
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5.2.2 Optimisation
Aﬁn d’optimiser D et I0 dans (5.8), une optimisation alternée est réalisée : la première étape
consiste à minimiser par rapport à D et la suivante à minimiser par rapport à I0. Quand un des
deux champs est ﬁxé, on retombe dans le cas d’une formulation classique avec un seul champ
de Markov. En eﬀet, le terme de vraisemblance devient un terme de degré 1. De plus, sur les
deux termes, l’énergie est sous modulaire, et l’algorithme α-expansion peut donc être utilisé
pour l’optimisation. Avant d’eﬀectuer la première étape, le modèle est initialisé avec le résultat
de l’algorithme de reconstruction stéréo supposant l’absence de brouillard.
Comme souligné dans [NKL12], la distribution d’une image avec brouillard peut changer
d’une image à l’autre. Cela implique qu’après la division de (5.8) par λI0, le facteur σp
√
λI0 peut
être diﬀérent d’une image à l’autre. Grâce à la fonction quadratique utilisée sur le terme d’attache
aux données dans (5.8), le facteur σp
√
λI0 qui minimise l’énergie peut être facilement estimé en
calculant l’écart type des résidus du terme de vraisemblance (5.3). Avec cette formulation, il est
donc possible d’optimiser σp
√
λI0, en plus de I0 et de D.
Pour résumer, l’algorithme d’optimisation est le suivant :
- β est précédemment calculé par une méthode annexe.
- Calculer V¨ en minimisant (4.9) par α-expansion.
- Initialiser D en minimisant l’énergie de la reconstruction classique (1.14) sur les images
en présence de brouillard avec les contraintes photométriques (5.5) en fonction de D par
α-expansion.
- Jusqu’à convergence, itérer :
- Jusqu’à convergence, itérer :
- Minimiser (5.8) en fonction de I0 avec l’algorithme α-expansion.
- Minimiser (5.8) en fonction de D en utilisant l’algorithme α-expansion.
- Mettre à jour σp
√
λI0 en calculant l’écart type des résidus du terme de vraisemblance.
La ﬁgure 5.2 montre la carte de disparité et l’image restaurée au cours des itérations de
l’algorithme d’optimisation ainsi que l’évolution de l’énergie du modèle, l’erreur entre la carte
de disparité par rapport à la vérité terrain et de l’image restaurée par rapport à la vérité terrain,
au cours des itérations. La seconde ligne montre le résultat de l’algorithme de reconstruction
stéréoscopique classique (1.14), c’est à dire en n’utilisant que le terme Ustéréo_direct pour la
vraisemblance du modèle avec la restauration obtenue relative à la carte de disparité avec une
échelle proche de celle du bruit. Nous pouvons constater, qu’après une certaine distance, le terme
de régularisation l’emporte sur le terme de vraisemblance. Cela a pour eﬀet de créer un plan
vertical au-delà d’une certaine distance. La troisième ligne montre l’initialisation de l’algorithme,
le résultat est amélioré d’une part grâce aux contraintes photométriques (la zone noire en bas à
gauche de l’image a disparu grâce à la contrainte photométrique car elle ne peut pas se situer à
l’inﬁni étant donné que son intensité est trop sombre). D’autre part, grâce aux biais des pixels
blancs à l’inﬁni, la carte de profondeur est nettement améliorée au loin. Les lignes suivantes
montrent l’évolution au cours des itérations. L’algorithme étant initialisé avec σp
√
λI0 = 20, la
première restauration est très lissée. À la seconde itération, une amélioration notable est visible
à courtes et moyennes distances. La profondeur autour des poteaux à gauche de l’image est
mieux reconstruite, ainsi que la chaussée. Au fur et à mesure que l’échelle σp
√
λI0 diminue, la
restauration et la carte de profondeur s’améliorent avec la distance. Notons que même si une
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grande valeur de σp
√
λI0 a été choisie au départ, grâce au terme stéréo standard, nous constatons
que la solution ne diverge pas de façon aberrante.
Aﬁn d’illustrer l’utilité de l’ajout du terme d’attache aux données directement sur les images
réelles, la ﬁgure 5.3 montre une comparaison des résultats avec diﬀérentes valeurs des paramètres.
Les trois premières colonnes montrent le résultat quand α = 0 pour les valeurs suivantes de
l’échelle : σp
√
λI0 = 2, σp
√
λI0 = 5 et σp
√
λI0 = 10. Nous pouvons voir qu’avec une échelle égale
à 2, la solution après convergence est relativement proche de l’initialisation. Avec l’échelle égale à
5, nous pouvons voir une amélioration signiﬁcative au loin, néanmoins, le terme de régularisation
de la carte de profondeur prend le dessus. Cela est dû aux grandes échelles, ce qui fait converger
la solution vers un résultat non satisfaisant. On note aussi que la carte de profondeurs est biaisée
dans certaines zones. Avec une échelle égale à 10, la solution converge vers une solution très loin
de la solution recherchée. La dernière colonne correspond à l’algorithme avec α = 4 ainsi que
σp
√
λI0 = 20. Dans ce cas, la solution est plus satisfaisante.
5.2.3 Raffinement avec un a priori du second ordre sur la disparité
Dans le modèle précédent, grâce au premier ordre, chaque champ de Markov peut être
optimisé eﬃcacement par α-expansion car il y a la propriété de la sous modularité de l’énergie
minimisée à chaque étape. Par ailleurs, nous savons que l’ordre premier favorise les solutions
fronto-parallèles. Cela n’est pas très adapté aux scènes routières. Le second ordre est préférable
pour la reconstruction 3D de l’environnement routier. Cependant, nous avons vu dans l’état de
l’art qu’il n’est pas possible d’optimiser globalement une énergie avec un terme du second ordre
(qui est une fonction non sous modulaire) en un temps polynomial. Néanmoins, une aﬀectation
partielle peut être eﬀectuée avec la méthode de fusion.
L’avantage de l’approche par fusion, introduite dans la partie 3.2.1, est de permettre de
fusionner deux solutions en choisissant localement celle qui minimise l’énergie totale. Cette
caractéristique intéressante nous permet d’utiliser d’une nouvelle façon la contrainte planaire
introduite dans le chapitre précédent. Comme le montre l’exemple 1.3, le plan de la chaussée
peut être fusionné avec une carte de profondeur actuelle. Ainsi, nous constatons avec cet exemple
que le résultat minimisant l’énergie prend en compte les spéciﬁcités des deux solutions.
Cette technique peut être appliquée dans le cas avec brouillard avec une régularisation du
second ordre. La ﬁgure. 5.4 montre un exemple de fusion entre deux solutions, d’une part le
résultat de l’algorithme précédent avec le premier ordre, et d’une autre part, le plan de la route
et l’image restaurée obtenue avec l’algorithme de restauration du chapitre précédent. La ﬁgure
montre que l’algorithme à l’ordre premier traite diﬃcilement le bas de l’image. Cela est dû au
choix du terme de régularisation qui favorise un plan fronto-parallèle. Une contrainte forte comme
celle utilisée pour la restauration n’est pas envisageable dans ce cas. En eﬀet, l’un des premiers
intérêts de la reconstruction 3D à partir de paires stéréoscopiques est de détecter les obstacles
et les trous dans la chaussée. Avec l’approche par fusion, la meilleure des deux propositions est
sélectionnée. Si l’énergie est minimale dans une des cartes de profondeur où une discontinuité
est observée, localement elle sera préservée dans le résultat de la fusion.
Nous proposons donc d’utiliser l’approche par fusion pour aﬃner la solution actuelle. Pour
cela, le modèle du monde plan introduit dans [THC+10] est une proposition Dp pour la carte de
disparité D. L’image obtenue avec l’algorithme de restauration peut aussi être utilisée comme
la proposition Ip0 pour I0.
Étant donné qu’il s’agit de fusionner une paire de labels Ip0 et D
p, nous proposons un algo-
rithme de fusion à partir de paires des variables actuelles {D, I0} avec les solutions {Dp, Ip0}.
Cette approche a pour conséquence d’avoir une énergie avec des cliques d’ordre 1 lors de la
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fusion, et donc, de pouvoir calculer eﬃcacement la roof duality.
La ﬁgure 5.4 montre le résultat de la fusion avec la régularisation du premier ordre et la
restauration avec la contrainte du monde plan. Le résultat de la fusion est très satisfaisant. En
eﬀet, en bas de l’image, la carte de profondeur proposée a été conservée, ainsi que les détails
proches des jonctions entre les deux cartes tels que les trottoirs. Notons que les bâtiments et les
autres objets hors de la chaussée n’ont pas été modiﬁés.
5.3 Évaluation
5.3.1 Initialisation des paramètres
La méthode proposée est principalement paramétrée par α qui pondère le poids accordé à la
régularisation Uphoto_stéréo de la stéréo classique sans brouillard. Quand α est proche de zéro,
la carte de disparité obtenue peut être erronée si I0 n’est pas bien estimée. Quand la valeur
de α est très importante, la disparité obtenue est de bonne qualité dans les zones proches.
Néanmoins, le terme de vraisemblance n’a plus beaucoup d’eﬀet sur la carte de disparité. En
conséquence, nous avons estimé que α = 4 donne un bon compromis. Un autre paramètre
important est l’initialisation de σp
√
λI0, le choix de cette valeur peut conduire à converger vers
un autre minimum local. Plus la valeur de σp
√
λI0 est importante à l’initialisation, plus la carte
de profondeur sera lissée après convergence.
5.3.2 Sur images de synthèse
Pour évaluer la reconstruction à partir de paires stéréoscopiques en présence de brouillard,
nous nous sommes appuyés sur des images de synthèse compte tenu de la diﬃculté de disposer
d’une référence sur la 3D de la scène. Cela permet aussi d’avoir la vérité terrain, l’image sans
brouillard, pour faire l’évaluation de la restauration. Nous avons généré 66 images en présence
de brouillard en utilisant le logiciel SiVIC. Un bruit blanc gaussien est ajouté sur chaque pixel
des deux images avec un écart type de 1. Cette base de données est appelée FRIDA3, elle est
disponible en ligne 5. La ﬁgure 5.5 montre des résultats sur la base de données FRIDA3. Notons
que l’intensité de l’image restaurée à l’inﬁni a une distribution équiprobable, nous la ﬁxons donc
à une valeur arbitraire pour la visualisation. Nous avons choisi Is.
Pour évaluer la reconstruction à partir de paires stéréoscopiques, nous avons comparé le résul-
tat de l’algorithme proposé avec deux autres algorithmes de reconstruction 3D à partir de paires
stéréoscopiques : L’algorithme Elas [GRU10] 6 (ELAS), l’approche classique par champ de Mar-
kov décrite dans l’exemple 1.2 (MRF_STEREO) et l’approche coopérative [Hir05] 7 (SGBM).
Ces algorithmes sont eﬀectués sur les images en présence de brouillard et sur les images restaurées
par deux algorithmes de restauration du contraste diﬀérents : l’algorithme du chapitre précé-
dent (MRF_RESTAURATION) et l’algorithme fondé sur la contrainte no-black-pixel (NBPC).
Pour l’algorithme proposé, nous avons évalué la première itération de la méthode (UNE ITE-
RATION), ensuite après convergence de l’algorithme avec comme paramètres σp
√
λI0 = 20 et
α = 4 (FINALE) et après fusion avec la proposition du monde plan (FINALE+PA). Les ré-
sultats sont montrés dans le tableau 5.1 sur une moyenne de 66 images stéréoscopiques. Le
pourcentage ne prend en compte que les pixels visibles dans les deux images avec une disparité
supérieure à 1 (c’est à dire sans prendre en compte le ciel). La reconstruction de l’algorithme
5. http://perso.lcpc.fr/tarel.jean-philippe/visibility/fogstereo.zip
6. Implantation disponible à l’adresse http://www.cvlibs.net/software/libelas/
7. Implantation disponible à l’adresse http://opencv.org
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Table 5.1 – Comparaison du pourcentage de disparités correctes en moyenne sur 66 images sté-
réoscopique de synthèse en utilisant : l’approche par champ de Markov classique avec un terme de
régularisation du premier ordre (MRF_STEREO), l’algorithme Elas (ELAS), la méthode semi-
globale (SGBM). Ces trois algorithmes sont évalués sur les images en présence de brouillard,
sur les images restaurées par l’algorithme avec la contrainte no-black-pixel (NBPC) et sur les
images restaurées avec l’algorithme du chapitre précédent (MRF_RESTAURATION). L’algo-
rithme proposé est évalué à la première itération (UNE ITERATION), après convergence (FI-
NALE) et ﬁnalement après l’algorithme de fusion (FINAL+PA). Les pourcentages sont donnés
pour diﬀérentes valeurs de l’erreur maximale err sur l’écart des disparités (en pixel).
Algorithme err ≤ 1 err ≤ 0.66 err ≤ 0.33
Images d’entrée : en présence de brouillard
MRF_STEREO 81.2 75.9 53.8
SGBM 72.2 62.1 41.6
ELAS 82.2 72.9 46.7
Images d’entrée : contraste restauré avec MRF_RESTAURATION [CT13]
MRF_STEREO 82.5 77.0 53.2
SGBM 73.9 62.5 40.6
ELAS 74.4 61.6 37.5
Images d’entrée : contraste restauré avec NBPC [TH09]
MRF_STEREO 74.4 61.6 37.5
SGBM 72.7 62.4 41.3
ELAS 77.6 68.6 45.2
Algorithme proposé
UNE ITERATION 85.8 81.4 58.8
FINALE 86.9 82.6 61.8
FINALE+PA 93.4 89.5 75.7
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Table 5.2 – Erreur moyenne absolue entre l’image restaurée et l’image sans brouillard pour 9
méthodes de restauration sur 66 images de synthèse avec l’ajout d’un brouillard uniforme et
d’un bruit d’écart type σ2 = 1.
Algorithme Erreur moyenne (en niveau de gris)
Sans traitement 81.6 ± 12.3
DCP [HST10b] 46.3 ± 15.6
FSS [HTA10] 34.9 ± 15.1
NBPC [TH09] 50.8 ± 11.5
NBPC+PA [THC+10] 31.1 ± 10.2
CM+PA [HCH11] 19.1± 6.7
MRF+PA [CT13] 16.9± 5.1
Proposé 22.9 ± 18.8
Proposé+PA 18.9 ± 13.0
MRF_STEREO obtient un résultat de 81.2% de disparité correcte et l’algorithme Elas 82.2%.
Les scores des deux algorithmes appliqués sur les images restaurées sont généralement moins
bons, cela est principalement dû à la perte d’information et à l’ampliﬁcation du bruit produit
par les algorithmes de restauration. Seul l’algorithme MRF_STEREO appliqué sur les images
restaurées par l’algorithme proposé dans le chapitre précédent (MRF_RESTAURATION) ap-
porte un meilleur résultat avec un score de 82.5%. L’algorithme SGBM, malgré plusieurs jeux
de paramètres testés, ne produit pas une bonne reconstruction.
Pour l’algorithme proposé dans ce chapitre, le pourcentage, après une itération est de 85.8%.
Après convergence, le pourcentage atteint est 86.9%. Finalement, avec la fusion du monde plan,
on obtient un score de 93.4%. La méthode proposée améliore donc de façon signiﬁcative les
résultats par rapport à l’algorithme classique ne prenant pas en compte la présence de brouillard.
L’amélioration en pourcentage ne semble pas très important au premier abord quand on compare
le score de la première étape au score après convergence. Cela est dû au fait qu’il y a, en
proportion dans l’image, bien moins de zones lointaines que de zones proches dans les scènes
proposées. Mais ces itérations sont bien nécessaires pour améliorer au loin les résultats lorsque
l’échelle converge vers une valeur proche de la distribution du bruit.
Pour évaluer le résultat de la restauration, nous avons comparé l’image restaurée après
convergence aux autres algorithmes de restauration sur la base FRIDA2. Les résultats récapitu-
latifs sont montrés dans la table 5.2. L’algorithme proposé permet d’obtenir des résultats très
proches de ceux de l’algorithme du précédent chapitre. L’algorithme proposé (Proposé) obtient
22.9. En ajoutant la contrainte planaire, la méthode proposée obtient 18.9 (Proposé+PA).
5.3.3 Sur image caméra
Nous avons comparé la méthode proposée à la méthode de reconstruction sans prendre en
compte le brouillard et la méthode de restauration décrite dans [TH09]. Dans cette partie, la
valeur de β est ﬁxée arbitrairement. Les résultats montrent que la reconstruction et l’image
restaurée sont de meilleure qualité qu’avec les deux algorithmes appliqués séparément. La ﬁ-
gure 5.6 montre deux exemples : le premier dans une zone urbaine et le second en campagne.
Premièrement, l’amélioration la plus signiﬁcative provient de la contrainte photométrique, en
eﬀet nous pouvons voir sur les deux images que certaines zones ambiguës avec l’algorithme clas-
sique tendent vers zéro. Grâce à la contrainte photométrique, ces solutions ne sont pas autorisées
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et la qualité dans ces zones est bien meilleure avec l’algorithme proposé. Ensuite, nous observons
que la carte est plus lisse dans les zones planes et surtout que les contours des immeubles dans la
première image au loin sont beaucoup mieux dessinés. La restauration quant à elle, est aussi de
meilleure qualité, en eﬀet, les objets proches ne sont pas saturés tandis que les objets à longue
distance sont mieux restaurés et le bruit est mieux pris en compte.
5.4 Conclusion
Nous avons proposé une formulation markovienne pour résoudre le problème de la reconstruc-
tion à partir de paires stéréoscopiques et la restauration simultanées en présence de brouillard.
Cet algorithme correspond à la combinaison de deux modèles : l’approche classique de la stéréo
reconstruction sans brouillard et la restauration sachant la profondeur. La méthode proposée
inclut la contrainte photométrique et un a priori sur les pixels blancs du ciel. Le modèle complet
peut être optimisé en alternant l’optimisation de la carte de profondeur et de l’image restaurée
par l’algorithme α-expansion. La convergence vers un minimum local est donc garantie. L’al-
gorithme est évalué sur un ensemble d’images de synthèse et testé sur des images réelles pour
démontrer l’eﬃcacité du modèle. Grâce à l’information de profondeur, la disparité est correcte
dans les zones proches de la caméra. La restauration est améliorée dans les zones proches com-
parativement aux résultats des algorithmes monoculaires. La restauration simultanée entraîne
une amélioration conséquente de la qualité de la carte de profondeur dans les zones ambiguës
au loin.
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Figure 5.2 – Exemple de la méthode proposée au cours des itérations. Première ligne, de gauche
à droite : l’image sans brouillard, la vérité terrain de la carte de disparité et l’estimation du voile
V¨ . Seconde ligne : l’image restaurée avec σp
√
λI0 = 1 et la carte de disparité correspondant ainsi
que la carte d’erreur de la carte de disparité générée avec la vérité terrain. Une sous partie est
montrée dans les deux dernières colonnes. Troisième ligne : le résultat de la méthode proposée
pour σp
√
λI0 = 20 à l’initialisation. Puis, la seconde, dixième et vingtième itérations et après
convergence. Dernière ligne, le nombre de bons appariements, l’erreur absolue entre l’image
restaurée avec l’image sans brouillard et l’énergie au cours des itérations.
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Figure 5.3 – Eﬀet des paramètres sur les résultats de la méthode de reconstruction et restau-
ration. La première colonne correspond au résultat avec α = 0 et σp
√
λI0 = 2, la seconde avec
α = 0 et σp
√
λI0 = 5, la troisième avec α = 0 et σp
√
λI0 = 10 et la dernière avec α = 4 et
σp
√
λI0 = 20.
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Figure 5.4 – Exemple de fusion avec l’a priori du second ordre. Première ligne, l’image gauche
et droite de la paire stéréoscopique. Seconde ligne, la carte de disparité et l’image restaurée
obtenue avec l’ordre premier. Troisième ligne, le plan de la route et l’image restaurée obtenue
avec l’algorithme de restauration du chapitre précédent. Dernière ligne, la carte de disparité et
la restauration obtenue après la fusion entre les deux résultats des précédentes lignes.
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Figure 5.5 – Résultat de l’algorithme sur quatre images stéréoscopiques de synthèse de la base
FRIDA3. Première colonne : l’image gauche en présence de brouillard. Deuxième colonne : la
même scène sans brouillard. Troisième colonne la carte de disparité. Dernière colonne : l’image
restaurée obtenue avec la méthode proposée.
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Figure 5.6 – Résultats sur des images caméras. Première colonne : la paire stéréoscopique en
présence de brouillard. Seconde colonne : résultat de la restauration avec l’algorithme mono-
culaire [TH09] et la carte de disparité obtenue avec l’algorithme de reconstruction à partir de
paires stéréoscopiques sans prendre en compte le brouillard. Troisième colonne : les résultats
obtenus avec l’algorithme proposé.
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Chapitre 6
Estimation du coefficient
d’extinction du brouillard par
stéréovision
Une méthode d’estimation du coeﬃcient
d’extinction du brouillard à partir d’une
paire stéréoscopique est proposée. La
méthode est fondée sur la minimisation
de l’entropie de l’image restaurée.
L’algorithme de reconstruction décrit dans le chapitre précédent nécessite la connaissance
du coeﬃcient d’extinction. D’autres applications nécessitent de pouvoir estimer rapidement et
eﬃcacement le coeﬃcient d’extinction. Les méthodes d’estimation présentées dans la section
2.4 ont des inconvénients comme l’obligation pour la scène d’avoir certaines caractéristiques
(comme les marquages au sol ou encore la visibilité du point d’inﬂexion). Une méthode moins
contraignante serait donc utile.
Dans la partie 6.1, nous proposons une première méthode à partir du modèle présenté dans le
chapitre précédent, mais l’algorithme qui en découle est très coûteux en temps de calcul. Dans
la partie 6.2, un autre algorithme, beaucoup plus rapide en utilisant une autre approche est
proposé et approfondi.
6.1 Estimation du coefficient d’extinction à partir du modèle
global
Il est premièrement possible d’envisager une approche à partir du modèle proposé dans ce
chapitre en posant β comme variable. En eﬀet, pour une carte de profondeur donnée et pour
une certaine échelle, on peut chercher quel est le β minimisant l’énergie. Pour cela, il faut dans
un premier temps calculer pour chaque β candidat, l’image restaurée minimisant l’énergie du
modèle. Et par la suite, regarder quel est le β avec image restaurée correspondante qui minimise
l’énergie globale du modèle (5.8).
La ﬁgure 6.1 montre l’énergie totale du modèle pour diﬀérents β après avoir, pour chaque
β, calculé l’image restaurée minimisant l’énergie globale. La ﬁgure 6.1a montre l’énergie en
fonction de β pour diﬀérentes échelles σP . Nous constatons que, quelle que soit l’échelle du
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Figure 6.1 – Variation de l’énergie en fonction du coeﬃcient d’extinction et de σp. La ﬁgure 6.1a
montre l’énergie globale normalisée du modèle pour diﬀérentes valeurs de σp et βλ avec la vérité
terrain comme carte de profondeur ainsi que l’image restaurée minimisant l’énergie pour chaque
couple de paramètres. La ﬁgure 6.1b et 6.1c montre le même résultat, pour un σp constants et
diﬀérents βλ. Les lignes verticales montrent la vérité terrain pour le coeﬃcient d’extinction.
terme de vraisemblance, le coeﬃcient d’extinction β minimisant l’énergie est proche de celui
correspondant à la vérité terrain. Quand σp est grand, nous pouvons voir que l’énergie décroît
progressivement jusqu’à atteindre le minimum proche du β correspondant à la vérité terrain
pour ensuite, remonter progressivement. Lorsque le coeﬃcient est trop petit (β = 1), c’est à
dire proche du bruit, de nombreux minima locaux apparaissent. Nous pouvons remarquer que
les paramètres β et σp qui minimisent l’énergie globale sont ceux recherchés, c’est à dire un σp
permettant d’obtenir une image sans bruit ainsi que le β correspondant à la vérité terrain.
L’intérêt de cette approche est d’obtenir un modèle complet pour la reconstruction 3D, la res-
tauration et l’estimation du coeﬃcient d’extinction. Néanmoins, cette méthode est extrêmement
longue du fait du nombre important d’inconnues et du temps de calcul des algorithmes d’opti-
misation. Ces temps de traitement sont incompatibles avec certaines applications en temps réel.
Pour cela, une nouvelle approche, permettant d’estimer rapidement le coeﬃcient d’extinction
est proposée.
6.2 Estimation du coefficient d’extinction par minimisation d’en-
tropie
Dans ce chapitre, nous proposons une méthode pouvant s’appliquer à une grande diversité
de scènes. Pour cela, nous considérons le cas où une carte de profondeur est estimée jusqu’à
une certaine distance. On suppose donc qu’un algorithme rapide de reconstruction est appliqué
préalablement et que le nombre de bons appariements est suﬃsamment conséquent jusqu’à une
certaine distance, comme un pourcentage de la distance de visibilité. Quand la profondeur est
estimée, l’idée est de calculer β en observant l’atténuation du gradient des zones homogènes
de la scène. Comme pour la suppression de l’ombre [FDL09, KHD12], l’entropie de Shannon
est utilisée comme un critère à minimiser. Cette méthode présente un double avantage par
rapport aux méthodes précédentes : premièrement, elle s’applique de façon générale pour un
grand nombre de scènes, et, deuxièmement, toutes les profondeurs dans la scène ne sont pas
nécessaires pour estimer le coeﬃcient d’extinction. Cette dernière caractéristique est un point
clé. En eﬀet, il est très diﬃcile de connaître l’ensemble des profondeurs dans la scène, surtout
au loin, quand la caméra est mobile. L’algorithme proposé, combiné avec un algorithme de
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reconstruction à partir de paires stéréoscopiques en temps réel, apporte donc une solution rapide
pour estimer le coeﬃcient d’extinction quand la caméra est en mouvement. Comme le montrent
les expérimentations, cette méthode donne des résultats très satisfaisants, également dans le cas
d’une caméra statique.
Dans la première partie nous décrivons le principe de l’algorithme de détection et de carac-
térisation du brouillard avec l’estimation du coeﬃcient d’extinction. L’algorithme est détaillé
dans la seconde partie. Deux évaluations de l’algorithme sont réalisées : une première évaluation
sur 200 images d’une scène statique avec des conditions changeantes, une deuxième évaluation
sur la base de données FRIDA3 pour simuler une situation en embarqué.
6.3 Problème
Quand une région d’intensité uniforme est observée en présence de brouillard, cette région
ne possède plus une intensité constante si elle n’est pas fronto-parallèle. En eﬀet, avec l’augmen-
tation de la distance, l’image devient de plus en plus blanche. Cela est dû comme nous l’avons
vu au voile atmosphérique dans l’équation de Koschmieder (2.1) qui devient de plus en plus
important avec la distance. L’entropie de Shannon est une mesure de la redondance dans une
distribution de probabilités. En conséquence, l’entropie de la distribution d’une région d’inten-
sité constante (c’est à dire sans brouillard), est très faible. Inversement, l’entropie de la même
région en présence de brouillard est plus importante si la région s’étend sur une grande plage de
distances. L’idée principale avec ce constat, est d’estimer le coeﬃcient d’extinction β qui produit
l’image restaurée ayant la plus petite entropie dans les régions d’intensités constantes.
La ﬁgure 6.2 illustre le principe de l’algorithme. Une image en présence de brouillard est
montrée dans la ﬁgure 6.2a. Pour trouver une région d’intensité constante sans brouillard, nous
proposons de segmenter l’image avec brouillard en régions où l’intensité varie lentement (ﬁ-
gure 6.2b). Les régions, comme celles fronto-parallèles, avec une faible variation de profondeurs
ne sont pas utilisées pour l’estimation de β. Dans la ﬁgure 6.2c, ces critères font qu’il ne reste plus
que trois régions sélectionnées. Dans la ﬁgure 6.2d, 6.2e et 6.2f, l’image en présence de brouillard
est restaurée avec trois β diﬀérents, respectivement β = 0.0024, β = 0.0086 et β = 0.0167. Ces
restaurations sont obtenues en inversant l’équation de Koschmieder (2.1). La bonne valeur de
β est la seconde valeur (obtenue avec un visibilimètre). Nous constatons que lorsque β est trop
faible, l’image restaurée est encore brumeuse et que le gradient dû au brouillard est encore
perceptible. Inversement, quand β est trop important. Les zones au loin sont beaucoup trop
sombres. Pour la vérité terrain β = 0.0086, l’image restaurée est homogène et parait mieux
restaurée que les deux autres. Dans les ﬁgures 6.2g, 6.2h et 6.2i, les distributions des niveaux
de gris sont aﬃchées pour chaque restauration. Nous pouvons voir que pour β = 0.0086, l’his-
togramme est beaucoup plus serré autour d’un pic que pour les deux autres valeurs de β, pour
les trois régions sélectionnées. La ﬁgure 6.2j montre l’entropie de chaque région sélectionnée en
fonction de β. Le minimum de chaque entropie est localisé à une portion assez proche de la vraie
valeur de β pour les trois zones sélectionnées. Finalement, la ﬁgure 6.2k montre la somme des
trois entropies en fonction de β. L’entropie totale de l’image est aussi montrée. Les valeurs de β
utilisées précédemment sont représentées par les lignes verticales. Il est clair d’après cette ﬁgure,
que la somme des entropies permet d’estimer avec plus de précision le coeﬃcient d’extinction.
En eﬀet, la valeur du coeﬃcient β pour lequel le minimum est atteint est très proche de la vérité
terrain.
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(i) Histogramme des niveaux de gris de l’image restaurée avec β = 0.0167
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Figure 6.2 – Illustration du principe de la méthode d’estimation du coeﬃcient d’extinction β.
Première ligne, 6.2a (a) est l’image en présence de brouillard avec la profondeur connue, le β
mesuré par le visibilimètre est β = 0.0086, 6.2b (b) est la segmentation en régions et 6.2c (c) sont
les trois régions sélectionnées.(d) (e) (f) sont les images après restauration pour trois valeurs de
β. (g) (h) (i) montrent l’histogramme de la distribution de l’intensité en niveaux de gris pour les
trois régions sélectionnées et pour les trois valeurs de β. La ﬁgure 6.2j (j) montre l’entropie des
trois régions sélectionnées en fonction de β et 6.2k (k) montre la somme de l’entropie des trois
régions sélectionnées comparée à l’entropie globale de l’image. Les lignes verticales représentent
les trois valeurs de β utilisées pour les restaurations des images en haut de la ﬁgure.
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6.4 Méthode
Pour chaque paire stéréoscopique, la carte de disparité peut être calculée avec n’importe
quelle méthode. Le choix de l’algorithme est discuté dans la section expérimentation où il est
montré que la carte de disparité doit être correcte uniquement jusqu’à une certaine distance.
Les données d’entrée de l’algorithme sont : une des images de la paire stéréoscopique I ainsi
que la carte de disparité D relative à cette image obtenue grâce à la reconstruction à partir de
paires stéréoscopiques.
Si I et D sont connues et β est donné, il reste comme inconnues dans l’équation (2.1) : le
coeﬃcient d’extinction, l’image restaurée I0 et l’intensité du ciel IS . La première étape est donc
d’estimer IS . Pour cela, nous proposons une nouvelle solution dans la section 6.4.1. Ensuite, pour
un β donné, l’image restaurée I0 peut être calculée à partir de I, D et IS en inversant (2.1). La
façon de sélectionner les régions est décrite dans la partie 6.4.2, et l’estimation de I0 et β dans
la partie 6.4.3. La structure de l’algorithme est décrite dans 6.4.4.
6.4.1 Estimation de Is
Les méthodes de restauration calculent souvent IS de manière simple : IS est choisie comme
l’intensité maximale de l’image, ou comme la valeur correspondant à un certain quantile de l’his-
togramme des intensités [Tan08, TH09]. Ces approches donnent des estimations approximatives
de IS , qui, dans le cas de la restauration d’image, sont tolérables. En revanche, dans le cas de
l’estimation du coeﬃcient d’extinction, nous avons observé que la précision de IS est importante
pour estimer correctement la valeur de β. Le brouillard à longue distance n’étant pas forcément
homogène, il est préférable d’estimer IS à une distance raisonnable.
Nous avons donc introduit une nouvelle méthode, assez simple à mettre en oeuvre, fondée
sur la détection de contraste en utilisant l’opérateur de Sobel. L’opérateur de Sobel est d’abord
calculé sur l’image d’entrée. Ensuite, les pixels dont l’amplitude du gradient est supérieure à un
seuil assez faible sont gardés. Finalement, nous choisissons IS comme l’intensité maximale des
pixels sélectionnés par l’étape précédente.
Cette méthode s’applique aussi bien à une caméra statique qu’en mouvement. Lorsque la
carte de profondeur est connue avec précision sur toute la scène (cas d’une scène statique), une
méthode plus précise peut être utilisée : la valeur de IS peut être estimée en prenant la valeur
maximale de l’intensité des pixels, les plus éloignés, après sélection.
6.4.2 Sélection des régions
La minimisation de l’entropie n’a de sens que pour un ensemble de régions d’intensité
constante sans brouillard. De plus, la région doit être étendue sur une plage de profondeur
conséquente. L’image d’entrée est d’abord segmentée en régions dont l’intensité varie faible-
ment. Les régions fronto-parallèles ne doivent pas être sélectionnées ainsi que les régions trop
petites. Nous avons choisi comme critères de ne garder que celles dont l’étendue de disparité
est supérieure à 10% de l’étendue globale de la profondeur de la scène et ayant une surface
supérieure à 2% de celle de l’image.
La segmentation peut être réalisée par temps dégagé lorsqu’un capteur statique est utilisé.
6.4.3 Estimation de β et de I0
Après avoir estimé Is, I0 peut être obtenue pour un β donné en inversant (2.1). L’image
restaurée, I0 étant obtenue, il reste à calculer l’entropie sur les régions sélectionnées. L’entropie
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de Shannon pour une variable aléatoire y ∈ Y est :
H(y) = −E[log p(y)] = −
∑
y∈Y
p(y) log p(y) (6.1)
où E est l’espérance et p(y) est la densité de probabilité de la variable y. Pour plusieurs va-
riables aléatoires décorrélées, l’entropie de l’ensemble des variables est la somme des entropies
individuelles.
La scène est composée de plusieurs objets, et donc, de plusieurs régions. Chaque région
correspond à une variable aléatoire. Soit Sc l’ensemble des régions sélectionnées, l’entropie totale
sur cet ensemble est :
TH =
∑
yi∈Sc
H(yi) = −
∑
yi∈Sc
∑
yi∈Y
p(yi) log p(yi) (6.2)
L’entropie totale est calculée pour diﬀérentes valeurs de β, le β qui minimise (6.2) est choisi
comme estimation du coeﬃcient d’extinction.
Lorsque le β est mal choisi, l’image restaurée peut avoir de larges zones noires, d’entropie
faible. Un exemple peut être observé dans la ﬁgure 6.2e, où certains objets au loin à droite de
l’image sont totalement noirs du fait que le brouillard est plus léger dans ces zones. Pour ne pas
être gêné par ces cas, les solutions qui présentent trop de pixels noirs ne sont pas considérées.
6.4.4 Algorithme
(a) β = 0.0001 (b) β = 0.0046 (c) β = 0.0086 (d) β = 0.0244
β
E
n
tr
o
p
ie
 (
%
)
0 0.005 0.01 0.015 0.02 0.025 0.03
0
0.5
1
β= 0.0001
β= 0.0046
β= 0.0086
β= 0.0244
(e) Somme de l’entropie des régions sélectionnées.
Figure 6.3 – L’entropie totale normalisée (6.2) en fonction de β sur la même scène avec dif-
férentes conditions météorologiques. Les vérités terrain sur la valeur de β, mesurées avec un
visibilimètre, sont représentées par des lignes verticales (0.0001, 0.0046, 0.0086 and 0.0244). On
remarque l’adéquation entre ces valeurs et le minimum de l’entropie.
En résumé, la structure de l’algorithme d’estimation du coeﬃcient d’extinction β est la
suivante :
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— Détection des pixels avec une amplitude du gradient supérieur à un certain seuil sur
l’image d’entrée I. Is est estimée comme l’intensité maximale sur les pixels détectés.
— Segmentation de l’image originale I en régions et sélection des régions Sc ayant une
grande plage de disparités et une grande surface.
— Pour chaque β dans une liste de valeurs possibles et dans un ordre croissant :
— Calculer l’image restaurée pour les pixels des régions sélectionnées Sc en chaque site
s de profondeur p(s) connue, grâce à :
I0(s) = I(s)e
βp(s) − Is(eβp(s) − 1)
— Calculer l’entropie totale HT sur toutes les régions sélectionnées après restauration.
— Calculer le nombre de pixels noirs de l’image restaurée I0. Si ce nombre est supérieur
à un certain seuil limite, la recherche du β est stoppée.
— La solution est donnée par le β qui minimise l’entropie totale (6.2).
Dans la ﬁgure 6.3, l’entropie totale sur les trois régions sélectionnées dans la ﬁgure 6.2 est
montrée en fonction de β. La vérité terrain du β est indiquée par des lignes verticales. Cet
exemple illustre le fait que le β qui minimise l’entropie est assez proche de la vérité terrain
mesurée par le visibilimètre.
6.5 Évaluation
L’évaluation de l’algorithme précédent nécessite d’avoir des images avec une vérité terrain
sur la visibilité. Un visibilimètre peut être utilisé pour avoir cette vérité terrain dans le cas d’une
scène statique. Jusqu’à présent les mesures obtenues par visibilimètre embarqué sont perturbées
par les turbulences de l’air autour du capteur. En conséquence, dans le cas embarqué l’évaluation
est faite à partir d’images synthétiques. Dans le cas statique, une base de donnée est utilisée.
6.5.1 Capteur statique
La base de données Matilda réalisée dans [HBD+11] est composée d’une séquence de plus de
300 images acquises par une caméra à bas coût pendant 3 jours (jour et nuit). La visibilité est
obtenue par visibilimètre. Une approximation de la carte de profondeur est aussi donnée. Dans
cette base de données, la visibilité varie de 100m à 15km. La précision du visibilimètre utilisé
est d’environ 10%. La distance maximale de la carte de profondeur est de 1300m.
Aﬁn de contrôler si l’estimation est correcte pour des distances proches, l’évaluation est
réalisée en tronquant la carte de distance à une distance limite maximale. L’évaluation est
réalisée selon deux protocoles : dans le premier cas, toute la carte de profondeur est utilisée
(notée Dmax(Is)), et dans le second cas, seuls les pixels avec une profondeur inférieure à 50m
sont utilisés (noté Dmax = 50m). La caméra étant statique, la segmentation des régions n’est
eﬀectuée qu’une seule fois lors d’un ciel dégagé en utilisant l’algorithme proposé dans [FH06].
La même segmentation est alors utilisée pour toute la séquence. Cela nous permet d’évaluer le
calcul de la distance de visibilité en évitant d’avoir une source supplémentaire d’erreur due à la
segmentation. Ensuite la segmentation est faite à chaque image.
Dans le tableau 6.1, les résultats de l’évaluation sont présentés en terme d’erreur moyenne
relative entre la distance de visibilité estimée et vérité terrain. Nous observons que l’algorithme
produit des résultats avec une précision de l’ordre de celle du visibilimètre jusqu’à 1000m. Les
résultats s’améliorent quand la courbe de distance est limitée à 50m. Cela peut s’expliquer par le
fait que le brouillard, à longue distance, n’est plus homogène dans certaines zones. Les distances
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Étendue (mètres) 0-250 0-500 0-1000 Complète
Nombre d’images 9 19 24 198
Avec une seule segmentation
Dmax(Is) 10.0% 9.1% 11.7% 97.3%
Dmax = 50m 7.1% 7.1% 10.0% 91.5%
Avec diﬀérentes segmentations
Dmax(Is) 25.4% 17.2% 20.7% 101.7%
Table 6.1 – L’erreur moyenne relative entre la distance de visibilité estimée et la vérité ter-
rain sur la base de données Matilda avec une seule segmentation obtenue sur une image sans
brouillard. L’évaluation est eﬀectuée en tronquant la carte de distance à deux valeurs diﬀérentes.
La première distance est obtenue en calculant la distance maximale où Is est observée. La se-
conde distance, plus courte est ﬁxée à 50m. Dans la dernière ligne, la segmentation est appliquée
sur chaque image, pour s’approcher de la situation où le capteur est situé sur un véhicule en
mouvement.
Erreur relative moyenne
Avec la vraie distance
Segmentation 4.67%
Avec la distance estimée par stéréo reconstruction
Segmentation 16.03%
Table 6.2 – L’erreur moyenne relative entre la visibilité estimée et la vérité terrain sur 66 images
stéréoscopiques de synthèse de la base de données FRIDA3. Dans le premier cas, la vérité terrain
est utilisée pour la carte de disparité. Dans le second cas, la carte de disparité est estimée à partir
d’un algorithme de reconstruction 3D à partir de paires stéréoscopiques (ici [GRU10]).
proches reﬂètent mieux les données acquises par le visibilimètre qui est placé à proximité de
la caméra. Dans cette situation, c’est la seconde méthode d’estimation de Is qui est utilisée
pour obtenir de meilleurs résultats. La ﬁgure 6.4 montre les résultats pendant deux jours, avec
un intervalle de 10 minutes entre les images, sans prendre en compte les périodes de nuit. Ces
résultats montrent que l’algorithme proposé est clairement capable d’évaluer le β dans les cas de
visibilité faible ou supérieure à 500m. Les visibilités au-dessus de 500m ne sont pas considérées
dans les situations de conduite.
6.5.2 Capteur en mouvement
Dans le cas d’un capteur en mouvement, nous avons évalué la méthode proposée sur 66
images stéréoscopiques de synthèse de la base FRIDA3 utilisée dans le chapitre précédent.
Pour étudier l’eﬀet sur l’estimation de β de mauvais appariements lors de la reconstruction
stéréoscopique, nous avons comparé le cas où la vérité terrain est utilisée pour la carte de
profondeur avec le cas où la carte de profondeur provient d’un algorithme de reconstruction 3D.
Nous avons utilisé la méthode de reconstruction Elas [GRU10]. Le tableau 6.2 montre l’erreur
relative moyenne entre la visibilité estimée et la référence par les diﬀérentes restaurations. Les
résultats obtenus avec la reconstruction stéréo sont moins bons que ceux de la référence mais
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Figure 6.4 – Comparaison entre la visibilité estimée et la vérité terrain pendant 1200 minutes
(une image toutes les 10 minutes, les images de nuit ne sont pas prises en compte) de la base
de données Matilda. La méthode proposée est testée avec deux distances maximales Dmax(Is)
et Dmax = 50m, toutes deux en utilisant une seule segmentation. Le cas avec une segmentation
sur chaque image est aussi testé et aﬃché (Multiple segm : Dmax = (Is)). La vérité terrain
est représentée par la courbe noire. La ligne horizontale indique la visibilité à 500m qui est
considérée comme la distance à laquelle le brouillard n’a plus de conséquence dans les situations
de conduite.
restent néanmoins de bonne qualité.
6.6 Conclusion
Nous avons proposé une méthode originale pour l’estimation du coeﬃcient d’extinction du
brouillard (ce qui équivaut à estimer la distance de visibilité). La méthode proposée est fondée
sur la minimisation de l’entropie de l’image restaurée sur un ensemble de régions bien choisies.
La carte de profondeur peut provenir d’un modèle 3D de la scène, ou d’un algorithme de re-
construction à partir de paires stéréoscopiques. Les résultats obtenus sur une scène statique sont
précis, d’une précision proche de ceux obtenus avec un visibilimètre quand la carte de profondeur
est de bonne qualité. L’algorithme peut aussi être utilisé avec un capteur en mouvement. Cette
condition a été testée avec succès sur des images de synthèse. L’algorithme présente plusieurs
avantages. Une distance faible peut être utilisée pour calculer une distance de visibilité dix fois
plus importante que le maximum de la distance donnée. Ceci est un point clé pour les applica-
tions en embarqué où d’autres véhicules peuvent cacher une grande partie de la scène. Enﬁn,
l’algorithme proposé est très rapide, son temps d’exécution est proche des conditions temps réel.
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Il est donc parfaitement envisageable de l’utiliser pour une application en temps réel. Il peut
aussi être facilement implanté en parallèle.
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Dans ce travail, nous nous sommes intéressés au problème de la reconstruction à partir de
paires stéréoscopiques en présence de brouillard. De nombreux algorithmes existent pour faire
la reconstruction stéréo, mais en général, ils ne sont pas adaptés aux conditions dégradées et en
particulier, au brouillard. De ce fait, la qualité de la carte de reconstruction produite par ces
algorithmes se dégrade fortement à partir d’une certaine distance. L’une des principales causes
est la diminution du contraste avec la distance.
Depuis quelques années, la restauration du contraste en présence de brouillard à partir d’une
seule image connaît un intérêt croissant pour diverses applications en traitement d’image. Un
nombre conséquent d’algorithmes ont été proposés. Ils apportent des solutions approchées. La
plupart sont fondés sur la loi de Koschmieder qui permet de lier les variations de profondeur
dans la scène avec l’image, avec et sans brouillard.
L’un des problèmes de la restauration du contraste monoculaire est l’ambiguïté entre la
profondeur et l’intensité originale de la scène, cela rend le problème mal posé. Une grande partie
des algorithmes utilisent des a priori forts pour pouvoir faire l’estimation de la profondeur lors
de la restauration. Or, cette estimation est souvent éloignée de la vraie profondeur, en particulier
pour les zones proches et les zones grises.
C’est à partir de ce constat que l’idée d’un algorithme de reconstruction et de restauration
stéréo simultanées a été proposée pour la première fois.
7.1 Résultats et contributions
L’état de l’art des méthodes pour la reconstruction 3D à partir de paires stéréoscopiques a été
traité dans le chapitre 1. L’état de l’art des diﬀérentes méthodes de restauration du contraste
à partir d’une seule image est donné dans le chapitre 2. Il en ressort d’après les deux bases
d’évaluation Middlebury Stereo Evaluation et KITTI Vision Benchmark Suite, que les méthodes
probabilistes et les méthodes globales qui en découlent apportent les meilleurs résultats pour la
reconstruction stéréoscopique, aussi bien dans le cadre général que pour des scènes spéciﬁques
comme l’environnement urbain. En eﬀet, elles répondent à toutes les contraintes spéciﬁques
de ces scènes telles que l’hypothèse d’une scène en partie plane ou encore la prise en compte
de grandes zones homogènes. Pour la problématique de la restauration d’image en présence de
brouillard, les techniques fondées sur le modèle de Koschmieder prévalent sur les autres, en
particulier en environnement routier. Ceci est évalué qualitativement dans [THC+12].
Pour faire la reconstruction 3D en présence de brouillard, nous nous sommes fondés sur
une approche probabiliste, et plus particulièrement sur les champs de Markov, qui, depuis plus
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d’une vingtaine d’années, ont connu un essor important en traitement d’images. Cette approche
a l’avantage de proposer un cadre complet pour modéliser et optimiser un grand nombre de
problèmes. Ainsi, elle permet d’eﬀectuer la reconstruction stéréo, mais aussi la restauration. Nous
montrons qu’elle permet aussi de combiner reconstruction et restauration. A partir du modèle
présenté, une énergie est dérivée puis optimisée. Parmi les nombreuses approches existantes,
une des plus eﬃcaces est celle qui utilise l’optimisation de fonctions pseudo-booléennes. Dans le
chapitre 3, cette théorie est rappelée. Cela nous a permis de caractériser les modèles, et ainsi, de
savoir quel modèle peut être facilement optimisé, et, les diﬀérentes alternatives possibles selon
les propriétés du modèle.
7.1.1 Modèle markovien pour la restauration d’image monoculaire en pré-
sence de brouillard
Dans le chapitre 4, l’algorithme fondé sur la contrainte no-black-pixel (NBPC) proposé
dans [THC+12] est reformulé avec un modèle probabiliste. Cet algorithme est décomposé en
deux étapes : le voile atmosphérique est d’abord calculé, et dans un second temps, l’image res-
taurée est calculée à partir du voile. Nous proposons de modéliser le voile atmosphérique et
l’image restaurée par un champ de Markov. Aﬁn de lever l’ambiguïté dans les zones grises qui
risqueront d’être restaurées en noir, un biais de la solution par l’initialisation a été introduit
pour obtenir un eﬀet homogène avec la distance. Le modèle proposé permet aussi d’améliorer la
prise en compte du bruit lors de la restauration.
7.1.2 Restauration et reconstruction simultanées en présence de brouillard à
partir de paires stéréoscopiques
Le chapitre 5, présente un modèle complet pour la reconstruction et la restauration par
paires stéréoscopiques en présence de brouillard, fondé en partie sur le modèle précédent. Ce
modèle peut être optimisé de façon eﬃcace par un algorithme alternant une optimisation sur la
carte de profondeur et sur l’image restaurée. Les résultats obtenus avec des images de synthèse
montrent une nette amélioration par rapport aux algorithmes qui ne prennent pas en compte le
brouillard.
7.1.3 Estimation du coefficient d’extinction du brouillard à partir de paires
stéréoscopiques
La méthode précédente nécessite la connaissance du coeﬃcient d’extinction du brouillard.
Dans le chapitre 6, une nouvelle méthode est proposée pour caractériser le brouillard, en se
fondant sur la minimisation de l’entropie de l’image restaurée sachant la distance. Cette méthode
permet, à partir d’une carte de profondeur, d’estimer le coeﬃcient d’extinction du brouillard.
Cette méthode présente le double avantage de ne pas faire d’hypothèse sur la scène observée
et ne nécessite pas d’avoir les distances éloignées. L’évaluation sur la base de données Maltida
composée de 200 images avec un grand nombre de conﬁgurations météorologiques montre que
l’on obtient des résultats très satisfaisants sur l’ensemble des distances de visibilités.
7.1.4 Implantation générique pour l’optimisation de champ de Markov
Un programme complet permettant d’optimiser des modèles assez génériques de champ de
Markov a été implanté. Ce programme possède une structure générique de champ de Markov à
plusieurs niveaux appelé factorial Markov random field. Cette structure à la particularité de lier
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plusieurs champs de Markov par un même terme, ce qui est le cas de l’image restaurée avec la
carte de profondeur.
L’avantage de ce code est que la formulation du modèle est assez dissociée de la façon de
l’optimiser. Ainsi, il est possible de substituer très facilement un algorithme d’optimisation par un
autre. Le programme développé permet de créer assez facilement de nouveaux modèles héritant
directement d’un autre modèle où d’un ensemble de termes déjà créés tels que les termes de
régularisation. Il suﬃra, pour créer un nouveau modèle, de créer une classe ﬁlle en redéﬁnissant
le terme d’attache aux données.
7.2 Perspectives
7.2.1 Base de tests d’images réelles
Durant ce travail, les paires stéréoscopiques réelles en présence de brouillard utilisées ont été
obtenues sur internet 8. Nous disposons aussi d’une séquence stéréo en présence de brouillard,
mais de qualité insuﬃsante pour permettre d’obtenir un résultat acceptable (image ﬂoues, prise
de vue intérieur au véhicule et donc sujettes aux reﬂets du pare brise). Les algorithmes classiques
de reconstruction produisent de très mauvais résultats sur cette séquence même sur les zones
proches sans brouillard.
Une base de tests avec des images réelles de bonne qualité en conditions dégradées est né-
cessaire pour permettre d’évaluer de façon plus approfondie l’algorithme proposé. Les bases
d’évaluation telle que KITTI Vision Benchmark Suite utilisent la technologie LIDAR aﬁn d’ob-
tenir la vérité terrain. Cette approche fonctionne très bien en conditions dégagées, mais il est
diﬃcile de garantir son bon fonctionnement avec du brouillard. Le caractère intermittent du
brouillard permet aussi diﬃcilement de planiﬁer ces acquisitions.
Actuellement, même sans avoir la connaissance des caractéristiques des images recueillies sur
Internet (telles que la courbe de transfert, le coeﬃcient d’extinction du brouillard, la compression
eﬀectuée, etc.), les résultats obtenus avec l’algorithme proposé sont encourageants.
7.2.2 Accélération graphique
Un des points critiques des méthodes proposées de reconstruction et restauration est le temps
nécessaire à la recherche de la solution. Les algorithmes, fondés sur les champs de Markov,
proposés dans cette étude conduisent à un traitement temps réel. Le calcul d’un champ de
Markov, par programmation séquentielle, avoisine la minute sur une image de taille courante.
Quand il est nécessaire d’alterner la minimisation entre plusieurs champs, jusqu’à la convergence,
cela peut nécessiter des temps de traitement importants incompatibles avec du temps réel.
Outre l’incidence sur le fonctionnement de l’application, des temps de calcul trop longs peuvent
empêcher le déploiement d’un algorithme. La rapidité d’exécution est donc importante.
Pour améliorer la rapidité, il est possible d’utiliser une heuristique moins performante lors
de l’optimisation d’un champ de Markov. Cependant, la qualité des résultats est impactée si le
nombre d’itérations n’est pas suﬃsant. La programmation parallèle est une des solutions à ce
problème de temps de calcul, plus particulièrement la programmation sur processeur graphique
(GPU). De nombreux algorithmes d’optimisation tels que les Belief propagation ont un facteur
de parallélisation important. Dès lors, des algorithmes ont été proposés sur GPU [LCL+09,
kCWP12] où le temps de calcul est de l’ordre de la centaine de millisecondes. Les algorithmes de
coupe de graphe et de ﬂot maximal, mentionnés dans le chapitre 3, peuvent aussi être implantés
8. www.flikr.com
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en parallèle. Il existe, actuellement, des implantations de ces algorithmes sur GPU. Cependant,
le code source n’est pas toujours disponible ou les interfaçages sont compliqués. Nous n’avons
donc pas pu en proﬁter lors de nos travaux. Compte tenu de l’importance des champs de Markov
et des développements en traitement parallèle, de nouvelles bibliothèques seront probablement
disponibles dans un avenir proche, laissant espérer une accélération importante de l’algorithme
proposé.
7.2.3 Restauration d’image monoculaire
La méthode de restauration, présentée dans la partie 4, avait comme objectif de réinterpréter
l’algorithme introduit dans [THC+12], et de tester un nouvel a priori sur l’image restaurée aﬁn
d’apporter un terme de régularisation adéquat pour le modèle couplé avec la stéréo-vision.
Néanmoins, nous aurions pu déﬁnir un modèle bayésien complet sur le voile et l’image res-
taurée pouvant être minimisé de façon alternée, comme pour l’algorithme proposé dans [NKL12]
et dans le chapitre 5, en ajoutant le biais avec un a priori supplémentaire sur l’intensité à
estimer. Cette voie n’a pas pu être explorée car la convergence est extrêmement longue et les
résultats étaient déjà satisfaisants. Cependant, il aurait été intéressant de les comparer avec ceux
proposés.
Si les algorithmes d’optimisations sont plus rapides, il serait aussi possible de créer des
modèles plus sophistiqués. En eﬀet, le brouillard n’est pas forcément homogène dans toute
l’image.
Grâce à l’implantation générique proposée, il est possible d’ajouter assez facilement un champ
de variables aléatoires. Il serait donc possible d’essayer d’estimer le coeﬃcient d’extinction à un
facteur près en chaque pixel, avec pour chaque pixel, une variable aléatoire pour prendre en
compte les variations d’un brouillard hétérogène. En supposant que le brouillard ait une densité
continue dans le voisinage, un terme quadratique sur la régularisation serait alors judicieux.
7.2.4 Restauration du contraste et reconstruction simultanées à partir de
paires stéréoscopiques en présence de brouillard
Remplacer la profondeur par le voile
La comparaison des résultats de l’algorithme de reconstruction et de restauration simultanées
avec ceux de la restauration monoculaire estimant le voile atmosphérique, nous a montré que le
voile, à longue distance, doit être échantillonné avec une plus grande précision. Si visuellement
ces restaurations sont de meilleure qualité que celles obtenues en monoculaire dans les zones
proches, elles contiennent encore des artéfacts. La création d’un modèle fondé sur le voile en
prenant en compte la disparité serait envisageable pour améliorer la précision de la reconstruction
et de la restauration au loin.
Étudier plus en détail le modèle avec la régularisation du second ordre et les occul-
tations
Nous avons montré qu’il est possible, grâce à la méthode de fusion, d’optimiser le modèle
avec un terme de régularisation du second ordre plus adapté aux scènes urbaines. Il serait donc
intéressant par la suite, d’expérimenter diﬀérentes heuristiques pour l’optimisation d’un modèle
avec un terme de régularisation du second ordre en prenant en compte, en plus, les occultations.
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Approfondir l’étude de l’estimation du coefficient d’extinction
Les premiers résultats ont montré de bonnes perspectives pour estimer le coeﬃcient d’ex-
tinction à partir du modèle. Il serait donc intéressant de poursuivre dans cet axe, dans l’optique
de proposer un algorithme complet, pour estimer en même temps le coeﬃcient d’extinction, la
carte de profondeur et l’image restaurée.
7.2.5 Prendre en compte d’autres conditions dégradées
Si le développement d’un modèle spéciﬁque pour le brouillard améliore de façon signiﬁcative
la qualité des algorithmes de reconstruction, une démarche similaire peut être envisagée pour
les autres conditions dégradées. Le point commun entre le brouillard et les autres perturbations
météorologiques est la dégradation de l’intensité originale de la scène par une perturbation autre
que celles rencontrées habituellement tel que le bruit du capteur.
La pluie entraînera des spécularités sur les surfaces, et l’apparition de réﬂexions sur les sur-
faces mouillées. Pour traiter cela, un modèle possible consisterait, comme pour le brouillard, à
modéliser le phénomène observé et à estimer l’intensité de la scène sans les spécularités ainsi que
les caractéristiques de la perturbation. Dans ce cas, la BRDF (Bidirectional reflectance distribu-
tion function en anglais) est une fonction permettant de modéliser le comportement de l’intensité
lumineuse quand elle atteint une surface en un point. Comme l’équation de Koschmieder, cette
fonction permettrait de faire le lien entre l’intensité observée par la caméra, les caractéristiques
du matériau observé, et celle de l’objet réﬂéchi. On pourrait donc imaginer un modèle global liant
la carte de profondeur d’image et l’image restaurée et ainsi, chercher la solution qui minimise ce
modèle global.
En poursuivant ce raisonnement, il faudrait modéliser chaque perturbation et combiner l’en-
semble dans un seul modèle, aﬁn d’obtenir simultanément l’intensité originale de la scène obser-
vée et la carte de profondeur.
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Filtre bilatéral guidé
B.1 Introduction
Le ﬁltre bilatéral est un ﬁltre très utilisé en imagerie numérique, il permet de lisser une
image tout en préservant les contours. L’idée principale du ﬁltre bilatéral, est l’ajout d’une
pondération photométrique au ﬁltre Gaussien. Grâce à ces propriétés, à sa facilité d’implantation
et à sa ﬂexibilité, le ﬁltre bilatéral est actuellement utilisé dans de nombreux domaines, comme
le rehaussement de contour [ZA08], le sur-échantillonnage [KCLU07], l’aﬃnement de la carte de
disparité en reconstruction 3D [YYDN07], l’édition d’image [KRFB06], la restauration d’image
en condition de brouillard, etc.
Un résumé très complet sur l’interprétation, les améliorations et les extensions du ﬁltre bila-
téral est fait dans [PKTD07]. A notre avis, cinq points importants sont à relever. Premièrement,
le ﬁltre bilatéral est connecté à l’estimation robuste de l’intensité moyenne dans le voisinage,
à l’équation de Perona-Malik [PM90], et du « local mode ﬁltering » [vdWvdB01]. Deuxième-
ment, l’eﬀet escalier qui peut être observé dans certains cas peut être évité en utilisant un
modèle linéaire et non un modèle constant [BCM06]. Troisièmement, le ﬁltre bilatéral adap-
tatif est une extension du ﬁltre bilatéral où la pondération photométrique est sélectionnée en
fonction de l’intensité du voisinage [ZA08]. Quatrièmement, le temps d’exécution du ﬁltre bi-
latéral peut être amélioré de plusieurs façons, comme par exemple l’utilisation d’une structure
de grille [DP06] ou une distribution d’histogrammes [Wei06]. Cinquièmement, le ﬁltre bilatéral
croisé [ED04, PSA+04] peut être utilisé pour introduire une information supplémentaire appor-
tée par une image guide. L’idée est d’utiliser la pondération de l’image guide à la place de celle de
l’image. Plus récemment, le ﬁltre bilatéral dual [BMM07] a été proposé pour gérer deux images
guide simultanément.
Les améliorations apportées par les points 2, 3 et 4 restent cohérentes avec l’interprétation
robuste du ﬁltre bilatéral, contrairement à l’introduction ad hoc du guide dans le ﬁltre bilatéral
croisé. Après un rappel dans la partie B.2 de l’interprétation du ﬁltre bilatéral en terme d’es-
timation robuste et le rappel du ﬁltre bilatéral robuste, nous proposons dans la section B.2 de
relier le ﬁltre bilatéral croisé à l’estimation robuste. Ce lien permet d’étendre le ﬁltre bilatéral
croisé en un nouveau ﬁltre que nous nommons le filtre bilatéral guidé. Par la suite, une étude
expérimentale est eﬀectuée pour étudier la robustesse en terme statistique du ﬁltre proposé en
présence de diﬀérents types de bruits sur l’image originale et sur le guide. Enﬁn, une étude com-
parative montre l’avantage de la réintroduction du terme photométrique comparé aux méthodes
actuelles.
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B.2 Filtre bilatéral
Le ﬁltre bilatéral, introduit dans [TM98] est une extension du ﬁltrage linéaire où une pondé-
ration photométrique wp est introduite en supplément du poids ws. A partir de l’image originale
E, le résultat du ﬁltre bilatéral est l’image F donnée par :
F (x) =
∑
t∈Sm ws(‖t‖)wp(E(x) − E(x+ t))E(x+ t)∑
t∈Sm ws(‖t‖)wp(E(x)− E(x+ t))
(B.1)
où Sm est une fenêtre de taille m, dans notre cas, une fenêtre carrée de taille [−m,m]× [−m,m].
le poids ws est une fonction symétrique, décroissante sur la distance ‖t‖ à partir du centre de
Sm. Généralement, le poids wp est aussi une fonction symétrique et décroissante.
B.2.1 Lien avec l’estimation robuste
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Figure B.1 – De gauche à droite, pour diﬀérentes valeurs de α dans la famille SEF : la densité de
probabilité exp(−12φα(b2)), la fonction d’erreur φα(b2), et la pondération correspondante φ′α(b2)
Selon [Ela02], l’image résultat F du ﬁltre bilatéral peut être interprétée comme la première
étape de la minimisation du coût local :
argmin
F (x)
∑
t∈Sm
ws(‖t‖)φ((F (x) − E(x+ t))2) (B.2)
Quand ws(‖t‖) = 1, ce coût implique que F (x) est la moyenne robuste des valeurs E(x+ t),
t ∈ Sm. Dans ce cas, φ caractérise le modèle du bruit additif sur les intensités dans le voisinage
Sm. En annulant la dérivée de la somme dans (B.2) en fonction de F (x), nous avons :∑
t∈Sm
ws(‖t‖)φ′((F (x)− E(x+ t))2)(F (x) − E(x+ t)) = 0
Après réécriture, et en utilisant la substitution « one-step-late » pour le terme non linéaire,
l’algorithme des moindres carrés itératifs pondérés (Iterative Reweighted Least Squares : IRLS)
est obtenu :
Fk+1(x) =
∑
t∈Sm
ws(‖t‖)φ′((Fk(x)− E(x+ t))2)E(x+ t)
∑
t∈Sm
ws(‖t‖)φ′((Fk(x)− E(x+ t))2)
(B.3)
En comparant (B.1) avec (B.3), on constate que le ﬁltre bilatéral est la première étape
de l’algorithme IRLS quand wp(u) = φ′(u2) avec comme initialisation l’image originale (soit
F0(x) = E(x)).
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Pour modéliser diﬀérents types de bruits, la densité de probabilité suivante est utilisée :
pα,s(b) ∝ 1
s
e−φα((
b
s
)2) (B.4)
où φα(t) = 12α((1 + t)
α − 1). C’est la famille des exponentielles lissées utilisée dans [TIC02,
ITC07]. La forme de la densité de probabilité est réglée par deux paramètres : s, qui est l’échelle
du bruit et α, qui permet une transition continue entre les diﬀérents types de densités connues
(SEF), (voir Fig. B.1). En particulier, la densité de probabilité Gaussienne est obtenue pour
α = 1, la densité de probabilité Laplace est approximée avec α = 0.5, et la densité de probabilité
Geman & McClure est obtenue pour α = −1. La densité de probabilité correspondant à un bruit
de Cauchy est obtenue quand α→ 0, par l’intégration de φ′ [ITC07].
Le coût (B.2) peut être dérivé du maximum de vraisemblance sur les résidus b = F (x) +
E(x+ t) donné par ‖t‖ :
p(b|‖t‖) ∝ 1
s(‖t‖)e
−φα((
b
s(‖t‖)
)2) (B.5)
Avec ce modèle, en suivant la dérivation de (B.3) à partir de (B.2), un autre ﬁltre est dérivé
à partir de la vraisemblance. En comparant l’expression obtenue avec (B.5), la pondération
spatiale ws(‖t‖) est associée avec 1s2(‖t‖) et donc la pondération photométrique wp(b) est associée
à φ′α((
b
s(‖t‖) )
2). Remarquons qu’avec cette dérivation, l’échelle photométrique doit être l’inverse
de la racine carré de la pondération spatiale. Cette dernière contrainte n’est pas prise en compte
par le ﬁltre bilatéral.
B.2.2 Filtre bilatéral robuste
En dépit de sa relation avec l’estimation robuste, le ﬁltre bilatéral n’est pas robuste au bruit
non Gaussien dans l’image originale. L’application itérative du ﬁltre bilatéral n’est pas plus
robuste, comme illustré dans la seconde colonne de la Fig. B.2. Au contraire, l’algorithme IRLS
décrit dans la section précédente est robuste. En conséquence, nous avons appelé ce dernier le
ﬁltre bilatéral robuste. La dérivation de l’IRLS précédemment présentée est rapide et succincte,
mais ne permet pas d’expliquer pourquoi l’algorithme IRLS converge vers un minimum local.
Des preuves de convergence peuvent être trouvées par exemple dans [TIC08, CBFAB97].
Il est important de faire la diﬀérence entre le ﬁltre bilatéral robuste et le ﬁltre bilatéral itéré.
En eﬀet, dans le ﬁltre bilatéral robuste (B.3), Fk est comparé à la valeur ﬁxe E, tandis que le
ﬁltre bilatéral itéré compare Fk à la valeur Fk−1 précédemment calculée. Cependant, comme
cela est expliqué dans [ITC07], la convergence vers un bon minimum local n’est pas garantie, en
eﬀet, la fonction d’erreur n’étant pas convexe pour un α < 0.5, l’initialisation nécessite quelques
précautions. Une façon correcte de procéder consiste à initialiser F0(x) comme le résultat d’un
ﬁltre médian sur E(x). Plus généralement, l’approche par non-convexité graduelle (Graduate
non convexity (GNC)) [BZ87, ITC07] peut être utilisée. L’idée est d’utiliser la famille SEF
φαp,sp et de forcer la convexité en ﬁxant αp = 1 ou αp = 0.5, et ensuite de décrémenter αp
pas à pas en utilisant à chaque fois l’image résultante de l’itération précédente. Ce processus
est itéré jusqu’à atteindre la valeur αp cible. Une alternative consiste à minimiser le coût B.1
(en énumérant tous les niveaux de gris) aﬁn de trouver le minimum global. Cette solution n’est
cependant possible uniquement dans le cas ou l’on estime un terme constant. Dans le cas ou un
degré plus important est estimé, il devient alors impossible d’énumérer toutes les solutions. En
utilisant l’approche GNC, nous avons observé en pratique que l’énergie ﬁnale est très proche de
la valeur de l’énergie globale, le PSNR étant souvent meilleur. L’approche GNC permet en plus
127
Annexe B. Filtre bilatéral guidé
Figure B.2 – Première colonne : l’image originale et l’image bruitée. Seconde colonne : résultats
avec le ﬁltre bilatéral après 1 et 100 itérations. Troisième colonne : résultats du ﬁltre bilatéral
robuste avec 10 et 100 itérations.
de faire une régression linéaire et pas seulement constante comme nous l’expliquons par la suite,
le coût en calcul est réduit d’un facteur 30 environ par rapport à l’approche exhaustive.
B.2.3 Estimation linéaire
Du fait de la modélisation par une constante dans (B.2), le ﬁltre bilatéral itéré et le ﬁltre
bilatéral robuste sont sujets à un eﬀet d’escalier dans les régions de faible gradient. A partir de
[BCM06], l’eﬀet escalier peut être supprimé par une estimation linéaire du voisinage de chaque
pixel. Chaque itération consiste alors à eﬀectuer l’algorithme IRLS sur les paramètres d’un plan
2D local :
(
Hk+1(x)
Fk+1(x)
)
=

R+ ∑
t∈Sm
ws(‖t‖)wp,k
(
t
1
)(
t
1
)t−1
∑
t∈Sm
ws(‖t‖)wp,kE(x+ t)
(
t
1
) (B.6)
Avec wp,k = φ′((Htk(x)t+ Fk(x)−E(x+ t))2), où R est une matrice diagonale assurant que
la matrice soit bien inversible. Hk(x) sont les coeﬃcients directeurs du plan 2D à l’itération k.
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Le résultat du ﬁltre est la constante Fk(x) du plan 2D. Comme dans la section précédente, la
convergence vers un minimum local intéressant requiert l’utilisation du GNC.
B.3 Le filtre bilatéral guidé
Figure B.3 – Première colonne : l’image originale avec et sans ﬂash. Seconde colonne : en haut,
le résultat obtenu dans [PSA+04]. En bas, en utilisant le ﬁltre bilatéral robuste sur l’image sans
ﬂash et avec comme guide l’image avec ﬂash
Dans plusieurs applications, une autre image de la scène, prise dans une condition diﬀérente,
peut être une source d’information supplémentaire d’autant plus lorsqu’elle est moins bruitée.
Cette image est donc appelée le guide, mais elle est photométriquement distordue par rapport
à l’image de la scène (exemple Fig. B.3). Le ﬁltre bilatéral croisé a été introduit d’une façon ad
hoc dans [PSA+04, ED04], à partir du ﬁltre bilatéral, en substituant dans (B.1) la pondération
photométrique wp liée à l’image E avec celle de l’image guide G. L’image guide indique quels
sont les pixels similaires dans chaque voisinage. Cette substitution a pour conséquence la perte
du lien avec l’estimation robuste. Pour permettre de garder ce lien, nous proposons d’introduire
l’image guide G en plus de wp comme une troisième pondération dans (B.2). Nous estimons,
contrairement à [PSA+04, ED04], que le poids wg est une sorte de pondération spatiale, et
non une pondération photométrique. L’image guide peut être considérée comme un étiquetage
décrivant la structure de l’image dans le voisinage. Cela nous amène à introduire un nouveau
129
Annexe B. Filtre bilatéral guidé
ﬁltre : le ﬁltre bilatéral guidé, qui minimise l’erreur suivante :
∑
t∈Sm
ws(‖t‖)wg(G(x) −G(x+ t))φ((F (x) − E(x+ t))2) (B.7)
où ws est la pondération spatiale, wg est la pondération du guide et φ caractérise le modèle du
bruit. Comme pour le ﬁltre robuste, le ﬁltre bilatéral guidé est itéré, et dérivé de (B.7) ce qui
nous donne :
Fk+1(x) =
∑
t∈Sm
µtE(x+ t)
∑
t∈Sm
µt
(B.8)
avec
µt = ws(‖t‖)wg(G(x) −G(x+ t))φ′((Fk(x)− E(x+ t))2)︸ ︷︷ ︸
wp(Fk(x)−E(x+t))
Le ﬁltre bilatéral robuste est un cas particulier du ﬁltre bilatéral guidé où la pondération du
guide est constante, de même pour le ﬁltre bilatéral croisé qui est la première itération du ﬁltre
bilatéral guidé quand wp = 1. Contrairement au ﬁltre bilatéral croisé, le ﬁltre bilatéral guidé est
robuste au bruit non Gaussien sur l’image originale si la pondération wp, et par conséquent si
φ′ sont choisis de façon adéquate.
Du fait de ces 3 pondérations, le ﬁltre bilatéral guidé est très ﬂexible. En pratique, la pondé-
ration spatiale ws peut être ﬁxée à 1 quand le guide est de bonne qualité. En eﬀet, la pondération
du guide wg donne une information plus précise sur la structure que la pondération spatiale.
Néanmoins, si le guide est de mauvaise qualité, une fonction gaussienne peut être utilisée en pon-
dération spatiale pour combler les manques du guide. La fenêtre peut être de diﬀérentes tailles
et varier pour adapter la force du ﬁltrage en fonction de l’a priori. A partir de maintenant, la
fonction wg(b) a pour forme la fonction pαg,sg(b), dans (B.4).
La pondération photométrique wp est directement liée à la nature du bruit sur l’image E
comme pour le ﬁltre bilatéral robuste. Quand le bruit est Gaussien, wp est égale à un. La fonction
wp est choisie dans la famille des SEF φ′αp((
b
sp
)2). Comme précédemment, une estimation linéaire
du voisinage peut être choisie à la place du modèle constant pour éviter l’eﬀet escalier.
Lorsque la fonction φ est non convexe, le GNC est utilisé pour converger vers un minimum
local intéressant.
Par exemple, sur la Fig. B.3, nous avons utilisé les images avec et sans ﬂash de [PSA+04]
avec la méthode citée pour supprimer le bruit dans l’image sans ﬂash avec l’aide de l’image avec
ﬂash. Pour obtenir la première image de la seconde colonne, l’image avec ﬂash est ﬁltrée en
utilisant le ﬁltre bilatéral, ensuite, l’image sans ﬂash est ﬁltrée en utilisant directement le ﬁltre
bilatéral guidé avec l’image sans ﬂash comme guide. Enﬁn, les détails sur l’image avec ﬂash sont
introduits en multipliant le résultat précédant avec le ratio de l’image avec ﬂash originale sur
l’image avec ﬂash lissée. La seconde image de la deuxième colonne de la ﬁgure B.3 est obtenue
en utilisant le ﬁltre robuste avec les paramètres suivants : ws = 1, αg = 1, sg = 1, αp = −1,
sp = 3, et ﬁnalement en utilisant le ﬁltre bilatéral guidé avec les paramètres ws = 1, αg = 0,
sg = 10, αp = −1, sp = 40. Grâce à la robustesse du ﬁltre bilatéral guidé, l’image est plus lisse
avec un bruit complètement supprimé, l’intensité originale de l’image est mieux approximée. De
plus, les spécularités de l’image avec ﬂash ne sont pas transférées dans l’image sans ﬂash.
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B.4 Expérimentations
Figure B.4 – Première colonne : l’image bruitée E et le guide G sans bruit. Seconde colonne :
résultat du ﬁltre bilatéral croisé après 1 et 100 itérations. Troisième colonne : le résultat du ﬁltre
bilatéral guidé avec estimation constante et linéaire.
Nous avons étudié les performances du ﬁltre bilatéral guidé comparativement aux autres
algorithmes, pour cela, deux heuristiques permettant de converger vers un minimum local satis-
faisant seront proposées suivant la présence ou l’absence de bruit sur le guide. Dans la première
section, nous étudions le cas où un bruit est ajouté sur l’image originale avec un guide non bruité.
Dans la deuxième partie, nous proposons une façon d’estimer les paramètres du ﬁltre à partir
des statistiques de l’image d’entrée. Dans la troisième partie, nous étudierons le cas où, du bruit
est aussi ajouté sur le guide, d’abord quand les deux bruits sont générés de façon indépendante,
puis, le cas où les deux bruits sont corrélés.
B.4.1 Sans bruit sur le guide
Les paramètres du ﬁltre bilatéral guidé sont : la puissance αg et l’échelle sg de la pondération
du guide wg, la puissance αp et l’échelle sp de la pondération photométrique wp, ss est la
pondération spatiale qui est supposée Gaussienne. Nous proposons l’heuristique suivante fondée
sur le GNC pour permettre d’atteindre un minimum local intéressant :
— Mettre la puissance αg et l’échelle sg en fonction de l’intensité des détails et sélectionner
la puissance αp et l’échelle sp de la pondération photométrique en fonction du bruit sur
l’image d’entrée ;
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Figure B.5 – Comparaison de l’évolution du PSNR au cours des itérations pour le ﬁltre
bilatéral guidé et le ﬁltre bilatéral croisé itéré, le PSNR ﬁltre bilatéral croisé (droite) atteint
son maximum après quelques itérations avant de diverger du fait des convolutions spatiales
successives, le ﬁltre bilatéral guidé, quant à lui, converge vers une valeur ﬁxe et ne diverge que
très peu grâce à l’attache aux données
— Eﬀectuer une étape du ﬁltre bilatéral guidé avec wp = 1 ;
— Sur le résultat, faire une itération avec le ﬁltre bilatéral guidé en changeant seulement αp
à la valeur 0.5
— Si la valeur d’αp choisie dans la première étape est inférieure à zéro, faire une itération
supplémentaire avec αp = 0 ;
— Finalement, itérer le ﬁltre bilatéral guidé en utilisant αp jusqu’à ce que le nombre d’ité-
rations maximum 8 soit atteint.
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Figure B.6 – Variation du PSNR pour diﬀérentes valeurs des paramètres de la pondération
photométrique. De gauche à droite, trois diﬀérents types de bruits sont ajoutés sur l’image :
Gaussien (α = 1), Laplace (α = 0.5) et Cauchy(α = 0) avec une même échelle s = 10. Notons
que les variations du PSNR sont très faibles et que les maxima sont atteints pour des valeurs
de la pondération photométrique proches de celles du bruit ajouté sur l’image.
Avec le modèle constant et les paramètres αg = 0.5, αp = −1, et sg = sp = 5, l’énergie
obtenue en utilisant l’heuristique GNC précédente est 1.0022 fois l’énergie obtenue grâce à la
méthode exhaustive (Moyenne sur 10 images bruitées avec un bruit Gaussien plus poivre et sel).
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Les énergies obtenues grâce au GNC et à celles de la méthode exhaustive, sont par conséquent,
très proches. Sur ces images, le PSNR obtenu par la méthode exhaustive est de 37.2 ± 0.5dB.
Etonnamment, avec l’approche GNC, le PSNR obtenu est supérieur : 39.2 ± 0.2dB. Avec une
variance diminuée. En eﬀet, avec l’augmentation du nombre d’itérations, le PSNR croît ra-
pidement jusqu’à atteindre un maximum aux alentours d’une dizaine d’itérations, pour dimi-
nuer faiblement jusqu’à converger vers une asymptote du maximum atteint au ﬁl des itérations
(Fig. B.5). Un comportement similaire est observé quel que soit le type de bruit.
Le ﬁltre bilatéral guidé est appliqué sur une image identique à celle de la Fig. B.2 avec un
bruit Gaussien (s = 5) plus poivre et sel (10%) ajouté (PSNR = 14.5dB). Cette image est choisie
pour sa diﬃculté, en eﬀet, les ﬁnes parties formant des angles obtus sont sujettes à disparaître
si aucune information de structure est donnée lors d’une restauration de l’image bruitée par
une perturbation non Gaussienne. Le guide utilisé est, dans cet exemple, une transformation
gamma de l’image originale sans ajout de bruit (PSNR = 13.1dB). La ﬁgure B.4 montre les
résultats du ﬁltre bilatéral croisé (avec ss = 1, αg = 1, sg = 5, PSNR = 27.48 dB) après 1
et 100 itérations (avec ss = 1, αg = 1, sg = 5, PSNR = 20.71dB). Dans le premier cas, le
bruit poivre et sel n’est pas totalement supprimé. Avec 100 itérations, le bruit poivre et sel a
été totalement supprimé, mais les convolutions spatiales itérées entraînent aussi une suppression
des détails. La troisième colonne correspond au ﬁltre bilatéral guidé avec un modèle constant
(PSNR = 39.6dB) et linéaire (PSNR = 38.5dB). Le PSNR obtenu par le ﬁltre bilatéral guidé
est largement supérieur à celui obtenu avec le ﬁltre bilatéral croisé, itéré ou non. Ceci peut
être expliqué par le fait que, contrairement au ﬁltre bilatéral croisé, il n’y a pas de convolution
spatiale augmentant avec les itérations. Le guide étant sans bruit, une grande valeur pour ss,
i.e. ws = 1, est préférable pour utiliser toute l’information dans le voisinage procuré par le
guide. La diﬀérence de PSNR entre le modèle constant et linéaire est assez faible. L’avantage
du modèle constant est que les détails ﬁns circulaires sont mieux préservés, mais un αp petit
entraîne l’apparition d’un eﬀet escalier dans les régions de faibles gradients. L’avantage du
modèle linéaire est la suppression de l’eﬀet escalier, en contre partie, certains détails ﬁns sont
supprimés.
Toujours sur la même image, nous avons étudié l’inﬂuence de la variation des paramètres
αp ∈ [−0.5, · · · , 1.0] et sp ∈ [1, · · · , 20] en fonction du type de bruit ajouté sur l’image. Trois
diﬀérents types de bruits ont été ajoutés : Gaussien (α = 1), Laplace (α = 0.5) et Cauchy
(α = 0) avec un même paramètre d’échelle s = 10. La ﬁgure B.6 montre que les variations du
PSNR en fonction de αp et sp sont légères. Le meilleur PSNR est atteint quand αp = 0.5 quand
du bruit Gaussien est ajouté comme attendu. Avec un bruit Laplacien, le meilleur PSNR est
atteint pour deux valeurs d’échelle sp = 1 et sp ≈ 8. Quand un bruit de Cauchy est ajouté, le
meilleur PSNR est atteint quand sp = 6 et αp = 0 mais aussi pour sp = 1 et αp = 0.5. Ces deux
maxima peuvent être expliqués par le fait que l’intensité de l’image est bornée entre 0 et 255.
Ces résultats montrent que le ﬁltre bilatéral guidé ne nécessite pas une estimation très précise
des paramètres pour fournir des résultats proches de l’optimal.
B.4.2 Estimation des paramètres à partir des statistiques de l’image
L’interprétation statistique des poids du ﬁltre bilatéral robuste décrite à la ﬁn de la partie
B.2.1 suggère une façon d’estimer le produit entre la forme du produit des pondérations spa-
tiales et photométriques. En eﬀet, si on exclut le centre de la fenêtre, la densité de probabilité de
p(b‖‖t‖) dans (B.5) peut être observée approximativement à partir du résidu E(x) − E(x + t),
pour chaque ‖t‖, à partir de l’image d’entrée. La ﬁgure B.7 montre en rouge l’histogramme du
résidu pour trois bruits (Gaussien, Laplacien et Cauchy avec comme échelle s = 10) ajoutés sur
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Figure B.7 – Estimation des paramètres à partir des statistiques de l’image. En rouge, l’histo-
gramme des résidus des intensités de l’image sur laquelle diﬀérents types de bruits (de gauche
à droite : Gaussien, Laplace, Cauchy avec une échelle de s = 10) ont été ajoutés. En noir, la
régression par une loi des SEF.
la même image. La régression d’une loi de type SEF est faite sur chaque histogramme en minimi-
sant la vraisemblance. Ces estimations apportent des valeurs intéressantes des paramètres aﬁn
d’initialiser le ﬁltre bilatéral robuste. L’estimation obtenue sur chaque histogramme est tracée
en noir sur la Fig B.7. Les valeurs estimées sont (0.63, 13.6), (0.38, 9.6), (0.23, 15.4) respective-
ment pour les bruits Gaussien, Laplace et Cauchy. En utilisant ces valeurs en entrée du ﬁltre
bilatéral guidé, les PSNR moyens sur 10 images sont respectivement : 40.8, 41.2 et 36.3dB. Ces
valeurs sont très proches du PSNR optimal atteint sur la ﬁgure B.6 (respectivement 40.9, 41.3
et 37.0dB ). En moyenne, les PSNR obtenus sont seulement moins bons de 0.8% par rapport
aux optimaux.
B.4.3 Bruit sur le guide
Les performances intéressantes obtenues avec le ﬁltre bilatéral guidé en l’absence de bruit
sur le guide ont été conﬁrmées lorsqu’un bruit Gaussien (s = 5) est ajouté sur le guide. La
ﬁgure B.8 montre sur quatre images le résultat du ﬁltre bilatéral croisé, du ﬁltre guidé introduit
dans [HST10a] et du ﬁltre bilatéral guidé sur une partie de chaque image. Les meilleures per-
formances en terme de PSNR en faisant varier les diﬀérents paramètres d’entrée sont aﬃchées
dans le Tableau B.10. Le ﬁltre bilatéral guidé surpasse à chaque fois les deux autres ﬁltres de
plusieurs dB.
Avec l’image dont un extrait est visible dans la ﬁgure B.2, nous avons étudié, le cas où un
bruit Gaussien (s = 5, PSNR = 13.1dB) et poivre et sel (10%, PSNR = 11.1dB) ont été
ajoutés sur l’image et sur le guide. Des diﬃcultés ont été observées quand le bruit sur l’image
E et le guide G ont des valeurs proches. Cela nous a amené à tester le cas plus diﬃcile comme
la situation où le bruit ajouté sur le guide et sur l’image originale sont entièrement corrélés
(Première colonne de la ﬁgure B.9). Dans la dernière colonne de la ﬁgure B.9, nous pouvons
constater que le bruit poivre et sel n’est pas éliminé par le ﬁltre bilatéral guidé (avec αg = 0,
αp = −1, sg = sp = 5, PSNR = 14.5dB) à cause de la corrélation. Le ﬁltre bilatéral guidé
n’est pas robuste au bruit quand il est corrélé entre l’image d’entrée et le guide. La solution
est donc d’eﬀectuer un pré-traitement en utilisant le ﬁltre bilatéral robuste sur le guide (avec
ss = 1, αp = −1, sp = 5). Après ce traitement sur le guide, la procédure utilisant le GNC
est appliquée sur l’image d’entrée comme précédemment, mais, avec une pondération spatiale
ss plus petite aﬁn de prendre en compte le fait que le guide est moins précis que dans le cas
sans bruit. Un bon PSNR est obtenu (29.0dB) en utilisant le pré-traitement précédemment
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Figure B.8 – De gauche à droite : L’image originale, l’image dégradée avec un bruit Gaussien
(s = 5) plus poivre et sel (10%), l’image guide (γ = 1.4, le résultat du ﬁltre bilatéral croisé,
du ﬁltre guidé [HST10a] et du ﬁltre bilatéral guidé, le résultat du ﬁltre bilatéral croisé itéré,
le résultat du ﬁltre guidé, le résultat du ﬁltre bilatéral guidé, notons que l’intensité de l’image
originale est mieux restituée avec le ﬁltre bilatéral guidé du fait de son caractère robuste
décrit. En comparaison, sans le guide avec les mêmes paramètres, le PSNR est égal à 27.4dB,
Les résultats obtenus en utilisant le ﬁltre bilatéral croisé sont de moins bonne qualité dans les
deux cas, avec (ws = 1, αg = 0, sg = 70, PSNR = 23.3dB) et sans pré-traitement sur le guide
(ss = 1.5, αg = 0, sg = 70, PSNR = 21.5dB).
B.5 Applications
Pour illustrer l’intérêt du ﬁltre bilatéral guidé, nous allons montrer quelques exemples d’ap-
plication comme l’aﬃnement de carte de profondeur et la restauration d’image en présence de
brouillard en plus du cas du débruitage d’image prise avec ﬂash et sans ﬂash de la ﬁgure B.3.
B.5.1 Affinement de la carte de profondeur
Le ﬁltre bilatéral croisé a été utilisé dans [YYDN07] pour aﬃner la carte de profondeur et
interpoler en utilisant une des images de la paire stéréo comme guide. La ﬁgure B.11 montre
une carte de disparité obtenue en utilisant l’algorithme de propagation de croyance (« belief
propagation »). L’algorithme a été stoppé volontairement avant la convergence totale. Même
avec plusieurs valeurs aberrantes sur la carte de disparité, l’aﬃnement réalisé avec le ﬁltre
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Figure B.9 – Première colonne : l’image E à traiter avec un bruit Gaussien plus poivre et sel
et l’image guide G avec du bruit Gaussien et poivre et sel corrélé avec celui de l’image à traiter.
Seconde colonne : résultat du ﬁltre bilatéral croisé sans et avec le pré-traitement sur le guide.
Troisième colonne : le résultat du ﬁltre bilatéral guidé sans et avec le pré-traitement sur le guide.
bilatéral guidé produit de bons résultats. Pour obtenir ce résultat, une approche par GNC a été
eﬀectuée avec les paramètres : ws = 1, αg = 0, sg = 10, αp = −1, sp = 40. Le résultat obtenu
avec le ﬁltre bilatéral croisé est moins convaincant (cf ﬁgure B.11).
B.5.2 Restauration d’image en présence de brouillard
Comme dans [TH09], la restauration d’image en présence de brouillard est eﬀectuée en deux
étapes : d’abord, le voile atmosphérique est estimé à partir des couleurs saturées (le maximum
des composantes RVB pour chaque pixel), ensuite un ﬁltre médian est eﬀectué. Le voile estimé
est utilisé pour supprimer le brouillard en inversant la loi de Koshmieder qui modélise l’eﬀet
du brouillard. Entre ces deux étapes, le voile atmosphérique peut être aﬃné en appliquant le
ﬁltre bilatéral guidé sur le voile, en utilisant l’image couleur originale comme guide. Cette étape
supplémentaire améliore la suppression du brouillard dans les zones ﬁnes et complexes comme
les feuilles (ﬁgure . B.12.). Les paramètres du ﬁltre bilatéral guidé utilisés sont ws = 1, αg = 0.5,
sg = 10, αp = 0, sp = 10 dans cet exemple.
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Filtre ﬁltre bilatéral croisé ﬁltre guidé ﬁltre bilatéral guidé
Hudson diathom 24.9 28.3 35.3
Baboon 13.4 28.7 31.6
Fishing boat 14.0 29.9 32.9
Peppers 14.2 28.6 34.03
Figure B.10 – Le meilleur PSNR en fonction des valeurs des paramètres pour les 4 images de
la ﬁgure. B.8 avec le ﬁltre bilatéral croisé, le ﬁltre guidé [HST10a] et le ﬁltre bilatéral guidé.
Figure B.11 – Première ligne : à gauche, l’image originale de la paire stéréo et la carte de
disparité obtenue en utilisant un algorithme de reconstruction dense. Seconde ligne : la carte de
disparité aﬃnée par le ﬁltre bilatéral croisé et le ﬁltre bilatéral guidé
B.6 Conclusion
Nous avons décrit les points importants du ﬁltre bilatéral guidé et de ses variantes qui
permettent de renforcer le lien entre le ﬁltre bilatéral, le ﬁltre bilatéral robuste et l’estimation
robuste. Pour garder le lien entre l’estimation robuste et le ﬁltre bilatéral croisé, nous avons
proposé une nouvelle façon d’introduire ce dernier, ce qui nous a amené naturellement à la
déﬁnition d’un ﬁltre plus générique, que nous appelons le ﬁltre bilatéral guidé. Nous avons
décrit le ﬁltre bilatéral guidé et ses variantes. Le ﬁltre a pour cas particuliers le ﬁltre bilatéral,
le ﬁltre bilatéral robuste, le ﬁltre bilatéral croisé. Les entrées de ce ﬁltre sont deux images :
l’image à traiter et le guide. Le ﬁltre bilatéral guidé nécessite cinq paramètres. Nous proposons
une façon de ﬁxer ces paramètres en utilisant les images d’entrée. Ce ﬁltre est itératif, pour
cela, nous utilisons une heuristique, basée sur l’approche de non-convexité graduelle (GNC)
pour converger vers minimum local intéressant de la fonction de coût en un nombre réduit
d’itérations. Expérimentalement, en terme de PSNR, le ﬁltre bilatéral guidé surpasse les autres
ﬁltres qui sont capables de prendre en compte un guide. Le ﬁltre proposé est robuste aux valeurs
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Figure B.12 – Première colonne : l’image originale en présence de brouillard. Seconde colonne :
suppression du brouillard en utilisant le ﬁltre médian [TH09]. Troisième colonne : suppression
du brouillard en utilisant le ﬁltre bilatéral guidé. Les halos produits par le ﬁltre médian sont en
grande partie supprimés avec le ﬁltre bilatéral guidé
aberrantes dans l’image traitée mais il ne l’est pas lorsqu’elles sont dans le guide. Dans ce cas, la
solution proposée consiste simplement à pré-traiter le guide en utilisant le ﬁltre bilatéral robuste
et en prenant en compte la réduction de qualité dans la pondération spatiale du ﬁltre bilatéral
guidé. Le ﬁltre proposé peut être utilisé dans plusieurs applications comme le rehaussement de
contrastes, le sur-échantillonnage, le traitement d’images avec ﬂash/sans ﬂash, l’aﬃnement de
carte de profondeur ou la restauration d’images en présence de brouillard.
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Résumé
Nous nous sommes intéressés au problème de la reconstruction 3D à partir de paires sté-
réoscopiques en présence de brouillard. De nombreux algorithmes existent pour eﬀectuer la
reconstruction stéréoscopique, mais peu sont adaptés aux conditions dégradées et en particulier,
au brouillard. De ce fait, ils produisent des résultats incorrects à partir d’une certaine distance.
L’une des principales causes de cette limitation est la diminution du contraste avec la distance
due au brouillard.
La restauration du contraste dans une image en présence de brouillard connaît un intérêt
croissant en traitement d’image ces dernières années, en particulier pour des applications desti-
nées aux aides à la conduite. De nombreux algorithmes ont été proposés et permettent d’apporter
des solutions approchées à ce problème. Un grand nombre d’entre eux sont fondés sur la loi de
Koschmieder qui permet de faire le lien entre l’intensité de l’image, l’intensité originale de la
scène et la profondeur. L’un des problèmes de la restauration du contraste monoculaire est l’am-
biguïté entre l’épaisseur du voile atmosphérique liée à la profondeur et la couleur plus ou moins
claire de la scène, qui fait que ce problème est mal posé. Des contraintes arbitraires doivent donc
être ajoutées et cela fait que la solution est approchée. Souvent, la profondeur estimée est très
diﬀérente de la profondeur exacte de la scène, en particulier à courte distance où le voile est
faible..
A partir de ce constat, la complémentarité de la reconstruction stéréo et de la restauration
apparaît et un algorithme de reconstruction et de restauration simultanées a été proposé pour
la première fois. Pour cela, nous proposons une approche probabiliste fondée sur les champs
de Markov. Le modèle proposé permet, grâce à l’indice de profondeur de la stéréovision, de
restaurer le contraste avec précision à courte distance. De plus, les images restaurées facilitent
la reconstruction à longue distance. Une évaluation qualitative de l’algorithme proposé montre
une amélioration signiﬁcative de la qualité de la carte de profondeur générée par rapport aux
algorithmes classiques ne prenant pas en compte le brouillard. L’évaluation montre aussi que les
restaurations obtenues sont de qualité proche de celles de l’état de l’art.
Mots-clés: Reconstruction 3D, Restauration d’images, Brouillard, Optimisation de fonctions
pseudo-booléennes
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