We give a construction of the monopole bundles over fuzzy complex projective spaces as projective modules. The corresponding Chern classes are calculated. They reduce to the monopole charges in the N → ∞ limit, where N labels the representation of the fuzzy algebra. 1
Introduction
Gauge theory on noncommutative spaces has attracted considerable interest in recent years. In particular, topologically nontrivial solutions such as instantons were found on the noncommutative plane. They are conveniently described in terms of projective modules over the algebra A of functions on the noncommutative space. Additional motivation is provided by the appearance of noncommutative gauge theory as an effective theory of D-branes in string theory. This led to an interpretation of the nontrivial solutions of gauge theory on noncommutative flat space in terms of nonperturbative configurations in the D-brane background, see e.g. [1] .
On the other hand, gauge theory on non-flat noncommutative spaces is not very well understood. A particularly nice class of such spaces are the so-called fuzzy spaces, the simplest example being the fuzzy sphere [2] . Understanding field theory and in particular gauge theory on fuzzy spaces is important for several reasons. First, the fuzzy spaces provide a nice regularization of field theory, because they admit only finitely many degrees of freedom. This provides an alternative to lattice regularization, with the advantage of preserving a large symmetry group [3, 4] . While much work has been done for the fuzzy sphere, the higher-dimensional spaces such as fuzzy CP n are largely unexplored.
The fuzzy spaces also arise in string theory. For example, the fuzzy sphere and its q-deformed version appear as a D-brane in the SU(2) WZW model, as discussed by several authors [5, 6] ; see also [7] and references therein. In fact, many fuzzy spaces investigated so far can be considered as D-branes on group manifolds [8] . Moreover, gauge theory on the fuzzy sphere appears as an effective theory of the D-branes in S 3 , in the k → ∞ limit of the SU(2) k WZW model at level k. Furthermore, fuzzy spaces also arise as solutions of the IKKT matrix model [9, 10] . It is therefore natural to ask for a proper geometrical description and interpretation of such a system, in particular of the topologically nontrivial configurations.
Topological aspects of field theory on the fuzzy sphere have first been discussed in [11] . The formulation as projective modules has been elaborated explicitly for the fuzzy sphere in [12, 13, 14] , and an alternative approach using matrix models was given in [15] .
Furthermore, Dirac operators on the fuzzy sphere have been proposed in [16, 17] and [18, 19] . Their properties and the relation to topologically nontrivial configurations and the fermion doubling problem have been studied in [20, 21] .
For physical applications, it is clearly desirable to consider spaces of dimension 4 and higher. The simplest higher-dimensional fuzzy spaces are fuzzy CP 2 and CP n , which have been studied in [4, 22, 23, 24] .
In this paper, we consider fuzzy CP 2 and CP n in more detail, and we present a simple formulation of monopole bundles on fuzzy CP n using projective modules. We also introduce a suitable differential calculus, which allows to compute the canonical connection and field strength explicitly. The corresponding Chern classes are calculated. As in the case of the fuzzy sphere, the Chern numbers are integers only in the commutative limit. For related work on a fuzzy four-sphere see [28] .
The outline of this paper is as follows. In section 2, the geometry of classical CP n is formulated using two different approaches. The first is in terms of (co)adjoint orbits of su(n + 1), and the second using a generalized Hopf fibration. Both lead to a useful characterization in terms of (n + 1) × (n + 1) matrices satisfying a quadratic characteristic equation. For better readability we first present the case of CP 2 , and then the general case for CP n separately.
In section 3, the fuzzy spaces CP 2 N and CP n N are discussed form these two points of view, leading again to a quadratic characteristic equation for algebra-valued (n + 1) × (n + 1) matrices. This encodes the commutation relations of the coordinate algebra in a compact way. In particular, the Hopf fibration is quantized in terms of a Fock space representation.
In section 4, we give a construction of the projective modules corresponding to monopole bundles for fuzzy CP n N . This is done using an explicit form of the projection operators. We also explain how a section of the constructed line bundles corresponds to a complex scalar field. A similar construction for the classical case of S 3 → S 2 has been given by Landi in [25, 26] .
In section 5, a differential calculus is constructed, which in the fuzzy case involves more degrees of freedom than in the classical case. This is again typical for fuzzy spaces, and we explain in what sense the classical calculus is recovered in the commutative limit. This calculus is then used to compute the field strength and Chern class for the monopole bundles. We show that the usual (integer) Chern numbers are recovered in the limit of large N.
The geometry of CP n
We will discuss two descriptions of CP n here. The first is in terms of (co)adjoint orbits of su(n + 1), and the second is based on the generalized Hopf fibration U(1) → S 2n+1 → CP n . Both are manifestly covariant under SU(n + 1), which is maintained in their quantization as fuzzy CP n .
Adjoint orbits
In general, an adjoint orbit of a (finite-dimensional) Lie group G with Lie algebra g is given in terms of some t ∈ g as
Then O(t) can be viewed as a homogeneous space:
Here K t = {g ∈ G : [g, t] = 0} is the stabilizer of t, which determines the nature of the space O(t). Any such conjugacy class is invariant under the adjoint action of G. "Regular" conjugacy classes are those with K t being the maximal torus, and have maximal dimension dim(O(t)) = dim(G) − rank(G). Here we are interested in degenerate orbits such as CP 2 or CP n . They correspond to degenerate t, and have dimension dim(O(t)) = dim(G)− dim(K t ).
A nice way to characterize the type of the orbit (for matrix Lie groups) is through its characteristic equation χ(Y ) = 0 for Y ∈ O(t), which is invariant under conjugation and therefore depends only on the eigenvalues of t.
For example, in order to obtain CP 2 = SU(3)/(SU(2) × U(1)), we should choose the matrix t ∈ g ∼ = {Y ∈ Mat(3, C); Y † = Y, tr(Y ) = 0} with only two distinct eigenvalues. A natural choice for an element of the adjoint orbit is hence t = diag(−1, −1, 2), so that the stabilizer is K t = SU(2)×U (1) . The normalization of the matrix t defines the scale of the resulting CP 2 , which is irrelevant for the discussion here 4 .
The characteristic equation for CP 2 is therefore quadratic, and has the form
This equation characterizes CP 2 as submanifold in the embedding space R 8 .
We will see that an analogous characteristic equation holds for fuzzy CP n . This construction of CP 2 can also be understood as follows:
satisfies P 2 = P, T r(P ) = 1 (5) as a consequence of (3), hence P ∈ Mat(3, C) is a projector of rank 1 and can be written as
where (z i ) = (z 1 , z 2 , z 3 ) ∈ C 3 is normalized as z i |z i = 1. Such projectors are equivalent to rays in C 3 , which give the second description of CP 2 as S 5 /U(1). The adjoint action on Y corresponds to the fundamental representation on C 3 . Similarly, to obtain CP n ∼ = SU(n + 1)/(SU(n) × U(1)), we need a matrix t ∈ su(n + 1) with 2 distinct eigenvalues and multiplicities (n, 1), hence a natural choice is t = diag(−1, −1, ..., −1, n) up to normalization. It satisfies the characteristic equation
Again, this can be understood by considering the (n + 1) × (n + 1) matrix
which is also a projector of rank 1. Hence P ∈ Mat(n + 1, C) can be written as
where z i |z i = 1. This is the relation to the second description of CP n as S 2n+1 /U(1).
Global coordinates for CP 2 and CP n
For later purpose, we introduce coordinates on CP 2 and CP n . It is useful to choose an overcomplete set of global coordinates, which is easily generalized to the fuzzy case. Let us first consider CP 2 , described as above by the matrix Y = g −1 tg ∈ Mat(3, C). It is natural to write the matrix Y in terms of the Gell-Mann matrices λ a of su(3) as
The Gell-Mann matrices satisfy
and are related to the generators T a of the Lie algebra via
where π Λ (1) denotes the fundamental representation of su(3) with highest weight Λ (1) . The characteristic equation
written in terms of the coordinates y a in eq.(8) takes the form
It is clear from the above construction that this set of relations indeed characterizes the appropriate adjoint orbit in su(3).
For CP n , we consider the generalized Gell-Mann matrices of su(n + 1) which are defined by
where T a are the generators of su(n + 1). They satisfy
Then the characteristic equation
using the expansion Y = y a λ a = g −1 tg takes the form g ab y a y b = n(n + 1) 2 , d ab c y a y b = (n − 1) y c .
Some geometry. Notice that the symmetry group SU(3) contains both "rotations" as well as "translations". The generators J a act on a point Y = y a λ a ∈ CP 2 as
In terms of the coordinate functions on the embedding space R 8 , this can be realized as differential operator
Now we can identify the rotations in SU(3): Consider the "south pole" on CP 2 , for Y = diag(−1, −1, 2) = −rλ 8 for some radius r, hence y a = −rδ a,8 .
The rotation subgroup is generated by its stabilizer algebra su(2) × u(1), which is generated by the elements
of su(3) (using the standard conventions). It is a subgroup of the Euclidean rotation group SO(4) = SU(2) L × SU(2) R . The remaining generators
change the position of Y = −rλ 8 ∈ CP 2 , hence they correspond to "translations". All this generalizes to CP n in an obvious way. There is another interesting subspace of CP 2 : the "north sphere". This is a nontrivial cycle of CP 2 which will be useful later. Consider again the parametrization of CP 2 in terms of 3 × 3 matrices Y = U −1 diag(−1, −1, 2)U introduced in section 2.1. Using a suitable U ∈ SU(3), we can put it into the form
This is the subspace of CP 2 with maximal value of y 8 = 1 2 r, where y 4,5,6,7 = 0 and 2r 2 = T rY 2 = 2 a=1,2,3,8 y 2 a . It follows that y 2 1 + y 2 2 + y 2 3 = 3 4 r 2 , which is a sphere of radius √ 3 2 r. A similar sphere can be found for all CP n .
Harmonic analysis
Fuzzy CP n is defined as a particular (finite) noncommutative algebra which is covariant under SU(3), and is interpreted as quantization of the algebra of functions of CP n . To justify the construction, we first have to understand the space of harmonics on CP n , and then compare it with the noncommutative case. This can be done using the Hopf fibration U(1) → S 2n+1 → CP n . First, consider the space of equivariant functions over S 2n+1 . Define the U(1) action on C n+1 as
where ω ∈ U(1). With this U(1) action, we define the equivariant functions
where P ol p,q (z, z) denotes the polynomial functions of degree (p, q) in the coordinates z i resp. z j on C n+1 . As a representation of su(n + 1), it has the structure P ol p,q (z, z) ∼ = V (p,0,...,0) ⊗ V (0,...,0,q)
where V (d 1 ,...,dn) denotes the highest weight irrep with Dynkin indices (d 1 , ..., d n ).
In order to identify these with the functions on S 2n+1 , we impose the condition r 2 = i z i z i , which defines the equivariant functions C(κ, S 2n+1 ). By construction, it is clear that C(0, S 2n+1 ) is isomorphic to the space of functions C(CP n ) on CP n . Since V (p,0,...,0) ⊗ V (0,...,0,p) = ⊕ p n=0 V (n,0,...,0,n) and taking the radius r into account, it follows that C(0, S 2n+1 ) decomposes under su(n + 1) as
Similarly, C(κ, S 2n+1 ) can be identified with the space of sections Γ κ (CP n ) of the line bundle on CP n with monopole number κ. Moreover, there is a natural multiplication of two equivariant polynomials C(κ, S 2n+1 ) and
The decomposition under su(n + 1) is similar to (24):
see also [4] . We will recover this structure of harmonics in the fuzzy case, up to some cutoff.
3 Fuzzy Complex Projective Spaces CP n N .
In general, (co)adjoint orbits (1) on G can be quantized in terms of a simple matrix algebra Hom C (V N ), where V N are suitable representations of G. The appropriate representations V N can be identified by matching the spaces of harmonics (i.e. using harmonic analysis), see [8] for the general case. Fuzzy CP 2 has been introduced in [4, 22] , and fuzzy CP n in [23].
CP 2
N Again we first consider CP 2 . To identify the correct representations V N of su(3), we must match the space of harmonics (24) with the decomposition of Hom C (V N ) under the adjoint, which is
for certain multiplicities n λ . Here λ denotes the highest weight. It is easy to see that for both
which matches (24) up to a cutoff. Therefore we define fuzzy CP 2 as
Under the (adjoint) action of su (3), it decomposes into the harmonics (28) ⊕ N p=0 V (p,p) , cp. [4] . Comparing with (24), these harmonics are in one to one correspondence with the harmonics on classical CP 2 up to the cutoff at p = N. The remarkable point is that this finite space of harmonics closes under the matrix multiplication in CP 2 N . Hence by construction, fields on CP 2 can be approximated by CP 2 N = Mat(D N , C), therefore field theory on fuzzy CP 2 N should be a good regularization for field theory on CP 2 . To make the correspondence with classical CP 2 more explicit, we consider the
where λ a are the Gell-Mann matrices as before, and
The coordinate functions x a = (x 1 , ...x 8 ) on fuzzy CP 2 are defined by
They are operators acting on V N . Here Λ N is a scaling parameter which will be fixed below. By construction, the x a transform in the adjoint under su(3), just like the classical coordinate functions y a introduced in Section 2.2.
which is equivalent as algebra
To find the relations among these generators x a , we can use the characteristic equation (134) of X given in appendix:
Using f a bc f d bc = 3δ ad , we obtain
Hence taking the scale parameter Λ N to be
we find the defining relation of the algebra CP 2 N :
in agreement with Balachandran et al. [22] . Let us verify that CP 2 N admits an approximate "south pole" at x 8 ≈ −1. It corresponds to the lowest weight state of V (N,0) which has eigenvalue
For CP 2 * N , one would obtain an approximate north pole, but no south pole.
The "angular momentum" operators (generators of SU(3)) now become inner derivations:
and
Recall that the symmetry group SU(3) contains both "rotations" as well as "translations".
The integral on CP 2 N is given by the suitably normalized trace,
which is clearly invariant under SU(3).
CP n N
The construction for fuzzy CP n is entirely analogous to fuzzy CP 2 . To identify the correct representations V N of su(n+1), we must match the space of harmonics (24) with the decomposition of Hom
The representations appearing in the r.h.s. of eq.(44) match (24) up to the cutoff N. We therefore define the algebra of the fuzzy projective space by
where
from Weyl's dimension formula. The fuzzy coordinates and their commutation relations are obtained again by considering the (n + 1)
where λ a are the Gell-Mann matrices of su(n + 1) and
The coordinate functions x a for a = 1, ..., n 2 + 2n on fuzzy CP n are defined by
Λ N is a scaling parameter which will be fixed below. By construction, the x a transform in the adjoint under su(n + 1), just like the classical coordinate functions y a introduced in Section 2.2. Using the characteristic equation (138) of X, (X − nN n + 1 )(X + N n + 1 + 1) = 0 (50)
we have
Using f a bc f d bc = (n + 1)δ ad , we obtain
Hence for
For large N, this reduces to (16) . Again, CP n N admits an approximate "south pole" which corresponds to the lowest weight state of V N . The symmetry group SU(n + 1) acts by inner derivation as for CP 2 , and the integral is given by the suitably normalized trace over V N .
Representation on a Fock space
In order to introduce nontrivial line bundles, it is useful to quantize directly the fibration U(1) → S 2n+1 → CP n . In this section we will first introduce noncommutative C n+1 , in terms of operators a i , a + i (i = 1, ..., n+1) which are quantizations of the coordinate functions z i , z i of C n+1 ⊃ S 2n+1 . Then fuzzy CP n will be obtained as a subalgebra of this noncommutative C n+1 . This has been used first in [22] . The equivalence to the definition given previously will be manifest.
The generators a + i , a i of noncommutative C n+1 are creation-resp. annihilation operators which transform as V (1,0...,0) resp. V * (1,0,...,0) = V (0,..,0,1) , and satisfy the canonical commutation relations
The resulting algebra will be denoted as C n+1 θ . As in the previous section, we consider the U(1) defined by
where ω ∈ C and |ω| = 1. With this U(1) action, the equivariant operators
This means that κ counts the difference of the number of creation and annihilation operators, and thus an element
where N is the number operator: N = n+1 i=1 a + i a i . As in the commutative case, there is a natural multiplication of the equivariant operators C(κ, C n+1 θ ) and C(κ ′ , C n+1 θ ) such that
Hence the equivariant operators C(κ, C n+1 θ ) can be interpreted as C(0, C n+1 θ )module.
Consider the following generators of C(0, C n+1 θ ):
By construction, they transform in the adjoint of su(n + 1), and satisfy the relations
and a=1,...,n 2 +2nξ aξa = n 2(n + 1) N(N + n + 1) .
To obtain fuzzy CP n N , we must "fix the radius" in C n+1 θ , i.e. choose a Fock space representation with fixed particle number N. As usual, the Fock space is defined by acting with the creation operators a + i on the vacuum state |0 , which satisfies a i |0 = 0. The N-particle subspace F N is obtained by acting with N creation operators on the vacuum, with basis
where the label m is a set of positive integers m i , m = (m 1 , ..., m n+1 ) satis-
Hence if acting on the N-particle subspace F N , we recover precisely the relations (52) and (53). Next, we verify that the operatorsξ a also satisfy (54) if acting on F N . In order to see this, we prove the characteristic equation (50) as follows: Using the Fierz identity for the generators T a and the definition of the generatorsξ, we obtain
On the other hand, it is straightforward to confirm that the operator P :
is a projection operator, i.e. P 2 = P . Defining the matrixX i j = 2 T ai jξ a and using (68), the operator P can be written as
In terms ofX, the relation P 2 = P gives 0 = P (P − 1) = 1 (N + 1) 2 (X + 1 + N n + 1 )(X − N + N n + 1 ) .
This is exactly the characteristic equation (50) for X, if the number operator N is replaced by the number N. Hence the relations (52), (53) and (54) of fuzzy CP n hold on the Fock space representation F N of C(0, C n+1 θ ). Therefore any f ∈ C(0, C n+1 θ ) defines a map
Now observe that the Fock space F N is precisely the irreducible representation V N = V (N,0..,0) of su(n + 1). Since the generatorsξ a act on F N and generate the su(n + 1) algebra, they generate Hom C (F N ), and the equivalence of this definition of CP n N with the one given in the previous section in terms of Mat(D N , C) (or more precisely Hom C (V N )) is manifest 7 .
Projective modules
From the noncommutative geometry point of view, the algebraic object corresponding to a vector bundle is the projective module of finite type. This equivalence of vector bundles and projective modules is based on the Serre-Swan Theorem, and thus in the following discussion, the projective modules are the relevant objects to deal with.
A projective A-module can be constructed from the free module A p together with a projection operator P, which is an element of Mat(p, A), the space of p × p matrices with elements in the base algebra A.
We will consider the noncommutative analogue of the monopole bundles, i.e. the U(1) bundles over the fuzzy CP n . For this purpose, we construct a rank 1 projection operator which determines the module associated with the complex rank 1 vector bundle. The advantage of this formulation compared to [4] is that it also provides a canonical connection, which can be used e.g. to calculate Chern numbers.
We follow the approach taken in [25] here. In general, a rank 1 projection operator P ∈ End(A p ) in the space of p × p matrices can be constructed by using an p-component vector defined as follows:
where v µ is an element of a left-B-right-A bimodule M. Here B is also an algebra, but not necessarily equivalent to A. The only condition needed is the normalization condition
where 1 B denotes the identity of the algebra B. Using this vector v, we define the projection operator as P = vv † .
It is apparent that
by the normalization condition. Note that in order to define the projective module, the matrix elements of the projection operator P must be elements of the algebra A. However, this does not mean that each element of the vector v is also an element of A. Recall that a similar situation occurs in the construction of the so-called localized instanton in R 4 θ using the ADHM construction [30, 31, 1] .
When we construct the vector v below, we take the elements to be in C(κ, C n+1 θ ). Then the matrix elements of the projection operator P κ defined as in (75) are indeed elements of C(0, C n+1 θ ), which if acting on F N is just CP n N , as it should.
To define the vector v, we should distinguish two cases depending on the sign of the integer κ:
where the dimension of the vector v is D κ = (n+κ)! n!κ! , j = (j 1 , ..., j n ) where j i ≥ 0 are integers with j i = κ. The normalization factor is
where the dimension is D κ = (n+|κ|)! n! |κ|! , and the normalization is (c − ( j)) 2 = |κ|! j 1 !j 2 ! · · · j n+1 !(N + n + 1)(N + n + 2) · · · (N + n + |κ|)
It is easy to verify in both cases that v † v = 1 B . One might worry that the denominator of the normalization factor c + ( j) can become 0 for large κ > 0. However, when constructing the projection operator P κ = vv † and specifying the representation space to be F N , the number operator N in c + is replaced by the value N + κ. Therefore for κ > 0 all expressions are well-defined.
On the other hand, for κ < 0, there is a limit for the admissible values of κ. The reason is that v † contains |κ| annihilation operators, hence
Therefore we must impose the bound κ + N ≥ 0 in the case κ < 0.
Scalar fields, or sections in line bundles
Now we can consider the projective module Γ κ (CP n N ) = P κ (CP n N ) D |κ| . An element ξ of the module Γ κ (CP n N ) is thus a D |κ| dimensional vector ξ = {ξ µ }, the components of which are ξ µ ∈ CP n N . This is a section of the line bundle, corresponding to a complex scalar field in U(1) gauge theory. However, the complex scalar field in U(1) gauge theory has a single component in the conventional field theory formulation. The relation between these formulations will be explained next.
Assume that κ + N ≥ 0. The single-component scalar field, i.e. section of the monopole bundle, is given bŷ
On the other hand, we can act withξ on an element ψ = m f m |m ∈ F N , with the result
Thus we can identify an elementξ ∈ C(κ, CP n N ) with a map
in agreement with [4] . In other words, we can identify the scalar fieldξ on CP n N with monopole charge κ with a D N × D (N +κ) rectangular matrix. Equivalently, we can identify the section of the line bundle over CP n N given byξ ∈ C(κ, C n+1 θ ) N as CP n N +κ -CP n N bimodule. Note that from this construction, it is apparent that we must impose the bound κ + N ≥ 0.
From the above construction, we see that there are two pictures of the monopole bundle CP n N +κ -CP n N bimodule. Namely, the same bimodule can be obtained from fuzzy CP n N +κ with monopole charge −κ (assuming N + κ > 0). Since in noncommutative algebras we have to make a choice of left and right multiplication on the module, we can find two equivalent bimodules as 1. monopole with charge |κ| on CP n N 2. monopole with charge −|κ| on CP n N +|κ| .
Hence there is a duality between CP n N with monopole charge κ and CP n N +κ with monopole charge −κ. We see that CP n N and CP n N +|κ| are Morita equivalent, and the scalar field is the equivalence bimodule (the inverse ofξ is given by its conjugate). This is an example showing the relation of Morita equivalence and duality of the noncommutative space.
5 Differential calculus, connection and field strength
Differential forms
We introduce a basis of one-forms θ a , a = 1, 2, ..., n 2 + 2nà la Madore [2] , which transform in the adjoint of su(n + 1) and commute with the algebra of functions:
This defines a space of exterior forms on fuzzy CP n N , which we denote by Ω * N := Ω * (CP n N ). The gradation given by the number of anticommuting generators θ a . The highest non-vanishing form is the (n 2 + 2n)-form corresponding to the volume form of su(n + 1).
One can also define an exterior derivative d : Ω k N → Ω k+1 N such that d 2 = 0 and imposing the graded Leibniz rule. Its action on the algebra elements f ∈ Ω 0 N is given by conjugation with a special one-form: Consider the invariant one-form Θ = ξ a θ a .
Then the exterior derivative of a function f ∈ CP n N is given by
In particular, we have
The definition of d on higher forms is straightforward, once we find d : Ω 1 N → Ω 2 N such that d 2 (f ) = 0. To find it, we follow the approach of [27] for the q-fuzzy sphere. Notice first that there is a natural bimodule-map from one-forms to 2-forms, given by
Then we define
where α ∈ Ω 1 N . One can verify d 2 = 0 in general. To see this, note that ddf = [Θ, df ] + − ⋆ 1 (df ) = 0 using the following relation:
This follows from
where η = 1 2 θ a θ b f abc x c is the symplectic form. One can also show that
which implies dη = 0.
Furthermore, using group-theoretic arguments 8 it is easy to see that
for some numerical constant C. This is more easily recognized as symplectic form.
In order to extend this calculus to C n+1 θ , we can express the generator Θ in terms of the generators a j , a + i as above, interpreted as quantizations of the coordinate functions z j , z i on C n+1 :
Then the calculus on CP n N naturally induces a calculus on C n+1 θ .
Relation to the classical case. For N → ∞, we obtain from this construction the differential calculus on the embedding space R n 2 +2n , which can be pulled back to CP n . For later use, we want to calculate the constant C in (95) in the classical limit N → ∞. Consider CP 2 for simplicity. We introduce a normalization of the frame by
where the constant c is determined such that the tangential one-forms are properly normalized: using (88), we have
(recall that y a denotes the classical coordinate functions). It is sufficient to consider the "south pole" of CP 2 , where y a = −δ a,8 as discussed in section 2.2 (setting r = 1). Then
which due to the explicit form of f ab8 is non-vanishing only for tangential dy a , i.e. a, b ∈ {4, 5, 6, 7} as in (20) . This shows that the "non-tangential" oneforms on CP 2 have zero norm, and indeed the correct 4-dimensional calculus on CP 2 is recovered from our construction. In the fuzzy case, the additional one-forms cannot be avoided, however. The constant c can now be calculated by summing over the tangential a, b ∈ {4, 5, 6, 7}, which gives 4 = δ (tang) ab dy a , dy b = δ ab dy a , dy b = −cf ras f rav y s y v = −3c.
(100)
Here we used the result that dy a , dy b = 0 for non-tangential forms, and
for su (3) . Therefore
We can now relate η = 1 2 θ a θ b f abc y c to
Comparing η, η with η ′ , η ′ , we obtain
therefore
for CP 2 . For CP n , the same calculation gives
Canonical Connection and Field Strength
Once we have a differential calculus, we can define the canonical connection ∇ over the projective module Γ κ (CP n N ) defined by the projection P κ by
where ξ ∈ Γ κ (CP n N ). The curvature 2-form of this canonical connection is given by P κ dP κ dP κ .
When the connection is represented by the covariant derivative on the scalar fieldξ, we obtain
The gauge field and field strength of the above connection ∇ is given by
In order to evaluate this expression, we extend the differential calculus from CP n N to C n+1 θ as discussed above, postulating that the θ a commute with all a i , a j (this can also be interpreted as a calculus on the U(1) principal bundle over CP n N ). Assume first κ > 0. Then using a j N = (N + 1)a j ,
which, using
is
where we have used that when the field strength F is evaluated over the scalar fieldξ, the number operator takes the value N = N + κ. Similarly for κ < 0, we have
Thus in the large N limit, we obtain for all κ F = −κ n 2(n + 1) iη (+o(1/N)).
For CP 2 , this is
using (105). Hence the field strength is indeed quantized, and it is a multiple of the symplectic form in the large N limit. In the next section, we verify that the first Chern number c 1 is given by −κ in the classical limit.
Calculation of the first Chern number for N → ∞
In the classical case, we can integrate the symplectic form η ′ over the cycle y 2 1 + y 2 2 + y 2 3 = 3 4 in CP 2 found in section 2.2. Using f abc = ε abc for a, b, c ∈ {1, 2, 3}, we have
where the sphere has radius R = √ 3 2 . Therefore the first Chern number is
The same can result is found for CP n N in the commutative limit N → ∞. This shows that the bundles constructed above should be interpreted as noncommutative versions of the classical monopole bundles with Chern number c 1 = −κ.
Discussion on Chern numbers for finite N
One might want to calculate the Chern numbers in the fuzzy case. To evaluate the topological charge of the bundle, we should first define an integral on CP n N . The integral of a function f (x a ) on CP n N is naturally defined by
The trace is in the representation Mat(D N , C) of CP n N , and the normalization is chosen such that V ol(CP n ) = 
To calculate the Chern numbers c k = C 2k trF k in the classical case, one should integrate elements in the 2k-th cohomology (i.e. η k where η is the symplectic form) over 2k-cycles C 2k . There exist in fact natural fuzzy 2spheres in CP n N corresponding to the nontrivial 2-cycles used above. However, their topological significance is not clear in the fuzzy case, and we will not pursue this approach any further.
There is another possibility to calculate Chern numbers, noting that e.g. c 1 is also given by the unique invariant projector Ω 2 (CP n ) → C which picks out the coefficient of the unique invariant closed 2-form η on CP n . This projector can be realized by integrating F η n−1 over CP n . Similarly, the k-th Chern number is obtained by integrating F k η n−k over CP n ,
using an integral on CP n which we normalize such that η n = 1. This formulation could be generalized more easily to the fuzzy case, once we know how to integrate over 2n-forms in the fuzzy case. However, there is no satisfactory notion of the integral of a 2n-form over CP n N , since the natural volume-form η n in the fuzzy case does not commute with functions on CP n N . This means that there is an 'ordering ambiguity', and the integral over 2n-forms does not satisfy the crucial cyclic property for finite N. Accordingly, we can expect the c k to be integers only in the large N limit. For the bundle constructed above, we find
Conclusion
In this paper, we investigated the definition of fuzzy complex projective space CP n N from two different points of view, and constructed the nontrivial U(1) bundles over those spaces. The corresponding Chern classes are calculated.
The first approach is to consider CP n as (co)adjoint orbit, given by (n + 1) × (n + 1) matrices Y which satisfy a certain characteristic equation. The quantization of the function algebra is given by a simple matrix algebra Mat(D N , C), more precisely Hom C (V N ) for certain irreducible representations V N of su(n + 1). The appropriate representations V N are determined using harmonic analysis. This leads to an algebra-valued (n + 1) × (n + 1) matrix X, whose characteristic equation gives the explicit relations satisfied by the fuzzy coordinate functions.
The second approach uses the generalized Hopf fibration U(1) → S 2n+1 → CP n . Again a characteristic equation is derived for a certain operator-valued matrix, which coincides with the first approach when we specify the Fock space representation F N ∼ = V N . The second construction is very useful to define the projective modules.
We then construct the projective modules by giving the projection operator in terms of a normalized vector, following the approach for monopoles on S 2 . We find nontrivial projective modules of CP n N labeled by an integer κ, which are interpreted as fuzzy version of the monopole bundles on CP n with monopole number κ. Using a suitable differential calculus, we then calculate the field strength over the monopole bundle, or equivalently the first Chern class. We verify explicitly that the usual Chern numbers are recovered in the commutative limit.
Finally let us recall that fuzzy spaces arise naturally in string theory, for example as D-branes on group manifolds or as solutions of the IKKT matrix model. In both cases one expects that the low-energy effective action should be given by an induced gauge theory. These gauge theories typically have degrees of freedom which are not tangential as in conventional field theories. As we have seen, such degrees of freedom do arise naturally in the differential calculus on fuzzy spaces.
There are several open questions which deserve further investigations. There exists a somewhat different (but related) formulation of monopoles as solutions of a matrix model on the fuzzy sphere [15] ; the extension of this construction to fuzzy CP 2 will be presented elsewhere [29] . Furthermore, fermions have been discussed extensively on the fuzzy sphere, but for CP n no fully satisfactory formulation is available. Of course, a generalization to instantons would also be desirable. 
of su(3). The operator X = a ξ a λ a is an intertwiner on V , where λ a = 2π Λ (1) (T a ) and ξ a = π N Λ (1) (T a ) and T a are the generators of su(3) which satisfy [T a , T b ] = if abc T c . X can be related to the quadratic Casimir of su (3),
as follows: X = a ξ a λ a = 2 a π N Λ 1 (T a )π Λ 1 (T a ) = 1 2 (π V (C 2 ) − π N Λ 1 (C 2 ) − π Λ 1 (C 2 )).
(130) Recall that the eigenvalues of the quadratic Casimirs on the highest weight representation V Λ are given by
where ρ = Λ i is the Weyl vector of su(3), and (, ) denotes the Killing form. It follows that the eigenvalue of X on the components V N Λ 1 +ν in (128) is X = 1 2 (C 2 (NΛ 1 + ν) − C 2 (NΛ 1 ) − C 2 (Λ 1 )) = (ν, NΛ 1 ) + (ν − Λ 1 , ρ) (132) for ν = Λ 1 resp. ν = Λ 1 − α 1 . Using the inner products of the fundamental weights (Λ 1 , Λ 1 ) = 2 3 = (Λ 2 , Λ 2 ), (Λ 1 , Λ 2 ) = 1 3 , (Λ 2 , ρ) = 1 = (Λ 1 , ρ)
for su (3), we find the eigenvalues of X as ( 2N 3 , − N 3 − 1), hence the characteristic equation of X is
7.2 su(n + 1)
For CP n , consider the representation
of su(n + 1). The operator X = a ξ a λ a is an intertwiner on V , where π Λ 1 (T a ) = 1 2 λ a and ξ a = π N Λ 1 (T a ) and T a are the generators of su(n + 1) which satisfy [T a , T b ] = if abc T c . X can again be related to the quadratic Casimir C 2 = 2 a T a T a of su(n + 1) as follows:
Hence the eigenvalue of X on the component V N Λ 1 +ν in (128) is
for ν = Λ 1 resp. ν = Λ 1 − α 1 . The eigenvalues are then ( nN n+1 , − N n+1 − 1), and the characteristic equation of X is given by (X − nN n + 1 )(X + N n + 1 + 1) = 0.
