The distribution of statistics testing restrictions on the coefficients in time series regressions can depend on the order of integration of the regressors. In practice, the order of integration is rarely known. We examine two conventional approaches to this problem -simply to ignore unit root problems or to use unit root pretests to determine the critical values for second-stage inference -and show that both exhibit substantial size distortions in empirically plausible situations. We then propose an alternative approach in which the second-stage critical values depend continuously on a first-stage statistic that is informative about the order of integration of the regressor. This procedure has the correct size asymptotically and good local asymptotic power.
INTRODUCTION
The asymptotic theory of classical inference in multivariate time series models when regressors have one or more unit roots is well understood (Chan and Wei [7] , Park and Phillips [16] , Phillips [19] , Phillips and Durlauf [24] , Sims, Stock, and Watson [29] ). This theory has been developed under the assumption that the number and location of unit roots in the system is known a priori. Many inferences, such as inferences on the number of lags to include in a system, are typically unaffected by the presence of unit roots in the system. However, the null distribution of statistics testing certain quantities of economic interest, such as long-run effects of one variable on another, can depend on whether the regressor has a unit root. This poses difficulties in applied work in which it is rarely known whether a series actually has a unit root. This in turn can lead researchers either to ignore the problems that arise if a regressor is integrated or to use pretests (tests for unit roots or cointegration) to check if the regressors are integrated or cointegrated.
This article studies inference in a special case of this general problem, in which there is a single lagged regressor x,_1 which is suspected, but not approximation are given in Section 3. Section 4 presents results on the posterior probabilities when x, has large, but not unit autoregressive or moving average (MA) roots, respectively, the local-to-I(1) and local-to-I(O) cases; these results are then used to examine the performance of the Bayesian mixture approximation when x, is local-to-I(1). The asymptotic power of this procedure against local Granger causality alternatives is studied in Section 5. Numerical issues are reported, and a Monte-Carlo experiment is discussed in Section 6. Section 7 concludes.
Throughout the paper, it is assumed that a constant is included in the second-stage regression and that x, is a driftless process. The results for Granger-causality tests are developed for the special case of demeaned data, that is, when the only deterministic regressor in the second-stage regression is a constant. However, to facilitate extensions to higher-order detrending, the theory of the first-stage Bayesian classifier is developed in Sections 3.1 and 4.1 for general polynomial detrending.
THE MODEL AND PROBLEMS WITH CONVENTIONAL SECOND-STAGE INFERENCE TECHNIQUES

The Model
The data are assumed to be generated by the bivariate autoregressive system, The specification in (lb) ignores the possibility of multiple lags of xt, or of lagged Y,, being useful in predicting Yt given xt-1. Our reason for focusing on this restricted system is that the conceptual difficulties are associated with estimating the levels effect of the possibly integrated regressor xt. It follows from results in Chan and Wei [7] , Park and Phillips [16] , and Sims, Stock, and Watson [29] that, if additional lags of x, are included in this regression, then Wald tests on these additional lags will have conventional chi-square asymptotic distributions whether x, is I(0) or I(1); moreover, if x, is I(1), then the test on additional lags is asymptotically independent of the test of the levels effect of x,. Thus, only inference concerning the levels effect is affected by the order of integration of xt.
The local-to-I(1) model studied below nests the largest root of 1 -a (L)L as being in a 1/T neighborhood of 1. We therefore reparameterize (1) to iso- 
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In terms of (2), the I(1) hypothesis is that p = 1 and the I(0) hypothesis is that I p I < 1. Define Q to be 27r times the spectral density matrix of ( 
where -1t satisfies the conditions stated following (1). The assumption A3x = 0 here simplifies to ,ux = 0. In this simple model, Q = E so 6 = corr( OqIt, 2t) and the asymptotic distribution of te is determined by p and, if p is local to one, by 6. Under the null hypothesis that zy = 0, it can be shown that the demeaned Dickey-Fuller t-statistic testing p = l(tj ) and the Granger causality t-statistic testing oy = 0, t,,, are related by the expression, The distribution of t,, can be obtained by using (4) when p is nearly one, in the sense that p = 1 + c/T where c is a constant. This local-to-unity nesting has been studied extensively by Bobkoski [ 
where z is asymptotically independent of the functionals of B". Thus, when p is local to one and fy = 0, the qualitative results concerning the distribution of t, are similar to the p = 1 case: asymptotically, when 6 = 0, t,, is normally distributed independently of tDF, but for nonzero 6, t has a nonstandard distribution and in general t,, and tDF are dependent. The representations in (4) and (5) permit the analysis of the sizes of the two conventional approaches to inference in this problem. First, consider the case in which standard Gaussian critical values are used to evaluate the significance of t^. If 6 = 0 or if p is fixed and less than one, then t, has an asymptotic N(0, 1) distribution and this inference is justified. However, if p = 1 and 6 ? 0, the distribution is nonstandard. Equally important, the local-to-unity result in (5) indicates that if p is large and 6 * 0, then the distribution of t. will be nonstandard and the normal distribution will provide a poor approximation. Table 1 presents evidence on the magnitude of these effects, specifically rejection rates of the t-test of the null hypothesis y = 0 when data are generated according to (3) with ey = 0, t, is computed by regressing Yt onto (1,x x1), and rejection occurs when ty falls outside the standard Gaussian 5'% and 95W0o critical values. (Because the distribution of t, is symmetric in 6, Table 1 and subsequent tables present only results for 6 c 0.) As the theory predicts, there are no appreciable size distortions when 6 = 0, even if p is large. However, for nonzero 6, the size distortions can be substantial. For example, when 6 = -.9, p = .95, and T = 50, the rejection rates are under I No in the left tail and 220%o in the right tail.
A second approach to inference on -y is to pretest for a unit root in xt by using a one-sided test. If the unit root null is rejected, then the I(0) standard normal distribution is used, whereas if the unit root null is not rejected, then the I(1) distribution obtained from (5) with c = 0 is used. A natural unit root This size distortion is found more generally when p is large and 6 * 0, and it is present in two-sided as well as one-sided tests. Monte-Carlo evidence on sizes obtained by using this sequential testing procedure for various values of p, 6, and T are summarized in Table 2 tions of rT differ, and the size distortions can be large, with rejection rates exceeding 30% for large values of I p I even with T = 100.2 A source of the size distortions in Table 2 is that the critical values in the first stage are fixed, so the Dickey-Fuller test does not consistently select the true order of integration. A theoretical solution to this problem is to consider sequences of unit root pretests in which the critical values are indexed to the sample size such that the type I and type II error rates simultaneously tend to a limit of zero. Thus, asymptotically, the correct null distribution for t. would be selected with probability one, and the second-stage test would have the correct size, at least for p fixed. But this device, although theoretically attractive, has little practical value: without further refinement, it fails to specify the first-stage critical values to use in samples of the size typically found in empirical work, so the difficulties outlined in the preceding paragraphs would remain an accurate description of the pitfalls facing applied researchers.
THE BAYESIAN MIXTURE APPROXIMATION
Our proposed approach to this problem is to consider the distribution of tL conditional on a statistic OT that is informative about the root p or (less parametrically) about whether x, is I(0) or I(1). Because of the asymptotically different distributions under the I(1) and I(0) cases, it is useful to treat the order of integration d as a dichotomous unknown parameter. Instead of performing a pretest on this unknown parameter, a Bayesian procedure is used to construct posterior probabilities for d given XT. This approach can be developed for general XT as long as these posterior probabilities can be computed. In this article, however, we focus on a specific class of OT statistics developed by Stock [30] . Before turning to the proposed Bayesian mixture procedure, we briefly review the construction and properties of these statistics. The theory for OT is set out for general detrending, although only the results for the demeaned case are used in the subsequent analysis of inference on y.
Construction of Posterior Probabilities for /(1) and 1(0)
The construction of the proposed approximation relies on a class of statistics OT = O(VT), introduced by Stock [30] , that permit computing the posterior probability that x, is I (1) The value of (10) is that it provides an approximation to the conditional distribution of t,, which is readily computable, depends on only one nuisance parameter 6, and asymptotically delivers the correct null distribution of tL whether xt is I(0) or I(1) as determined by the fixed parameter p. These properties are implied by the following theorem. THEOREM 1. Let (xt,yt) be generated according to (2) and let t. be the t-statistic that tests -y = 0 in (2) (with a constant included in the regression). Suppose that y = 0. (1 -pL)x, and r,22 enters the asymptotic distributions of (ti,,T) , and then only in the I(1) case.
The dependence of the joint limiting distribution of (tv, 9'T) on 6 means that in practice 6 must be estimated to implement the Bayes mixture approximation in (10). However, this joint distribution is continuous in 6 and, moreover, 6 is a function of the spectral density matrix at frequency zero, Q, which in turn is consistently estimable (see, e.g., Andrews [1] ). For the first-order asymptotic treatment here, we therefore treat 6 as known.
PERFORMANCE UNDER LOCAL-TO-I(1) AND LOCAL-TO-I(O) MODELS
One might suspect that the first-order asymptotic results of Section 3, which hinge on whether p is equal to or less than one, might provide poor approximations when x, is I(0) but p is large or, alternatively, when xt is I(1) with a large moving average root. This section provides some theoretical results for the case that xt is local to I(1) (I(0) with a large autoregressive root) or, alternatively, is local to I(0) (I(1) with a large moving average root). This is done by first examining the properties of the oT-based posteriors and decision rules when x, is local to either I(1) or I(0). Next, the performance of the Bayesian mixture approximation (10) is studied when xt is local to I(1).
First-Stage Posterior Probabilities Under Local-to-I(O) and Local-to-I(1) Models (General Detrending)
The results of this subsection are developed for general polynomial trends with OLS detrending; this contains the demeaning procedure considered in Section 3 as a special case. The trend component dc is given by dt = zt', (13) where Zt = (1, t, t2,. .t q) 
where u0t and ult are, respectively, I(0) and I(1) as defined in (7) and ( (I(1) IT) + 1 and p(I(O) IkT) . 0.
The result (a) implies that the asymptotic joint distribution of (ti, OT), and therefore the distribution of t-, given XT, is different when c * 0 than in the unit root case c = 0 (given in Theorem 1(b) ). The result (b) implies that the local-to-I(1) process will be misclassified as I(1) with probability one, so that the mixture distribution in (10) will asymptotically place all weight on the I(1) conditional distribution. Taken together, these two results imply that, when p is local to one, the Bayesian mixture approximation will yield the incorrect asymptotic distribution. The magnitude of the resulting size distortions in local-to-I(1) models is investigated numerically in the MonteCarlo analysis in Section 6.
POWER OF THE PROPOSED TESTS AGAINST LOCAL ALTERNATIVES
We turn to an investigation of the theoretical power properties of the test of e = 0 against a local sequence of _YT ? 0, performed by using the Bayesian mixture approximation in (10). As a simplification, the local power is analyzed for a special case of (1) As discussed in Section 3, the mixture distribution depends on one nuisance parameter, the long-run correlation 8. In practice, 8 is unknown and would need to be estimated. As noted in Section 3, however, 6 can be estimated consistently whether xt is I(0) or I(1). In Monte-Carlo analysis, we therefore adopt the expedient of treating 6 as known. An extension for future research is to study the effect of estimating 6 on the finite sample performance of (10).
Monte-Carlo Results
The Monte-Carlo experiment studies the model examined in Section 2.2 for which the two naive procedures were found to work poorly. Specifically, the data were generated according to (3) with ELI = E22 = 1 and E12 = 6. The performance of the statistic XT is examined in Table 3 'The xt pseudorandom data were computed according to (3a) with the indicated value of p. The 'T functional used is given in (20) . The process VT was computed by using demeaned data as described in Section 3. Third, the Monte-Carlo evidence is encouraging and suggests good size properties for two-sided tests based on these procedures for a wide range of values of p, including p close to, but less than, one. This is somewhat surprising because our theoretical results show that the size of the second-stage test will be incorrect, even asymptotically, when x, is local to I(1). For the )T statistic and models studied here, these initial results suggest that this might not pose an important problem in practice.
The results presented here suggest several directions for future research. Throughout, we have treated the important nuisance parameter 6 as known. Although 6 can be estimated consistently, in finite samples its estimation presumably will affect the performance of the proposed procedure and this remains to be investigated. The Monte-Carlo analysis has focused on a single 0 functional and uses only flat priors; the use of a different functional or informative priors might improve the finite sample performance. In addition, the performance of the second-stage statistic should be investigated for a wider range of x, processes than the AR(1) specifications considered here. More difficult is the extension to include additional potentially integrated and cointegrated variables in the second-stage regression. This increases the Bayesian selection procedure nontrivially and introduces additional nuisance parameters to the problem. The second of these difficulties has been examined by Toda and Phillips [33] . Finally, the extension to include additional lags of x, or Yt as regressors in the second-stage regression, although conceptually straightforward, is of considerable practical importance because such aThe data were generated according to (3). The first-stage 4T statistic was computed as described in the notes to Table 3 . The critical values for ty (the t-statistic on xt-in the regression of y, onto (l,xt-1)) were computed as described in Section 6.1. Based on 5,000 Monte-Carlo replications.
lags are typically included in empirical practice. These and related problems are areas of ongoing research.
NO TES
1. The results in this paper complement those in Toda and Phillips [33] , who considered the problem of sequential inference when some of the variables are cointegrated. Toda and Phillips's [33] theory maintains that the series are cointegrated, and they studied sequences of Wald tests of the null of no Granger causality in a vector autoregression, and inference is always x2. Their problem differs from the one considered here: our second-stage regression always examines a levels effect of the regressor, and the issue is whether standard or nonstandard distributions should be used to evaluate the significance of the estimated coefficient.
2. Similar results are obtained for a 10% pretest and a 10% equal-tailed second-stage test. For example, for T= 100 and 6 = -.9, if p = .9, the rejection rate is .34, whereas if p = .95, it is .27.
3. The nonstandard distribution of VT under the null and the alternative make it difficult to make general statements about the power function of such a test against the local alternative without resorting to numerical calculations. An illustrative case, however, is for the sta- 
