Mobile Ad Hoc Networks (MANETs) are multihop wireless networks in which all nodes cooperatively maintain network connectivity. In such a multihop wireless network, every node may be required to perform routing in order to achieve end to end communication among nodes. These networks are energy constrained as most ad hoc mobile nodes today operate with limited battery power. Hence, it is important to minimize the energy consumption of the entire network in order to maximize the lifetime of ad hoc networks. Since the emergence of mobile computing, reducing energy consumption of battery operated computing devices has become a very active research area. The widespread popularity of mobile computing devices, such as laptops, handheld devices and cell phones, motivates this research area. These nodes need to be energy conserved to maximize the battery life. Thus, development of energy efficient routing protocols is needed due to the limited battery power of all nodes. In this paper, we have considered two reactive protocols such as DSR and modified DSR (Efficient Power Aware Routing, EPAR) for MANETs and evaluated the energy performance metrics in all the four modes (transmitting, receiving, idle & sleep) and the residual energy. Finally, by the observations we conclude that EPAR offers the best combination of energy consumption and network life time performance.
INTRODUCTION
One of the basic characteristics of a MANET is the multi-hop connection [1] , in which mobile nodes cooperate to relay traffic to the distant destination node that would otherwise be out of direct communication range. Therefore, nodes in MANET serve not only as hosts [2] , but also as routers. The multi-hop connection can also increase network capacity and decrease the energy consumption for transmission. However, due to the frequently changing network topology and limited resources of energy and wireless bandwidth, routing in MANET is an extremely challenging task. Basically, the routing protocol which chooses the best route between the source and destination nodes to fulfill the multihop transmission is called single path routing [3] . In cases of highly dynamic network topology and strictly limited resources, however, single path routing is not the best solution. Multipath routing protocols are then introduced [11] , which provides redundant and alternative routes to assure successful data packet transmission and, at the same time, reduce the key relay nodes' power consumption, alleviating the network partitioning problem caused by the energy exhaustion of these nodes.
An Energy Aware link cache [4] , [5] , [10] is used to store the minimum transmits powers of the links in the route. The energy cost of the link is computed by a cost function which combines minimum transmits power for the link and the packet size. The minimum energy cost route is selected by applying Dijkstra's algorithm. Simulation results show that EPAR outperforms the traditional multipath routing protocol in providing longer network lifetime and lower energy consumption per bit of information delivered. In addition, as in other multipath routing protocols, it reduces the end-to-end delay [6] and improves the volume of packets delivered. Depending on the amount of network traffic [15] , [16] and number of flows, the routing protocols could be chosen. When there is congestion in the network due to heavy traffic, in general case, a reactive protocol is preferable. Sometimes the size of the network might be a major considerable point.
SOME OF THE RELATED RESEARCH WORKS
Table-Driven routing protocols (Proactive): These protocols are also called as proactive protocols since they maintain the routing information even before it is needed [1] . Each and every node in the network maintains routing information to every other node in the network. Routes information is generally kept in the routing tables and is periodically updated as the network topology changes. Many of these routing protocols come from the link-state routing [8] . There exist some differences between the protocols that come under this category depending on the routing information being updated in each routing table. Furthermore, these routing protocols maintain different number of tables. The proactive protocols are not suitable for larger networks, as they need to maintain node entries for each and every node in the routing table of every node. This causes more overhead in the routing table leading to consumption of more bandwidth. (e.g.DSDV).
On Demand routing protocols (Reactive): These protocols are also called reactive protocols since they don't maintain routing information or routing activity at the network nodes if there is no communication. If a node wants to send a packet to another node then this protocol searches for the route in an on-demand manner and establishes the connection in order to transmit and receive the packet [5] , [12] . The route discovery usually occurs by flooding the route request packets throughout the network. (e.g. DSR, TORA, AODV).
Some research proposals, which are based on transmission power control approach, are discussed in [17] [18] . Flow argumentation Routing (FAR) [17] which assumes a static network and finds the optimal routing path for a given sourcedestination pair that minimizes the sum of link costs along the path. Power aware Localized Routing (PLR) [17] is a localized, fully distributed energy aware routing algorithm but it assumes that a source node has the location information of its neighbors and the destination and Minimum Energy Routing (MER) [18] addresses issues like obtaining accurate power information, associated overheads, maintenance of the minimum energy routes in the presence of mobility and implements the transmission power control mechanism in DSR and IEEE 802.11 MAC protocol.
ANALYSIS OF THE ENERGY ISSUE IN MANET 3.1 Basic Energy Model
In this section, we present the energy model we use in this paper. Energy aware protocols consider transmit power, energy per packet, and remaining battery power; often with the goal of assigning a link-cost metric in a weighted shortestpath routing. In this work, we take a similar approach, considering the energy per packet. The amount of energy spent in transmitting and receiving the packets is calculated by using the following equations: Energy tx = (330*PacketSize)/2*10 6 and Energy rx =(230*PacketSize)/2*10 6 , where packet size is specified in bits. The he energy consumed for one packet is given as:
where, m i to m k are nodes in the route while T denotes the energy consumed in transmitting and receiving a packet over one hop. Then, minimum E for all packets is taken. However, this metric suffers a drawback as the nodes tend to have widely differing energy consumption profiles resulting in early death for some nodes.The energy expended in sending a data-packet of size D bytes over a given link can be modeled as
We propose a similar model in our study to describe the per packet energy consumption. In this model,
where P back and E back are the background power and energy used in sending the data-packet, P t MAC is the power at which the MAC packets are transmitted, D MAC is the size of the MAC packets, D header is the size of the data-packet trailer and header, P t packet is the power at which the data packet is transmitted and R is the transmission rate. In order to simplify our analysis, we assume P back , D header and P t MAC are zero in this study.
Power Decreases Rapidly with Increasing Distance
If all the mobile nodes have energy model on at all time, the ongoing transmission is overheard by all the neighbors of the transmitter, which frequently happens in ad hoc net-works. In this scene, the neighboring nodes have to monitor the channel and consume power even though the packets are not directed to them. A large amount of energy is consumed unnecessarily in this case. Take a simple example: If a transmitter T has n neighbors, then the transmit energy needed for a m-packet transmission is m*(E trans (transmitting energy per packet)+E recv (receiving energy per packet). However, since the transmission may be heard by all its neighbors, the actual power will be m*(E trans +n* E recv ). Obviously, it produces energy waste of m * (n-1)*E recv . \Based on this observation, a new kind of power conservation mechanism is proposed in which some nodes are allowed to stay in doze/sleep state when they are not actively transmitting, receiving, or waiting for a channel. Obviously, this power of mechanism can save battery power in all the mobile nodes of MANET.
Minimum Energy Route Discovery
Consider a case as shown in figures 1-4 (Minimum Power Route Discovery in EPAR to select the minimum power route) and 5-8 (Minimum Power Route Discovery in DSR to select the minimum power route) where there are 4 nodes A, B, C and D in a straight line. Assume the minimum energy route from node A to node D is the multi-hop route A-B-C-D. The minimum energy routes in a network translate to multihop [6] , [7] , [8] , [9] routes and the minimum energy routing protocol should be able to discover these minimum energy routes. The route discovery mechanisms of existing reactive protocols are similar in the way the route discovery is initiated. For finding a route from node A to node D, the mechanisms initiate a Route Request packet broadcast from node A. Assuming that this packet is heard by nodes B and C, both nodes rebroadcast the packet. The packets broadcasted by nodes B and C are heard by all nodes. However since node C has already broadcast the same request earlier, it ignores the request packet from node B and node D replies back to the requests it hears from nodes B and C. Hence the reactive routes discovered by node A are A-D, A-B-D and A-C-D: The minimum energy route A-B-C-D is not discovered by the route discovery mechanism of the existing reactive routing protocols.
Energy Aware Route Maintenance
In the current version of reactive ad hoc routing protocols, route maintenance is carried out by the route error packets only when the links are broken. No route maintenance is done to indicate a change in the quality of a link. No mechanism updates the information about the changing energy cost requirements that occur on that route due to node mobility [13] . Even after the minimum energy cost routes are discovered, the changes in the energy costs of the links have to be tracked so that the energy expended is as close to the minimum value as possible. As nodes move closer together or further apart on a link the transmit power should decrease (to increase energy savings) or increase (to maintain the link) accordingly. Further, as the energy cost of a link rises due to the nodes moving apart, the route may no longer be the minimum energy cost route. Therefore, these changes in the energy cost need to be conveyed to the source node, so that it can choose other lower energy cost routes as needed. Hence a minimum energy routing protocol must have a mechanism for tracking the link energy cost changes. Mobility also causes the creation of new lower energy cost routes. Thus, to maintain minimum energy cost routing, additional route maintenance which goes beyond achieving basic connectivity is required. This feature also is not supported by existing versions of reactive routing protocols.
DESIGN OF EPAR
Existing versions of reactive ad hoc routing protocols do not possess most of the required features of a minimum energy routing protocol as demonstrated in the previous section. This section describes mechanisms for the easy implementation of these features in the routing logic of the existing reactive protocols.
Minimum Energy Route Maintenance and Link Energy Cost Tracking
In this paper each node can estimate the necessary transmission power and the link cost to one of its neighboring node once it receives RTS, CTS or broadcast packet from such node. And requires that each node adds the link cost to the receiver in the IP header as an IP option for each data packet it transmits, and monitors the data packets transmitted in its neighborhood. For each data packet transmitted, 
Addition of new metrics into EPAR
Two additional elements were added to the original implementation of EPAR Router. They were added to carry out transmit power control. Set Power: This element carries out the functionality of setting the transmit power of the packet to the minimum transmit power value. In this section, we discuss the four experiments conducted to demonstrate a comparison of the protocols and highlight the energy efficient features of the EPAR protocol. Max Power: This element carries out the functionality of setting the transmit power to the maximum value. These features include  Energy based link cost with transmit power control,  Energy based route selection,  Energy based route discovery, and  Energy based route maintenance.
This version of the EPAR protocol has transmit power control as its metric. To demonstrate the ability of EPAR to determine and adjust the link power due to varying path loss (i.e. distance), EPAR estimates the minimum transmit power required for that particular distance and uses the power value to transmit the packets to the destination.
Fig 9: EPAR and DSR to Total Power vs. distance.
As shown in figure 9 , the value of the transmit power increases as the distance d between the nodes increases. When the distance d is 100 m, EPAR estimates the minimum transmit power required for the source node to communicate successfully with the destination to be 10 dBm and achieves successful communication between the source and destination node. As the distance between the nodes is increased, EPAR realizes that the nodes can no longer communicate at a low power value and it estimates the value of the minimum transmit power required for successful communication. It does this for every value of d. As seen in the fig 9, the DSR protocol always transmits at 80 dBm for all distances thus expending more energy compared to the EPAR protocol.
IMPLEMENTATION
By referring to figure 1-8 we observed that both protocols discover the routes A-D and A-B-C-D. DSR uses the minimum hop route A-D to route the packets and transmits them at 80 dBm. EPAR discovers that the route A-B-C-D is the minimum power path and uses this route to transmit packets.
Fig 10: Minimum Power Route Choice: Comparison of the routes selected by DSR and EPAR.
As seen in figure 10 , as d increases the total transmit power used by EPAR to route packets increases. When d equals 100 m, EPAR uses a total transmit power of around 40 dBm to transmit packets from the source node A to destination node D via intermediate node B and C. However, the DSR protocol uses 80 dBm to carry out the same task using the direct hop route A-B-C-D. Similarly for the other two values of the distances, EPAR consumes less transmit power compared to DSR.
Route Power Maintenance
In this metric, we used source node A, intermediate node B and C, and destination node D. The distance between the nodes A and D were fixed during the course of the experiment and the nodes were placed along a straight line. As shown in fig 5-8 , the intermediate node b was placed along a line perpendicular to the line joining nodes A and D. Initially the router on node B was turned off and to bring about significant energy savings as compared to the DSR protocol. The experiments described in table 2 shows the power budget for the transmission of a single data packet for the simulation with the greatest overhead. To compare the power expended by each protocol, we assume equal packet lengths (the control packets are smaller than the data packets).
As seen from the table, despite the additional route discovery overhead, EPAR still consumes lower power than DSR starting with the first packet. Subsequent data packets transmitted using EPAR will result in further power savings as shown in Table 2 . The ACK packets were transmitted at full power to ensure robust behavior of the protocol. However, if they are transmitted by adding a margin MACK that equals 9 dBm , the power per subsequent packet as shown in Table 2 will effectively reduce to 100mW which is four times lower power than DSR. These power savings are achieved at the routing layer. To compute energy savings in transmission, we need to consider actual packet lengths for which these power savings obtained in EPAR will translate to transmission energy savings.
EPAR Protocol with Packet Energy Metric
The energy cost of a link is modeled in a more realistic manner and hence we introduced a new energy aware routing metric that was based on the model. The tests carried out in this section to demonstrate the behavior of the EPAR protocol to route packets based on the energy cost of the link. This cost depends on the packet size, minimum transmit power of the link, and the background energy associated with that link. For small packets, this energy cost is dominated by the background energy of the link whereas transmission energy dominates for large packets. Hence to conserve energy while routing packets, it follows that smaller packets should be routed using the minimum hop route and large packets should be routed using the multihop path.
Minimum Cost Route Choice
We used source node A, intermediate node B and C, destination node D. These nodes were placed along a straight line. The position of node B was fixed and was placed an equi-distance, D, from the source and destination node. We varied the positions of nodes A and D along this line such that they were equi-distant from the intermediate node B all through the experiment. At each position, ping packets of sizes 256, 512 and 1024 bytes were initiated. Routers on nodes A-B-C-D are simultaneously started. We observed the behavior of EPAR to select different routes depending on the distance between A and D, and the packet size. Figure 4 depicts the minimum transmit power required for a particular route, and total energy per packet involved to route a packet from source node A to destination node C for varying packet sizes. EPAR uses the multihop route A-B-C-D to route. As observed from figure 11 , EPAR selects routes depending on distance between the source and destination node and packet size. When the distance between the source and destination is 100 m, packets of length 1024 and 512 bytes. EPAR computes that the energy required to route packets is 30 J and 20 J respectively. EPAR computes that the multi-hop route is cheaper as compared to the direct route a-b with a cost of 117 J. However, it uses the direct route A-B-C-D when the packet size is reduced to 256 bytes. When the distance between node a and c is increased to 100 m, EPAR once again uses the multi-hop route A-B-C-D to route packets of length 1400 bytes with total cost of 50 J and 30 J respectively. EPAR realizes that the multihop routes are cheaper than the direct hop route. However, the 256 byte packets are always routed using the direct route A-D. Although EPAR does have the option of routing larger packets via the route a-b, it chooses the multi-hop route A-D since the cost as seen from the figure 11 for routing larger packets over large distance using the multi-hop route is less than the cost to route packets using the minimum hop route. However, for smaller packets, the multihop route cost proves to be more expensive than the minimum hop route, hence small packets are routed using minimum hop routes.
SIMULATION RESULT AND DISCUSSIONS
There are two ways to implement the new algorithm in Network Simulator (NS-2.33).
1. Because the new algorithms are based on the DSR protocol, it is possible to modify directly the DSR protocol and do the tests with the modified version. Or 2. Add a new protocol in NS-2.33.
We have chosen the second solution, because it is more practical to have both the DSR and new protocols in the same version of NS-2.33 for testing purposes. Indeed, it is easier to compare the performance of the two protocols. So, we copied the DSR folder and create new one: the EPAR protocol for the new algorithm. These extensions include the modeling of an IEEE 802.11/MAC. Table 1 shows the simulation parameters used in the network setup. The metrics of the energy efficiency and network performance are studied. 
Energy Efficiency Metrics
We evaluate the energy efficiency with two metrics: network lifetime and energy dissipation per bit of data delivered. Firstly, we observe the variation of network lifetime while the data rate of the CBR flow is increased and under different mobility scenarios.
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Fig 12: network Life Time (Mobility)
Note that in wireless ad hoc networks, especially in those with densely distributed odes, the death of the first node seldom leads to the total failure of the network. With the number of dead nodes increasing, the network is partitioned. Even with partitioning, end to end transmissions may still be feasible in each partition. Basically, we can argue that the network is alive if there exists at least one pair of adjacent nodes working, since they could transmit to each other and keep the network alive. So, the strict definition of the network lifetime is ambiguous. Taking into consideration of the statistical mean effect and the large number of repeated experiments under equivalent scenarios, we define the time when the first node in the network runs out of its energy as the network lifetime. Figure 12 shows the simulation results on network lifetime comparing EPAR and DSR under various traffic loads and different mobility scenarios. We can see that networks running EPAR live longer than those running DSR. Figure 13 demonstrates the average energy consumption per bit delivery. It is obtained by dividing the sum of the energy consumption of the network by the number of successfully delivered bits. The horizontal axis represents the traffic load and the result is again obtained under dynamic topology. We see that EPAR outperforms DSR by about 35%-150% under different traffic loads. Before the traffic load reaches 20 packets per second, the gain in average energy consumption from EPAR over the DSR is about 35%-50%, which is mainly due to the benefit of power control in the MAC layer. Between 20 packets per second and 40 packets per second, there is a distinct increase in the average energy consumption for the DSR network, which is because 20 packets per second is the saturation point of DSR, i.e. the maximum load which can be accommodated in a single route. The excess packets inevitably introduce more collisions to the network, wasting more energy. EMRP chooses alternative routes, avoiding the heavily burdened nodes, thus alleviating the explosion in average energy consumption.
Fig 13: Average Energy Consumption per Bit delivered

Network Performance Calculation
From figure 12 and 13, the network performance is evaluated with two metrics, namely, the volume of packets delivered and the end-to-end delay. Note that the volume of packets delivered is equivalent to the network throughput as a metric to evaluate the network's capacity of packet delivery in our simulation, because the data traffic scenarios are the same for the two networks running EPAR and DSR, respectively. The volume of packets delivered is the total number of CBR packets received by the intended receiver during the simulation. Ideally, it should increase linearly with the traffic load. But the nodes' limited energy and excessive collisions lead to a different behaviour. Power per Subsequent packet 4x100 = 400 (3x100 + (20+5+5)) =330
CONCLUSION
This paper answers the research question whether a robust distributed energy conserving ad hoc routing protocol can be implemented by developing a cross-layered protocol that can conserve significant energy. We have successfully implemented the DSR protocol and modified it to develop a new protocol, namely the Efficient Power Aware Routing (EPAR) protocol. The EPAR protocol employs, link cost adjustments and transmit power control and minimum cost route discovery and maintenance to achieve energy efficiency. Experimental results demonstrate that the EPAR protocol results in a fifty to sixty percent of energy saving and this saving is obtained starting from the transmission of the first packet. Subsequent packets transmitted using the EPAR protocol will result in further energy savings. These savings are obtained at the routing layer by assuming an energy efficient MAC protocol with the selected background energy. The main objective of EPAR is to minimize the variance in the remaining energies of all the nodes and thereby prolong the network lifetime. In the future, we plan to investigate the nodes' behavior under different mobility scenarios and further improve the performance of EPAR by tuning the parameters of the protocol with large network. Finally, we also point out some of the overheads of using EPAR and show clearly when EPAR performs better and what are the factors that affect it.
