Commonly, post-processing techniques are employed to calibrate a model forecast. Here, we present a probabilistic post-processor that provides calibrated probability and quantile forecasts of precipitation on the local scale. The forecasts are based on large-scale circulation patterns of the 12h forecast from the NCEP High Resolution Global Forecast System. The censored quantile regression is used to estimate selected quantiles of the precipitation amount and the probability of the occurrence of precipitation. The approach accounts for the mixed discrete-continuous character of daily precipitation totals. The forecasts are verified using a new verification score for quantile forecasts, namely the censored quantile verification (CQV) score.
Introduction
Quantitative forecasts of precipitation including its extremes are of high socio-economic interest. Although present-day global weather forecast models provide reliable forecasts of the atmospheric large-scale circulation, they cannot provide realistic descriptions of local weather variability. This is due to the horizontally restricted resolution (30-100km at best for global models), but also due to missing cloud dynamical and microphysical processes. For this reason, a description and forecast of local weather phenomena and particularly extreme events can only be achieved through a combination of dynamical and statistical analysis methods, where a stable and significant statistical model based on a-priori physical reasoning establishes a-posterior a calibrated model between the local condition and the large-scale circulation.
The perfect prog method (PP) (Klein 1971) and model output statistics (MOS) (Glahn and Lowry 1972) have been successfully applied in numerical weather prediction to re-calibrate the direct model output to local conditions. In contrast to MOS, PP ignores the model forecast error, but has the advantage of available large data sets. Kalnay (2003) and Marzban et al. (2005) discuss the pros and cons of both approaches. They propose a combination of PP and MOS, which uses reanalysis for the development of the regression equations and denote this approach RAN as an acronym for reanalysis. MOS is generally based on multiple linear regression and therefore applies to the post-processing and forecasting of expectation values. Other approaches use statistical correction based on the analog method (Zorita and von Storch 1998; Hamill and Whitaker 2006) . Vislocky and Young (1989) used different PP models based on an analog model and logistic regression as predictors in an MOS approach. Bremnes (2004) was the first who applied quantile regression for precipitation forecasts in the context of numerical weather prediction.
The stochastic character of weather requires a probabilistic treatment. Furthermore, probabilistic forecasts provide a measure of uncertainty that might be important for decision makers.
Statistical post-processing of deterministic model forecasts should thus also provide probabilistic forecast measures. Here, our focus is on daily precipitation totals. Of interest are e.g. the probability of the occurrence of precipitation, and the expected amount. Particular attention is also given to extreme precipitation events.
A complete probabilistic description of a variable is obtained by an estimate of the conditional distribution function -conditional on the large-scale model forecast. However, there is no general agreement that precipitation can be adequately modeled by a single parametric distribution. Vrac and Naveau (2007) proposed a mixture of Gamma and Generalized Pareto distribution for modeling precipitation and combined this with a non-homogeneous stochastic weather typing approach for statistical downscaling. Instead of a parametric estimate of the conditional distribution function, the conditional distribution function can be estimated at given values or thresholds. One possibility to do so is to use the logistic multiple regression (Hamill et al. 2004) , which gives an estimate of the conditional probability that an a-priori fixed threshold is exceeded. This is a valuable approach for a-priori defined thresholds, particularly for the zero precipitation threshold. Another approach would be to estimate the conditional quantile function at a given probability τ . The method estimates the precipitation amount that is exceeded with a probability of 1 − τ . In that case, there is no need to a-priori define thresholds which could be very site-or user-specific, but representative quantiles such as the 0.5 quantile (median), bounds for "normal" conditions such as the 0.25 and 0.75 quantiles, and extreme quantiles, e.g. the 0.05 and 0.95 quantiles can be used.
Here we demonstrate a probabilistic forecast approach that derives such probabilistic measures from the output of a single deterministic model forecast. The probabilistic measures are the probability of precipitation above zero, and the quantile function at given probabilities τ . The method employs censored quantile regression (QR) (Koenker 2005; Powell 1986) and logistic regression (Fahrmeir and Tutz 1994) . Our statistical post-processing estimates the probability of precipitation and selected quantiles conditional on the forecasts of the large-scale circulation.
The forecast approach follows Friederichs and Hense (2007) (hereafter FH) , who presented a downscaling approach for daily station rainfall data using NCEP reanalysis data. Downscaling, or more general statistical post-processing, seeks for a statistical model between the local variable and the large-scale model output. In FH it is shown how the statistical post-processing derives conditional quantiles of precipitation at one station given the large-scale circulation of the NCEP reanalysis.
In this paper we will extend and modify the post-processing in several ways. The conditional quantile model is trained on either the NCEP or the ERA40 reanalysis data, and then applied to GFS model 12h forecasts. A canonical correlation analysis (CCA) is used to correct for systematic model forecast errors relative to the reanalysis in the large-scale circulation patterns. As this approach uses reanalysis for the training of the probabilistic model, we denote this approach RAN approach as in Marzban et al. (2005) , although they use multiple linear regression instead of CCA.
Forecast skill is assessed using the censored quantile verification (CQV) score (FH) and the Brier score. A skill score is defined with respect to a climatological forecast. The performance of various approaches is compared. Those approaches are the RAN approach, a PP approach where no calibration of the large-scale patterns is applied, a probabilistic MOS approach (P-MOS), where the training of the statistical post-processing relies on 5 years of short-term GFS model forecasts, and a downscaling (D) approach which is similar to the PP approach but uses reanalysis instead of forecasts. The differences assess the role of the various steps in the RAN post-processing. The results are also compared to a somewhat simpler approach that uses calibrated precipitation forecasts from the ECMWF direct model output. The comparison should provide some reference skill in order to rank the skill obtained with the RAN approach. For comparability, the calibration of the ECMWF direct model output again uses censored quantile regression, but no information of the large scale circulation is included.
Section 2 shortly describes the censored quantile regression approach. For a detailed description the reader is referred to FH. Section 3 introduces the data used in this study, and the forecast approach is presented in section 4. Section 5 presents the results using NCEP and ERA40 reanalysis, and compares the various alternative approaches. Section 6 concludes the article. An appendix discusses in more detail the quantile regression and the QV score.
Censored quantile regression
Our forecast approach employs censored quantile regression. The concept of quantile regression (QR) has been developed by Koenker and Bassett (1978) as a comprehensive strategy in order to complete the regression picture. While standard regression estimates conditional mean surfaces, QR gives conditional quantile estimates, and thus a more complete measure of the conditional distribution particularly in the case of non-normality. The conditional quantile model coefficients are estimated such that they minimize a loss function derived from the absolute deviations (least absolute deviation (LAD) or L 1 method) (Appendix A). This is equivalent to the maximization of the likelihood function of the data, which can be formulated by independently distributed asymmetric Laplace densities (Yu and Moyeed 2001) . In this section, censored QR is introduced in a nutshell. For more insight see FH, and references herein. A very comprehensive description of quantile regression and related subjects is given in the monograph by Koenker (2005) . Calculations are performed using the R programming language (R Development Core Team 2003).
In order to account for the mixed discrete-continuous character of daily precipitation totals, precipitation is represented by a so-called censored variable. Censoring is a term, that originates from survival analysis. In the case of life data, the variable of interest is the time until failure. If the failure occurs during the test period, the value is complete. However, if the test ends before the failure has occurred, the value is incomplete and is said to be censored. The censoring line is the end time of the test period and represents an upper bound of observation, although the underlying process has no upper bound.
In the case of precipitation we assume a hypothetic process Y * that is observed through the amount of precipitation Y . The zero precipitation line is assumed to represent a censoring line, which acts as a lower bound of observation. The hypothetic process could well have values below zero, although it is not observed through the observable 'precipitation'. Note that this is a statistical construct and does not assume a real physical process.
Let Y be the univariate censored response variable (e.g., daily precipitation totals) and X the conditioning multivariate variable. Then the statistical censored linear model is
The non-censored process Y * is modeled by Y * |X = β T X + γ T X ǫ, where β are the unknown regression coefficients of the model, and identical to β in (1) . The term γ T X u is an error term that accounts for a linear dependency of the square root error variance on the covariate X (heteroscedasticity). Censoring is applied using the maximum function by taking only values of zero and above, so that censoring is expressed as Y = max(0, Y * ).
As far as the ordering of the data is not changed, or more general, for every non-decreasing function h, the equality
holds. This property of the quantile function is used in censored quantile regression. The conditional quantile function Q y (τ |X) at a probability τ is derived bŷ
The coefficientsβ τ are estimated by minimizing a piecewise linear censored least absolute deviation function (LAD) (Powell 1986 )
where ρ τ (u) is the so-called check function, with ρ τ (u) = τ u if u ≥ 0, and ρ τ (u) = (τ − 1)u if u < 0. The index n denotes the members of the training sample. More details on the quantile function and its relation to the optimization problem are given in Appendix A.
The minimization of (4) is much more complex than minimizing the LAD function of the
. We thus use a 3-step approach following Chernozhukov and Hong (2002) which is described in more detail in FH. This approach estimates the non-censored QR model, but on a sub-sample for which the estimated conditional probability of the occurrence of precipitation is larger than the respective probability τ . The procedure is as follows. First, the probability of the occurrence of precipitation P (y > 0|X) is estimated using a logistic regression (with a probit function). A sub-sample {y n } is selected defined by {y|P (y > 0|X) > τ }. In a second step, the β τ coefficients are estimated minimizing the noncensored LAD function over the sub-sample {y n }. A third step repeats the second step, but now on an updated sub-sample {y n } defined by {y|β T τ X > 0}. The coefficients β τ are updated minimizing the non-censored LAD function on the new sub-sample. Optionally, this step can be repeated several times. Thus, besides the conditional τ -quantile, the method also estimates the probability of non-censoring, hence the conditional probability of precipitation above zero, which is estimated in step one.
Additionally, the censored quantile regression naturally provides a scoring rule, the censored quantile verification (CQV) score
where y n and x n , n = 1, . . . , N, are taken from the forecast and verification sample of Y and X. Further explication on the separation of training and forecast samples is given in Section 4.
The CQV score is a proper scoring (Gneiting and Raftery 2007; Bröcker and Smith 2007) , which discourages hedging on the part of the forecaster (Murphy 1973) . The CQV score is a positive definite function, and its expected minimum is obtained if the forecasts correspond to the conditional τ -quantile (see Appendix A). Its expectation is zero only if the forecast is perfect and the underlying process deterministic. In order to assess the relative gain in performance of a forecast with respect to a reference forecast, we construct a skill score analogously to the Brier skill score as
The CQVSS can takes values on the half-open interval (−∞, 1]. A zero CQVSS indicates no gain with respect to the reference forecast, while a value of one indicates a perfect and deterministic forecast. Likewise, the probability forecast of the occurrence of precipitation is verified using the Brier skill score (Brier 1950) . Note that the CQVSS as well as the Brier skill score are only asymptotically proper for very large samples (Murphy 1973) .
Data
A very common problem to model output statistic is the lack of a sufficiently long and homogeneous training data set. We have access to 5 years ( The statistical post-processing is derived on the basis of reanalysis data, both from the NCEP re-analysis project (Kalnay and et al. 1996) and ERA40 re-analysis project (Uppala and et al. 2005) . Unfortunately, no GFS precipitation forecasts are available. Instead, we used 5 years of the deterministic ECMWF precipitation forecasts ( 
The forecast approach
Except when using ECMWF forecasts, the forecast approaches are based on a combined phase state vector (X GF S , X Re ) of ζ 850 , ω 850 , and PWat at grid points in the area of In order to assess the importance of the different parts in the post-processing, we apply several approaches additional to the RAN approach. All approaches are summarized in Table   1 . 
a. The RAN approach
Our forecast approach follows the RAN approach of Marzban et al. (2005) , i.e. it uses reanalysis for the development of the censored QR model. The access to a large training data base is important for the estimation of a stable QR model as shown in FH. The RAN forecast approach is illustrated in Fig. 1 . In a first step, a canonical correlation analysis (CCA) is performed to derive patterns (denoted as canonical patterns) in the GFS forecasts and the NCEP/ERA40 reanalysis with the maximum correlation. Prior to the CCA, a reduction of spatial degrees of freedom is needed for the gridded data sets (NCEP reanalysis, ERA40 reanalysis, GFS forecasts). This reduction is performed using a principal component analysis (Barnett and Preisendorfer 1987) . The CCA patterns are derived for the daily fields of the respective season in the year 2001 (Fig. 1 ). The CCA model between the GFS forecasts and the reanalysis (Re) reads as follows
where X Re and X GF S are the gridded and scaled data of reanalysis and GFS forecasts, E Re and E GF S are the matrices composed by empirical orthogonal functions, and E Re X Re and E GF S X GF S constitute the corresponding principal components (PCs) or new variables. 
b. The perfect prog approach
Here we want to assess the importance of the CCA correction. The reanalysis derived model is directly applied to the GFS forecasts without the CCA step. As both, the ERA40 and the NCEP grid, have lower resolution than the GFS forecasts, the GFS forecasts are interpolated onto the respective reanalysis grid. The QR model is now trained between the first leading EOFs of the reanalysis data and the DWD station precipitation. The forecasts are estimated througĥ
Here, the systematic model and forecast errors are ignored (prefect prog), hence the approaches are denoted as PP ERA40/GFS and PP NCEP GFS. Differences in skill are due to forecasts errors as well as to systematic differences between reanalysis and interpolated GFS forecasts.
c. The downscaling approach
Another approach is included that is obtained for downscaled precipitation using the NCEP 
The differences in skill between RAN NCEP/GFS and D NCEP are mainly due to forecast errors.
d. The P-MOS approach
In order to emphasize the benefit of the RAN approach we included a probabilistic MOS approach, where only the relatively short GFS forecasts are used for training the post-processing.
The training and verification only uses the GFS forecasts, and is denoted as P-MOS GFS. The forecasts are derived using cross-validation, where one target season (NDJFM or MJJAS) is withheld from the training data, and the forecast 
e. Using precipitation (ECMWF) as predictor
This censored QR approach, denoted as DMO ECMWF, uses only precipitation forecasts.
As no GFS precipitation forecasts were available, we use the ECMWF forecasts instead. This approach assesses the skill obtained using direct precipitation forecasts. This approach is not directly comparable with the GFS forecasts based on the large-scale information only, as it introduces a new model with a higher resolution. Rather it should give some reference to rank the obtained skill scores.
The covariate to derive the forecast is again a multivariate covariate, however, it only consists of forecasts of total precipitation at the four nearest grid points around the respective station, therefore no reduction of degrees of freedom is needed. However, a simple calibration is needed to derive probabilities and quantiles from the deterministic DMO, which are comparable. As for the P-MOS GFS approach we use cross-validation for training and verification. The conditional quantiles of the target season are estimated aŝ
X EC now is a 5-dimensional vector containing the forecasts of total precipitation at the four grid points nearest to the station location and the one.
Results
We first discuss the results obtained with the RAN post-processing. In order to present meaningful results, the sensitivity of the quantile forecasts and the CQV skill scores to different settings has to be assessed. First, the optimal number of EOF and canonical patterns that enter the QR model has to be defined. It turned out that an optimal number of EOF is of the order of forecasts. For all stations, the DMO ECMWF approaches outperforms the RAN approaches.
The CQV skill score reaches 70% (50%) for some stations in winter (summer). The sampling error of the CQV skill score is comparable to that of the RAN approaches. Further studies are needed in order to assess whether the differences are due to the different model performance (e.g. due to the higher horizontal resolution of the ECMWF forecasts), or the choice of the covariates, or both.
In order to further verify the quantile forecasts, we investigated, whether the quantile forecasts are reliable, i.e. show systematic errors (Fig. 3) . If a quantile forecast is reliable then it is expected that a fraction τ of the observed precipitation values lies below the conditional τ -quantiles. This fraction divided by the total number of observations is denoted as the empirical probability. Note that the empirical probabilities can only be estimated for those forecasts, where the conditional quantile forecast is above zero. If the quantile forecast is censored, which means that it is set to zero, and the observation is also zero, then it is not possible to decide whether it is below or above the quantile forecasts. Counting the zero quantile forecasts induces an artificial bias to the reliability, which is particularly strong for the lower quantiles, as they are more often censored. The reliability of the censoring, i.e. the reliability of the categorical forecast of precipitation above zero, should be assessed separately. for the GFS/NCEP forecast approach, and 333 times for the forecasts using the QR model based on the ECMWF precipitation forecasts. Even though, the ECMWF forecast approach provides more skillful quantile forecasts, it predicts significantly more often an invalid distribution than the GFS/ERA40 (GFS/NCEP) reanalysis approach. These results are completely consistent with FH.
We now want to investigate the importance of the different parts of the RAN approach.
Therefore, the CQV skill score of the remaining forecast approaches are displayed in Fig. 4 . The PP ERA40/GFS and PP NCEP/GFS approaches highlight the benefit from the CCA correction, which should correct for systematic errors in the forecasts of the large-scale circulation, that are due to the forecast errors as well as to systematic differences between the reanalysis and the GFS model. For all stations and seasons, the skill of PP ERA40/GFS is comparable to RAN ERA40/GFS. The spatial resolution of both models is comparable (1.25
• for ERA40 and 1.0
• for GFS), hence the systematic differences between the ERA40 and GFS large-scale patterns as well as systematic forecast errors seem small. In contrast, the performance of PP NCEP/GFS is reduced compared to RAN NCEP/GFS for all stations and seasons. This suggests that the systematic model differences are larger between NCEP (2.5
• resolution) and GFS.
Similar conclusions are suggested by the performance of the downscaling approach (D NCEP). The skill for the downscaling, which should not contain forecast errors, is comparable to those of the RAN approaches. Thus, the systematic model errors have a larger effect on the skill than the forecast errors. Note, that the forecast lead time is 12h, and that the forecast error will certainly be more pronounced with increasing lead time.
Finally, we assess the benefit of having large training samples. As the training of the P-MOS GFS approach only relies on 4 seasons of daily data, the data reduction of the large-scale fields uses the first leading 10 EOFs. The skill is reduced for almost all stations compared to the RAN ERA40/GFS or RAN NCEP/GFS approaches. More importantly, the uncertainty of the quantile forecasts is largely increased due to the short training period, which results in highly variable CQV and Brier skill scores. The amount of crossing quantiles which is of the order of 1/1000 is only slightly increased compared to the RAN approaches. Fig. 5 shows an example of forecasts derived using the GFS/ERA40 approach for January (Fig. 5 a) ) and August 2002 (Fig. 5 b) ). The winter and summer climatologies of the daily amount. The first 10 days of January 2002 were very dry. Accordingly, the probability of precipitation estimated for those days lies below 0.2. In the second half of January 2002, the probability of precipitation was much higher, with a probability reaching almost one on January 27. On that day, the value that could be exceeded with a probability of 0.1 amounts to 24mm, 
Conclusions
We presented a probabilistic post-processing that derives probabilistic measures of daily precipitation on the basis of the large-scale circulation patterns of a single deterministic model forecast. Here, 12h forecasts are taken from the NCEP High Resolution Global Forecast System (GFS). Observations are daily precipitation totals at 50 weather stations in the region of Rhineland-Palatinate, Germany, provided by the German Weather Service. The post-processing employs canonical correlation analysis, logistic regression, and censored quantile regression. It constitutes a probabilistic extention to standard model output statistics.
As Friederichs and Hense (2007) pointed out, a sufficiently long training period is needed in order to reduce the probability of an invalid distribution forecast. Following the RAN approach of Marzban et al. (2005) , the training of the probabilistic model, namely the censored quantile model, is derived on reanalysis data, either from ERA40 or NCEP. On the basis of more than 40 years of daily data a stable and meaningful QR model is estimated. A CCA corrects for systematic differences due to different grids and systematic model and forecast errors between the large-scale circulation patterns of the reanalysis and the GFS forecasts.
Forecast skill is assessed using the CQV and Brier skill score, where the reference forecast constitutes an estimate of the climatological distribution of precipitation. The reliability of the quantile forecasts is good, and the occurrence of crossing quantile forecasts is negligible. Skill is generally larger in winter than in summer, and ranges between 20% to 50% depending on the respective quantile, season and station. Although NCEP reanalysis have a lower resolution than the ERA40 data, no significant differences are obtained when using NCEP or ERA40 for the training of the quantile model.
The performance of the probabilistic RAN approach, which is based on the large-scale atmospheric patterns is compared to a DMO approach, that uses precipitation forecasts from the ECMWF forecast system. The ECMWF DMO approach provides significantly more skill than the RAN approach. Further studies are needed to assess those differences. Other forecasts variables should be investigated and particularly the GFS precipitation forecasts should be included.
The occurrence of crossing quantiles of the DMO ECMWF forecasts is small but not negligible.
It indicates that although the skill is large, the data basis is not large enough to estimate a stable QR model.
Several other forecast approaches are tested in order to assess the effect of the different components of the RAN approach. The advantage of the CCA correction is that an interpolation on a common grid is not necessary. It turns out, that the CCA correction of the large-scale patters is important when using NCEP reanalysis to train the censored QR model, whereas no skill is lost when using ERA40 reanalysis. So a correction of the systematic differences between the NCEP and GFS large-scale patterns is important. The forecast error seems small for the 12h forecasts, as the performance of the RAN approach is comparable to the performance of downscaling based on NCEP reanalysis. A P-MOS approach that relies solely on the largescale patterns of the GFS forecasts provides a less stable and less meaningful statistical postprocessing, as the training period is too short. Here, the RAN approach is clearly outperforming the P-MOS approach.
The objective of this study was to draw attention to the method of censored quantile re-gression that provides a tool to formulate a probabilistic post-processing of numerical weather forecasts. The utilization of reanalysis for the training of a probabilistic MOS system together with the RAN-type approach is appropriate to avoid problems due to the data shortage problem. The RAN approach represents a valuable and efficient post-processing to derive local probabilistic precipitation forecasts from a single deterministic model forecast.
APPENDIX A
Quantiles and the quantile verification (QV) score
This appendix gives some preliminaries about quantile estimation, notably, that the quantiles can be expressed as the solution of an optimization problem (Koenker 2005) . Standard linear regression minimizes the least square error, and the solution of an optimization problem that aims at minimizing the expected square error is the expectation value. And so the mean square error is an adequate measure of the performance of such a forecast. Analogously, quantile regression minimizes a function of the least absolute differences. This optimization problem is the basic principle for quantile regression, and the solution is the conditional quantile function at a probability τ . Likewise, the optimization problem defines a verification score, the quantile verification (QV) (or censored quantile verification (CQV)) score, which is discussed in some detail here.
Let Y be a univariate random variate with distribution F (y) = P rob(Y ≤ y). The quantile function is defined as
and F −1 (τ ) = y τ is called the τ -quantile. Quantiles arise from a simple optimization problem, that is defined through the so-called check function
The check function ρ τ (u) is a function of the least absolute deviations with u = y −ŷ τ and is displayed in Fig. 7 . I(.) is an indicator function, which takes the value 1 if the condition in the bracket is valid, and 0 if the condition is not valid. The estimateŷ τ should be determined such that it minimizes the expected loss (E[.] indicates the expectation under F (y))
Differentiating with respect toŷ τ results in
so a necessary condition ofŷ τ to minimize the loss function is that F (ŷ τ ) = τ , which is indeed the τ -quantile. Analogously, it can be shown that the value that minimizes
The loss function ρ τ (y −ŷ τ ) is proposed as a scoring rule for quantile forecast verification, the QV score (for censored data CQV score). It will be shown in the following, that the expected loss attains a minimum if the forecast is perfect. This proves that the QV score is proper, but also thatŷ τ = F −1 (τ ) is a necessary and sufficient condition for a minimum of the expected loss. We first recall the definition of a proper score (for details see Gneiting and Raftery (2007) ).
Let S(y,ŷ τ ) = ρ τ (y −ŷ τ ) denote the QV score of a forecastŷ τ of the τ -quantile of the random variate Y ∼ F (y). Let y τ be the τ -quantile, with F (y τ ) = τ or y τ = F −1 (τ ), then S(y, .) is
and strictly proper if equality is only obtained ifŷ τ = y τ . The expectation of each score can be trivially decomposed into
If S(Y, .) is a proper score, then the term in the braces is positive definite. Such a decomposition for the QV score can be derived as follows.
Due to the mean value theorem for integration, the integral in the braces is bounded by
As F (y) is a positive definite and monotonically increasing function of y, the term in the brackets is positive definite. Thus the QV score is a proper score. Table 1 ). The shading of the Brier skill score for the probability forecast of the occurrence of precipitation is dark, the CQV skill score is shown for the 0. winter months and b) summer months as in Fig. 2 ), but for different forecast approaches (see Table 1 on the basis of GFS (GFS/ERA40, GFS/NCEP) or ECMWF precipitation forecasts (see Table   1 ). The shading of the Brier skill score for the probability forecast of the occurrence of precipitation is dark, the CQV skill score is shown for the 0. Fig. 2 ), but for different forecast approaches (see Table 1 ). 
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