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The classical master equation
Giovanni Felder and David Kazhdan,
with an appendix by Tomer M. Schlank
Abstract. We formalize the construction by Batalin and Vilkovisky of a so-
lution of the classical master equation associated with a regular function on
a nonsingular affine variety (the classical action). We introduce the notion of
stable equivalence of solutions and prove that a solution exists and is unique
up to stable equivalence. A consequence is that the associated BRST coho-
mology, with its structure of Poisson0-algebra, is independent of choices and
is uniquely determined up to unique isomorphism by the classical action. We
give a geometric interpretation of the BRST cohomology sheaf in degree 0 and
1 as the cohomology of a Lie–Rinehart algebra associated with the critical
locus of the classical action. Finally we consider the case of a quasi-projective
varieties and show that the BRST sheaves defined on an open affine cover can
be glued to a sheaf of differential Poisson0-algebras.
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1. Introduction
Batalin and Vilkovisky [3, 4], in their study of generalized gauge symmetries
in quantum field theory, proposed to associate to a function S0, called the classical
action, on the space of fields X , taken here to be an affine variety, a solution S of
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the classical master equation [S, S] = 0 in a completed space of functions on the
(−1)-shifted cotangent bundle T ∗[−1]V of a certain graded manifold V containing
X . The Poisson bracket [ , ] has degree 1 and the classical master equation implies
that [S, ] is a differential on functions on T ∗[−1]V . The corresponding cohomology
is called (classical) BRST cohomology and comes with an induced product of degree
0 and Poisson bracket of degree 1. The BRST cohomology in degree 0 consists of
regular functions on the critical locus of S0 that are annihilated by the vector fields
that annihilate S0. The ultimate aim is to study (or make sense of) the asymptotic
expansion of oscillatory integrals
∫
exp(iS0(x)/~)f(x)dx as ~ → 0 in cases where
the critical points of S0 are not isolated, particularly in the infinite dimensional
case. The classical master equation, considered here, appears in the study of the
critical locus, which is preliminary to the study of the oscillatory integrals where the
quantum master equation arises. We plan to extend our approach to the quantum
case in a future publication.
The starting point of this paper is the remark that the Batalin–Vilkovisky con-
struction depends on several choices, so that the invariant meaning of the BRST
cohomology remained unclear. Our aim is to formalize the construction by in-
troducing the notion of BV variety associated with a regular function S0 on a
nonsingular affine variety, comprising a solution S of the classical master equation.
We show that, given S0, such a BV variety exists and is unique up to a natural
notion of stable equivalence and that automorphisms act trivially on cohomology.
A consequence is that the BRST cohomology is uniquely determined, up to unique
isomorphism of Poisson algebras, by S0.
Let us describe the result in more detail. Let k be a field of characteristic 0
and X a nonsingular affine variety. We use the language of Z-graded varieties. A
Z-graded variety with support X is a Z-graded commutative ringed space V =
(X,OV ) with structure sheaf OV =
⊕
i∈ZOiV locally isomorphic to the completed
symmetric algebra of a free graded OX -module with homogeneous components of
finite rank. The completion is defined by the filtration F pOV of ideals generated
by the elements of degree ≥ p. The (-1)-shifted cotangent bundle of a Z-graded
variety V such that OiV = 0 for i < 0 is M = T ∗[−1]V = (X,OM ) with OM =
ŜymOV TV [1], the completed graded symmetric algebra of the tangent sheaf of V ,
with degree shift TV [1]
i = T i+1V . Then OM is, in the terminology of [14], a sheaf
of Poisson0 or P0-algebras; namely, it comes with a graded commutative product
of degree zero and a Poisson bracket of degree 1.1 The Poisson bracket comes from
the canonical symplectic structure of degree −1 on T ∗[−1]V . More generally we
define a (−1)-symplectic variety with support X to be a graded manifold (X,OM )
such that OM is locally isomorphic as a P0-algebra to a shifted cotangent bundle.
The classical master equation for a function S ∈ Γ(X,OM ) of degree 0 on a (−1)-
symplectic manifold M is [S, S] = 0. A solution S defines a differential dS = [S, ]
on the sheaf of P0-algebras OM . Let IM = F 1OM be the ideal of OM generated
by elements of positive degree. Then dS preserves IM and induces a differential on
the non-positively graded complex of sheaves OM/IM .
1In general a Pj-algebra is a graded commutative algebra with a Poisson bracket of degree
1− j.
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Definition 1.1. Let S0 ∈ Γ(X,OX) be a regular function on X ∈ C. A BV
variety with support (X,S0) is a pair (M,S) consisting of a (−1)-symplectic variety
M with support X and a function S ∈ Γ(X,O0M ) such that
(i) S|X = S0.
(ii) S is a solution of the classical master equation [S, S] = 0.
(iii) The cohomology sheaf of the complex (OM/IM , dS) vanishes in non-zero
degree.
The complex of sheaves (OM , dS) is called BRST complex and its cohomology is
called BRST cohomology (after Becchi, Rouet, Stora and Tyutin, who introduced
it in the case of ordinary gauge theory [5]). The BRST complex is a sheaf of
differential P0-algebras, namely a sheaf of P0-algebras with a differential that is a
derivation for both the product of and the bracket, so that the BRST cohomology
is a P0-algebra.
Before stating our results we now add a few comments on the origin and mean-
ing of our axiomatic setting. We refer to [18] for the physical background of this
construction and to [31] for its mathematical context. The origin of the story is
in the Faddeev–Popov description [16] of path integrals over the quotient of the
space of fields by the action of the gauge group. With the work of Becchi, Rouet,
Stora and Tyutin, see [5], who identified gauge invariant observables as cocycles
in a differentialg graded algebra, the BRST complex, and of Zinn-Justin [36] who
introduced a version of the master equation, it became clear that −1-sympectic
manifolds and the master equation are the structure underlying perturbative gauge
theory and renormalization, see [13] for a mathematical approach to this subject.
In our finite-dimensional classical setting the solutions of the master equation cov-
ered by the approach of Faddeev and Popov arise in the case of a classical action S0
invariant under the action of a connected Lie group, see Example 6.3 in Section 6.
To these data one associates a solution (6.1) of the master equation, the Faddeev–
Popov action. This solution obeys (i) and (ii) but in general not (iii). Condition
(iii) is satisfied under additional conditions of freeness of the action, see Section
6, Example 6.3. In the physics literature it was noticed that the Faddeev–Popov
construction had to be extended if the gauge group does not act freely, or in more
general situations in which one would like to quotient by symmetries of the classical
actions that are not described by a group action. For example, in certain quantum
field theories, such as the Poisson sigma model underlying Kontevich’s deformation
quantization [21, 11], the classical action S0 is invariant under (i.e., annihilated
by) a distribution of tangent planes which is integrable only when restricted to the
critical locus of S0. A finite-dimensinal model for this phenomenon is given by
Example 6.7 in Section 6, where S0 is the square of the norm on a Euclidean vector
bundle with orthogonal connection. The contribution of Batalin and Vilkovisky was
to introduce a general construction of solutions of the master equation replacing
previous ad hoc attempts to generalize the Faddeev–Popov solution. Their idea was
to start from a classical action without assuming a priori the existence of a group of
symmetries. Our observation is that the Batalin–Vilkovisky approach amounts to
add axiom (iii) to the wish list for solutions of the master equation. From the point
of view of this paper, axiom (iii) is important as it implies existence and unique-
ness results: the existence and uniqueness up to stable equivalence of a solution
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S obeying (i)–(iii) given S0 and the existence and uniqueness of the correspond-
ing differential P0-algebra of observables (the BRST complex) up to a contractible
space of isomorphisms, see Prop. 8.1 in Section 8.
Finally let us remark that there are other interesting solutions of the master
equation, that do not necessarily obey property (iii) of the definition of BV vari-
eties. They are effective actions obtained by reduction from solutions in infinite
dimensional spaces of fields of a quantum field theory, see [23, 8, 7, 12].
We now turn to the description of our results.
The main local result of this paper is that a BV variety (M,S) with given
support (X,S0) such that X is affine exists and is essentially unique. Two BV
varieties (M1, S1), (M2, S2) with support (X,S0) are called equivalent if there is a
Poisson isomorphism M1 →M2 inducing the identity on X whose pull-back sends
S2 is S1. They are stably equivalent if they become equivalent after taking the
product with solutions of BV varieties with support (X = {pt}, S0 = 0), see Section
3.6 for the precise definition. The main property is that stably equivalent solutions
give rise to BRST complexes that are quasi-isomorphic as sheaves of differential
P0-algebras.
Theorem 1.2. Let S0 be a regular function on a nonsingular affine variety X
over a field k of characteristic zero.
(i) There exists a BV variety (M,S) with support (X,S0) such that M ∼=
T ∗[−1]V for some non-negatively graded variety V . It is unique up to
stable equivalence.
(ii) Poisson automorphisms of (M,S) act as the identity on the cohomology
of the BRST complex. Thus the BRST cohomology H•(OM , dS) is deter-
mined by (X,S0) up to unique isomorphism.
The existence proof is based on the construction described in [3, 4] and is in
two steps. In the first step one extends the map dS0 : TX → OX sending a vector
field ξ to ξ(S0) to a semi-free resolution of the Jacobian ring, namely a quasi-
isomorphism (R, δ) → (J(S0), 0) of differential graded commutative OX -algebras,
where R is the symmetric algebra of a negatively graded locally free OX -module
with homogeneous components of finite rank. The existence of such resolutions is
due to Tate [33] and R is called Tate (or Koszul–Tate) resolution. Geometrically δ
is a cohomological vector field on the coisotropic subvariety of a shifted cotangent
bundle M = T ∗[−1]V determined by the ideal IM . In the second step one extends
this vector field to a Hamiltonian cohomological vector field [S, ] on T ∗[−1]V . This
existence proof is basically adapted from [18], Chapter 17, but we avoid using the
“regularity condition” on the smoothness of the critical locus assumed there.
To show uniqueness up to stable equivalence we remark that all BV varieties
with given support are isomorphic to BV varieties obtained from some Tate res-
olution and the question reduces to comparing different Tate resolutions. It is a
standard result that different Tate resolutions of the same algebra are related by
a quasi-isomorphism that is unique up to homotopy. We prove in the Appendix
the stronger result that any two such resolutions become isomorphic as differential
graded commutative algebras after taking the tensor product with the symmetric
algebra of an acyclic complex.
The existence part of Theorem 1.2 (i) is proved in Section 4.2 (Theorem 4.5);
the uniqueness up to stable equivalence is Theorem 4.10 in Section 4.4. Part (ii) is
proved in Section 4.6 (Theorem 4.13 and Corollary 4.15).
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The next result is a partial description of the cohomology of the BRST complex.
The cokernel of the map dS0 : TX → OX is the Jacobian ring, the quotient of OX
by the ideal generated by partial derivatives of S0. Vector fields in the kernel L(S0)
of dS0 are infinitesimal symmetries of S0. They form a sheaf of Lie subalgebras of
TX .
Theorem 1.3.
(i) The cohomology sheaf of the BRST complex is supported on the critical
locus of S0 and vanishes in negative degree.
(ii) The zeroth BRST cohomology algebra is isomorphic to the algebra of in-
variants
J(S0)
L(S0) = {f ∈ J(S0) | ξ(f) = 0, ∀ξ ∈ L(S0)},
of the Jacobian ring for the Lie algebra of infinitesimal symmetries of S0.
The computation of the BRST cohomology is based on the spectral sequence
associated with the filtration F •OM and is presented in Section 5. Theorem 1.3
follows from the description of the E2-term in Theorem 5.1, see Corollary 5.4 and
Proposition 5.5.
Can one describe the BRST cohomology in terms of the geometry of the critical
locus? We give a conjectural description of this kind, which we prove in degree 0 and
1: the BRST cohomology for an affine variety is isomorphic to the cohomology of a
Lie–Rinehart algebra naturally associated to the critical locus, see Section 7. One
encouraging fact is that the bracket H0⊗H0 → H1 induced by the Poisson bracket
has a very natural geometric description in terms of this Lie–Rinehart algebra.
Theorem 1.3 refers to affine varieties and it is natural to ask whether affine BV
varieties glue well to build global objects defined on general nonsingular varieties.
We have a partial existence result in this direction. We show in Corollary 8.3 that
if S0 is a (possibly multivalued) function on a quasi-projective variety, then there
is a sheaf of differential P0-algebras which is locally quasi-isomorphic to the BRST
complex of a BV variety associated to S0. The necessary homotopy gluing technique
is explained in Appendix B by Tomer Schlank.
Apart from the extension of our results to the quantum case, namely the theory
of the quantum master equation and Batalin–Vilkovisky integration, see [3, 18,
28, 20, 2, 29, 1], it is important to study the higher dimensional case of local
functionals in field theory, see [3, 18, 14, 25]. It would also be interesting to
compare our approach to the derived geometry approach of [14], developed in [35,
24], and consider, as these authors do, the more general situation of an intersection
of Lagrangian submanifolds in a symplectic manifold (the case studied in this paper
is the intersection of the zero section with the graph of dS0 in the cotangent bundle).
In most of the paper we formulate our results for a nonsingular affine variety
X over a field k of characteristic zero for consistency of language, but our results
hold also, with the same proofs, for smooth manifolds (with k = R) or complex
Stein manifolds (with k = C).
Another straightforward generalization to which our results apply with the
same proofs is the case where S0 is a multivalued function defined modulo constants
(alias a closed one-form). By this we mean a formal indefinite integral S0 =
∫
λ,
where λ is a closed 1-form. The point is that it is not S0 that matters but the
differential [S0, ], which depends on S0 through dS0, see 3.3 for a more formal
treatment.
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The paper is organized as follows. In Section 2 we introduce a notion of graded
variety suitable for our problem. It is patterned on Manin’s definition of superman-
ifolds and supervarieties [22]. Shifted cotangent bundles are also introduced there.
BV varieties and their cohomology are introduced in Section 3. In Section 4 we
prove the existence and uniqueness result for BV varieties, and the computation of
the BRST cohomology is contained in Section 5. We then discuss several examples
in Section 6 and in Section 7 we give a geometric description of the cohomology in
degree 0 and 1 and of the induced bracket H0⊗H0 → H1. We conclude our paper
with Section 8 where we extend our existence result to the case of quasi-projective
varieties.
Conventions. We work over a field k of characteristic zero. The homogeneous
component of degree i of a graded object E is denoted by Ei and E[i] is E with
degrees shifted by i: E[i]j = Ei+j . Differentials have degree 1. To avoid conflicts
of notation we denote by I(j) the j-th power I · · · I of an ideal I.
Acknowledgements. We thank Damien Calaque, Kevin Costello, Vladimir Hinich
and Dmitry Roytenberg for instructive discussions, Pavel Etingof for kindly pro-
viding Example 6.9 in Section 6, Bernhard Keller and Jim Stasheff for useful corre-
spondence. We also thank Tomer Schlank for discussions and explanations on ho-
motopy limits and for providing Appendix B. We are grateful to Ricardo Campos,
Ran Tessler and Amitai Zernik for comments and corrections to the manuscript.
G.F. thans the Hebrew Univerisity of Jerusalem and D.K. thanks the Forschungsin-
stitut fu¨r Mathematik at ETH for hospitality. G.F. was supported in part by the
Swiss National Science Foundation (Grant 200020-105450). D. K. was supported
in part by an ERC Advanced Grant.
2. Graded varieties
2.1. Symmetric algebras of graded modules. Let V = ⊕i∈ZV i be a Z-
graded module over a commutative unital ring B with free homogeneous compo-
nents V i of finite rank such that V 0 = 0. If a ∈ V i is homogeneous, we set
deg a = i. The symmetric algebra Sym(V ) = SymB(V ) is the quotient of the
tensor algebra of V by the relations ab = (−1)deg a deg bba. It is a graded commu-
tative algebra with grading induced by the grading in V . Let F pSym(V ) be the
ideal generated by elements of degree ≥ p. These ideal form a descending filtration
Sym(V ) ⊃ F 1Sym(V ) ⊃ F 2Sym(V ) ⊃ · · · .
Definition 2.1. The completion Ŝym(V ) of the graded algebra Sym(V ) is the
inverse limit of Sym(V )/F pSym(V ) in the category of graded modules. Namely,
Ŝym(V ) = ⊕i∈ZŜym(V )i with
Ŝym(V )i = lim
←p
Sym(V )i/(F pSym(V ) ∩ Sym(V )i).
Then Ŝym(V ) is a graded commutative algebra and comes with the induced
filtration F pŜym(V ). Note that the completion has no effect if V is Z≥0-graded or
Z≤0-graded, namely if V
i = 0 for all i < 0 or for all i > 0.
Remark 2.2. The assumption that V 0 = 0 is not essential. It can be achieved
by replacing B by SymB(V
0).
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2.2. Graded manifolds and graded algebraic varieties. We adapt the
constructions and definitions of Manin [22], who introduced a general notion of
Z/2Z-graded spaces (or superspaces), to the Z-graded case.
Definition 2.3. Let M0 be a topological space. A graded space with support
2
M0 is a ringed space M = (M0,OM ) where OM (the structure sheaf of M) is a
sheaf of Z-graded commutative rings on M0 such that the stalk OM,x at every
x ∈ M0 is a local graded ring (namely it has a unique maximal proper graded
ideal). Morphisms are morphisms of locally ringed spaces: a morphism M → N is
a pair (f, f∗) where f : M0 → N0 is a homeomorphism and f∗ : ON → f∗OM is
a grading preserving morphism of sheaves of rings, such that, for all x ∈ M0, f∗
maps the maximal ideal of ON,f(x) to the maximal ideal of OM,x.
Definition 2.4. An open subspace of a graded space M = (M0,OM ) is a
graded space of the form (U0,OM |U0) for some open subset U0 ⊂ M0. A closed
subspace is a graded space of the form (N0, (OM/J)|N0) for some sheaf of ideals
J ⊂ OM such that OM/J has support on N0.
Both open and closed subspaces come with inclusion morphisms to M .
Definition 2.5. Let M be a graded variety. Let JM be the ideal sheaf of OM
generated by sections of non-zero degree. The reduced space is the locally ringed
space Mrd = (M0,OM/JM ).
Thus Mrd is a closed subspace of M and it is a locally ringed space in the
classical sense, with strictly commutative structure sheaf sitting in degree 0.
An important class of graded spaces is obtained from graded locally free sheaves.
Let (X,OX) be a commutative locally ringed space (no grading). If E is a graded
module with homogeneous components E i of finite rank and E0 = 0, then U 7→
ŜymOX(U)(E(U)) is a sheaf of rings on X whose stalks are local rings. Thus M =
(X, ŜymOX (E)) is a graded space with Mrd = (X,OX).
Definition 2.6. Let C be a subcategory of the category of locally ringed space,
such as algebraic varieties, smooth manifolds or complex manifolds. A graded C-
variety with support M0 ∈ C is a graded space M = (M0,OM ) such that every
point x ∈ M0 has an open neighborhood U such that (U,OM |U ) is isomorphic
to (U, ŜymOX (E)) for some free graded OX -module E with homogeneous compo-
nents of finite rank and E0 = 0. Morphisms are morphisms of locally ringed spaces
restricting to morphisms in C on their supports, namely such that there is a com-
mutative diagram
M → N
↑ ↑
M0 → N0
with lower arrow in C.
Depending on C, we call graded C-varieties graded smooth manifolds, graded
algebraic varieties, graded affine varieties, and so on.
Definition 2.7. A graded C-variety M is called Z≥0-graded (Z≤0-graded) if
OjV = 0 for j < 0 (j > 0).
2or body; we use the terminology of [6]
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Examples of graded C-varieties are (X, ŜymOX (E)) for some locally free graded
OX -module E with finite rank homogeneous components such that E0 = 0. Con-
versely, if (X,OM ) is a graded C-variety with support (X,OX = OM/JM ) ∈ C,
then E = JM/J2M is a locally free OX module and (X,OM ) is locally isomorphic to
(X, ŜymOX (E)). The obstructions to patch local isomorphisms to a global isomor-
phism lie in H1 of a certain vector bundle on X . Thus if X is a smooth manifold
or an affine algebraic variety, then the obstruction vanish and Batchelor’s Theorem
holds: every graded variety with support X is isomorphic to (X, ŜymOX (E)) for
some locally free E with homogeneous components of finite rank.
2.3. P0-algebras. A P0-algebra over a field k is a graded commutative algebra
A = ⊕d∈ZAd over k with a Poisson bracket [ , ] : A ⊗ A → A of degree 1. A
differential P0-algebra is a P0-algebra together with a differential of degree 1 which
is a derivation for both the product and the bracket. For completeness (and to fix
sign conventions) let us write out the axioms for the bracket [ , ] and the differential
d. For any homogeneous elements a, b, c,
(i) The bracket is a bilinear map sending Ar ⊗As to Ar+s+1
(ii) [a, b] = −(−1)(deg a−1)(deg b−1)[b, a].
(iii) [ab, c] = a[b, c] + (−1)deg a deg bb[a, c].
(iv) d(ab) = (da)b + (−1)deg aa db.
(v) d[a, b] = [da, b] + (−1)deg a−1[a, db].
(vi) (−1)(deg a−1)(deg c−1)[[a, b], c] + cyclic permutations = 0.
If S ∈ A0 obeys the classical master equation [S, S] = 0 then the map dS : b→ [S, b]
is a differential. We call dS a hamiltonian differential with hamiltonian S.
2.4. Shifted cotangent bundles and (−1)-symplectic varieties. We con-
sider C-varieties, where C is the category of nonsingular algebraic varieties over a
field k of characteristic zero or of smooth manifolds (with k = R) or of complex
manifolds (with k = C). Let V be such a graded variety with support X and
suppose that OiV = 0 for all i < 0 (V is Z≥0-graded). To V we associate its shifted
cotangent bundle M = T ∗[−1]V by the following construction. A (left) derivation
of OV of degree d is a section ξ of the sheaf Π∞j=0Hom(OjV ,Oj+dV ) of degree d endo-
morphisms of OV such that ξ(ab) = ξ(a)b+ (−1)d deg aaξ(b). Derivations of OV of
degree d form a sheaf T dV and TV = ⊕dT dV is a sheaf of graded Lie algebras acting
on OV by derivation. Then the bracket extends to a Poisson bracket of degree 1 on
O˜M = SymOV TV [1],
which thus becomes a sheaf of P0-algebras. We will need a completion OM of O˜M .
Let F pO˜M be the ideal in SymOV (TV [1]) generated by elements of degree at least
p. These sheaves of ideals form a descending filtration of O˜M = F 0O˜M .
Definition 2.8. The (−1)-shifted cotangent bundle of V is the graded variety
M = T ∗[−1]V = (X,OM ), where
OM = lim
←
O˜M/F pO˜M .
The inverse limit is taken in the category of Z-graded sheaves, i.e., degree by degree.
We denote by F pOM = lim← F pO˜M/F p+qO˜M the filtration by ideals topolog-
ically generated by elements of degree ≥ p in OM .
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Proposition 2.9. Let V be a Z≥0-graded variety and M = T
∗[−1]V . Then the
Poisson bracket on O˜M extends to the completion making OM a sheaf of P0-algebras
over k.
Let O˜M = SymOV TV [1]. The product on O˜M is compatible with the filtration
in the sense that F pO˜M ·F qO˜M ⊂ F p+qO˜M , and thus passes to the completion OM
but this is not true for the bracket, making the statement not completely trivial.
However, we have the following observation, which suffices to show that the bracket
is defined on the completion.
Lemma 2.10. Let p ≥ 0.
(i) If d ≥ −1 then [O˜dM , F pO˜M ] ⊂ F pO˜M .
(ii) If d < −1 and p+ d ≥ 0 then [O˜dM , F pO˜M ] ⊂ F p+d+1O˜M .
Thus the bracket passes to the completion OM = ⊕i lim← O˜iM/F pO˜iM and (i), (ii)
hold for O˜M replaced by OM .
Proof. Let us adopt the convention that aj , bj, . . . denote local sections of
O˜M of degree j and a, b, . . . sections of unspecified degree. Then, if d + p+ 1 ≥ 0
(which is trivially true in (i)), and p′ ≥ p,
[ad, bcp′ ] = [ad, b]cp′ ± [ad, cp′ ]b ∈ F pO˜M + F d+p+1O˜M ⊂ Fmin(p,d+p+1)O˜M ,
since cp′ has degree ≥ p and [ad, cp′ ] has degree d+ p′ + 1 ≥ d+ p+ 1. 
We note that with the same construction we can define T ∗[−1]N for a Z≤0-
graded variety N .
Definition 2.11. A Poisson morphism T ∗[−1]V → T ∗[−1]W is a map of
graded varieties respecting the Poisson bracket.
An e´tale morphism ϕ : V → W of graded varieties (namely one which is e´tale
on supports and for which ϕ∗ is locally invertible) induces a morphism TV → TW
of sheaves of graded Lie algebras, defined by θ 7→ (ϕ∗)−1 ◦ θ ◦ ϕ∗, and thus induces
a Poisson isomorphism Φ: T ∗[−1]V → T ∗[−1]W , called the symplectic lift of ϕ.
Definition 2.12. A (−1)-symplectic variety is a graded variety M = (X,OM )
locally Poisson isomorphic to a (−1)-shifted cotangent bundle: every point x ∈ X
has an open neighborhood U so that OM |U is Poisson isomorphic to OT∗[−1]V for
some non-negatively graded variety V = (U,OV ).
The structure sheaf OM of a (−1)-symplectic variety comes with a filtration
OM = F 0OM ⊃ · · · ⊃ F pOM ⊃ F p+1OM ⊃ · · · . This filtration can be used to
uniquely reconstruct V from M up to isomorphism:
Proposition 2.13. If M = (X,OM ) is Poisson isomorphic to T ∗[−1]V for
a Z≥0-graded variety V then V is isomorphic to (X, SymOXE), where the graded
OX-module E has homogeneous components
Ep = OpM/F p+1OpM + IM · IM ∩ OpM , IM = F 1OM , p ≥ 1.
Proof. Suppose OV = (X, SymOX E˜). Then we have a monomorphism E˜p →
OpM given by the composition
E˜ →֒ OV →֒ OM → E
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But OpM is spanned overOX by the image of Ep and products of sections of non-zero
degree. Products with at least two factors of positive degree are in IM · IM and
products with at least a factor of negative degree have a factor of degree ≥ p and
lie therefore in F p+1OM . 
2.5. Local description. Let X be an n-dimensional nonsingular algebraic
variety over a field k of characteristic zero. Then every point p ∈ X has an affine
open neighborhood U with an e´tale map U → An to the affine n-space. Thus
there are functions x1, . . . , xn ∈ OX(U) generating the maximal ideal at p and
commuting vector fields ∂1, . . . , ∂n ∈ TX(U) with ∂ixj = δij . Similarly if V is a
graded variety with support X , then U can be chosen so that OV |U ∼= ŜymOXE(U)
where E is a free OX -module with homogeneous components E i of finite rank and
E0 = 0. Let us assume that OiV = 0 for i < 0 (the case i > 0 is treated similarly).
Then there are sections β1, β2, . . . of E(U), such that, for all i > 0, those of degree
i are a basis of the free OX(U)-module E i(U). Let β∗j be the dual basis of E∗[1], so
that
deg β∗j = − deg βj − 1 ≤ −2.
Then OT∗[−1]V (U) ∼= Ŝym(TX [1] ⊕ E ⊕ E∗[1])(U). Its homogeneous component of
degree j consists of formal power series with coefficients in OX(U) whose terms are
monomials of degree j in generators x∗i = −∂i ∈ TX [1], i = 1, . . . , n of degree -1
and βj , β∗j , j = 1, 2, . . . . The Poisson bracket is
[f, x∗j ] = ∂jf, f ∈ OX , [βi, β∗j ] = δij ,
and vanishes on other pairs of generators.
2.6. Associated graded. It will be useful to have a description of the asso-
ciated graded of the structure sheaf OM of the cotangent bundle M = T ∗[−1]V of
a Z≥0-graded variety V . Let as above F
pOM be the ideal generated by sections
of degree ≥ p and grOM = ⊕p≥0F pOM/F p+1OM . Then RM = OM/F 1OM is an
algebra over OX = OV /F 1OV and for each p, grpOM is naturally an RM -module.
Also there is a natural OX -linear map ι : OV → grOM induced from the inclusion
OpV ⊂ F pOM .
Lemma 2.14. The composition of ι with the structure map of the RM -module
RM ⊗OV → RM ⊗ grOM → grOM
factors through RM ⊗OX OV and induces an isomorphism of graded algebras
RM ⊗OX OV ∼= grOM .
Proof. Both the map ι and the action of RM are OX -linear so the map fac-
tors through the tensor product over OX . In the local description of the preced-
ing section OV = SymOXE for some locally free sheaf E . On the other hand,
F pOM/F p+1OM is a free RM -module spanned by monomials in OV of total degree
p. Thus grOM is a free module over RM generated by OV . 
2.7. Poisson center and Poisson derivations. Let M = T ∗[−1]V be the
shifted cotangent bundle of a Z≥0-graded variety V with support X . The Poisson
center ZM is the subalgebra of OM of sections z such that [z, g] = 0 for all sections
g ∈ OM . Let kX be the locally constant sheaf with fiber k.
Proposition 2.15. ZM = kX
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Proof. Using the local description we see that every point of X has an open
neighborhood U such that OM (U) is a completion of a free OX(U)-module gener-
ated by monomials in x∗i , β
j , β∗j . The condition that the bracket of z ∈ ZM (U) with
βi vanishes implies that β
∗
i cannot appear in the monomials contributing to z with
nontrivial coefficients. Similarly βj cannot appear and the vanishing of bracket
with OX(U) and with x∗i implies that z is locally constant. 
A Poisson derivation of degree zero of OM is a vector field D ∈ Γ(X,T 0M ) of
degree zero such that D[a, b] = [D(a), b] + [a,D(b)] for all local sections a, b ∈ OM .
If h ∈ OM (X)−1 is a global section of degree −1 then a 7→ [h, a] is a Poisson
derivation by the Jacobi identity. Derivations of this form are called hamiltonian
and h is called a hamiltonian of the derivation.
Proposition 2.16. All Poisson derivations of degree zero of OM are hamil-
tonian with unique hamiltonian.
Proof. The basic case is the one dimensional case: let B be a graded commu-
tative ring and A = B[z, z∗] = B[z] +B[z]z∗ where z is an even variable of degree
j ∈ 2Z and z∗ has degree −j − 1. Let [ , ] be a P 0-bracket such that [z, z∗] = 1
and [z,B] = 0 = [z∗, B]. Then the action of a Poisson derivation on generators has
the form D(z) = f0 + z
∗f1, D(z
∗) = g0 + z
∗g1 with fi, gi ∈ B[z]. The conditions
for D(z) and D(z∗) to define a derivation are
[D(z), z] + [z,D(z)] = 2[D(z), z] = 0, [D(z), z∗] + [z,D(z∗)] = 0.
They imply that f1 = 0 and g1 = −[f0, z∗] and it follows that
(2.1) h = G− z∗f0,
where G =
∫
g0 dz ∈ B[z] with
∫
bzjdz = bzj+1/(j + 1), defines a hamiltonian
derivation with the same action as D on z and z∗. Thus after subtracting a hamil-
tonian derivation we get a derivation vanishing on z and z∗. Moreover, a Poisson
derivations obeys [D(b), z] = 0 = [D(b), z∗], for all b ∈ B. It follows thatD(B) ⊂ B.
Thus adding to any Poisson derivation of B[z, z∗] a suitable hamiltonian deriva-
tion we obtain the k[z, z∗]-linear extension of a derivation of B.
Now let D be a Poisson derivation of OM and use the local description to
study the action of D on OM (U) for some open neighborhood U of a point of X .
By the repeating the above reasoning for each pair βj , β∗j of variables, we may
subtract a hamiltonian derivation to get a derivation vanishing on βj , β∗j . Note
that this works even if V is infinite dimensional as the hamiltonian for each pair
lies in F pOM with p increasing as the degree of βj increases (in Eq. (2.1) h is of
degree −1 and G is divisible by z of degree j so both terms are a product of an
element of degree j and one of degree −j − 1). We are left with a derivation of
OT∗[−1]X(U) = SymOXTX [1](U) extended to OM (U) by linearity over k[βj , β∗j ].
The restriction to OX(U) is a vector field ξ on U . By subtracting a hamiltonian
derivation with hamiltonian ξ ∈ TX [1] we may assume that D vanishes on OX . We
claim that D also vanishes on TX [1] and is thus zero. Indeed D maps TX [1] to itself
and being a derivation obeys [D(ξ), f ] + [ξ,D(f)] = 0 for all ξ ∈ TX [1], f ∈ OX ;
since D(f) = 0 and [D(ξ), f ] is the action of the vector field D(ξ) on the function
f , we see that D(ξ) = 0. Then D vanishes on generators. Since it preserves the
filtration, it is well-defined and vanishes on each OM/F pOM , and thus vanishes on
the inverse limit OM .
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Now let D ∈ Γ(X,TV ) be a global derivation of degree zero. Then we have an
open cover (Ui) of X such that D|Ui = [hi, ] for some hamiltonian hi ∈ OM (Ui).
On intersections Ui∩Uj, hi−hj is a Poisson central element of degree −1 and thus
vanishes by Prop. 2.15. Hence the hamiltonians hi agree on intersections and are
restrictions of a globally defined hamiltonian h of degree −1 with D = [h, ]. Since
the Poisson center is trivial in degree −1, h is unique. 
2.8. Duality. The following is an extension of a result of Roytenberg [27],
who considered the case of smooth graded manifolds.
Proposition 2.17. Let V = (X, SymOXE) for some positively graded locally
free OX-module E with homogeneous components of finite rank on a nonsingular al-
gebraic variety. Let V ∨ = (X, SymOXE∗[1]). Then T ∗[−1]V is Poisson isomorphic
to T ∗[−1]V ∨.
Proof. Let us first assume that X is affine. Then E admits an algebraic
connection ∇ : TX → End(E) (the obstruction to the existence of connection lies
in H1(Ω1 ⊗ End(E)) and thus vanishes for affine varieties). Such a connection
extends to a map of OX -modules TX → Der(SymOXE). Also the pairing between
E and E∗ defines an inner multiplication ι : E∗ → Der(SymOXE). Then the sheaf of
derivations of SymOXE is isomorphic to TX ⊕ E∗, where TX acts via ∇ and E∗ via
ι. Thus
(2.2) OT∗[−1]V ∼= ŜymOX (TX [1]⊕ E ⊕ E∗[1]).
By using the dual connection on E∗, the same result is obtained for V ∨ as E and
E∗[1] are interchanged. It remains to show that the resulting isomorphism respects
the bracket and that it is independent of the choice of connection, implying that
the isomorphisms on affine subsets glue to a global isomorphism. For this we work
locally on an open subset U and use the local description of the previous section.
Then OV (U) = OX(U)[βj , j ∈ I], OV ∨(U) = OX(U)[β∗j , j ∈ I] and the right-
hand side of (2.2) is A(U) = OX(U)[[x∗i , βj , β∗j , i = 1, . . . , n, j ∈ I]]. The degree d
component of A(U) consists of formal power series with coefficients in OX(U) such
that all terms have degree d. Let ∇βi =∑j aijβj for some aij ∈ Ω1(X). Then the
isomorphism φ : A(U)→ OT∗[1]V (U) is
x∗i 7→ −∂i −
∑
j,k
βjakj (∂i)
∂
∂βk
, βj 7→ βj , β∗j 7→ −
∂
∂βj
,
and the isomorphism φ∨ : A(U)→ OT∗[1]V ∨(U) is
x∗i 7→ −∂i +
∑
k,j
β∗ka
k
j (∂i)
∂
∂β∗j
, βj 7→ ∂
∂β∗j
, β∗j 7→ β∗j .
The composition φ∨ ◦φ−1 sends ∂i to ∂i, βj to ∂/∂β∗j and ∂/∂βj to −β∗j , therefore
it is independent of the choice of connection and it is easy to check that it is an
isomorphism of Poisson algebras. 
2.9. The group of gauge equivalences. Let M = T ∗[−1]V then O−1M , the
homogeneous component of OM of degree −1, is a sheaf of Lie algebras acting on
the sheaf OM by derivations (for both the product and the bracket) of degree 0.
Thus the action preserves the filtration F •OM . Let IM = F 1OM be the graded
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ideal generated by elements of positive degree and I
(j)
M be the j-th power of IM :
I
(0)
M = OM ; I(j+1)M = IM · I(j)M . Clearly I(p)M ⊂ F pOM .
Lemma 2.18.
(i) [I
(2)
M ,OM ] ⊂ IM .
(ii) If d ≥ −1, and j ≥ 0, [I(j)M ,OdM ] ⊂ I(j)M
(iii) Let p ≥ 1, d ∈ Z. Then [O−1M ∩ I(2)M , F pOdM ] ⊂ I(2)M ∩ F pOdM .
Proof. (i) This follows from the Leibniz rule: [I
(2)
M ,OM ] ⊂ IM [IM ,OM ] ⊂
IM . The same argument proves (ii) by induction, by taking into account that
[IM ,OdM ] ⊂ IM for d ≥ −1, as the bracket of an element of positive degree with one
of degree −1 has positive degree. (iii) We have [O−1M , F pOdM ] ⊂ F pOdM for degree
reasons as the bracket has degree 1. Similarly, IM is closed under the Poisson
bracket and therefore [I
(2)
M , IM ] ⊂ IM [IM , IM ] ⊂ I(2)M . Since F pOM ⊂ IM for p ≥ 1
the claim follows. 
Corollary 2.19. Let j ≥ 0. Then [I(2)M ∩ O−1M , I(j)M ] ⊂ I(j+1)M . In particular
O−1M is a pronilpotent Lie algebra acting nilpotently on OM/F pOM .
Proof. By Lemma 2.18 (iii) for p = 1, we have [I
(2)
M ∩ O−1M , IM ] ⊂ I(2)M and
the claim follows with the Leibniz rule by induction on j. 
Thus the adjoint action of the Lie algebra gM = O−1M ∩ I(2)M exponentiates to a
sheaf of groups GM = exp(ad gM ).
Definition 2.20. Let g(M) = Γ(X, gM ). The group of Poisson automorphisms
G(M) = exp(ad g(M)) is called group of gauge equivalences.
3. Solutions of the classical master equation
Let C be as in Section 2.4. We formulate most of the statements for C consisting
of smooth algebraic varieties, but they are valid with slight change of vocabulary
to the other cases.
3.1. The classical master equation. Let M be a (−1)-symplectic variety
with support X ∈ C. The classical master equation is the equation [S, S] = 0
for a function S ∈ Γ(X,O0M ) of degree 0 on M . If S is a solution of the master
equation then the operator dS = [S, ] is a differential on the sheaf of P0-algebras
OM . Moreover, being a derivation of degree 1, it preserves IM = F 1OM and thus
defines a differential on the sheaf of Z≤0-graded algebras OM/IM .
3.2. BV varieties.
Definition 3.1. Let S0 be a regular function on X ∈ C. A BV variety with
support (X,S0) is a pair (M,S) consisting of a (−1)-symplectic variety M with
support X and a function S ∈ Γ(X,O0M ) such that
(i) S|X = S0.
(ii) S is a solution of the classical master equation [S, S] = 0.
(iii) The cohomology sheaf of the complex (OM/IM , dS) vanishes in non-zero
degree.
Remark 3.2. The inclusion X inM is described by the map O0M → OX which
has kernel I0M = IM ∩ O0M . Thus we can write (i) as S0 ≡ S mod I0M .
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3.3. Multivalued BV varieties. As the bracket of two functions depends
only on their differential it is natural to consider a slight generalization where we
allow S to be multivalued. Let O˜X be the OX module ΩclX of closed differentials.
We think of it as the space of “regular multivalued functions modulo constants”,
namely as formal expressions S0 =
∫
λ where λ ∈ ΩclX .
Definition 3.3. Let S0 ∈ Γ(X, O˜X) be a multivalued function on X ∈ C. A
BV variety with support (X,S0) is a pair (M,S0 + S
′) consisting of a Z≥0-graded
variety V with support X and a function S′ ∈ Γ(X,O0M ) such that
(i) S′|X = 0.
(ii) S = S0 + S
′ is a solution of the classical master equation [S, S] = 0.
(iii) The cohomology sheaf of the complex (OM/IM , dS) vanishes in non-zero
degree.
We notice that dS0 = [S0, ] is well defined on OM as the bracket involves only
the derivative of S0 and it is easy to check that it is a differential. Then condition
(ii) means dS0S
′ + 12 [S
′, S′] = 0.
Our results hold in the more general setting of multivalued BV varieties with
the same proofs, except for notational adjustments.
3.4. The resolution of the Jacobian ring associated with a BV variety.
Let (M,S) be a BV variety with support (X,S0). Then S0 = S|X is a regular
function on X . The complex RM = (OM/F 1OM , dS) looks like
· · · → TX → OX ,
and the last map is ξ 7→ [S0, ξ] = ξ(S0), so the cohomology of RM is the Jacobian
ring J(S0), the quotient of OX by the ideal generated by partial derivatives of S0.
Thus RM is a resolution of J(S0).
3.5. The BRST complex of a BV variety.
Definition 3.4. The BRST complex of a BV variety (M,S) is the sheaf of
differential P0-algebras (OM , dS).
Proposition 3.5. Let (M,S) be a BV variety. The subgroup G(M,S) of gauge
equivalences of M fixing S acts as the identity on the cohomology sheaf of the BRST
complex.
Proof. Let ada be the operator b 7→ [a, b]. If exp(ada)S = S and a ∈ g(M)
then (
exp(ada)− id
ada
)
[a, S] = 0.
The expression in parentheses is a power series id + 12ada + · · · starting with the
identity and is thus an invertible operator acting on OM (X). Thus [a, S] = 0, i.e.,
a is a cocycle of degree −1. Since the cohomology vanishes in this degree, there is
a b ∈ OM (X)−2 such that a = [S, b]. It follows that
ada = dS ◦ adb + adb ◦ dS ,
and thus ada is homotopic to the zero map. 
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3.6. Products, trivial BV varieties and stable equivalence. If (M ′, S′)
and (M ′′, S′′) are BV varieties with supports (X ′, S′0), (X
′′, S′′0 ) thenM
′×M ′′ with
S = S′ ⊗ 1 + 1 ⊗ S′′ ∈ Γ(X ′ ×X ′′,OM ′×M ′′) = Γ(X ′ ×X ′′,OM ′⊗ˆOM ′′ ) is also a
BV variety, called the product of the BV varieties (M ′, S′), (M ′′, S′′). It is denoted
by slight abuse of notation (M ′ ×M ′′, S′ + S′′).
Let W = ⊕i<0W i be a negatively graded vector space over k with finite di-
mensional homogeneous components W i and set W ∗ = ⊕i>0(W ∗)i with (W ∗)i =
(W−i)∗. Then W may be considered as a graded variety W = ({pt}, SymW ∗)
supported at a point. Its shifted cotangent bundle is T ∗[−1]W = ({pt}, Ŝym(W ∗⊕
W [1])). Let dW∗ be a differential on W
∗ with trivial cohomology and set SW be
the element of the completion of W ∗ ⊗W [1] in OT∗[−1]W = Ŝym(W ∗ ⊕W [1]) cor-
responding to dW∗ : for any homogeneous basis (β
j) of W ∗ and dual basis (β∗j ) of
W [1],
SW =
∑
j
dW∗(β
∗
j )β
j ∈ OT∗[−1]W .
Then (T ∗[−1]W,SW ) is a BV variety with support ({pt}, S0 = 0). Its BRST
cohomology is k and the BRST complex is Ŝym(W ∗⊕W [1]) with differential induced
from dW∗ on W
∗ and its dual on W .
Definition 3.6. A BV variety of the form (T ∗[−1]W,SW ) for a negatively
graded acyclic complex of vector spaces W is called trivial.
The Ku¨nneth formula implies:
Lemma 3.7. If (M,S) is a BV variety with support (X,S0) and (T
∗[−1]W,SW )
is a trivial BV variety then their product is a BV variety with support (X,S0) and
the canonical map
OM → OM×T∗[−1]W
is a quasi-isomorphism of sheaves of P0-algebras between the corresponding BRST
complexes.
Definition 3.8. Two BV varieties (M,S), (M ′, S′) with support (X,S0) are
called equivalent it there is a Poisson isomorphism Φ: M →M ′ such that Φ∗S′ = S.
They are called stably equivalent if they become equivalent after taking products
with trivial BV varieties.
Remark 3.9. If RM = (OM/IM , δ) is the resolution of the Jacobian ring
associated with (M,S), see 3.4, then the resolution associated with the product with
the trivial BV variety (W,SW ) is RM⊗Sym(W [1]) with differential δ⊗ id+id⊗dW ,
where dW is induced from the differential dual to dW∗ .
4. Existence and uniqueness for affine varieties
Let S0 be a regular function on a nonsingular affine algebraic variety over a field
k of characteristic zero. In this section we prove the existence and uniqueness up
to stable equivalence of a BV variety with support (X,S0) and thus prove Theorem
1.2, (i). The existence result occupies Sections 4.1–4.3 and is contained in Theorem
4.5. The uniqueness up to stable equivalence is Theorem 4.10 and is discussed in
Section 4.4. A variant of the argument, discussed in Section 4.5, shows that adding a
square of a linear function to S0 does not influence the BRST cohomology. Finally,
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in 4.6 we show that Poisson automorphism act trivially on cohomology thereby
proving Theorem 1.2, (ii).
The existence proof is an adaptation of the construction proposed in [3, 4, 18]
to our context. The idea is to start from a resolution of the Jacobian ring of S0
and show that there exists a BV variety (M,S) with M a shifted cotangent bundle
M = T ∗[−1]V such that OM/IM with the differential induced from dS = [S, ] is
the given resolution.
4.1. Tate resolutions. Let S0 ∈ OX(X). The Jacobian ring J(S0) of S0
is the cokernel of the map δ : TX → OX sending ξ to ξ(S0). The first step
of the existence proof is the extension of δ to a Tate resolution R of the Jaco-
bian ring, namely a quasi-isomorphism of differential graded commutative OX -
algebras (R, δ)→ (J(S0), 0) such thatR = SymOX (W) for some gradedOX -module
W = ⊕j≤−1Wj with locally free OX -modules Wj such that W−1 = TX . See the
Appendix for more properties of Tate resolutions.
By construction,W = TX [1]⊕E∗[1], where E is concentrated in positive degree.
Tate resolutions exist by the classical recursive construction of Tate [33]: assume
that W is constructed down to degree −d in such a way that the negative degree
cohomology of SymOX (W) is zero down to degree −d. Then the cohomology of
degree −d is a finitely generated OX -module so that it can be killed by adding to
W a direct summand of degree −d− 1.
Given a Tate resolution, let V = (X, SymOX (E)) the corresponding graded
variety and M = T ∗[−1]V its (-1)-shifted cotangent bundle. We have
OM = ŜymOX (TX [1]⊕ E ⊕ E∗[1]),
and R is identified with the quotient RM = OM/F 1OM by the ideal generated by
elements of positive degree.
The first approximation to a solution of the master equation is S0 + δ|E∗[1],
where the restriction δ|E∗[1] ∈ Hom(E∗[1], (Ŝym(TX [1] ⊕ E∗[1]))[1]) of δ to E∗ is
viewed as an element of E⊗ˆSym(T ∗[1]⊕ E∗[1]) ⊂ OM (X). More explicitly,
Slin = S0 +
∑
i
δβ∗i β
i,
for any basis βi of E and dual basis β∗i of E∗. Although Slin does not obey the
master equation, its hamiltonian vector field [Slin, ] does define a differential on
the associated graded of OM .
Proposition 4.1. The operator [Slin, ] preserves the filtration F
•OM and thus
induces a differential on the graded OX-algebra grOM . The canonical isomorphism
grOM ∼= RM ⊗OX OV (see Lemma 2.14) identifies the differential with δ ⊗ id.
Proof. The operator preserves the filtration because it is of degree one. Let us
compute the action of [Slin, ] on the associated graded starting with RM = gr
0OM :
RM is a locally free graded OX -module whose generators are the classes of x∗i , a
local basis of TX [−1] and of β∗j , a local basis of E∗[−1]. The non-zero brackets
are [f, x∗i ] = ∂if , f ∈ OX and [βj , β∗l ] = δjl. Thus [Slin, x∗i ] ≡ ∂iS0 mod F 1OM
and [Slin, β
∗
j ] ≡ δβ∗j mod F 1OM . Also [Slin,OX ] ≡ 0 mod F 1OM . Thus [Slin, ]
coincides with δ on RM = gr
0OM . The claim in the general case follows from the
fact that if a ∈ OV = SymOX (E) has positive degree p then [Slin, a] has degree p+1
and thus vanishes modulo F p+1OM . 
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Remark 4.2. Note that grOM is bigraded, with
grp,qOM = F pOqM/F p+1OqM ,
and nonzero components for p ≥ max(q, 0).
4.2. BV varieties associated to a Tate resolution. Let IM = F
1OM
be the ideal generated by elements of positive degrees and I
(j)
M its j-th power,
cf. Section 2.9.
Lemma 4.3. [I
(2)
M ∩ O0M , F pOM ] ⊂ F p+1OM
Proof. Let us again adopt the convention that aj , bj, . . . denote arbitrary
local sections of degree j and a, b, . . . sections of unspecified degree. Then an
element of F pOM is a sum of terms of the form abp′ with p′ ≥ p and if c0 ∈
I
(2)
M ∩ O0M , [c0, abp′ ] = [c0, a]bp′ ± [c0, bp′ ]a. The bracket in the second term has
degree p′+1 so the second term is in F p+1. By Lemma 2.18, the first term belongs
to [I
(2)
M ,OM ]F pOM ⊂ IMF pOM ⊂ F p+1OM . 
Thus I
(2)
M ∩ OM acts trivially on the associated graded. In particular any
S ∈ O0M such that S ≡ Slin mod I(2)M will induce the same differential as Slin on
grOM . The idea is to construct a solution of S ∈ Γ(X,OM ) of the classical master
equation such that S ≡ Slin mod I(2)M . This is done recursively:
Definition 4.4. Let R = (OM/IM , δ) be a Tate resolution of the Jacobian
ring J(S0) with M = T
∗[−1]V and Slin be the corresponding hamiltonian function.
We say that a solution S ∈ Γ(X,OM ) of the master equation is associated with R
if S ≡ Slin mod I(2)M .
Theorem 4.5. Let S0 ∈ O(X). Let R = (OM/IM , δ) be a Tate resolution of
the Jacobian ring J(S0). Then there exists a solution S ∈ OM (X) of the classical
master equation
(4.1) [S, S] = 0
associated with R. If S′ is another solution with this property then S′ = g · S for
some gauge equivalence g ∈ G(M).
4.3. Proof of Theorem 4.5.
(a) Filtration and bracket. The following Lemma gives a compatibility condi-
tion between bracket and filtration needed for the recursive construction of the
solution of the classical master equation.
Lemma 4.6. Let p ≥ 0.
(i) [F pO0M ,O0M ] ⊂ F pO1M .
(ii) [F pO0M , F pO0M ] ⊂ F p+1O1M .
Proof. Clearly [O0M ,O0M ] ⊂ O1M since the bracket has degree 1. Also F 1O1M =
O1M so if p = 0 there is nothing to prove. So let us assume that p ≥ 0. Let ai, bi, . . .
denote general local sections of OM of degree i. Then, for j ≥ p, the bracket
(4.2) [a−jbj , c0] = a−j [bj, c0]± bj[a−j , c0]
lies in F pOM since deg [bj , c0] = j + 1 ≥ p+ 1 ≥ p and deg bj = j ≥ p. This proves
(i). Now let us assume that c0 ∈ F pO0M . If j > p, or if c0 ∈ F p+1O0M (ii) follows
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from (i), so let j = p and c0 = d−pep. Then the first term in (4.2) is in F
p+1OM
and the second term is
bp[a−p, c0] = bp([a−p, d−p]ep ± [a−p, ep]d−p) ∈ F p+1OM ,
since deg bpep = 2p > p and deg[a−p, ep] = 1. 
The construction of S and the construction of the gauge equivalence in the
uniqueness proof both rely on the vanishing of the cohomology of a complex of
sheaves, that we now introduce. Let 0 ≤ q ≤ p. Let
πp : F
pOM → grpOM ,
be the canonical projection and consider the subcomplex of grpOM
G•p,q = πp(F pO•M ∩ I(q)M ),
Lemma 4.7.
Hj(Γ(X,G•p,q)) = 0, if j < p.
Proof. The canonical isomorphism grOM ∼= (RM ⊗OX OV , δ⊗ id) of Lemma
2.14 identifies G•p,q with with RM⊗OX (I(q)V ∩OpV ). The cohomology sheafHj(X,G•p,q)
is zero in degree j < p because the cohomology groups of RM are trivial in neg-
ative degree and I
(q)
V is a locally free OX -module. Since X is affine and Gp,q is
quasi-coherent the same holds for the complex of global section. 
(b) Existence proof. We prove by induction that for each p ≥ 1 there is an
S≤p ∈ Γ(X,O0M ) such that
(i) S≤p ≡ Slin mod I(2)M ,
(ii) [S≤p, S≤p] ∈ I(2)M ∩ F p+1OM ,
(iii) S≤p+1 ≡ S≤p mod F p+1OM .
We set S≤1 = Slin Then obviously (i) holds for p = 1 and (iii) does not apply. To
prove (ii) for p = 1 we use the local description and choose a local basis of sections
βi of generators of OV with dual sections β∗i , see 2.5. Then Slin = S0 +
∑
i δβ
∗
i β
i.
Using the fact that [S0, S0] = [S0, β
i] = 0, we obtain
(4.3) [S≤1, S≤1] = 2
∑
j
[S0, δβ
∗
j ]β
j +
∑
i,j
[δβ∗i β
i, δβ∗j β
j ].
The summand in the second term modulo I
(2)
M can be written as
[δβ∗i β
i, δβ∗j β
j ] ≡ δβ∗i [βi, δβ∗j ]βj + δβ∗j [βj , δβ∗i ]βi mod I(2)M
≡ [δβ∗i βi, δβ∗j ]βj + [δβ∗j βj , δβ∗i ]βi mod I(2)M .
Summing over i, j and inserting in (4.3) yields
[S≤1, S≤1] ≡ 2
∑
j
[S≤1, δβ
∗
j ]β
j mod I
(2)
M
≡ 2
∑
j
δ2(β∗j )β
j mod I
(2)
M
≡ 0 mod I(2)M .
For the induction step we write
S≤p+1 = S≤p + v,
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with v ∈ Γ(X, I(2)M ∩ F p+1O0M ) to be determined. Then S≤p+1 obeys (i) and
(iii). As for (ii) we notice that by Proposition 4.1, [S≤p, v] ≡ [Slin, v] ≡ δv
mod F p+2OM where δ is the differential of grOM , and, by Lemma 4.6 (ii), [v, v] ≡ 0
mod F p+2OM . Thus
[S≤p+1, S≤p+1] ≡ [S≤p, S≤p] + 2δv mod F p+2OM .
On the other hand, by the Jacobi identity, Lemma 4.3 and Proposition 4.1,
0 = [S≤p, [S≤p, S≤p]] ≡ δ[S≤p, S≤p] mod F p+2OM .
Then [S≤p, S≤p] mod F
p+2OM ∈ Γ(X,G1p+1,2) is a cocycle of degree 1. Since
by Lemma 4.7 the cohomology vanishes in degree p + 1 ≥ 2 there exists a v¯ ∈
Γ(X,G0p+1,2) with 2δv¯ + [S≤p, S≤p] ≡ 0 mod F p+2OM . Let v ∈ Γ(X,F p+1O0M ∩
I
(2)
M ) such that πpv = v¯. Such a lift certainly exists locally and, because X is affine,
also globally. Then S≤p+1 = S≤p + v is a solution of the master equation modulo
F p+2OM .
It remains to show that [S≤p+1, S≤p+1] ∈ I(2)M . It is clear that IM is a Lie
subalgebra. Thus [v, v] ∈ I(2)M and [S≤p, v] ≡ [S0, v] mod I(2)M since S≤p ≡ S0
mod IM . But clearly [S0, IM ] ⊂ IM and therefore [S0, v] ∈ I(2)M for v ∈ I(2)M .
This completes the induction step.
(c) Uniqueness up to gauge equivalence. Next we prove the transitivity of the
action of the group of gauge equivalences on the space of solutions S of the master
equation associated with a given Tate resolution (RM , δ). Assume that S, S
′ are
two such solutions. Since both S and S′ are congruent to Slin modulo I
(2)
M , we know
that
(4.4) S − S′ ≡ 0 mod I(2)M ⊂ F 2OM .
The proof is by induction: we show that if S−S′ ∈ F pOM (X), with p ≥ 2, we can
find a gauge equivalence g such that g · S − S′ ∈ Γ(X,F p+1OM ). This induction
step is done by a second induction: for fixed p let us suppose inductively over q
that the difference between the two solutions is a section of I
(q)
M ∩F pOM+F p+1OM
with p ≥ q ≥ 2 and show that we can find a gauge equivalence g so that
g · S − S′ ∈ Γ(X, I(q+1)M ∩ F pOM + F p+1OM ).
Since I
(p+1)
M ⊂ F p+1OM this shows by induction that we may achieve that S−S′ ≡ 0
mod F p+1OM and in fact, because of (4.4), in I(2)M ∩ F p+1OM , completing the
induction step in p. So let us assume that v = S−S′ is a section of I(q)M ∩F pOM +
F p+1OM with p ≥ q ≥ 2 so that it defines a section
v¯ ∈ Γ(X,G0p,q).
Since S and S′ both obey the master equation, we see that 0 = [S + S′, S − S′] =
[S+S′, v] = 2δv mod F p+1OM and thus v¯ is a cocycle. As the cohomology vanishes
in degree 0 (it starts in degree p ≥ 2), v¯ is exact and there exists a u¯ ∈ Γ(X,G−1p,q)
such that δu¯ = v¯. Let u ∈ Γ(X, I(q)M ∩ F pO−1M ) be a lift of u, so that v ≡ [S, u]
mod F p+1OM . As in the existence proof, it is clear that such a lift exists locally
and we use the fact that X is affine to show that it exists globally on X . Since
[u, S] = −[S, u], we have
v + [u, S] ∈ Γ(X,F p+1OM ).
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Let g = exp(adu). Then
g · S − S′ = g · S − S + v
= v + [u, S] +
1
2
[u, [u, S]] + · · ·
≡ 1
2
[u, [u, S]] + · · · mod F p+1OM .
By Lemma 2.10 (i) and Lemma 2.18 (ii), [u, S] ∈ F pO0M∩I(q)M ; also u ∈ I(2)M ∩O−1M so
by Lemma 2.10 (i) and the fact that [I
(2)
M , I
(q)
M ] ⊂ I(q+1)M , we conclude that [u, [u, S]],
and by the same argument any of the higher brackets in the sum, is a section of
I
(q+1)
M ∩F pO0M . Therefore g ·S−S′ ∈ Γ(X, I(q+1)M ∩F pOM+F p+1OM ), as required.
The proof of Theorem 4.5 is complete.
4.4. Relating Tate resolutions. Let S0 be a regular function on a non-
singular affince variety X and suppose (M = T ∗[−1]V, S), (M ′ = T ∗[−1]V ′, S′)
are two BV varieties with support (X,S0). Then the quotients RM = OM/IM ,
RM ′ = OM ′/IM ′ by the ideals generated by positive elements are both resolutions
of the Jacobian sheaf of rings J(S0). Let us first consider the case where RM is
isomorphic to RM ′ as a differential graded algebra by an isomorphism that is the
identity in degrees −1 and 0 (so that in particular ϕ is a morphism of OX -modules).
Proposition 4.8. Suppose ϕ : RM → RM ′ is an isomorphism of sheaves of
differential graded algebras which is the identity in degree 0 and −1. Then ϕ is
induced by a Poisson isomorphism M ′ →M sending S to S′.
Proof. We use the duality, see 2.8, to represent RM as OM∨/IM∨ withM∨ =
T ∗[−1]V ∨. By construction OV ∨ = OX ⊕
⊕
j≤−2OjV ∨ . It follows that derivations
of OV ∨ of degree ≥ 2 vanish on OX . Conversely, any derivation vanishing on OX
is in the OV -submodule generated by derivations of degree ≥ 2. Such derivations
correspond to elements of positive degree in TV ∨ [1]. Therefore IM∨ is the ideal
of OM∨ = ŜymOV∨TV ∨ [1] generated by derivations acting trivially on OX . Thus
OM∨/IM∨ is the symmetric algebra over OV ∨ of the quotient of TV ∨ [1] by the
derivations acting trivially on OX . The latter quotient is canonically OV ∨ ⊗OX
TX [1]. Thus
OM∨/IM∨ ∼= OV ∨ ⊗OX SymOXTX [1].
By assumption, ϕ acts trivially on the second factor and the restriction to OV ∨ lifts
to a Poisson isomorphism Φ: OM∨ → O(M ′)∨ which coincides with ϕ on OV ∨ . To
show that Φ induces ϕ on OM∨/IM∨ it remains to show that Φ induces the identity
on TX [1] = (TV ∨/AnnOX)[1]. But this follows from the fact that ϕ is the identity
on OX : the restriction of the image ϕ−1 ◦ ξ ◦ ϕ of a derivation ξ to OX is ξ.
Thus Φ(S) is a solution of the master equation in OM ′(X) associated with the
same Tate resolution R′ as S′. By Theorem 4.5, S′ = g ◦ Φ(S) for some Poisson
automorphism g ∈ G(M ′). 
Let R→ J(S0) be a Tate resolution of the Jacobian ring and let (W, δW ) be an
acyclic negatively graded complex of k-vector spaces with finite dimensional homo-
geneous components. Then the differential δW [1] extends uniquely as a derivation of
Sym(W [1]) and (Sym(W [1]), δW [1]) is a differential graded algebra with cohomology∼= k. The tensor product R⊗ Sym(W [1]) is another resolution of J(S0).
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Proposition 4.9. Let Rj → J(S0), j = 1, 2 be Tate resolutions extending
δ : TX → OX . Then there exist acyclic negatively graded complexes W1,W2 of
k-vector spaces and an isomorphism of differential graded commutative algebras
R1 ⊗ Sym(W1[1]) ∼= R2 ⊗ Sym(W2[1]),
that is the identity in degree −1 and 0.
We prove this Proposition in a slightly more general context in Appendix A.
Theorem 4.10. Let X be affine. Any two BV varieties (M1, S1), (M2, S2) with
support (X,S0) such that M1,M2 are shifted cotangent bundle are stably equivalent.
Proof. Let (T ∗[−1]V1, S1), (T ∗[−1]V2, S2) be BV varieties with the same sup-
port (X,S0) and corresponding Tate resolutions (R1, δ1), (R2, δ2). By Prop. 4.9
there are acyclic negatively graded complexes W1, W2 and an isomorphism of dif-
ferential graded commutative algebras R1⊗Sym(W2[1]) ∼= R2⊗Sym(W2[1]), which
is the identity in degree 0 and −1. Then the product of (Mi, Si) with the trivial
BV varieties (T ∗[−1]Wi, SWi), see Section 3.6, give stably equivalent BV varieties
whose Tate resolutions are isomorphic by Remark 3.9. By Prop. 4.8, the BV vari-
eties V1 ×W1, V2 ×W2 are equivalent. 
Together with Prop. 3.7 this implies:
Corollary 4.11. If (T ∗[−1]V1, S1) and (T ∗[−1]V2, S2) are BV varieties with
support (X,S0) then there exists a BV variety (T
∗[−1]V, S) with support (X,S0)
and morphisms of sheaves of differential P0-algebras
(OT∗[−1]V1 , dS1)→ (OT∗[−1]V , dS)← (OT∗[−1]V2 , dS2),
between the corresponding BRST complexes, inducing isomorphisms on the coho-
mology.
4.5. Adding a square.
Proposition 4.12. Let (M,S) be a BV variety with support (X,S0). Let
X ′ = X × A1 and S′0 = S0 + at2 ∈ O(X ′), where t is a coordinate on A1 and
a ∈ k×. Then (M ′ = M × T ∗[−1]A1, S′ = S + at2) is a BV variety with support
(X ′, S′0) and the corresponding BRST complexes are quasi-isomorphic differential
P0-algebras.
Proof. The argument is similar to the one for trivial solutions: we are taking
the product with the BV variety (T ∗[−1]A1, at2). The shifted cotangent bundle
T ∗[−1]A1 has coordinates t, t∗ and differential such that t 7→ 0, t∗ 7→ 2at which
is clearly acyclic. Thus the natural map OM → OM ′ is a quasi-isomorphism of
sheaves of differential P0-algebras by the Ku¨nneth formula. 
4.6. Automorphisms of a BV variety.
Theorem 4.13. Let (M,S) be a BV variety and φ : M → M a Poisson auto-
morphism preserving X such that φ∗S = S. Then φ∗ induces the identity on the
cohomology sheaf of the BRST complex.
Proof. Since the statement is local we can assume that M = T ∗[−1]V is a
cotangent bundle. Let F = φ∗ : OM → OM . The automorphism F induces an
automorphism f of the sheaf of differential graded algebras OM/IM . Then f and
id are both automorphisms of the Tate resolution RM = OM/IM of the Jacobian
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ring that are the identity in degree 0 and −1 and are thus related by a homotopy
H , namely a morphism of differential graded algebras RM → RM [t, dt] such that
ev0 ◦H = id and ev1 ◦H = f , see Lemma A.1 in the Appendix. In more detail,
H = ft + dt ht,
and ft is a morphism of differential graded algebras RM → RM [t] = RM ⊗k k[t]
which is the identity in degree 0 and −1. Its k[t]-linear extension RM [t] → RM [t]
is not invertible in general, but since it is at t = 0 and t = 1, we can invert
it at the generic point. More precisely, in each degree i we have a rational map
(f−1t )
i ∈ End(RiM ) ⊗k k(t) regular at t = 0 and t = 1, and such that (f−10 )i = id
and (f−11 )
i = f−1|Ri
M
. This map is the inverse of ft|RiM for t in a Zariski open
subset Ui of A
1 containing 0, 1. We next use Prop. 4.8 to lift ft to a family of
Poisson automorphisms of OM . Recall that the lift is constructed using the duality
isomorphism T ∗[−1]V = T ∗[−1]V ∨. Under this identification a morphism of Tate
resolutions is the same as an automorphism of OV ∨ and the lift is the canonical
symplectic lift of an automorphism of the base of a cotangent bundle. The latter
is given in terms of ft and f
−1
t and thus the lift is defined for all t for which f
−1
t
is defined. Moreover the action of the lift on generators of degree bounded by n is
defined by the restriction of ft, f
−1
t to R
i
M for finitely many i depending on n. The
result is that there is a family Ft of automorphisms of OM given by a sequence of
compatible maps
OM/F pOM → OM/F pOM ,
parametrized by t in a Zariski open (p-dependent) subset Vp (an intersection of
finitely many Ui) of A
1 containing 0 and 1. By construction F0 is the identity and we
may assume (by possibly composing Ft with a gauge equivalence of the form exp(ta),
a ∈ g(M)) that F1 = F . Thus St := Ft(S) ∈ lim←O(M)⊗ k(t)/F pO(M)⊗ k(t) is
a family of solutions of the master equation for the Tate resolution RM . It is given
by a compatible sequence S
(p)
t = St mod F
pOM that is defined for t in the open
set Vp ⊂ A1 containg 0 and 1 and such that S0 = S1 = S.
The next step is to replace Ft by Gt ◦ Ft for some gauge equivalence Gt such
that Gt(St) = S and such that G0 = G1 = id. We need to check that Gt can be
chosen this way and that it is defined when Ft is. The construction of a gauge
equivalence relating two solutions of the master equation associated with the same
Tate resolution is done recursively in the filtration degrees, see part (c) of the
previous section, and the induction step relies on the vanishing of the cohomol-
ogy of the complexes Gp,q of locally free OX -modules of finite rank. Now St − S
mod F pO(M) vanishes at t = 0 and t = 1 and is defined for t ∈ Vp. In other words
St−S ∈ O(M)/F pO(M)⊗ t(1− t)k[Vp] where k[Vp] ⊂ k(t) is the space of rational
functions that are regular on Vp. Thus the construction of the previous section
applies to the complex Gp,q ⊗k t(1 − t)k[Vp] (the tensor product with the free and
thus flat OX -module OX ⊗k t(1− t)k[Vp]) gives recursively a gauge equivalence Gt
such that G0 = G1 = id and Gt(St) = S, as required.
We thus have a compatible family of morphisms F
(p)
t ∈ End(OM/F pOM ) ⊗
k[Vp] whose value at every t ∈ Vp is an automorphism such that F (p)t (S) = S
mod F pO(M), so that F (p)t commutes with dS . The inverse limit Ft is defined for t
in a countable intersection of Zariski open subsets and is given by a sequence F
(p)
t
each parametrized by t in a Zariski open subset of A1.
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Claim: F
(p)
t acts trivially on the cohomology H
j(OM/F pOM , dS) for p large
enough depending on j. To prove this claim we use the following result.
Lemma 4.14. For any j there exist a p0(j) such that H
j(OM/F pOM , dS) ≃
Hj(OM , dS) for all p ≥ p0(j).
This Lemma is proved in Section 5, see Theorem 5.1. Given the claim, it also
implies that F = F1 acts trivially on the cohomology. To prove the claim, we take
the derivative F˙t of Ft with respect to t.
The endomorphism F−1t ◦ F˙t is a Poisson derivation of degree 0 of OT∗[−1]V .
By Prop. 2.16 all Poisson derivations of degree zero are uniquely hamiltonian. Thus
there exists an element Kt of degree −1 such that
F−1t ◦ F˙t = [Kt, ].
As above, these expression have to be understood as sequences of families of endo-
morphisms of OM/F pOM parametrized by t ∈ Vp. By the uniqueness of the Hamil-
tonian, Kt is defined whenever Ft is. As Ft(S) = S, we see that Kt is a cocycle:
[S,Kt] = 0. But by Theorem 1.3 (i) (proved in Section 5) the cohomology in degree
-1 is trivial, so there exists a family of elements L
(p)
t ∈ Γ(X,OjM/F pOjM ) ⊗ k[Vp]
for p large of degree −2 such that Kt = [S,L(p)t ] mod F pOM . With the Jacobi
identity we obtain the homotopy formula
F−1t ◦ F˙t(a) = [S, [L(p)t , a]] + [L(p)t , [S, a]], a ∈ OiM/F pOiM ,
from which it follows that the action on the cohomology is trivial. 
Theorem 4.13 implies that the BRST cohomology is canonically associated with
S0 in the affine case.
Corollary 4.15. Let S0 be a function on a nonsingular affine variety X over
k. Then the BRST cohomology sheaf H•(M,S) is determined by (X,S0) up to
unique isomorphism.
Proof. By Lemma 3.7 the BRST complexes of BV varieties differing by taking
products with trivial BV varieties are canonically quasi-isomorphic. By Theorem
4.10 any two BV varieties with support (X,S0) become equivalent after taking
such products. The equivalence induces a quasi-isomorphism of the corresponding
BRST-complexes as differential P0-algebras. By Theorem 4.13 any two equivalences
differ by an automorphism, so they induce the same map on BRST cohomology. 
5. Computing the BRST cohomology
The BRST complex of a BV variety (M,S) with support (X,S0) is a sheaf
of differential graded P0-algebras over X . We consider here the cohomology sheaf
H(M,S) of the BRST complex for X affine and M = T ∗[−1]V . We use the local
description of OM of 2.5.
5.1. The spectral sequence. The main tool for the computation of the
BRST cohomology is the spectral sequence of the filtered complex (OM , dS). Re-
call that the sheaf of Jacobian rings J(S0) is by definition the cokernel of the map
dS0 : TX → OX .
Theorem 5.1. Let (M,S) be a BV variety with support (X,S0) such that X
is affine.
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(i) There is a fourth quadrant spectral sequence degenerating at E2 such that
Ep,q2 =
{
Hp(J(S0)⊗OX OV , d1), if q = 0,
0, if q 6= 0.
The differential d1 is described as follows. Let S
(1) the component in
Γ(X,TV [1]) of S ∈ Γ(X, ŜymOV TV [1]). Then the derivation S(1) vanishes
on the kernel of the canonical projection OV → J(S0) ⊗OX OV . The
induced differential on the image is d1.
(ii) This spectral sequence converges to the cohomology H(M,S). More pre-
cisely, the edge homomorphism
H•(M,S)→ E•,02
is an isomorphism of graded commutative algebras.
(iii) The natural map Hj(OM , dS) → Hj(OM/F p+1OM ) is an isomorphism
for j < p and a monomorphism for j = p.
Proof. The first term in the spectral sequence of the filtered complex is (see,
e.g., [9], Chap. XV, §4)
Ep,q0 = F
pOp+qM /F p+1Op+qM .
By Remark 4.2, E0 lives in the fourth quadrant p ≥ 0, q ≤ 0 and, as a sheaf of
k-algebras,
Ep,q0
∼= RqM ⊗OX OpV ,
where (RM = OM/IM , δ) is the resolution of J(S0) associated with S. By Prop. 4.1,
the differential is δ ⊗ id. It follows that
Ep,q1
∼=
{
J(S0)⊗OX OpV , if q = 0,
0, if q 6= 0.
Let us compute the differential d1 : E
p,0
1 → Ep+1,01 by decomposing S according to
the power in the symmetric algebra:
S = S(0) + S(1) + S(2) + · · · , with S(j) ∈ Γ(X, SymjOV TV [1]).
Since the natural map OpV → F pOpM/F p+1OpM = Ep,0 is an isomorphism, we may
compute d1 by acting with dS on representatives in OpV . We have S(0) = S0 and
thus [S(0),OpV ] = 0. Let I−M be the ideal of OM generated by elements of negative
degree. Then, if j ≥ 2, S(j) ∈ I−M ·I−M and thus [S(j),OpV ] ⊂ I−M ∩Op+1M ⊂ F p+2OM .
Hence for a ∈ OpV and j ≥ 2 the class of [S(j), a] in Ep+1,0 = F p+1Op+1M /F p+2Op+1M
vanishes. By definition of the Poisson structure on OM , the bracket of S(1) with
OV is the action of S(1) viewed as a derivation.
Since Ep,q1 = 0 for q 6= 0, all higher differentials vanish for degree reasons and
the spectral sequence degenerates.
It remains to show that the spectral sequence converges to the cohomology
H(M,S). Recall from [9], p. 324 that a descending filtration · · · ⊃ F pA ⊃ F p+1A ⊃
· · · of a cochain complex A is called regular if for each m there exists a p0 = p0(m)
such that the cohomology Hm(F pA) vanishes for p ≥ p0. By [9], Chap. XV,
Prop. 4.1 the spectral sequence of a regular filtration converges to the cohomology.
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Lemma 5.2. Suppose · · · ⊃ F pA ⊃ F p+1A ⊃ · · · is a filtration of a cochain
complex (A, d) such that, for each j, the natural map
(5.1) Aj → lim
←
Aj/F pAj
is an isomorphism and assume that Ep,m−p1 = H
m(F pA/F p+1A) = 0 for p ≥ p0(m)
sufficiently large. Then Hm(F pA) = 0 for p ≥ p0(m) and thus the filtration is
regular.
Proof. Let p ≥ p0 and z ∈ F pAm be a cocycle representing a class in
Hm(F pA). By the assumption on E1, z ≡ dy0 mod F p+1A for some y0 ∈ F pAm−1.
Thus z − dy0 ∈ F p+1A and by the same argument we find y1 ∈ F p+1A such
that z − dy0 − dy1 ∈ F p+2A. Iterating we conclude that z ≡ d(y0 + · · · + yr)
mod F p+r+1Am−1, for some yj ∈ F p+jAm−1. The sequence (y0 + · · ·+ yr)r≥0 de-
fines an element of lim← F
pAm−1/F p+rAm−1. Let y ∈ F pAm−1 be its inverse image
by the isomorphism (5.1). Then z = dy and it follows that Hm(F pA) = 0. 
Since the completed complex OM obeys (5.1) and the assumption on E1 holds
with p0(m) = m+ 1, we have
(5.2) Hm(F pOM , dS) = 0, for p > m
and the proof of convergence is complete. For the statement about the map
Hp(M,S) → Ep,02 see [9], Chap. XV, Theorem 5.12. Since the product is com-
patible with the filtration, the edge homomorphism is an algebra homomorphism.
The statement (iii) follows from the long exact sequence associated with the
short exact sequence
0→ F p+1OM → OM → OM/F p+1OM → 0,
and (5.2). 
Remark 5.3. Theorem 5.1 shows that although in general Tate resolutions
require in general an infinite dimensional V , computing the BRST cohomology in
a given degree is a finite process: computing Hj(M,S) requires knowing S modulo
F j+1, which in turn can be computed from the Tate resolution down to degree
−j − 1.
Corollary 5.4. The BRST cohomology sheaf vanishes in negative degree.
Proof. This is obvious as E2 ∼= H(M,S) is the cohomology of a complex E1
concentrated in non negative degree. 
5.2. BRST cohomology in degree 0. Let us compute H0(M,S) from the
spectral sequence:
H0(M,S) ∼= Ker(d1 : J(S0)→ ⊕ri=1J(S0)βi),
where β1, . . . , βr is a local basis of the locally free OX -module O1V . The differential
d1 is induced from the bracket with the terms in S linear in the dual variables
x∗i ∈ O−1M . To compute it we need to construct a Tate resolution down to degree
−2.
The Lie algebra L(S0) = {ξ ∈ TX | ξ(S0) = 0} acts on the algebra J(S0) by
derivations. The vector fields ξ(S0)η − η(S0)ξ, for ξ, η ∈ T , act by zero and span
a Lie ideal L0(S0). Let L
eff(S0) = L(S0)/L0(S0). It is a Lie algebra and an
OX -module and comes with an OX -linear Lie algebra homomorphism Leff(S0) →
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Der(J(S0)). As L0(S0) acts trivially on J(S0), the action of L
eff(S0) on J(S0) is
defined and we have
(5.3) J(S0)
L(S0) = J(S0)
Leff (S0).
Proposition 5.5. H0(M,S) ∼= J(S0)L(S0)
Proof. The Tate resolution down to degree −2 looks like
· · · → ∧2TX ⊕
r⊕
i=1
OXβ∗i → TX → OX .
The map ∧2TX → TX sends ξ ∧ η for vector fields ξ, η ∈ TX to ξ(S0)η − η(S0)ξ.
Its image is L0(S0). Since the cohomology must vanish in degree −1, δ must
map generators β∗i of degree −2 to vector fields ξi = δ(β∗i ) which together with
L0(S0) span the kernel L(S0) of dS0 : TX → OX . In other words the classes of ξi
generate the OX -module Leff(S0). Next we use the fact that d1 is given by the
induced action of the component in Γ(X,TV [1]) of S. Now S = Slin mod I
(2)
M
The only term contributing to d1 : J(S0)→ ⊕iJ(S0)βi is then
∑
δ(β∗i )β
i =
∑
ξiβ
i
appearing in Slin: indeed, by degree reasons, the terms linear in TV [1] in I
(2)
M cannot
have a component in TX [1] and thus vanish when acting on J(S0). Therefore d1f =∑
[ξiβ
i, f ] = −ξi(f)βi. Thus the kernel consists of elements of J(S0) annihilated
by vector fields spanning L(S0)
eff . By (5.3) this proves the claim. 
Corollary 5.6. Let (M,S) be a BV variety with support (X,S0) and suppose
that S0 has no critical points. Then H(M,S) = 0.
Proof. In this case J(S0) = 0 and thus E2 = 0. 
Thus the sheaf H(M,S) has support on the critical locus of S0.
5.3. Hypercohomology. The BRST cohomology H(M,S) of a BV variety
with support (X,S0) is the hypercohomology of the BRST complex of sheaves.
Then there is a hypercohomology spectral sequence converging to Hp+q(M,S) and
whose E2-term is
Ep,q2 = H
p(X,Hq(M,S)).
The results on H in non-positive degree imply:
Corollary 5.7. The BRST cohomology of a BV variety (M,S) with support
(X,S0) vanishes in negative degree and
H0(M,S) = Γ(X, J(S0)
L(S0)).
Also, there is a second hypercohomology spectral sequence whose Ep,q2 term is
the p-th cohomology of [S, ] on Hq(X,OM ). If X is affine, the hypercohomology
coincides with the cohomology of global sections and we obtain:
Corollary 5.8. Let X be an affine variety. Then
H•(M,S) = H•(Γ(X,OM ), dS).
If X is affine, the BRST cohomology is determined up to unique isomophism
by (X,S0), see Corollary 4.15. It then makes sense to define the BRST cohomology
of (X,S0) as
H•(X,S0) = H
•(M,S),
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for any choice of (M,S) with support (X,S0) as in Theorem 1.2. From the Mayer–
Vietoris sequence we then obtain:
Corollary 5.9. Let X be an affine variety. Suppose that the critical locus of
S0 ∈ Γ(X,OX) has two disjoint components C1 ⊂ U1, C2 ⊂ U2 contained in open
sets U1, U2 such that C1 ∩ U2 = ∅ = C2 ∩ U1. Then
H•(X,S0) = H
•(U1, S0|U1)⊕H•(U2, S0|U2).
6. Examples
In this section we discuss some examples of functions S0 and corresponding BV
varieties (M,S), see Definition 3.1.
The simplest non-trivial examples are the quadratic forms.
Example 6.1. Suppose that S0 = a1(x
1)2 + · · · + aj(xj)2 ∈ k[x1, . . . , xn] for
some ai ∈ k× with 0 ≤ j ≤ n. Then we can choose the Tate resolution
R = k[x∗1, . . . , x
∗
n, β
∗
j+1, . . . , β
∗
n], deg(x
∗
i ) = −1, deg(β∗i ) = −2,
and δ(x∗i ) = 2aix
i, δ(β∗i ) = x
∗
i (i > j). Then
S = S0 +
n∑
i=j+1
x∗i β
i
is a solution of the classical master equation. The BRST cohomology is one-
dimensional concentrated in degree 0. Indeed this example is obtained from the
zero example (X = {pt}, S0 = 0) by adding squares (Prop. 4.12) and taking the
product with trivial BV varieties, see 3.6.
Example 6.2. Let S0 be a regular function on a nonsingular affine variety X .
Suppose that Γ(X,TX) is spanned by vector fields ξ1, . . . , ξn with the property that
ξ1(S0), . . . , ξn(S0) form a regular sequence. Then we can choose SymOX (TX [1]) =
∧TX , the exterior algebra of the OX -module TX , as a Tate resolution: it is the
Koszul resolution associated with the regular sequence. Then S = S0 and the BRST
complex is concentrated in non-positive degree and has cohomology H0(M,S) ∼=
J(S0), H
j(M,S) = 0, j 6= 0. This class includes the case of isolated critical points.
Example 6.3. (Faddeev–Popov action) Let g be a finite dimensional Lie al-
gebra over k acting on a nonsingular algebraic variety X . We assume that the
action of g is infinitesimally free and transitive on the fibers of a flat morphism
π : X → Y with Y smooth and irreducible smooth fibers, namely that it is given
by a Lie algebra homomorphism θ : g→ Γ(X,TX) such that (a) θ(g) ⊂ Γ(X,TX|Y )
where TX|Y is the sheaf of vector fields tangent to the fibers and (b) the action
θ : OX ⊗ g → TX|Y is an isomorphism of OX -modules. For example π : X → Y
could be a principal G-bundle where G is a connected algebraic group whose Lie
algebra is g.
Suppose that S0 ∈ Γ(X,OX)g is the pull-back of a function S0,Y on Y with
isolated critical points. Then a BV variety with support (X,S0) is given by the
classical construction of Faddeev and Popov in the context of gauge theory [16].
The graded variety V is (X,OV ) where OV = OX ⊗∧g∗ with g∗ in degree 1. Thus
OT∗[−1]V = ∧OXTX ⊗ Sym g⊗ ∧g∗,
28 GIOVANNI FELDER AND DAVID KAZHDAN
with g in degree −2 and TX in degree −1. The solution of the master equation is
S = S0+a+b, where a ∈ TX⊗g∗ ∼= Homk(g, TX) is the infinitesimal action and b ∈
∧2g∗⊗g ∼= Homk(∧2g, g) is (-1/2) times the bracket. More explicitly, let β1, . . . , βm
(the “Faddeev–Popov ghosts”) be a basis of g∗ with dual basis β∗1 , . . . , β
∗
m of g (the
“antighosts”), with commutation relations [β∗i , β
∗
j ]g =
∑
ℓ c
ℓ
ijβ
∗
ℓ and fundamental
vector fields θi = θ(β
∗
i ). Then
(6.1) S = S0 +
m∑
i=1
θiβ
i − 1
2
m∑
i,j=1
cℓijβ
∗
ℓ β
iβj .
It is a well-known exercise to check that [S, S] = 0, and it follows from the more
general result of the next example. Since S|X = S0 axioms (i), (ii) of BV varieties,
see Definition 3.1, are fulfilled
Let us check that (M,S) obeys axiom (iii). We have RM = OM/IM = Sym g⊗
∧TX with g in degree −2 and TX in degree −1. The induced differential is the OX -
linear derivation sending a ∈ g to θa ∈ TX and ξ ∈ TX to ξ(S0) ∈ OX . Consider the
ascending filtration 0 ⊂ F0RM ⊂ F1RM ⊂ F2RM ⊂ · · · where FpRM is spanned by
a⊗ ξ1 ∧ · · · ∧ ξm ∈ Sym g⊗∧TX , where at most p among ξ1, . . . , ξm do not belong
to TX|Y . The associated graded is then
E0p,q = FpR
−p−q
M /Fp−1R
−p−q
M
=
⊕
2j+ℓ=q
Symjg⊗ ∧ℓTX|Y ⊗OX ∧p(TX/TX|Y ), p, q ≥ 0.
Here we switched to chain complex conventions to get a first quadrant homol-
ogy spectral sequence instead of the third quadrant cohomology spectral sequence
E−p,−qr = E
r
p,q corresponding to the descending filtration F
−p = Fp. The differen-
tial d0 is the derivation vanishing on TX|Y and on TX/TX|Y , and coinciding with
θ : g→ TX|Y on g. Since d0 : OX ⊗g→ TX|Y is an isomorphism, the cohomology of
(E0p,•, d0) is concentrated in degree 0 and equal to E
1
p,0 = ∧pTX/TX|Y = π∗ ∧p TY .
The next differential is d1 = π
∗δ, where δ(ξ) = ξ(S0,Y ). For isolated singularities
(∧TY , δ) is a Koszul resolution and thus has cohomology concentrated in degree
0. Since π is flat, π∗ is exact and E2 is concentrated in bidegree (0, 0). The spec-
tral sequence degenerates and the cohomology of OM/IM is trivial in nonnegative
degrees. Thus (M,S) obeys (iii) and is indeed a BV variety.
The BRST complex is quasi-isomorphic to (J(S0) ⊗ ∧g∗, dS). The induced
differential dS is the Chevalley–Eilenberg differential of the g-module J(S0).
Example 6.4. (Lie algebroids) The previous example is a special case of a
more general construction: let X be a nonsingular variety, L a Lie algebroid, i.e.
a locally free sheaf L of OX -modules with a Lie bracket [ , ]L : L ⊗ L → L and
a Lie algebra homomorphism ρ : L → TX , called the anchor, such that [v, fw]L =
f [v, w]L+ρv(f)w for all v, w ∈ L, f ∈ OX . As shown by Vaintrob [34], Lie algebroid
structures on a locally free L are in one-to-one correspondence with homological
vector fields on the graded variety V = (X, SymOXL∗[−1]), namely vector fields
Q ∈ Γ(X,TV ) of degree 1 such that [Q,Q] = 0. The vector field Q corresponding to
a Lie algebroid structure is the Chevalley–Eilenberg differential on OV = ∧OXL∗
namely the derivation sending f ∈ OX to Q(f) ∈ L∗ with Q(f)(v) = ρv(f) and
β ∈ L∗ to Q(β) ∈ ∧2L∗ ∼= HomOX (∧2L,OX) given by
u ∧ v 7→ ρuβ(v)− ρvβ(u)− β([u, v]L), u, v ∈ L.
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The corresponding Hamiltonian function SQ on M = T
∗[−1]V of degree zero is
then a solution of the master equation.
If S0 ∈ Γ(X,OX) is a regular function invariant under the Lie algebroid, in the
sense that ρu(S0) = 0 for all local sections u ∈ L, then S = S0 + SQ is a solution
of the master equation. It has the same local form as (6.1) with ξi = ρβ∗
i
for some
local basis β∗i of L. The main difference is that the structure constants cℓjk are not
constants but functions in OX .
The pair (M,S) is a BV variety if the cohomology of OM/IM is trivial in
nonzero degree. As in the case of the previous example, this follows if there is flat
morphism p : X → Y , such that ρ : L → TX|Y is an isomorphism and S0 is the
pull-back of a function on Y with isolated critical points.
In the next example we consider the case of the function 0 on a (not necessarily
affine) variety X . We show that the (−1)-shifted cotangent bundle of the 1-shifted
tangent bundle of any variety X has a canonical structure of BV variety with
support (X, 0). Its BRST cohomology is the de Rham cohomology with trivial
bracket.
Example 6.5. Let Ω•X = Sym
•
OXT
∗
X [−1] be the sheaf of differential forms on a
nonsingular varietyX and let T [1]X (the 1-shifted tangent bundle to X) denote the
Z≥0-graded variety T [1]X = (X,Ω
•
X). The de Rham differential d is a derivation
of Ω•X of degree 1 obeying [d, d] = 0. Let M = T
∗[−1](T [1]X). Let S be d, viewed
as a section of degree 0 of Der(Ω•X)[1] ⊂ OM . The function S ∈ Γ(X,OM ) is a
hamiltonian function of d and is a solution of the classical master equation.
Proposition 6.6. The pair (M = T ∗[−1](T [1]X), S) is a BV variety with
support (X, 0). The canonical inclusion of scalars
i : Ω•X → OM = SymΩ•
X
(Der(Ω•X)[1])
is a quasi-isomorphism of sheaves of differential P0-algebras from the de Rham
algebra (Ω•X , d), viewed as a P0-algebra with trivial bracket to the BRST complex
(OM , dS).
The first statement follows from the fact that this example is a special case
of the previous one, as the tangent bundle with the Lie bracket of sections and
identity anchor is a Lie algebroid. To prove the second statement, notice that the
morphism i is the inclusion of the first summand in
OM = Ω•X ⊕Der(Ω•X)[1]⊕ Sym2Ω•
X
(Der(Ω•X)[1])⊕ · · · , 3
and thus comes with a projection p : OM → Ω•X such that p◦i = id. The left inverse
p is a morphism of differential graded commutative algebras. It is sufficient to show
that the chain map i◦p is locally homotopic to the identity. To show this notice that
every point has an open neighborhood U such that Der(Ω•X)|U is a free Ω•U -module
generated by interior multiplication ιj and Lie derivative Lj = dS(ιj) = [d, ιj ] by
vector fields ∂j , j = 1, . . . , dimX trivializing TX . Then the Ω
•
X -linear derivation h
of OM |U sending Lj to ιj and ιj to zero obeys
dS ◦ h+ h ◦ dS = m id on SymmΩ•
X
(Der(Ω•X)[1])|U ,
and H = 0⊕⊕m>0 1mh is a homotopy between i ◦ p and the identity of OM .
3There is no completion here as the degrees are bounded above
30 GIOVANNI FELDER AND DAVID KAZHDAN
Example 6.7. Let π : X → Y be a vector bundle with a nondegenerate
symmetric bilinear form 〈 , 〉 on the fibers. The associated quadratic form
S0(v) =
1
2
〈v, v〉
is a regular function on X whose critical locus is the zero section. BV varieties with
support (X,S0) can be obtained from orthogonal connections ∇ on X . Let E be
the locally free OY module of sections of π so that OX = SymOY E∗. Suppose that
∇ ∈ Hom(E , E ⊗OY Ω1Y ) is a connection such that d〈u, v〉 = 〈∇u, v〉+ 〈u,∇v〉 for all
u, v ∈ E . Let V be the graded variety (X, π∗Ω•Y ). The solution S of the classical
master equation is a function on T ∗[−1]V . Notice first that for an open set U ⊂ Y ,
(6.2) OV (U) = π∗Ω•Y (π−1(U)) = Γ(U, SymOY E∗ ⊗OY ΩY ).
The connection ∇ induces a connection ∇∗ on E∗ and therefore a derivation of
degree 1, also denoted ∇∗ of SymOY E∗ ⊗OY Ω•Y and via (6.2) a vector field of
degree 1 on V . Let S∇ be the corresponding hamiltonian: it is just ∇∗ viewed
as a function on T ∗[−1]V . Let F ∗ ∈ Γ(Y,Ω2Y ⊗OY End(E∗)) be the curvature of
∇∗. Since the bilinear form is non-degenerate, it defines an isomorphism b : E∗ → E ;
therefore b◦F ∗ may be viewed as bilinear form on E∗ which, by the orthogonality of
the connection, is skew-symmetric and thus defines an element 4SF of Ω
2
Y ⊗∧2E ⊂
Sym2OV (TV [1]). The claim is that
S = S0 + S∇ + SF
is a solution of the master equation. To check it, let us realize OM as the symmetric
algebra of TV [1] and notice that S0 is a function inOV , so [S0, S0] = 0. The fact that
the connection is orthogonal is equivalent to [S∇, S0] = ∇∗S0 = 0. Then [S∇, S∇]
is the derivation [∇∗,∇∗] which is 2F ∗ on generators in E∗ and is extended as a
derivation of OV . We claim that
[S∇, S∇] + 2[S0, SF ] = 0.
Indeed, if S0 =
1
2
∑
gijv
ivj for some local basis vi of E∗ and F ∗(vi) =∑j F ijvj for
local sections F ij of Ω
2
Y , then SF =
1
4
∑
F ij ∂
∂vi
∧ ∂
∂vj
where
∑
j F
ijgjk = F
i
k. Thus
[S0, SF ] =
∑
F ijgjkv
k ∂
∂vi
, which is the derivation sending vi to
∑
j F
i
jv
j and is
thus equal to −F ∗. Finally [S∇, SF ] = 0 follows from the Bianchi identity ∇F = 0
and [SF , SF ] clearly vanishes.
Alternatively, one can do an explicit calculation in the local description using
local functions y1, . . . , ym ∈ OY (U) such that dy1, . . . , dym are a basis of ΩY (U)
on some neighborhood U of a point of Y and local sections vi as above. Then
one obtains a slightly more general statement: let A be the graded polynomial
algebra over OY in variables y∗µ, vi, v∗i , βµ, β∗µ, µ = 1, . . . ,m, i = 1, . . . , r of degrees
−1, 0,−1, 1,−2 and nontrivial Poisson brackets among generators [f, y∗µ] = ∂µf ,
f ∈ OY , [βµ, β∗ν ] = δµν , [vi, v∗j ] = δij . Suppose (gij) is a (not necessarily invertible)
matrix with entries in OY , Aij = Aijµdyµ are one-forms on Y , F ij = 12F ijµνdyµ ∧dyν
are two-forms with F ij = −F ji, such that (a) ∂µgij + 2Aℓiµgℓj = 0 (orthogonality),
(b) dAij+A
i
k∧Akj = F ikgkj (structure equation) and (c) dF ij+Aiℓ∧F ℓj−Ajℓ∧F ℓi = 0
(Bianchi identity). Then
S =
1
2
gijv
ivj + βµ(y∗µ −Aijµvjv∗i ) +
1
4
F ijµνβ
µβνv∗i v
∗
j ,
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(we omit summation signs over repeated indices) obeys the classical master equation
in A.
Let us check that the vanishing axiom (iii) of Definition 3.1 holds in this case by
writing the induced differential on RM (U˜ ) for some open set U˜ = π
−1U on which
the local description is valid.
The induced differential δ on
RM (U˜) = OY (U)[vi, v∗i , y∗µ, β∗µ]
is the OY -linear derivation such that
δβ∗µ = y
∗
µ −Aijµvjv∗i , δv∗i = gijvj , δvi = 0, δy∗µ =
1
2
∂µgijv
ivj .
Let (gij) ∈ OY (U) the matrix inverse to (gij). Let h be the OY -linear derivation
of degree -1 such that
hvi = gijv∗j , hy
∗
µ = β
∗
µ +A
i
jµg
jkv∗kv
∗
i , hβ
∗
µ = 0 = hv
∗
i .
Then it is easy to check that for x = vi, v∗i , y
∗
µ, β
∗
µ, one has (h ◦ δ+ δ ◦ h)(x) = x. It
follows that the cohomology is spanned by polynomials of degree 0 in these variables,
namely those in OY (U). Thus (RM , δ) is indeed a resolution of the Jacobian ring
J(S0)(U˜) ∼= OY (U).
The next example illustrates the fact that polynomial functions S0 on affine
spaces with critical locus of positive dimension usually lead to complicated solutions
of the master equation. It is also an example with nontrivial BRST cohomology in
positive degree.
Example 6.8. Let X = A2 be the affine plane with coordinates x, y, and set
S0 = (x
2 + y2 − 1)2/4.
The Jacobian ring is J(S0) = k[x, y]/(xh, yh), where h = x
2 + y2 − 1. The critical
locus is h−1(0)∪{0}. We have L(S0) = k[x, y]τ , τ = y∂x−x∂y, L0(S0) = k[x, y]hτ .
Leff(S0) is the O-module generated by τ with relation hτ = 0. There does not
appear to be a finitely generated Tate resolution in this case. Here is a BV variety
(M,S) up to filtration degree 4: V has coordinates x, y of degree 0, β of degree
1, γ of degree 2, ξ, η of degree 3, ρ, µ, ν, φ of degree 4. The solution of the master
equation up to filtration degree four, computed with the help of Macaulay2 [17] is
S ≡ S0 + (xy∗ − yx∗)β + (hβ∗ − x∗y∗)γ
+(xγ∗ − x∗β∗)ξ + (yγ∗ − y∗β∗)η + (xy∗γ∗ − yx∗γ∗ + x∗y∗β∗)ρ
+(hξ∗ − x∗γ∗)µ+ (hη∗ − y∗γ∗)ν + (β∗)2γ2 − η∗βξ + ξ∗βη
+(yξ∗ − xη∗ − (β∗)2/2)φ mod F 5.
It is probably hopeless to compute the BRST cohomology using this formula. In-
stead we can use Corollary 5.9 to write X = U0 ∪ U1 with Uc = {(x, y) ∈ A2 |x2 +
y2 6= c}. Then S0|U1 has an isolated critical point with one dimensional Jacobian
ring, so that H•(U1, S0|U1) = k, concentrated in degree 0. The map h : U0 → A1 is
a principal SO(2)-bundle and S0|U0 is the pull-back of h2 ∈ O(A1) = k[h], so we
are in the setting of Faddeev–Popov as in Example 6.3.
The BRST complex is quasi-isomorphic to the Chevalley–Eilenberg complex
of the one-dimensional Lie algebra so(2) = k of the rotation group with values
in the algebra A = Γ(U0, J(S0)) of functions on the critical set. By definition
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A = k[x, y, (x2 + y2)−1]/I where I is the ideal generated by xh, yh. But I is also
generated by h since h = (x2h + y2h)(x2 + y2)−1. So over an algebraic closure k¯,
A⊗k k¯ = k¯[t, t−1], t = x+
√−1y. The Chevalley–Eilenberg complex is concentrated
in degree 0 and 1 with differential τ : A → A. Since τ(tj) = j√−1tj we see that
H0(so(2), A) = k1 and H1(so(2), A) = kα, where α is the class of 1. Thus
H•(U0, S0|U0) = k[α], degα = 1, α2 = [α, α] = 0.
By Corollary 5.9, the BRST cohomology is three-dimensional and is the direct sum
of algebras
H•(X,S0) = k ⊕ k[α], degα = 1,
with trivial bracket.
The next is an example, due to Pavel Etingof, with infinite dimensional BRST
cohomology.
Example 6.9. Let X = A4 with coordinates x, y, z, w and
S0 = x
3 + y3 + z3 − 3wxyz.
This function is of weight 3 if we assign weight 1 to x, y, z and 0 to w. We claim
that the zeroth BRST cohomology J(S0)
L(S0) is infinite dimensional. The Jacobian
ring J(S0) = k[x, y, z, w]/(x
2−wyz, y2−wxz, z2−wxy, xyz) is the quotient by an
ideal generated by homogeneous elements and is thus graded with respect to the
weight. In weights 0, 1, 2 it is a free k[w]-module generated by 1, x, y, z, xy, xz, yz.
In weight 3 we have a free k[w]/(w3 − 1)k[w]-module generated by x2y, xy2. It
follows that every f ∈ J(S0) of weight ≥ 3 obeys (w3 − 1)f = 0. Every vector
field in L(S0) is a sum of weight homogeneous vector fields. It is clear that there
are no vector fields of weight −1 in L(S0). A vector field of weight 0 in L(S0)
has the form ξ = a∂x + b∂y + c∂z + d∂w with a, b, c of weight 1 and d ∈ k[w].
Since ξ(S0) ≡ 3(ax2 + by2 + cz2 − dxyz) mod w it follows that a, b, c, d must all
be divisible by w. But if ξ ∈ L(S0) is divisible by w then also w−1ξ ∈ L(S0). It
follows that ξ = 0. Thus all homogeneous vector fields in L(S0) have weight at
least 1. Let g ∈ J(S0) be of weight 2. Then h = (w3− 1)2g is annihilated by L(S0)
since ξ(h) is of weight at least three and is divisible by w3 − 1. But the space of
such h is infinite dimensional.
7. BRST cohomology in degree 0 and 1 and Lie–Rinehart cohomology
In this Section we show that, up to degree 1, the BRST cohomology of a BV
variety with support (X,S0), with X an affine variety, coincides with the de Rham
cohomology of a Lie–Rinehart algebra associated with the critical locus of S0. We
also describe the induced bracketH0(M,S)⊗H0(M,S)→ H1(M,S) geometrically.
The degree 1 cohomology appears as an obstruction to extend a solution of the
classical master equation to a solution of the quantum master equation. The bracket
H0 ⊗ H0 → H1 appears in deformation theory as the obstruction to extend an
infinitesimal deformation of a solution of the classical master equation to a solution
in formal power series.
THE CLASSICAL MASTER EQUATION 33
7.1. Lie–Rinehart algebras. Recall that a Lie–Rinehart algebra over k is a
pair (A, g) where A is a commutative algebra over k and g is both a Lie algebra
over k acting on A by derivations and an A-module. The required compatibility
conditions are [τ, f ·σ] = τ(f) ·σ+f · [τ, σ] and (f · τ)(g) = f · (τ(g)) for all f, g ∈ A
and τ, σ ∈ g. Here f ⊗ τ 7→ f · τ denotes the module structure and τ ⊗ f 7→ τ(f)
the action of g on A. The main example is (A,Der(A)) for an algebra A.
Lie–Rinehart algebras come with a differential graded algebra, the de Rham (or
Chevalley–Eilenberg) complex Ω•dR(A, g) = HomA(∧•Ag, A) introduced by Rinehart
[26]. We only consider this complex for p ≤ 2. For g ∈ Ω0dR(A, g) = A and
α ∈ Ω1dR(A, g) we have
dg(τ) = τ(g), dα(τ, σ) = τ(α(σ)) − σ(α(τ)) − α([τ, σ]), τ, σ ∈ g.
An ideal of a Lie–Rinehart algebra (A, g) is a pair (I, h) such that
(i) I is an ideal of A.
(ii) h is a Lie ideal of g.
(iii) i · τ ∈ h and τ(i) ∈ I for all i ∈ I, τ ∈ g.
(iv) f · σ ∈ h and σ(f) ∈ I for all f ∈ A, σ ∈ h.
Lemma 7.1. Let (I, h) be an ideal of the Lie–Rinehart algebra (A, g). Then
(A/I, g/h) is naturally a Lie–Rinehart algebra.
Proof. The conditions (i)–(iv) guarantee that the structure maps defined on
representatives are well-defined on the quotient. 
7.2. Cohomology in degree ≤ 1. Let S0 ∈ O(X) be a regular function
and denote as before J = J(S0) = OX/Im(dS0 : TX → OX) the Jacobian ring,
L = L(S0) the Lie algebra of vector fields annihilating S0, L0 = L0(S0) the OX -
submodule of L spanned by ξ(S0)η − η(S0)ξ, ξ, η ∈ T .
Lemma 7.2. (Im(dS0 : TX → OX), L0) is an ideal of the Lie–Rinehart algebra
(OX , L).
Proof. (i) The subspace Im(dS0) consists of functions of the form ξ(S0), ξ ∈
TX . It is clearly an ideal of OX . (ii) Let τ ∈ L. By exploiting the fact that
τ(S0) = 0, we have
[τ, ξ(S0)η − η(S0)ξ] = [τ, ξ](S0)η − η(S0)[τ, ξ] + ξ(S0)[τ, η]− [τ, η](S0)ξ,
which lies in L0. (iii) Let τ ∈ L, ξ(S0) ∈ I. Then, again because τ(S0) = 0,
ξ(S0)τ = ξ(S0)τ − τ(S0)ξ ∈ L0 and τ(ξ(S0)) = [τ, ξ](S0) ∈ I. (iv) Let f ∈ OX ,
ν = ξ(S0)η− η(S0)ξ ∈ L0. Then clearly fν ∈ L0 and ν(f) = (η(f)ξ− ξ(f)η)(S0) ∈
I. 
It follows that (J, g = L/L0) is a Lie–Rinehart algebra. We use the notation
g = g(S0) to denote the J-module L/L0. It is convenient to distinguish it from L
eff
which is L/L0 considered as an OX -module.
Theorem 7.3. The BRST cohomology is isomorphic to the de Rham cohomol-
ogy up to degree 1:
Hp(M,S) ∼= HpdR(J(S0), g(S0)) for p = 0, 1.
Remark 7.4. The de Rham cohomology of a Lie–Rinhart algebra (A, g) is the
appropriate cohomology for Lie–Rinehart algebras only if the Lie algebra g is a
projective module over the commutative algebra A. If it is not one should replace
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g by a quasi-isomorphic differential graded Lie algebra which is projective over the
commutative algebra, see [10]. The resulting cohomology groups Hp(A, g) coincide
with the de Rham groups for p = 0, 1 but are in general different. We conjecture
that Hp(M,S) ∼= Hp(J(S0), g(S0)) for all p ≥ 0.
We have seen that H0(M,S) ∼= JL = Jg since L0 acts trivially. This is the
claim for p = 0. To prove this theorem for p = 1 we need to construct a solution of
the master equation modulo F 3.
Let τ1, . . . , τr be a system of generators of L/L0 as an OX -module. Then
(7.1) [τi, τj ] =
r∑
k=1
fkijτk,
for some (non-unique) fkij ∈ OX .
Let raj ∈ OX , a = 1, . . . , s, j = 1, . . . , r, a generating system of relations,
namely a set of elements of OX such that
(i)
∑r
j=1 rajτj = 0, a = 1, . . . s
(ii) if
∑r
j=1 rjτj = 0 with rj ∈ OX then rj =
∑s
a=1 faraj for some fa ∈ OX .
In other words we choose a presentation of the OX -module Leff(S0):
OsX → OrX → Leff(S0)→ 0.
Using this presentation we construct a Tate resolution R = (SymOXW , δ) down
to degree −3, with W of the form W = TX [1] ⊕ E∗[1], see 4.1, and a solution
S ∈ Γ(X,OT∗[−1]V ) of the classical master equation modulo F 3 on the shifted
cotangent bundle of V = (X, SymOXE). We set W−1 = TX , W−2 = OrX with
basis β∗1 , . . . , β
∗
r , W−3 = OsX ⊕ E, where OsX has basis γ∗1 , . . . , γ∗s and E is a free
OX -module to be determined and whose precise form will not be important for the
computation of the cohomology. The beginning of the Tate resolution looks like
R−3
δ→ R−2 δ→ R−1 δ→ R0,
with
R−3 = ∧3TX⊕(TX⊗OrX)⊕OsX⊕E, R−2 = ∧2TX⊕OrX , R−1 = TX , R0 = OX .
Here ∧•TX = ∧•OXTX is the exterior algebra of the OX -module TX . The differential
δ : R−1 → R0 is δ(ξ) = ξ(S0). The differential on the other components depends
on a choice of lifts of τ1, . . . , τr ∈ L/L0 to vector fields τˆ1, . . . , τˆr ∈ L. We set
δ(β∗j ) = τˆj ,
so that δ2|Or
X
= 0. The relations for the lifts hold modulo L0:
(7.2)
∑
j
raj τˆj + dS0yva = 0,
for some va ∈ ∧2TX . Here y is the contraction operator: dS0yξ ∧ η = ξ(S0)η −
η(S0)ξ ∈ L0. By the Leibniz rule we have δ(v) = dS0yv for v ∈ ∧2TX . Thus
Eq. (7.2) implies that va +
∑
j rajβ
∗
j is a cocycle for a = 1, . . . , s. We set
δ(γ∗a) = va +
∑
j
rajβ
∗
j ∈ ∧2TX ⊕OrX .
Thus δ2|Os
X
= 0.
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Let R−20 be the OX -submodule spanned by ξ(S0)r with ξ ∈ TX , r ∈ R−2. The
differential on E will be chosen so that δ(E) ⊂ R−20 .
Let us check that we indeed get a resolution down to degree −3. The kernel
of δ : TX → OX is L. Since δ(∧2TX) = L0 and τ1, . . . , τr span L/L0, the complex
is exact at R−1. The kernel of the next differential consists of pairs v ∈ ∧2TX ,∑
riβ
∗
i ∈ OrX such that
∑
riτˆi + dS0yv = 0. We need to show that these cocycles
are equivalent to cocycles lying in R−20 , so that they can be killed by a judicious
choice of E. Reducing modulo L0, we see that
∑
riτi = 0 so that ri =
∑
farai,
see (ii). Possibly subtracting an element of δ(OsX), we may assume that ri = 0,
i = 1, . . . , r. Thus dS0yv = 0 and therefore v is a sum of bivector fields of the form
ξ ∧ η where η ∈ L, i.e., η is a linear combination of τˆi and dS0yw, w ∈ ∧2TX , the
latter being in R−20 . We can get rid of terms ξ ∧ τˆi modulo R−20 by subtracting a
coboundary from δ(TX ⊗OrX): indeed we have
δ(ξ ⊗ β∗i ) = ξ(S0)β∗i − ξ ∧ τˆi ≡ −ξ ∧ τˆi mod R−20 .
Thus any (-2)-cocycle is equivalent modulo coboundaries to a cocycle lying in R−20 .
Exactness at R−2 is achieved by defining δ to map E onto the space of cocycles in
R−20 .
With this information on the Tate resolution we can construct a solution of the
master equation modulo F 3 along the line of the existence proof in Section 4.3 (b).
The first approximation is
S≤1 ≡ S0 +
∑
δ(β∗i )β
i +
∑
δ(γ∗a)γ
a +
∑
δ(ρ∗b )ρ
b mod F 3,
where (ρ∗b) is a basis of E. By construction, [S≤1, S≤1] is a section of I
(2), see
4.3 (b) (ii). So the first violation of the master equation appears from the bracket
of the second term on the right-hand side with itself: [S≤1, S≤1] ≡
∑
[τˆi, τˆj ]β
iβj
mod F 3. The relation (7.1) lifts to
[τˆi, τˆj ] =
∑
fkij τˆk + dS0ygij,
for some bivector field gij ∈ ∧2TX . This dictates the form of the corrections to S.
We obtain
S ≡ S0 +
∑
i
τˆiβ
i +
∑
a,j
rajβ
∗
j γ
a +
1
2
∑
a
vaγ
a
+
∑
b
δ(ρ∗b )ρ
b +
1
2
∑
i,j
gijβ
iβj − 1
2
∑
i,j,k
fkijβ
∗
kβ
iβj mod F 3.
The BRST cohomology is isomorphic to the cohomology of the first term E•,01 =
J [βi, γa, ρb, . . . ] of the spectral sequence. The beginning of the complex E•,01 is
J → ⊕iJβi → (⊕i<jJβiβj)⊕ (⊕aJγa)⊕ (⊕bJρb)→ · · · .
The differential is obtained from the terms in S linear in the generators, underlined
in the formula for S above. We have
d1(f) = −
∑
i
τi(f)β
i, d1(β
i) = −
∑
a
raiγ
a +
1
2
f ijkβ
jβk.
In δ(ρ∗b)ρ
b there could be a linear term in β∗i that would contribute to d1(β
i). But
since δ(ρ∗b) lies in R
−2
0 its image in E1 vanishes.
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The Leibniz rule gives the differential of a general 1-cochain
d1(
∑
j
gjβ
j) = −
∑
i,j
τi(gj)β
iβj +
1
2
∑
i,j,k
gif
i
jkβ
jβk −
∑
a,i
raigiγ
a.
Thus H1(M,S) ∼= Z1/B1 with
Z1 =
{∑
i
giβ
i ∈ ⊕iJβi such that
(a) τi(gj)− τj(gi)−
∑
k
fkijgk = 0, ∀i, j, (b)
∑
k
rakgk = 0, ∀a
}
,
B1 =
{∑
i
τi(f)β
i | f ∈ J
}
.
Cochains
∑
i giβ
i obeying (b) are in one-to-one correspondence with linear functions
α ∈ HomOX (L/L0, J) via α(τi) = gi. This space is canonically isomorphic to
HomJ(J ⊗OX L/L0, J) = Ω1dR(J, g) and (a) translates to the cocycle condition for
the de Rham differential. Thus
Z1 ∼= Ker(d : Ω1dR(J, g)→ Ω2dR(J, g)).
Similarly B1 ∼= d(Ω0dR(J, g)). This concludes the proof of Theorem 7.3.
7.3. The P0-algebra structure. As the filtration is compatible with the
product, it follows that the isomorphism of Theorem 7.3 respects the product
Hp ⊗ Hq → Hp+q, p + q ≤ 1. The situation with the bracket is more tricky
and potentially more interesting.
Let, as above, g = L(S0)/L0(S0) and f ∈ H0dR(J, g) = J(S0)L(S0) be an in-
variant function on the critical locus. Let f˜ ∈ OX be a representative of f in OX .
Then for each τ ∈ L(S0)
τ(f˜) = ξ(S0),
for some ξ = ξ(τ, f˜) ∈ T defined modulo L(S0) depending OX -linearly on τ and
k-linearly on f˜ . This defines a homomorphism of OX -modules
(7.3) L(S0)→ T/L(S0), τ 7→ ξ(τ, f˜) mod L(S0).
Recall that, by Lemma 7.2, L0(S0) acts trivially on J , so that the map (7.3) de-
scends to a map g → T/L(S0). We define a symmetric k-bilinear map H0(J, g) ×
H0(J, g)→ H1(J, g)
B(f, g) = class of
(
τ 7→ ξ(τ, f˜)(g˜) + ξ(τ, g˜)(f˜ )
)
∈ HomJ(g, J),
for any choice of lifts f˜ , g˜ ∈ OX of f, g ∈ J .
Lemma 7.5. The bilinear map B is well-defined.
Proof. Any two lifts f˜ of f ∈ J differ by ζ(S0) for some vector field ζ ∈ T .
We need to show that B(ζ(S0), g˜) = 0. We have τ(ζ(S0)) = [τ, ζ](S0) for τ ∈ L.
Thus
ξ(τ, ζ(S0)) = [τ, ζ],
and therefore
B(ζ(S0), g˜)(τ) = [τ, ζ](g˜) + ξ(g˜, τ)(ζ(S0)).
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The second term is equal to [ξ(g˜, τ), ζ](S0)+ζ(τ(g˜)) by definition of ξ. The bracket
evaluated on S0 vanishes in J and we get
B(ζ(S0), g˜)(τ) = τ(ζ(g˜)),
which belongs to the zero cohomology class in H1(J, g). 
Theorem 7.6. The bilinear form B coincides with the induced bracket
H0(M,S)×H0(M,S)→ H1(M,S)
under the identification Hp(M,S) ∼= Hp(J, g) of Theorem 7.3.
Proof. To compute the induced bracket
[ , ] : H0(M,S)⊗H0(M,S)→ H1(M,S),
using the description of Theorem 7.3, we need to lift the cocycles of E1 to cocycles
of the BRST complex modulo F 2. So let f˜ ∈ OX represent a cocycle f in E0,01 = J .
Then τˆi(f˜) = ξi(S0) for some vector fields ξi = ξ(f˜ , τˆi).
[S, f ] ≡ [
∑
i
τˆiβ
i, f ] mod F 2
≡ −
∑
i
τˆi(f)β
i mod F 2
≡ −
∑
i
ξi(S0)β
i mod F 2.
≡ [S,
∑
i
ξiβ
i] mod F 2.
It follows that a cocycle in the BRST complex corresponding to f is
F ≡ f −
∑
i
ξiβ
i mod F 2.
Let us do the same for a second function g ∈ JL: G ≡ g +∑i ηiβi. Then
[F,G] ≡ [f −
∑
i
ξiβ
i, g −
∑
i
ηiβ
i] mod F 2
≡ (ξi(g) + ηi(f))βi mod F 2
The right-hand side is the image in E1,01 of [F,G] and coincides with the claimed
formula. 
8. The case of quasi-projective varieties
Let X be a nonsingular algebraic variety over a field k of characteristic 0,
S0 ∈ O(X)/kX a function defined modulo constants or more generally, in the setting
of Sect. 3.3, a multivalued function S0 =
∫
λ for a closed 1-form λ ∈ Γ(X,Ω1X).
Then on an open affine subset U ⊂ X , the restriction of S0 to U gives rise to
a BV variety (M = T ∗[−1]V, S) with support (U, S0|U ) which is unique up to
stable equivalence. In particular the BRST complex (OT∗[−1]V , dS) is uniquely
determined, up to quasi-isomorphism of sheaves of differential P0-algebras on U ,
by S0. Is it possible to glue these local data to form a sheaf of differential P0-
algebras on X , whose restriction to any open affine subset is quasi-isomorphism to
the local BRST complex? How unique is the construction?
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We cannot answer these questions in general, but we show existence in the case
of quasi-projective varietiesX . In this case, every coherent sheaf admits a resolution
by locally free sheaves and, as a consequence, a global Tate resolution of the sheaf
J(S0) of Jacobian rings exists. Let us fix such a Tate resolution. Then for any
covering (Ui) by affine open sets, the Tate resolution restricts on every non-empty
intersection U = Ui1 ∩· · ·∩Uik to a Tate resolution of J(S0)|U and we can consider
the class of BV varieties on U associated with this Tate resolution (see Sect. 4.2).
As the Tate resolution is defined globally, the corresponding solutions of the master
equation are sections S ∈ Γ(U,OT∗[−1]V ) for some globally defined graded variety
V with support X . We know by Theorem 4.5 that the group of gauge equivalances
acts transitively on the BV varieties with support on an affine set and associated
with a fixed Tate resolutions. To glue, we need a stronger form of this result and
show that the corresponding action groupoid extends to a simplicial groupoid whose
sets of morphisms are contractible Kan complexes. We first introduce the necessary
notions to formulate the result.
Let U be nonsingular affine, S0 ∈ O(U) and (R, δ) be a Tate resolution of the
Jacobian ring of S0. We realize R as in Section 4.1 as OM/IM whereM = T ∗[−1]V
is the cotangent bundle of a Z≥0-graded variety V . Let B = B(M, δ) be the set of
BV varieties (T ∗[−1]V, S) with support (U, S0) associated with the Tate resolution
(OM/IM , δ), see Def. 4.4. Then by Theorem 4.5 the group of gauge equivalences
G(M) = exp ad g(M) ⊂ Aut(OM ), see Sect. 2.9, fixes the Tate resolution and acts
transitively on B. The Lie algebra g(M) is the degree 0 component of the graded
Lie algebra g•(M) = Γ(U, I
(2)
M )[−1]. We will need the other components as well.
Let G0 denote the action groupoid of the action of G(M) on B: its object set
is B and the set of morphisms S1 → S2 is
G0(S1, S2) = {g ∈ G(M) | g · S1 = S2}.
We will show that G0(S1, S2) is the set of 0-simplices of a contractible Kan complex,
namely a simplicial set G(S1, S2) such that every simplicial sphere ∂∆n → G(S1, S2)
can be filled to a map of simplicial sets ∆n → G(S1, S2). Here ∆n is the standard
combinatorial n-simplex. It is the simplicial set Hom∆( , [n]) represented by the
object [n] = {0, . . . , n} of the simplicial category ∆ of finite ordered sets and non-
decreasing maps.
Let A be the P0-algebra A = Γ(U,OM ). Let Ω•(|∆n|) be the de Rham algebra
of polynomial differential forms on the geometric n-simplex |∆n|:
Ω•(|∆n|) = k[t0, . . . , tn, dt0, . . . , dtn]/(
n∑
i=0
ti − 1,
n∑
i=0
dti), deg(ti) = 0, deg(dti) = 1.
Then the sequence g•n = g
•(M) ⊗ Ω•(|∆n|) is a simplicial differential graded Lie
algebra. The Lie bracket is [a⊗ω, b⊗ η] = (−1)deg b deg ω [a, b]⊗ωη. The simplicial
algebra Ω·(|∆•|) is the functor from ∆ to differential graded algebras sending [n]
to Ω·(|∆n) and f : [n] → [m] to the map of differential graded algebras such that
ti 7→
∑
j∈f−1(i) tj .
Let Gn = exp(ad(g
0
n)). It is a subgroup of the group AutΩ•(|∆n|)(A⊗Ω•(|∆n|))
of Ω•(|∆n|)-linear automorphism of the graded P0-algebra A⊗Ω•(|∆n|). A solution
S ∈ B of the classical master equation defines a differential dS = [S, ] on A. Let us
use the same notation for the differential on the product of complexes A⊗Ω•(|∆n|)
THE CLASSICAL MASTER EQUATION 39
given by
dS(a⊗ ω) = [S, a]⊗ ω + (−1)deg aa⊗ dω.
We set
Gn(S1, S2) = {g ∈ Gn | g ◦ dS1 = dS2 ◦ g}.
For n = 0 this condition means that [g · S1, a] = [S2, a] for all a ∈ A. Since the
Poisson center consists of constants and S1 and S2 are both congruent to S0 modulo
IM , the definition coincides with the previous definition of G0. The collection
G(S1, S2) = (Gn(S1, S2))n=0,1,... is then naturally a simplicial set.
Proposition 8.1. Let S1, S2 ∈ B. The restriction map
HomSSet(∆
n,G(S1, S2))→ HomSSet(∂∆n,G(S1, S2))
is surjective.
Proof. Since G0 acts transitively on B, post-composing g with a map in G0
mapping S2 to S1 reduces the problem to the case where S1 = S2 = S.
By the Yoneda lemma Hom(∆n,G(S, S)) = Gn(S, S).
Lemma 8.2. Gn(S, S) = exp(ad(g0n(S, S))) where g0n(S, S) = {ω ∈ g0n | dω +
[S, ω] = 0}.
Proof. This is a special case of a general result: let (L, dL) be a differential
nilpotent graded Lie algebra and (M,dM ) be a differential graded faithful L-module
on which L acts locally nilpotently. This means that M is an L-module such that
(1) For all a ∈ L,m ∈M , dM (a ·m) = dL(a) ·m+ a · dL(m)
(2) If a ∈ L and a ·m = 0 for all m ∈M then a = 0.
(3) For all a ∈ L,m ∈M , there exists an n such that an ·m = 0.
The claim is then:
a ∈ L0, exp(a) ◦ dM = dM ◦ exp(a)⇔ dL(a) = 0.
The proof relies on the identity
(exp(a) ◦ dM ◦ exp(−a)− dM )m = b ·m, m ∈M,a ∈ A,
b =
id− exp(ad(a))
ad(a)
(dL(a)) ∈ L.
Since b is obtained by the action of an invertible operator on dL(a) it follows that
b = 0 iff dL(a) = 0. To check the identity, introduce
bt = exp(t a) ◦ dM ◦ exp(−t a)− dM ∈ End(M)[t].
Differentiating with respect to t yields
b˙t = exp(t a) ◦ (a ◦ dM − dM ◦ a) ◦ exp(−t a) = − exp(t a) ◦ dL(a) ◦ exp(−t a).
Thus b˙t is the action of − exp(t ad(a))dL(a) ∈ L and we conclude that
bt=1 = −
∫ 1
0
exp(t ad(a))dL(a)dt,
implying the identity after integration.
In our case we have L = g•n and M = A ⊗ Ω•(|∆n|) with differential d + dS .
The action is faithful because the part of the Poisson center in g•(M) is trivial:
ZM ∩g•M = 0, see Prop. 2.15. The Lie algebra and the action are pronilpotent: they
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become nilpotent modulo I
(k)
M for all k. The statement of the Lemma is equivalent
to the statement modulo I
(k)
M for all k. 
Let us decompose ω with respect to the de Rham degree
ω = ω0 + ω1 + · · ·+ ωn, ωj ∈ A−1−j ⊗ Ωj(|∆n|).
Then the condition for exp(ad(ω)) ∈ Gn to lie in Gn(S, S) is
[S, ω0] = 0,
dω0 + [S, ω1] = 0,
· · ·
dωn−1 + [S, ωn] = 0.
(8.1)
We need to show that ω ∈ g• ⊗ Ω•(|∂∆n|) of degree 0 obeying (8.1) extends to a
differential form on the simplex obeying (8.1).
The basic fact about polynomial differential forms is that every differential form
on the boundary of a simplex extends to the simplex (see [32]). Thus the restriction
homomorphism
Ω•(|∆n|)→ Ω•(|∂∆n|)
is surjective. Let us choose a right inverse s : ω 7→ ω˜ and use the same notation to
denote the right inverse id⊗ s of the A-linear extension
A⊗ Ω•(|∆n|)→ A⊗ Ω•(|∂∆n|).
Let now ω = ω0+ · · ·+ωn−1 ∈ A⊗Ω•(|∂∆n|) obey (8.1) and ω˜0, . . . , ω˜n−1 A-linear
extensions to |∆n|. Clearly [S, ] commutes with id⊗ s and thus
[S, ω˜0] = 0.
Let us assume inductively that, possibly after modifying the choice of extensions
ω˜j,
dω˜j−1 + [S, ω˜j] = 0, for j ≤ k.
In particular, for j = k this implies
0 = d[S, ω˜k] = [S, dω˜k].
Thus α = dω˜k + [S, ω˜k+1] obeys [S, α] = 0, α||∂∆n| = 0, where we set ω˜k+1 = 0
for k = n − 1. Thus α is a cocycle for [S, ] in A−k−1 ⊗ Jk where J is the ideal
of differential forms on |∆n| whose restriction to the boundary vanishes. Since the
BRST cohomology vanishes in negative degree, there exists a β vanishing on the
boundary such that α = [S, β]. Replacing ω˜k by ω˜k − β yields
dω˜k + [S, ω˜k+1] = 0,
which proves the induction step. 
Thus Gn(S, S′) is the set of n-simplices of a contractible Kan complex. More-
over, we have composition maps
Gn(S, S′)× Gn(S′, S′′)→ Gn(S, S′′),
induced by the product in A and the wedge product of differential forms. The
compositions are maps of simplicial sets if we define the Cartesian product C ×D
of simplicial sets C,D as the sequence of sets Cn ×Dn with face maps ∂i(x, y) =
(∂ix, ∂iy) and degeneracy maps si(x, y) = (six, siy).
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Thus there is a simplicial category G, namely a category enriched over simplicial
sets, with objects B and morphisms S → S′ given by the contractible Kan complex
G(S, S′).
Corollary 8.3. Let X be a nonsingular quasi-projective variety, λ ∈ Ω1(X)
a closed 1-form, S0 =
∫
λ. Then there exists a sheaf P of differential P0-algebras
on X which is locally the BRST complex of a local BV variety with support (X,S0).
More precisely, every point of X has an open affine neighborhood U such that P|U
is quasi-isomorphic, as a sheaf of differential P0-algebras, to (OM , dS) for some BV
variety (M,S) with support (U, S0|U ).
The sheaf P is constructed by gluing the BV varieties associated with the
restriction of a Tate resolution to the affine open subsets of a covering by using the
contractibility result of Prop. 8.1. This construction is described in Appendix B.
Appendix A. Stable isomorphism of Tate resolutions
Let A be a Noetherian unital commutative ring containing Q and CA be the
monoidal category of non-positively graded differential graded unital commutative
algebras C = ⊕i≤0Ci over A whose homogeneous components Ci are finitely gen-
erated A-modules. Differential have degree 1. An object of CA is called semi-free
if it is isomorphic, as a graded commutative algebra, to the symmetric algebra
SymA(V ) of some projective negatively graded A-module V = ⊕i<0V i.
Let C be an object of CA concentrated in degree 0. A Tate resolution of C is a
quasi-isomorphismE → C in CA whereE = SymA(V ) is semi-free. Tate resolutions
exist by Tate’s recursive construction: the subalgebra E≥−d of E generated by
⊕0i=−dV i is constructed out of E≥−(d−1) as
(A.1) E≥−d = E≥−(d−1)[T1, . . . , Tn], deg(Ti) = −d,
with differential extending the differential on E≥−(d−1) and such that
d Ti = ci,
for some set of cocycles ci spanning the cohomology of E≥−d in degree −d (the
Noetherian hypothesis ensures that the cohomology of fixed degree is a finitely
generated A-module). One then takes V −d at the free module with basis T1, . . . , Tn.
A morphism of Tate resolutions pE : E → C, pF : F → C is a morphism of
differential graded algebras f : E → F such that pF ◦ f = pE .
Any two Tate resolutions are related by a quasi-isomorphism which is unique
up to homotopy. More precisely:
Lemma A.1. Let pE : E → C, pF : F → C be two Tate resolutions.
(i) Any morphism f : E≥−d → F≥−d of differential graded Lie algebras such
that pF ◦ f = pE extends to a morphism E → F of Tate resolutions.
(ii) Any two morphisms f0, f1 : E → F of Tate resolutions are homotopic,
Namely, there is a morphism h : E → F ⊗A A[t, dt] with id⊗ ǫj ◦ h = fj,
j ∈ {0, 1}. Here ǫj : A[t, dt]→ A is the map t 7→ j, dt 7→ 0.
(iii) Every morphism f : E → F of Tate resolution admits an inverse up to
homotopy: there is a morphism g : F → E of Tate resolutions so that f ◦g
and g ◦ f are homotopic to the identity. In particular all morphisms of
Tate resolutions of C are quasi-isomorphisms.
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The proof is standard: the required maps (extension of f , homotopy, inverse up
to homotopy) on free algebras are uniquely determined by the images of generators,
that are to obey cohomological conditions. The existence of images obeying the
conditions follows recursively by degree by the acyclicity of the resolution in the
previous degrees.
The next result is a stronger statement relating Tate resolutions of an object by
an isomorphism (rather than a quasi-isomorphism) after tensoring with a semi-free
acyclic algebra.
Let SymA(V ⊕V [1]) the acyclic symmetric algebra on a free graded A-module V
with differential defined on generators V ⊕V [1] = ⊕(V i⊕V i+1) as d(v⊕w) = w⊕0.
If E → C is a Tate resolution, then also E⊗ASymA(V ⊕V [1])→ C, sending V ⊕V [1]
to zero, is a Tate resolution and the obvious map E → E ⊗A SymA(V ⊕ V [1]) is a
quasi-isomorphism of Tate resolutions.
Theorem A.2. Let d ≥ 0, C ∈ CA. Let f : E → F be a morphism of Tate
resolutions of C which is an isomorphism in degrees ≥ −d + 1. Then there is an
isomorphism in CA
E ⊗A SymA(V ⊕ V [1]) ∼= F ⊗A SymA(W ⊕W [1]),
restricting to f in degrees ≥ −d+ 1, for some free graded A-modules V,W concen-
trated in degree ≤ −d.
Proof. We prove inductively the following statement.
Lemma A.3. Let fd−1 : E → F be a morphism of Tate resolutions of C, which
restricts to an isomorphism E≥−(d−1) → F≥−(d−1) for some d > 0. Then there
are graded free A-modules Vd,Wd of finite rank concentrated in degree −d and a
morphism of Tate resolutions
fd : E ⊗A SymA(Vd ⊕ Vd[1])→ F ⊗A SymA(Wd ⊕Wd[1]),
restricting to an isomorphism in degree ≥ −d and coinciding with fd−1 on E≥−(d−1).
By using this Lemma and starting from any morphism f0 : E → F of Tate
resolutions, we obtain a morphism f as in the claim of the theorem with V = ⊕Vd
and W = ⊕Wd.
To prove the Lemma, we first of all notice that if E = SymA(W ) we can assume
without loss of generality that the projective A-module W−d is free: if it is not,
we replace W by W ⊕ U [d]⊕ U [d+ 1], where W−d ⊕ U is free and the differential
is extended so that δ : U [d + 1] → U [d][1] is the identity. Similarly we can assume
that the generators of degree −d of F form a free A-module.
Let T1, . . . , Tn be a basis of the space of generators of degree −d of E as in
(A.1) and S1, . . . , Sm be a basis of the space generators of degree −d of F . We then
take Vd to be a vector space of dimension m with basis S
′
1, . . . , S
′
m. Then
SymA(Vd ⊕ Vd[1]) = A[S′1, . . . , S′m, S′′1 , . . . , S′′m], deg(S′′j ) = −d− 1, d S′′j = S′j .
Similarly,
SymA(Wd ⊕Wd[1]) = A[T ′1, . . . , T ′n, T ′′1 , . . . , T ′′n ], deg(T ′′i ) = −d− 1, d T ′′i = T ′i .
Let gd−1 : F → E be a morphism extending the inverse of the restriction of fd−1 to
E≥−(d−1). Such an extension exists by Lemma A.1 (i). Let fd coincide with fd−1
on E≥−(d−1) and similarly for gd. We set
(A.2) fd(Ti) = fd−1(Ti) + T
′
i , gd(Sj) = gd−1(Sj) + S
′
j
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This defines fd as a morphism of graded algebras E≥−d → F≥−d. Since d T ′i = 0, fd
commutes with differentials on E≥−d. The same holds for gd. The next definition
is devised to make gd the inverse of fd in degree −d:
fd(S
′
j) = Sj − fd(gd−1(Sj)), gd(T ′i ) = Ti − gd(fd−1(Ti)).
The right-hand sides are already defined since gd−1(Sj) ∈ E≥−d and fd−1(Ti) ∈
F≥−d. Also, since fd coincides with fd−1 = g
−1
d−1 in degree ≥ −d + 1, fd, and
similarly gd, commutes with the differential:
d(fd(S
′
j)) = dSj − fd(gd−1(dSj)) = dSj − fd−1(gd−1(dSj)) = 0 = fd(dS′j).
The inversion property is first checked on Ti, Sj .
gd ◦ fd(Ti) = gd(fd−1(Ti)) + gd(T ′i )
= gd(fd−1(Ti)) + Ti − gd(fd−1(Ti))
= Ti.
This and the induction hypothesis proves that gd ◦ fd is the identity on E≥−d.
Similarly, fd ◦ gd is the identity on F≥−d. We use these facts for the next check:
gd ◦ fd(S′j) = gd(Sj)− gd ◦ fd(gd−1(Sj))
= S′j + gd−1(Sj)− gd−1(Sj)
= S′j .
Similarly, fd(gd(T
′
i )) = T
′
i .
We have constructed an isomorphism of differential graded algebras
fd : (E ⊗A SymA(Vd ⊕ Vd[1]))≥−d → (F ⊗A SymA(Wd ⊕Wd[1]))≥−d,
with inverse gd. By Lemma A.1, fd admits an extension to a morphism of Tate
resolution E ⊗A SymA(Vd ⊕ Vd[1]) → F ⊗A SymA(Wd ⊕Wd[1]). Any such exten-
sion (in particular defining fd(T
′′
i )) has the properties required in the claim of the
Lemma. 
Appendix B. Gluing sheaves of differential graded algebra
by Tomer M. Schlank
The aim of this Appendix is to describe how to glue sheaves of differential
P0-algebras.
More precisely, let X be a non-singular quasi-projective variety. For an open
subvariety U ⊂ X we denote by A(U) the category of sheaves of differential P0-
algebras on U . Let U0, . . . , Un be a finite affine cover of X . Further let Ai ∈ A(Ui)
be a sheaf of differential P0-algebras on Ui, our goal is to glue all the Ai’s to a sheaf
of differential P0-algebras A ∈ A(X) such that A|Ui is quasi-isomorphic Ai. To
better understand the issues at hand consider first the case where we are trying to
glue sheaves given on two open subset U0, U1. In this case our gluing data consist of
object Ai ∈ A(Ui),0 ≤ i ≤ 1, and a quasi-isomorphismK0,1 : A0|U0∩U1 → A1|U0∩U1 .
Here we already see the first difference between classical gluing of sheaves and gluing
of sheaves in our case, since we only assume that K0,1 is a quasi-isomorphism and
not necessarily an isomorphism as in the classical case. The difference from the
classical case becomes even more apparent when we consider 3 open sets U0, U1, U2.
In this case in addition to Ai ∈ A(Ui),0 ≤ i ≤ 2 and the quasi-isomorphism
K0,1,K0,2,K1,2 our gluing data will consist of a homotopyK0,1,2 betweenK1,2◦K0,1
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and K0,2. Note that when gluing classical sheaves one will assume that the two
maps K1,2 ◦K0,1 and K0,2 are the same.
To conclude we have several steps to go through so we can glue our sheaves
of differential P0-algebras. The first step will be to define gluing data for sheaves
of differential P0-algebras. The second step will be to show that given such gluing
data we indeed can construct the desired A. The last step will be to show that in
the situation described in this paper we will indeed have such gluing data.
The datum and argument below are very categorical in nature. So we first have
to take good care of the notations.
B.1. Notation. Throughout this appendix we fix a non-singular quasi-pro-
jective variety X . Let S be the category of simplicial sets.
For an open subvariety U ⊂ X we denote by A(U) the category of sheaves of
differential P0-algebras on U . The de Rham algebras Ω
•
n = Ω
•(|∆n|) of polynomial
differential forms on the geometric n-simplices form a simplicial differential graded
commutative algebra (DGCA) Ω•. Let us denote by the same letter the functor
Ω• : S → DCGA, K 7→ S(K,Ω•)
from the category of simplicial sets to the category of DCGA (so that Ω•(∆n) =
Ω•n). For a simplex ∆
n ∈ S, A ∈ A(U) we denote
A∆
n
:= A⊗ Ω•(∆n) ∈ A(U).
Similarly for every simplicial set K ∈ S we can define
AK := A⊗ Ω•(K) ∈ A(U).
For every A0, A1 ∈ A(U) we define the simplicial set
MU (A0, A1) ∈ S,
MU (A0, A1)n := HomA(U)(A0, A
∆n
1 ).
Note that we can view this also as HomA(U)⊗Ω•(∆n)(A
∆n
0 , A
∆n
1 ), so that composi-
tions of maps in MU are defined. Given two open subsets U ⊂ V ⊂ X , We denote
by
↓VU : A(V )→ A(U)
A 7→ A ↓VU ,
the restriction functor, ↓VU has a right adjoint which is the pushforward functor, we
denote this functor by
↑VU : A(U)→ A(V )
A 7→ A ↑VU .
Lemma B.1. The functors ↓VU and ↑VU , have the following properties:
(1) ↓VU is the left adjoint of ↑VU .
(2) Let U ⊂ V ⊂W ⊂ X; we have
↓WV ↓VU=↓WU ,
↑VU↑WV =↑WU .
(3) Let U, V ⊂W ; we have
↑WU ↓WV =↓UU∪W ↑VU∪W .
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For n ∈ N we denote by [n] the ordered set 0 < 1 < · · · < n. For any I ⊂ [n]
we denote PI to be the partially ordered set of subsets of I containing the first and
last element. Now let
{a0, . . . , ad} = I ⊂ [n],
and let 0 < i < d, We denote:
I≤i := {a0, . . . , ai}, I≥i := {ai, . . . , ad}, Iiˆ := {a0, . . . , aˆi, . . . , ad},
a0 = n(I), ad = x(I).
We introduce the following maps:
TI,i : PI≤i × PI≥i → PI , TI,i(K,L) = K ∪ L,
SI,i : PI
iˆ
→ PI , SI,i(K) = K,
Sˆ : PI
iˆ
→ PI , SˆI,i(K) = K ∪ {i}.
Let U = {U0, U1, . . . , Un} be a cover of X . For every non-empty I ⊂ [n] We denote
UI :=
⋂
i∈I
Ui.
For any partially ordered set P we denote by N(P ) ∈ S the nerve of P . Note that
for I = {a0, . . . , ad} ⊂ [n], d ≥ 1, N(PI) is naturally isomorphic as a simplicial
set to the d − 1-dimensional cube (∆1)d−1. We denote by ∂N(PI) ⊂ N(PI) the
boundary of the cube. Note that ∂N(PI) is the union of the 2(d−1) faces of N(PI),
each of which is a d− 2-dimensional cube. It easy to see that each of these faces is
one of the images of the maps
N(SI,i) : N(PI
iˆ
)→ N(PI)
N(SˆI,i) : N(PI
iˆ
)→ N(PI),
for 0 < i < d.
B.2. Gluing data. In this section we shall define the gluing data required in
order to glue sheaves of differential P0-algebras. Let U := {U0, U1, . . . , Un} be a
finite open cover of X . Let (A0, . . . , An; {KI}) consist of:
(1) A sheaf of differential P0-algebras, Ai ∈ A(Ui) for every i = 0, . . . , n.
(2) For every I ⊂ [n] , |I| ≥ 2 a map
KI ∈ S(N(PI ),MUI (An(I) ↓Un(I)UI , Ax(I) ↓
Ux(I)
UI
)).
Then (A0, . . . , An; {KI}) are called gluing data on U if they satisfy the following
conditions
(1) For every I ⊂ [n], |I| = 2, KI is a quasi-isomorphism.
(2) For every I = {a0, . . . , ad} and 0 < i < d the diagram:
N(PI≤i)×N(PI≥i)
N(TI,i)
//
KI≤i×KI≥i

N(PI)
KI

MUI≤i ×MUI≥i
CI,i
//MUI (Aa0 ↓Ua0UI , Aad ↓
Uad
UI
)
with
MUI≤i = MUI≤i (Aa0 ↓
Ua0
UI≤i
, Aai ↓UaiUI≤i ),
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MUI≥i = MUI≥i (Aai ↓
Uai
UI≥i
, Aad ↓
Uad
UI≥i
),
commutes. Here CI,i = © ◦ (↓
UI≤i
UI
× ↓UI≥iUI ) and © is the composition
morphism.
(3) For every I = {a0, . . . , ad} and 0 < i < d the diagram:
N(PI
iˆ
)
N(SI,i)
//
KI
iˆ

N(PI)
KI

MUI
iˆ
(Aa0 ↓Ua0UI
iˆ
, Aad ↓
Uad
UI
iˆ
)
↓
UI
iˆ
UI //MUI (Aa0 ↓Ua0UI , Aad ↓
Uad
UI
)
commutes.
Remark B.2. For I = {i} ⊂ [n] it will be convenient to denote:
KI = IdAi ∈MUi(Ai, Ai).
Remark B.3. If the KI are given only for I ⊂ [n], 2 ≤ |I| ≤ d for some
integer d, we shall call (A0, . . . , An; {KI}) d-partial gluing data. Note that this
definition makes sense since the compatibility conditions for KI involve only KJ
with |J | < |I|.
We shall define a morphism between two gluing data on U, (A0, . . . , An;KI),
(B0, · · · , Bn;LI) as a collection of morphism
fi ∈MUi(Ai, Bi),
such that the following squares commute.
An(I) ↓Un(I)UI
fn(I)↓
Un(I)
UI

KI // A
N(PI )
x(I) ↓
Ux(I)
UI
fx(I)↓
Ux(I)
UI

Bn(I) ↓Un(I)UI
LI // B
N(PI)
x(I) ↓
Ux(I)
UI
For (A0, . . . , An) given sheaves of differential P0-algebras, Ai ∈ A(Ui) we say
that ({KI}) are gluing data for (A0, . . . , An) iff (A0, . . . , An; {KI}) are gluing data
on U := {U0, U1, . . . , Un}.
B.3. The space of gluing data. Let (A0, . . . , An) be sheaves of differential
P0-algebras, Ai ∈ A(Ui). The set of all possible gluing data ({KI}) for (A0, . . . , An)
can be considered as the zero simplices of a naturally defined simplicial set.
Definition B.4. Let (A0, . . . , An) be sheaves of differential P0-algebras, Ai ∈
A(Ui). We define the space of gluing data for (A0, . . . , An) to be the simplicial set
G(A0, . . . , An) such that G(A0, . . . , An)m consists of all collections of maps
KI ∈ S(∆m ×N(PI),MUI (An(I) ↓Un(I)UI , Ax(I) ↓
Ux(I)
UI
)),
satisfying compatibly conditions as above.
Given a finite cover of X , U := {U0, U1, . . . , Un} we can take the disjoint union
of G(A0, . . . , An) over all the possible (A0, . . . , An) , Ai ∈ A(Ui). We denote the
resulting space by G(U).
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Similarly the collection of all morphism between gluing data on a cover U can
be considered as the zero simplices of a naturally defined simplicial set.
Namely let (A0, . . . , An), (B0, . . . , Bn) be sheaves of differential P0-algebras,
Ai, Bi ∈ A(Ui). We shall denote by H((A0, . . . , An), (B0, . . . , Bn)) the simplicial
set of morphisms between gluing data for (A0, . . . , An), (B0, . . . , Bn). Namely the
m-simplices of H((A0, . . . , An), (B0, . . . , Bn)) are collections of maps:
KI ∈ S(∆m ×N(PI),MUI (An(I) ↓Un(I)UI , Ax(I) ↓
Ux(I)
UI
)),
LI ∈ S(∆m ×N(PI),MUI (Bn(I) ↓Un(I)UI , Bx(I) ↓
Ux(I)
UI
)),
fi ∈ S(∆m,MUi(Ai, Bi)),
satisfying the natural computability conditions analogous to those specified in
the previous subsection. Again one takes the disjoint union of all possible such
(A0, . . . , An) and (B0, . . . , Bn) and get a simplicial set H(U). Thus we get that
the collection of gluing data on U can be best described as a category object
(G(U),H(U)) in the category of simplicial sets. A category object in a category
is by definition a pair of objects O and M with two morphisms t, d : M → O
(target, source), a morphism O → M (idenity) and a composition morphism
c : M ×O M →M satisfying compatibility conditions of a category. We take N(U)
to be the nerve bi-simplicial set corresponding to this category object.
N(U)m := H(U)×G(U) · · · ×G(U) H(U),
where the product is taken over m copies of H(U) in an analogous fashion to the
classical nerve construction. The diagonal of the bi-simplicial set N(U) is a simplicial
set. We denote this simplicial set by N∆(U)
B.4. Gluing. We shall prove the following statement.
Theorem B.5. Let U = {U0, U1, . . . , Un} be a finite open cover of X and let
(A0, . . . , An; {KI}I) be gluing data on U. Then there exist a sheaf of differential
P0-algebra A ∈ A(X), such that for all 0 ≤ i ≤ n, A ↓XUi is quasi-isomorphic to Ai.
Proof. The proof will be done by induction on the number of open sets in
the cover, i.e., we shall first construct the gluing for n = 1, then we shall show
that given gluing data on U = {U0, U1, . . . , Un}, one can define gluing data on
V = {U0, U1, . . . , Un−2, Un−1 ∪ Un}, by gluing An−1 and An.
Definition B.6. Let U = {U0, U1} be a cover of X (i.e. X = U0 ∪U1) and let
A0 ∈ A(U0),
A1 ∈ A(U1),
K0,1 ∈ HomA(U0,1)(A0 ↓U0U0,1 , A1 ↓U1U0,1),
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be gluing data on U. We denote by A0
∐
K0,1
A1 the limit of the following diagram
in U(X):
A0 ↑XU0
↑XU0,1◦K0,1◦↓
U0
U0,1

A∆
1
1 ↓U1U0,1↑XU0,1
↑XU0,1◦β0
||③③
③③
③③
③③
③③
③③
③③
③③
③
↑XU0,1◦β1
""❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
A1 ↑XU1
↑XU0,1◦↓
U1
U0,1

A1 ↓U1U0,1↑XU0,1 A1 ↓U
1
U0,1
↑XU0,1
Where β0, β1 are the maps corresponding to the two maps ∆
0 → ∆1
Lemma B.7. Given data as above, (A0
∐
K0,1
A1) ↓XUi is naturally quasi-iso-
morphic to Ai.
Proof. First we prove this for i = 0: since the restriction functor commutes
with limits, we have that (A0
∐
K0,1
A1) ↓XU0 is the limit of the diagram:
A0

A∆
1
1 ↓U1U0,1↑U0U0,1
||③③
③③
③③
③③
③③
③③
③③
③③
③
""❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
A1 ↓U1U0,1↑U0U0,1
∼=

A1 ↓U1U0,1↑U0U0,1 A1 ↓U
1
U0,1
↑U0U0,1
Thus we have a pullback diagram
(A0
∐
K0,1
A1) ↓XU0 //

A∆
1
1 ↓U1U0,1↑U0U0,1

A0 // A1 ↓U1U0,1↑U0U0,1
Now we need to show that left vertical map is a quasi-isomorphism. Note that this
can be checked stalk-wise. Now the right vertical map is stalk-wise surjective and
quasi-isomorphism (i.e., with acyclic kernel) and thus so is the left vertical map.
For i = 1: since the restriction functor commutes with limits we have that
(A0
∐
K0,1
A1) ↓XU1 is the limit of the diagram:
A0 ↓U0U0,1↑U1U0,1
K0,1

A∆
1
1 ↓U1U0,1↑U1U0,1
β0
||③③
③③
③③
③③
③③
③③
③③
③③
③
β1
""❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
A1

A1 ↓U1U0,1↑U1U0,1 A1 ↓U
1
U0,1
↑U1U0,1
Let P be the pullback of left side of the diagram. Since K0,1, β0 and β1 are
quasi-isomorphisms and β0 is surjective on stalks, we get that the map induced
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by β1, b1 : P → A1 ↓U1U0,1 is a quasi-isomorphism. Further, it is easy to see that
b1 is also surjective on stalks. Thus as in the case i = 0 we get that the map
(A0
∐
K0,1
A1) ↓XU1= P ×A1↓U1U0,1 A1 → A1 is a quasi-isomorphism. 
We shall now take care of the induction step in the proof
Proposition B.8. Let U = {U0, U1, . . . , Un} be a finite open cover of X. Let
(A0, . . . , An; {KI}I) be gluing data on U. Consider the finite cover of X,
V = {V0 := U0, V1 := U1, . . . , Vn−2 := Un−2, Vn−1 := Un−1 ∪ Un}.
There exist gluing data (B0, . . . , Bn−1; {LI}I) on V, such that Bn−1 = A0
∐
K0,1
A1
and Bi = Ai for 0 ≤ i ≤ n− 2,
Proof. The proof will be done by an explicit construction. A complete de-
scription of the construction will take some effort and place. In order to simplify
the exposition and improve readability we will follow the following notations and
guidelines.
(1) We shall construct the required data, but leave checking the compatibility
conditions to the reader.
(2) We shall use repeatedly properties (1),(2) and (3) from Lemma B.1. When
we show that two objects are isomorphic by using one or more of these
properties will use subscript next to the equal sign: e.g. if O ⊂ U ⊂W ⊂
X we write
MU (A ↓WU , B ↓WO ↑UO) =1,2 MO(A ↓WO , B ↓WO ).
(3) When two mapping spaces are isomorphic by applying natural adjunctions
we will abuse notation and treat them as equal.
Since
Bi := Ai, 0 ≤ i ≤ n− 2,
Bn−1 = A0
∐
K0,1
A1,
we are left with defining LI for every ∅ 6= I ⊂ {0, . . . , n− 1}, |I| > 1. If n− 1 6∈ I
we will just take LI := KI . Now assume n − 1 ∈ I; we denote I+ := I ∪ {n},
I− = I+\{n − 1}. Note that we then have VI = UI ∪ UI− , UI ∩ UI− = UI+ . For
every I such that n− 1 ∈ I we require a map
LI ∈ S(N(PI),MVI (Bn(I) ↓Un(I)VI , Bn−1 ↓
Vn−1
VI
)).
Note that |I| > 1 so n(I) < n − 1 and Bn(I) = An(I). Further, since Bn−1 =
A0
∐
K0,1
A1 is a limit, LI can be described as three maps
L0I ∈ S(N(PI),MVI (An(I) ↓
Un(I)
VI
, (An−1 ↑Vn−1Un−1) ↓
Vn−1
VI
)),
L+I ∈ S(N(PI),MVI (An(I) ↓
Un(I)
VI
, (AIn ↓UnUn−1,n↑
Vn−1
Un−1,n
) ↓Vn−1VI )),
L−I ∈ S(N(PI),MVI (An(I) ↓
Un(I)
VI
, (An ↑Vn−1Un ) ↓
Vn−1
VI
)),
satisfying certain compatibility conditions. Again we will construct L0I , L
+
I and L
−
I
and leave checking the compatibility to the reader. Let us start with defining L+I .
Note that we have
(AIn ↓UnUn−1,n↑
Vn−1
Un−1,n
) ↓Vn−1VI =2,3
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AIn ↓UnUI+↑
VI
UI+
.
Thus
MVI (An(I) ↓Un(I)VI , (AIn ↓UnUn−1,n↑
Vn−1
Un−1,n
) ↓Vn−1VI ) =2,3
MVI (An(I) ↓Un(I)VI , AIn ↓UnUI+↑
VI
UI+
) =1
MUI1 (An(I) ↓
Un(I)
VI+
, AIn ↓UnUI1 ).
Now we have:
S(N(PI),MVI (An(I) ↓
Un(I)
VI
, (AIn ↓UnUn−1,n↑
Vn−1
Un−1,n
) ↓Vn−1VI )) =
S(N(PI),MUI+ (An(I) ↓
Un(I)
VI+
, AIn ↓UnUI+ )) =
= S(N(PI)× I,MUI+ (An(I) ↓
Un(I)
VI+
, An ↓UnUI+ )) =
= S(N(PI+),MUI+ (An(I) ↓
Un(I)
VI+
, An ↓UnUI+ )).
Thus we can take L+I = KI+ .
We shall now define
L0I ∈ S(N(PI),MVI (An(I) ↓
Un(I)
VI
, (An−1 ↑Vn−1Un−1) ↓
Vn−1
VI
)).
Note that we have
(An−1 ↑Vn−1Un−1) ↓
Vn−1
VI
=3 An−1 ↓Un−1UI ↑VIUI .
Thus
MVI (An(I) ↓Un(I)VI , (An−1 ↑
Vn−1
Un−1
) ↓Vn−1VI ) =3
MVI (An(I) ↓Un(I)VI , An−1 ↓
Un−1
UI
↑VIUI ) =1,2
MUI (An(I) ↓Un(I)UI , An−1 ↓
Un−1
UI
).
Thus we can take L0I = KI .
Finally we define
L−I ∈ S(N(PI),MVI (An(I) ↓
Un(I)
VI
, (An ↑Vn−1Un ) ↓
Vn−1
VI
)).
Note that
(An ↑Vn−1Un ) ↓
Vn−1
VI
=3 An ↓UnUI− ↑
VI
UI−
.
Thus
MVI (An(I) ↓Un(I)VI , (An ↑
Vn−1
Un
) ↓Vn−1VI ) =3
MVI (An(I) ↓Un(I)VI , An ↓UnUI−↑
VI
UI−
) =1
MUI− (An(I) ↓
Un(I)
VI
, An ↓UnUI− ).
So we can take L−I = KI− .


Above we discussed the process of gluing inductively, now we can also describe
the final result:
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Lemma B.9. Let (A0, . . . , An; {KI}I) be gluing data on U = {U0, U1, . . . , Un}.
Then the glued sheaf of differential P0-algebra A ∈ A(X) , constructed in the pre-
vious section in the equalizer of a diagram∏
I⊂[n],1≤|I|
A
(∆1)|I|−1
x(I) ↓
Ux(I)
UI
↑XUI⇒
∏
I⊂[n],1≤|I|
A
∂((∆1)|I|−1)
x(I) ↓
Ux(I)
UI
↑XUI
one of the map is induced by the inclusions ∂((∆1)|I|−1) ⊂ (∆1)|I|−1 and the second
one is defined by (A0, . . . , An; {KI}I)
Proof. By induction on n. 
B.5. Gluing as a functor. Given a finite cover U = {U0, U1, . . . , Un}, gluing
is a way to construct from gluing data on U = {U0, U1, . . . , Un} new gluing data
on V = {U0, U1, . . . , Un−2, Un−1 ∪ Un}. It is clear from the construction that it
is functorial with respect to morphisms of gluing data. However, the collection
of gluing data has an additional structure as a category object in simplicial sets
and to understand the behavior of gluing with respect to this structure one needs
additional care. Let us e.g. assume that we have U = {U0, U1}. A path in (G(U))1
is given by sheaves of P0-algebras Ai ∈ A(Ui) and a map
K0,1 : A0 ↓U0,1→ A∆
1
1 ↓U0,1 ,
by restricting this path to its two endpoints we get two different gluing data,
K00,1 : A0 ↓U0,1→ A1 ↓U0,1 ,
K10,1 : A0 ↓U0,1→ A1 ↓U0,1 .
We shall denote the result of gluing according to Ki0,1 by B
i ∈ A(U0 ∪ U1). There
is no simplicial path connecting B0 and B1, but it is possible to connect them by
a zigzag of maps. Namely the map
K0,1 : A0 ↓U0,1→ A∆
1
1 ↓U0,1
naturally defines a map
K0,10,1 : A
∆1
0 ↓U0,1→ A∆
1
1 ↓U0,1 .
We denote the resulting gluing by B0,1 ∈ A(U0 ∪ U1). Note that restricting to the
endpoints results in a zigzag:
B0 ← B0,1 → B1.
Similarly a triangle
K0,1 : A0 ↓U0,1→ A∆
2
1 ↓U0,1
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gives rise to a commutative diagram of the form :
B1
B0,1
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞
;;✈✈✈✈✈✈✈✈✈
B0,2
cc❍❍❍❍❍❍❍❍❍

✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷
B0,1,2
OO
cc❍❍❍❍❍❍❍❍❍
;;✈✈✈✈✈✈✈✈✈
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦

B0 B0,2 //oo B2
To conclude, in general we have a natural map from
N∆(U)m → S(∆m × sd∆m,N∆(V)),
where sd denote the barycenteric subdivision. Thus we get a map
N∆(U)→ N∆(V),
defined up to homotopy, “realizing” the gluing construction.
B.6. Gluing as homotopy limit. In this section we shall describe the pro-
cess of gluing as a certain homotopy limit in the category A(X). Usually when
discussing homotopy limits one uses the language of model categories. However,
the definition of a homotopy limit actually depends only on the weak equivalences,
and can be defined using only them (see [15]). Although we have not presented a
model category structure on A(X) we do have a natural notion of weak equivalences
as the quasi-isomorphisms in A(X).
Further complication results from the fact that we take a homotopy limit of a
simplicial functor
F : Dn → A(X),
where Dn is a simplicial diagram. The notion of a limit in the enriched situation
is discussed in [19] and some general results about homotopy limits in this realm
are discussed in [30]. In this section we shall use the following definitions.
Definition B.10 ([15], §33). A homotopical category is a categoryM equipped
with a class of morphisms called weak equivalences that contains all the identities
and satisfies the 2-out-of-6 property i.e.: if hg and gf are weak equivalences, then
so are f , g, h, and hgf .
The category one gets from inverting all the weak equivalences is denoted by
Ho(M). Note that there is a natural map:
δM : M→ Ho(M)
Given a functor
G : M→ N
between two homotopical categories we say that G is homotopical if G takes weak
equivalences to weak equivalences. Similarly given a functor
G : M→ Ho(N)
we say that G is homotopical if G takes weak equivalences to isomorphisms .
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Definition B.11. Let M and N be two homotopical category and let
G : M→ N
be a functor. A right derived functor of G is a functor
RG : M→ o(N)
equipped with a comparison map
δNG→ RG
such that RG is homotopical and initial among homotopical functors equipped with
maps from δNG.
Definition B.12. Let M and N be two homotopical category and let
G : M→ N
be a functor. A point-set right derived functor of G is a homotopical functor
RG : M→ N
equipped with a comparison map G → RG such that the induced map δNG →
δNRG makes δNRG into a right derived functor of G.
To present gluing as a homotopy limit we shall first explain how given a gluing
data (A0, . . . , An;KI) one can construct a diagram F : Dn → A(X) were Dn
depends on n alone (but F depends on (A0, . . . , An;KI)). Then, the result of
gluing (A0, . . . , An;KI) would turn out to be the homotopy limit of this diagram
i.e the result of applying a point-set right derived functor of the limit functor on F .
Now let U = {U0, U1, . . . , Un} be a finite cover ofX . Let (A0, . . . , An; {KI}I) be
gluing data on U. We shall construct a finite simplicial categoryDn and a simplicial
functor F : Dn → A(X) where the result of gluing along (A0, . . . , An; {KI}I) is a
homotopy limit of F .
First we shall describe Dn.
Definition B.13. Let ∅ 6= I ⊂ J ⊂ [n] be two non-empty subsets we denote
H(I, J) := {t ∈ J |x(I) ≤ t} ⊂ J
We also denote
PI,J := PH(I,J)
For convenience for ∅ 6= I, J ⊂ [n] such that I 6⊂ J we shall take PI,J = ∅ to be
the empty poset.
Definition B.14. for n ≥ 0 We denote by Dn the simplicial category such
that
(1) The objects of Dn are non-empty subsets, I ⊂ [n],
(2) Given I, J ∈ ObDn, we take
MapDn(I, J) := N(PI,J).
(3) For I ⊂ J ⊂ K, we take the composition
N(PI,J)×N(PJ,K) cI,J,K−−−−→ N(PI,K)
to be the nerve of the map induced by taking union of sets. (note that in
all other cases there is only one possible map)
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We are now ready to define our simplicial functor F .
F : Dn → A(X)
First, on objects we define:
F (I) := Ax(I) ↓Ux(I)UI ↑XUI∈ A(X)
now it is left to define for every I, J ,
F : N(PI,J) = MapDn(I, J)→MX(Ax(I) ↓
Ux(I)
UI
↑XUJ , Ax(J) ↓
Ux(J)
UJ
↑XUJ )
Clearly it is enough to consider the case I ⊂ J . Now since UJ ⊂ UI , we have
↑XUI↓XUJ=↓UIUI∩UJ↑UJUI∩UJ=↓UIUJ
Thus
MX(Ax(I) ↓Ux(I)UI ↑XUI , Ax(J) ↓
Ux(J)
UJ
↑XUJ ) =
MUJ (Ax(I) ↓
Ux(I)
UI
↑XUI↓XUJ , Ax(J) ↓
Ux(J)
UJ
) =
MUJ (Ax(I) ↓Ux(I)UI ↓UIUJ , Ax(J) ↓
Ux(J)
UJ
) =
MUJ (Ax(I) ↓Ux(I)UJ , Ax(J) ↓
Ux(J)
UJ
)
We have to define:
FI,J : N(PI,J)→MUJ (Ax(I) ↓Ux(I)UJ , Ax(J) ↓
Ux(J)
UJ
)
Now recall that for H = H(I, J) we have map
KH : N(PI,J) = N(PH)→MUH (An(H) ↓Un(H)UH , Ax(H) ↓
Ux(H)
UH
)
since H ⊂ J we have also have a map
KH ↓UHUJ : N(PH)→MUJ (An(H) ↓
Un(H)
UJ
, Ax(H) ↓Ux(H)UJ ).
Now since n(H) = x(I), x(H) = x(J), We can just take FI,J = KH ↓UHUJ . We leave
it to the reader to verify that the compatibility conditions on (A0, . . . , An; {KI}I)
insures that F respects composition.
Now, along the lines of [30] we have a functor
lim : A(X)Dn → A(X).
We shall construct R lim as a special form of weighted limit, i.e., we shall define
a “coefficients functor” C : Dn → S such that for any F ′ : Dn → A(X) we have
R lim(F ′) = limC F ′, We will get the required natural transformation lim → R lim
by taking the unique natural transformation C → ∗, where ∗ is the constant functor
on the terminal object and by using the identification lim∗ F = limF .
We define C : Dn → S on objects to be C(I) := N(QI) where QI is the poset
of subsets of I that contain the last element x(I) . note that N(QI) ∼= (∆1)|I|−1,
Now we need to define a map
N(PI,J)×N(QI)→ N(QJ).
Thus it is enough to define a map
CI,J : PI,J ×QI → QJ .
for every ∅ 6= I ⊂ J ⊂ [n]. We shall take:
CI,J(K, I
′) = K ∪ I ′.
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We leave it to the reader to check compatibly.
Lemma B.15. Let (A0, . . . , An;KI) be gluing data and let
F : Dn → A(X)
be the corresponding functor. then the weighted limit limC F ∈ A(X) is isomorphic
to result of gluing of according to (A0, . . . , An;KI).
Proof. The weighed limit limC F can be computed as an equalizer of the form∏
∅ 6=I⊂[n]
A
N(QI )
x(I) ↓
Ux(I)
UI
⇒
∏
∅ 6=I⊂[n]
AWI
x(I) ↓
Ux(I)
UI
Where WI is some simplicial set. We leave it to reader the completely formal but
tedious check that this equalizer is isomorphic to the one described in Lemma B.9.

To complete the proof we need to show that limC is indeed a point set right
derived functor of lim. The proof relies on two essential facts:
(1) Dn is a Reedy category and C : Dn → S is Reedy cofibrant — this can
be verified directly by computing latching objects.
(2) The category A(X) can be given the structure of a category of fibrant
objects in a way that is compatible with the simplicial enrichment.
However giving a complete account of this proof will exceed the scope of this ap-
pendix, thus it is omitted.
B.6.1. A different indexing category. It is convenient to consider a alternative
simplicial category En which is more symmetric and comes naturally with a sim-
plicial functor
W : En → Dn
which is a categorical equivalence. Thus we get that for every functor
F : Dn → A(X)
we have
R lim(F ◦W ) ≈ R lim(F )
where the homotopy limit is taken over En in the left hand side and on Dn on the
right-hand side. As a conclusion we will have that gluing can also be considered as
homotopy limit over En.
To define En we take:
(1) The objects of En are all the non-empty subsets ∅ 6= I ⊂ [n].
(2) For ∅ 6= I, J ⊂ [n] we take define the poset EI,J to be the poset of all
chains
I = I0 ⊂ I1 ⊂ · · · ⊂ In = J
ordered by inclusion. We define
MapEn(I, J) := N(EI,J)
(3) We take the composition to be the nerve of the map induced by taking
the union of chains.
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We are now left with defining the functor
W : En → Dn
On objects we shall just take W (I) = I. To define W on morphisms it is
enough to give for every ∅ 6= I ⊂ J ⊂ [n] a map
WI,J : EI,J → PI,J
we take the map:
WI,J(I = I0 ⊂ I1 ⊂ · · · ⊂ In = J) = x(I) = x(I0) < x(I1) < · · · < x(In) = x(J)
note that W is an isomorphism on objects and a weak equivalence on morphism
spaces and thus a categorical equivalence.
B.7. The existence of gluing data. In this section we shall demonstrate
the existence and suitable uniqueness of gluing data in our case.
Theorem B.16. Let X be a non-singular quasi-projective variety, λ ∈ Ω1(X)
a closed 1-form, S0 =
∫
λ. Let U = {U0, . . . , Un} be a finite affine cover of X. Let
(Mi, Ti) be a BV variety with support (Ui, S0|Ui). Denote
Ai := (OT∗[−1]Vi , dTi),
and consider the sub simplicial sets
G(UI)(Tn(I), Tx(I)) ⊂MUI (An(I) ↓Un(I)UI , Ax(I) ↓
Ux(I)
UI
).
Then the subspace of G(A0, . . . , An) consisting of gluing data {KI}I, such that the
image of
KI : N(PI)→MUI (An(I) ↓Un(I)UI , Ax(I) ↓
Ux(I)
UI
)
lands in
G(UI)(Tn(I), Tx(I)) ⊂MUI (An(I) ↓
Un(I)
UI
, Ax(I) ↓Ux(I)UI ),
is contractible. In particular it is non-empty.
Proof. First let us denote by Gd the space of all d-partial gluing data {KI}
for (A0, . . . , An) such that the image of
KI : N(PI)→MUI (An(I) ↓Un(I)UI , Ax(I) ↓
Ux(I)
UI
).
will land
G(UI)(Tn(I), Tx(I)) ⊂MUI (An(I) ↓Un(I)UI , Ax(I) ↓
Ux(I)
UI
).
note that G1 = ∗ and our goal is to prove that Gn+1 is contractible. For this it
is enough to show that the projection map Gd+1 → Gd is a trivial Kan fibration.
Thus we need to exhibit a lift for diagrams of the sort:
Λnm

// Gd+1

∆m //
<<①
①
①
①
Gd
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unraveling the definitions and compatibility conditions and using standard adjunc-
tions, specifying such a lift is the same as specifying a collection of lifts:
∂N(PI)×∆m
∐
∂N(PI )×Λnm
N(PI)× Λnm

// G(UI)(Tn(I), Tx(I))
N(PI)×∆m
33❣❣❣❣❣❣❣❣❣❣
for every I ⊂ [n] with |I| = d+1. But this all exist since G(UI)(Tn(I), Tx(I)) is Kan
contractible.

B.8. Permuting the ordering of the cover. In this appendix we took a
minimalistic approach to describe gluing data, i.e., we took the minimal amount
of data required to perform the gluing. This minimality came with a price of
some symmetry breaking (as often happens). Specifically, note that gluing data
(A0, . . . , An;KI) is presented in a way which is not symmetric with respect to the
ordering of the open subsets U0, . . . , Un. In this section we shall explain why the
resulting glued object will be the same (up to weak equivalence) regardless of the
chosen order.
The essential point lies in the Kan contractible groupoid that we discussed
above. Note that the lifting conditions we have are not sensitive to ordering. Thus
one could get gluing data for any possible ordering. Further the contractibility
allows us to get homotopies that relate the different ordering. To show how this
works we give a partial account of the case of two open sets, and a very rough sketch
for the general case. Let U0, U1 be a cover of X . By considering the groupoid above
we get gluing data (A0, A1;K0,1) as well as (A1, A0;L1,0) when K0,1 and L1,0 are
maps
K0,1 : A0 ↓U0U0,1→ A1 ↓U1U0,1
L1,0 : A1 ↓U1U0,1→ A0 ↓U0U0,1
Further the contractibly supply us with a homotopy:
H : A0 ↓U0U0,1→ A∆
1
0 ↓U0U0,1
between the identity map and L1,0 ◦K0,1 Thus we get a commutative diagram
A0 ↑XU0
H

K0,1
// A1 ↓U1U0,1
L1,0

A1 ↑XU1oo

A∆
1
0 ↑XU0 // A0 ↓U1U0,1 A1 ↑XU1L1,0
oo
A0 ↑XU0 //
OO
A0 ↓U1U0,1
OO
A1 ↑XU1L1,0
oo
OO
where all the vertical maps are weak equivalences.
Since the gluing along (A1, A0;L1,0) is the homotopy limit of the bottom row
and the gluing along (A0, A1;K0,1) is the homotopy limit of the top row, we get that
the two results are weakly equivalent. In general in order to prove the contractibly
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of space of results for arbitrary n one uses the higher homotopies supplied by the
contractible groupoid to show equivalences (or equivalence between equivalence
etc.) of corresponding diagrams En → A(X). This is here were the symmetries of
En becomes useful.
Now let U := {U0, U1, . . . , Un},V := {V0, V1, . . . , Vm} be two affine coverings of
X . We would like to show that the result of our construction is independent of the
choice of a covering. To see this consider the covering
W := {U0 ∩ V0, U1 ∩ V0, . . . , Un ∩ V0, U0 ∩ V1, U1 ∩ V1, . . . , Un ∩ V1, . . . ,
U0 ∩ Vm, U1 ∩ Vm, . . . , Un ∩ Vm}.
Indeed we get that the gluing with respect either U or V can be described by gluing
along W according to different orderings.
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