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Abstract. We investigate the quantum phase transitions of a disordered nanowire from superconducting
to metallic behavior by employing extensive Monte Carlo simulations. To this end, we map the quantum
action onto a (1+1)-dimensional classical XY model with long-range interactions in imaginary time. We
then analyze the finite-size scaling behavior of the order parameter susceptibility, the correlation time, the
superfluid density, and the compressibility. We find strong numerical evidence for the critical behavior to
be of infinite-randomness type and to belong to the random transverse-field Ising universality class, as
predicted by a recent strong disorder renormalization group calculation.
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1 Introduction
Investigating the electrical transport in low-dimensional
fluctuating superconductors has attracted great interest
during the last decades. Early experiments [1] demon-
strated nonzero resistivity below the bulk critical temper-
ature. This was explained using the notion of thermally
activated phase slips [2,3,4]. Later, quantum phase slips
were considered as well [5,6]. Recent experiments [7,8,9,
10,11] studied the electrical transport characteristics of
one-dimensional ultrathin metallic nanowires. Measure-
ments of the resistance demonstrated that thicker wires
undergo a phase transition from a metallic state to a
superconducting state upon decreasing the temperature.
However, thinner wires do not show superconductivity
even at the lowest temperatures T .
The behavior of these experiments can be understood
using the concept of a superconductor-metal quantum
phase transition (as a function of wire thickness) in the
pair-breaking universality class, as proposed in recent the-
oretical work [12,13,14]. The pair breaking is likely caused
by magnetic moments on the wire surface. The nanowires
in question are narrower than the (bulk) superconducting
coherence length but still contain a large number of trans-
verse channels for unpaired electrons. The resulting theory
is therefore built on a model of one-dimensional supercon-
ducting fluctuations whose dynamics is overdamped be-
cause of the coupling to three-dimensional unpaired elec-
trons [15,16,17,18,19].
Quenched disorder plays a significant role in these
nanowires due to the random positions of the pair-
breaking magnetic moments. The thermodynamics of the
resulting disordered superconductor-metal quantum phase
transition has been studied analytically via a strong-
disorder renormalization group analysis [20,21] and nu-
merically [22] via a solution of the saddle-point equations
of the corresponding Landau-Ginzburg-Wilson (LGW) or-
der parameter field theory. Both methods invoke the large-
N limit in which the number of order parameter com-
ponents is generalized from 2 (representing the real and
imaginary parts of the Cooper pair density) to N  1.
These methods predict that the quantum phase transi-
tion is governed by an unconventional nonperturbative
infinite-randomness critical point in the same universality
class as the random transverse-field Ising model [23,24].
Its dynamical scaling is of activated rather than power-law
type, i.e., the correlation time ξτ is related to the correla-
tion length ξ as lnξτ ∼ ξψ, where ψ = 0.5 is the tunneling
exponent. Observables also show nonconventional scaling
behavior. For example, the order parameter susceptibility
diverges not just at criticality but in an entire parameter
region, the quantum Griffiths phase, around the transi-
tion. The superfluid density on the superfluid side of the
transition also behaves anomalously. It remains zero in
part of the long-range ordered quantum Griffiths phase.
As these results have been obtained within the large-N
approximation, it is important to verify that they remain
valid for the physical case of a two-component order pa-
rameter.
In this paper, we therefore investigate the effects of
disorder on the quantum phase transition between super-
conductor and metal in thin nanowires by employing a
Monte Carlo method. This allows us to test the predic-
tions directly for N = 2 order parameter components.
Our paper is organized as follows: In Sec. 2, we define the
overdamped Cooper pair model and describe the mapping
onto a classical XY Hamiltonian. In Sec. 3, we briefly sum-
marize the renormalization group predictions. Section 4
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introduces the Monte Carlo simulations. In Sec. 5, we dis-
cuss our results and compare them to the predictions of
the strong-disorder renormalization group. We conclude
in Sec. 6.
2 The model
The starting point of our work is a quantum LGW order
parameter field theory (i.e., free energy functional) for an
N -component vector order-parameter ϕ = (ϕ1, ..., ϕN ) in
d space dimensions. (We will later set d = 1 and N = 2
as appropriate for the superconductor-metal transition in
nanowires where ϕ represents the Cooper pair density.)
The LGW action can be derived from a Hamiltonian of
disordered electrons by employing standard techniques
[25,26,27,28]. In the absence of quenched disorder, the
action reads [20,29]
S =
∫
dydxϕ(x)Γ (x, y)ϕ(y) +
u
2N
∫
dxϕ4(x), (1)
where x ≡ (x, τ) is a vector that includes position x and
imaginary time τ ,
∫
dx ≡ ∫ ddx ∫ dτ , and u is the stan-
dard quartic coefficient. The Fourier transform of the bare
inverse propagator (two-point vertex) Γ (x, y) reads
Γ (q, ωn) = r + ξ
2
0q
2 + γ0|ωn|2/z0 . (2)
Here, r denotes the distance from criticality, ξ0 is a mi-
croscopic length, ωn represents the Matsubara frequency,
and γ0 is the damping coefficient. For the Ohmic order
parameter dynamics caused by the coupling to the con-
duction electrons, the value of the bare dynamic exponent
is z0 = 2. Quenched disorder can be introduced into the
action (1) by making the distance from criticality (and/or
the other coefficients) a random function of real-space po-
sition, r → r + δr(x).
In preparation for the Monte Carlo simulations, we
now set d = 1, N = 2 and map the quantum action onto
a (1 + 1)-dimensional classical XY model. This can be
accomplished by discretizing space and imaginary time in
the action (1) and interpreting imaginary time as another
space dimension. As a result, the classical XY Hamiltonian
reads:
H = −
∑
i,τ
(J
(s)
i Si,τSi+1,τ + J
(τ)
i Si,τSi,τ+1)
−
∑
i,τ,τ ′
Kτ,τ ′Si,τSi,τ ′ . (3)
Here, Si,τ is a classical XY spin (i.e., a two-component
unit vector) at position i in space and τ in imaginary
time. J
(s)
i and J
(τ)
i are (random) ferromagnetic interac-
tions between nearest neighbor spins in space and imagi-
nary time directions, respectively. As the quenched disor-
der is time-independent, their values depend on the space
coordinate i but not on the imaginary time coordinate τ
(i.e., the disorder is columnar or perfectly correlated in
the time direction). The long-range interaction Kτ,τ ′ in
the time direction arises from the dissipative dynamics of
the quantum action. It is given by
Kτ,τ ′ = γ|τ − τ ′|−α, (4)
where γ is the interaction amplitude while the exponent
α takes the value 2 for Ohmic dissipation (z0 = 2). The
values of J
(s)
i , J
(τ)
i , and Kτ,τ ′ are determined by the pa-
rameters of the quantum action (1). However, as we are
interested in the universal aspects of the phase transition
only, their precise values do not matter. We therefore tune
the transition by varying the temperature T of the classi-
cal XY model (3), while keeping J
(s)
i , J
(τ)
i , and Kτ,τ ′ con-
stant. This classical temperature T differs from the actual
(physical) temperature TQ of the quantum system which
maps onto the inverse system size in imaginary time direc-
tion, L−1τ , of the XY model (3). Under the quantum-to-
classical mapping from the action (1) to the Hamiltonian
(3), the superfluid density of the quantum system maps
onto the spin-wave stiffness in space direction, and the
compressibility maps onto the stiffness in imaginary time
direction.
3 Theory
3.1 Renormalization group predictions
Hoyos et al. [20,21] performed a strong-disorder renor-
malization group analysis of the LGW theory (1) with
quenched disorder in the large-N limit. This analy-
sis yielded a quantum critical point of exotic infinite-
randomness type that belongs to the random transverse-
field Ising chain universality class [23,24]. Whereas the dy-
namical scaling in the absence of disorder is of power-law
type, the disordered system features unconventional acti-
vated dynamical scaling characterized by an exponential
relation between correlation time and length, lnξτ ∼ ξψ
with ψ = 0.5.
Specifically, the strong-disorder renormalization group
makes the following predictions for the finite-size scaling
behavior of observables (see also Refs. [30,31]). Right at
criticality, the order parameter susceptibility χ is expected
to depend on the system size Lτ in imaginary time direc-
tion via
χ ∼ Lτ [ln(Lτ/b)]2φ−1/ψ, (5)
where φ = (1+
√
5)/2 and ψ = 1/2 are the cluster size and
tunneling critical exponents of the infinite-randomness
critical point, respectively (b is an arbitrary microscopic
scale). The logarithmic Lτ dependence in (5) reflects the
activated dynamical scaling. In the ordered Griffiths phase
(T < Tc), the susceptibility diverges as
χ ∼ L1+1/zτ , (6)
and in the disordered Griffiths phase (T > Tc), it behaves
as
χ ∼ L1−1/zτ . (7)
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Fig. 1. Schematic behavior of the compressibility κ and the
superfluid density ρ near the quantum phase transition. r de-
notes the distance from criticality. In the classical XY model
(3), κ and ρ are represented by the spin-wave stiffnesses ρ
(τ)
s
and ρ
(s)
s , respectively, and r ∼ T − Tc. The strongly ordered
and disordered conventional phases are marked by SO and SD
whereas OG and DG are the ordered and disordered Griffiths
phases. The superfluid density vanishes in the anomalous part
(AG) of the ordered Griffiths phase.
The nonuniversal Griffiths dynamical exponent z varies
with temperature. Upon approaching the critical point, it
diverges as
z ∼ |T − Tc|−νψ. (8)
where ν = 2 is the correlation length exponent of the
infinite-randomness critical point.
The spin-wave stiffness ρs of the XY Hamiltonian de-
scribes the change in the free-energy density f during a
twist of the spins at two opposite boundaries by an an-
gle θ. For small θ and large system size l, the free-energy
change reads
f(θ)− f(0) = ρs
2
θ2
l2
. (9)
We need to distinguish two kinds of stiffnesses, the space-
stiffness ρ
(s)
s , and the time-stiffness ρ
(τ)
s . To discuss the
space-stiffness ρ
(s)
s (which corresponds to the superfluid
density of the original quantum system), we implement
the twist between 0 and L in space direction with l = L in
Eq. (9). For the time-stiffness ρ
(τ)
s (which corresponds to
the compressibility of the quantum system), the twisted
boundary conditions are between 0 and Lτ in imaginary-
time direction, and l = Lτ .
Both stiffnesses vanish in the disordered phase above
Tc. In a conventional phase transition scenario, they would
be expected to be nonzero everywhere in the long-range
ordered phase below Tc. However, the theory developed in
Refs. [30,32] implies anomalous behavior of ρ
(s)
s : Because
the distribution of the effective interactions J
(s)
eff becomes
very broad under the renormalization group, the stiffness
vanishes for L→∞ in part of the ordered Griffiths phase
between Tc and T
∗ where T ∗ is the temperature where the
Griffiths dynamical exponent z = 1 (see schematic Fig. 1).
In this temperature range, it behaves as
ρ(s)s ∼ L1−z. (10)
Normal behavior with nonzero ρ
(s)
s in the thermodynamic
limit is restored for T < T ∗. In contrast, the time-stiffness
ρ
(τ)
s is nonzero everywhere in the ordered phase, and be-
haves as
ρ(τ)s ∼ |T − Tc|β , (11)
where β = 2− φ is the exponent of the order parameter.
4 Monte Carlo simulations
To confirm the predictions of the strong-disorder renor-
malization group summarized in Sec. 3, we perform ex-
tensive Monte Carlo simulations of the (1+1)-dimensional
XY Hamiltonian (3) with long-range interactions in time
direction.
We employ the Luijten algorithm [33], a version of the
Wolff cluster algorithm [34] that is optimized for long-
range interactions. Its numerical effort (per sweep) scales
linearly with the total number of sites Ns = LLτ (rather
than LL2τ as expected in a naive implementation of the
Wolff algorithm for long-range interactions). Using this
method, we simulate systems with linear size L = 20 to
160 in the space direction and Lτ = 2 to 40000 in the
(imaginary) time direction. To introduce quenched dis-
order that is perfectly correlated in the imaginary time
direction, we treat the interactions J
(s)
i and J
(τ)
i as in-
dependent random variables. Details of their probability
distributions are unimportant for the universal properties
we are interested in. We thus employ a simple binary prob-
ability distribution
ρ(J) = (1− c)δ(J − Jl) + cδ(J − Jh) (12)
having a higher value Jh with concentration c and a lower
value Jl with concentration (1− c). This binary distribu-
tion is numerically efficient and allows us to independently
control the strength and concentration of the defects. In
most of the simulations, we choose parameters c = 0.5,
Jh=2 and Jl=0.5, and an interaction amplitude γ = 0.1
of the long-range temporal interaction.
For each simulation run we perform 100 Monte Carlo
sweeps for equilibration (one sweep is defined as a num-
ber of cluster flips such that the total number of flipped
spins equals the total number Ns = LLt of sites). We have
confirmed that this is sufficient by comparing the results
of runs with hot starts (spins initially pointing in random
directions) and cold starts (spins inially aligned). We then
perform 200 sweeps during which we measure the energy,
specific heat, order parameter, susceptibility, Binder cu-
mulant, correlation function, correlation length as well as
the space and time stiffnesses (with a measurement taken
after every sweep). All observables are averaged over 1000
to 10 000 disorder configurations. Using short measure-
ment runs for a large number of disorder configurations
improves the overall performance, as is discussed in Refs.
[35,36,37,38].
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5 Results
5.1 Clean system
To test our simulation method and to make contact with
the literature, we first analyze the clean case with uniform
J
(s)
i = J
(τ)
i = 1. We compute the order parameter
m =
1
Ns
∑
i,τ
Si,τ . (13)
and its Binder cumulant [39,40]
g = 1− 〈m
4〉
3〈m2〉2 . (14)
We use the finite-size scaling method [41,42] to estimate
the location of the critical point. The Binder cumulant is
expected to have a finite-size scaling form of
g(r, L, Lτ ) = Υg(rL
1/νcl , Lτ/L
zcl). (15)
Here, r = T −Tc is the distance from the critical point, Υg
is the scaling function, νcl is the clean correlation length
exponent, and zcl is the clean dynamical exponent.
The long-range interactions break the symmetry be-
tween the space and imaginary time directions, implying
that the spatial and temporal system sizes L and Lτ scale
differently. The value of zcl is therefore not known at the
outset, and we need to perform anisotropic finite-size scal-
ing. We employ the iterative method outlined in Refs. [43,
44,45,46]: The Binder cumulant has a maximum as func-
tion of Lτ for fixed L. According to (15), the peak position
Lmaxτ must behave as L
zcl at criticality, and the value gmax
of the maximum must be L-independent. The sizes L and
Lmaxτ in the space and imaginary-time directions define
the “optimal shape” for finite-size scaling.
Fig. 2 shows the behavior of the Binder cumulant g
as a function of Lτ for several system sizes L at the esti-
mated critical temperature Tc = 0.56969(6). These curves
indeed have identical maximum values that are indepen-
dent of the system size L (because of corrections to scal-
ing, some deviations occur at small L). To test the scaling
form of the Binder cumulant (15) and to measure the clean
dynamical exponent zcl, we plot the data of the Binder
cumulant as a function of Lτ/L
zcl and vary zcl until a
good collapse is achieved. As shown in Fig. 3, the data
collapse onto each other for a dynamical exponent value
zcl = 2.01(6). This also implies that the dynamical scaling
is of conventional power-law form, as expected [47,48].
To compute further critical exponents of the system,
we analyze the properties of the order parameter, its sus-
ceptibility, and the slope dg/dT of the Binder cumulant
at the critical temperature. The correlation length expo-
nent ν can be estimated from the slopes of Binder cu-
mulant. Taking the derivative with respect to tempera-
ture in (15), it follows that dg/dT at criticality (r = 0)
behaves as L1/νcl (if evaluated for the optimal sample
shapes Lτ = L
max
τ ∼ Lzcl). In Fig. 4, we plot the
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Fig. 2. Binder cumulant g of the clean system vs. Lτ for dif-
ferent L at the critical temperature Tc = 0.56969. The interac-
tions are uniform, J
(s)
i = J
(τ)
i = 1 and γ = 0.1. The statistical
error of g is much smaller than the symbol size.
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 80
 100
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g
Lt / Lzcl
Fig. 3. Scaling plot of the Binder cumulant data from Fig. 2. It
shows g as a function of Lτ/L
zcl for different L at Tc = 0.56969.
All curves collapse and follow the power-law scaling form (15)
for zcl = 2.01.
slopes as a function of system size L. The critical expo-
nent νcl = 0.687(9) follows from a power-law fit of these
data to dg/dT ∼ L1/νcl . We also study the system-size
dependence of the order parameter and its susceptibil-
ity at the critical temperature, as shown in Fig. 4. We
find that these observables feature the expected power-
law behavior (if evaluated for the optimal sample shapes
Lτ = L
max
τ ∼ Lzcl), m ∼ L−βcl/νcl and χ ∼ Lγcl/νcl [41].
Using power-law fits, we estimate the critical exponents
to be βcl/νcl = 0.507(5) and γcl/νcl = 2.03(4).
The exponents βcl/νcl, γcl/νcl, and zcl are not inde-
pendent of each other. They are connected by the hyper-
Ahmed K. Ibrahim, Thomas Vojta: Disordered superconductor-metal transition 5
50 100 15020
0.15
0.2
0.25
0.3
0.35
0.4
0.12
50 100 15020
10
100
1000
5
40
200
500
 c
 dg/dT
 Fit
 Fit
10
100
2
5
20
30
50
 d
g/
dTc
L
 m
 Fit
m
L
Fig. 4. Left: Double logarithmic plot of susceptibility χ and
slope of Binder cumulant dg/dT vs. system size L for optimally
shaped clean samples at criticality. The solid lines are fits to
the predicted power laws χ ∼ Lγ/ν and dg/dT ∼ L1/νcl with
γcl/νcl = 2.03 and 1/νcl = 1.454. Right: Magnetization m as
a function of L at criticality. The slope of the fitted line with
m ∼ L−βcl/ν gives βcl/νcl = 0.507.
scaling relation [49]
2βcl
νcl
+
γcl
νcl
= d+ zcl (16)
where d = 1 is the number of space dimensions. We find
that our numerical estimates fulfill the hyper-scaling rela-
tion within their error bars. Moreover, all clean exponents
agree with those found in Ref. [48].
Note that the correlation length exponent νcl = 0.687
violates the Harris criterion dνcl > 2 [50], implying that
the clean critical behavior will be unstable against disor-
der.
5.2 Disordered system
After studying and analyzing the behavior of the clean
critical point, we now apply quenched disorder to the
Hamiltonian (3) by making the ferromagnetic interactions
J
(s)
i and J
(τ)
i random functions of the space coordinate
i, drawn from the probability distribution (12). We have
attempted to use the same Binder-cumulant-based finite-
size scaling method as in the clean case to find the critical
point. Unfortunately, this analysis is hampered by strong
corrections to scaling. We instead use finite-size scaling
in just Lτ to study the order parameter susceptibility χ
and the correlation time ξτ , in analogy to Ref. [31] where
similar difficulties were encountered. This requires sam-
ples having effectively infinite size L in the space direction
(L  Lτ ). To analyze χ and ξτ , we have therefore sim-
ulated systems of fixed spatial size L = 1000 and varied
Lτ from 10 up to 448. In contrast, the spatial correlation
function, the superfluid density, and the compressibility
10 10030 60 200
10
100
1000
30
400
           T
 0.50
 0.51
 0.52
 0.53
 0.54
 0.55
 0.56
 0.58
 Fit
c
Lt
Fig. 5. Susceptibility χ of the disordered system as a function
of Lτ for various temperatures in the Griffiths phase. The size
in space direction is L = 1000. The solid lines are fits to the
power laws (6) and (7).
are measured in systems of fixed size closed to the opti-
mal shapes (where the correlations extend equally in the
space and time directions).
Fig. 5 presents the order parameter susceptibility χ,
confirming that χ follows power laws in Lτ for an entire
range of temperatures (the Griffiths region), as predicted
theoretically in eqs. (6) and (7). The Griffiths dynamical
exponent z can be determined by fitting the susceptibility
to eqs. (6) and (7). Its value is predicted to vary with
temperature and to diverge at the critical point as
z ∼ 1|T − Tc| . (17)
Fig. 6 shows the values of z in the ordered and disordered
Griffiths phase as a function of temperature T . These val-
ues are fitted to the power law relation (17) giving an
estimated critical temperature of Tc ≈ 0.540(9).
In addition to the order parameter susceptibility, we
also investigate the superfluid density and the compress-
ibility of the quantum system. In the classical problem
(3), they are represented by the spin-wave stiffnesses in
the space and time directions, respectively. The spatial
stiffness can be computed using the relation [51]
ρ(s)s =
1
Ns
∑
i,j,τ,τ ′
Ji,j,τ,τ ′〈Si,τ · Sj,τ ′〉(i− j)2
− 1
NsT
〈( ∑
i,j,τ,τ ′
Ji,j,τ,τ ′Kˆ · (Si,τ × Sj,τ ′)(i− j)
)2〉
,
(18)
where
Ji,j,τ,τ ′ =

J
(s)
i if j = i± 1 , τ = τ ′
J
(τ)
i if i = j , τ = τ
′ ± 1 ,
γ|τ − τ ′|−α if i = j , τ 6= τ ′ .
0 otherwise
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T
Fig. 6. Dynamical exponent z as a function of classical tem-
perature T in Griffiths regions. The data are extracted from
the susceptibility data in Fig. 5. The solid lines are fits of z to
Eq. (17).
Here, Ns = LLτ is the total number of sites, and Kˆ is the
unit vector perpendicular to the xy-plane in spin space.
For the calculation of ρ
(τ)
s , the term (i−j) has to replaced
by (τ − τ ′).
The behavior of the spin-wave stiffnesses is illustrated
in Fig. 7. It shows the results for the space and time
stiffness of a system of size L = 160 and Lτ = 10000.
Clearly, the two stiffnesses behave differently. According
to Eq. (11), the imaginary-time stiffness (i.e., the com-
pressibility of the original quantum system) is expected to
behave as |T −Tc|β , i.e., it vanishes at Tc. Despite signifi-
cant finite-size rounding, our data are qualitative compat-
ible with this prediction, giving Tc ≈ 0.53, in agreement
with our earlier estimate of Tc = 0.540(9). In contrast,
the space stiffness ρ
(s)
s is more than two orders of mag-
nitude smaller even though the microscopic interaction
strengths do not have a significant anisotropy. Moreover,
ρ
(s)
s vanishes at a lower temperature T ∗ ≈ 0.50, giving rise
to anomalous elasticity [32] for temperatures between Tc
and T ∗.
In addition, we compute the correlation function G
in the space and time directions to determine the corre-
sponding correlation lengths ξ and ξτ , respectively. This
allows us to estimate the correlation length exponent ν.
The correlation functions in space and time directions are
defined as
G(x) =
1
Ns
∑
i,j,τ
〈Si,τ · Sj,τ 〉δ(x− |i− j|), (19)
G(τ) =
1
Ns
∑
i,τ1,τ2
〈Si,τ1 · Si,τ2〉δ(τ − |τ1 − τ2|). (20)
Fig. 8 shows the spatial correlation function (19) for
different temperatures in the Griffiths region above Tc for
a system of sizes L = 80 and Lτ = 1200. Because of
0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
r s
T
 
 
( )
s
( )s
s
Fig. 7. Spin-wave stiffness in space ρ
(s)
s and time ρ
(τ)
s as func-
tion of the classical temperature T with system size L = 160
and Lτ = 10000. The data for ρ
(s)
s are rescaled by 500 for
clarity.
102 5 20 30
10-3
10-2
10-1
0.02 0.04 0.060.01
10
100
30
300
700G
(x
)
            T
 0.5498
 0.5598
 0.5698
 0.5798
 0.5898
 0.5998
 Fit
X
x
r
Fig. 8. Space-correlation function G(x) for several tempera-
ture in Griffiths phase. The solid lines are fits to Eq. (21). Inset:
The space-correlation length ξ obtained by analyzing space-
correlation function as a function of distance δ from critical
temperature. The solid line is a fit of Eq. (22).
the small spatial system size, there are significant finite-
size effects for temperatures close to Tc = 0.54 for which
the correlations decay slowly (notice the unexpected up-
turns for large |x| of the correlation functions for the lower
temperatures). The strong-disorder renormalization group
[24] predicts that the spatial correlation function behaves
as
G(x) ∼ exp[−(x/ξ)− (27pi
2/4)1/3(x/ξ)1/3]
(x/ξ)5/6
. (21)
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Fig. 9. Scaled correlation time ξτ/Lτ versus temperature T
for different values of Lτ in the Griffiths region. The system
size in space is L = 1000; the data are averaged over 2000
disorder configurations. The inset shows a magnification for
the crossing point of the curves.
The figure shows that G(x) is well described by this func-
tional form for temperatures away from Tc. Closer to Tc,
the agreement becomes questionable, because the finite-
size effects restrict the fits to a very narrow |x|-range.
Ignoring these complications, we can extract values of ξ
by fitting the G(x) data to Eq. (21) for distances between
x = 3 and some cutoff at which the curves start to become
noisy or deviate from the expected behavior. The inset of
Fig. 8 shows the relation between the correlation length ξ
and the distance from criticality r = T − Tc which reads
[24]
ξ ∼ |r|−ν . (22)
As expected, the data can be fitted to the power law (22),
giving a correlation length exponent of ν = 1.8(3), in rea-
sonable agreement with the renormalization group result
ν = 2 [24].
We also analyze the average correlation time ξτ . As
we can reach much larger temporal system sizes Lτ than
spatial system sizes L, we can compute ξτ via the stan-
dard second-moment method [52,53,54] from the Fourier
transform G˜(ω) of the temporal correlation function G(τ):
ξτ =
[
G˜(0)− G˜(ωmin)
ω2minG˜(ωmin)
]1/2
. (23)
Here, ωmin is the minimum wave number, 2pi/Lτ in the
imaginary-time direction.
The behavior of the correlation time ξτ in the Grif-
fiths phase is illustrated by plotting ξτ/Lτ as a function
of temperature T for several system of size Lτ , as shown
in Fig. 9. Remarkably, the different curves cross at tem-
perature T ≈ 0.578, clearly much higher than our critical
temperature Tc ≈ 0.54. This indicates that the correlation
time ξτ diverges in part of the disordered phase before
reaching the phase transition. This behavior is indicative
of infinite-randomness physics and can be understood by
estimating the rare region contribution to the correlation
time ξτ [31]. It reads
ξτ ∼
0∫
0
d 1/z−1
1

, (24)
where  is the renormalized distance from criticality of rare
region and the factor 1/z−1 stems from the rare-region
density of states. According to Eq. (24), the integral di-
verges for z > 1 and converges for z < 1. Therefore, the
correlation time is expected to diverge in the disordered
Griffiths phase (before reaching the phase transition) at
the temperature at which the Griffiths dynamical expo-
nent is z = 1. 1
6 Conclusions
In summary, we have studied the superconductor to metal
quantum phase transition in ultra thin nanowires by
performing large-scale Monte Carlo simulations. To this
end, we have mapped the quantum action onto a (1+1)-
dimensional classical XY Hamiltonian with long-rang in-
teractions and columnar disorder.
For the clean system, we have employed finite-size scal-
ing of the Binder cumulant to estimate the critical point
and determine the universality class of the phase transi-
tion. Our results agree well with earlier Monte-Carlo sim-
ulations [48] as well as perturbative renormalization group
results [47,12]. In particular, the dynamical scaling is of
conventional power-law type ξτ ∼ ξzcl .
In the presence of quenched disorder, our results pro-
vide strong evidence in support of the exotic infinite-
randomness behavior that was predicted by the strong-
disorder renormalization group approach [20] and the
large-N saddle point analysis [22]. It features activated
dynamical scaling, ln ξτ ∼ ξψ. In particular, the criti-
cal behavior is compatible with the universality class of
the random transverse-field Ising chain. This may appear
surprising at first glance because the random transverse-
field Ising model has discrete symmetry and no dissipation
while our current problem has continuous XY symmetry
and Ohmic dissipation. However, the behavior agrees with
the general classification of disordered quantum phase
transitions developed in Refs. [55,56,57,58]. In both sys-
tems, the rare regions are right at the lower critical di-
mension of the problem, putting the transitions into class
B [58]. Moreover, both clean transitions violate the Harris
criterion, implying that the disordered transitions are in
subclass B2 which features infinite-randomness criticality
[58].
1 The agreement between the crossing temperature in Fig. 9,
and the temperature at which the susceptibility-based z-value
(see Fig. 6) equals 1 is not particularly good. This can be at-
tributed to strong corrections to scaling, manifest, e.g., in the
drift with Lτ of the crossing in Fig. 9.
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Rare regions also lead to unusual properties in the Grif-
fiths phases on both sides of the phase transition. Specif-
ically, the superfluid density vanishes in part of the long-
range ordered (superfluid) Griffiths phase, giving rise to
an anomalous (sliding) Griffiths phase with unusual elastic
properties [32,59]. On the disordered side of the transition,
rare regions lead to a divergence of the average correlation
time before the transition is reached.
Our Monte Carlo simulations can in principle be gen-
eralized to compute further observables including the dy-
namical conductivity in the regime ω  T . This would
allow us to test the predictions of Ref. [29]. Due to the
large numerical effort, this remains a task for the future.
Recently, a pair-breaking superconductor-metal quan-
tum phase transition has been observed in amorphous
Mo-Ge nanowires [60]. In these wires, the disorder turns
out to be rather weak and plays no role in the measured
temperature range. Thus, the experimental results are
well described by the clean theory of Refs. [13,14]. How-
ever, several superconducting quantum phase transitions
in two-dimensional systems have been interpreted in terms
of infinite-randomness critical behavior analogous to that
studied in the present paper. These include transitions of
ultrathin Ga films [61], La2AlO3/SrTiO3 interfaces [62],
flakes of ZrNCl and MoS2 [63], monolayer NbSe2 [64], and
InO films [65].
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