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a b s t r a c t
In recent years, there have been many time series methods proposed for forecasting
enrollments, weather, the economy, population growth, and stock price, etc. However,
traditional time series, such as ARIMA, expressed by mathematic equations are unable
to be easily understood for stock investors. Besides, fuzzy time series can produce fuzzy
rules based on linguistic value, which is more reasonable than mathematic equations
for investors. Furthermore, from the literature reviews, two shortcomings are found in
fuzzy time series methods: (1) they lack persuasiveness in determining the universe of
discourse and the linguistic length of intervals, and (2) only one attribute (closing price) is
usually considered in forecasting, not multiple attributes (such as closing price, open price,
high price, and low price). Therefore, this paper proposes a multiple attribute fuzzy time
series (FTS) method, which incorporates a clustering method and adaptive expectation
model, to overcome the shortcomings above. In verification, using actual trading data of
the Taiwan Stock Index (TAIEX) as experimental datasets, we evaluate the accuracy of the
proposedmethod and compare the performancewith the (Chen, 1996 [7], Yu, 2005 [6], and
Cheng, Cheng, &Wang, 2008 [20]) methods. The proposedmethod is superior to the listing
methods based on average error percentage (MAER).
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In stock markets, stock fund managers and financial analysts predict stock price by professional knowledge or stock-
analyzing methods or models, such as technical analysis, fundamental analysis, and time series models. Therefore, how
to forecast and attain a better forecasting accuracy will influence stock investors when it comes to make an investment
decision. In recent years, the traditional time seriesmodels have used the statistical tools, such as regression analysis,moving
averages, integrated moving average, and autoregressive integrated moving average [1–3], to get forecasting results. These
proposed methods have a major disadvantage: they are not able to deal with historical data with linguistic terms. In order
to deal with historical data with linguistic terms, Song and Chissom proposed the fuzzy time series method [4], where
the definitions, the time-invariant model [5], and the time-variant model [6] of a fuzzy time series were presented. The
following researcher, Chen [7], proposed a simple calculation method to get a higher forecasting accuracy by the fuzzy time
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series model. Huarng [5] proposed that determining the length of intervals could influence the forecasting accuracy in a
fuzzy time series by experiments results. Huarng [8] utilized two methods, distribution-based and average-based length,
to set the linguistic intervals of the universe of discourse to improve forecasting accuracy. Additionally, most researchers
presented fuzzy time series methods [5–7,9–14] to partition the universe of discourse by the equal interval length concept.
However, in stock market forecasting, it is not reasonable to partition the universe of discourse for the dataset, because the
distribution of the stock price is not uniform. Therefore, the partitioning method, based on data distribution characteristics,
should be used instead of the equal length method to deal with the financial datasets [15].
Moreover, the aforementioned fuzzy time series methods used one attribute to predict. In 2000, Chen and Hwang [16]
presented a fuzzy time series method based on multiple attributes to predict the temperature. Because there are complex
factors influencing temperature, more than one attribute should be considered in forecasting to promote accuracy. In a
similar case, many factors in stock markets, such as financial reports, macroeconomic data, and the fluctuations of foreign
stock markets, practically influence the decisions of stock investors, and therefore, multiple attributes should be considered
in a forecasting model.
Therefore, this study proposes a multiple attribute fuzzy time series (FTS) method, which incorporates the clustering
method (fuzzy c-mean [17]) and adaptive expectation model [18], to overcome the shortcomings above to improve
forecasting accuracy in stock markets. In this model, four basic attributes, such as high price, low price, open price, and
close price, are all considered together for forecasting. Moreover, in the partitioning process, the clustering method uses
fuzzy c-mean to find the cluster center of each attribute to fuzzify each attribute of the time series dataset and produce a
multiattribute fuzzy time series. To improve the accuracy of the proposedmethod, the adaptive expectationmodel is utilized
to modify the linguistic forecasts.
In method verification, we use the Taiwan stock index as the experiment datasets, and the comparison results with
Chen’s [7], Yu’s [19], and Cheng’s [20] models show that the proposed model outperforms the listing fuzzy time series
models. The rest of this paper is organized as follows: in Section 2, we first introduce the related literature of the fuzzy time
seriesmodel, fuzzy clustering, and adaptive expectationsmodel; Section 3 demonstrates the proposedmodel and algorithm;
Section 4 evaluates the performance of the proposedmodel; and finally, some concluding remarks are presented in Section 5.
2. Related works
In this section, several related pieces of literature, including fuzzy time series, fuzzy time series definitions and algorithm,
and fuzzy clustering method, are briefly reviewed.
2.1. Fuzzy time series
Song and Chissom [21] proposed a Fuzzy Time Series model to deal with the problems involving human linguistic
terms [22–25]. In the following research, they continued to discuss the difference between time-invariant and time-variant
models [21,26]. Besides the above researchers, Chen [7] presented a method to forecast the enrollment of the University of
Alabama based on fuzzy time series.
Over the past 14 years,many fuzzy time seriesmodels have beenproposedby following Song andChissom’s definitions [4,
21,26]. Among these models, Chen’s model is a very conventional one because of easy calculations and good forecasting
performance [7,16]. Therefore, Song and Chissom’s definitions and Chen’s algorithm are used for illustration, as follows:
Definition 1 (Fuzzy Time Series). Let Y (t) (t = . . . , 0, 1, 2, . . .), a subset of real numbers, be the universe of discourse by
which fuzzy sets fj(t) are defined. If F(t) is a collection of f1(t), f2(t), . . . then F(t) is called a fuzzy time series defined on
Y (t).
Definition 2 (Fuzzy Time Series Relationships). Assuming that F(t) is caused only by F(t − 1), then the relationship can be
expressed as: F(t) = F(t − 1) ∗ R(t, t − 1), which is the fuzzy relationship between F(t) and F(t − 1), where ∗ represents
an operator. To sum up, let F(t − 1) = Ai and F(t) = Aj. The fuzzy logical relationship between F(t) and F(t − 1) can be
denoted as Ai → Aj where Ai refers to the left-hand side and Aj refers to the right-hand side of the fuzzy logical relationship.
Furthermore, these fuzzy logical relationships can be grouped to establish different fuzzy relationships.
The Algorithm of Chen’s model
Step 1: Define the universe of discourse and intervals for rules abstraction.
Based on the issue domain, the universe of discourse can be defined as: U = [starting, ending]. As the length of the
interval is determined, U can be partitioned into several equal-length intervals.
Step 2: Define fuzzy sets based on the universe of discourse and fuzzify the historical data.
Step 3: Fuzzify observed rules.
For example, a datum is fuzzified to Aj if the maximal degree of membership of that datum is in Aj.
Step 4: Establish fuzzy logical relationships and group them based on the current states of the data of the fuzzy logical
relationships.
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For example, A1 → A2, A1 → A1, A1 → A3 can be grouped as: A1 → A1, A2, A3.
Step 5: Forecast.
Let F(t − 1) = Ai.
Case 1: There is only one fuzzy logical relationship in the fuzzy logical relationship sequence. If Ai → Aj, then F(t),
the forecast value, is equal to Aj.
Case 2: If Ai → Ai, Aj, . . . , Ak, then F(t), the forecast value, is equal to Ai, Aj, . . . , Ak.
Step 6: Defuzzify.
Apply the ‘‘Centroid’’ method to get the results. This procedure (also called center of area, center of gravity) is the
most frequently adopted method of defuzzification.
2.2. Fuzzy clustering
Fuzzy CMean (FCM), proposed by Bezdek [17], is the most famous and basic fuzzy clustering algorithm. FCM attempts to
find a fuzzy partition of the dataset by minimizing the following within-group least-squares error objective function with
respect to fuzzy memberships uit and center vi:
Jβ(X,U, V ) =
c∑
i=1
n∑
t=1
uβitd
2(xt; vi) (1)
where β > 1 is the fuzziness index used to tune out the noise in the data, n is the number of feature vectors xt , c > 2 is
the number of clusters in the set, and d(xt; vi) is the similarity measure between a datum and a center. Minimization of Jm′
under the following constraints:
(1) 0 ≤ uit ≤ 1, ∀i, t,
(2) 0 <
n∑
t=1
uit ≤ n, ∀i,
(3)
c∑
i=1
uit = 1, ∀t,
(2)
yields an iterative minimization pseudoalgorithm, well known as the FCM algorithm. The components vij of each center vi
and the membership degrees uit are updated according to the expressions
vij =
n∑
t=1
uβitxkj
n∑
i=1
uβit
and uit = 1c∑
j=1
(
d(xt ;vi)
d(xt ;vj)
)2/β−1 , (3)
where j is a variable on the feature space; i.e., j = 1, 2, . . . ,m.
3. The proposed method
This paper proposes a multiple attribute fuzzy time series (FTS) method to overcome the shortcomings of past fuzzy
times series to improve forecasting accuracy in stock markets based on two refined forecasting processes: the (1) clustering
method (fuzzy c-mean [17]) for partitioning process and (2) adaptive expectation model [10] for modifying linguistic
forecasts.
3.1. Proposed concept
Firstly, clustering is a multivariate statistical procedure, which can be used to organize the datasets that contain some
information into relatively homogeneous clusters. Clustering methods [27,28] have been addressed in many contexts and
disciplines, such as signal processing [29], astronomy [30], stock marketing [20], and financial analysis [9]. There are two
types of clustering algorithms, such as hierarchical and partition. Hierarchical clustering algorithms find successive clusters
using previously established clusters, which are sets of nested clusters organized as a tree [31]. A partition clustering is a
simple division of the set of data objects into nonoverlapping subsets (clusters), such that each data object is in exactly one
subject [31]. Clustering problems consist of selecting a set of c centroids out of a dataset ofm patterns in such a way that the
centroids are good approximations of the whole dataset. Using partitioning methods, objects are grouped in an exclusive
way, so that if a certain object belongs to a cluster, then it cannot be included in another cluster. However, in the real world,
there are some objects that cannot be assigned crisplywith a specified class, such as the classical clusteringmethods that are
unable to deal with Bezdek’s butterfly problem. Therefore, to deal with data preprocess problems, this paper utilizes a fuzzy
clustering method (fuzzy c-mean) to build linguistic values, because the fuzzy clustering method can assign each data point
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Fig. 1. Framework of proposed method.
a membership that represents the degree of belonging to a certain class. Based on the above statement, it is reasonable
to employ the fuzzy clustering method to granulate (fuzzify) the observations based on a specific objective function and
constraint equations.
Secondly, the adaptive expectations model [18] is applied to the proposed model. In this model, the future price consists
of the present price and error correction at the last period (see Eq. (4), where P(t) is the price at time t; P(t − 1) is the price
at time t − 1; h0 is a weighted parameter; and ε(t − 1) is the forecasting error at time t − 1). In practical stock markets, we
argue that it is reasonable to simulate investment behaviors.
P(t) = P(t − 1)+ h0 ∗ ε(t − 1). (4)
Besides, from the literature reviews of fuzzy time series [7,16], two drawbacks have been revealed: (1) only one attribute
used in the forecast process is not enough for forecasting complex stock markets, and (2) there is a lack of persuasiveness
in determining the universe of discourse and the linguistic length of intervals. Therefore, this paper proposes a multiple
attribute fuzzy time series (FTS) method, applying two refined approaches, the fuzzy c-mean clustering method and the
adaptive expectation model, in forecasting processes to overcome the shortcomings above. For implementing the proposed
model, the proposed framework is illustrated in Fig. 1, and the stepwise algorithms are provided in the next subsection.
3.2. Proposed algorithm
There are six steps in the proposed algorithm, and each step is described in detail with mathematic symbols, as follows.
Step 1: Select attributes.
According to the research problem, select attributes by domain experts. Suppose a time series S with n observations of m
attributes; the attribute of the observations of time t is denoted as Sj(t), where t = 1, 2, . . . , n and j = 1, 2, . . . ,m.
Step 2: Cluster multiattribute time series S(t).
Suppose a time series S(t) with n observations of m attributes; an appropriate fuzzy clustering procedure is selected to
cluster time series S(t) into c (2 ≤ c ≤ n) clusters in this step. In this study, FCM is chosen because it is one of the popular
fuzzy clustering methods that are helpful for dealing with the imprecise clustering problem. According to the limits on the
human capacity for processing information proposed by Miller [32], seven (linguistic value) is utilized as the number of
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L1 L2 L3 L4 L5 L7L6
Fig. 2. A set of seven terms with its linguistic.
clusters for demonstration to correspond with the limitation of human cognition in short termmemory. From the FCM, the
clustering centers for time series S(t), denoted asvij (i = 1, 2, . . . , c and j = 1, 2, . . . ,m), are calculated iteratively by Eq. (3).
After the cluster centers are fixed, the memberships with respect to the cluster centers, denoted as uit (t = 1, 2, . . . , n), are
measured.
Step 3: Rank the clusters and fuzzify the time series S(t) into fuzzy time series F(t).
Based on the previous step, there are seven centers of clusters produced, therefore, that have seven linguistic values
(triangular fuzzy numbers) [32] (see Fig. 2). A fuzzy time series {F(t) = 〈u1t , u2t , . . . , uct〉} could be induced from the
corresponding time series S(t). If the maximum membership of F(t) occurs at cluster Ci, then F(t) belongs to Ci. Since
most fuzzy clustering methods adopt the search algorithm of iterative optimization, the clusters could be of any order
unconcernedwith the value of attributes. Therefore, for utilizing the clustering centerCi as the representative of the linguistic
value, each cluster is ranked according to the value of themain attribute in ascending order. The ranked clustering centers are
utilized to define linguistic values Lr (r = 1, 2, . . . , c). For example, suppose we have three clusters whose main attribute
values of centers are 30, 100, and 60, respectively; then their centers are utilized as C1, C3, and C2, and define them as L1, L3,
and L2, respectively.
Step 4: Establish fuzzy logic relationships (FLRs) and FLR groups.
According to Definition 2, the fuzzy logic relations are induced from F(t) in this step. The fuzzy relationships are of the
following form: {Li → Lj; i and j = 1, 2, . . . , k}, where the fuzzy relationship ‘‘Li → Lj’’ denotes that if the linguistic value
of F(t) is Li, then the next period F(t + 1) is Lj. After all fuzzy relationships are induced, they are combined according to the
same left-hand sides of the fuzzy relationships, and discard the redundant fuzzy relations to derive the fuzzy relationship
groups. For example, suppose four relations L1 → L2, L1 → L2, L1 → L3, and L1 → L4 are induced; we can rearrange them
as the fuzzy relationships group L1 → L2, L3, L4.
Step 5: Forecast and defuzzify outcomes based on fuzzy relations.
Supposed F(t) = Li; the forecasting of F(t + 1) is conducted using the following rules.
Rule 1: According to the Naïve Forecasting Principle, if the fuzzy relationship group of Li is empty, such as Li → empty, the
forecasting of F(t + 1) is Li.
Rule 2: If the fuzzy relationship group of Li is one-to-one, such as Li → Lj, then the forecasting of F(t + 1) is Lj.
Rule 3: If the fuzzy relationship group of Li is one-to-many, such as Li → L2, . . . , Lk, then the forecasting of F(t+1) supposes
that each linguistic value is of equal weight. Therefore, the arithmetic mean is used as the forecasted value. The
equation is as follows:
Def(L1)+ Def(L2)+ · · · + Def(Lk)
k
, (5)
where Def(Li), i = 1, 2, . . . , k, denotes the defuzzified value of that linguistic value and k is number of linguistic
values.
Step 6: Adapt the forecasting value by parameter α.
The adapted forecast equation (6) is generated from the modified forecast equation (4).
Adapted_forecast(t) = Actual(t − 1)+ α(Forecast(t)− Actual(t − 1)), (6)
where α is a range from 0 to 1.
Suppose the stock price of t year is Sactual(t),and the forecasted stock price of t year is Sforecasted(t); then the MSE is computed
by the following equation:
MSE =
T∑
t=1
(
Sactual(t)− Sforecasted(t)
)2
n
. (7)
From Eqs. (6) and (7), the MSE of the training data is calculated iteratively with a different α, which is set from 0 to 1 with
steps of 0.01. The best α is determined when MSE is minimal. Then, the best α can be used to adapt the forecast values by
Eq. (6) in the testing data.
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Table 1
Cluster centers of TAIEX training data.
Cluster Center of close Center of open Center of high Center of low Linguistic (Ranked)
1 9789.915 9789.915 9908.037 9714.534 L7
2 6833.568 6833.568 6945.784 6755.677 L4
3 5733.643 5733.643 5806.317 5665.356 L3
4 4137.469 4137.469 4184.484 4087.787 L1
5 5116.612 5116.612 5177.99 5057.991 L2
6 8054.383 8054.383 8153.897 7979.021 L5
7 8849.976 8849.976 8962.109 8758.519 L6
Table 2
Degree of membership for each cluster (part).
1 2 3 4 5 6 7 Linguistic value
2000/1/4 0.0118 0.0037 0.0015 0.0006 0.0010 0.0289 0.9524 L7
2000/1/5 0.0043 0.0011 0.0004 0.0002 0.0003 0.0075 0.9862 L7
2000/1/6 0.0082 0.0014 0.0006 0.0003 0.0004 0.0081 0.9809 L7
2000/1/7 0.0002 0.0001 a a a 0.0003 0.9993 L7
2000/1/8 0.0678 0.0077 0.0034 0.0016 0.00246 0.0381 0.8790 L7
a Denotes that the membership degree is less than 0.0001.
4. Verifications and comparisons
To illustrate the forecasting performance of the proposed model, the Taiwan Stock Exchange Capitalization Weighted
Stock Index (TAIEX) is used as the dataset. The forecast accuracy is compared by an average error percentage (MAER). The
MAER is used as evaluation criteria, which is defined as Eq. (8):
MAER =
T∑
t=1
∣∣(Sactual(t)− Sforecasted(t)) /Sactual(t)∣∣
n
× 100% (8)
where Sactual(t) is the actual trading of t year and Sforecasted(t) denotes the forecasted trading of t year.
4.1. Forecasting for TAIEX
In order to compare the performance with the listing methods, we use the moving windows method to forecast TAIEX.
The TAIEX datasets were elicited from three separate periods: (a) the trading data from 2000/1/4 to 2001/12/31 are used
as training data, and those from 2002/1/2 to 2002/12/31 are used for testing; (b) moving one year of trading data, from
2001/1/2 to 2002/12/31, are used for training, and those from 2003/1/2 to 2003/12/31 are used for testing; (c) similarly,
those from 2002/1/4 to 2003/12/31 are used for training, and those from 2004/1/5 to 2004/12/31 are used for testing. The
detailed demonstration only uses the first period data (those from 2000/1/4 to 2001/12/31 are the training data, and those
from 2002/1/2 to 2002/12/31 are used for testing), as follows. The others periods will be listed in Section 4.2.
(1) Select attributes
According to the attributes of TAIEX in 2000–2001, there are 4 attributes (high price, low price, close price, open price)
selected for research dataset.
(2) Cluster training time series S into c clusters to identify patterns.
Accordingly, cluster the research dataset into seven clusters by FCM. The result of the clustering is shown in Table 1.
(3) Rank each cluster and fuzzify the time series S(t) as fuzzy time series F(t).
(a) Using the center of Ck as the representative of Ck clustering, each cluster is ranked by Ck; the main attribute ordering
is shown as Table 2.
(b) Fuzzify the dataset. Firstly, define the fuzzy set L1, L2, . . . , L7 on the universe of discourse by Fig. 2. Secondly, find
out the degree of each stock price belonging to each Li (i = 1, . . . , 7). If the maximum membership of the stock
price is under L7, then the fuzzified stock price is labeled as L7. Lastly, convert each stock price in the training dataset
to the corresponding linguistic values. For example, from Table 2, the maximal membership of the day (2000/1/4)
is 0.9524 in the seventh cluster; then the linguistic value of 2000/1/4 is assigned to L7. In the next step, the fuzzy
logical relationships are constructed based on the fuzzified stock price.
(4) Establish fuzzy logic relationships and the fuzzy logic relationships groups.
The fuzzy relationships are of the following form: {Li → Lj; i and j = 1, 2, . . . , k}, where the fuzzy relationship ‘‘Li → Lj’’
denotes that if the linguistic value Li is F(t), then the next period’s linguistic value of F(t + 1) is Lj. From Step 4 of the
proposed algorithm, the fuzzy relationship groups of the training data are shown as Table 3. From Table 3, seven FLR
groups are induced, such as the first group, L1 → L1, L2, which is composed of L1 → L1 and L1 → L2.
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Table 3
Fuzzy relationship groups of TAIEX training data.
L1 → L1, L2 L4 → L2, L3, L4 L7 → L6, L7
L2 → L1, L2, L3 L5 → L4, L5, L6
L3 → L2, L3, L4 L6 → L5, L6, L7
Table 4
Results of forecasting TAIEX (part).
Date Closing price Linguistic Forecasted
2000/1/4 8756.55 L6
2000/1/5 8849.87 L6 8898.091
2000/1/6 8922.03 L6 8898.091
.
.
.
.
.
.
.
.
.
.
.
.
2001/12/27 5332.98 L2 4995.908
2001/12/28 5398.28 L2 4995.908
2001/12/31 5551.24 L3 5894.608
Table 5
Actual and forecasted results for TAIEX (part).
Date Closing price Linguistic Forecasted
2002/1/2 5600.05 L3
2002/1/3 5526.32 L3 5623.61
2002/1/4 5638.53 L3 5555.78
2002/1/5 5834.89 L3 5659.02
2002/1/26 5810.08 L3 5839.67
.
.
.
.
.
.
.
.
.
.
.
.
2002/12/25 4484.43 L2 4551.1
2002/12/26 4567.37 L2 4495.84
2002/12/27 4547.32 L2 4572.14
2002/12/30 4457.75 L2 4553.7
2002/12/31 4452.45 L2 4471.29
Table 6
Results and comparisons for TAIFEX forecasting.
Methods 2000–2001
(training) (%)
2002 (testing)
(%)
2001–2002
(training) (%)
2003 (testing)
(%)
2002–2003
(training) (%)
2004
(testing) (%)
MAER
Chen’s [7] 3.42 6.11 2.53 2.08 2.44 1.98
Yu’s [19] 2.76 4.17 1.83 1.95 1.54 1.71
Cheng’s [20] 5.60 4.79 2.52 2.21 1.99 3.51
Proposed model 1.58 1.36a 1.37 0.94a 1.12 1.051a
a Denotes minimumMAER.
(5) Forecast and defuzzify possible outcomes based on fuzzy relations.
From Table 4, if we want to forecast the stock price on 2000/1/5, the fuzzy relation group L6 → L5, L6, L7 is inferred.
The forecasted value = (center of L5+center of L6+center of L7)/3 = (8054.33+8849.976+9789.915)/3 = 8898.091.
(6) Adapt the forecasting value by parameter α.
From Step 6 in Section 3, the best α value is determined when MSE is minimal in the training stage. After the best α is
determined (α = 0.08), the forecast values can be adapted by Eq. (5) in the testing data (shown in Table 5).
4.2. Method comparison with MAER
In the method comparison, there are three testing periods, 2002, 2003, and 2004, for four fuzzy time series methods—
Chen’s [7], Yu’s [19], Cheng’s [20], and the proposed model—and the comparison results are listed in Table 6. From the
comparison table, it is discovered that this proposed method bears the smallest MAER (1.36% for 2002, 0.94% for 2003, and
1.051% for 2004) in each testing period.
In stock markets, investors usually made their decisions based on recent stock prices on the previous couple of days.
However, most of the conventional models only extract fuzzy logical relationships from a long period of historical data to
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generate forecasting rules. Therefore, the listing models—Chen’s (1996), Yu’s (2005), and Cheng’s (2008) models [7,19,20]—
cannot adapt their forecasts to meet recent price fluctuations to reduce the forecasting error. Therefore, we can argue that
the proposed method has made a great improvement in forecasting the stock market.
5. Conclusions and future research
In this paper, a novelmultiple attribute fuzzy time seriesmethod is proposed,which employs the fuzzy c-mean clustering
method and adaptive expectationmodel to overcome the problemsmentioned in Section 3. From the comparisons in Table 6,
it is clear the proposed model surpasses the listing methods in MAER. Based on the compared results, we can conclude that
the proposed method outperforms past one-attribute fuzzy time series methods [7,19] and has made a great performance
of multiple attribute fuzzy time series frommethod [20]. From the empirical results, we find that the proposed approaches
have some characters which are summarized below:
(1) Partition is reasonable: FCM considers data point distribution and FCM is according to each cluster center to partition.
Hence, this study proposes a method that can deal with the lack of persuasiveness in determining the universe of
discourse and the linguistic length of intervals problem.
(2) Considering multiple influence factors: In stock markets, investors who forecast stock price not only consider one
influence factor; investors should also reflect on other influence factors. Therefore, this study uses closing price, open
price, high price, and low price as influence factors. From the experimental comparisons, this study usedmultiple factors
that were better than the performance of only one factor.
(3) Adaptive expectation: From Eqs. (6) and (7), the MSE of training data are calculated iteratively with different α. Then,
the best α can be used to adapt the forecast values by Eq. (6) in testing data. The experimental results show that the
forecast value, with a reasonable alpha value adaptation of the user’s opinion, can make more precise adjustments to
match the past trends in the dataset.
Although the proposed method has made improvements in the fuzzy time series, there is still room to refine the method
fields in the future, as follows.
1. Using the other periods of TAIEX stocks and financial materials as datasets to evaluate the performance of the proposed
method.
2. Distinguish the relations and priorities among the selected attributes from stock markets.
3. Utilize other foreign stock markets to test the proposed method.
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