No evidence of a significant excess of events above the smooth background shape is found. Upper cross-section limits and lower limits on the corresponding signal mass parameters for several types of signal hypotheses are provided at 95% CL. In addition, 95% CL upper limits are set on the cross-sections for new processes that would produce Gaussian-shaped signals in the di-b-jet mass distributions.
Introduction
New heavy particles that couple to quarks or gluons are predicted by several extensions of the Standard Model (SM) [1] [2] [3] [4] [5] . There is a renewed interest as these new particles can act as mediators for dark matter (DM) interactions [6] [7] [8] [9] [10] . Such heavy particles can be produced in proton-proton collisions at relatively high rates thanks to their possibly strong coupling. The new particles can decay into quarks and gluons, that hadronize and form jets that are observable in the detector. Such a decay will produce dijet systems with an invariant mass around the mass of the new particle, appearing as an excess above the continuum background. This analysis searches for a resonant excess in the dijet mass distribution.
The dijet mass range explored in previous analyses depends on the available center-of-mass energy as well as on the size of the data sample. Past dijet searches have investigated the dijet mass ranges 110-350 GeV at the SppS collider [11] and 260-1400 GeV [12] , 250-1100 GeV [13] at the Tevatron. At the LHC, the most recent CMS search covers 0. , while the last ATLAS search covers 1.1-6.5 TeV [15] .
Searches restricted to final states involving jets identified as containing a b-hadron have an increased sensitivity to certain scenarios, for example to particles that preferentially decay into bb quark pairs as predicted by some dark-matter models [16, 17] . But the sensitivity can be improved even for resonances without an enhanced bb decay mode, like many Z models described below, if the search suffers from non-qq backgrounds, in particular gluon radiation. Such searches have been performed by CDF covering the mass range 250-750 GeV [18] , by CMS covering 0.3-4 TeV [19, 20] and by ATLAS covering 1.1-5 TeV [21] . So far no deviations from the Standard Model have been found.
Compared to previous collider searches that have explored the mass region below 1 TeV, the LHC can provide higher sensitivity and cover yet unexplored coupling values due to the increase in parton luminosity [22] . Consequently resonance searches in this mass range are still of interest. In particular, some dark-matter models predict such particles [16, 17] . In this paper an extension of the ATLAS search into this lower-mass region is made possible by a new trigger strategy, identifying two b-jets at trigger level. This strategy is able to cope with the large event rate in the lower dijet-mass region. The search presented in this paper probes the mass range 0.57-7 TeV.
The results are interpreted in the context of several benchmark models. An excited b * -quark, with a dominant decay mode to bg, is used as the benchmark for events with at least one jet identified containing b-hadrons: the ≥ 1 b-tag category. Excited quarks arise from compositeness models [4, 5] . Models featuring an additional gauge boson called Z [1] [2] [3] , including a dark-matter model with a Z mediator [6, 7] , are considered in the two b-tags category. The leading-order Feynman diagrams for these processes are shown in Figure 1 . Further details can be found in Section 3. In addition, model-independent limits are set on generic resonance signals that have a Gaussian reconstructed shape. These limits assume, after applying the selection, a narrow-resonance signal shape with an intrinsic width that can be safely truncated or neglected, so that the reconstructed mass distribution reflects the experimental resolution and can be approximated by a Gaussian distribution [23] . 
ATLAS detector
The ATLAS detector [24] at the LHC covers nearly the entire solid angle around the collision point.1 It consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting toroid magnets. The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle tracking in the range |η| < 2.5.
A high-granularity silicon pixel detector covers the vertex region and typically provides three measurements per track. A new inner pixel layer, the insertable B-layer [25, 26] , was added during the 2013-2014 LHC shutdown. It is located at a mean sensor radius of 32 mm from the beam-line, providing a fourth pixel hit. The pixel detector is followed by a silicon microstrip tracker, which usually provides four two-dimensional measurement points per track. These silicon detectors are complemented by a transition radiation tracker, which enables radially extended track reconstruction up to |η| = 2.0. The transition radiation tracker also provides electron identification information based on the fraction of hits (typically 30 in total) that deposit energy above a threshold corresponding to transition radiation.
The calorimeter system covers the pseudorapidity range |η| < 4.9. Within the region |η| < 3.2, electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) electromagnetic calorimeters, with an additional thin LAr presampler covering |η| < 1.8, to correct for energy loss in material upstream of the calorimeters. Hadronic calorimetry is provided by the steel/scintillatortile calorimeter, segmented into three barrel structures within |η| < 1.7, and two copper/LAr hadronic endcap calorimeters. The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules optimized for electromagnetic and hadronic measurements respectively.
A two-level trigger system is used to select interesting events. The first trigger level is implemented in hardware and uses a subset of detector information to reduce the event rate to a design value of at most 100 kHz. This is followed by a software-based high-level trigger (HLT) which reduces the event rate to about 1 kHz.
Simulated signal samples
The Monte Carlo (MC) simulation is used to generate samples describing the benchmark signal models under consideration. These signal samples were generated with P 8 [27] using the A14 set of tuned parameters [28] and the NNPDF2.3 PDF set [29] . The E G decay package [30] is used for bottom and charm hadron decays. The generated samples were processed with the ATLAS detector simulation [31] , which is based on the G 4 package [32] . To account for additional proton-proton interactions (pileup), further minimum-bias interactions were generated using P 8 and the MSTW2008LO PDF set [33] and superimposed on the hard-scattering events. The MC samples were re-weighted to match the distribution of the number of collisions per bunch crossing observed in the data. For basic background validation a leading-order multijet sample was generated with P 8 and the same parameters and PDF set used for the signal models. The same reconstruction software was run on the simulated events as was used for recorded collision data.
Signal events in the excited b * -quark model were generated with the compositeness scale Λ set to the excited-quark mass m b * and an intrinsic decay width of Γ ∼ 0.006 × m b * . The branching fraction for the dominant decay b * → bg is 85%. The remaining decay modes are b * → bγ, b * → bZ 0 and b * → tW − . The leading-order (LO) cross-section for a 2.5 TeV b * -quark is 123 fb.
Three models with a Z gauge boson are considered. In the sequential standard model (SSM), the Z boson has the same couplings to SM fermions as the SM Z boson and the bottom-quark decay branching fraction B(Z → bb) is 13.8%. The leptophobic Z model differs by having vanishing couplings to leptons. The corresponding value of B(Z → bb) is 18.9%. The intrinsic width of the Z bosons are set to 3% of the resonance mass [1] . The leading-order P 8 SSM and leptophobic Z cross-sections were corrected to next-to-leading order (NLO) using cross-sections calculated at LO and at NLO using M G 5 [34] , with the NNPDF2.3 LO and NLO PDF sets, respectively. The NLO prediction uses a model of neutral vector bosons implemented in FeynRules [35] with NLO terms evaluated via NLOCT [36] . The NLO cross-section times branching fraction B(Z → bb) for a 2 TeV SSM neutral vector boson is 0.10 fb. For both models, only decays into b-quark pairs were simulated.
Lastly, a simplified dark-matter model [9] with a Z axial-vector mediator is considered. The mediator to SM quark coupling (g SM ) was set to 0.1 or 0.25, the mediator to axial DM coupling to 1.0 and the mass of the dark-matter particle was fixed to 10 TeV within the scope of the reference [9] . The intrinsic width was calculated by M G [34] . The LO cross-section times branching fraction B(Z → qq) for a 1 TeV axial-vector mediator with g SM = 0.1 is 2.7 fb.
Data samples and event selection
The data for this analysis were collected by the ATLAS detector in pp collisions with a center-of-mass energy of √ s = 13 TeV. The dataset for the high dijet-mass region m j j > 1.2 TeV was recorded by selecting events from an inclusive jet trigger requiring at least one jet with a transverse momentum p T above 380 GeV, and corresponds to an integrated luminosity of 3.2 fb −1 in 2015 and 32.9 fb −1 in 2016. Events for the low dijet-mass region 570 GeV < m j j < 1.5 TeV were recorded using a dijet trigger employing an online algorithm to identify two jets containing b-hadrons and having transverse momentum p T above 150 GeV and 50 GeV respectively. This trigger overcomes the limitation related to the high inclusive single jet trigger rate. Because the b-jet trigger was active only for parts of the data taking period, the total integrated luminosity that the low dijet-mass sample corresponds to is 24.3 fb −1 in 2016. The b-jet trigger chain [37] starts by requiring an energy deposit measured with coarse granularity (∆φ × ∆η = 0.2 × 0.2) in the calorimeter at the first trigger level. In the HLT a two-step tracking algorithm is run. First, a fast tracking stage is used to find the primary vertex of the event. The results from this first stage seed precision tracking. The output of this tracking stage provides the input for the b-jet identification algorithms, which are based on the offline tools described further below. The identification efficiency is 60% per b-jet at trigger level when integrated over transverse momentum p T and pseudorapidity η.
Offline jets are reconstructed from topological clusters of energy deposits in the calorimeters [38] with the anti-k t algorithm [39, 40] with a radius parameter of 0.4. Jet energies and directions are corrected by the jet calibrations as described in Ref. [41] . Jets containing a b-hadron are identified using a multivariate algorithm [42, 43] . This algorithm makes use of the impact parameters of tracks and the reconstructed displaced vertices in the ID. The offline b-tagging efficiency operating points are determined on a tt sample when integrated over p T and η [44] . In the high-mass region, an 85% efficiency offline b-tagging operating point is employed. In the low-mass region, a 70% offline efficiency b-tagging operating point is adopted in addition to the online b-tagging requirement, because the online b-identification is only partially correlated to the offline b-tagging. The online b-tagging algorithm is not fully emulated in MC and the tagging efficiency is needed to estimate the signal acceptance. The online b-tagging efficiency is measured using a high b-jet purity dilepton tt sample. The offline b-tagging operating points have been optimized in order to maximize the overall sensitivity. In order to ensure full trigger efficiency and lower pileup contamination, the event selection requires a minimum transverse momentum of p T > 430 GeV and p T > 80 GeV for the leading and subleading jet, respectively. The requirement on the leading jet is relaxed to 200 GeV for the low-mass region, corresponding to the reduced transverse momentum requirement in the trigger. Both jets are required to have pseudorapidity |η| < 2.0 to allow fully efficient b-jet identification in the two mass regions.
To reduce background from multijet production and enhance s-channel signal processes, the rapidity difference y * = (y 1 − y 2 )/2 between the two leading jets is required to be |y * | < 0.8. In the low-mass region this requirement is tightened to |y * | < 0.6 to avoid regions of reduced trigger efficiency at the lower mass boundary.
In the analysis one or both of the leading jets are required to be identified as b-jets. The per-event efficiencies, taking the b-tagging requirement(s) into account, are shown as functions of the reconstructed invariant mass of the two leading jets, m j j , for several signal models in Figure 2 . Events from the Z model have a higher event-tagging efficiency than for b * events in the inclusive "1b" category because Z events contain two b-quarks in the final state. In the high-mass region, the b * → bg decay can be followed by the gluon splitting into a bb pair, which therefore enhances the event b-tagging efficiency for b * events relative to the Z signal.
Analysis
The observed dijet mass distribution of the two leading jets in the high-mass event selection (m j j > 1.2 TeV), where at least one (≥ 1 b-tag) or both (2 b-tags) jets are identified as b-jets, is inspected for resonant contributions from new-physics scenarios. In the low-mass analysis (570 GeV < m j j < 1.5 TeV) only a selection with two b-tags is considered due to the trigger selection. The treatment of the 2-b-tags overlap region (1.2 TeV < m j j < 1.5 TeV) is discussed in Section 7.
The dominant background arises from multijet final states. While the shape of the m j j distribution in data is found to be in good agreement with the P 8 multijet MC simulation, the normalization is not. In this analysis the background is evaluated from a fit to the mass distribution in data.
Previous dijet resonance searches [15, 45] have found that the following fit function:
where p i are fit parameters and x ≡ m j j / √ s, provides a good global fit to dijet mass distributions in data as well as leading-order and next-to-leading-order simulations of QCD dijet production, where
However, it is found that Eq. (1) no longer provides an adequate description of the data for the whole mass distribution comprising the high-mass and low-mass regions. This effect is attributed to a larger data sample than in previous analyses that employed the global fit strategy, in conjunction with the shaping of the b-tagged dijet mass distribution due to the p T dependence of the b-tagging efficiency and variations of the quark flavor fractions as a function of p T . The background estimate is therefore derived from a sliding-window fit by using the fit function from Eq. (1) with four or five fit parameters, and by fitting only restricted regions of the spectrum at a time. This technique was introduced in the most recent ATLAS dijet resonance search [15] and is briefly described here. The number of fit parameters of the sliding-window fit are chosen to have the largest possible window size for a fit function with the fewest number of parameters. The four-parameter fit (where p 5 is set to zero in Eq. (1)) is chosen for the high-mass 2-b-tags selection, while the five-parameter fit is chosen for the low-mass and the inclusive ≥ 1 b-tag selections. For the low-mass selection the window size is chosen to comprise about half of the total number of bins, whereas for the high-mass selection the window size corresponds to approximately a third of the total number of bins, both referring to the binning as shown in Figure 3 . The bin width follows approximately the m j j invariant mass resolution as derived from the MC simulation of multijet processes. The bin width increases from about 20 GeV at a mass of 500 GeV to about 130 GeV at a mass of 7 TeV. The background prediction over the full mass range is constructed in each mass bin by evaluating the fit function in the window centered around that bin. At the low and high edge of the mass distribution, the sliding-window regions do not extend outside the considered mass range.
The validity of this background-fitting method is tested in data control regions, where no offline b-jet identification is required and the MC-estimated b-tagging efficiencies are applied as a weight . Representative background datasets are created by injecting Poisson fluctuations into the data control regions. Spurious-signal tests are performed to verify that no artifact is created during the fitting procedure by fitting hundreds of representative background datasets, and then checking the flatness of the probability returned by the BumpHunter algorithm [46] as detailed below. The fit is shown to be robust against spurious signals. In addition, signal injection tests are performed and good linearity between the injected and extracted signal is observed for the full range of signal widths considered. No sensitivity reduction due to the choice of window size is found. Figure 3 shows the significance of the bin-bybin differences between the data and the fit, as calculated from Poisson probabilities, considering only statistical uncertainties. The BumpHunter algorithm is used to evaluate the statistical significance of any localized excess in the dijet mass distributions in data relative to the fitted background estimate. The algorithm calculates the significance of any excess found in contiguous mass intervals in all possible locations of the binned m j j distribution, between a width of two bins and a width of half of the distribution. The intervals 3448-3749 GeV, 3100-3235 GeV, and 976-1068 GeV, indicated by two vertical lines in each of the Figures 3(a)-(c) , are identified as the most discrepant intervals in the inclusive 1-b-tag, the 2-b-tags high-mass, and the 2-b-tags low-mass region, respectively. The purely statistical significance of each excess is evaluated using the ensemble of possible outcomes across all scanned intervals, by applying the algorithm to many pseudo-data samples drawn randomly from the background fit. The probability that statistical fluctuations of the background would produce an excess at least as significant as the one observed in the data, anywhere in the distribution, is 0.66, 0.59, and 0.57 for the inclusive 1-b-tag, the 2-b-tags high-mass, and the 2-b-tags low-mass region, respectively. Thus there is no evidence of a significant localized excess over the background estimate.
Systematic uncertainties
The systematic uncertainty of the background is estimated from the uncertainty associated with the choice of the fit function and the uncertainties in the values of the fit parameters. The uncertainty due to the choice of the fit function is determined by repeating the fit procedure with one additional parameter. For the four-parameter fit of the high-mass 2-b-tags selection, p 5 is added as an additional free parameter, and for the five-parameter fit of the low-mass and inclusive ≥ 1 b-tag selections a new parameter p 6 is introduced in Eq. (1) by redefining x as x ≡ m j j /p 6 . The uncertainty is given by the average difference between the two fit results across a set of pseudo-data drawn via Poisson fluctuations from the nominal background prediction. The uncertainty due to the values of the fit parameters is taken to be the bin-by-bin root-mean-square of the fit results for all the pseudo-experiments using the nominal fit function.
The uncertainty in the MC-based signal expectation is dominated by the uncertainty in the modeling of the b-tagging efficiency [42, 44] . This uncertainty grows with jet p T , with a smallest uncertainty of 2% for jets with p T around 90 GeV and up to 15% for jet p T around 1.5 TeV. The b-jet calibration is based on identifying a high-purity sample of b-jets by selecting tt events [44] . The uncertainties are measured using data for jet p T < 300 GeV and are extrapolated to jet p T > 300 GeV by means of MC simulation by varying quantities in the simulation that are known to affect the b-tagging performance, such as the track impact-parameter resolution, the fraction of poorly measured tracks, the description of the detector material, and the track multiplicity per jet. The uncertainty in the impact-parameter resolution includes alignment effects, dead modules and additional material not properly modeled in the simulation, and is the dominant source of uncertainty for the b-tagging efficiency at high p T .
Because the dataset for the low-mass analysis is recorded using b-jet trigger as described in Section 4, there is an additional systematic uncertainty associated with the b-jet trigger efficiency. It is extracted by comparing the b-jet trigger efficiency in 2016 data and MC simulation in a high-purity sample of b-jets selected from a dilepton tt sample by using similar procedures to those used to measure the offline b-tagging efficiencies. Uncertainties due to the mismodeling of the b-jet purity in simulation, mismodeling of the b-jet trigger efficiency for non b-jets, simulation statistical error, data statistical error (jet p T < 240 GeV) and simulation-based extrapolation (jet p T > 240 GeV) are taken into account. The per-jet uncertainty is estimated to be 1%-20% for jets with p T of 35-700 GeV (Figure 4) . The total uncertainty of the di-b-jet trigger efficiency comes from the per-jet b-tagging efficiency with an additional per-event uncertainty of 2% that covers differences in the primary vertex reconstruction. The combined uncertainty in the jet energy scale and resolution is estimated using untagged jets in 13 TeV data and simulation by following the methods described in Ref. [47] . The total uncertainty is found to be less than 2% across the investigated mass range.
For b-tagged jets an additional uncertainty is assigned to the energy scale. It is estimated using MC samples and verified with data following the method described in Ref. [48] . Firstly, the ratio of the sum of track transverse momenta inside the jet to the total jet transverse momentum measured in the calorimeter is formed, and then this ratio is compared between data and simulation. This double ratio is then compared for inclusive jets and b-jets. The relative uncertainty is found to be at most 2.6% in the jet p T spectrum of interest and is applied in addition to the nominal jet energy scale uncertainty.
Other uncertainties that affect only the signal normalization, including the acceptance uncertainties associated with the choice of PDF and the uncertainty in the integrated luminosity, are found to be negligible.
Interpretation
Since no significant deviation from the expected background is observed, limits are set on processes that would lead to resonances in the considered mass distributions. The Bayesian method [49] is used to set 95% credibility-level (CL) upper limits on the cross-section, where the 95% quantile of the posterior is taken as the upper limit. A Gaussian prior is used for each nuisance parameter corresponding to a systematic uncertainty, and a flat prior is used for the signal normalization. The expected limits as well as the 1σ and 2σ bands are calculated using pseudo-experiments generated from the background model by incorporating all systematic uncertainties in both the signal and background predictions. Template morphing [50] is utilized to interpolate between the resonance mass values of the signal hypotheses that are realized in MC simulation. Theoretical uncertainties affecting the signal cross-section are not considered. Figures 5, 6 and 7 show the cross-section limits for the b * signal using the inclusive b-jet selection, the Z signal using the combined low-and high-mass 2-b-tags selection, and the DM Z signal in the low-and high-mass 2-b-tags region, respectively. The low-and high-mass selections overlap in the mass region between 1.2 and 1.5 TeV. For the combination the result with the better expected limit is chosen within the overlap region.
The cross-section limits are translated to limits on the following signal mass parameters. The b * model with an assumed branching fraction for b * → bg of 85% is excluded at 95% CL for masses up to 2.6 TeV using the inclusive single b-jet channel. The double b-jet channel is used to set limits at 95% CL which exclude masses up to 2.0 TeV for the SSM Z → bb model and which exclude masses up to 2.1 TeV for the leptophobic Z → bb model with SM-value couplings to quarks. Mass limits on a dark-matter Z depend on the decay mode and the coupling strength to quarks, g SM . Assuming only the decay Z → bb and g SM = 0.25, masses up to 2.1 TeV are excluded at 95% CL. Assuming Z decays to all five quark flavors other than the top quark and g SM = 0.1, masses up to 1.03 TeV are excluded at 95% CL.
Limits are also set on the product of the cross-section σ, acceptance A, selection efficiency and branching fraction B for a generic resonance with a reconstructed shape approximated by a Gaussian function, assuming a decay into two b-jets. A MC-based transfer matrix is used to fold in the detector effects. As the width is decreased from 15% to 0% of the mass, the cross-section limits improve, but at the same time the limits are more affected by statistical fluctuations of the data in a single bin as compared to wider signals. Figure 8 shows the limits for the inclusive b-jet selection when the intrinsic width is below the detector resolution. Figure 9 shows the corresponding limits for the low-and high-mass 2-b-tags selection. Observed (filled circles) and expected (dotted line) 95% credibility-level upper limits on the cross-section for two different DM Z models. In the low-mass region the Z is expected to decay to all five quark flavors other than the top quark and the mediator to SM quark coupling (g SM ) equal to 0.1 is assumed, whereas in the high-mass selection only the decays Z → bb are assumed with g SM = 0.25. The dashed lines show the predicted LO cross-sections. Excited b * -quarks with b * → bg decays are excluded at 95% CL for masses up to 2.6 TeV. New Z gauge bosons are excluded in the sequential standard model (SSM) Z → bb model for masses up to 2.0 TeV, and excluded in the leptophobic Z → bb model with SM-value couplings to quarks for masses up to 2.1 TeV, both at 95% CL. Lastly, a Z axial-vector dark-matter mediator with only b-quark couplings set to g SM = 0.25 and axial DM couplings of g DM = 1.0, is excluded at 95% CL for masses up to 2.1 TeV. Assuming Z decays into all five quark flavors other than the top quark and g SM = 0.1, masses up to 1.03 TeV are excluded at 95% CL.
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