Purpose In health-related quality of life (HRQOL) studies, data are often collected on multiple domains for two or more groups of study participants. Quantitative measures of relative importance, which are used to rank order the domains based on their ability to discriminate between groups, are an alternative to multiple tests of significance on the group differences. This study describes relative importance measures based on logistic regression (LR) and multivariate analysis of variance (MANOVA) models. Methods Relative importance measures are illustrated using data from the Manitoba Inflammatory Bowel Disease (IBD) Cohort Study. Study participants with self-reported active (n = 244) and inactive (n = 105) disease were compared on 12 HRQOL domains from the Inflammatory Bowel Disease Questionnaire (IBDQ) and Medical Outcomes Study 36-item Short-Form (SF-36) Questionnaire. Results All but two relative importance measures ranked the IBDQ bowel symptoms and emotional health domains as most important. Conclusions MANOVA-based importance measures are recommended for multivariate normal data and when group covariances are equal, while LR measures are recommended for non-normal data and when the correlations among the domains are small. Relative importance measures can be used in exploratory studies to identify a small set of domains for further research. 
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Introduction
In studies about health-related quality of life (HRQOL), data are often collected on multiple domains, such as physical function, social health, and emotional health, for two or more groups of study participants (e.g., treatment and control groups) [1] . A single overall test of group differences can be obtained using a multivariate procedure, such as multivariate analysis of variance (MANOVA) [2] . However, researchers are often interested in identifying the domain(s) on which group differences exist [3, 4] . While multiple tests of significance for the group differences could be performed, using an appropriate multiple testing procedure to control the overall probability of a Type I error, an alternative approach is to adopt a measure of relative importance. Relative importance measures can be used to rank order the domains based on their ability to discriminate between groups. They enable researchers to make statements like ''X was the most important HRQOL domain among those studied''. The measures have a number of uses, such as developing parsimonious statistical models, identifying the domains to target in clinical interventions, or identifying the domain(s) on which a treatment or intervention has the greatest effect. Although relative importance measures have been used in other disciplines [5, 6] , they may not be familiar to researchers who investigate HRQOL. The measures are rarely discussed in textbooks, and research on this topic has primarily appeared in statistical journals. As well, given that no single measure is uniformly recommended and the measures will not always produce consistent results [7] , implementing a relative importance analysis may not be straightforward.
The purpose of this study is to describe measures to quantify the relative importance of HRQOL domains and examine their properties under the following data characteristics that are likely to be encountered in HRQOL studies [1, [8] [9] [10] : (a) non-normal data, (b) between-group variance heterogeneity, (c) collinearity of domains, and (d) missing data. The measures are illustrated using data from a cohort study about inflammatory bowel disease (IBD).
Description and comparison of relative importance measures
Relative importance measures for studies involving two groups include the following: (a) standardized logistic regression coefficients (SLRCs) [11] , (b) Pratt's index for logistic regression [12] , (c), dominance analysis [13] , (d) relative weights (RWs) [14] , (e) standardized discriminant function coefficients (SDFCs) [15] , (f) discriminant ratio coefficients (DRCs) [16] , and (g) F-to-remove statistics [16] . The first four measures, which are obtained from the LR model, treat the domains as explanatory variables, while the last three, which are based on the MANOVA model, treat them as outcome variables. Effect size measures or p-values are sometimes used to assess relative importance [4] . However, effect size measures like Cohen's d [17] , describe absolute importance and do not account for the correlations among the variables [4, 17, 18] . A p-value provides a measure of statistical importance, that is, the probability of a result under the assumption that the null hypothesis is true.
We focus on measures of relative importance for studies involving two independent groups of study participants. Measures for three or more groups, which have been developed using the MANOVA model, are discussed at the end of this section.
To begin, assume that data are available on m C 2 HRQOL domains for N study participants, with n 1 study participants from group 1 and n 2 study participants from group 2 (n 1 ? n 2 = N).
Measures based on the LR model
The LR model is [19] 
where p i = Pr(y i = 1| X i ) is the probability the ith study participant (i = 1,…, N) is a member of group 1 conditional on the explanatory variables (e.g., HRQOL domains), X i is a vector of dimension (m ? 1) where the first element is equal to one, and b is a (m ? 1) vector of regression coefficients to be estimated, with the first element equal to the model intercept, b 0 . Details about the estimated coefficients are provided in ''Appendix 1''.
The use of SLRCs to rank order the domains has been proposed in several papers [20] [21] [22] . Most methods to calculate standardized coefficients are partial methods that do not account for variation in the grouping variable [20, 23] . Fully standardized coefficients, which are recommended for assessing relative importance, were proposed by Mernard [11, 20] . The kth SLRC iŝ
whereb k is the estimated coefficient, s x k is the sample standard deviation for the kth domain, R is the square root of the coefficient of determination (i.e., R 2 ), and s logitðpÞ is the sample standard deviation of the logit of the predicted probabilities (i.e.,p i s). While several formulae for R 2 have been proposed for the LR model, the most common formulae are based on the log of the likelihood function and ordinary least squares (OLS) regression of the dependent variable values on thep i s [13, [23] [24] [25] . The SLRCs usually range in value from -1 to ?1, although values outside this range are possible. Larger absolute values indicate greater relative importance.
Pratt's index was first proposed for the OLS regression model [26, 27] and then extended to the LR model [12] . Relative importance of the kth domain is the proportion of R 2 explained by it,
whereq k is the estimated correlation between the kth domain and the logit of thep i s, andb Ã k and R are defined in Eq. 2. The index generally ranges in value from zero to one with values greater than 1/2 m indicating meaningful importance [28] . Small negative values between -1/2 m and zero can be set to zero, while large negative values indicate collinearity or suppression. The latter arises when a domain makes little or no direct contribution to the prediction of the outcome variable, but contributes indirectly through another domain. Suppressor variables have large negative values of Pratt's index, but their SLRC values are usually similar in magnitude to the coefficients of non-suppressor variables. Potential suppressor or collinear variables should be excluded from the analysis and an adjusted Pratt's index (API) computed,
where S c is the set of indices corresponding to the nonsuppressor domains. The variance inflation factor, an index that measures the increase in the variance of a regression coefficient due to collinearity [29] , and the correlation matrix are useful for identifying collinear domains. Further details about Pratt's index are provided in ''Appendix 1''. Dominance analysis was developed for assessing relative importance in the OLS model [30] and later extended to the LR model [13] . A dominance weight is the average change in R 2 when one domain is added to all possible subsets of the other domains. For example, given a model with three domains denoted by X 1 , X 2 , and X 3 , the dominance weight for X 1 is obtained by computing the average change in R 2 when X 1 is added to regression models containing (a) the intercept only, (b) X 2 only, (c) X 3 only, and (d) X 2 and X 3 . A larger weight indicates greater importance. Previous research has shown that the choice of R 2 statistics does not result in appreciable differences in the dominance weights.
RW analysis was first proposed for the OLS model [31] and later extended to the LR model [14] . Like the previous measures of relative importance, the RWs are based on the model R 2 , but a more complex set of computations is involved. Let X be an N 9 m matrix of standardized scores (i.e., mean = 0; variance = 1) for the domains. Then, X can be decomposed as,
where P is an N 9 m matrix consisting of m eigenvectors of XX T , Q is an m 9 m matrix of the eigenvectors of X T X, D is an m 9 m diagonal matrix based on the square roots of the eigenvalues of X T X, and T is the transpose operator. Let Z = PQ T . The vector of RWs is, Measures based on the MANOVA model MANOVA-based measures of relative importance are obtained from descriptive discriminant analysis (DDA) and stepwise MANOVA procedures [13, 16, 32] . DDA identifies the linear combination of domains that maximally separates the groups [33] . Let X ij represent the vector of domain scores for the ith study participant in the jth group (i = 1,…, n j ; j = 1, 2), " X j is the vector of domain means for the jth group, and " X is the vector of overall means. The vector of discriminant function coefficients, a, is estimated bŷ
where S is the pooled sample covariance matrix, and a T Sâ = 1. The coefficient for the kth domain, which corresponds to the kth element ofâ, has been shown to be mathematically equivalent (but not always numerically equal) to the kth LR coefficient [34] . Details about discriminant function coefficients are provided in ''Appendix 1''. The SDFC for the kth domain, denoted by a Ã k , is the product of the discriminant function coefficient and the standard deviation for the kth domain. SDFCs can be positive or negative, and the absolute magnitude determines relative importance.
DRCs have been recommended by some researchers instead of SDFCs [16, 32] . The kth DRC is given by
where f k is the kth structure coefficient, the correlation between the kth domain and the discriminant function. DRCs generally range in value from zero to one, with larger values indicating greater importance. Similar to Pratt's index, a DRC can have a negative value, which may be indicative of collinearity or suppression. In MANOVA, suppression occurs when a domain makes little or no direct contribution to group separation on its own but contributes indirectly through another domain. Adjusted DRC (ADRC) statistics can be produced in a similar way to API statistics (see Eq. 4). The F-to-remove statistic [35] is obtained by conducting m MANOVA tests, each time removing one domain from the analysis. For the kth domain, the statistic can be defined as
where
Þ , and D 2 ðkÞ represents the value of D 2 when the kth domain is omitted. ''Appendix 1'' provides additional details. F-to-remove statistics have a lower bound of zero, but no upper bound. Relative importance is assessed by the magnitude of the F-toremove-statistic, with the most important domain yielding the largest statistic [10, 15] .
Measures for three or more groups For studies involving three or more independent groups, only MANOVA-based measures of relative importance (i.e., SDFCs, DRCs, and F-to-remove statistics) can be computed. They are calculated from c sets of linear discriminant functions coefficients, where c = min (m, g -1) and g is the number of groups [36] . Weighted SDFCs and DRCs are used to assess importance, where the weights are the eigenvalues for each set of discriminant functions coefficients [15] . The SDFC for the kth domain is
where k l is the eigenvalue that corresponds to the lth eigenvector (l = 1,…, c) of E -1 H (see ''Appendix 1'' for formulae for E and H), and a Ã lk is the SDFC for the lth eigenvalue and kth domain. Similarly, the DRC for the kth domain is
where f lk is the structure coefficient for the kth domain and lth eigenvector. The F-to-remove statistic is readily extended to multi-group designs using Eq. 9 [35] .
Choosing a relative importance measure
The choice of a relative importance measure will depend, in part, on the characteristics of the data. The LR model assumes a linear relationship between the logit of the p i s and each of the domains. MANOVA-based measures of relative importance rest on the assumptions of a multivariate normal distribution and homogeneity (i.e., equality) of group covariance matrices. When the assumptions of the MANOVA model are satisfied, it has greater statistical power to discriminate between groups than the LR model [26] . However, it is not known whether this difference in power affects the ranking of the domains in a relative importance analysis. Finch and Laking [37] showed, however, that under assumption violations, relative importance measures based on SDFCs resulted in an incorrect rank ordering of the variables. When these assumptions are violated, measures based on the LR model should be selected.
Collinearity and suppression present a challenge in assessing relative importance. SLRCs, Pratt's index, and DRCs are sensitive to these data characteristics and therefore should not be adopted when the correlations among the domains are moderate to large in size. Dominance analysis and RW analysis are the least sensitive to the correlations.
Both LR and MANOVA models result in casewise deletion of observations with missing values. Casewise deletion can result in biased estimates of relative importance when the mechanism of missingness is not random [38, 39] . While an imputation method could be adopted when there are missing values, there is no optimal method to control bias in parameter estimates. The choice of imputation methods will depend on the characteristics of the data.
Computational ease is also a consideration when adopting a relative important measure. While LR and MANOVA models can be implemented using existing statistical software such as SAS [40] , RW, and dominance analyses require a number of additional computations. In particular, dominance analysis requires more computational resources than other methods because of the number of regression models that are fit to the data. For example, for five variables, 31 separate regression models are required to calculate the dominance weights, while 1,023 regression models are required for 10 variables.
Numeric example
Measures of relative importance are illustrated using data from the Manitoba IBD Cohort Study, a prospective longitudinal study, initiated in 2002, of patients who were recently diagnosed with Crohn's disease or ulcerative colitis [41, 42] 
A total of 388 participants were initially enrolled in the Cohort Study. Data are collected using standardized selfreport instruments or interviews conducted at 6-month intervals. In this example, we focus on measures for distinguishing between study participants with active and inactive disease using data collected at the baseline measurement occasion. Disease activity was assessed using self-reported IBD symptom persistence in the previous 6 months based on a question with a six-point response format, which was subsequently dichotomized. This measure has been validated and shown to have good concordance with clinical measures of disease activity [43] .
Study measures
HRQOL data was collected using the Inflammatory Bowel Disease Questionnaire (IBDQ) [44] and the Medical Outcomes Study 36-item Short-Form (SF-36) Questionnaire [45] . The IBDQ adopts a Likert response scale and encompasses four domains: bowel symptoms, emotional health, social function, and systemic symptoms. The average score on each domain ranges from one to seven, with higher scores indicating better HRQOL [46] . The SF-36 encompasses eight domains, role physical, bodily pain, physical functioning, general health, role emotional, mental health, vitality, and social functioning. The domain scores are scaled to range in value from zero (poor health) to 100 (good health).
A total of 356 participants provided data at the baseline occasion. Participants with missing values on disease activity or HRQOL domains constituted 2.0% of the sample.
The relative importance analysis was carried out for the 349 study participants with complete data on all study measures.
Statistical analysis
Study participants were initially described on a variety of socio-demographic and disease characteristics. Domain scores were summarized using means and standard deviations. The Shapiro-Wilk [47] test of normality was computed for the 12 domains, along with descriptive measures of skewness and kurtosis.
All relative importance measures were computed with the exception of dominance analysis, which is impracticable to use because it would require fitting 4,095 regression models to the data. The signed values of Pratt's index and the DRCs are reported; other importance measures were reported using absolute values. A rank score was assigned to each domain for each measure, with a value of one representing the most important domain. Ties in ranks were resolved by assigning mid-ranks [15] . All analyses were conducted using SAS software [40] .
SAS syntax to implement all relative importance measures is provided in the supplementary documentation and is illustrated in that documentation using a small clinical dataset.
Results
Demographic and disease characteristics of the study participants are reported in Table 1 . Descriptive statistics for the 12 domain scores are provided in Table 2 . There is little evidence of between-group covariance heterogeneity on the domains. While the Shapiro-Wilk test of normality was statistically significant for all domains (P \ 0.001), univariate skewness values ranged from -1.40 to 0.91 and kurtosis ranged from -0.90 to 1.20 (skewness and kurtosis for normal distribution = 0), indicating small to modest departures from a normal distribution.
The correlations among the domains are reported in ''Appendix 2''. Using Cohen's [17] effect size criterion, approximately half of the correlations are large (r = 0.50 or higher) or moderate (0.30 B r B 0.49) in size.
The relative importance measures are reported in Table 3 , along with the conventional two-group (i.e., pooled) t-tests for group differences. If each of the t-tests were conducted at the a = 0.05/12 = 0.004 significance level to control the overall probability of a Type I error, all the domains would result in statistically significant differences between the two groups. The SLRCs range in absolute value from 0.015 to 0. 463 Table 4 and Fig. 1 contain the rank scores for each of the relative importance measures. All measures, except the F-to-remove statistics and RRWs, were consistent in ranking the disease-specific IBDQ bowel symptoms and emotional health domains as most important. The F-toremove statistics identified the IBDQ systemic symptoms and SF-36 general health domains as the most important domains, while the RRWs resulted in the role physical and social functioning domains receiving the highest ranks. The SF-36 physical functioning domain was ranked as the third most important domain by the F-toremove and RRW statistics, while this domain was ranked fourth by the adjusted DRC and API statistics. The ranks for the remaining domains varied across importance measures. For example, the SF-36 vitality domain resulted in a rank of 6 using the API and a rank of 10 when the SLRC was used.
Discussion and conclusions
Relative importance measures have been described in social science disciplines [48] [49] [50] , but there have been little written about them in the health sciences literature. These measures have potential benefit in HRQOL research for describing group differences on multiple domains. Previous research has shown that importance measures do not always result in consistent rankings [12, 32] . Dissimilarities in rankings may arise, in part, because of the data characteristics and the assumptions that underlie the models on which relative importance measures are based [14] . This was evident in the numeric example, where two disease-specific domains were consistently ranked as the most important by all but two measures. However, for the other domains, there were differences in the ranks. The presence of suppressor and/or collinear variables may have contributed to these differences. Also, given that the procedures are not equally sensitive to non-normality and covariance homogeneity, these data characteristics may have contributed to the differences in rankings.
We recommend that researchers undertake a careful descriptive assessment of their data to assess the tenability of model assumptions before choosing a relative importance measure. While it is possible to conduct statistical tests of departures from the assumptions of normality and variance heterogeneity [51] [52] [53] , these tests have some limitations. Tests of variance homogeneity are known to be sensitive to departures from a normal distribution [50, 54] , and tests of normality are sensitive to sample size [54] . Therefore, descriptive measures of skewness and kurtosis and ratios of group variances should be preferred. An internal or external validation of the ranks should also be considered, in order to assess the generalizability of the results. For example, a split-sample validation might be conducted. Resampling-based methods such as the bootstrap have also been proposed to describe the sampling variability in the ranks [55, 56] .
There are additional considerations when conducting a relative importance analysis. The conclusion that one HRQOL domain is more important than another can only be applied to the set of domains under investigation. Hence, changing the domains included in the analysis may result in different conclusions about relative importance. Importance may not correspond with clinical significance [57, 58] . As well, relative importance may be associated Fig. 1 [59] .
Relative importance measures have a number of potential uses for researchers who conduct studies about HRQOL. They can be used to develop parsimonious statistical models. In exploratory research, they can be used to identify a small set of domains on which to focus in future studies. The measures could be used to assign weights to the domains when using a multiple testing procedure to control the overall probability of a Type I error; procedures in which the weights are assigned a priori have been shown to result in substantially improved power to detect group differences on the most important domains [60, 61] . The measures have other practical applications. For example, when comparing chronic disease patients to healthy controls, relative importance measures can provide information about the domains on which the disease has the greatest effect, which might be useful in the development of clinical interventions. 
where r log itðpÞk is the correlation between the kth domain and the logit of the predicted probabilities, R Pratt's index can also be expressed as,
where X is the N 9 m data matrix, X [k] is the N 9 1 vector of measurements on the kth domain,b is a m 9 1 vector of estimated unstandardized LR coefficients,
N is a N 9 N identity matrix, 1 N is a N 9 1 matrix of ones, and T is the transpose operator.
Measures based on the MANOVA model
The vectors of discriminant function coefficients corresponds to the eigenvectors associated with E -1 H, where
is the error sum of squares and cross product matrix, and
is the hypothesis sum of squares and cross product matrix. The number of statistically significant discriminant functions is c = min (m, g -1). The discriminant function score, z ij , for the ith study participant in the jth (i = 1,…, n j ; j = 1, 2) group is,
The discriminant function coefficient for the kth variable can also be expressed aŝ
where u k is the kth element of S À1 "
Þ , S is the pooled sample covariance matrix, and X j is the vector of means for the jth group.An equivalent formula for computing the F-to-remove statistic for the kth domain is 
where k 2 ¼ ðn 1 þ n 2 À 2 À mÞ; k 3 ¼ ðn 1 þ n 2 Þðn 1 þ n 2 Þ= n 1 n 2 ;â k is the discriminant function coefficient for the kth domain, " z 1 and " z 2 are the group means for the discriminant function score corresponding toâ, and s ðkkÞ is the positive square root of the kth diagonal element of the inverse of E, the error sums of square and cross product matrix. 
