Pattern Recognition and Knowledge Discovery. Within the Machine Learning community this area is commonly referred to as Ensemble Methods [8] .
The main motivation for combining multiple predictive models is the improvement over the accuracy of a single classification or regression model.
Another reason is the scaling of inductive algorithms to very large databases.
Most inductive algorithms are too computationally complex and suffer from memory problems when applied to very large databases. A solution to this problem is to horizontally partition the database into smaller parts, train a predictive model in each of the smaller manageable part and combine the predictive models. Finally, the problem of learning from multiple physically distributed data sets that can't be collected to a single site due to privacy or size reasons, can also be tackled with the combination of multiple predictive models, each trained on a different distributed data set.
Models that have been derived from different executions of the same learning algorithm are often called Homogeneous. Such models can be induced by injecting randomness into the learning algorithm or through the manipulation of the training instances, the input attributes and the model outputs [9] . On the other hand, models that have been derived from running different learning algorithms on the same data set are often called Hetero-
geneous.
This paper deals with the combination of heterogeneous classification models for accuracy improvement. There are two main paradigms in combining different classification algorithms: classifier selection and classifier fusion. The first one selects a single algorithm for classifying a new instance, while the latter combines the decisions of all algorithms.
A very simple but effective method of the first paradigm is Evaluation and Selection. This method evaluates each of the models (typically using 10-fold cross-validation) on the training set and selects the best one for application to the test set. Dzeroski and Zenko [10] have argued that this method should be considered as a base line for comparison with other methods, because it is simple and shows good performance. However, it does not always manage to select the most accurate model [26] .
A very simple and widely-used method of the second paradigm is Voting.
According to this procedure, each model outputs a class value (or ranking, or probability distribution) and the class with the most votes (or the highest average ranking, or average probability) is the one proposed by the ensemble.
This method is expected to have better accuracy than that of the best individual model, due to the correction of uncorrelated errors through voting.
However, the fact that all models (even the less accurate ones) participate with equal vote, has eventually an overall negative effect on the performance of the method. In Weighted Voting, the classification models are not treated equally. Each model is associated with a coefficient (weight), usually proportional to its classification accuracy. This partly amends the problem of inferior models, but it does not eliminate it completely as it still allows them to affect the final decision.
The main idea of this work is to completely exclude learning algorithms with low performance which may produce misleading results. It seems more reasonable to select a subset of algorithms that perform significantly better than the rest, than to use the whole initial set of algorithms. In particular, this paper proposes: a) the use of statistical techniques for the selection of the best subgroup among different classification algorithms and b) the subsequent fusion of the decision of the models in this subgroup with a simple method like Weighted Voting. For this reason the approach is dubbed Selective Fusion. Trees [10] without the additional computational cost of meta-training.
In addition, we varied the number of algorithms from 3 to 10 and noticed that the accuracy of the proposed approach is not affected negatively by the number of learning algorithms, in contrast to other effective approaches. This is an important advantage of Selective Fusion that allows for the increase of its predictive performance with the addition of more, accurate and diverse learning algorithms in the framework.
The rest of this paper is organized as follows. Section 2 presents related work on combining multiple classification algorithms and Section 3 describes the details of the proposed approach. Section 4 presents the experimental setup for comparing Selective Fusion with other established algorithm combination methods and Section 5 discusses the results. Section 6 studies the computational complexity and predictive performance of Selective Fusion and other methods with respect to the number of algorithms. Finally, Section 7 summarizes and concludes this work.
The combination of multiple classification algorithms is based on the idea that no single algorithm can be universally optimal for all learning problems [23] . As already mentioned, there are two main paradigms for handling an ensemble of different classification algorithms: Classifier Selection and Classifier Fusion. This section reviews several methods from both categories.
Classifier Selection
A very simple method of this category is found in the literature as Evaluation and Selection or SelectBest. This method evaluates each of the classification algorithms (typically using 10-fold cross-validation) on the training set and selects the best one for application on the test set. Although this method is simple, it has been found to be highly effective and comparable to other more complex state-of-the-art methods [10] .
Another line of research proposes the selection of a learning algorithm based on its performance on similar learning domains. Several approaches have been proposed for the characterization of learning domain, including general, statistical and information-theoretic measures [5] , landmarking [20] , histograms [16] and model-based data characterizations [2] . Apart from the characterization of each domain, the performance of each learning algorithm on that domain is recorded. When a new domain arrives, the performance of the algorithms in the k-nearest neighbors of that domain are retrieved and the algorithms are ranked according to their average performance. In [5] , algorithms are ranked based on a measure called Adjusted Ratio of Ratios (ARR), that combines accuracy and learning time of algorithm, while in [17] , algorithms are ranked based on Data Envelopment Analysis, a multicriteria evaluation technique that can combine various performance metrics, like accuracy, storage space, and learning time.
In [11, 30] , the accuracy of the algorithms is estimated locally on a number of examples that surround each test example. Such approaches belong to the family of Dynamic Classifier Selection [12] and use a different algorithm in different parts of the instance space.
Two similar, but more complicated approaches that were developed by Merz [19] are Dynamic Selection and Dynamic Weighting. The selection of algorithms is based on their local performance, but not around the test instance itself, rather around the meta-instance comprising the predictions of the classification models on the test instance. Training meta-instances are produced by recording the predictions of each algorithm, using the full training data both for training and for testing. Performance data are produced by running m k-fold cross-validations, and averaging for each training instance the m evaluations.
Classifier Fusion
Unweighted and Weighted Voting are two of the simplest methods for combining not only Heterogeneous but also Homogeneous models. In Voting, each model outputs a class value (or ranking, or probability distribution) and the class with the most votes (or the highest average ranking, or average probability) is the one proposed by the ensemble. Note that this type of Voting is in fact called Plurality Voting, in contrast to the frequently used term Majority Voting, as the latter implies that at least 50% (the majority) of the votes should belong to the winning class. In Weighted Voting, the classification models are not treated equally. Each model is associated with a coefficient (weight), usually proportional to its classification accuracy.
Stacked Generalization [29] , also known as Stacking, is a method that Ting and Witten [25] have shown that Stacking works good when metainstances are formed by probability distributions for each class instead of just a class label. A recent study [10] has shown that Stacking with MultiResponse Model Trees as the meta-level learning algorithm and probability distributions, is the most accurate heterogeneous classifier combination method of the Stacking family.
Selective Fusion
Selective Fusion stands in between the paradigms of Selection and Fusion aiming to deal with the disadvantages and benefit from the advantages of both. Instead of selecting a single algorithm or fusing all algorithms, Selective Fusion initially selects a subset of algorithms with significantly better performance than the rest and then combines their decision with a simple combination method.
The critical part of the approach is the first one and is essentially a solution to the problem of finding the most accurate algorithms for a particular data set. It is clear that such a problem cannot have a unique solution as the notion of best is quite subjective and depends on the criterion used. In fact, one can always order the algorithms according to their accuracy, but then the critical question is: how many of them are truly the best in the sense that they differ significantly from all the others? So, the problem of finding the best classifiers can be rephrased as the problem of finding a subset satisfying certain criteria ensuring that: a) all the classifiers in the subset have similar good performance and b) the performance of at least one classifier in the subset differs significantly from those not in the subset.
In order to deal with this problem, we employ statistical analysis techniques that can produce groups of classifiers, homogeneous with respect to their performance. The techniques used for this task belong to the broader class of statistical procedures under the generic name multiple comparisons procedures. There exists a vast statistical literature on the subject and a large amount of different methods [13] . Here we adapt three of the most representative ones (Tukey's test, Hsu's test, Scott & Knott's procedure) to our problem of finding just one group, the one with the lowest error rate means. These three procedures are described in the following subsections.
Statistical methods require data. In our case, we need to collect several independent error estimates for each of the classification algorithms in order to select the best subgroup. For this purpose we employ stratified k-fold All three statistical procedures that follow initially calculate for each algorithm the mean error rate across all estimations:
Tukey's test
This is the most known and widely used test and can be considered as a representative of the whole class of statistical tests known as multiple range tests. The general purpose of these tests is to make all pairwise comparisons between the levels of a factor affecting a response variable in order to identify the most significant differences between them. This is achieved by computing confidence intervals for each difference of the true means and then characterizing the difference significant if the interval does not contain the zero value.
In our setup, the factor levels (or treatments) are the different classifiers while the response variable is the error rate. The multiple range tests put together in homogeneous groups all classifiers that do not have significant difference between them. It is clear that these groups are not disjoint, i.e.
a classifier can belong to more than one groups. However, in our case this
is not a problem since we are interested only in one of the groups, the one with the smallest mean error rates.
Tukey's honestly significant difference (HSD) or wholly significant difference (WSD) test is used to make all of the m = n 2 pairwise comparisons between the mean of the n algorithms. The significance of any pairwise difference between treatments (i 1 , i 2 ) is tested using the 100(1-α)% confidence interval for the differences of the unknown mean errors:
where
and Q n,ν;α is the upper α point of the Studentized range distribution with parameter n and ν = n(k−1) degrees of freedom. For more details and tables of critical values for that distribution we refer to Hochberg & Tamhane [13] .
The difference is not significant if the above confidence interval contains the 0. Tukey's test is more powerful when testing a large number of pairs of means (as in our case).
Regarding the implementation of this method for our case, the procedure involves the following steps (note that for our case it is not necessary to conduct all pairs of comparisons since we want to derive only one group with the best classifiers):
1. Sort the mean errors in ascending order:
2. Set the group of classifiers to contain the algorithm with the lowest error mean:
For each algorithm L i , i=2..n do the following:
• Calculate the upper bound of the confidence interval:
• if u > 0 then no significant difference is detected and therefore we include L i in the subgroup with the best algorithms G = G L i , otherwise goto step 4
4. Return subset of algorithms G
Hsu's test
The adaptation of Hsu's approach [14] to our problem is an attempt to find the true best algorithm. Although in a sample there is only one best algorithm, others which do not differ significantly should also be considered as candidates, since the true best algorithm is unknown. Hsu's approach considers the largest values as best and for this reason we formalize its description based on the notion of accuracy and the mean accuracy:
For each algorithm i=1..n, Hsu's approach calculates the following 100(1-α)% simultaneous confidence interval:
x − = min (x, 0) and
T n−1,ν;α is the critical value of the n-variate equicorrelated t-distribution with parameters n-1, ν = n(k − 1) and significance level α. A table with critical values can be found in Hochberg & Tamhane [13] .
If the upper bound of the above simultaneous confidence interval is 0 then we can reject algorithm i from the candidates for the most accurate classifier.
Scott and Knott's procedure
Scott and Knott [24] developed a procedure for obtaining homogeneous groups of n treatments (here n algorithms) based on the means of the response variable. We assume that each treatment has replications of the response variable (for each algorithm we have k=10 replications of the error rate). In our case we are interested only in the homogeneous group with the smallest mean values of the error rate. The procedure of Scott and Knott is given in the following steps:
2. For each i=1..n-1 separate the group of ordered error means E into 2 subgroups E 1 = {ē 1 ..ē i } and E 2 = {ē i+1 ..ē n } and compute the between-groups sum of squares:
where |E 1 |, |E 2 | are the cardinalities of the two subgroups (i.e. |E 1 | = i
and |E 2 | = n − i), andē E ,ē E 1 ,ē E 2 are the means of groups E, E 1 and
3. Find the partition that maximizes the value of the above sum of squares:
4. Compute:
and the statistic λ:
which has approximately a χ 2 ν distribution where the degrees of freedom are given by ν = k/(π − 2) (rounded).
5. If λ > χ 2 ν;α (where α is a predefined level), then set n = |E 1 |, E = E 1 and return to step 1 (i.e. repeat the procedure with the first group with the smallest means). If λ < χ 2 ν;α then all the means fall in the same homogeneous group.
Experimental Setup
This section provides information on the datasets, combination methods and participating algorithms that were used for the experiments. The WEKA machine learning software [28] was used as the platform for all the experiments.
Datasets
The predictive performance of the combination methods was evaluated on 40 data sets from the UCI Machine Learning repository [4] . Table 1 presents the details of the datasets (Folder in UCI server, number of instances, classes, continuous and discrete attributes, percentage of missing values).
Combination Methods and Participating Algorithms
We • DT: the decision table algorithm of Kohavi [18] . • JRip: the RIPPER rule learning algorithm [7] .
• PART: the PART rule learning algorithm [27] .
• J48: the decision tree learning algorithm C4.5 [22] , using Laplace smoothing for predicted probabilities.
• IBk: the k nearest neighbor algorithm [1] .
• K*: an instance-based learning algorithm with entropic distance measure [6] .
• NB: the Naive Bayes algorithm [15] using the kernel density estimator rather than assume normal distributions for numeric attributes.
• SMO: the sequential minimal optimization algorithm for training a support vector classifier using polynomial kernels [21] .
• RBF: WEKA implementation of an algorithm for training a radial basis function network [3] .
• MLP: WEKA implementation of an algorithm for training a multilayer perceptron [3] .
The meta-level training data for Stacking are produced using 10-fold stratified cross-validation on the training set. Exactly the same procedure is used for estimating the accuracy of the above base-level algorithms. All combination methods operate on probability distributions of the base-level classifiers.
Results and Discussion
For the evaluation of the combination methods we perform 10-fold stratified cross-validation. In each of the 10 repetitions, the same 9 folds are used for training the different combination methods and 1 fold for evaluating their performance. The error rates are averaged over the 10 folds in order to obtain the average error of each method in each data set. Table 2 , shows the average 10-fold cross-validation error rate of the combining methods for each data set. The last line presents the geometric mean, which is a normalized version of the standard mean. The geometric mean is considered more robust for comparison over several data sets that give error values not normally distributed with have many outliers.
As far as the standard methods are concerned we notice that Evaluation and Selection has the highest geometric mean of error, followed by Voting, we can make the general observation that the more liberal (i.e. selecting In order to detect whether the above described performance differences are significant, we apply a paired t-test to the errors of the methods in the 10 folds of the cross-validation with a significance level of 0.05. From the outcome of this test on all data sets we report the statistically significant wins and losses for each pair of methods. Fusion is a much simpler and less computationally expensive method.
Varying the number of classifiers
In this section we will study the relationship of the number of classifiers with the computational complexity and the predictive performance of the methods that participated in the experiments. 
This is actually the cost of Voting. Evaluation and Selection, Weighted
Voting and Selective Fusion require an estimation of accuracy, which is typically obtained by k-fold cross-validation. This demands another k training sessions for each algorithm on data sets of size (rows) equal to k−1 k r. If we make the assumption that the complexity of the inductive algorithms used for base-level learning is linear to the instances of the data set, then the total computational cost for these methods is:
Stacking requires a further step of meta-level training. The data for the next level of training are obtained with a process similar to k-fold crossvalidation. The rows of the meta-level data are m. The number of metalevel features is n for Stacking with class labels and nc for Stacking with probability distributions. Therefore the cost of Stacking is:
where M C is the meta-classifier. This extra cost of learning might be small compared to the previous k +1 training processes, although it depends on the learning algorithm used for MC and the number of base-level algorithms and classes. Some algorithms have square complexity with respect to the number of features. Therefore if nc >> f , then the cost of meta-training could dominate the total cost of Stacking.
Another known problem of Stacking that shows up with this analysis is the high-dimensionality of the meta-level training data for problems with many classes and many base-level classifiers. Stacking will have a severe problem to generalize well from the meta-level training data for a large ensemble size. Figure 1 , shows the geometric mean of the error of the participating methods (vertical axis) on all data sets, using different number of classifiers (horizontal axis). We start with the 10 classifiers and in turn remove one algorithm, the one with the largest error rate on the test sets, until only 3 remain. By removing the algorithm with the largest error rate, we are actually being less fair to Selective Fusion that can discard algorithms of poor performance automatically. The most interesting result is that the performance of Stacking is initially the best among all competing methods. However, as the size of the ensemble increases the performance of Stacking also increases but not in the same rate as the Selective Fusion approaches. This leads to Stacking becoming worse than Selective Fusion for ensemble sizes greater than 5. As mentioned in the previous subsection, the problem with Stacking is the high dimensionality of the meta-data for many classifiers.
Predictive Performance
Overall, the best results are obtained with large numbers of classifiers, with the best geometric mean obtained for 9 classifiers by Selective Fusion with the Tukey's method and Weighted Voting. This shows that in order to obtain the optimal performance from a heterogeneous ensemble, one should equip it with many diverse algorithms in order to ensure that some of them will be appropriate for this data set and at the same time exclude the ones not suitable using a process like the one proposed in this paper. The concept of using statistical tests for selecting the best subset of algorithms, could be considered as a pre-processing step for any fusion method.
Such an approach could also be applied to homogeneous models, for filtering of potentially bad-performing models produced by procedures, such as bagging and randomization [9] .
As a general conclusion, we believe that it is worth researching more into advancing simple heterogeneous ensemble methods such as evaluation and selection, voting and weighted voting instead of complex methods that require more input parameters and a lot more computational cost with questionable results.
For future work, we intend to research into alternative methods for classi-fier performance evaluation, in order to further improve the Selective Fusion framework. In addition we intend to investigate the applicability of the proposed ideas to more complex Classifier Evaluation methods such as those that are based on local accuracy estimates.
