Lagrangian shock hydrodynamics simulations will fail to proceed past a certain time if the mesh is approaching tangling. A common solution is an Arbitrary Lagrangian Eulerian (ALE) form, in which the mesh is improved (remeshing) and the solution is remapped onto the improved mesh. The simplest remeshing techniques involve moving only the nodes of the mesh. More advanced remeshing techniques involve altering the mesh connectivity in portions of the domain in order to prevent tangling. Work has been done using Voronoi-based polygonal mesh generators and 2D quad/triangle mesh adaptation. This paper presents the use of tetrahedral mesh adaptation methods as the remeshing step in an otherwise Lagrangian finite element shock hydrodynamics code called Alexa.
Introduction
When simulating shock hydrodynamics, Lagrangian methods (those in which the mesh follows the material) have several key benefits compared to Eulerian methods (those in which the material moves past a fixed mesh), including ease of formulation and implementation, decreased diffusion, better interface tracking, and more theoretically sound treatment of solid materials including plasticity. However, Lagrangian methods have a fundamental limitation in that for most non-trivial simulations there is a point where elements will approach an inverted state, and via the CFL constraint the time step will go to zero, preventing the simulation from proceeding past the point where the element would tangle.
Several researchers to date have thus devised methods in which, when the mesh comes close to tangling, a new mesh is somehow created, and the solution is "remapped" from the old mesh to the new mesh. The simulation then continues using the pure Lagrangian method based on the new mesh. One of the easiest ways to obtain this new mesh is by "relaxing" the current mesh by moving its nodes to a state where its elements are further from tangling, possibly moving them to their original positions.
More advanced remeshing approaches have also been used in which a subset of the mesh (typically the subset closest to tangling) is replaced with a new mesh of different connectivity altogether which is as far from tangling as possible.
The work in this paper focuses on the use of local tetrahedral mesh modifications as a viable way to implement the remeshing step, and present a Lagrangian finite element formulation and remapping algorithms that work together with these tetrahedral modifications to form an effective shock hydrodynamics solution.
We used (and contributed to) the Omega h 1 library to provide our tetrahedral mesh adaptation mechanics, and our overall shock hydrodynamics code is called Alexa.
Related Work
Crowley presented work done at Lawrence Livermore National Laboratory to develop a shock hydrodynamics code which employed a variety of local mesh modification methods on a 2D mesh composed of quads and triangles [1] . He describes the trade-offs between the convenience of node-centered schemes versus the ability to run multi-material simulations and presents a wide variety of modifications that can be applied to the mixed-topology mesh.
Loubère, Maire, Shashkov, Breil, and Galera [2] presented a method which begins with a 2D Lagrangian hydrodynamics code that uses a staggered grid discretization on general polygonal elements (built from the Voronoi tesselation of a set of generator points), and adds a remeshing step (which they refer to as the "rezone phase"), which generates a new mesh where needed by moving generator points and recomputing the Voronoi tesselation. Fields (e.g. mass density) then need to be remapped onto the new mesh. Since the connectivity of the new mesh can be arbitrarily different from that of the old mesh, the ability to intersect two arbitrary polygons is necessary to remap fields conservatively between the two meshes. Some of the earliest work on such intersection of polyhedra (in 3D) is by Grandy [3] .
Simplicial meshes are those composed of triangles, tetrahedra, or in the trivial 1D case, 1D segments (edges). Local mesh modification operations have been developed that are able to modify such meshes to satisfy certain resolution or quality requests [4] . We review the details of these operations in Section 4. These operations have formed the basis for mesh adaptation techniques which modify simplicial meshes to minimize the number of degrees of freedom required to solve a problem at a certain accuracy by changing element sizes and aspect ratios. The success of simplicial mesh adaptation is most evident in the Computational Fluid Dynamics (CFD) community whose turbulent NavierStokes solutions are preferably resolved using very high aspect ratio elements. This is exemplified by the work of Frey and Alauzet [5] .
Del Pino used the 2D (triangle) versions of these simplicial modification operations as the remeshing component of an otherwise Lagrangian shock hydrodynamics simulation [6] . Like Loubère et al., Del Pino develops a technique for intersecting polygons and uses this to implement a conservative remap scheme. Our work can be viewed in part as an extension of Del Pino's work to 3D (tetrahedral) elements.
Lagrangian Finite Element
This section describes the Lagrangian finite element formulation which we use to advance in time in between mesh adaptations. We had several key constraints that influenced how we formulated our finite element discretization:
1. Geometrically, each element must be a flat-sided simplex. This is a constraint imposed by the mesh adaptation techniques being used. 2. Discontinuities between materials must be representable, meaning it must be feasible to have two adjacent elements represent two different materials. This is a formal expression of our need to simulate multi-material scenarios. 3. It should be feasible to model compressible gases. 4. It should be feasible to model elastic and plastic solids.
In the pseudo-code blocks to follow, most of the statements express an operation which is acting on every element of the mesh, or on every node. This can usually be inferred from the variable on the left hand side of the assignment.
For our time integration, we use the midpoint predictor-corrector time integrator of Love et al. [7] . This time integrator is stable for even numbers of predictor-corrector iterations, and is second-order accurate in time. The core of this algorithm is the corrector update step shown in Algorithm 7.
To satisfy the flat-sided constraint, we use a piecewise linear (nodal) discretization using 4-noded tetrahedra for kinematic variables, in particular velocity. To be able to represent discontinuities across materials, we keep thermodynamic variables at element centers. These include pressure, internal energy, and mass density. Table 1 lists the symbols we will use to describe our finite element formulation, including key physical variables.
All nodal variables are denoted with a superscript h, other variables are either global constants or cell variables. For example, p h is pressure at nodes, while p is pressure at cell centers. Subscripts are used to denote the point in time that the variable represents. For example, p n denotes pressure at time t n and p n+ 1 2 is the pressure at time t n+ 1 2 = (t n+1 + t n )/2. Superscripts in parentheses denote the iteration of the predictor-corrector time integrator. For example, p
n+1 is the prediction of pressure at time t n+1 during iteration i of the predictor-corrector method, while p (i+1) n+1 is the corresponding prediction at the next predictor-corrector iteration. Vectors and tensors are bold-faced, while scalars are not. Lagrangian (material perspective) time derivatives are denoted by dots (e.g.v h ). Since we use linear tetrahedra, we introduce a Variational Multi-Scale (VMS) stabilization inspired by the works of Scovazzi et al. [8, 9] . In particular, we adopt the fine-scale pressure concept described in [8] and the fine-scale displacement concept described in [9] . Algorithm 4 shows the computation of these quantities during one predictor-corrector iteration.
In order to help prevent element locking, we project pressure onto the nodes while including a stabilizing contribution from fine-scale displacement as introduced in [9] . This projection is presented in Algorithm 5.
For shock-capturing, we use the same stress-tensor artificial viscosity term introduced in [8] . We omit the artificial heat flux term because it was non-trivial to express it in our staggered discretization, as opposed to the original nodecentered discretization. Our computation of artificial viscosity is described in Algorithm 6.
Algorithm 1 combines the other algorithms to show our full Lagrangian method including time stepping and predictor-corrector loops. Our definition of total stress includes a contribution from the projected pressure, a VMS finescale pressure contribution, and a tensorial artificial viscosity as shown in line 16 of Algorithm 1.
For plasticity modeling, we use an updated-Lagrangian formulation to track a deformation gradient value at each element. It is initially the identity F = I, and is updated at each time step as shown in line 21 of Algorithm 1.
A more in-depth description of our Lagrangian method, including convergence and non-adaptive results on standard problems, will be the subject of a future publication. User specifies i max , n max , t max , C art;1 , C art;2 , C CFL , C τ , and Y 0 3:
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Tetrahedral Mesh Adaptation
We make use of the open-source Omega h library which is designed to apply simplex mesh modifications based on a "metric field" of desired mesh resolutions and a minimum desired element quality. The term "metric" comes from a widely 
10: end function used specification for anisotropic simplicial meshes. Since this paper presents only work with isotropic meshes, we will present a simplified description of the metric for this special case. Although it is usually represented as a 3 × 3 tensor in 3D, in the isotropic case it is a diagonal tensor with all equal eigenvalues, so it may be replaced with a scalar M = 1/h 2 , where h is the desired resolution (edge length) at a given point in space. The length of an edge − → ab in metric space can be measured as l M = (b − a) T M(b − a). Note that if an edge has Euclidean length 2h, then its length in metric space is 2. In other words the metric length is a relative measure of the edge's actual Euclidean length relative to its desired Euclidean length. This measure drives most of the operations involved in mesh adaptation.
Another important measure is that of element quality. We can define the quality of a tetrahedron by comparing its volume to the cube of its "average" edge length, as described in (1), where V is the volume of the tetrahedron and l i the length of one of its edges i ∈ [1, 6] . Note that the quality of an equilateral tetrahedron is 1.
(1)
Omega h employs the following simplex mesh modifications, which we will also refer to as topological modifications because they change the connectivity of the mesh, and as cavity modifications because each one only alters the connectivity in a small local cavity defined by a few adjacent elements:
1. Edge split: A single edge of the mesh is split in half (measured in pure Euclidean space, not metric space) , and all adjacent elements are also split in half in a conformal way. This operation is primarily used to increase vertex, reducing the size of the edge and any adjacent elements to zero. These elements are removed from the mesh. This operation is primarily used to decrease mesh resolution, and sometimes to improve quality. In particular, Omega h will attempt this operation on edges whose metric length l M is less than 1/ √ 2. 3. Edge swap: the set of elements around an edge is removed, and replaced with a new set of elements that fit the same volume, such that the original edge is not recreated. This operation is primarily used to improve mesh quality. In particular, Omega h will attempt this operation if the set of elements contains an element with quality Q less than 0.3. Table 2 shows illustrations of each of these operations in both 2D (triangle) and 3D (tetrahedron) cases.
Although more operations exist in the literature [10, 11] , we find these three sufficient to satisfy the resolution and quality requirements for our shock hydrodynamics application.
Mesh adaptation must take care not to violate certain high-level properties of the approximate domains when making these modifications. For example, a naive edge collapse may remove all elements representing a given material region from the mesh, thus artificially causing that region to disappear. Unrestricted edge swaps can also cause such issues. Thus, Omega h will only perform edge swaps when their cavity is entirely within one material region, and will only perform edge collapses when the topology of interfaces between material regions is preserved. However, edge collapses whose cavities include multiple material regions are allowed and even necessary in some cases (the quality of triangles on the interface can restrict the quality of tetrahedra inside the region).
Del Pino cites the complexity of implementing 3D tetrahedral edge swaps as a barrier for going from 2D to 3D [6] . As Table 2 shows, the 2D edge swap has only one possible outcome, while the 3D edge swap has arbitrarily many possible outcomes, because it reduces to the problem of triangulating an arbitrary convex 2D polyhedron. Omega h has a limited but efficient implementation of edge swapping based on work by Freitag and Ollivier-Gooch [12] , which can handle cases of up to 7 tetrahedra adjacent to the target edge. All possible topological outcomes for each case of N ≤ 7 adjacent tetrahedra are enumerated (combining duplicates under rotational symmetry) and stored as tables. All topologically unique tetrahedra that could be formed are also stored as tables, allowing fast evaluation and caching of tetrahedra which appear in many possible outcomes. Since the goal is to improve the quality of elements per (1), possible outcomes are quickly eliminated once a unique tetrahedron is discovered whose quality is lower than desired. A more detailed description of this approach is given by Freitag and Ollivier-Gooch [12] .
Our mesh adaptation guarantees that all elements are above a certain desired mesh quality (> 28% as measured by (1)) at all points during the simulation (Lagrangian steps and during adaptation and remap). When using adaptation, elements do not go below this level of quality, let alone tangle. This holds for all results in Section 7.
Field Remap
We remap the following fields during mesh adaptation: velocity (v), mass density (ρ), internal energy per unit volume (ρ ), deformation gradient (F), and fine scale displacement (u ).
In addition, we exactly conserve the following quantities as integrals over single-material bodies during remap: mass, internal energy, and momentum. While many aspects of our remap are localized, there are parts of the algorithm which are non-local and risk transferring quantities faster than the wave speed.
Note that there is a mismatch in conservation between the Lagrangian method and the remap algorithm: the Lagrangian method conserves total energy, while the remap algorithm conserves internal energy. Together they conserve neither exactly. It remains future work for us to reconcile these conservation properties such that the overall code conserves an energy quantity, possibly using ideas from the remap method of Burton et al. [13] .
One of the key benefits of using local cavity modifications on the mesh is that remapping can be done during mesh modification, and can in most cases be restricted to alter only the interior of the cavity being modified. Another benefit of cavity-level remap is that it can be tailored to specific properties of each modification. For example, it is usually possible to define a remap algorithm such that an edge split is exact and introduces no error. This is fundamentally because the new discretization space is strictly a superset of the old discretization space in the cavity.
Edge Split: velocity and densities
The basic velocity remap algorithm is straightforward: when an edge split occurs, the velocity at the new node is the average of the velocities at the endpoints of the edge. This is consistent with the claim above that edge splits incur no remap error, since the variation of velocity over the cavity remains the same. During an edge split, each affected "parent" element is cut into two "child" elements of equal volume. Therefore, we assign the parent element's mass density, internal energy density, deformation gradient, and fine scale displacement to both of the child elements. That is:
This conserves integrals of densities and remains consistent with the principle of error-free remap for an edge split.
"Pointwise" values: deformation gradient and fine-scale displacement
The deformation gradient and fine scale displacement are remapped on a component-by-component basis. For each of the 9 components of the deformation gradient and 3 components of the fine scale displacement, we apply an algorithm to remap scalar values at element centers. In the case of edge collapses and edge swaps, this algorithm finds a single linear polynomial over the cavity that best fits (in a least-squares sense) the scalar values at the centroids of the elements prior to the modification. Then, for each centroid of an element after the modification, this linear polynomial is evaluated at that centroid to obtain that element's new scalar value. If V d and V t are the Vandermonde matrices formed by the coordinates of cell centers of the donor and target configurations, respectively, then the scalar values at target cell centers u t are given by (2) . While this algorithm is good at preserving the variation of said scalar field over space, it does not take into account any invariant properties of the deformation gradient or displacement vector. It also has no guarantees of conservation. We therefore consider it future work to implement better algorithms for remapping deformation gradient and fine scale displacement which are guaranteed to preserve certain properties, for example the positivity of the determinant of the deformation gradient. Put another way, if we take the scalar value of interest as f (x K ), evaluated at the centroid x K of some element K in the cavity, we solve:
The vector g and scalar b then define a linear function over the cavity. We evaluate this at each target centroid.
Collapses and swaps: integral conservation
The remap of mass density and internal energy density during edge collapses and edge swaps requires special consideration to ensure conservation. We first employ an intersection-based technique that considers all elements in the cavity prior to the modification (we call these donor elements), and all elements in the cavity after the modification (we call these target elements). For each unique pair consisting of one donor and one target element, we compute the volume of their geometric intersection. To do this, we use a modified version of the R3D software [14] , which computes intersections of polyhedra. If C is a cavity, E * (C) its target elements, and E(C) its donor elements, (3) describes the volume-weighted computation of each target element's density given the densities of donor elements and intersection volumes. An example of this process is illustrated in Figure 1 .
If the cavity's overall domain does not change between donor and target configurations, this method exactly conserves mass. There are cases, however, when an edge collapse must be performed on a boundary that is not completely planar, which can alter the domain (and volume) of the cavity between configurations. As Figure 1 shows, this can lead to situations where part of a donor element does not intersect with any target elements, or vice versa. As specified in (3), we choose to use only the portion of the volume of a target element that intersects with donor elements as the divisor in this case, which may be less than the target element's volume. This has the effect of better preserving existing densities (i.e. it is bounds-preserving) in the case when the volume of the cavity changes, but it is not conservative.
By constrast, Del Pino always divides by the full volume of the target element, which has the effect of applying a local correction to conserve mass in the cavity [6] . We find that in certain cases this can cause an excessively large and abrupt change in density (proportional to the change in cavity volume) which can cause non-physical shocks to form. Thus, we choose instead to add this integral error to a temporary "error field" which exists throughout the adaptation procedure, which gives us a chance to smooth the error beyond the level of one cavity.
Algorithm 8 Conservative algorithm to smooth integration errors given the error integrals e and quantity integrals m at cells user specifies parametersṼ min ,ρ max V ← max(|m|,Ṽ min ) algorithmic "volume" is integral magnitudẽ ρ ← e/Ṽ algorithmic "error density" while ∃ρ >ρ max do for each cell a do for each cell b which is face-adjacent to a dõ
) end for end for end while e ←ρṼ During adaptation, "error density" fields are remapped as shown in (4), which is always exactly conservative but is diffusive and not bounds-preserving. At the end of the adaptation procedure, we smooth the various error fields to help decrease their effect during the subsequent repair step. The smoothing algorithm is listed as Algorithm 8. It distributes this error among elements in the same material region, in proportion to the integral amount they already have (e.g. the amount of mass error associated with an element (ρ max ) is up to 10% of its current mass). Since we do not allow error flux between material regions, the non-locality extends up to the full volume of a single material region. The parameterρ max forms a relative cap on the amount of error that each element is allowed to support. After smoothing, the error assigned to each element is subtracted from its integral amount, restoring conservation. Figure 2 illustrates the benefit of error smoothing in terms of preserving bounds on minimum and maximum mass density. 
Momentum conservation
Because we use a staggered grid (velocity and mass density use different basis functions), momentum is not conserved by edge collapses and edge swaps even when their cavities are within one material region. We focus on momentum evaluated at cell centers using interpolated velocity values. As with mass error in the special case of curved boundaries, we can measure and track the momentum conservation error (at cell centers) in its own error field.
The conservation repair for momentum is similar, but instead of directly subtracting the smoothed error from a element-centered field, the smoothed error in each element is used to adjust adjacent nodal velocities such that conservation is restored in the resulting momentum integral. To be precise, the error in momentum at cell centers is computed and smoothed as before, followed by each cell donating equal parts of its momentum error to each node. Nodal momentum error is then divided by nodal mass, obtaining a nodal velocity correction. Nodal mass is computed based on the nodal co-volume, which is one fourth the volume (mass) of each adjacent tetrahedron. We also take care to honor specified boundary conditions on velocity, so that the momentum conservation repair cannot accelerate a boundary which was previously fixed in space.
Remaining Issues
Due to a combination of using strictly single-material elements and allowing certain modifications to alter region volume, we incur a material region volume error which essentially requires us to make a trade-off between conservation and bounds-preservation. Other researchers [2, 15] prevent volume errors by allowing material interfaces to cut through elements, resulting in multi-material elements. This creates new challenges in the form of interface reconstruction [16] and establishing an equilibrium within an element based on multiple material volume fractions [15] . It remains as future work for us to compare and contrast our approach with alternatives from the standpoint of both conservation and overall solution accuracy in problems of interest.
Our remapping algorithm conserves internal energy, not total energy, and therefore the overall adaptive method does not conserve total energy. A second area of future work for us is to attempt to conserve total energy in the overall method, possibly using ideas from Burton et al.'s work [13] .
The error field smoothing step carries risk because it is non-local in nature, and thus decreases the locality of conservation that is a key advantage of cavitybased adaptation, and central to classic proofs of convergence. A third area of future work is then to examine the trade-offs of this non-local inconsistency versus non-local conservation, possibly contrasting our current approach with more consistent but less conservative alternatives.
The cavity-level remapping algorithms dealing with densities are at best first-order accurate, which is consistent with the Lagrangian element's firstorder accuracy in space. The accuracy is harder to evaluate for things like least-squares remap or error smoothing.
Metric Field
Mesh adaptation is guided by a metric field which specifies the desired mesh resolution at each point in the domain. Algorithms exist in the literature for deriving a metric that aims to equally distribute and minimize the discretization error for a given field, based on estimates of its derivatives. We use Hessianbased (second derivative) and gradient-based metric construction algorithms based on the work of Frey and Alauzet [5] . Algorithms also exist to derive an "implied" metric field based on a given mesh, which is the metric field that reflects the existing mesh resolution. For this we use the per-element implied metric as described by Ibanez [17] . Finally, algorithms exist to intersect multiple metric fields such that multiple factors can affect the resolution of the final mesh (e.g. bound discretization error of more than one field) [5, 18] .
However, mesh resolution is also constrained by the size and shape of material regions, which can change arbitrarily in Lagrangian hydrodynamic simulations. This can lead to an inconsistency between the constraints of region geometry and the metric field.
The particular example we focus on is that of the distance between two material region boundaries being less than the resolution specified by the metric field. In order to resolve this, we develop an algorithm to detect, based only on mesh information, the distance between two boundaries, and we then use this computed distance to bound the metric field such that they do not conflict.
The algorithm to detect distance between two boundaries relies on the fact that it is only needed for the case when these boundaries are coming closer than mesh resolution, so it focuses on the case where there is only one element of mesh thickness between them. This also makes it computationally more efficient. It works by traversing all elements that touch two boundaries (actually, all mesh entities of each dimension, meaning mesh edges, triangles, and tetrahedra) and computing shortest-distance measures within those elements. illustrates the four different cases that are detected and the shortest paths that are measured. It is important to measure more than just edge lengths, because boundaries may come together in a way that distorts elements and keeps edges significantly longer than the actual shortest distance between the boundaries.
Results
In this section, we exercise Alexa on a variety of shock hydrodynamic examples. Note that it is not the purpose of this paper to provide a quantitative analysis of the numerical methods developed for Alexa, but rather to illustrate the effectiveness of tetrahedral adaptation in supporting a Lagrangian hydrodynamic simulation when material regions undergo very large deformations.
Unless otherwise stated, all the simulations run below have zero-acceleration boundary conditions applied to all outer boundaries in the normal direction, meaning material can only move tangentially to the outer boundaries. Finally, all simulations were run with C τ = 1, C art;1 = 0.15 and C art;1 = 1.2.
Saltzman Problem
We begin with a test of the Lagragian numerical method in the absence of adaptivity. In particular, we demonstrate our VMS element formulation on a distorted mesh following Saltzman and Coella [19] (see also [8] ). This problem tests the ability of the numerical method to capture a planar wave as it propagates through a non-ideal mesh. The problem is initialized as stationary rectangular domain of ideal gas (γ = 5/3) with a density of 1 and internal energy of 10 −12 . At time, t, of zero the left boundary has a unit velocity along the axis of the gas domain with other boundaries as specified above. Figure 4 shows density profile at t = 0.7. The coarse mesh results includes the mesh used while the finer results do not include mesh lines to avoid obscuring the density profiles. The coarse mesh was generated using a distored 40x4x4 hexahedral mesh for which each hexahedral element was then subdivided by 24 tet elements. The next finer meshes were similarly generated with 80x8x8 and 160x16x16 hexahedral elements. The figure illustrates expected wall heating on the left hand side of the image with post shock density of 4 and pre-shock of 1, again as expected. Figure 5 shows a scatter plot of density at t = 0.7 as a function of axial direction along the gas domain. Again, wall heating is evident at the left hand side of the domain while density appears to converge to the analytical solution (solid black line). 
Air Blast
This test case, although conceptually two-dimensional, will be solved with a tetrahedral mesh. The 2D domain is an 800m by 800m square, the 3D domain extrudes this square with a thickness of 80m. It is filled with a single material which is an ideal gas with parameter γ = 5/3. An initial blast at x = 0m and y = 180m is created by setting initial mass density to
and initial internal energy to:
The initial mesh has edges of average length 10m, and the metric for adaptation will be defined by the gradient of mass density. In particular, mesh resolution at a point will be proportional to the magnitude of the gradient of mass density at that point. Figure 6 shows four states of this test case, including the initially very fine mesh at t = 0s, and another state shortly thereafter where the mesh has coarsened significantly in areas the wave has not reached yet, and remains refined near the wave front. The color indicates mass density, with low density being dark blue and high density being red. The latter two states show the interacting shocks resulting from the reflection of the initial shock off the lower domain boundary. 
Triple Point
Like the air blast case, this is conceptually a 2D problem. It consists of three adjacent ideal gas material regions, with properties as listed in Table 3 , where γ is the parameter defining ideal gas behavior. This problem is unitless in the sense that the units are not necessarily SI units, it is only their ratios which are important. The domain is 7 by 3, with a thickness (z) of 0.25, and the division between left and right occurs at x = 1. The initial mesh resolution is edges of length 0.4 on average. Figure 7 shows the mesh (in the xy plane) colored by material region ID at times t = 0, t = 5, and t = 10. The main phenomenon of interest in this test case is how the grey gas region is entrained between the other two, and shaped into a very thin tendril. This was our main driver for implementing the proximity-based metric described in Section 6, which is able to increase the mesh resolution in response to the decreasing width of this material region, the result of which is visible in the bottom part of Figure 7 .
Note that there is no refinement near shocks or contact discontinuities because the metric is just a constant plus contributions based on interface proximity, nothing else.
Expanding Foil
In this properly three-dimensional problem, we begin with a large slab of material, modeled as a hyper-elastic solid with a Young's Modulus of 4 × 10 −9 g µm −1 µs −2 and a Poisson's ratio of 0.3. Beneath this slab, a thin foil filled with ideal gas is inserted. This gas starts out with a large initial energy, causing it to rapidly expand and push upwards on the slab above it. The ideal gas is modeled with parameter γ = 1.5. The initial conditions for the slab are ρ = 10 −2 . The problem is modeled with two-way symmetry, meaning we simulate onequarter of the actual geometry. Seen from above, the quarter of the slab is a 625 µm by 625 µm square, and has a vertical thickness of 25 µm. The quarter of the foil is 125 µm by 125 µm, and has a thickness of 3 µm. The initial mesh is constructed such that in each material there are approximately two elements across the thickness, with a smooth transition of resolution between the two materials. Unlike our other test problems, we only impose zero acceleration in the normal direction for the bottom surface and the two symmetry planes. The other three surfaces have no boundary conditions imposed. Figure 8 shows a perspective view looking out of the corner of the symmetry planes, at three different points in time, which is colored by material type (red being the foil). It is important to note that the volume of the foil material region increases by orders of magnitude, while the slab material above it is compressed into a layer that is much thinner than anything in the initial geometry. It is these two effects that guide our adaptivity metric. The proximity detection method from Section 6 is used to refine the mesh in the thin upper part. The resolution is also allowed to increase up to twice its current resolution at each adaptation, subject to gradation constraints (smooth variation of resolution over space), to allow a coarser discretization of the foil's interior as its volume increases.
Closure
We present the use of tetrahedral mesh adaptation via local cavity modifications as a mechanism for implementing the mesh repair and remap steps in an otherwise Lagrangian shock hydrodynamics simulation code. A linear tetrahedral finite element discretization is presented which is compatible with the mesh adaptation mechanics as well as the desire to solve multi-material problems that include elastic solids. Remap algorithms for each field and each type of mesh modification are developed with conservation requirements in mind. We are able to explicitly track boundaries between materials and maintain single-material elements in the presence of arbitrary deformation of material boundaries. Using three examples, we show that tetrahedral mesh adaptation is robust enough to track large deformations of material regions in a multi-material setting, and is an effective approach to implementing the remesh and remap steps that allow a Lagrangian simulation to handle such cases.
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