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En aquest projecte es vol aprendre a optimitzar un codi mitjançant tècniques de programació 
paral·lela, ja que és un tema que avui dia considero molt important i de gran utilitat aprendre’n 
perquè cada cop més les màquines tenen, a part de més potència, més CPU’s, i per aprofitar al 
màxim el potencial que ens ofereix el PC s’ha de canviar la mentalitat de la programació. 
 
El codi escollit és la Factorització LU d’una matriu ja que té moltes parts que poden ser 
paral·lelitzades i, per tant, obtenir una gran millora en el rendiment. 
 
Després d’estudiar alguns algorismes de la Factorització LU, ens hem decantat per el CALU 
(Communication Avoiding LU), que és el que minimitza el cost de les comunicacions, cosa que 
és útil per a computadors de memòria distribuïda. De tota manera, també he estudiat els 
algoritmes clàssics per poder entendre millor el problema i com atacar-lo. 
 
També he estudiat diferents models de programació paral·lela, tant els que estan pensats per a 
memòria compartida, com el OpenMP, com els que estan pensats per a memòria distribuïda, 
com el MPI, o fins i tot, tot i que aquest últim més per sobre, he estudiat OpenCL. 
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1.2 Descripció dels objectius 
 
Els objectius del projecte són els següents: 
 
 Estudiar el problema de la Factorització LU. 
 
 Estudiar diferents algoritmes per a la Factorització LU. 
 
 Implementar el algoritme de la llibreria LAPACK i entendre'l. 
 
 Escollir el que es creu més òptim (CALU) per a paral·lelitzar i fer una primera 
implementació seqüencial.  
 
 Estudiar diferents models de programació paral·lela. 
 
 Aplicar algun model de programació paral·lela dels estudiats. 
 
 Fer diferents optimitzacions per a que el temps disminueixi i aprofitar al màxim les 
CPU's. 
 
 Estudiar els resultats obtinguts i els temps. 
  





El meu interès per la paral·lelització va començar quan vaig cursar l’assignatura de Sistemes 
Operatius (SO). Em va semblar molt interessant i curiós el fet de poder repartir un problema i 
varies parts, fils, i que es poguessin executar en paral·lel. 
 
D’altra banda, també em va semblar curiós la dificultat d’aprofitar en moltes aplicacions, i com 
es podria solucionar. 
 
A més, també volia fer un programa gran utilitzant tècniques de paral·lelització i aprendre a 
programar en paral·lel, intentant evitar al màxim les zones d’exclusió i repartint bé les tasques. 
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1.4. Entorn de Treball i de execució 
 
Les proves i el desenvolupament del codi l’he fet, en 2 màquines diferents. Però en ambdues 
tenia gairebé el mateix entorn i les mateixes eines.  
 
El servidor, que em va proporcionar accés a la FIB, on feia servir un compilador gcc, compilant 
amb el flag –fopenmp per a poder compilar amb OpenMP. 
 
Per les proves dels càlculs a la fase d’estudi previ vaig usar Octave, un programa similar a 
Matlab per a fer càlculs amb matrius i provar la lu.  
 
Per a compilar les proves de smpss, em vaig baixar l’última versió disponible a la web del BSC. 
 
També per veure com s’estava executant amb el SMPSS vaig utilitzar l’eina Paraver, que serveix 









La metodologia emprada en aquest projecte ha estat la següent: 
 
 Primer ha hagut una fase d’estudi previ del problema i de les diferents formes 
d’enfocar-lo per a poder entendre’l bé. 
 
 Després he estudiat els models de programació paral·lela i com aplicar-los. 
 
 Finalment, he programat les diferents versions, comprovant sempre que el codi fos 
correcte i que millores realment el rendiment del projecte. 
 
Per a optimitzar el codi, m’he guiat per la llei de Ambhal, és a dir m’he centrat en la part que 
més temps gastava per a poder obtenir una millora més gran. 
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2. Factorització LU 
La factorització LU és un mètode per factoritzar una matriu en dos matrius (una inferior 







Les utilitzacions de la factorització LU és per resoldre sistemes d’equacions de forma eficient o 
per trobar la matriu inversa. És força similar a la eliminació gaussiana. 
 
El problema de la factorització LU és la seva inestabilitat, ja que en algun pas ens podem trobar 
amb un 0, i en aquell moment em de fer servir permutacions per mantenir la estabilitat de la 
factorització, per així evitar dividir per 0. 
 
Existeixen diverses maneres d’escollir quines permutacions fer servir, però la més utilitzada és 
la de pivotament parcial. 
 
Un exemple d’algorisme basat en pivotament parcial és el de la llibreria LAPACK. Per cada 
columna, sempre busca l’element més gran en valor absolut i intercanvia les files. És un mètode 
correcte i dóna resultats bons, però el problema més gran és el temps que es perd en buscar 
l’element més gran i fer els intercanvis de files, ja que fins que no hem fet tots els intercanvis no 
podem continuar amb el següent pas. 
 
L’algorisme que hem escollit nosaltres és el de CALU(Communication Avoiding LU).  En aquest 
algorisme, es divideix la feina en blocs molt llargs i estrets. 
 
Cada processador treballa sobre un bloc, i dins d’aquell bloc apliquen l’algorisme clàssic de LU 
(el del LAPACK), i ens quedem amb les b primeres files permutades que ens ha donat de 
resultat (on b és l’amplada del bloc).  En el següent pas, ajuntem els blocs per parelles agafant 
les b primeres files dels blocs, quedant la meitat de blocs de mida 2b d’alçada amb les teòriques 
millors files per a realitzar la LU.  
 
Anirem seguint realitzant els passos fins que només ens quedi 1 bloc, al qual li realitzarem una 
última LU i ja tindrem les b files que hem de permutar a les primeres permutacions.  
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Amb aquestes permutacions, les apliquem a la matriu original, apliquem una LU sense 














En total realitzarem                      passos per trobar les b millors files. Amb això 
guanyem a l’hora de poder buscar les files per les permutacions, ja que treballem sobre blocs 










Òbviament, donada la forma en la que busquem les files per a realitzar les permutacions, pot 
no donar el mateix resultat que en el algorisme clàssic, ja que pot ser que la combinació de 
permutacions que donaria al total de la columna és diferent a la dels blocs petits, però com no 
hi ha un únic resultat per a la LU amb permutacions, el resultat també és correcte i vàlid. 
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3. Models de programació paral·lela 
Les dos grans divisions inicials en les que es pot dividir els models de programació és entre 
memòria compartida i memòria distribuïda. 
 
El primer és representat per OpenMP i el segon en MPI. 
 
És per això que vaig escollir aquest models de programació per estudiar. 
 
En la memòria compartida no cal que reparteixis les dades de forma conscient per a que 
estiguin en la memòria que ens interessi, ni tampoc cal fer copies dels valors per a cada 
processadors, amb lo que pot semblar d’entrada més eficient. L’inconvenient és que necessites 
tenir-ho tot en una sola màquina. 
  
Amb memòria distribuïda, has de pensar inicialment les dades, i a més, has de fer les copies de 
les dades, però tens els avantatges de que pots executar-ho en servidors distribuïts. 
 
Finalment avui dia han començat ha entrar els llenguatges per a GPU’s, ja que les targetes 
gràfiques cada cop tenen més potència. Tot això feia interessant estudiar i entendre diferents 
punts de vista de programació paral·lela, tot i que al final ens vam quedar treballant només 
amb OpenMP i és en el que més m’he centrat. 
 
Per a paral·lelitzar un codi, existeixen moltes metodologies. Jo en el meu projecte he utilitzat 
OMP i SMPSS. Primerament faré una breu explicació d’altres, que m’hagués agradat utilitzar si 
hagués disposat de més temps. 
 
MPI: “Message Passing Interface”, està pensat per a treballar sobre memòria distribuïda. Té 
funcions per enviar missatges, i comunicar els threads. 
 
S’han de repartir les dades per a que cada thread tingui les seves dades a prop i no hagi 
d’esperar a que li passin les copies per missatge. 
 
OPENCL: És un llenguatge de programació que es compatible tant en GPU’s, CPU i altres tipus 
de processadors. És molt versàtil i compatible, però per contra és més complicat de programar. 
 
Permet paral·lelitzar tant a nivell de dades com a nivell de tasques i utilitza un subconjunt del 
llenguatge C.  
 
Paral·lelització de la Factorització LU  Miquel Àngel Fontana Torroba 
13 
 
OMP: A priori pot semblar senzilla d’utilitzar, però això no li treu potència. La seva senzillesa 
ajuda a paral·lelitzar codis, i ens facilita poder-lo fer de forma incremental, amb el que 
aconseguim poder veure speed-up per trossets optimitzats, i utilitzar una metodologia 
incremental a l’hora d’optimitzar codi.  
 
Però al ser senzill d’utilitzar, dóna lloc a alguns errors, ja sigui per descuit del programador, o 
perquè com fa molta cosa sol, no saps ben bé com treballa a baix nivell i pot donar problemes, 
ja que tu penses que farà una cosa i en faci un altre.  
 
Tot i així, és molt útil i quan el coneixes pot facilitar molt la feina al programador.  Es basa en 
col·locar pragmas que són pretractats pel compilador, que és el que fa tota la feina de crear els 
threads. 
 
Tu li has d’indicar quines són les variables compartides, quines privades (en cas de que sigui 
privada li has d’indicar si vols que s’inicialitzi amb algun valor concret), i aquí pot portar a 
errors, ja que has de pensar bé quina variable vols que sigui compartida, i a més si serà critica, 
que llavors no poden accedir 2 threads a l’hora. 
 
SMPSS: Té molta més potència que OMP, ja que funciona per tasques. Per fer-nos una idea 
treballa de forma similar a un processador fora d’ordre, tu li indiques quines són les 
dependències de cada funció, quines variables són d’entrada, quines de sortida o si compleixen 
ambdues condicions.  
 
Amb això va fent un graf de dependència i en el moment que una tasca no té cap dependència 
d’entrada, passa a ser executada per algun thread lliure. El cas ideal, per tant, seria que 
aconseguíssim un graf amb el mínim de dependències per a que els threads poguessin treballar 
el màxim de temps, i això ens dóna una gran avantatge en vers al OMP, que ja aconseguíem 
augmentar el rendiment al paral·lelitzar, però no sempre tots els threads podien treballar, però 
d’aquesta forma podem aconseguir una gran millora,  ja que aprofitem al màxim els recursos de 
la màquina.  
 
De totes formes sempre existeixen dependències, que faran que no obtinguem el màxim 
rendiment. A més en algunes ocasions ens hem d’assegurar que tots els threads han acabat, 
utilitzant els pragma wait o barrier, el primer espera a que una determinada variable sigui 
calculada i el segon espera a que tots els threads arribin a aquell punt.  
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Aquestes accions són necessàries per a mantenir alguns cops l’ordre d’execució per a que el 
resultat sigui correcte. Potser es poden solucionar alguns casos canviant una mica el codi, però 
per exemple en el nostre problema de la LU, sempre haurem d’esperar a calcular les 
permutacions i haver fet els intercanvis, tot hi que podem millorar el rendiment, fent aquesta 
operació a blocs, i no sobre tota la matriu, com en el cas de OMP, aquest seria un exemple de 
canvi en el codi per aconseguir major rendiment, però tot i així és necessari esperar. 
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4. Codis i estudi 
4.1. LAPACK (pivotament parcial) 
 
El codi de la llibreria LAPACK,  és el primer codi que vaig estudiar abans de començar a treballar 
amb les implementacions CALU. La funció de la llibreria LAPACK, com ja he dit anteriorment, 
utilitza el mètode de pivotament parcial. 
 
A més la funció de la llibreria LAPACK utilitza la tècnica de blocking per aprofitar millor la 
localitat espacial de la matriu. Com els codis de la llibreria LAPACK estaven pensats en Fortran 
els vaig refer, per a entendre’ls millor i fent alguns canvis que necessitaria posteriorment per al 
codi CALU. 
 
La funció dgetrf, és la funció que realitza la LU, el primer que fa és comprovació dels 
paràmetres i en el paràmetre info, hi guarda quin ha estat l’incorrecte. 
 
El següent pas que fas és escollir si fer blocking o no depenent de la mida de la matriu, si és 
prou gran, realitza la LU per blocs. La part sense blocking únicament crida a una funció auxiliar 
que és la que realment realitza la LU amb la matriu completa. L’altra part va cridant a la funció 
anterior però en blocs, i posteriorment actualitza les parts no tractades. 
 
L’actualització, primerament consisteix en fer l’intercanvi de les files afectades, tant les 
columnes anterior d’on ens trobem com a les posteriors.  Un cop intercanviades les files hem 
d’actualitzar el tros de matriu que queda per després de lo tractat fins al moment. Es tracta 
d’una multiplicació de dos vectors i restar-ho a les posicions de la matriu. És de les operacions 
més costoses de tot l’algorisme i on es perd més temps. 
 




nb = ilaenv_(&c__1, "DGETRF", " ", m, n, &c_n1, &c_n1); 
if (nb <= 1 || nb >= min(*m,*n)) { 
  meu_dgetf2_(m, n, A, dist, p, info,p2); 
} 
else { 
for (j = 0;  j < min(*m,*n); j += nb)  
{ 
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En aquest tros de codi de la funció  dgetrf és on es selecciona si fer blocking o no. nb ens 
determina la mida mínima per a fer blocking.  Si no es pot fer blocking es crida a la funció 




En cas de fer blocking, seleccionem la mida del tros que tractarem, que serà el mínim entre el 




Aquí és on realment seleccionem la mida de la matriu que tractarem. Tractarem des de la 
posició A*j+*j+, les files que ens queden fins al final, i d’ample la mida de jb. 
 
A continuació actualitzem el vector de permutacions, per que hem de sumar-li  la “j” que és la 
posició des d’on hem començat a treballar, ja que la funció ens ho retornarà des de la posició 0. 
 
 
       
A continuació intercanviem les files de les columnes anteriors. Finalment tractem, si no ens 
trobem en l’últim bloc, la resta de la matriu. 
 
 
i3 = j -1; 
     i4 = j + jb; 
      dlaswp_(&i3, A, dist, &j, &i4, p, &c__1); //swaps de columnes de 0:J-1 
 
 
i3 = *m - j; //les files que queden 
meu_dgetf2_(&i3, &jb, obte(A,j,j,*dist), dist, &p[j], &iinfo,&p2[j]); 
 
 
i3 = min(*m,*n) - j; //el que ens queda 
jb = min(i3,nb); //per si ens queda menys que la mida del bloc 
 









I finalment l’actualització dels valors de la submatriu no tractada, mitjançant la funció dgemm. 
Un cop entès com treballa de forma general el dgetrf, vaig estudiar les funcions auxiliars. 
 
La funció dgetf2, que és la que realment fa el càlcul de la LU. Com totes les funcions de LAPACK, 
primerament comprova els paràmetres. 
 
Posteriorment, busca, d’entre les files que ens queden per tractar, l’element més gran de la 
columna en la que estem, i un cop trobat intercanviem la fila on estigui per la nostra (si és 
diferent a la nostra clar, si no no cal fer l’intercanvi). 
 
  
Un cop fets els intercanvis, dividim tota la columna en la que ens trobem en aquell pas per 
l’element màxim.  
 
jp = j + idamax_(&i, obte(A,j,j,*dist), &c__1) -1;  //buscar el max 
if (jp != j) { 
   dswap_(n, obte(A,j,0,*dist), dist,obte(A,jp,0,*dist) ,dist); 
  } 
 
 
if (j + jb < *m) { 
 i3 = *m - j - jb; 
 i4 = *n - j - jb; 





if (j + jb < *n) { 
  i3 = *n - j - jb; 
  i4 = j + jb; 
  dlaswp_(&i3, obte(A,0,(j+jb),*dist), dist, &j, &i4, p, &c__1); 
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Quan el divisor és massa petit, hem de fer la divisió pas a pas, però en els altres cassos podem 
multiplicar el vector per l’invers, ja que fer una multiplicació és més eficient que fer una divisió, 




I finalment, actualitza la resta de la matriu amb el dger que multiplica els dos vectors (la 









Els temps original de la funció són aquest. La meva adaptació (canviant algunes coses per 
entendre-ho millor) té pràcticament els mateixos temps, potser una mica més lent, ja que he 





M N Temps (ms) 
512 512 216.641905 
1024 1024 1482.422444 
2048 2048 10906.401906 
4096 4096 92076.365806 
 
if ((divisor = *obte(A,j,j,*dist), abs(divisor)) >= sfmin) {    
 i = *m - j -1; 
 divisor = 1. / *obte(A,j,j,*dist); 
dscal_(&i, &divisor, obte(A,(j+1),j,*dist), &c__1); // multipliquem les files inferiors de la 
columna per l'invers     
// es a dir dividim 
} 
else { //si el numero pel que dividim es molt petit donaria error, per tant dividim manualment 
 i2 = *m - j -1; //files que queden 
 for (i = 0; i < i2; ++i) { 
 *obte(A,(j+i+1),j,*dist) /= *obte(A,j,j,*dist); 
 } 
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Els paràmetres que li passem són:  
 
 La mida de la matriu (m*n) 
 
 La matriu (A)  
 
 Quant mesura una fila per poder calcular les posicions de la matriu 
 
 El vector de permutacions (p) 
 
 La variable info que és com a la llibreria lapack per els errors, la mida de amplada que 
volem que siguin els blocs (b) 
 
 El número de processadors (pb) encara que ho utilitzem només per al número de blocs 
que dividirem, tant en la versió seqüencial que és la que explicaré ara, com en la 
paral·lela, ja que el número de threads vindrà donat per la variable d’entorn, i no es re 
calcularà en l’aplicació, ja que ens podria interessar dividir en més blocs que 
processadors. 
 
Inicialment ens creem una matriu auxiliar i un vector de permutacions auxiliar. La matriu 
auxiliar serà de m*b, i és sobre la qual anirem treballant per trobar les permutacions. 
 





for (j = 0; j < min(*m,*n); j+=b_aux) { 
if ((*n-j) < b) b_aux = (*n-j);  
 
 
calu(integer *m, integer *n, doublereal *A, integer *dist, integer *p, 
integer *info,integer b,integer pb) 
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b_aux és el tros que tractarem. Avancem el tros just, i no en blocs de b sempre, perquè un cop 
acabada l’execució del for, haurem d’acabar d’omplir el vector de permutacions fins a arribar a 








 Pros, és el numero de blocs en què dividirem la matriu inicialment en aquella iteració, 
que ha de ser com a poc suficient per a que la mida de cada bloc sigui com a poc igual 
de gran que b, ja que haurem d’agafar les b primeres files.  
 
 Tam_bloc serà la mida que tindrà el bloc 
 
 Salt és una variable que s’ha d’utilitzar degut a que reutilitzo la matriu B en les diverses 
iteracions, i és la separació entre els dos blocs  (a partir de la segona iteració) 
 
 Salt_ant és el que valia en l’anterior, que en l’inicial val 0, ja que els blocs estan al final 
de la mida.   
 
 Copiem a la matriu B el tros de la matriu A que tractarem i en Pant, l’inicialitzem amb el 
que seria l’identitat, a cada posició Pant*i+ = i, des de la posició on ens trobem. I primer 
és per marcar que comencem una nova iteració. 
 
 
pros = calcul_pros((*m-j),pb,b_aux); 
tam_bloc = (*m-j)/pros; 
salt = tam_bloc -b_aux; 
salt_ant = 0; 
copia(A,B,b_aux,j,*m,*dist); 
prepara_p(Pant,j,*m); 
primer = 1; 
 
 
for(;j < *m; ++j) p[j] = j; (Bucle que executarem després per acabar 
d’omplir el vector de permutacions) 
 





Aquesta és la part central del codi. La que s’encarrega de calcular les permutacions, buscant 







tam_aux = tam_bloc; 
 for (i = 0; i < pros; ++i) { 
  if(primer && (i == (pros-1))) { 
   tam_aux = *m - (i*tam_bloc) -j; 
   primer = 0; 






while (pros > 0) { 
tam_aux = tam_bloc; 
 for (i = 0; i < pros; ++i) { 
  if(primer && (i == (pros-1))) { 
   tam_aux = *m - (i*tam_bloc) -j; 
   primer = 0; 




 for (i = j; i < *m;++i) p[i] =Pant[p[i]];    
actualitza_m(A,B,*m,j,b_aux,b_aux,salt+salt_ant,pros,p,Pant,dist,m); 
 tam_bloc = 2*b_aux; 
 salt_ant = salt; 
 salt = b_aux; 
 pros /=2; 
} 
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Si ens trobem a la primera iteració, i estem a l’últim bloc, la mida del bloc, serà tot el que quedi 




A la funció calcula_per (l’encarregada de calcular les permutacions), li passem: 
 
 El primer paràmetre A que és la matriu sobre la que calcularem les permutacions 
 
 ‘i’ que és la posició de la matriu on ens trobem  
 
 ‘i_p + j’ la posició del vector  
 
 tam_x i tam_y la mida x i y respectivament de la matriu A (el tros que tractarem) 
 
 ‘p’ és el vector de permutacions 
 




La modificació que he afegit a la funció meu_dgetrf, és un vector més de permutacions que 





 Paux = malloc(tam_x*sizeof(integer)); 
meu_dgetrf_(&tam_x,&tam_y, obte(A,i,0,*dist), dist, Paux,&info,&p[i_p+j]); 
 for (j2 = 0; j2 < tam_y; ++j2) { 
if (p[i_p+j2+j] < tam_y) p[i_p+j2+j] = p[i_p+j2+j] + j + i_p; 




calcula_per(doublereal *A,integer i,integer i_p,integer j,integer tam_x, 
integer tam_y,integer salt, integer *p,integer *Pant,integer *dist) 
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La funció original et dóna a les permutacions, sobre quina fila l’hem canviat, un cop fets els 
intercanvis, el canvi que he fet és que et retorna les permutacions sobre la fila sense haver fet 
els intercanvis, és a dir, igual a la primera iteració intercanviem la fila 1 per la 3, i a la segona 
per la 3 altre cop (que en realitat en la fila 3 ara hi ha la 1), el vector de permutacions original, 
el de la funció de LAPACK ens retornaria, p[1] = 3, p[2] = 3, el vector que jo retornaria seria p[1] 
=3, p[2] =1.  
 
Això és necessari per a l’hora de formar els blocs de matrius, ja que hem d’agafar les b primeres 





Aquest és el petit canvi fet en la funció, en la posició que estem tractant, posem el que hi 
hagués en la posició que volem intercanviar-nos (que per això inicialitzem amb el valor 
identitat), i després “recordem” que hem intercanviat la posició jp amb j, i així mantenim una 
espècie d’històric. 
 
Finalment actualitzem el vector de permutacions. A l’actualitzar el vector, tenim en compte que 
en posteriors iteracions, els blocs estaran formats per 2 subblocs i que, per tant, si ens trobem a 
les files que fan referència al segon bloc, el vector de permutacions s’haurà d’actualitzar afegint 




for (i = j; i < *m;++i) p[i] =Pant[p[i]];    
actualitza_m(A,B,*m,j,b_aux,b_aux,salt+salt_ant,pros,p,Pant,dist,m); 
  tam_bloc = 2*b_aux; 
  salt_ant = salt; 
  salt = b_aux; 
  pros /=2; 
 
 
if (jp != j) { 
  dswap_(n, obte(A,j,0,*dist), dist,obte(A,jp,0,*dist) ,dist); 
  p2[j] = p2[jp]; 
  p2[jp] = j; 
 } 
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Un cop calculades les permutacions dels blocs, hem de preparar per les següents iteracions. 
Primer de tot, com hem de mantenir un històric, hem de substituir, ja que si fem referència a la 
fila “i” del segon bloc, pot ser que en realitat fos un altre fila, per això en Pant, ens guardem a 




Com que al calcular les permutacions per trobar les b primeres files, es modifica la matriu B, 
hem de tornar a copiar els valors, però aquest cop només les b primeres files de cada bloc, 
deixant el forat en mig per poder calcular de forma més fàcil la posició a la que es fa referència. 
Aquest és el propòsit de la funció. 
 
Finalment actualitzem les variables, la mida del bloc es ara només 2b, el forat que haurem 
d’omplir és b en les següents iteracions i en la 2ª és el calculat al principi de tot, la distància 




actualitza_m(doublereal *A,doublereal *B,integer m,integer j,integer b, 
integer tam_bloc,integer salt,integer pas,integer *p, 
   integer *Pant,integer *distA,integer *distB) { 
 integer i,k,pos,s,l; 
 for (i = 0,k = 0; i < pas; ++i) { 
  pos = i*(tam_bloc+salt)+j; 
  for(s = 0; s < tam_bloc; ++s) { 
   for(l=0;l < b; ++l) { 
    *obte(B,k,l,*distB) = *obte(A,p[pos],(l+j),*distA);  
   } 
   Pant[pos] = p[pos]; 
   ++k;   
   ++pos; 









Finalment un cop hem calculat les permutacions correctes passem a executar la LU sense 




Com es pot veure és pràcticament igual al dgetrf, en la part de blocking traient, que abans de 
cridar a lu_sp (que seria similar a dgetf2) fem els intercanvis de la matriu passant-li el vector de 
permutacions i la posició on comencem les permutacions. 
 
fes_lu_sp(doublereal *A,integer* p,integer j,integer b,integer m,integer n, integer *dist) { 
 integer i2,info,i3,i4,b_aux; 
 i2 = m - j; 
 b_aux = b; 
 info = 0; 
 if (i2< b_aux) b_aux = i2; 
 swapeja(obte(A,0,0,*dist),j,p,b_aux,n,dist); 
 lu_sp(&i2, &b, obte(A,j,j,*dist), dist, &info); 
 if (j + b < n) { 
  i3 = n - j - b; 
  dtrsm_("Left", "Lower", "No transpose", "Unit", &b, &i3, 
&c_b16,obte(A,j,j,*dist),dist, obte(A,j,(j+b),*dist),dist); 
  if (j + b < m) { 
   i3 = m - j - b; 
   i4 = n - j - b; 
   dgemm_("No transpose", "No transpose", &i3, &i4, &b, 
    &c_b19,obte(A,(j+b),j,*dist),dist,obte(A,j,(j+b),*dist) 
    ,dist, &c_b16,obte(A,(j+b),(j+b),*dist),dist); 
  } 




tam_bloc = 2*b_aux; 
 salt_ant = salt; 
 salt = b_aux; 
 pros /=2; 
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Al cridar la funció de permutacions, el vector de permutacions es torna com el vector normal de 
permutacions de les funcions, ja que per fer els intercanvis en aquest cas (com no són copies 




I com en el dgetrf, després d’haver fet la LU en el tros tractat actualitzem la resta de la funció. 
 
La part més important, per a que funcioni correctament l’algorisme i poder-lo fer com ens deia 
l’article sobre el CALU és, el càlcul de les permutacions, que memoritzem a quina fila feia 
referència anteriorment la que ara hi ha a la fila X, per això és important actualitzar bé el 
vector, tant amb les de les anteriors iteracions.  
 
Una forma d’estalviar-nos l’històric hagués estat anar fent les permutacions a la matriu original 
enlloc de copiar només el tros de fila que pertoqués, però, hagués estat força més lent, ja que 
hauríem, primer d’intercanviar les files a la matriu gran, i després copiar-ho a la matriu per 
calcular les permutacions, per tant, era millor copiar només les que necessitem, i finalment un 
cop ja sabem quines són les permutacions per aquell bloc concret, aplicar-les a la matriu gran. 
 
Pot semblar que fem més càlculs que a l’algorisme clàssic de pivotament parcial, però no 
obstant, segons la mida b i el número de processadors, a la versió seqüencial dóna un 
rendiment millor. 
 
Això és degut, a que aprofitem millor la localitat de la matriu, i que a més treballem sobre 
matrius més petites, no deixa de ser com utilitzar blocking. 
 
if (p[i+j] != (i+j)) { 
  dswap_(&n, obte(A,(i+j),0,*dist), dist,obte(A,(p[i+j]),0,*dist) ,dist); 
//intercanviem les files 
  trobat = 0; 
  for (s = i;s < b && !trobat; ++s) { 
//actualitzem el vector d'intercanvis, ja que la V[s] ja no ha 
   if (p[s+j] == (i+j)) { 
    p[s+j] = p[i+j]; 
    trobat = 1; 
   }  
  } 
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Les matrius usades per les proves han estat quadrades. Per mides més o menys petites de la 
matriu, i poques divisions, els temps que donen, són millors que amb el dgetrf. 
 
En canvi, amb matrius grans com el getrf també fa blocking, s’igualen els temps, i amb matrius 
grans no hi ha tanta diferència entre  el número de processadors com amb matrius petites. 
 
Tot i així, l’algorisme CALU, està pensat per a ser més fàcil de paral·lelitzar i aquí és on 
guanyarem temps. 
 
Ja que està pensat per dividir les dades de forma eficient, i a més a l’hora de buscar els 
pivotaments ho fa sobre submatrius petites, que es pot dividir per buscar en paral·lel. 
 
Finalment dir que per a comprovar que la funció fos correcte no es podia comparar la sortida 
amb la de la LAPACK, ja que els resultats no coincidien, perquè al escollir les permutacions no 
eren igual, i per tant vaig haver de fer una funció que compares la multiplicació de la LU amb la 
matriu original, aplicant-li les permutacions adients. 
 
Amb aquesta funció podia comprovar que els meus codis eren correctes. 
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5. Paral·lelització del codi  
5.1. OpenMP 
 
Un cop ja hem estudiat i decidit l’algorisme del que partirem, l’hem implementat, hem 
comprovat que funciona correctament, podem centrar-nos a paral·lelitzar-lo. 
 
Com hem vist, no sembla que sigui més eficient que el dgetrf, però perquè l’algorisme està 
pensat per a ser òptim en paral·lel, ja que fem tota la part de buscar les permutacions, que es 
pot fer perfectament en paral·lel perquè no hi ha dependència entre les dades ja que cada una 
tracta un tros diferent de la matriu.  
 
Tot i així, la metodologia que hem seguit, no ha estat anar paral·lelitzant intuïtivament a on 
creuria que guanyaria, ja que podria no ser el camí correcte,  sinó que he anat fet profiling. 
 
Amb l’eina gprof  (compilant amb els flags corresponents), he anat mirant en quines funcions es 
perdia més temps. Ja que aplicant millores a les funcions on es perd més temps és on 
obtindrem una millora més gran. 
 
Un cop detectada la zona crítica, s’estudia si es pot paral·lelitzar, ja que no sempre és possible, 
perquè fins que no has acabat una iteració no pots començar la segona, per exemple els 
intercanvis de files. 
 
La primera zona crítica que vam trobar, va ser la funció dgem. En el primer que em vaig fixar, 
abans de començar a paral·lelitzar, va ser que és una funció molt genèrica, i que pel que ens 
interessa només entravem amb unes condicions determinades.  
 
Per tant, vaig especialitzar la funció traient paràmetres de la funció i if, ja que per treure el 
màxim rendiment de l’aplicació no només hem de paral·lelitzar (que és amb el que més millora 
obtindrem ja que repartirem la feina entre els processadors dels quals disposem) sinó que 
també hem d’intentar programar el més eficient possible per a poder utilitzar al màxim els 
recursos i a més intentar reduir la feina. 
 
Un cop estudiada la funció i havent-nos assegurat que del que partim és eficient, entrem a la 








   
La funció bàsicament fa això,  multiplica les matrius b i a i acumula el resultat a la matriu c. 
 
El que serien els vectors b i a al nostre context serien les files i columnes que acabem de tractar 
i ho guardem al tros que ens falta per tractar. 
 
Així actualitzem el tros de matriu que no em tractat. Com que és una funció que es crida molts 
cops, ja que hem d’actualitzar la matriu per cada tros de LU que tractem, i a més quan calculem 
les permutacions que farem si el bloc sobre el que estem calculant les permutacions és prou 
gran com per a que el dgetrf hagi de fer blocking també haurem d’actualitzar les submatrius. 
 
A més, es perd molt de temps per ser operacions sobre matrius que són de les més costoses per 
a un processador. Un cop analitzat on es perd temps i entès el motiu, passem ja finalment a 
paral·lelitzar aquesta funció. 
 
Amb omp, és relativament senzill paral·lelitzar un bucle. Primerament, analitzarem de les 





for (j = 0; j < i__1; ++j) { 
                        i__2 = *k; 
                        for (l = 0; l < i__2; ++l) { 
                                if (*obte(b,l,j,b_dim1) != 0.) { 
                                        temp = *alpha * *obte(b,l,j,b_dim1); 
                                        i__3 = *m; 
                                        for (i__ = 0; i__ < i__3; ++i__) { 
                                                *obte(c__,i__,j,c_dim1) += temp * *obte(a,i__,l,a_dim1); 
                                        } 
                                } 
                        } 
                } 
 





Posant aquest pragma sobre el bucle més extern, el paral·lelitza. 
 
Les variables l,i__,temp,i__2,i__3 han de ser privades perquè cada thread utilitzarà les seves, ja 
que són per controlar els bucles interns i cada thread ha de tenir els seus valors, igual que temp 
que és el valor que acumularem, i no ha de ser en cap cas compartit ja que cada iteració ha de 
tenir el seu valor propi.  
 
A més si ens equivoquem i posem alguna variable en compartida, el rendiment baixa (a part de 
que el resultat ja no és correcte) ja que a l’escriure no poden escriure a l’hora. 
 
Les altres variables, poden ser tant firstprivate com shared, però mai private. Ja que si fossin 
private podrien tenir qualsevol valor inicial. Amb firstprivate o shared tenen el valor inicial 
correcte, i com no hem d’escriure a la mateixa variable mai (la majoria són de lectura) i la única 
d’escriptura (c__) no escriuen mai dos threads a la mateixa posició, per tant no hi ha problema 
amb que siguin o compartida o privades amb valor inicial. 
 
A més, com són poques variables, no afecta al rendiment global, però entenc que és millor 
deixar-les com compartides perquè suposo que la privada inicialment fa una còpia de tots els 
valors, que en aquest cas copiaria només els punters, i al ser poques còpies afecta poc, però per 
ser correctes i aprendre a programar correctament amb omp faré que siguin compartides. 
 
#pragma omp parallel for private(l,i__,temp,i__2,i__3) shared(k,alpha,b_dim1,a_dim1,b) 
for (j = 0; j < i__1; ++j) { 
                        i__2 = *k; 
                        for (l = 0; l < i__2; ++l) { 
                                if (*obte(b,l,j,b_dim1) != 0.) { 
                                        temp = *alpha * *obte(b,l,j,b_dim1); 
                                        i__3 = *m; 
                                        for (i__ = 0; i__ < i__3; ++i__) { 
                                                *obte(c__,i__,j,c_dim1) += temp * *obte(a,i__,l,a_dim1); 
                                        } 
                                } 
                        } 
                } 
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També vaig estudiar on és més eficient paral·lelitzar, si en els bucles més externs o en els més 
interns. El sentit comú fa pensar que l’extern, perquè així creem o assignem menys cops els 
threads, però la millor forma de saber és provant, a més com no coneixia omp no podia 
assegurar-ho, ja que potser té una forma de repartir la feina molt eficient sense crear threads. 
 
Però, finalment, va resultar que al bucle més extern era on millor rendiment obteníem. A més 
podem afegir al pragma, una condició.  
 
Per exemple, si la feina que ha de fer cada thread és inferior a un determinat número, que no 
hagi necessitat de fer threads, això és útil per estalviar la creació de threads quan la quantitat 
de feina és tant petita, que no aporta cap millora utilitzar la paral·lelització, ja que perdrem més 
temps en crear els threads que el que trigui el propi bucle. 
 
Una altre forma de paral·lelitzar aquest bucle seria fent-ho manualment, hauria de donar un 
rendiment similar, però no és tant còmode de fer. 
 
Hauríem de declarar una zona paral·lela, treure el primer for, i segons el thread que fóssim i el 
número de threads que té l’aplicació calcular el tros que ens correspon calcular i fer el nostre 
tros. 
 
Això és exactament el que deu fer el compilador al trobar el pragma de paral·lelitzar un bucle. 
També podem indicar-li com volem que distribueixi la feina dels threads, però la forma amb 
que ho fa per defecte, és la que millors rendiments m’ha donat. 
 
Un cop estudiada aquesta funció, comprovem que realment ha millorat el rendiment i que el 
resultat sigui correcte. 
 
A continuació, tornem a usar el gprof i veiem que ara la funció on més temps es perd és la de 
meu_dger. 
 
Aquesta funció com l’anterior, també efectua moltes multiplicacions que és per això que es 
perd temps, i a més com es pot veure en el gprof es crida molts cops. 
 
Com a l’anterior funció, és molt general, ja que són funcions agafades de la llibreria LAPACK, 
que estan pensades per a utilitzar-les des de molts llocs. Per tant, l’hem tornat a especialitzar 
pels valors amb la que la cridarem, per tenir de nou la funció el màxim d’eficient possible abans 
d’entrar a paral·lelitzar. 
 





Aquesta funció que es crida per cada columna tractada, és per actualitzar la resta de la matriu 
(en realitat el tros de matriu que estiguem tractant) multiplicant la fila i la columna (els vectors 




Ficant aquest pragma al bucle més exterior és la forma amb la que paral·lelitzarem el bucle.  
 
Hem hagut de modificar la forma en la que s’obté jy, ja que l’hem de calcular manualment a 
cada iteració perquè si no l’increment no seria correcte.  
 
Com es pot veure, només paral·lelitzem aquest tros de codi quan la matriu és prou gran, ja que 
per a matrius petites no ens aporta cap guany. 
 
 
#pragma omp parallel for private(i,temp,jy)   if (*n >70 && *m > 70) 
for (j  = 0; j < *n; ++j) { 
jy = j * *dist; 
if (Y[jy] != 0.) { 
temp = *alpha * Y[jy]; 
for (i = 0; i < *m; ++i) { 






for (j = 0; j < *n; ++j) { 
                        if (Y[jy] != 0.) { 
                                temp = *alpha * Y[jy]; 
                                for (i = 0; i < *m; ++i) { 
                                        *obte(A,i,j,*dist) += X[i] * temp; 
                                } 
                        } 
                        jy += *incy; 
                } 
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Les variables tornen a ser majoritàriament privades perquè no han de ser compartides. 








Amb això paral·lelitzem el tros de codi, i podem buscar les permutacions de forma molt més 
eficient. 
 
Un cop fetes totes aquestes optimitzacions, al fer gprof, veiem que on es perd més torna a ser 
meu_dgem que ja l’hem optimitzat, i per tant ja no podrem millorar-la, ara es perd temps 
perquè es crida molts cops. 
 
 
#pragma omp parallel for firstprivate(tam_aux,m,pros,j,tam_bloc,salt_ant, 
b_aux,Pant,dist) shared(B,primer,p) 
for (i = 0; i < pros; ++i) { 
if(primer && (i == (pros-1))) { 
                tam_aux = *m - (i*tam_bloc) -j; 
primer = 0; 
} 






for (i = 0; i < pros; ++i) { 
if(primer && (i == (pros-1))) { 
                tam_aux = *m - (i*tam_bloc) -j; 
primer = 0; 
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Les altres funcions on es perd temps són funcions que no es poden paral·lelitzar, i que poc se li 
pot fer, perquè el temps que triguen entra dins la naturalesa del propi codi. 
 
El rendiment ideal que podrem arribar a obtenir és com a màxim el número de processadors, ja 
que dividirem la feina entre els processadors. Tot i així obtenir el rendiment o speed-up teòric 
és impossible. 
 
Per començar, perquè es perd temps en la creació dels threads, que per poc que sigui, ja fa que 
no obtinguem el màxim speed-up. 
 
Un altre punt per al qual fa difícil l’obtenció de l’speed-up teòric, és que no podem paral·lelitzar 
tota l’aplicació, ja que hi ha funcions o parts que per la naturalesa del codi, i del problema és 
impossible o difícil de paral·lelitzar al 100%. 
 
Com, per exemple, la funció d’intercanviar les files, es pot paral·lelitzar la funció, però és 
absurd, perquè és un únic bucle petit, i no obtindrem guany, si no al contrari, pèrdua. El que si 
seria útil seria paral·lelitzar les crides a intercanviar les files, per intercanviar varies files a l’hora, 
però com ja s’ha comentat no és possible. 
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Amb aquesta gràfica i els quadres que hi ha a continuació podem estudiar i entendre com ha 
anat la paral·lelització de l’aplicació. Com s’esperava, no hem obtingut mai l’speed-up teòric. 
 
Podem veure que per a matrius molt petites, el comportament està molt lluny de l’espera’t. 
Això és perquè, com hem comentat, quan explicàvem el codi, amb matrius molt petites a 
vegades el cost de crear els threads i assignar-los feina és més costos que crear-los.  
 
Tot i així, tenim un petit guany, però no arriba a passar mai d’un speed-up de 2, com podem 
observar a la gràfica, tenim guany perquè per costós que sigui, al repartir la feina en threads, 
guanyem.  
 
També es veu que funciona millor quan la mida dels blocs és més gran, ja que la paral·lelització 
s’aplica a un tros més gran de feina, amb lo que tenim un guany millor. Si el tros de feina a 
repartir és més gran compensa el cost de crear els threads. 
 
Si ens fixem en com creix la gràfica del speed-up, sobretot la del speed-up mig i màxim, podem 
veure que de 2 a 4 processadors, creix linealment, però quan passem a 8 no creix de forma tan 
pronunciada i quan passem a 16 baixa. 
 
Aquest fet, és degut a que tot i ser una màquina de 8 cores amb memòria compartida, no és 
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Llavors, arribar a les dades que tens al teu bloc de memòria és més ràpid que arribar a les del 
altre bloc. 
 
Això fa que el pas de 4 a 8 threads no sigui lineal, ja que no és igual de costós arribar a les 
dades. I la baixada final de rendiment, és degut a que tot i que els processadors puguin 
mantenir multithreading, només tenim 8 cores físics, i el repartiment de feina, ens dóna una 
millora respecte a 4 threads, però baixa el rendiment, ja que hem de gastar part del temps en 
organitzar quin thread entra a treballar i quin no. 
 
Com indiquen els quadres, per paral·lelitzar una aplicació i obtenir un bon rendiment, només té 
sentit quan el problema és suficientment gran, i si distribuïm correctament la feina. 
 
Als quadres he marcat els speed-up màxims, per a una mateixa mida de matriu i mateix número 
de P, i per a tots els màxims amb quina P s’obté millor resultat. 
 
Com es pot veure, es comporta de forma molt diferent segons el número de threads. Però 
observem que per a matrius grans, va millor amb P petites, ja que com més petita és la P, els 
blocs són més grans, i per tant cada thread treballa amb més tros de matriu. 
 
Quan tenim pocs threads, la P pot ser més gran ja que tenim menys threads per repartir feina. 
Les matrius petites tenen poques diferència entre els diferents paràmetres perquè la matriu és 
petita i importa poc com repartim la feina, ja que com s’ha explicat abans, farem poques 
iteracions en paral·lel i poca feina.  
 
A més, a les matrius petites, no es veu gran diferència entre utilitzar molts o pocs threads, 
aleshores no estem aprofitant al màxim els recursos, amb el que potser seria millor per a 
matrius petites, utilitzar sempre pocs threads i amb matrius grans el màxim del que disposéssim 
en la nostre màquina. 
 
A les matrius grans, podem veure com normalment es comporta força bé, amb diferències, 
sobretot en el número de threads, on es nota que si s’aprofita la paral·lelització. Segurament si 
continuéssim augmentant el número de threads acabaria sent una asímptota horitzontal, ja que 
ja ni milloraria ni empitjoraria el rendiment. 
 
Probablement passaria el mateix augmentant la mida de la matriu, que no creixeria més 
l’speed-up,  i molt probablement, de 5 no arribaria a superar, per els motius comentats, 5 serà 
possiblement la cota superior sobretot per la distribució de la memòria que no és uniforme. 
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Amb això arribem a la conclusió que a l’hora de paral·lelitzar, és  també important, a part de 
saber repartir la feina, estudiar quan el cos del tros per paral·lelitzar és major que el que ens 
costarà paral·lelitzar-lo.  
 
Això és degut a, com es pot veure a les matrius petites, el cost de no paral·lelitzar i paral·lelitzar 
és molt similar, i com vaig veure a algunes proves (com intentar paral·lelitzar el intercanvi de 
dos files) no surt rentable, ja que el cost de la funció normal era ja prou petit, i el sobre cost que 
produïa el paral·lelitzar la funció no era rentable al final, i per això no obteníem speed-up. 
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5.3. Altres millores de cara al futur 
 
Una de les alternatives que havia estudiat ha sigut el smpss. Utilitzant smpss podíem aprofitar 
encara més els processadors, ja que dividim la feina en tasques. 
 
La idea en si és senzilla, és molt similar a quan els processadors realitzen les instruccions fora 
d’ordre. A l’hora de programar, nosaltres indiquem els inputs, i els outputs que té una funció 
determinada i ell genera el graf de dependències. 
 
Vaig estar treballant amb el smpss, però vaig tenir problemes amb el compilador, i les 
documentacions que hi ha a la web de BSC no van ajudar a trobar el problema. Quan el vaig 
poder solucionar, ja no donava temps de millorar el codi, ja que les proves que vaig fer no 
donaven resultats bons en quant a rendiment. 
 
De tota manera, explicaré les formes en les que vaig pensar en dividir el codi, ja que fer tasques 
de tot no és una solució òptima, ja que seria com intentar paral·lelitzar tot el codi de cop, que 
l’únic que aconseguiria és que vagi més lent perquè igual intentés paral·lelitzar un bucle molt 
petit, que triga més en copiar les dades amb les que treballarà i crear els threads que en 
executar-se el bucle. 
 
Per tant, alguns llocs on podíem aplicar tasques, era a la de buscar les permutacions i preparar 
la següent iteració de cerca de permutacions. La funció estaria feta de forma que un cop hem 
trobat les permutacions dels 2 blocs consecutius, comenci a preparar el bloc amb les b files de 
cada un d’aquests dos blocs. A més a més, el càlcul de les permutacions podrà fer-ho en 
paral·lel. 
 
Una altra funció que no importa quan s’executi i que ho faci fora d’ordre, és si dividim en dos 
parts l’intercanvi de les files, primer intercanviem les files de la part esquerra (aquesta si s’ha de 
fer abans de calcular el dgemm) i l’altra es pot fer en qualsevol moment, mentre d’una en una i 
en ordre, però sense que mentre s’estiguin fent altres càlculs, ja que no importa si no està 
calculat en el moment d’actualitzar la matriu perquè no entra als càlculs. 
 
El meu dgemm, si es fa per blocs enlloc de tota la matriu de cop també es pot fer fora d’ordre, i 
que cada bloc es calculi en un moment diferent, ja que no tenen relació entre ells. 
 
Aquest són alguns exemples de com podríem aprofitar el smpss, i segurament donaria un 
rendiment millor al que tenim actualment ja que aprofitaríem millor els cores. 
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Una altra millora, de cara a poder aprofitar encara millor els 8 cores, seria fer servir alguna 
llibreria, que ens ajudés a col·locar les dades de forma conscient, és a dir que cada core tingues 
les dades, sempre que fos possible a la seva memòria. 
 
No sempre és possible perquè en alguns moments, tots els cores han de treballar amb dades 
compartides, però per exemple, la funció de buscar les permutacions, es podrien distribuir les 
dades de forma que cada core les tingues a prop. 
 
Amb això també milloraríem una mica el rendiment, però aquesta millora només es notaria 
amb 8 cores, que és quan es necessita tenir les dades ben repartides. 
 
Finalment, es podria provar de fer en MPI, que tot i ser una màquina de memòria compartida, 
podria obtenir un bon rendiment. Aquí també hauríem de dividir bé les dades per fer el mínim 
possible de missatges que, encara que és en una màquina de memòria compartida i els 
missatges són poc costosos, s’ha d’intentar repartir la feina de forma eficient. 
 
Les avantatges de programar-ho en MPI serien, que després es podria comprovar els seu 
comportament en màquines de memòria distribuïda. 
  




6.1. Anàlisi econòmic 
 
Tot el projecte ha estat realitzat amb software lliure i, per tant, no hem hagut de pagar cap 
llicència.  
 
Com a cost del projecte només s’inclourà la meva part de feina, en diferents rolls.  
      
Anàlisi i disseny 60 h 50 €/h   3000 €  
Desenvolupament 320 h 45 €/h 14400 € 
Documentació 50 h 35 €/h    1750 € 
Total   19150 € 
       
A més, hem d’incloure el cost del Hardware, que és el servidor que m’ha proporcionat la FIB 
que té un cost de 2000 €. L’ordinador client, com que era el meu portàtil i ja el tenia amortitzat 
no l’inclouré. 
 
Per tant, el cost total del projecte és: 
 
Software 19150 € 
Hardware 2000 € 
Total 21150 € 
      
La meva solució proposada és millor que les ja existents degut al fet que aprofitem molt més els 
processadors, i crec que és una tendència que s’hauria d’anar agafant. 
 
  




































Inicialment vaig començar estudiant els models per paral·lelitzar i la LU, que és el problema que 
vam decidir tractar. 
 
Un cop acabat això, tenia pensat passar a programar la versió seqüencial (i estudiar les altres 
versions possibles) i un cop acabat comparar els resultats entre la versió de LAPACK i la meva de 
la CALU. 
 
A continuació, tenia pensat passar a implementar la versió en paral·lel, i un cop comencés a 
tenir alguns resultats començar l’estudi dels resultats i anar corregint els problemes que pogués 
veure. 
 
Finalment, escriure la memòria amb els resultats i les consideracions i al final fer la lectura del 
projecte. 
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Vaig perdre més temps del planificat en fer la versió seqüencial del codi, ja que quan feia la 
versió en paral·lel vaig adonar-me d’errors i els vaig haver de corregir. 
 
Això va afectar en que òbviament el codi en paral·lel acabes més tard. A més, vaig tenir 
dificultats per fer funcionar la versió paral·lela, més de les que havia calculat inicialment. 
 
Tot això va fer que costes començar més tard el estudiar els temps i la memòria. 
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6.3. Objectius complerts 
 
Dels objectius que em vaig plantejar a l’inici del projecte, crec que al final he pogut complir-los 
tots. 
 
Vaig estudiar la factorització LU i les diferents variants, a més he estudiat diversos models de 
programació paral·lela, i he aplicat el model omp, i fet algunes proves amb el SMPSS amb el que 
encara he après més a usar-los. 
 
He entès les dificultats de la programació paral·lela i he vist els resultats que s’obtenen. 
Finalment vaig estudiar els resultats i els temps i he comprovat quins valors han donat. 
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6.4. Conclusions personals 
 
Amb aquest projecte he après com paral·lelitzar un codi, el problema de la factorització LU. 
 
També he arribat a la conclusió que, al final augmentar molt els números de threads, no és 
suficient, ja que una aplicació no millora si la feina per thread és petita. Si augmentéssim 
perquè si el número de threads, al final ens quedaria una feina petita per cada thread, o fins i 
tot molts no arribarien a treballar, amb lo qual acabaríem no tenint una millora en el 
rendiment. 
 
A més, quants més cores, més possibilitats de que la memòria no sigui uniforme i, per tant, més 
difícil de repartir la feina perquè també hem de repartir les dades. 
 
Tot i així, he trobat que és un tema molt interessant i que es pot millorar molt el rendiment 
amb una mica d’esforç i canviant la forma de programar, de forma que les funcions tinguin poca 
dependència entre sí, per a poder realitzar-les a l’hora el màxim de temps. 
 
A més, he après diferents models amb les seves peculiaritats i dificultats, i he entès una mica 
millor els conceptes de programació paral·lela i tot el món que hi ha al darrere. Al iniciar el 
projecte no coneixia les diferències entre memòria distribuïda i compartida ni les dificultat que 
en tenia cada una. 
 
Tampoc coneixia la potència de les GPU’s i que avui dia es comencés a usar per programar 
aplicacions. A més, he entès un problema concret i he estudiat els resultats que dóna i com es 
comporta amb diferents mides i amb diferents tipus d’enfocaments. 
 
Ha estat una feina molt agraïda i estic orgullós d’haver après OpenMP (a nivell pràctic), i altres 
models per a programar en paral·lel. 
 
A més, he obtingut uns bons resultats en quant al rendiment de l’aplicació dins dels marges que 
s’esperava. També he utilitzat noves eines per a saber com s’estan comportant els threads. 
 





















Per aprendre els models de programació paral·lela he utilitzat diversos tutorials d’Internet i 
concretament en OpenMP diapositives de la FIB, facilitades pel Jose Ramon. 
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9. Annexos  
 2 Threads 
M N B P Temps speed-up 
512 512 16 16 189,854956 1,172134906 
512 512 32 16 197,786877 1,19256184 
512 512 64 16 215,155932 1,251292128 
512 512 16 32 190,346799 1,186482658 
512 512 32 32 194,674524 1,248782111 
512 512 64 32 221,56793 1,268176766 
512 512 16 64 191,047033 1,206039839 
512 512 32 64 197,006939 1,21040798 
512 512 64 64 221,928302 1,233812873 
512 512 16 128 188,499237 1,181478321 
512 512 32 128 197,963768 1,191405803 
512 512 64 128 219,161942 1,250034397 
1024 1024 16 16 1048,930955 1,373630977 
1024 1024 32 16 1106,468152 1,388268724 
1024 1024 64 16 1225,496353 1,379696666 
1024 1024 16 32 1088,230849 1,453279533 
1024 1024 32 32 1116,593891 1,490975727 
1024 1024 64 32 1223,063082 1,459870007 
1024 1024 16 64 1088,954044 1,42712547 
1024 1024 32 64 1115,296815 1,506817544 
1024 1024 64 64 1222,700905 1,465448387 
1024 1024 16 128 1086,749014 1,362664488 
1024 1024 32 128 1111,957945 1,391224354 
1024 1024 64 128 1217,857988 1,388593556 
2048 2048 16 16 7610,388176 1,504860698 
2048 2048 32 16 7689,495701 1,503371269 
2048 2048 64 16 8110,129809 1,482556918 
2048 2048 16 32 7730,90993 1,518309475 
2048 2048 32 32 7822,433759 1,518753759 
2048 2048 64 32 8129,596126 1,501880156 
2048 2048 16 64 7900,586109 1,501915665 
2048 2048 32 64 7841,084316 1,514708013 
2048 2048 64 64 8128,983272 1,487096695 
2048 2048 16 128 7878,500577 1,483372581 
2048 2048 32 128 7820,857815 1,50514385 
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4096 4096 16 16 59663,93556 1,605933786 
4096 4096 32 16 59137,45535 1,600984286 
4096 4096 64 16 60089,90899 1,592750056 
4096 4096 16 32 59978,18601 1,601512775 
4096 4096 32 32 59038,85124 1,6126992 
4096 4096 64 32 60916,18672 1,585039414 
4096 4096 16 64 60462,90906 1,598708359 
4096 4096 32 64 59683,08983 1,605210313 
4096 4096 64 64 60899,2722 1,585307205 
4096 4096 16 128 61065,74806 1,587779226 
4096 4096 32 128 59945,42998 1,598579453 
4096 4096 64 128 60587,14902 1,59405747 
 
  




M N B P Temps speed-up 
512 512 16 16 133,564959 1,666122781 
512 512 32 16 146,177714 1,613604944 
512 512 64 16 176,70465 1,523575775 
512 512 16 32 133,700985 1,689166134 
512 512 32 32 141,795846 1,714479443 
512 512 64 32 175,207212 1,603742779 
512 512 16 64 135,59316 1,699276962 
512 512 32 64 143,390938 1,662997497 
512 512 64 64 175,073926 1,56401357 
512 512 16 128 132,818194 1,676786555 
512 512 32 128 141,716268 1,6642774 
512 512 64 128 177,084974 1,54705371 
1024 1024 16 16 642,925211 2,241075678 
1024 1024 32 16 707,194377 2,172069206 
1024 1024 64 16 831,067961 2,034506577 
1024 1024 16 32 667,165649 2,370481188 
1024 1024 32 32 707,041914 2,35461909 
1024 1024 64 32 824,752951 2,164906604 
1024 1024 16 64 666,927201 2,330200432 
1024 1024 32 64 707,236916 2,376217601 
1024 1024 64 64 826,658889 2,167526525 
1024 1024 16 128 671,611205 2,204957687 
1024 1024 32 128 710,007209 2,178827136 
1024 1024 64 128 830,717843 2,035720995 
2048 2048 16 16 4353,511087 2,630652324 
2048 2048 32 16 4509,052021 2,563768805 
2048 2048 64 16 4956,657222 2,425773765 
2048 2048 16 32 4489,928999 2,614276039 
2048 2048 32 32 4592,394885 2,586961918 
2048 2048 64 32 4953,001807 2,465106934 
2048 2048 16 64 4609,999087 2,573973187 
2048 2048 32 64 4601,943095 2,580856174 
2048 2048 64 64 4952,319815 2,440994243 
2048 2048 16 128 4529,179618 2,580324192 
2048 2048 32 128 4577,219158 2,571761507 
2048 2048 64 128 4965,831135 2,46012538 
4096 4096 16 16 32111,17944 2,983893198 
4096 4096 32 16 32100,46821 2,949431644 
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4096 4096 16 32 32576,47693 2,948625516 
4096 4096 32 32 32320,7522 2,94584444 
4096 4096 64 32 34158,30423 2,826678872 
4096 4096 16 64 33108,68799 2,91955266 
4096 4096 32 64 33095,06391 2,894809679 
4096 4096 64 64 34406,81195 2,805957586 
4096 4096 16 128 33264,9572 2,914746758 
4096 4096 32 128 32660,15406 2,934080854 
4096 4096 64 128 34203,65002 2,823657633 
 
  




M N B P Temps speed-up 
512 512 16 16 110,888107 2,006848408 
512 512 32 16 121,916242 1,934714179 
512 512 64 16 156,160995 1,724008764 
512 512 16 32 110,295139 2,047625834 
512 512 32 32 121,322742 2,003796312 
512 512 64 32 156,316389 1,797554964 
512 512 16 64 109,916302 2,096234397 
512 512 32 64 121,210276 1,967314809 
512 512 64 64 157,33205 1,740382815 
512 512 16 128 107,35194 2,074557404 
512 512 32 128 120,901225 1,950808869 
512 512 64 128 158,874015 1,724384985 
1024 1024 16 16 462,221125 3,117218091 
1024 1024 32 16 527,723226 2,910758999 
1024 1024 64 16 663,982181 2,546473808 
1024 1024 16 32 483,337029 3,272051436 
1024 1024 32 32 525,544129 3,167791811 
1024 1024 64 32 666,113725 2,680492899 
1024 1024 16 64 485,930002 3,198143859 
1024 1024 32 64 533,716977 3,148764009 
1024 1024 64 64 668,40473 2,680718715 
1024 1024 16 128 489,043045 3,028106225 
1024 1024 32 128 526,54188 2,938005566 
1024 1024 64 128 667,965127 2,531733598 
2048 2048 16 16 2921,608622 3,919954909 
2048 2048 32 16 3076,374926 3,757723681 
2048 2048 64 16 3553,537061 3,383594667 
2048 2048 16 32 2976,747193 3,943201434 
2048 2048 32 32 3153,625027 3,767204591 
2048 2048 64 32 3572,968521 3,417236684 
2048 2048 16 64 3079,869258 3,852765506 
2048 2048 32 64 3151,085115 3,769162944 
2048 2048 64 64 3575,435131 3,381010623 
2048 2048 16 128 3077,981024 3,796888821 
2048 2048 32 128 3147,344901 3,740141742 
2048 2048 64 128 3566,1091 3,425741296 
4096 4096 16 16 20155,44898 4,753867304 
4096 4096 32 16 20169,43492 4,694139281 
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4096 4096 16 32 20567,82346 4,670199125 
4096 4096 32 32 20369,66903 4,674200058 
4096 4096 64 32 22494,8231 4,292301231 
4096 4096 16 64 20749,0989 4,658638844 
4096 4096 32 64 20691,93809 4,6300115 
4096 4096 64 64 22377,44815 4,314346049 
4096 4096 16 128 20949,01513 4,628328615 
4096 4096 32 128 20550,53091 4,663019809 
4096 4096 64 128 22385,07075 4,314455761 
 
  




M N B P Temps speed-up 
512 512 16 16 192,098501 1,15844538 
512 512 32 16 194,794669 1,210880581 
512 512 64 16 226,212733 1,190131609 
512 512 16 32 191,86958 1,177066088 
512 512 32 32 191,601861 1,268808464 
512 512 64 32 234,30018 1,199261994 
512 512 16 64 191,240244 1,204821371 
512 512 32 64 190,839719 1,249523801 
512 512 64 64 236,226742 1,159132085 
512 512 16 128 190,122635 1,171390045 
512 512 32 128 190,422135 1,238591207 
512 512 64 128 229,391236 1,194291337 
1024 1024 16 16 816,569909 1,764507897 
1024 1024 32 16 849,064966 1,809137334 
1024 1024 64 16 918,57166 1,840698235 
1024 1024 16 32 853,552145 1,852849447 
1024 1024 32 32 879,447844 1,893022309 
1024 1024 64 32 951,161878 1,877191624 
1024 1024 16 64 860,738016 1,805513435 
1024 1024 32 64 848,362175 1,980933212 
1024 1024 64 64 923,066785 1,941143478 
1024 1024 16 128 856,83805 1,728301269 
1024 1024 32 128 875,528081 1,766914172 
1024 1024 64 128 949,624231 1,780819927 
2048 2048 16 16 4011,967008 2,85460325 
2048 2048 32 16 3969,771121 2,91204872 
2048 2048 64 16 4324,801019 2,780180868 
2048 2048 16 32 4202,361658 2,793170782 
2048 2048 32 32 4183,537034 2,839786187 
2048 2048 64 32 4269,50191 2,859743211 
2048 2048 16 64 4262,564197 2,783773684 
2048 2048 32 64 4107,337027 2,891643216 
2048 2048 64 64 4292,972754 2,815900508 
2048 2048 16 128 4320,756022 2,704793254 
2048 2048 32 128 4058,714177 2,900306729 
2048 2048 64 128 4353,09922 2,80640679 
4096 4096 16 16 23737,60577 4,036478272 
4096 4096 32 16 23563,80081 4,017948442 
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4096 4096 16 32 24135,43854 3,979866823 
4096 4096 32 32 23738,65361 4,010838598 
4096 4096 64 32 24995,98924 3,862801987 
4096 4096 16 64 24634,64186 3,923846698 
4096 4096 32 64 24134,39607 3,969600526 
4096 4096 64 64 24828,93007 3,888369524 
4096 4096 16 128 24947,80282 3,88647156 
4096 4096 32 128 24014,10005 3,990469453 
4096 4096 64 128 24886,07433 3,880861086 
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