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STANLEY–REISNER RINGS AND TORUS ACTIONS
TARAS PANOV
Abstract. We review a class of problems on the borders of topology of
torus actions, commutative homological algebra and combinatorial geome-
try, which is currently being investigated by Victor Buchstaber and the au-
thor. The text builds on the lectures delivered on the transformation group
courses in Osaka City University and Universitat Auto`noma de Barcelona.
We start with discussing several well-known results and problems on com-
binatorial geometry of polytopes and simplicial complexes, and then move
gradually towards investigating the combinatorial structures associated with
spaces acted on by the torus. Parallelly, we set up the required commuta-
tive algebra apparatus, including Cohen–Macaulay/Gorenstein rings and
Stanley–Reisner face rings of simplicial complexes.
1. Combinatorial motivations: f -vectors
Here we review some well-known combinatorial results and problems con-
cerning the number of faces of simplicial polytopes and complexes.
LetKn−1 be an arbitrary (n−1)-dimensional simplicial complex on the vertex
set [m] = {1, . . . ,m}. The f -vector of K is defined as f (K) = (f0, . . . , fn−1)
where fi is the number of i-dimensional simplices ofK. We also put f−1(K) = 1.
The equivalent information is contained in the h-vector h(K) = (h0, . . . , hn),
defined from the equation
(1.1) h0t
n + . . .+ hn−1t+ hn = (t− 1)
n + f0(t− 1)
n−1 + . . .+ fn−1.
Convex geometry provides an important class of simplicial complexes, the
boundaries of simplicial polytopes. Given a simplicial polytope Q, we define
its f -and h-vector as those of its boundary complex. The famous theorem of
Billera–Lee and Stanley (proved in 1980) gives a complete characterisation of
f -vectors of simplicial polytopes.
For any two positive integers a, i there exists a unique binomial i-expansion
of a of the form
a =
(ai
i
)
+
(ai−1
i−1
)
+ · · ·+
(aj
j
)
,
where ai > ai−1 > · · · > aj > j > 1. Define
a〈i〉 =
(ai+1
i+1
)
+
(ai−1+1
i
)
+ · · ·+
(aj+1
j+1
)
, 0〈i〉 = 0.
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great hospitality. The work was partially supported by the Russian Foundation for Basic
Research, grant no. 01-01-00546. Preprint id. ITEP-TH-91/02.
1
2 TARAS PANOV
Example 1.2. For any a > 0 we have a〈1〉 =
(a+1
2
)
. Let a = 28, i = 4. The
corresponding binomial expansion is
28 =
(6
4
)
+
(5
3
)
+
(3
2
)
.
Hence,
28〈4〉 =
(7
5
)
+
(6
4
)
+
(4
3
)
= 40.
Theorem 1.3 (Billera–Lee, Stanley). An integer sequence (f0, f1, . . . , fn−1) is
the f -vector of a simplicial n-polytope if and only if the corresponding sequence
(h0, . . . , hn) determined by (1.1) satisfies the following three conditions:
(a) hi = hn−i, i = 0, . . . , n (the Dehn–Sommerville equations);
(b) h0 6 h1 6 . . . 6 h[n
2
];
(c) h0 = 1, hi+1 − hi 6 (hi − hi−1)
〈i〉, i = 1, . . . ,
[
n
2
]
− 1.
Example 1.4. 1. The first inequality h0 6 h1 from part (b) of g-theorem is
equivalent to f0 = m > n+1. This just expresses the fact that it takes at least
n+ 1 hyperplanes to bound a polytope in Rn.
2. The first inequality from part (c) is equivalent to the upper bound
f1 6
(f0
2
)
,
which says that any two vertices are joined by at most one edge.
3. The second inequality h1 6 h2 (for n > 4) from part (b) is equivalent to
the lower bound
f1 > nf0 −
(n+1
2
)
.
Exercise 1.5. Deduce the following “f -vector form” of the Dehn–Sommerville
equations
(1.6) fk−1 =
n∑
j=k
(−1)n−j
(
j
k
)
fj−1, k = 0, 1, . . . , n.
An integral sequence (k0, k1, . . . , kr) satisfying k0 = 1 and 0 6 ki+1 6 k
〈i〉
i for
i = 1, . . . , r− 1 is called an M -vector (after M. Macaulay). One may introduce
the g-vector g(Kn−1) = (g0, g1, . . . , g[n
2
]) of simplicial complex Kn−1 by g0 = 1,
gi = hi − hi−1, i > 0. Then conditions (b) and (c) from the g-theorem are
equivalent to that the g-vector of a simplicial n-polytope is an M -vector. The
notion of M -vector arises in the following theorem of commutative algebra.
Theorem 1.7 (Macaulay). An integral sequence (k0, k1, . . . , kr) is an M -vector
if and only if
ki = dimkA
2i, i = 1, . . . , r.
for some commutative graded connected k-algebra A = A0 ⊕ A2 ⊕ · · · ⊕ A2r
generated by degree-two elements.
We sketch the proof of the necessity part of Theorem 1.3 in the end of sec-
tion 4.1. Below we review two more famous results concerning the number of
faces, Upper Bound and Lower Bound theorems for simplicial polytopes. Both
can be deduced from Theorem 1.3.
A simplicial polytope Q is called k-neighbourly if any k vertices span a face.
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Exercise 1.8. Using the Dehn–Sommerville equations, show that if Q is a
k-neighbourly simplicial n-polytope and k >
[
n
2
]
, then Q is an n-simplex.
A
[
n
2
]
-neighbourly simplicial n-polytope is called neighbourly. An example of
a neighbourly n-polytope with arbitrary number of vertices is provided by the
cyclic polytope Cn(m) defined as the convex hull of any m distinct points x (ti),
t1 < t2 < . . . < tm, on the moment curve
x : R −→ Rn, t 7→ x (t) = (t, t2, . . . , tn) ∈ Rn.
Exercise 1.9. Prove that the Cn(m) is indeed a neighbourly simplicial poly-
tope, and that its combinatorial type is independent on a choice of points on
the moment curve.
Theorem 1.10 (UBT for simplicial polytopes). The number of i-faces of ar-
bitrary simplicial n-polytope Q does not exceed the number of i-faces of any
neighbourly n-polytope with the same number of vertices. That is, if f0(Q) = m,
then
fi(Q) 6 fi
(
Cn(m)
)
for i = 1, . . . , n − 1.
The equality above holds if and only if Q is a neighbourly polytope.
The Upper Bound theorem was conjectured by Motzkin in 1957 and proved
by P. McMullen in 1970.
Note that, since Cn(m) is neighborly,
fi
(
Cn(m)
)
=
(
m
i+1
)
for i = 0, . . . ,
[
n
2
]
− 1.
Due to the Dehn–Sommerville equations this determines the full f -vector of
Cn(m).
Exercise 1.11. Calculate the f -vector of a neighbourly simplicial n-polytope.
Exercise 1.12. Prove that the UBT inequalities are equivalent to the following
inequalities for the h-vector:
hi(Q) 6
(
m−n+i−1
i
)
, i = 0, . . . ,
[
n
2
]
.
(here m = f0 is the number of vertices). This was the key observation in
McMullen’s proof of the UBT and its subsequent generalisation to arbitrary
simplicial spheres due to Stanley. We will return to this argument later.
A simplicial n-polytope Q is called stacked if there is a sequence Q0, Q1, . . . ,
Qk = Q of n-polytopes such that Q0 is an n-simplex and Qi+1 is obtained
from Qi by adding a pyramid over some facet of Qi. In the combinatorial
language, stacked polytopes are those obtained from a simplex by applying
several subsequent stellar subdivisions of facets.
Theorem 1.13 (LBT for simplicial polytopes). For any simplicial n-polytope
Q (n > 3) with m = f0 vertices the following lower bounds hold
fi(Q) >
(
n
i
)
f0 −
(
n+1
i+1
)
i for i = 1, . . . , n− 2;
fn−1(Q) > (n− 1)f0 − (n+ 1)(n − 2).
The equality is achieved if and only if Q is a stacked polytope.
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Note that the first inequality above is equivalent to the inequality h1 6 h2
from Theorem 1.3.
The boundary of a simplicial n-polytope is a simplicial subdivision of (n−1)-
sphere. However, not every triangulation of sphere is combinatorially equivalent
to a boundary of polytope.
The Dehn–Sommerville equations, Upper Bound and Lower Bound theorems
were proved in different times for arbitrary triangulations of spheres. However,
the generalisation of Theorem 1.3 to arbitrary simplicial spheres remains the
main combinatorial conjecture concerning the number of faces.
Problem 1.14 (g-conjecture). Is it true that Theorem 1.3 holds for arbitrary
triangulation of (n− 1)-sphere?
2. Stanley–Reisner rings: combinatorics and homological
algebra.
The notion of Stanley–Reisner face ring k[K] of simplicial complex K is
central in the algebraic study of triangulations. It allows to translate the com-
binatorics into commutative homological algebra. We review its main prop-
erties, emphasising functoriality. Then we introduce the bigraded Tor-algebra
Tork[v1,...,vm](k[K],k) through a finite free resolution of Z[K] as a module over
the polynomial ring. The corresponding bigraded Betti numbers are important
combinatorial invariants of K.
2.1. Definition of k[K]. Let k[v1, . . . , vm] be the graded polynomial algebra
over k = Z or a field, deg vi = 2. For arbitrary subset σ = {i1, . . . , ik} ⊂ [m]
denote by vσ the square-free monomial vi1 . . . vik .
The face ring (or the Stanley–Reisner ring) of a simplicial complex K on the
vertex set [m] is the quotient ring
k[K] = k[v1, . . . , vm]/IK ,
where IK is the homogeneous ideal generated by all monomials vσ such that σ
is not a simplex of K. The ideal IK is called the Stanley–Reisner ideal of K.
Example 2.1. 1. Let K be a 2-dimensional simplicial complex shown on
Figure 1. Then
IK = (v1v5, v3v4, v1v2v3, v2v4v5).
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Exercise 2.2. Show that every square-free monomial ideal in the polynomial
ring has the form IK for some simplicial complex K.
A missing face of K is a subset σ ⊂ [m] such that σ /∈ K, but every proper
subset of σ is a simplex of K. The Stanley–Reisner ideal IK has basis of mono-
mials vσ corresponding to missing faces σ of K. K is called a flag complex
if any set of vertices which are pairwise connected spans a simplex of K. Al-
ternatively, K is a flag complex if and only if every its missing face has two
vertices. The Stanley–Reisner ring k[K] is a quadratic algebra (i.e. the ideal
IK is generated by quadratic monomials) if and only if K is a flag complex.
Let K1 and K2 be two simplicial complexes on the vertex sets [m1] and [m2]
respectively. A set map ϕ : [m1]→ [m2] is called a simplicial map between K1
and K2 if ϕ(σ) ∈ K2 for any σ ∈ K1.
Proposition 2.3. Let ϕ : K1 → K2 be a simplicial map. Define the map
ϕ∗ : k[w1, . . . , wm2 ]→ k[v1, . . . , vm1 ] by
ϕ∗(wj) :=
∑
i∈ϕ−1(j)
vi.
Then ϕ∗ descends to a homomorphism k[K2] → k[K1] (which we will also
denote by ϕ∗).
Proof. We have to check that ϕ∗(IK2) ⊂ IK1 . Suppose τ = {j1, . . . , js} ⊂ [m2]
is not a simplex of K2. Then
(2.4) ϕ∗(wj1 · · ·wjs) =
∑
i1∈ϕ−1(j1),...,is∈ϕ−1(js)
vi1 · · · vis .
We claim that σ = {i1, . . . , is} is not a simplex ofK1 for any monomial vi1 · · · vis
in the right hand side of the above identity. Indeed, otherwise we would have
ϕ(σ) = τ ∈ K2 by the definition of simplicial map, which is impossible. Hence,
the right hand side of (2.4) is in IK1 . 
Assuming that k is a field, for any graded k-module M = M0 ⊕M1 ⊕ . . .
define its Poincare´ series by
F (M ; t) =
∞∑
i=0
(dimkM
i)ti.
Lemma 2.5 (Stanley). The Poincare´ series of k[Kn−1] can be calculated as
F
(
k[Kn−1]; t
)
=
n−1∑
i=−1
fit
2(i+1)
(1− t2)i+1
=
h0 + h1t
2 + · · ·+ hnt
2n
(1− t2)n
,
where (f0, . . . , fn−1) is the f -vector and (h0, . . . , hn) is the h-vector of K.
Proof. A monomial in k[K] has the form vα1i1 · · · v
αk+1
ik+1
where {i1, . . . , ik+1} is a
simplex of Kn−1 and α1, . . . , αk+1 are some positive integers. Thus, every k-
simplex of K contributes the summand t
2(k+1)
(1−t2)k+1
to the Poincare´ series, which
proves the first identity. The second identity is an obvious corollary of (1.1). 
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Example 2.6. 1. Let K = ∆n−1. Then fi =
( n
i+1
)
for −1 6 i 6 n− 1, h0 = 1
and hi = 0 for i > 0. We have k[∆
n−1] = k[v1, . . . , vn] and F (k[∆
n−1]; t) =
(1− t2)−n, which agrees with Lemma 2.5.
2. Let K be the boundary of an n-simplex. Then hi = 1, i = 0, 1, . . . , n,
and k[K] = k[v1, . . . , vn+1]/(v1v2 · · · vn+1). By Lemma 2.5,
F
(
k[K]; t
)
=
1 + t2 + · · · + t2n
(1− t2)n
.
2.2. Cohen–Macaulay algebras. Suppose now that A = ⊕i>0A
i is a finitely-
generated commutative graded algebra over k. We assume that A is connected
(A0 = k) and has only even-degree graded components, so it is commutative as
either ordinary or graded algebra. We denote by A+ the positive-degree part
of A and by H(A+) the set of homogeneous elements in A+. The Krull dimen-
sion of A, denoted dimA, is the maximal number of algebraically independent
elements of A.
A sequence t1, . . . , tn of algebraically independent homogeneous elements of
A is called an hsop (homogeneous system of parameters) if A is a finitely-
generated k[t1, . . . , tn]-module (equivalently, A/(t1, . . . , tn) has finite dimension
as a k-vector space).
Lemma 2.7 (No¨ther normalisation lemma). Any finitely-generated graded al-
gebra A over a field k admits an hsop. If k is of zero characteristic and A is
generated by degree-two elements, then a degree-two hsop can be chosen.
A degree-two hsop is called an lsop (linear system of parameters).
A sequence t = t1, . . . , tk of elements of H(A+) is called a regular sequence
if ti+1 is not a zero divisor in A/(t1, . . . , ti) for 0 6 i < k.
Exercise 2.8. Prove that any regular sequence consists of algebraically inde-
pendent elements, so it generates a polynomial subring in A. Show further that
t is a regular sequence if and only if A is a free k[t1, . . . , tk]-module.
Algebra A is called Cohen–Macaulay if it admits a regular hsop t . It follows
that A is Cohen–Macaulay if and only if it is free finitely generated module over
its polynomial subring. If k is a field of zero characteristic and A is generated
by degree-two elements, then one can choose t to be an lsop. In this case the
following formula for the Poincare´ series of A holds
F (A; t) =
F
(
A/(t1, . . . , tn); t
)
(1− t2)n
,
where F (A/(t1, . . . , tn); t) is a polynomial.
A simplicial complex K is called Cohen–Macaulay (over k) if its face ring
k[K] is Cohen–Macaulay.
Exercise 2.9. Prove that the Krull dimension of k[Kn−1] equals n. Compare
the above formula for F (k[K],k) with that of Lemma 2.5.
Example 2.10. Let K = ∂∆2 be the boundary of a 2-simplex. Then k[K] =
k[v1, v2, v3]/(v1v2v3). The elements v1, v2 ∈ k[K] are algebraically independent,
but do not form an hsop, since k[K]/(v1, v2) ∼= k[v3] is not finite-dimensional as
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a k-space. On the other hand, the elements t1 = v1−v3, t2 = v2−v3 of k[K] form
an hsop, since k[K]/(t1, t2) ∼= k[t]/t
3. It is easy to see that k[K] is a free k[t1, t2]-
module with one 0-dimensional generator 1, one 1-dimensional generator v1, and
one 2-dimensional generator v21 . Thus, k[K] is Cohen–Macaulay and (t1, t2) is
a regular sequence.
Proposition 2.11 (Stanley). If Kn−1 is a Cohen–Macaulay simplicial complex,
then h(Kn−1) = (h0, . . . , hn) is an M -vector.
Proof. Let t1, . . . , tn be a regular sequence of degree-two elements of k[K]. Then
A = k[K]/(t1, . . . , tn) is a graded algebra generated by degree-two elements, and
dimkA
2i = hi. Now the result follows from Theorem 1.7. 
For arbitrary simplex σ ∈ K define its link and star as subcomplexes
linkK σ =
{
τ ∈ K : σ ∪ τ ∈ K, σ ∩ τ = ∅
}
;
starK σ =
{
τ ∈ K : σ ∪ τ ∈ K
}
.
For any vertex v ∈ K the subcomplex starK v can be identified with the cone
over linkK v. The polyhedron | starK v| consists of all faces of |K| that contain v.
We omit the subscript K whenever the context allows.
The following fundamental theorem characterises Cohen–Macaulay complex-
es combinatorially.
Theorem 2.12 (Reisner). A simplicial complex K is Cohen–Macaulay over k
if and only if for any simplex σ ∈ K (including σ = ∅) and i < dim(linkσ) it
holds that H˜i(linkσ;k) = 0.
The standard PL topology techniques allow to reformulate the above theorem
in purely topological terms.
Proposition 2.13 (Munkres). Kn−1 is Cohen–Macaulay over k if and only if
for arbitrary point x ∈ |K| it holds that H˜i(|K|;k) = Hi(|K|, |K|\x;k) = 0 for
i < n− 1.
Corollary 2.14. A triangulation of sphere is a Cohen–Macaulay complex.
Now by Theorem 2.11 one concludes that the h-vector of a simplicial sphere
is anM -vector. This argument was used by Stanley to extend the Upper Bound
Theorem (Theorem 1.10) to simplicial spheres.
Corollary 2.15 (UBT for spheres, Stanley). For arbitrary simplicial (n − 1)-
sphere Kn−1 with m vertices it holds that
fi(K
n−1) 6 fi
(
Cn(m)
)
for i = 1, . . . , n− 1.
Proof. Due to Exercise 1.12, the UBT is equivalent to the inequalities
hi(K
n−1) 6
(m−n+i−1
i
)
, 0 6 i <
[
n
2
]
.
Since h(Kn−1) is anM -vector, there exists a graded algebra A = A0⊕A2⊕· · ·⊕
A2n generated by degree-two elements such that dimkA
2i = hi (Theorem 1.7).
In particular, dimkA
2 = h1 = m− n. Since A is generated by A
2, the number
hi cannot exceed the total number of monomials of degree i in (m−n) variables.
The latter is exactly
(m−n+i−1
i
)
. 
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2.3. Resolutions and Tor-algebras. Let M be a finitely-generated graded
k[v1, . . . , vm]-module. A free resolution of M is an exact sequence
(2.16)
. . .
d
−−−−→ R−i
d
−−−−→ . . .
d
−−−−→ R−1
d
−−−−→ R0 −−−−→ M −−−−→ 0,
where the R−i are finitely-generated free modules and the maps d are degree-
preserving. The minimal number h for which there exists a free resolution (2.16)
with R−i = 0 for i > h is called the homological dimension of M and denoted
hdM . By the Hilbert syzygy theorem, hdM 6 m. A resolution (2.16) can
be written as a free bigraded differential k-module [R, d], where R =
⊕
R−i,j,
R−i,j := (R−i)j and d : R−i,j → R−i+1,j. The bigraded cohomology module
H[R, d] has H−i,k[R, d] = 0 for i > 0 and H0,k[R, d] = Mk. Let [M, 0] be the
bigraded module with M−i,k = 0 for i > 0, M0,k = Mk, and zero differen-
tial. Then the resolution (2.16) determined a map [R, d] → [M, 0] inducing an
isomorphism in cohomology.
Exercise 2.17. Show that the Poincare´ series of M can be calculated from
any free resolution (2.16) as follows. Suppose that R−i has rank qi with free
generators in degrees d1i, . . . , dqii, i = 1, . . . , h. Then
(2.18) F (M ; t) = (1− t2)−m
h∑
i=0
(−1)i(td1i + · · ·+ tdqii).
Example 2.19 (Koszul resolution). Let M = k. The k[v1, . . . , vm]-module
structure on k is defined via the map k[v1, . . . , vm]→ k that sends each vi to 0.
Let Λ[u1, . . . , um] denote the exterior algebra on m generators. Turn the tensor
product R = Λ[u1, . . . , um] ⊗ k[v1, . . . , vm] (here and below we use ⊗ for ⊗k)
into a differential bigraded algebra by setting
bideg ui = (−1, 2), bideg vi = (0, 2),
dui = vi, dvi = 0,(2.20)
and requiring that d be a derivation of algebras. An explicit construction of
cochain homotopy shows that H−i[R, d] = 0 for i > 0 and H0[R, d] = k. Since
Λ[u1, . . . , um]⊗k[v1, . . . , vm] is a free k[v1, . . . , vm]-module, it determines a free
resolution of k. This resolution is known as the Koszul resolution. Its expanded
form is as follows:
0→ Λm[u1, . . . , um]⊗ k[v1, . . . , vm] −→ · · ·
−→ Λ1[u1, . . . , um]⊗ k[v1, . . . , vm] −→ k[v1, . . . , vm] −→ k→ 0,
where Λi[u1, . . . , um] is the submodule of Λ[u1, . . . , um] spanned by monomials
of length i.
Let N be another module; then applying the functor ⊗k[v1,...,vm]N to resolu-
tion [R, d] we get a homomorphism of differential modules
[R⊗k[v1,...,vm] N, d]→ [M ⊗k[v1,...,vm] N, 0],
STANLEY–REISNER RINGS AND TORUS ACTIONS 9
which in general does not induce an isomorphism in cohomology. The (−i)th
cohomology module of the cochain complex
. . . −−−−→ R−i ⊗k[v1,...,vm] N −−−−→ . . . −−−−→ R
0 ⊗k[v1,...,vm] N −−−−→ 0
is denoted Tor−i
k[v1,...,vm]
(M,N). Thus,
Tor−i
k[v1,...,vm]
(M,N) :=
Ker
[
d : R−i ⊗k[v1,...,vm] N → R
−i+1 ⊗k[v1,...,vm] N
]
d(R−i−1 ⊗k[v1,...,vm] N)
.
Since all the R−i and N are graded modules, we actually have the bigraded
k-module
Tork[v1,...,vm](M,N) =
⊕
i,j
Tor−i,j
k[v1,...,vm]
(M,N).
The following properties of Tor−i
k[v1,...,vm]
(M,N) are well known.
Proposition 2.21. (a) The module Tor−i
k[v1,...,vm]
(M,N) does not depend, up to
isomorphism, on a choice of resolution (2.16).
(b) Both Tor−i
k[v1,...,vm]
( · , N) and Tor−i
k[v1,...,vm]
(M, · ) are covariant functors.
(c) Tor0
k[v1,...,vm]
(M,N) ∼=M ⊗k[v1,...,vm] N .
(d) Tor−i
k[v1,...,vm]
(M,N) ∼= Tor−i
k[v1,...,vm]
(N,M).
Now put M = k[K] and N = k. Since deg vi = 2, we have
Tork[v1,...,vm]
(
k[K],k
)
=
m⊕
i,j=0
Tor−i,2j
k[v1,...,vm]
(
k[K],k
)
(i.e. Tork[v1,...,vm](k[K],k) is non-zero only in even second degrees). Define the
bigraded Betti numbers of k[K] by
(2.22) β−i,2j
(
k[K]
)
:= dimkTor
−i,2j
k[v1,...,vm]
(
k[K],k
)
, 0 6 i, j 6 m.
We also set
β−i(k[K]) = dimkTor
−i
k[v1,...,vm]
(k[K],k) =
∑
j
β−i,2j(k[K]).
Example 2.23. Let K be the boundary of a square. Then
k[K] ∼= k[v1, . . . , v4]/(v1v3, v2v4).
Let us construct a resolution of k[K] and calculate the corresponding bigraded
Betti numbers. The module R0 has one generator 1 (of degree 0), and the map
R0 → k[K] is the quotient projection. Its kernel is the ideal IK1 , generated
by two monomials v1v3 and v2v4. Take R
−1 to be the free module on two
4-dimensional generators, denoted v13 and v24, and define d : R
−1 → R0 by
sending v13 to v1v3 and v24 to v2v4. Its kernel is generated by one element
v2v4v13 − v1v3v24. Hence, R
−2 has one generator of degree 8, say a, and the
map d : R−2 → R−1 is injective and sends a to v2v4v13−v1v3v24. Thus, we have
resolution
0 −−−−→ R−2 −−−−→ R−1 −−−−→ R0 −−−−→ M −−−−→ 0,
where rankR0 = β0,0(k[K]) = 1, rankR−1 = β−1,4 = 2, rankR−2 = β−2,8 = 1.
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The Betti numbers β−i,2j(k[K]) are important combinatorial invariants of
simplicial complexK. The following result expresses them in terms of homology
groups of subcomplexes of K.
Theorem 2.24 (Hochster). We have
β−i,2j
(
k[K]
)
=
∑
ω⊂[m] : |ω|=j
dimk H˜
j−i−1(Kω;k),
where Kω is the full subcomplex of K spanned by ω. We assume H˜
−1(∅) = k
above.
The original Hochster’s proof of this theorem uses rather complicated combi-
natorial and commutative algebra techniques. Later we give another topological
proof.
Exercise 2.25. Calculate the bigraded Betti numbers from Example 2.23 using
Hochster theorem.
Now let us consider the differential bigraded algebra [Λ[u1, . . . , um]⊗k[K], d]
with d defined as in (2.20).
Lemma 2.26. Tork[v1,...,vm](k[K],k) is an algebra in a canonical way, and there
is an isomorphism of algebras
Tork[v1,...,vm](k[K],k)
∼= H
[
Λ[u1, . . . , um]⊗ k[K], d
]
.
Proof. Using the Koszul resolution [Λ[u1, . . . , um]⊗ k[v1, . . . , vm], d] in the def-
inition of Tork[v1,...,vm](k,k[K]), we calculate
Tork[v1,...,vm](k[K],k)
∼= Tork[v1,...,vm](k,k[K])
= H
[
Λ[u1, . . . , um]⊗ k[v1, . . . , vm]⊗k[v1,...,vm] k[K]
]
∼= H
[
Λ[u1, . . . , um]⊗ k[K]
]
.

The bigraded algebra Tork[v1,...,vm](k[K],k) is called the Tor-algebra of sim-
plicial complex K.
Lemma 2.27. A simplicial map ϕ : K1 → K2 between two simplicial complexes
on the vertex sets [m1] and [m2] respectively induces a homomorphism
(2.28) ϕ∗t : Tork[w1,...,wm2 ]
(
k(K2),k
)
→ Tork[v1,...,vm1 ]
(
k(K1),k
)
of the corresponding Tor-algebras.
Proof. This follows directly from Propositions 2.3 and 2.21 (b). 
2.4. Gorenstein* complexes. Cohen–Macaulay complexes may be charac-
terised by means of Betti numbers as follows.
Exercise 2.29. Kn−1 is a Cohen–Macaulay complex if and only if β−i(k[K]) =
0 for i > m− n. In this case β−(m−n)(k[K]) 6= 0.
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A Cohen–Macaulay complex Kn−1 on the set [m] is called Gorenstein if
β−(m−n)(k[K]) = 1, that is, Tor
−(m−n)
k[v1,...,vm]
(k[K],k) ∼= k. If additionaly K is not
a cone over another simplicial complex then it is called Gorenstein*. In the
latter case we have
β−(m−n)(k[K]) = β−(m−n),2m(k[K]) = 1.
The following result is similar to Reisner’s theorem 2.12 and characterises
Gorenstein* simplicial complexes.
Theorem 2.30 (Stanley). A simplicial complex K is Gorenstein* over k if
and only if for any simplex σ ∈ K (including σ = ∅) the subcomplex link σ has
the homology of a sphere of dimension dim(link σ).
In particular, simplicial spheres and simplicial homology spheres (triangu-
lated manifolds with the homology of a sphere) are Gorenstein* complexes.
However, the Gorenstein* property does not guarantee a complex to be a tri-
angulated manifold. Gorenstein complexes are known to topologists as “gener-
alised homology spheres”.
A graded commutative finite-dimensional connected k-algebra H = ⊕di=0H
i
is called a Poincare´ algebra if k-linear maps H i → Homk(H
d−i,Hd), a 7→ ϕa,
ϕa(b) = ab are isomorphisms for all i = 0, . . . , d. The following is a corollary of
Avramov–Golod theorem [1, Thm. 3.4.5].
Theorem 2.31. A simplicial complex is Gorenstein if and only if its Tor-
algebra is Poincare´.
It is easy to see that the Poincare´ algebra structure respects the bigrading,
whence the next result follows.
Corollary 2.32. Suppose Kn−1 is a Gorenstein* complex on [m]. Then the fol-
lowing identities hold for the Poincare´ series of Tor-algebra and for the bigraded
Betti numbers:
F
(
Tor−i
k[v1,...,vm]
(k[K],k); t
)
= t2mF
(
Tor
−(m−n)+i
k[v1,...,vm]
(k[K],k); 1t
)
;
β−i,2j
(
k[K]
)
= β−(m−n)+i,2(m−j)
(
k[K]
)
, i = 0, . . . ,m− n, j = 0, . . . ,m.
Exercise 2.33. Deduce from the above that if Kn−1 is Gorenstein* then
F
(
k[K], t
)
= (−1)nF
(
k[K], 1t
)
.
Deduce further that the Dehn–Sommerville relations hi = hn−i, 0 6 i 6 n,
hold for arbitrary Gorenstein* complex Kn−1.
We see that the class of Gorenstein* complexes is in a sense “the best possible
algebraic approximation” to triangulated spheres. As it was conjectured by
Stanley, the g-theorem may continue to hold for Gorenstein* complexes.
Later we deduce the generalised Dehn–Sommerville equations for triangu-
lated manifolds as a consequence of the bigraded Poincare´ duality for moment-
angle complexes. In particular, this gives the following short form of the equa-
tions in terms of the h-vector:
hn−i − hi = (−1)
i
(
χ(Kn−1)− χ(Sn−1)
)(n
i
)
, i = 0, 1, . . . , n.
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Here χ(Kn−1) = f0 − f1 + . . . + (−1)
n−1fn−1 = 1 + (−1)
n−1hn is the Euler
characteristic of Kn−1 and χ(Sn−1) = 1 + (−1)n−1 is that of a sphere. Note
that the above equations reduce to the classical hn−i = hi in the case when
K is a simplicial sphere or has odd dimension. Note also that a triangulated
manifold is not Gorenstein*, or even Cohen–Macaulay, in general.
3. Davis–Januszkiewicz spaces and moment-angle manifolds and
complexes.
Here we study different ”topological models” for the algebraic objects in-
troduced before. The Davis–Januszkiewicz space DJ (K) has the cohomology
isomorphic to the Stanley–Reisner ring k[K]. A Borel construction type model
of such space is due to Davis and Januszkiewicz [3], whence the name comes.
It also appeared in different disguises in the work of Hattori–Masuda on torus
manifolds. In our approach we use another model for DJ (K), defined through
a simple colimit (or ”nested union”) of nice building blocks. It is homotopy
equivalent to the Davis–Januszkiewicz model. The building block space de-
pends on the coefficients k (e.g., it is CP∞ if k = Z, and RP∞ if k = Z/2).
The term ”moment-angle complex” refers to a special bigraded cellular decom-
position of the universal space ZK acted on by the torus. This space was also
introduced by Davis and Januszkiewicz. It was defined as the fibre of a bundle
with total space DJ (K) and base BTm, but it has also many other interest-
ing interpretations. The moment-angle complex ZK is a manifold provided
that K is a triangulation of a sphere. At the end we discuss how the spaces
DJ (K) and ZK are related to toric varieties and fans, Davis–Januszkiewicz
(quasi)toric manifolds and characteristic functions, and Hattori–Masuda torus
manifolds and multifans.
3.1. Definitions and main properties. Here we assume k = Z, unless oth-
erwise specified.
The classifying space for the circle S1 can be identified with the infinite-
dimensional projective space CP∞. It has a canonical cell decomposition with
one cell B2k in each even dimension. The classifying space BTm of the m-
torus is thus the product of m copies of CP∞. The cohomology of BTm is
the polynomial ring Z[v1, . . . , vm], deg vi = 2. The total space ET
m of the
universal principal Tm-bundle over BTm can be identified with the product of
m infinite-dimensional spheres.
For arbitrary subset ω ⊂ [m] define the subproduct
BTω :=
{
(x1, . . . , xm) ∈ BT
m : xi = ∗ if i /∈ ω
}
.
For arbitrary simplicial complex K on [m] define the Davis-Januszkiewicz
space as the following cellular subcomplex:
DJ (K) :=
⋃
σ∈K
BT σ ⊂ BTm.
Proposition 3.1. The cohomology of DJ (K) is isomorphic to the Stanley–
Reisner ring Z[K]. Moreover, the inclusion of cellular complexes i : DJ (K) →֒
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BTm induces the quotient epimorphism
i∗ : Z[v1, . . . , vm]→ Z[K] = Z[v1, . . . , vm]/IK
in the cohomology.
Proof. A monomial vk1i1 . . . v
kp
ip
represents the cellular cochain (B2k1i1 . . . B
2kp
ip
)∗
in C∗(BTm). Under the cochain homomorphism induced by the inclusion
DJ (K) ⊂ BTm it maps identically if {i1, . . . , ip} ∈ K and to zero otherwise,
whence the statement follows. 
It is convenient to realise the torus Tm as a subspace in Cm:
Tm =
{
(z1, . . . , zm) ∈ C
m : |zi| = 1, i = 1, . . . ,m
}
.
It is contained in the unit polydisc
(D2)m :=
{
(z1, . . . , zm) ∈ C
m : |zi| 6 1, i = 1, . . . ,m
}
.
For arbitrary subset ω ⊂ [m] define
Bω :=
{
(z1, . . . , zm) ∈ (D
2)m : |zi| = 1 if i /∈ ω
}
.
Obviously, Bω is homeomorphic to (D
2)|ω|×Tm−|ω|. Given a simplicial complex
K on [m], define the moment-angle complex ZK by
(3.2) ZK :=
⋃
σ∈K
Bσ ⊂ (D
2)m.
Remark. The above constructions of DJ (K) and ZK are examples of colimits of
diagrams of topological spaces over the face category of K (objects are simplices
and morphisms are inclusions). In the first case the diagram assigns the space
BT σ to a simplex σ; its colimit is DJ (K). The second diagram assigns Bσ to
σ; its colimit is ZK .
The torus Tm acts on (D2)m coordinatewise, and each subspace Bω is invari-
ant under this action. Therefore, the space ZK itself is acted on by the torus.
The quotient (D2)m/Tm can be identified with the unit m-cube:
Im :=
{
(y1, . . . , ym) ∈ R
m : 0 6 yi 6 1, i = 1, . . . ,m
}
.
The quotient Bω/T
m is then the following |ω|-face of Im:
Cω :=
{
(y1, . . . , ym) ∈ I
m : yi = 1 if i /∈ ω
}
.
Thus, the whole quotient ZK/T
m is identified with a certain cubical subcomplex
in Im, which we denote cc(K).
Lemma 3.3. The cubical complex cc(K) is PL-homeomorphic to | coneK|.
Proof. Let K ′ denote the barycentric subdivision of K (the vertices of K ′
correspond to non-empty simplices σ of K). We define a PL embedding
ic : coneK
′ →֒ Im by sending each vertex σ to the vertex (ε1, . . . , εm) ∈ I
m,
where εi = 0 if i ∈ σ and εi = 1 otherwise, sending the cone vertex to
(1, . . . , 1) ∈ Im, and extending linearly on the simplices of coneK ′. The
barycentric subdivision of a face σ ∈ K is a subcomplex in K ′, which we denote
K ′|σ. Under the map ic the subcomplex coneK
′|σ maps onto the face Cσ ⊂ I
m.
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Thus, the whole complex coneK ′ maps homeomorphically onto cc(K), whence
the proof follows. 
Example 3.4. If K = ∆m−1 is the whole simplex on [m], then cc(K) is
the whole cube Im, and the above constructed PL-homeomorphism between
cone(∆m−1)′ to Im defines the canonical triangulation of Im.
Lemma 3.5. Suppose that K is a triangulation of a sphere: |K| ∼= Sn−1. Then
ZK is an (m+ n)-dimensional manifold.
Proof. The space | coneK ′| has a canonical face structure whose facets (codi-
mension-one faces) are Fi := starK ′{i}, i = 1, . . . ,m, and i-faces are non-
empty intersections of i-tuples of facets. Since K is a triangulation of a sphere,
| coneK ′| is an n-ball. Every point in | coneK ′| has a neighbourhood homeo-
morphic to an open subset in In (or Rn+) with the homeomorphism preserving
the dimension of faces. By the definition, this displays | coneK ′| as a manifold
with corners. Having identified | coneK ′| with cc(K) and further cc(K) with
ZK/T
m, we see that every point in ZK lies in a neighbourhood homeomorphic
to an open subset in (D2)n × Tm−n and thus in Rm+n. 
Suppose Pn is a simple n-polytope, that is, every vertex of P is contained in
exactly n facets. Define KP to be the boundary complex of the dual simplicial
polytope. Then the face structure in coneK ′P is the same as that of P
n.
Exercise 3.6. Show that the isotropy subgroup of a point x ∈ cc(K) under
the Tm-action on ZK is the coordinate subtorus
T (x) :=
{
(z1, . . . , zm) ∈ T
m : zi = 1 if x /∈ Fi
}
.
In particular, the action is free over the interior (that is, around the cone point)
of cc(K) ∼= | coneK ′|.
It follows that the moment-angle complex can be identified with the quotient
ZK =
(
Tm × | coneK ′|
)
/∼,
where (t1, x) ∼ (t2, y) if and only if x = y and t1t
−1
2 ∈ T (x). In the case
K = KP we may write (T
m × Pn)/∼ instead. The latter Tm-manifold is the
one introduced by Davis and Januszkiewicz [3], which thereby coincides with
our moment-angle complex.
For arbitrary Tm-space X define the Borel construction (also known as the
homotopy quotient or associated bundle) as the identification space
ETm ×Tm X := ET
m ×X/∼,
where (e, x) ∼ (eg, g−1x) for any e ∈ ETm, x ∈ X, g ∈ Tm.
The projection (e, x) → e identifies ETm ×Tm X with the total space of a
bundle ETm ×Tm X → BT
m with fibre X and structure group Tm.
In the sequel we denote the Borel construction ETm ×Tm X by BTX.
In particular, for any simplicial complex K on m vertices we have the Borel
construction BTZK and the bundle p : BTZK → BT
m with fibre ZK . Davis
and Januszkiewicz showed that the cohomology of BTZK is isomorphic to the
Stanley–Reisner ring Z[K], and p∗ : Z[v1, . . . , vm] → Z[K] is the quotient pro-
jection. Thus, the space BTZK provides another topological model for the
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Stanley–Reisner ring. However, the following result shows that the two models
DJ (K) and BTZK are homotopy equivalent.
Theorem 3.7. There is a deformation retraction BTZK → DJ (K) such that
the diagram
BTZK
p
−−−−→ BTmy
∥∥∥
DJ (K)
i
−−−−→ BTm
is commutative.
Proof. We have ZK =
⋃
σ∈K Bσ, and each Bσ is T
m-invariant. Hence, there is
the corresponding decomposition of the Borel construction:
BTZK = ET
m ×Tm ZK =
⋃
σ∈K
ETm ×Tm Bσ.
Suppose |σ| = s. Then Bσ ∼= (D
2)s × Tm−s, so we have ETm ×Tm Bσ ∼=
(ET s ×T s (D
2)s) × ETm−s. The space ET s ×T s (D
2)s is the total space of a
(D2)s-bundle over BT s, and ETm−s is contractible. It follows that there is a
deformation retraction ETm ×Tm Bσ → BT
σ. These homotopy equivalences
corresponding to different simplices fit together to yield a required homotopy
equivalence between p : BTZK → BT
m and i : DJ (K) →֒ BTm. 
Below we denote by DJ (K) either of the two homotopy equivalent spaces.
Corollary 3.8. The moment-angle complex ZK is the homotopy fibre of the
embedding i : DJ (K) →֒ BTm.
Corollary 3.9. The Tm-equivariant cohomology of ZK is isomorphic to the
Stanley–Reisner ring of K:
H∗Tm(ZK)
∼= Z[K].
The following information about the homotopy groups of ZK can be retrieved
from the above constructions.
Proposition 3.10. (a) ZK is 2-connected, and πi(ZK) = πi(DJ (K)) for i > 3.
(b) If K is q-neighbourly, then πi(ZK) = 0 for i < 2q + 1. Moreover,
π2q+1(ZK) is a free Abelian group generated by the (q + 1)-element missing
faces of K.
Proof. Note that BTm = K(Zm, 2) and the 3-skeleton of DJ (K) coincides
with that of BTm. If K is q-neighbourly, then the (2q + 1)-skeleton of DJ (K)
coincides with that of BTm. Now, both statements follow easily from the exact
homotopy sequence of the map i : DJ (K)→ BTm. 
3.2. Cell decompositions. Here we construct a canonical cell decomposition
of the moment-angle complex.
Let us decompose D2 into the union of one 2-cell D, one 1-cell T and one
0-cells 1, as shown on Figure 2. It defines a cellular complex structure on the
polydisc (D2)m with 3m cells. Each cell of this complex is a product of cells
of 3 different types: Di, Ti and 1i, i = 1, . . . ,m. We encode the cells using
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the language of “sign vectors”. Each cell of (D2)m will be represented by a
sign vector T ∈ {D,T, 1}m. We denote by TD, TT and T1 respectively the D-,
T - and 1-component of T . Each of these components can be seen as a subset
of [m], and all three subsets are complementary. The closure of a cell T is
homeomorphic to a product of |TD| discs and |TT | circles.
Lemma 3.11. ZK is a cellular subcomplex of (D
2)m. A cell T ⊂ (D2)m belongs
to ZK if and only if TD ∈ K.
Proof. We have ZK = ∪σ∈KBσ and each Bσ is the closure of the cell T with
TD = σ, TT = [m] \ σ and T1 = ∅. 
Denote by C∗(ZK) the corresponding cellular cochains. It has a natural
bigrading defined by bideg T = (−|TT |, 2|TT | + 2|TD|) (so bidegDi = (0, 2),
bideg Ti = (−1, 2) and bideg 1i = (0, 0)). Moreover, since the cellular differ-
ential does not change the second grading, C∗(ZK) splits into the sum of its
components with fixed second degree:
C∗(ZK) =
m⊕
j=1
C∗,2j(ZK).
Correspondingly, the cohomology of ZK acquires an additional grading, and
one may define the bigraded Betti numbers b−i,2j(ZK) by
b−i,2j(ZK) := dimkH
−i,2j(ZK), i, j = 1, . . . ,m.
For the ordinary Betti numbers one has bk(ZK) =
∑
2j−i=k b
−i,2j(ZK).
Lemma 3.12. Let ϕ : K1 → K2 be a simplicial map between complexes on
the sets [m1] and [m2] respectively. Then there is an equivariant cellular map
ϕZ : ZK1 → ZK2 covering the induced map | coneK
′
1| → | coneK
′
2|.
Proof. Define the map ϕD : (D
2)m1 → (D2)m2 by
ϕD(z1, . . . , zm1) = (w1, . . . , wm2),
where
wi =
∏
j∈f−1(i)
zj .
Then one easily checks that ϕD(Bσ) ⊂ Bϕ(σ). Since ϕ is simplicial, σ ∈ K1
implies ϕ(σ) ∈ K2. Hence, the restriction of ϕD to ZK1 is the required map. 
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The above constructed map regards the bigrading, so the bigraded Betti
numbers are functorial.
3.3. Toric varieties, quasitoric manifolds, and torus manifolds. Several
important classes of manifolds with torus action emerge as the quotients of
moment-angle complexes by appropriate freely acting subtori.
First we give the following characterisation of lsop’s in the Stanley–Reisner
ring. Let Kn−1 be a simplicial complex and θ1, . . . , θn a sequence of degree-two
elements in k[K]. We may write
(3.13) θi = λi1v1 + · · · + λimvm, i = 1, . . . , n.
For arbitrary simplex σ ∈ K we have Kσ = ∆
|σ|−1 and k[Kσ] is the polynomial
ring k[vi : i ∈ σ] on |σ| generators. The inclusionKσ ⊂ K induces the restriction
homomorphism rσ from k[K] to the polynomial ring, mapping vi identically if
i ∈ σ and to zero otherwise. The degree-two part of a polynomial ring on q
generators may be identified with the space of linear forms on kq.
Lemma 3.14. A degree-two sequence θ1, . . . , θn is an lsop in k[K
n−1] if and
only if its image under any restriction homomorphism rσ generates (k
|σ|)∗.
Proof. Suppose (3.13) is an lsop. For simplicity we denote its image under any
restriction homomorphism by the same letters. Then the restriction induces a
homomorphism of quotient rings:
k[K]/(θ1, . . . , θn)→ k[vi : i ∈ σ]/(θ1, . . . , θn).
Since (3.13) is an lsop, k[K]/(θ1, . . . , θn) is a finitely generated k-module.
Hence, so is k[vi : i ∈ σ]/(θ1, . . . , θn). But the latter can be finitely generated
only if θ1, . . . , θn generates the degree-two part of the polynomial ring.
The “if” part may be proved by considering the sum of restrictions:
k[K]→
⊕
σ∈K
k[vi : i ∈ σ],
which is actually a monomorphism. See [1, Thm. 5.1.16] for details. 
In particular, if Kn−1 is pure (i.e., all maximal simplices have the same
dimension), then (3.13) is an lsop if and only if its restriction to every (n− 1)-
simplex is a basis in the space of linear forms.
Suppose now that K is Cohen–Macaulay (e.g., K is a sphere triangulation).
Then every lsop is a regular sequence (however, for k = Z or a field of finite
characteristic an lsop may fail to exist).
Now we restrict to the case k = Z and organise the coefficients in (3.13) into
an n ×m-matrix Λ = (λij). For arbitrary maximal simplex σ ∈ K denote by
Λσ the square submatrix (minor) formed by the elements λij with j ∈ σ. The
matrix Λ defines a linear map Zm → Zn and a homomorphism Tm → T n. We
denote both by λ and denote the kernel of the latter map by TΛ.
Theorem 3.15. The following conditions are equivalent:
(a) the sequence (3.13) is an lsop in Z[Kn−1];
(b) detΛσ = ±1 for every maximal simplex σ ∈ K;
(c) TΛ ∼= T
m−n and TΛ acts freely on ZK .
18 TARAS PANOV
Proof. The equivalence of (a) and (b) is a reformulation of Lemma 3.14. Let us
prove the equivalence of (b) and (c). Every isotropy subgroup of the Tm-action
on ZK has the form
T σ =
{
(z1, . . . , zm) ∈ T
m : zi = 1 if i /∈ σ
}
for some simplex σ ∈ K. Now, (b) is equivalent to the condition TΛ∩T
σ = {e}
for arbitrary maximal σ, whence the statement follows. 
We denote the quotient ZK/TΛ byM
2n
K (Λ) (when the context allows we may
abbreviate it to M2nK or even to M
2n). If K is a triangulated sphere, then ZK
is a manifold, hence, so is M2nK . The n-torus T
n = Tm/TΛ acts on M
2n
K . This
construction generalises the following two important classes of T n-manifolds.
Let K = KP be a polytopal triangulation, dual to the boundary complex of
a simple polytope Pn. Then the map λ determined by the matrix Λ may be
regarded as an assignment of an integer vector to any facet of Pn. A map λ
coming from a matrix satisfying the condition of Theorem 3.15(b) was called a
characteristic map by Davis and Januszkiewicz. We refer to the corresponding
quotient M2nP (Λ) = ZKP /TΛ as a quasitoric manifold (a toric manifold in the
Davis–Januszkiewicz terminology).
Let us assume further that Pn is realised in Rn with integer vertex coordi-
nates, so we can write
(3.16) Pn =
{
x ∈ Rn : 〈l i,x 〉 > −ai, i = 1, . . . ,m
}
,
where l i are integral vectors normal to the facets of P
n (we may assume these
vectors to be primitive and inward pointing), and ai ∈ Z. Let Λ be the matrix
formed by the column vectors l i, i = 1, . . . ,m. Then ZKP /TΛ is the projective
toric variety determined by the polytope Pn. The condition of Theorem 3.15(b)
is equivalent to that the toric variety is non-singular. Thereby a non-singular
projective toric variety is a quasitoric manifold (but there are many quasitoric
manifolds which are not toric varieties).
Finally, we mention that if K is an arbitrary triangulation of sphere, then
the manifold M2nK (Λ) is a torus manifold in the sense of Hattori–Masuda [4].
The corresponding multi-fan has K as the underlying simplicial complex. This
particular class of torus manifolds has many interesting specific properties.
4. Cohomology of moment-angle complexes
Studying ordinary and Tm-equivariant topology of ZK opens the way to
some combinatorial applications. While the cohomology of DJ (K) is Z[K], the
cohomology of the moment-angle complex ZK is isomorphic to the Tor-algebra
Tork[v1,...,vm](k[K],k). The argument uses some algebraic topology techniques,
such as Eilenberg-Moore spectral sequences (shortly emss). The intrinsic bi-
grading in Tor is exactly that coming from the bigraded cell decomposition
of ZK . In the case when K is a triangulated manifold, the bigraded relative
Poincare´ duality for ZK gives the generalised Dehn-Sommerville equations.
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4.1. Eilenberg–Moore spectral sequence. The Eilenberg–Moore spectral
sequence can be considered as an extension of Adams’ cobar construction ap-
proach to calculating the cohomology of loop spaces. Here we give the necessary
information on the spectral sequence; we follow L. Smith’s paper [5] in this de-
scription. The following theorem provides an algebraic setup for the emss.
Theorem 4.1 (Eilenberg–Moore). Let A be a differential graded k-algebra,
and M , N differential graded A-modules. Then there exists a second quadrant
spectral sequence {Er, dr} converging to TorA(M,N) whose E2-term is
E−i,j2 = Tor
−i,j
H[A]
(
H[M ],H[N ]
)
, i, j > 0,
where H[·] denotes the cohomology algebra (or module).
Topological applications of the above theorem arise in the case when A,M,N
are singular cochain algebras (or their commutative models) of certain topolog-
ical spaces. The classical situation is described by the commutative diagram
(4.2)
E −−−−→ E0y
y
B −−−−→ B0,
where E0 → B0 is a Serre fibre bundle with fibre F over a simply connected
base B0, and E → B is the pullback along a continuous map B → B0. For
any space X, let C∗(X;k) denote the singular cochain algebra of X or its
commutative model (e.g., the cellular cochain algebra if a nice cellular product
exists). Obviously, C∗(E0;k) and C
∗(B;k) are C∗(B0;k)-modules. Under these
assumptions the following statement holds.
Lemma 4.3 (Eilenberg–Moore). TorC∗(B0;k)(C
∗(E0;k), C
∗(B;k)) is an algebra
in a natural way, and there is a canonical isomorphism of algebras
TorC∗(B0;k)
(
C∗(E0;k), C
∗(B;k)
)
→ H∗(E;k).
The above two results lead to the following statement.
Theorem 4.4 (Eilenberg–Moore). There exists a spectral sequence of k-algeb-
ras {Er, dr} with
(a) Er ⇒ H
∗(E;k);
(b) E−i,j2 = Tor
−i,j
H∗(B0;k)
(
H∗(E0;k),H
∗(B;k)
)
.
The case when B above is a point is particularly important for applications,
so we state the corresponding result separately.
Corollary 4.5. Let E → B be a fibration over a simply connected space B with
fibre F . Then there exists a spectral sequence of k-algebras {Er, dr} with
(a) Er ⇒ H
∗(F ;k);
(b) E2 = TorH∗(B;k)
(
H∗(E;k),k
)
.
We refer to the above spectral sequence as the Eilenberg–Moore spectral se-
quence of fibration E → B.
Here is the first application of the emss. We use the notation of Theorem 3.15.
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Theorem 4.6. The cohomology of the quotient MK(Λ) = ZK/TΛ is given by
H∗
(
MK(Λ)
)
∼= Z[K]/(θ1, . . . , θn).
Proof. Denote M :=MK(Λ). Since TΛ acts freely on ZK , we have
ETm ×Tm ZK ≃ ET
n ×Tn M,
where T n = Tm/TΛ. Hence, H
∗(ET n ×Tn M) ∼= Z[K] by Corollary 3.9. The
emss of the bundle ET n ×Tn M → BT
n converges to H∗(M) and has
E∗,∗2 = Tor
∗,∗
H∗(BTn)
(
H∗(ET n ×Tn M),Z
)
= Tor∗,∗
Z[t1,...,tn]
(
Z[K],Z
)
,
where the Z[t1, . . . , tn]-module structure in Z[K] is defined through the homo-
morphism Z[t1, . . . , tn] → Z[K] taking ti to θi, i = 1, . . . , n, see (3.13). Since
Z[K] is Cohen–Macaulay and θ1, . . . , θn is an lsop, Z[K] is a free Z[t1, . . . , tn]-
module, so we have
Tor∗,∗
Z[t1,...,tn]
(
Z[K],Z
)
= Tor0,∗
Z[t1,...,tn]
(
Z[K],Z
)
= Z[K]⊗Z[t1,...,tn] Z = Z[K]
/
(θ1, . . . , θn).
Therefore, E0,∗2 = Z[K]/(θ1, . . . , θn) and E
−p,∗
2 = 0 for p > 0. It follows that
the Eilenberg–Moore spectral sequence collapses at the E2 term and H
∗(M) =
Z[K]/(θ1, . . . , θn), as claimed. 
In the case of quasitoric manifold the cohomology ring was described in [3],
while the case of non-singular toric varieties was known long before as the
Danilov–Jurkiewicz theorem.
Corollary 4.7. The cohomology of MK(Λ) vanishes in odd dimensions and
H2i(MK(Λ)) is a free abelian group of rank hi, i = 0, . . . , n.
In the case when Pn is an integral polytope (3.16) and M2nP a non-singular
toric variety, the cohomology ringH∗(MP ) has more specific properties. Namely
there is a cohomology class ω ∈ H2(MP ) for which the multiplication maps
Hn−i(MP )
ωi
−→ Hn+i(MP ), i = 1, . . . , n
are isomorphisms. This fact is known as the Hard Lefschetz theorem for toric
varieties (although its proof is far beyond the scope of this review). One can
take ω = a1v1 + · · · + amvm in the notation of (3.16). The multiplication by
ω determines a monomorphism H2i(MP ) → H
2i+2(MP ) for i 6
[
n
2
]
. Consider
the graded algebra A := H∗(MP )/(ω). It is generated in degree two and has
dimA2i = hi − hi−1, i = 1, . . . ,
[
n
2
]
. Then it follows from Theorem 1.7 that
0 6 hi+1 − hi 6 (hi − hi−1)
〈i〉
for i <
[
n
2
]
, which proves the necessity part of Theorem 1.3.
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4.2. Cohomology of ZK. Here we calculate the cohomology algebra of ZK .
As an immediate corollary we obtain that the cohomology inherits a canonical
bigrading from the spectral sequence. The corresponding bigraded Betti num-
bers coincide with the algebraic Betti numbers of k[K] introduced before (2.22).
Theorem 4.8. There are isomorphisms of algebras
H∗(ZK ;k) ∼= Tork[v1,...,vm]
(
k[K],k
)
∼= H
[
k[K]⊗ Λ[u1, . . . , um], d
]
,
where the latter algebra is bigraded by bideg vi = (0, 2), bideg ui = (−1, 2) and
the differential is determined by dvi = 0, dui = vi. In particular,
dimkH
q(ZK ;k) ∼=
∑
−i+2j=q
β−i,2j
(
k(K)
)
.
Proof. Consider the emss of the commutative square
E −−−−→ ETmy
y
DJ (K)
i
−−−−→ BTm
,
where the left vertical arrow is the pullback along i. Corollary 3.8 shows that
E is homotopy equivalent to ZK .
By Proposition 3.1, the map i : DJ (K) →֒ BTm induces the quotient epi-
morphism i∗ : k[v1, . . . , vm] → k[K] of the cellular cochain algebras. Since
ETm is contractible, there is a chain equivalence C∗(ETm;k) ≃ k. More pre-
cisely, C∗(ETm;k) can be identified with the Koszul resolution Λ[u1, . . . , um]⊗
k[v1, . . . , vm] of k (see Example 2.19). Therefore, we have an isomorphism
TorC∗(BTm)
(
C∗
(
DJ (K)
)
, C∗(ETm)
)
∼= Tork[v1,...,vm]
(
k[K],k
)
.
On the other hand, Lemma 4.3 shows that TorC∗(BTm)(C
∗(DJ (K)), C∗(ETm))
is an algebra isomorphic to H∗(ZK ;k), which proves the first isomorphism. The
second one follows from Lemma 2.26. 
Exercise 4.9. Prove that the Leray–Serre spectral sequence of the principal
Tm-bundle ZK → DJ (K) collapses at the E3 term.
Example 4.10. Let K = ∂∆m−1. Then k[K] = k[v1, . . . , vm]/(v1 · · · vm). A
direct calculation shows that the cohomology of k[K] ⊗ Λ[u1, . . . , um] is addi-
tively generated by the classes 1 and [v1v2 · · · vm−1um]. The latter represents
the fundamental cohomology class of ZK ∼= S
2m−1.
Example 4.11. Let K be the boundary complex of an m-gon P 2 with m > 4.
We have k[K] = k[v1, . . . , vm]/IK , where IK is generated by the monomials
vivj , i− j 6= 0, 1 mod m. The complex ZK is a manifold of dimension m+ 2.
For m = 4 we have ZK = S
3 × S3. Suppose m = 5. Then the group H3(ZK)
has 5 generators represented by the cocycles viui+2 ∈ k[K]⊗Λ[u1, . . . , u5], i =
1, . . . , 5, and H4(ZK) has 5 generators represented by the cocycles vjuj+2uj+3,
j = 1, . . . , 5. The product of viui+2 and vjuj+2uj+3 represents a non-zero
cohomology class in H7(ZK) if and only if all the indices i, i+ 2, j, j + 2, j + 3
are different. Thus, for each of the 5 cohomology classes [viui+2] there is a
unique (Poincare´ dual) cohomology class [vjuj+2uj+3] such that the product
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[viui+2] · [vjuj+2uj+3] is non-zero. This describes the multiplicative structure
in the cohomology of ZK . In particular, its Betti vector is (1, 0, 0, 5, 5, 0, 0, 1).
There is also a similar description for m > 5, see [2, Ex. 7.22].
Now we are going to compare the bigrading in H∗(ZK) determined by The-
orem 4.8 with that coming from the bigraded cellular structure.
Define the map
j : k[K]⊗ Λ[u1, . . . , um]→ C
∗(ZK ;k),
vi 7→ D
∗
i , ui 7→ T
∗
i .
Hence, j maps a monomial vσuτ with σ∩τ = ∅ to the cellular cochain T (σ, τ)
∗
with T (σ, τ)D = σ, T (σ, τ)T = τ (note that σ ∈ K) and all other monomials to
zero. The above map respects the bigrading in both algebras, and one directly
checks that it commutes with the differentials.
Theorem 4.12. The map j is a quasiisomorphism, that is, induces an isomor-
phism Tork[v1,...,vm](k[K],k)→ H
∗(ZK ;k) in the cohomology.
Proof. The map j has an obvious additive right inverse i : C∗(ZK ;k)→ k[K]⊗
Λ[u1, . . . , um] sending T (σ, τ) to vσuτ . The standard cochain homotopy op-
erator s for the Koszul resolution establishes a cochain homotopy equivalence
between id and ij, that is, ds+ sd = id− ij. See [2, Ch. 7] for more details. 
Corollary 4.13. The algebraic bigraded Betti numbers of k[K] coincide with
the topological bigraded Betti numbers of ZK :
β−i,2j(k[K]) = b−i,2j(ZK ;k), i, j = 1, . . . ,m.
Now we can summarise the results of Proposition 2.3, Lemmas 2.27 and 3.12,
Corollary 3.9 and Theorem 4.12 in a statement describing the functorial prop-
erties of the correspondence K 7→ ZK . Let us introduce the following functors:
• Z, the covariant functor K 7→ ZK from the category of finite simpli-
cial complexes and simplicial maps to the category of toric spaces and
equivariant maps (the moment-angle complex functor);
• k[·], the contravariant functor K 7→ k[K] from simplicial complexes to
graded k-algebras (the Stanley–Reisner functor);
• Tor-alg, the contravariant functor
K 7→ Tork[v1,...,vm]
(
k[K],k
)
from complexes to bigraded k-algebras (the Tor-algebra functor);
• H∗T , the contravariant functor X 7→ H
∗
T (X;k) from toric spaces and
equivariant maps to k-algebras (the equivariant cohomology functor);
• H∗, the contravariant functor X 7→ H∗(X;k) from spaces to k-algebras
(the ordinary cohomology functor).
Proposition 4.14. We have the following identities of functors:
H∗T ◦ Z = k[·], H
∗ ◦ Z = Tor-alg.
The later identity means that for every simplicial map ϕ : K1 → K2 the
cohomology map ϕ∗Z : H
∗(ZK2 ;k) → H
∗(ZK1 ;k) coincides with the induced
homomorphism ϕ∗t (2.28) of Tor-algebras.
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Also, now we are ready to give a proof of Theorem 2.24.
Proof of the Hochster theorem. First we observe that the cellular cochains of
ZK decompose as
(4.15) C∗, ∗(ZK) =
⊕
ω⊂[m]
C∗, 2ω(ZK)
(as bigraded differential modules), where C∗, 2ω(ZK) is the subcomplex gener-
ated by the cochains T (σ, ω \σ)∗ with σ ⊂ ω (remember that T (σ, ω \σ)D = σ
and T (σ, ω \ σ)T = ω \ σ). It follows that
(4.16) b−i, 2j(ZK) =
∑
ω⊂[m] : |ω|=j
b−i, 2ω(ZK),
where b−i, 2ω(ZK) := dimH
−i[C∗, 2ω(ZK)].
The assignment σ∗ 7→ T (σ, ω \σ)∗ ⊂ C |σ|−|ω|,2ω(ZK) defines an isomorphism
of cochain complexes
C∗(Kω)→ C
∗+1−|ω|, 2ω(ZK),
where the former is the simplicial cochains of Kω. Hence,
b−i, 2ω(ZK) = b
|ω|−i−1(Kω).
This together with (4.16) and Corollary 4.13 implies the Hochster theorem. 
4.3. Generalised Dehn–Sommerville equations. Here we consider the bi-
graded Poincare´ duality for ZK . As a corollary, we deduce linear relations
for the number of faces in a triangulated manifold, generalising the Dehn–
Sommerville equations.
The decomposition (4.15) gives rise to the coarser decomposition
C∗, ∗(ZK) =
m⊕
p=0
C∗, 2p(ZK).
Let us consider the corresponding Euler characteristics:
χp(ZK) :=
m∑
q=0
(−1)q dimC−q, 2p(ZK) =
m∑
q=0
(−1)qb−q, 2p(ZK)
and define the generating polynomial χ(ZK ; t) by
χ(ZK ; t) =
m∑
p=0
χp(ZK)t
2p.
It turns out that this polynomial can be expressed in terms of the number of
faces of K. Introduce the h-polynomial of K as h(t) = h0 + h1t + · · · + hnt
n,
where (h0, h1, . . . , hn) is the h-vector.
Lemma 4.17. For every Kn−1 it holds that
χ(ZK ; t) = (1− t
2)m−nh(t2).
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Proof. The component C−q,2p(ZK) has basis of cochains T (σ, τ)
∗ with σ ∈ K,
|σ| = p− q and |τ | = q. It follows that
dimC−q, 2p(ZK) = fp−q−1
(m−p+q
q
)
.
The rest is a direct calculation using (1.1). See [2, Thm. 7.15] for details. 
We may regard the standard torus Tm ⊂ Cm as a cellular subcomplex in the
moment-angle complex ZK . In the same fashion as we did before for ZK , we
may define the bigraded Betti numbers and characteristic polynomials for the
pair (ZK , T
m) and for ZK \ T
m. The proof of the following statement uses a
similar but rather more complicated argument as that of Lemma 4.17.
Lemma 4.18. For every Kn−1 it holds that
χ(ZK , T
m; t) = (1− t2)m−nh(t2)− (1− t2)m;
χ(ZK \ T
m; t) = (1− t2)m−nh(t2) + (−1)n−1hn(1− t
2)m.
Assume thatK is a triangulation of Sn−1. Then ZK is an (m+n)-dimensional
(closed) manifold.
Exercise 4.19. Show that the top cohomology group Hm+n(ZK) is gener-
ated by the cohomology class of any monomial vσuτ ∈ k[K]⊗ Λ[u1, . . . , um] of
bidegree (−(m− n), 2m) satisfying σ ∩ τ = ∅.
Corollary 4.20. The Poincare´ duality for ZK respects the bigraded structure
in the cohomology. In particular,
b−q, 2p(ZK) = b
−(m−n)+q, 2(m−p)(ZK).
It follows that
χp(ZK) = (−1)
m−nχm−p(ZK) and χ(ZK ; t) = (−1)
m−nt2mχ(ZK ;
1
t ).
Exercise 4.21. Deduce the Dehn–Sommerville equations hi = hn−i from the
above identity and Lemma 4.17.
Now assume that K is a triangulation of a closed (n − 1)-dimensional man-
ifold. In this case ZK may fail to be a manifold, but ZK \ T
m still has a
homotopy type of a manifold with boundary. The relative Poincare´ duality still
regards the bigradings, so we have
(4.22) χ(ZK \ T
m; t) = (−1)m−nt2mχ(ZK , T
m; 1t ).
Theorem 4.23 (Dehn–Sommerville equations for triangulated manifolds). The
following relations hold for the h-vector (h0, h1, . . . , hn) of any triangulated
manifold Kn−1:
hn−i − hi = (−1)
i
(
χ(Kn−1)− χ(Sn−1)
)(n
i
)
, i = 0, 1, . . . , n.
Proof. It follows from Lemma 4.18 and (4.22). See [2, Thm. 7.44] for details. 
Note that χ(Kn−1)−χ(Sn−1) = (−1)n−1(hn − 1), so the above relations are
indeed linear equations for the numbers of faces.
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(b) f = (7, 21, 14), h = (1, 4, 10,−1)
Figure 3. “Symmetric” and “minimal” triangulation of T 2
Example 4.24. Consider triangulations of the 2-torus T 2. We have n = 3,
χ(T 2) = 0. From χ(Kn−1) = 1 + (−1)n−1hn we deduce h3 = −1. The Dehn–
Sommerville equations are
h3 − h0 = −2, h2 − h1 = 6.
For instance, the triangulation on Figure 3 (a) has f0 = 9 vertices, f1 = 27
edges and f2 = 18 triangles. The corresponding h-vector is (1, 6, 12,−1).
On the other hand, a triangulation of T 2 with only 7 vertices can be achieved,
see Figure 3 (b). Note that this triangulation is neighbourly, i.e. its 1-skeleton
is a complete graph on 7 vertices.
Exercise 4.25. Show that any triangulation of T 2 has at least 7 vertices.
5. Coordinate subspace arrangements
Yet another construction of the moment-angle complex ZK comes from the
study of coordinate subspace arrangements. Coordinate subspace arrangements
in m-dimensional complex space are in functorial one-to-one correspondence
with simplicial complexes on m vertices. The complement to a coordinate
subspace arrangement is homotopy equivalent to moment-angle complex ZK
for the corresponding simplicial complex K. We investigate different conse-
quences of this fact. In particular, we compare the Goresky–MacPherson cal-
culations of Betti numbers of a coordinate subspace arrangement complement
with Hochster’s calculation for the bigraded Betti numbers of the Tor-algebra.
A complex coordinate subspace arrangement is a set CA = {L1, . . . , Lr} of
coordinate subspaces in some Cm. Each coordinate subspace can be written as
(5.1) Lω = {(z1, . . . , zm) ∈ C
m : zi1 = · · · = zik = 0},
where ω = {i1, . . . , ik} is a subset of [m].
For each simplicial complex K on the set [m] we define the complex coordi-
nate subspace arrangement CA(K) := {Lω : ω /∈ K} and its complement
U(K) := Cm \
⋃
ω/∈K
Lω.
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Note that if L ⊂ K is a subcomplex, then U(L) ⊂ U(K). The following
observation is straightforward.
Proposition 5.2. The assignment K 7→ U(K) defines a one-to-one order-
preserving correspondence between simplicial complexes on [m] and coordinate
subspace arrangement complements in Cm.
Example 5.3. 1. If K = ∆m−1 then U(K) = Cm.
2. If K = ∂∆m−1 then U(K) = Cm \ {0}.
3. If K is a disjoint union of m vertices, then U(K) is the complement
in Cm to the set of all codimension-two coordinate subspaces zi = zj = 0,
1 6 i < j 6 m.
The complement U(K) is invariant under the diagonal action of Tm on Cm.
Proposition 5.4. There is an equivariant deformation retraction U(K)→ ZK .
Proof. For arbitrary subset ω ⊂ [m], set
Uω :=
{
(z1, . . . , zm) ∈ C
m : |zi| 6= 0 if i /∈ ω
}
.
Then U(K) =
⋃
σ∈K Uσ. Each Bσ in (3.2) is a deformation retract of Uσ, and
these deformation retractions patch together to yield a deformation retraction
U(K)→ ZK . 
Hence, we may use the previous results on moment-angle complexes to cal-
culate the cohomology ring of a coordinate subspace arrangement complement.
Corollary 5.5. The following isomorphism of graded algebras holds:
H∗
(
U(K);k
)
∼= Tork[v1,...,vm]
(
k[K],k
)
= H
[
Λ[u1, . . . , um]⊗ k(K), d
]
.
Example 5.6. Let K and U(K) be as in Example 5.3.3. Then k(K) =
k[v1, . . . , vm]/IK , where IK is generated by the monomials vivj, i 6= j. An
easy calculation using Corollary 5.5 shows that monomials vi1ui2ui3 · · · uik with
k > 2 and ip 6= iq for p 6= q form a basis of cocycles in k(K) ⊗ Λ[u1, . . . , um].
Since deg(vi1ui2ui3 · · · uik) = k + 1, the space of degree-(k + 1) cocycles has di-
mension m
(m−1
k−1
)
. The space of degree-(k+1) coboundaries is
(m
k
)
-dimensional
and is spanned by the coboundaries of the form d(ui1 · · · uik). Hence,
dimH0
(
U(K)
)
= 1, H1
(
U(K)
)
= H2
(
U(K)
)
= 0,
dimHk+1
(
U(K)
)
= m
(m−1
k−1
)
−
(m
k
)
= (k − 1)
(m
k
)
, 2 6 k 6 m,
and the multiplication in the cohomology is trivial.
In particular, for m = 3 we have 6 three-dimensional cohomology classes
[viuj ], i 6= j, subject to 3 relations [viuj] = [vjui], and 3 four-dimensional
cohomology classes [v1u2u3], [v2u1u3], [v3u1u2] subject to one relation
[v1u2u3]− [v2u1u3] + [v3u1u2] = 0.
Hence, dimH3(U(K)) = 3, dimH4(U(K)) = 2, and the multiplication is
trivial. It can be shown that U(K) in this case has a homotopy type of a wedge
of spheres:
U(K) ≃ S3 ∨ S3 ∨ S3 ∨ S4 ∨ S4.
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One can define a coordinate subspace as the linear span of a subset of the
standard basis in Cm, rather than by setting some coordinates to be zero as
in (5.1). This gives an alternative way to parametrise coordinate subspace
arrangements by simplicial complexes. Namely, we can write
CA(K) =
{
Lω : ω /∈ K
}
=
{
span〈ei1 , . . . , eik〉 : {i1, . . . , ik} ∈ K̂
}
where K̂ is the simplicial complex given by
K̂ := {ω ⊂ [m] : [m] \ ω /∈ K}.
It is called the dual complex of K. The cohomology of full subcomplexes in K
is related to the homology of links in K̂ by means of the following combinatorial
version of the Alexander duality theorem.
Theorem 5.7 (Alexander duality). For any simplicial complex K 6= ∆m−1
on [m] and simplex σ ∈ K̂ it holds that
H˜ i(Kσ̂) ∼= H˜m−3−i−|σ|
(
linkK̂ σ
)
,
where σ̂ := [m] \ σ. In particular, for σ = ∅ we get
H˜ i(K) ∼= H˜m−3−i(K̂), −1 6 j 6 m− 2,
The Alexander duality and Hochster theorem allow us to give a simple argu-
ment for the Goresky–MacPherson formula in the coordinate subspace arrange-
ment case, providing another way to calculate the cohomology of the comple-
ment. The theorem below was firstly proved using elaborated algebraic geom-
etry techniques, such as stratified Morse theory and intersection cohomology.
Theorem 5.8 (Goresky–MacPherson). We have
H˜ i
(
U(K)
)
=
⊕
σ∈K̂
H˜2m−2|σ|−i−2(linkK̂ σ).
Proof. Using Corollary 5.5 to identify β−i,2j(k[K]) with dimkH
−i,2j(U(K)), we
get the following formula from Hochster’s Theorem 2.24:
Hp
(
U(K)
)
=
⊕
ω⊂[m]
H˜p−|ω|−1(Kω).
Non-empty simplices ω ∈ K do not contribute to the above sum, since the
corresponding subcomplexesKω are contractible. Since H˜
−1(∅) = k, the empty
subset of [m] only contributes k to H0(U(K)). Hence, we may rewrite the above
formula as
H˜p
(
U(K)
)
=
⊕
ω/∈K
H˜p−|ω|−1(Kω) =
⊕
σ∈K̂
H˜p−m+|σ|−1(Kσ̂).
Using Theorem 5.7, we identify the latter with ⊕σ∈K̂H˜2m−2|σ|−p−2(linkK̂ σ), as
claimed. 
Exercise 5.9. Calculate the cohomology of U(K) from Example 5.6 using the
Goresky–MacPherson formula.
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