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Abstract
In this paper, we consider the existence and uniqueness of a state constrained boundary control problem governed by
an elliptic partial dierential equation with twice dierentiable conditions on the state constraint. A linear reformulation of
the minimax control problem has advantages which are enhanced by considering the implications of the continuous and
discrete maximum principles. The continuous optimality conditions of the linear reformulation of the control problem are
developed and stated in an algebraic setting. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
In recent years, engineers have become increasingly concerned with performance and eciency
issues. This concern has led to the incorporation of mathematical optimization routines into engi-
neering design techniques. For example, the use of heat sensitive components in spacecraft raises the
question of designing systems which are energy ecient and yet maintain feasible operating temper-
atures. These design problems may be modeled by optimal control problems with state constraints.
In this paper, we consider a state constrained boundary control problem with a minimax objective
function. While the theory of boundary control problems is well developed for integral cost func-
tions [15], a minimax cost function is not dierentiable and additional diculties arise in dening
the optimality conditions of the system as discussed in [2,8,16]. The minimax objective function
considered here is easily linearized by adding an additional variable to the problem. The problem is
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then solvable with linear programming methods. State constraints also present diculties in boundary
control problems solved with unconstrained nonlinear programming methods. The state constraints
are often treated numerically with a penalization function and a converging sequence of Lagrange
multipliers [3]. Frequently, the Lagrange multipliers are necessary not only for stating the optimal-
ity conditions but also for establishing the convergence of the nite element approximations [6].
With a linear programming formulation, duality issues are embedded in the linear program and state
constraints are easily treated. We favor this approach over a nonsmooth analysis because of the
above-mentioned advantages and the wide availability of linear programming software.
While the numerical results are presented elsewhere [13], the theoretical aspects of the problem
are considered here. In Section 1.1, we state the problem in terms of optimal control theory. In
Section 1.2, an outline of the nite element method is presented and a family of discrete pro-
gramming problems is dened which approximates the solutions to the continuous programming
problem. In Section 2, the main theoretical results are stated with an application of the continuous
and the discrete maximum principles discussed in Sections 2.1 and 2.2. Existence and uniqueness
results are established in Section 2.3 for the solutions to the continuous optimal control problem. In
Section 2.4, optimality conditions for the continuous control problem are developed in an algebraic
setting and the theory of innite-dimensional linear programming is applied to the problem.
1.1. Statement of the problem
Let 
 be a bounded polygonal domain in Rk with a piecewise smooth boundary  = 1 [ 2 [ 3
such that  1;  2 and  3 are open subsets of  ;  1 \  2 \  3 = ; and  1 [  2 [  3 =  . Assume that
 1;  2 and  3 are sets of positive measure in Rk−1. Consider the boundary value problem
Ly = f in 
; (1)
y = u on  1; (2)
y = g on  2; (3)
9y
9 = q on  3; (4)
where u 2 H 1=2( 1); g 2 H 1=2( 2); q 2 H−1=2( 3) and f 2 H−1(
). Let the operator L be given by
L=−
nX
i; j=1
9
9xi
 
kij(x)
9
9xj
!
(5)
with kij 2L1(
) or, in matrix notation,
Ly =−3  (K3y):
Assume, furthermore, that L satises the ellipticity condition: there exists > 0 such that
nX
i; j=1
kij(x)ij>
nX
i=1
2i (6)
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for all x 2 
 and  2 Rk . Let  be a lower bound constraint on the state y such that  2 C2(
)
and  (x)6g(x) on  2. The state constrained boundary control problem is stated as
(BP): min
u
max


y(u);
s:t: Ly(u) = f in 
;
y(u)> in 
;
y(u) = u on  1;
y(u) = g on  2;
9y
9 (u) = q on  3;
where u represents the boundary control on  1 and g; q and f are given functions. With the stated
conditions and assumptions, the boundary value problem (1){(4) is well dened.
1.2. Discretization
Numerical approximations to the boundary control problem may be dened by a sequence of valid
nite element discretizations. Let
V = fv 2 H 1(
): v= 0 on  1 [  2g: (7)
Let a(y; v) be the continuous, coercive, bilinear form on V given by
a(y; v) =
Z


K(x)3y 3v dx: (8)
Let l(v) be the continuous, linear form on V given by
l(v) =
Z


fv dx +
Z
 3
qv d 3: (9)
Let z be any element in H 1(
) such that z = u on  1 and z = g on  2. Then the weak form of the
boundary value problem (1){(4) is
Find y − z 2 V such that a(y; v) = l(v) 8v 2 V: (10)
Let Th be a valid triangulation of 
 where h is the length of the longest edge of any triangle in
Th. Let fxigmi=1 be the set of vertices of Th and let figni=1 be the set of basis functions of the
subspace
V0h = fv 2 C(
)jv jT 2 P1 8T 2Th; v(x) = 0 8x 2  1 [  2g; (11)
where P1 is the set of all polynomials of degree less than or equal to 1 and i(xj)=i; j. Let figmi=1
be the set of basis functions of the space
Vh = fv 2 C(
)jv jT 2 P1 8T 2Thg (12)
such that i(xj) = i; j. Let uh and gh be the polynomial interpolants of u and g, respectively, where
~i = u(xi) and
uh =
n+rX
i=n+1
~ii: (13)
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For zh 2 Vh such that zh = uh on  1 and zh = gh on  2, the nite-dimensional variational problem
is to
Find yh − zh 2 V0h such that a(yh; v) = l(v) 8v 2 V0h: (14)
Any function v2V0h may be written as a linear combination of the basis functions fgni=1. The
function yh may be represented as
yh =
nX
i=1
ii +
rX
i=1
~ii+n +
mX
i=n+r+1
g(xi)i (15)
for some choice of the coecients 1; : : : ; n and ~1; : : : ; ~r . For
aj; i = a(i; j) j = 1; : : : ; n; i = 1; : : : ; n;
~aj; i = a(i+n; j) j = 1; : : : ; n; i = 1; : : : ; r;
fj = l(j)−
mX
i=n+ r+1
g(xi)a(i; j); j = 1; : : : ; n
and  = (1; : : : ; n)T and ~ = ( ~1; : : : ; ~r)
T, the discrete variational problem reduces to solving the
linear system
A = F − ~A ~ (16)
for some choice of ~.
Let  h be an element of Vh which approximates the continuous lower bound  . Let 	 be the vector
of coecients  h(xi); i= 1; : : : ; n and let ~	 be the vector of coecients  h(xi); i= n+ 1; : : : ; n+ r.
Then the nite-dimensional boundary control problem is stated as
(NP): minmax f; ~g
s:t: A + ~A ~ = F;
>	;
~> ~	:
For further discussion of the nite element method, the reader is referred to [4,17,18].
2. Main results
With the minimax formulation of the optimal control problem considered in Section 1, the objective
function observes the solution over the entire region. With a linear reformulation of the problem,
it is advantageous to consider the solution on a portion of the domain such as the boundary rather
than the entire region. Thus, in the following sections, we consider the conditions under which the
maximum principle holds for both the continuous control problem and the discrete control problem.
Let  D =  1 [  2 and  N =  3.
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2.1. Weak maximum principle
By the divergence theorem, the weak form of
Ly = 0 (60;>0) (17)
is Z


K(x)3y 3v dx −
Z
 
v
9y
9 d  = 0 (60;>0) 8v 2 H
1(
): (18)
If y 2 H 1(
) satises (18) then y is said to satisfy (17). Furthermore, if y 2 H 1(
) satisesZ


K(x)3y 3v dx −
Z
 N
v
9y
9 d N = 0 (60;>0) 8v 2 V; (19)
then y is said to satisfy (17).
Theorem 1. Let y 2 H 1(
) satisfy Ly60 in 
 and 9y=960 on  N . Then
sup


y6 sup
 D
y:
Proof. Following a proof by Gilbarg and Trudinger [12], (19) implies thatZ


K(x)3y 3v dx6
Z
 N
v
9y
9 d N (20)
for all v 2 V . Applying 9y=960 on  N to (20),Z


K(x)3y 3v dx60 (21)
for all v 2 V such that v(x)>0 a.e. Taking v=maxfy− l; 0g where l=sup D y, then v 2 V; v(x)>0
a.e. and, in a weak derivative sense,
3v=
(
3y if y>l;
0 if y6l:
(22)
(For justication of the weak derivative of v, see Theorem 7:8 of [12].)
Combining (21) and (22),Z


K(x)3y 3v dx =
Z
fx2
jy6lg
K(x)3y 3v dx +
Z
fx2
jy>lg
K(x)3y 3v dx (23)
=
Z
fx2
jy6lg
K(x)3y  0 dx +
Z
fx2
jy>lg
K(x)3y 3y dx (24)
impliesZ
fx2
jy>lg
K(x)3y 3y dx60: (25)
Since K(x)> 0, either 3y=0 and y is a constant or the set fx 2 
jy>lg has measure 0. In either
case,
sup


y6 sup
 D
y:
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2.2. Discrete maximum principle
The discrete maximum principle was introduced by Ciarlet [10] for a class of elliptic problems
approximated with the nite dierence method. Ciarlet showed in [11] that the same principle applies
to another class of elliptic problems approximated by the nite element method. In this section, the
discrete maximum principle is shown to hold for the discrete problem discussed in Section 1.2. The
notation used by Ciarlet [11] is adopted throughout the section.
A condition for the discrete maximum principle to hold is that the discrete problem be of non-
negative type. If the coecients aji = a(i; j) satisfy
aji60; i 6= j; i = 1; : : : ; n+ m; j = 1; : : : ; n; (26)
n+mX
i=1
aji>0; j = 1; : : : ; n (27)
and the matrix A of (16) is irreducibly diagonally dominant, then the discrete problem is said to be
of nonnegative type [11, p. 148]. If, in addition, l(j)60; j = 1; : : : ; n then the discrete maximum
principle holds, i.e.
maxfy(xj); j = 1; : : : ; ng6maxf0; y(xi); i = n+ 1; : : : ; n+ mg: (28)
The proof given by Ciarlet does not depend on the approximation scheme used or on a particular type
of elliptic operator or boundary condition. Thus, if a class of elliptic problems and a discretization
give rise to nonpositive discrete operators and matrices of nonnegative type then the elliptic problems
satisfy the discrete maximum principle.
Showing that the discrete problem in Section 1.2 satises the discrete maximum principle when
f60 and q60 may be done quite simply by observing the structure of the nite elements and the
matrix entries. Since the nite elements are linearly equivalent, the entries a(i; j) may be reduced
to a few integrals involving the barycentric coordinates. Let br; r = 1; 2; 3, be the vertices of a
triangle T 2Th. The barycentric coordinates r(x); r=1; 2; 3, of a point x2R 2 are ane functions
of x having a matrix representation dened by the vertices of T . The barycentric coordinates map
the nite element T to a n-simplex. Let
T =max
r 6= s
fcos(3r;3s)g; (29)
where
cos(3r;3s) =
3r 3s
k3rk k3sk ; r; s= 1; 2; 3 (30)
and k  k is the Euclidean norm in Rk . Let
h =max
T2Th
T : (31)
The following theorem and its proof are adapted from Theorem 20:1 of [11].
Theorem 2. Given a sequence of triangulations Th such that h approaches 0; the discrete problem
satises the discrete maximum principle if h60 for all h.
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Fig. 1. A Discretization of the Domain 
.
Proof. Given T 2Th and a basis function i, either T 6 suppi or T  suppi. If T 6 suppi, then
i(x)=0 8x 2 T but if T  suppi, then xi is one of the vertices of T , say br , and i(x)=r(x) 8x 2
T . Thus, aji = a(i; j) reduces to a nite sum over integrals of the form
rs =
Z
T
K3r 3s dx: (32)
Now, since the functions r are linear,
rs6kKkL1(
)3r 3s meas (T ): (33)
For the case i 6= j, then r 6= s in the sum and since it is assumed that h60; 3r 3s60 so that
rs60 and the conditions of (26) are satised.
By denition of the basis functions,
Pn+m
i=1 i = 1 over 
 so that
n+mX
i=1
aji = a
 
n+mX
i=1
i; j
!
= a(1; j) (34)
=
Z


0 3j dx = 0 (35)
and the conditions of (27) are satised. Since the matrix [aji] is irreducibly diagonally dominant,
the proof is complete.
One of the simplest triangulations Th for which h60 for all h has, as its reference nite element,
a right triangle with both legs of length h. The triangles T 2Th are linearly equivalent to the nite
element and are arranged as in Fig. 1. Given the coecient K shown in Fig. 1, the triangulation is
invalid for some choices of h but a subsequence of valid triangulations exists. For this triangulation,
it is assumed that each triangle T 2Th has one of the two orientations shown in Fig. 2.
As mentioned previously, the barycentric coordinates of a triangle T have matrix representations
in terms of the vertices. Letting the point bj = (bij)2i=1 2 R 2 denote the jth vertex of T ,
3X
j=1
bijj = xi; i = 1; : : : ; n;
3X
j=1
j = 1 (36)
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Fig. 2. Two orientations of the nite element.
forms an invertible linear system whose solution is the barycentric coordinates of any x=(xi)2i=1 2R
in T . Thus, i; i = 1; 2; 3, has the representation
i =
2X
j=1
~bijxj + ~bi;3; (37)
where [ ~bij] is the inverse of B = [bij] and 3i = ( ~bij)2j=1. For the rst orientation shown in Fig. 2
and letting vertex 1 be at the point (x1; x2),
B=
2
664
x1 x1 + h x1 + h
x2 x2 x2 + h
1 1 1
3
775
and
B−1 =
2
664
−1=h 0 x1=h+ 1
1=h −1=h (x2 − x1)=h
0 1=h −x2=h
3
775 ;
so that 31 = (−1=h; 0); 32 = (1=h;−1=h); 33 = (0; 1=h) and
T =maxf−1=
p
2; 0;−1=
p
2g= 0
for all T of the rst orientation. By a similar calculation for the second orientation, 31 = (0;−1=h);
32 = (−1=h; 1=h); 33 = (1=h; 0) and
T =maxf−1=
p
2; 0;−1=
p
2g= 0
for all T of the second orientation. Thus, h = 0 and the conditions of the theorem are satised.
2.3. Existence and uniqueness of a solution
To show the existence of a solution to the minimax control problem, we rst show that there
exists a boundary control for which the solution y satises the lower bound constraint  . We denote
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the set of feasible controls by U and demonstrate that a feasible control exists with the following
lemma.
Lemma 3. With the assumptions given in Section 1:1; there exists an M such that the set
U= fv 2 H 1=2( 1) j  (x)6y(v; x)6M 8x 2 
g (38)
is nonempty and bounded.
Proof. Showing U is nonempty and bounded is equivalent to showing that there exists a constant
M such that if v = M then  (x)6y(v; x). Taking v = M and v =  j 1 and observing y(v; x), it is
easy to see that U is bounded above by M and below by  j 1 .
To show that U is nonempty, consider a sequence of constants (vn) 2 H 1=2( 1) which approach 1.
Now, consider the sequence of solutions (y(vn)). Observe that since the lower bound  2 C2(
);  
is bounded and fairly smooth. Since it is also assumed that  6g on  2; y(vn) satises the lower
bound constraint  6y(vn) near the boundary  2 for all n. But, for some n; y(vn) may not satisfy
the lower bound constraint everywhere in the domain. However, because y(vn) satises an elliptic
equation, as vn increases, the value of y(vn) also increases a.e. in the domain. Since  2 C2(
), there
will be some n in the sequence for which y(vn)> (x), i.e. there exists an N such that y(vn)> 
for all x 2 
; n>N . Choosing M = vn for any n>N;  6y(M)6M and U is nonempty and
bounded.
Remark 1. There may be discontinuous functions  such that U is nonempty and bounded. The
continuity of 3 is only one possible condition for which the lemma will hold.
Remark 2. Theorems for the existence of a solution to minimax problems in innite-dimensional
spaces require compactness of the feasible set, a dicult property to show for (BP). However, as
will be demonstrated with a linear reformulation of (BP) in an algebraic setting, linear program-
ming problems in innite-dimensional spaces may have existence of a solution without satisfying
compactness conditions.
Remark 3. By the nature of the relationship between the control u2U and the solution to the
boundary value problem, U could be unbounded above, i.e. one may remove the upper bound M
and
min
u2U
max
x2

y(u; x) (39)
could still have a bounded solution. However, it is not restrictive to assume that U is bounded. In
fact, with most linear and nonlinear programming solvers, it is convenient to assume both an upper
and a lower bound on the variables.
Remark 4. In state constrained boundary control problems, it is often necessary to relax the
domain of the governing equation in order to show the existence of a solution to the control prob-
lem. For these free boundary or obstacle problems, the governing equation is posed as a vari-
ational inequality. However, with the state constrained problems considered here, there is enough
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exibility in the boundary conditions of the governing equation that a control exists even when the
governing equation is satised everywhere in the domain and the state of the system satises
the state constraint. For the potential applications described in Section 1, the governing equation must
be satised at equality almost everywhere in the region. Relaxing the domain of the governing
equation changes the interpretation of the model drastically.
Remark 5. In general, with a minimax objective function, the optimal control u is not unique. The
following theorem gives conditions for which the optimal control problem has an innite number of
solutions.
Theorem 4. Suppose the nonconstant function u1 is an optimal control of the boundary control
problem (BP). Let u2 =max 1 u1. Then the constant function u2 is also an optimal control of (BP)
and the boundary control problem has an innite number of solutions.
Proof. Let y1 be the solution of the boundary value problem (1){(4) given u = u1. Since it is
assumed that u1 is a feasible control, y1> for all x 2 
.
Let y2 be the solution of the boundary value problem (1){(4) given u= u2. The function y2−y1
then satises the boundary value problem
Lw = 0 in 
;
w = u2 − u1 on  1;
w = 0 on  2;
9w
9 = 0 on  3:
Note that u2−u1>0 so that y2−y1>0 on  D. Applying the weak maximum principle [12], y2−y1>0
in 
. Now y1> implies that y2> . Thus, y2 is feasible to the boundary control problem. In
addition, since max y2 = max y1 by the weak maximum principle, y2 is an optimal solution to the
boundary control problem (BP). By a similar argument, any control u for which u16u6u2 is also
an optimal solution, implying that there are an innite number of solutions to the boundary control
problem (BP).
Remark 6. Since a constant control is always optimal to the control problem with the minimax ob-
jective function, another formulation of the control problem may be given by assigning the boundary
control a constant value with a single parameter. By changing the boundary control from a function
to a single parameter, the sizes of both the continuous problem and the discrete approximation to
the continuous problem are reduced.
2.4. Continuous optimality conditions
In the literature, several approaches are taken for dening the optimality conditions of minimax
problems governed by partial dierential equations. Frequently, when the authors transform the min-
imax problem into a standard optimal control problem with an integral cost function, the optimality
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conditions involve dening an adjoint state as well as satisfying a Slater condition that the solution
may be on the interior of the feasible set, as in [6,7]. When the minimax problem is not transformed
into a standard optimal control problem, the authors consider the Hamiltonian associated with the
problem, as in [5,14,16]. In [9], a problem governed by a nonlinear dierential equation is con-
sidered and the Hamiltonian is required to dene the necessary optimality conditions there as well.
Generally, when the Hamiltonian is considered, the dierential operator is time dependent.
An advantage with the boundary control problem discussed here is that it may be reformulated
into a continuous linear programming problem. The theory of adjoint states and algebraic dual spaces
may then be applied to obtain the optimality conditions. The continuous boundary control problem is
written in an algebraic setting by linearizing the minimax objective function and utilizing the analyti-
cal form of the solution to the boundary value problem. To linearize the minimax objective function,
a variable s 2 R is introduced into the control problem. By adding the constraints u(x)6s 8x 2  1
and changing the objective function to min s, then s=max 1 u and an equivalent linear formulation
of the minimax problem is obtained. However, rather than explicitly writing the constraint u(x)6s
for all x2 1, let 1 :R !H 1=2( 1) be the operator such that 1s(x) = s 8x 2  1 and the constraint
may simply be written as u− 1s60.
One form of the analytical solution to the boundary value problem is written in terms of the
eigenfunctions of the self-adjoint operator L. Here an example from Lions [15] is followed. The
eigenfunctions of the operator L are the functions wj; j = 1; 2; : : : which satisfy
Lwj = jwj;
wjj D = 0;
9wj
9

 N
= 0;
Z


w2j dx = 1:
Because the operator L is self-adjoint, there are a countably innite number of eigenfunctions which
form a basis for the domain of L. Thus, y may be represented as a linear combination of the
eigenfunctions, i.e.
y =
1X
j=1
yjwj; where
1X
j=1
y2j <1: (40)
To explicitly dene the coecients yj, recall that the adjoint of an operator A is dened by the
equation
hAx; zi= hx; Azi; (41)
where h ; i denotes the inner product implied by the appropriate Hilbert space. By applying Green’s
functions, it may be seen that the operator L is self-adjoint. Furthermore, for any v 2 V , the equationZ


yLv dx =
Z


fv dx −
Z
 1
u
9v
9 d 1 −
Z
 2
g
9v
9 d 2 −
Z
 3
y
9v
9 d 3 (42)
holds. Letting v= wj,Z


yjwj dx =
Z


fwj dx −
Z
 1
u
9wj
9 d 1 −
Z
 2
g
9wj
9 d 2: (43)
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However, the left-hand side reduces to jyj by the properties of the basis functions wj. Thus,
yj =
1
j
 Z


fwj dx −
Z
 1
u
9wj
9 d 1 −
Z
 2
g
9wj
9 d 2

: (44)
In application to the continuous control problem, let the operator T :H 1=2( 1) ! H 1(
) be
dened by
Tu=
1X
j=1
1
j
 Z
 1
u
9wj
9 d 1

wj (45)
and let the function ’ :
 ! H 1(
) be dened by
’=
1X
j=1
1
j
 Z


fwj dx −
Z
 2
g
9wj
9 d 2

wj: (46)
Then, the solution to
Ly(u) = f in 
;
y(u) = u on  1;
y(u) = g on  2;
9y
9 (u) = q on  3
is
y =
1X
j=1
yjwj = ’− Tu (47)
and the boundary value problem may be equivalently written as
y(x) + Tu(x) = ’(x) 8x 2 
: (48)
The advantage of this form is the separation of the state variable y from the control variable u,
necessary to obtain the dual of the continuous linear programming problem.
With the linearized objective function and the analytical form of the state of the system, the
continuous boundary control problem is
(CP): min s
s:t: y + Tu= ’;
−u+ 1s>0;
y> ;
y 2 H 1(
); u 2 H 1=2( 1):
To obtain the algebraic dual of (CP), the adjoint of T and 1 must be dened. Note that T  :H−1(
)!
H−1=2( 1) and 1 :H−1=2( 1)! R . From the denition of the adjoint operator,
hTu; ziH−1 =
Z


2
4 1X
j=1
1
j
wj
Z
 1
u
9wj
9 d 1
3
5 z dx (49)
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=
1X
j=1
1
j
Z
 1
u
9wj
9 d 1
Z


wjz rmdx

(50)
=
Z
 1
u
1X
j=1
1
j
Z


wjz dx
 9wj
9 d 1 (51)
= hu; T ziH−1=2 (52)
and
T z =
1X
j=1
1
j
Z


wjz dx
 9wj
9

 1
: (53)
In a similar fashion,
h1s; viH−1=2 =
Z
 1
(1s)v d 1 (54)
=
Z
 1
sv d 1 (55)
= (s)
Z
 1
v d 1

(56)
= hs; 1viR (57)
and
1v=
Z
 1
v d 1: (58)
With methods similar to those used in nite-dimensional linear programming, the algebraic dual of
the continuous boundary control problem becomes
(CD): max h’ ; zi+ h ; wi
s:t: z + w = 0;
T z + v= 0;
−1v= 1;
w>0; v>0;
z; w 2 H−1(
); v 2 H−1=2( 1):
The complementary slackness conditions are then
hy −  ; wi= 0; and hu− 1s; vi= 0:
Anderson and Nash [1] give further details concerning the relationship between continuous linear
programs and their algebraic duals.
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In this algebraic setting, the existence of a solution to (BP) and (CP) may be established with
the following theorem due to Anderson and Nash [1]. For the purposes of this theorem, assume that
X; Y and Z are vector spaces, A :X ! Z is continuous with respect to some topology and c2Y and
b 2 Z .
Theorem 5. If the positive cone P in X is closed; X and Y are normed spaces such that the dual
of X is Y and the feasible region is bounded in the norm of X; then the problem
(EP): min hx; ci
s:t: Ax = b; x>0
is solvable.
By adding the constraints y6M to (CP), then j 16u6M and max6s6M by the maximum
principles and the feasible region of (CP) is bounded. Using linear programming techniques, (CP)
may be stated in the form of the problem (EP) with X; Y and Z as cross products of normed spaces.
3. Conclusions
The existence of a solution to the state constrained boundary control problem is shown under twice
dierentiable conditions on the state constraint. In general, minimax problems do not have unique
solutions; however, if a constant control is assumed, the minimax boundary control problem has a
unique solution with implications for the convergence of the discrete boundary control problems. The
weak maximum principle and discrete maximum principle are shown to hold under certain conditions
and may be applied to the solutions of the boundary control problem in order to reduce the number
of constraints. The continuous optimality conditions are also stated in an algebraic setting.
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