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Abstract
The neutral and cationic Diels-Alder-type reactions between 2,3-dibromo-1,3-butadiene and maleic anhydride have been compu-
tationally explored as the first step of a combined experimental and theoretical study. Density functional theory calculations show
that the neutral reaction is concerted while the cationic reaction can be either concerted or stepwise. Further isomerizations of
the Diels-Alder products have been studied in order to predict possible fragmentation pathways that could happen in gas-phase
experiments. Rice-Ramsperger-Kassel-Marcus (RRKM) calculations suggest that under single-collision experimental conditions
the neutral product may reform the reactants and the cationic product will most likely eliminate CO2.
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1. Introduction
The Diels-Alder reaction is one of the most important reac-
tions for the synthesis of cyclic compounds in organic chem-
istry because of its high regio- and stereo-selectivity [1, 2]. In
this reaction, a diene reacts with a dienophile to form a cyclic
product. Two σ bonds and one pi bond are formed from three pi
bonds as depicted in Scheme 1.
(a)
(b)
(c)
Scheme 1
This reaction has been the subject of many experimental and
computational studies aiming to decide if it takes place in a
concerted fashion and if so, whether or not it is a synchronous
process and how the mechanism depends on the geometric and
electronic properties of the reactants [3, 4, 5, 6, 7, 8, 9, 10, 11,
12, 13, 14].
The concertedness of a mechanism is determined by the
topology of the potential energy surface (PES) [15]. A con-
certed mechanism occurs when the PES exhibits only one tran-
sition state (TS) between reactants and products so that the pro-
cess takes place in a single step. A mechanism will be stepwise
(taking place in two or more elementary steps) when the system
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has to overcome at least two TSs separated by an intermediate
species (a local minimum on the PES) to evolve from reactants
to products.
Synchronicity refers to the time elapsed between the forma-
tion of the first and the second bond [15]. It is usually de-
fined by the TS geometry [4]. Symmetric TSs give rise to
synchronous processes in which both bonds are formed at the
same time. Asymmetric TSs lead to asynchronous processes
in which first one bond is formed and then the second follows.
This definition of synchronicity has recently been questioned
by some authors who argue that synchronicity should not be
defined from a geometric but from a dynamic point of view be-
cause the connection between spatial quantities and temporal
concepts might not always be valid [5]. A synchronous pro-
cess is always concerted while an asynchronous one can be
concerted or stepwise depending on the absence of a (stable)
intermediate.
There has been a long-standing discussion about synchronic-
ity and concertedness of Diels-Alder reactions which is not yet
resolved [3, 6]. The picture that organic chemistry textbooks
usually give is that it is a concerted, synchronous reaction gov-
erned by the Woodward-Hoffmann rules that involves an aro-
matic TS [2, 16]. However, experiments and calculations show
that this is not that simple in many cases. In principle, one
can think of three possible mechanisms (see Scheme 1): (a)
synchronous concerted, (b) stepwise with a short lived inter-
mediate whose lifetime is not long enough for the system to
rotate around a C-C bond, and (c) stepwise with a long lived
intermediate. Note that when the system cannot rotate around
a C-C bond, as is the case in (a) and (b), the reaction is stereo-
selective and only the s-cis conformer of the diene will yield
the cyclic Diels-Alder product. On the contrary, mechanism (c)
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is not stereo-selective and the s-trans conformer of the diene
could also in principle yield a Diels-Alder product.
Zewail and his group have performed different experiments
involving retro Diels-Alder reactions in which they detected in-
termediates [7, 8]. This suggests that the reaction must hap-
pen, at least partially, in a non-concerted fashion in these cases.
However, since the experiment is started with the excitation of
the Diels-Alder product, excited states play a role in the dy-
namics [17]. There also exist several studies involving kinetic
isotope effects that compare experimental and calculated results
in order to determine if the reaction is concerted or stepwise.
The picture emerged that neutral Diels-Alder reactions tend to
take place in a concerted way while ionic Diels-Alder reactions
usually happen in a stepwise manner [9, 10, 11].
From a computational point of view, studying Diels-Alder re-
actions is challenging since the relevant systems are compara-
tively large and the choice of method and basis set will bias the
final result [18, 19, 20]. The reaction between butadiene and
ethene (the simplest Diels-Alder reaction), see scheme 1, has
been studied at various levels of theory [3, 12, 21, 22, 23]. For
this symmetric reaction, ab initio and density functional theory
(DFT) calculations favor a concerted, synchronous mechanism
(as suggested by the symmetry of the system), but multirefer-
ence methods are needed to accurately calculate the activation
energy and the enthalpy of reaction as compared to the exper-
imental values [18, 21, 22]. DFT methods can also provide
good results, but due to the wide range of resulting energies the
choice of functional is not trivial [22, 23].
The complexity is higher when studying asymmetric reac-
tions due to the fact that a continuous range of possibilities
exists between synchronous, concerted processes and asyn-
chronous, stepwise mechanisms [13]. Moreover, there seems
to be a correlation between the asymmetry of the TS struc-
ture and the rate constant of the process, where asymmetry
refers to the difference in the lengths of the newly formed σ
bonds in the TS. The more asymmetric the TS geometry, the
faster the reaction [4, 13]. Diels-Alder reactions are usually ac-
tivated by electron-withdrawing groups in the dienophile and
electron-rich groups in the diene although the contrary situa-
tion, in which the electron-rich groups are in the dienophile and
the electron-withdrowing ones in the diene, is also possible [2].
In general and compared to experimental values and high
level theoretical calculations, Møller-Plesset second order per-
turbation theory (MP2) was found to underestimate the activa-
tion energies because of an overestimation of electron correla-
tion [22]. Complete active space self consistent field (CASSCF)
calculations give values close to Hartree-Fock (HF) due to its
lack of dynamic correlation, which causes an overestimation of
the height of the reaction barrier [21, 22]. It is thus necessary
to use complete active space second order perturbation theory
(CASPT2) to obtain accurate energies [22]. On the other side,
DFT methods predict a wide range of activation energies and re-
action enthalpies and the widely used B3LYP/6-31G* approach
usually overestimates the activation energies while underesti-
mating the reaction enthalpies [20, 23, 24]. Moreover, it seems
that increasing the basis set does not improve the quality of the
results and it can even make them worse. A medium-size basis
set, such as 6-31G*, has thus been recommended for the study
of Diels-Alder reactions [19, 24, 25].
Cationic Diels-Alder reactions (polar cycloadditions) are of-
ten faster but still show a high degree of stereoselectivity
[26, 27, 28]. There have been some studies on the conser-
vation of orbital symmetry to try to construct rules analogous
to the Woodward-Hoffmann rules widely used for the neu-
tral reactions [28, 29, 30]. Wiest and Donoghe proposed a
model in which the electronic state symmetry must be con-
served throughout the reaction [14]. Gas-phase experiments on
the cationic Diels-Alder reaction between butadiene and ethene
have been unable to isolate the Diels-Alder product. As no
efficient deactivation was possible in the gas phase, the prod-
uct fragmented under the experimental conditions [31]. Subse-
quent computational studies explored the possible fragmenta-
tion pathways of the Diels-Alder product in order to interpret
the experimental findings [32, 33].
In summary, these results corroborate the picture that neutral
reactions usually occur in a concerted fashion while in cationic
systems a non-concerted mechanism is favored [3, 14]. How-
ever, the border between asynchronous, concerted and stepwise
mechanisms is not yet clear [9, 10, 13]. It has also been argued
that both concerted and stepwise mechanisms can be present at
the temperatures at which these reactions are usually performed
(around 500 K and above) due to the energetic proximity of
both pathways in many systems [5, 7, 8]. When a stepwise
process takes place, the competition between the closure of the
ring and the isomerization of the intermediate state needs to
be studied in order to determine whether the reaction will be
stereo-selective.
From an experimental perspective, the most precise data on
reaction mechanisms and dynamics can be gained from gas-
phase studies performed under single-collision conditions. As
the progress in molecular-beam experiments allows the probing
ever-larger systems under precisely defined conditions [34], the
open questions pertaining to the mechanistic details of Diels-
Alder reactions become an attractive target of study. However,
a crucial difference to the solution phase, for which the vast
majority of experimental data is available, is that the energy re-
leased into the products over the course of the reaction cannot
be quenched by the environment under single-collision condi-
tions on the timescales of experiments and is therefore available
to drive consecutive fragmentations or isomerizations. This ef-
fect is particularly important for Diels-Alder processes in which
the total energy release of the reaction remains locked in a sin-
gle product. As only scarce information is available on these
important mechanistic aspects [35], we present here a com-
prehensive theoretical characterization of the mechanisms, de-
cay pathways and kinetics of the products of the neutral and
ionic Diels-Alder reaction between 2,3-dibromo-1,3-budadiene
(DBB) and maleic anhydride (MA) which highlights these ef-
fects and may serve as a guide to future experiments.
We have chosen DBB as the diene because it is a generic,
activated diene which fulfills the experimental requirements for
conformational separation of its isomers by electrostatic deflec-
tion of a molecular beam [34] thus enabling the characterization
of conformational aspects and specificities of the reaction. MA
2
is a widely used, activated dienophile which due to its symme-
try simplifies the possible outcomes of the reaction. The reac-
tion of DBB and MA thus serves as a prototypical system well
suited to explore general mechanistic aspects of Diels-Alder
processes under gas-phase conditions.
In this paper, we present computational results on this system
using DFT and multi-reference (CASPT2) approaches (Section
3.1). We also study the evolution of the Diels-Alder products by
exploring different isomerization and fragmentation pathways
(Section 3.2) based on RRKM theory [36] in order to obtain
qualitative trends for the time evolution of the system under
collisionless conditions (Section 3.3).
2. Methods
The PES of the system was calculated at the DFT level of
theory with the M06-2X functional [37] as recommended by
Linder and Brinck [20] and using the Gaussian09 suite of codes
[38]. The 6-31G* basis set was used as recommended in Refs.
[19, 24]. We have employed the GRRM14 program [39] to
scan the PES for stationary points by performing a global reac-
tion route mapping (GRRM) calculation [40] at the PM6 level
of theory [41] to investigate the isomerization and fragmenta-
tion pathways of the products of the Diels-Alder reactions. The
stationary points found both by GRRM and by manual explo-
ration of the PES have been optimized at the B3LYP/6-31G*
level [42] and then reoptimized at the M06-2X/6-31G* level of
theory. All the geometry optimizations have been followed by
frequency calculations and the connectivities of the TSs with
the minima have been checked by means of internal reaction
coordinate (IRC) calculations [43]. The energies have been cor-
rected for zero-point vibrational energies without scaling the
frequencies. The optimized geometries (in Cartesian coordi-
nates) of all the structures are given in the supplementary in-
formation. Single point calculations of some of the stationary
points at the CASPT2(5,5)/aug-cc-pVDZ level of theory as im-
plemented in Molcas 8.0 [44] were performed.
We have employed RRKM theory in combination with a
master equation approach (equation (1)) to follow the time evo-
lution of the products of the Diels-Alder reactions until their
eventual fragmentation [36].
−dPi(t)
dt
=
∑
j,i
ki j(E)Pi(t) −
∑
l,i
kli(E)Pl(t) (1)
Pi(t) is the population of species i at time t and ki j(E) is the
microcanonical RRKM rate for the formation of species j from
species i at energy E. The different ki j(E) have been calculated
using Multiwell [45]. The frequencies used in these calcula-
tions are given in the supplementary information. Tunneling
has been taken into account using an asymmetric Eckart barrier
model [46]. We have used Maple 2015 [47] with the Rosen-
brock numerical method for solving equation (1) [48].
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Figure 1: Potential energy surface for the two possible neutral Diels-Alder reac-
tions (exo in blue and endo in orange) between s-cis-2,3-dibromo-1,3-butadiene
(s-cis-DBB) and maleic anhydride (MA) at the M06-2X/6-31G* level of theory.
The relative energies in eV with respect to the reactants as well as the structures
of minima and transition states are shown. Green spheres represent bromine
atoms, red spheres oxygen atoms, gray spheres carbon atoms and white spheres
hydrogen atoms.
3. Results and Discussion
3.1. Diels-Alder reaction
Figures 1 and 2 show stationary points along the reaction co-
ordinate for the neutral and cationic Diels-Alder reactions be-
tween DBB and MA at the M06-2X/6-31G* level of theory.
The two surfaces calculated at the B3LYP/6-31G* level of the-
ory can be found in the supplementary material (Figures S1 and
S2). Because both reactant molecules are symmetric, there are
two possible paths for the Diels-Alder reaction to follow. These
are referred to as ”endo” and ”exo” depending on the relative
orientation of the reactants. M06-2X clearly favors the endo
path over the exo as expected for this kind of reactions [49].
Judging from the PESs and the geometries of the TSs, the
neutral reaction (Figure 1) is concerted and symmetric. This
is not a surprise since, even though s-cis-DBB is not planar,
it becomes planar when it interacts with MA making the TSs
symmetric.
The situation for the cationic case is quite different (Fig-
ure 2). With an odd number of pi electrons, the symmetry is
broken and this is no longer a [4+2] but a [3+2] cycloaddition
so the TSs are now asymmetric. Interestingly, the endo path is
predicted to be concerted while the exo path is so asymmetric
that it switches to a stepwise mechanism with a shallow inter-
mediate between the two TSs. Because a stepwise mechanism
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Figure 2: Potential energy surface for the three possible cationic Diels-Alder reactions (exo in blue, endo in orange and with the s-trans conformer in green) between
cationic 2,3-dibromo-1,3-butadiene (DBB+) and maleic anhydride (MA). (a) Zero point corrected relative energies in eV with respect to the reactants at infinite
distance at the M06-2X/6-31G* level of theory. The structures of minima and transition states are shown. Green spheres represent bromine atoms, red spheres
oxygen atoms, gray spheres carbon atoms and white spheres hydrogen atoms. (b) and (c) Relative electronic energies in eV with respect to the reactants (with DBB+
in its s-cis conformation) at a distance of 7 Å at the M06-2X/6-31G* and CASPT2/aug-cc-pVDZ levels of theory respectively.
becomes favorable, the s-trans conformer of DBB is also reac-
tive. In fact, we were able to locate one path (in green in Fig-
ure 2) connecting the reaction of the s-trans conformer with the
intermediate of the exo path. In order to explore the multirefer-
ence character of the cationic surface, single point calculations
at the CASPT2(5,5)/aug-cc-pVDZ level of theory were carried.
Note that no zero point energy is being considered and that
the zero of energy corresponds to the two reactant molecules
(with DBB in its s-cis conformation) being 7 Å apart instead
of at infinite distance. It can be seen that CASPT2 largely
agrees with M06-2X but the height of the barriers is reduced.
We have also performed single point calculations at the MS(2)-
CASPT2(5,5)/aug-cc-pVDZ level of theory finding that the en-
ergetic difference between the ground state and the first excited
state surface is around 1 eV or higher at all the stationary points
of Figure 2. This is also in line with a CCSD/aug-cc-pVDZ sin-
gle point calculation that we performed for M1-endo (since it is
the stationary point where the ground state surface and the first
excited state surface approach each other the most) obtaining a
value of the T1 diagnostic of 0.0207. It is usually argued that
values below 0.02 indicate that a single reference wave func-
tion is sufficient to treat a system while values above 0.02 in-
dicate multireference character [50]. We therefore believe that
the single-reference M06-2X/6-31G* method should be suffi-
cient for our purposes, i.e., studying the qualitative aspects of
the reactivity of this system. It is worth to realize that, in the
exo path, the closure of the ring is predicted to have a lower
activation barrier (0.03 eV) than the isomerization into the s-
trans intermediate (0.39 eV). Thus, a stereo-selective reaction
should be favored even if the mechanism is stepwise. Further
dynamic (and experimental) studies are needed in order to con-
firm this hypothesis. The activation barriers in the cationic re-
action (0.09 eV and 0.29 eV) are much lower than those in the
neutral system (0.37 eV and 0.49 eV) implying faster kinetics
for the ionic variant.
3.2. Isomerizations and fragmentations of the Diels-Alder
products
We are interested in the possible isomerizations and fragmen-
tations of the Diels-Alder products to explore their reactivity
under typical gas-phase single-collision conditions. Subsequent
reactions which have been identified are shown in Figures 3
and 4. Note that only one backward reaction was considered
because, with the energy available in the system after the for-
mation of the Diels-Alder product, the endo and exo product
species which are conformers (see the schemes of the relevant
molecular geometries in Figures S3 and S4) can freely intercon-
vert. Additionally, in the construction of the energy profiles, we
only considered structures with different atom connectivities to
be different minima. For this reason, rotational and conforma-
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Figure 3: Energy profiles at the M06-2X/6-31G* level of theory for some of the possible isomerizations and fragmentations of the neutral Diels-Alder product.
The structures of the different minima are shown. Dashed lines indicate dissociations and solid blue and orange lines two possible isomerization pathways. Green
spheres represent bromine atoms, red spheres oxygen atoms, gray spheres carbon atoms and white spheres hydrogen atoms.
tional isomers are not distinguished here. We chose the most
stable structure among the ones we found to represent each
family of isomers. Finally, we only show the most favorable
dissociation from each minimum.
The product of the neutral Diels-Alder reaction (M1) can un-
dergo a dissociation into CO + CO2 + P1 via TS1-P1 or two
kinds of isomerizations (Figure 3): (a) in blue, migration of a
hydrogen atom via TS1-2 and TS2-3 followed by migration of
bromine via TS3-4 and another migration of hydrogen via TS4-
5 or (b) in orange, migration of a hydrogen atom that breaks the
5-membered ring via TS1-6, followed by another hydrogen mi-
gration (TS6-7) and an -OH migration (TS7-8). Different iso-
mers can eliminate CO (M8 via TS8-P4) or CO2 (M3 via TS3-
P3 and M5 via TS5-P5) or break into DBB and an open isomer
of MA (M6 via TS6-P2). Note that all these paths from M1
have high activation barriers (TS1-P1: 3.11 eV; TS1-2: 3.72 eV
and TS1-6: 3.03 eV) and are predicted to be all less favorable
than the backward Diels-Alder reaction (TS DA: 2.50 eV).
The cationic Diels-Alder product M1+ can eliminate CO2
forming P1+ via TS1-P1+ or undergo two different isomeriza-
tions (Figure 4): (a) in blue, the migration of bromine and the
transition from a 6-membered ring to a 5-membered ring via
TS1-2+ to form M2+ followed by different bromine (TS2-3+
and TS3-4+), hydrogen (TS4-5+ and TS5-6+) and -OH (TS6-
7+) migrations ultimately leading to M9+ or (b) in orange, a
hydrogen atom migration (TS1-10+) followed by a migration of
bromine that causes the closure of the 6-membered ring into a 5-
membered ring via TS10-11+ and subsequent bromine (TS11-
12+ and TS12-13+), hydrogen (TS13-14+, TS14-5+, TS15-
16+ and TS17-18+) and -OH (TS16-17+) migrations ultimately
leading again to M9+. In this case, both paths are intercon-
nected. Note that Bouchoux et al. have already found a closure
of a 6-membered ring into a 5-membered ring when they ex-
plored the evolution of cationic cyclohexene [33]. The system
can eliminate H2 (TS5+-P2+) and HBr (TS9+-P3+) at different
points along the isomerization paths (M5+, M9+). In this case,
the processes leading to the formation of M10+ (Ea = 0.98 eV)
and the dissociation into CO2 + P1+ (Ea = 1.68 eV) are pre-
dicted to be more favorable than the backward Diels-Alder re-
action (Ea = 2.19 eV).
The energy profiles of both the neutral and the cationic sys-
tems at the B3LYP level (Figures S5 and S6 of the supplemen-
tary information) qualitatively agree with the M06-2X picture.
Comparing the neutral and cationic profiles, it can be seen
that the cationic activation barriers are much lower than the neu-
tral ones so the kinetics should be faster in the cationic system.
Contrary to the neutral, in the cationic case there are predicted
to be two transition states with lower activation barriers than
the backward Diels-Alder reaction leading to alternative decay
routes of the Diels-Alder products in a gas-phase experiment.
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3.3. RRKM calculations
The population of selected species along the previously dis-
cussed isomerization paths at different excess energies as a
function of the logarithm of time are shown in Figures 5 and
7 for the neutral and cationic reactions, respectively. At t = 0 s,
the system is initialized in the product of the Diels-Alder reac-
tion i.e. M1 for the neutral system and M1+ for the cationic
one. The populations at each time are calculated by solving
equation (1). Dissociation processes are treated as irreversible.
The RRKM calculations for the neutral system at 2.17 eV
of excess energy above the energy of the reactants (i.e.
DBB + MA) is shown in Figure 5(a). We have chosen this
particular energy because it is achievable under typical experi-
mental conditions. It can be seen that with increasing time the
reactants are re-populated which means that the backward reac-
tion dominates the dynamics of M1 at this energy. There is also
a small contribution of the dissociation into P1 + CO + CO2.
The isomerization paths are found to be insignificant. This sit-
uation changes at double excess energy (4.34 eV, Figure 5(b)),
where the kinetics are predicted to be four orders of magnitude
faster than in Figure 5(a). There is now a considerable proba-
bility that the system dissociates into P1 + CO + CO2. Again,
the backward reaction plays an important role and the isomer-
ization paths barely participate.
Figure 6 shows the distribution of the population of the most
important species at t = 1 ·10−6 s as a function of the excess en-
ergy. This time corresponds to typical experimental timescales
for the detection of reaction products in molecular-beam ex-
periments. It can be seen that the product of the Diels-Alder
reaction M1 is stable on the microsecond timescale at experi-
mentally achievable energies (indicated in brown in Figure 6)
and only at high excess energies dissociation products are ob-
tained on this timescale. Even at the highest energies studied,
no noticeable participation of the isomerization pathways was
found.
The evolution of the cationic reaction at the energy of the
reactants (i.e. DBB+ + MA) is shown in Figure 7(a). At
this available energy, the open channels are: dissociation into
P1+ + CO2, isomerization into M10+ and the backward reac-
tion from M10+ to M1+. We first see how part of the popu-
lation of M1+ isomerizes into M10+ until an equilibration be-
tween the populations of the two species is reached. Due to
the fact that the most favorable process to happen from M1+ is
the isomerization into M10+ while the other possible transitions
from M1+ and M10+ have much higher activation energies, the
system is trapped in these two minima until it overcomes the
barrier for dissociating into P1+ + CO2. Therefore, with this
available energy and on typical timescales of experiments, both
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Figure 5: RRKM calculations for the neutral system with energies and fre-
quencies calculated at the M06-2X/6-31G* level of theory at an energy of (a)
2.17 eV and (b) 4.34 eV above the energy of the Diels-Alder reactants assum-
ing a microcanonical ensemble in a collisionless regime. Population of the most
important species (Pi(t)) versus logarithm of time. Rest corresponds to the sum
of the populations of the species that are not explicitly shown. Green spheres
represent bromine atoms, red spheres oxygen atoms, gray spheres carbon atoms
and white spheres hydrogen atoms.
isomerization and dissociation into P1+ + CO2 of the cationic
Diels-Alder product are predicted. The RRKM results of M1+
at an excess energy of 1.97 eV are displayed in Figure 7(b).
This energy corresponds to the energy of the experimentally
achievable configuration DBB + MA+, i.e. the configuration
in which the charge has initially been exchanged between the
reactants relative to the energy of the reactants DBB+ + MA,
at the M06-2X/6-31G* level. The reaction seems to be much
faster than without excess energy. The time during which the
system is trapped between M1+ and M10+ is now much shorter.
The main channel is again the dissociation into P1+ + CO2,
but there is now a small contribution of the backward Diels-
Alder reaction to the kinetics. At this energy, dissociation into
P1+ + CO2 is observed on the nanosecond timescale which
should be detectable in experiments. Note, however, that the
asymptote DBB + MA+ corresponds to an excited state of the
M1  
+
R
co2+
P1 
E (eV)
P
i 
(E
)
Figure 6: RRKM calculations for the neutral system with energies and fre-
quencies calculated at the M06-2X/6-31G* level of theory at t = 1 · 10−6 s.
Colored dots represent the population of the most important species (Pi(E))
versus excess energy in eV above the energy of the reactants. The dashed lines
help to guide the eye. Green spheres represent bromine atoms, red spheres
oxygen atoms, grey spheres carbon atoms and white spheres hydrogen atoms.
The brown rectangle indicates typical achievable energies in molecular-beam
experiments.
system so excited-state dynamics may play a significant role in
this case.
To further explore the reactivity of M1+, Figure 8 shows how
the populations of the different species in Figure 4 change as
a function of excess energy at t = 1 · 10−3 s which corre-
sponds to a typical experimental timescale for reaction experi-
ments with ions in traps. It can be seen that at low energies, the
isomerization into M10+ is the dominant reaction of M1+. At
increasing energy, the main decay channel is the dissociation
into P1+ + CO2. At the highest energies studied, the backward
Diels-Alder reaction starts to participate.
4. Conclusions
We have studied the neutral and cationic Diels-Alder reac-
tions between DBB and MA at DFT level. The neutral reaction
is predicted to be concerted and symmetric while the cationic
reaction is asymmetric and can either be concerted or stepwise.
The s-trans conformer of DBB can contribute to the cationic
stepwise reaction. We have also explored the time evolution
of possible products of these reactions until dissociation under
typical experimental conditions. The neutral system has higher
activation barriers than the cationic system. We have employed
RRKM theory finding that the kinetics of the cationic system
is much faster than the neutral system. The neutral product is
predicted to most likely return to the reactants on a timescale
of hundreds of microseconds at an excess energy of 2.17 eV,
which corresponds to an achievable excess energy in experi-
ments. On the other hand, the cationic product is expected to
eliminate CO2 on a nanosecond timescale at an excess energy
of 1.97 eV, which approximately corresponds to the conditions
in which MA is asymptotically the cationic species.
As a next step, we aim to explore the formation of the Van
der Waals complexes between DBB and MA and their influence
on the dynamics of the neutral reaction.
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Figure 7: RRKM calculations for the cationic system with energies and fre-
quencies calculated at M06-2X/6-31G* level of theory at an energy (a) equal to
0.00 eV and (b) equal to 1.97 eV above the energy of the Diels-Alder reactants
assuming a microcanonical ensemble in a collisionless regime. Population of
the most important species (Pi(t)) versus logarithm of time. Rest corresponds
to the sum of the populations of the species that are not explicitly shown. Green
spheres represent bromine atoms, red spheres oxygen atoms, grey spheres car-
bon atoms and white spheres hydrogen atoms.
To our knowledge, this specific system had not been stud-
ied until now. Gaining insight into the differences between the
cationic and neutral systems is crucial to understand the en-
hanced selectivity and rates of the cationic Diels-Alder reac-
tions compared to their neutral counterparts. The present re-
sults may serve to design single-collision experiments that will
probe these reactions and aid in their interpretation.
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