Abstract. We show that the category of corings over a fixed base ring with local units is equivalent to the category of comonads in (right) unital modules whose underlying functors preserve inductive limits. Changing base rings, we prove a biequivalence of bicategories. A base ring extension of corings by adjunctions is also introduced.
Introduction
Corings over rings with identity, were intensively studied in the last four years. A detailed discussions can be found in [8] . It is well known that any coring entails a comonad (i.e., cotriple) in the category of right (and left) modules over a base ring. The converse holds true in the coalgebras case taking functors which preserve inductive limits, this was checked in [10] . Thus, the categorical study of corings and theirs comodules is entirely linked to the study of certains comonads and theirs universal cogenerators (see [10] ) in not necessarily monoidal categories. For instance, many new examples of corings can be builded using earlier constructions in comonads theory (e.g. the distributive laws of J. Beck [5] ).
In this paper we study these relationships in the context of corings over rings with local units in the sense of [1, 2] . This class of bases rings aroses naturally in the definition of infinite comatrix corings, see [14] , [11] and [9] .
The paper is organized as follows. The Section 1 is rather technical, and it is devoted to introduce a 2-category with objects (0-cells) comonads in Grothendieck categories, using earlier results from [22] . In Section 2, we extend Watts results [28] to the case of rings with local units (Lemma 2.3), and use this to prove that each comonad induces a coring whenever its underlying functor preserves inductive limits (Proposition 2.5). For a fixed base ring, we establish, in Section 3, an equivalence of categories of corings and of comonads over right unital modules. The left version of this results will not be considered. In Section 4, we extend the equivalence of Section 3, to a bi-equivalence of bicategories of all corings over rings with local units and of comonads in right unital modules with underlying functors preserve inductive limits. Finally, in Section 5 we apply results of Sections 1 and 2 to introduce a base ring extension of corings by adjunction.
Throughout the letter K denotes a commutative ring with identity 1. A K-module means an unital K-module and K-bimodule a central K-bimodule.
Review on the 2-category of comonads
In this section we observe that Grothendieck categories form a class of objects (0-cells) in a 2-category whose 1-cells are covariant additive functors which preserve inductive limits. These will be need to introduce the 2-category of comonads using the formalism of [22] . For general definitions of bicategories and their morphisms we refer the reader to the fundamental paper [6] .
Recall from [10] that a comonad (i.e., cotriple) in a category A is a three-tuple (F, δ, ξ) consisting of a functor F : A → A and natural transformations δ − :
are commutative diagrams. Given an adjunction S :
with S is left adjoint to T (notation S ⊣ T ), it is well known from [20] that this induces a comonad (ST, Sη T , ζ) in A where η : id B → T S and ζ : ST → id A are, respectively, the unit and the counit of this adjunction. Using the terminology of [10, Proposition 2.1], we say that S ⊣ T cogenerates the comonad (ST, Sη T , ζ). Now, the dual version of [ is an other cogenerator of (F, δ, ξ), then there exists a unique functor L : B → A F such that S F • L = S and L • T = T F . The objects of A F are refereed as comodules, they are pairs (X, d X ) consisting of object X ∈ A and morphism d X : X → F (X) in A such that
is a commutative diagram. The functor S F is then the forgetful functor S F (X, d X ) = X for every comodule (X, d X ), and the functor T F is defined by T F (Y ) = (F (Y ), δ Y ), T F (f ) = F (f ) for every object Y and morphism f of A. Given (F, δ, ξ) any comonad in A, the Kleisli [21] category A K , is defined as follows. The objects of A K are the same as those of A. For each pair of objects Y, Y ′ , the morphism set is defined by
The composition law and identities are canonically derived using δ and ξ. As was proved in [21] , there is adjunction S :
cogenerating (F, δ, ξ), where S(Y ) = F (Y ) and S(f ) = F (f ) • δ Y for every object Y and morphism f of A K , and T (X) = X, T (g) = ξ X ′ • F (g) for every objects X, X ′ and morphism g : X → X ′ of A. The unique factorizing functor is given as follows. The adjunction S F ⊣ T F gives a natural isomorphism
which defines a functor L : , S ⊣ T with unit η : id A → T S and counit ζ : ST → id B together with (F, δ, ξ) a comonad in A. Then
(2) There is a functor S :
Proof.
(1) This is [20, Theorem 4.2] .
(2) It is clear that we have an adjunction
. Following the proof of the dual version of [10, Theorem 2.2], we obtain that the stated functor is the well known unique factorisation functor.
Following [4] , a morphism between two comonad (F, δ, ξ) and (F ′ , δ ′ , ξ ′ ) in a category A is a natural transformation Φ − : F (−) → F ′ (−) which turns commutative the following diagrams
where ̺(Φ) − is the natural transformation defined by
Given a morphism of comonads Φ : F → F ′ , we have an induction functor any adjunction with S ⊣ T , and [S ⊣ T ](F, δ, ξ) the associated comonad of Lemma 1.1, then one can easily check that Sξ T : SF T → ST is also a morphism of comonads in B, where (ST, Sη T , ζ) is the comonad cogenerated by S ⊣ T .
Next, we look at the case when certain comonads and theirs morphisms form a category and try to interpret the above constructions by means of functors between those categories. The proof of the following lemma was inspired from [12, Lemma 5.1]. Lemma 1.3. Let A and B are additive categories with direct sums and cokernels. Assume that A has a sub-generator object U (i.e., every object of A is a direct summand of an U-generated object). For each pair of an additive functors F, F ′ : A → B which preserve inductive limits, the natural transformations Nat(F, F ′ ) form a set.
Proof. Let α, β : F → F ′ two natural transformations. We claim that if α U = β U , then α = β. Consider X an arbitrary object of A. By assumption, we have a diagram
for some set I, where π is an epimorphism and τ a split monomorphism. Since F and F ′ preserve direct sums, we get α U (I) = β U (I) , and thus
is an epimorphism. Therefore,
implies that α X = β X since τ is a split monomorphism, and this shows the claim and finishes the proof.
The following definition makes sense after Lemma 1.3. Definition 1.4. Let A be a Grothendieck category. We define the category of comonads in A and denote it by A − comonad, the category whose objects are comonads (F, δ, ξ) in A with F : A → A is an additive functor which preserves inductive limits; and morphisms are natural transformations satisfying the commutativity of the diagrams of equation (1.4) .
With this definition one can give an elegant enouncements of Lemma 1.1(1).
Proposition 1.5. Let A, B be a Grothendieck category togethers with an adjunction
, S ⊣ T whose unit and counit are, respectively, η : id A → T S and ζ : ST → id B . Assume that S, T are additive functors and preserve inductive limits.
(1) The assignment of Lemma 1.1(1)
is an other adjunction where C is a Grothendieck category and P , Q are additive and preserve inductive limits with the associated functor of the first item
We only show that
is a morphism of comonads where (F, δ, ξ) and (
which shows that the second diagram in equation (1.4) commutes. On the other hand, we have
Thus the first diagram in equation (1.4) commutes for F , F ′ and Φ = SΦ T .
(2) Straightforward.
After Lemma 1.3 and Definition 1.4, one can adapt the formalism introduced in [22] (see, also [25] ) for monads in arbitrary 2-category, to the setting of Grothendieck categories as follows. First, we have by Lemma 1.3 a 2-category constructed by the following data:
• Objects (0-cells): Are all Grothendieck categories.
• 1-cells: A 1-cell from B to A is covariant additive functors F : A → B which preserve inductive limits .
• 1-cells: Are natural transformations.
Associated to this 2-category, we construct as in [22] the right Eilenberg-Moore 2-category of comonads:
• Objects (0-cells): They are pairs (F, δ, ξ : A) consisting of a Grothendieck category A and a comonad F = (F, δ, ξ) in A such that F : A → A is an additive functor which preserves (i.e., F is an object of the category A − comonad of Definition 1.4).
a pair (S, s) consisting of an additive functor S : A → B which preserve inductive limits, and a natural transformation s : SF −→ GS satisfying the commutativity of the following diagrams
The identity 1-cell for a given object (F : A) is proportioned by (id A , id F (−) ).
The category constructed by all 1 and 2-cells from (G : B) to (F : A) will be denoted by F C G . The compositions laws are given as follows. Let (S, s), (S ′ , s ′ ), and (S ′′ , s ′′ ) three 1-cells from (G : B) to (F : A) with 2-cells α : (S, s) → (S ′ , s ′ ) and
The vertical composition is given by
While the horizontal composition is α . β :
there is a functor connecting the universal cogenerators. Namely, there is an additive functor
which clearly turns commutative the following diagram
As in the case of an arbitrary 2-categories [22] , one can substitue the above 2-cells (reduced forms) by the unreduced forms, that is a natural transformations of the form α : SF → GS ′ satisfying adequate conditions. The bijection between reduced forms and unreduced forms stated in [22] for monads in 2-categories, is interpreted in our setting by the forthcoming proposition whose proof is based upon the following Lemma 1.6. Let A be a Grothendieck category and (F, δ, ξ) be an object of the category A − comonad. Then A F is an additive category with direct sums and cokernels. In particular, if U is a generator of A then (F (U), δ U ) is a subgenerator of A F .
Proof. Is immediate since F preserves direct sums and cokernels. Proposition 1.7. Let A, B be a Grothendieck category, and comonad F = (F, δ, ξ) ∈ A − comonad, G = (G, Ω, γ) ∈ B − comonad. Consider (S, s) and (S ′ , s ′ ) two 2-cells from (G : B) to (F : A) with the associated functors S, S ′ : A F → B G of equation (1.11) . Then the natural transformations Nat(S, S ′ ) form a set. Moreover, there is a bijection
given explicitly by
Proof. The fact that Nat(S, S ′ ) is a set, is a consequence of Lemmata 1.3 and 1.6 taking into account that the functors under consideration are all additive and preserve inductive limits. For the stated bijection, we only prove that the mutually inverse maps are well defined. Start with a 2-cell α : SF → S ′ , and take an arbitrary object (X, d X ) ∈ A F . We need to show that α X = α X • Sd X is a morphism of the category B G , so
Obviously α − is natural. Conversely, start with a natural transformation β : S → S ′ , its image is the natural transformation β :
, which we need to show satisfying the 2-cell condition. From one hand, we have
From an other hand, we have
• Sδ Y , for every object Y ∈ A, and this gives the needed condition.
Comonads and corings over rings with local units
We will consider rings without identity; rather, we assume a set of identities is given. Following to [1] (see also [2] and [3] ) a K-module A is said to be a ring with local units if A is not necessary unital K-algebra, and if, for every a 1 , · · · , a n in A there exists an idempotent element e ∈ Idemp(A) (the set of all idempotent elements) such that
This is equivalent to say that for every a, a ′ ∈ A, there exists a ring with identity of the form A e = eAe for some idempotent element e ∈ A such that a, a ′ ∈ A e . For instance every induced ring from a K-additive small category is a ring with local units, in this case a ring with enough orthogonal idempotents, see [17] , [16] .
For any right A-module X (i.e., a K-module X with associative K-linear right
A morphism between two rings with local units is a morphism of rings ψ : B → A (i.e., compatible with multiplications) satisfying the following condition: For every a ∈ A, there exists f ∈ Idemp(B) such that aψ(f ) = ψ(f )a = a. Observes that this condition is equivalent to say: For every e ∈ Idemp(A), there exists
The construction of the usual tensor product over rings with identity can be directly transferred to rings with local units, and the most useful properties of this product are preserved. We use the same symbol −⊗ A − to denote the tensor product between A-modules and A-linear morphisms for any ring with local units A.
Let A be a ring with local units, and e ∈ Idemp(A). The underlying K-module of the right A-module eA is a direct summand of A with decomposition A = eA ⊕ a − ea| a ∈ A . Associated to eA there are two K-linear natural transformations
for every right A-module X. Moreover, if X is an (A, B)-bimodule (B is another ring with local units), then γ e,X and τ e,X are clearly right B-linear. Taking e ′ ∈ Idemp(A) another idempotent and f : eA → e ′ A a right A-linear map, there are two commutative diagrams
/ / X where λ f (e) : X → X is the left multiplication by f (e), and X any right A-module.
Following [1] , there is a partial order over the set of idempotent elements Idemp(A) defined by
for every e, e ′ ∈ Idemp(A). Taking X A any right A-module, and e, e ′ ∈ A such that e ≤ e ′ , we can define a canonical injections µ ee ′ : Xe → Xe ′ , µ e : Xe → X. Furthermore, if e ≤ e ′ ≤ e ′′ , then it is clear that µ ee ′′ = µ e ′ e ′′ • µ ee ′ , thus {(Xe, µ e )} e∈Idemp(A) is a directed system of K-submodule of X. In this way its obvious
A right A-module X is said to be unital if XA = X (or X ∼ = X ⊗ A A as right A-module). Equivalently, for every element m ∈ M, there exists e ∈ Idemp(A) such that me = m. We denote by M A the full subcategory of the category of right Amodules whose objects are all unital right A-modules. An easy check shows that XA is the largest unital right A-submodule of every right A-module X. On the other hand, a right A-module X is unital if and only if lim −→ (Xe) = X in the category of K-modules. Given B another ring with local units, an unital (B, A)-bimodule is a (B, A)-bimodule which is unital as a left B-module and as right A-module. Over the same ring, an A-bimodule X is unital if and only if: For every x ∈ X, there exists e ∈ Idemp(A) such that ex = xe = x. In this way a morphism of rings with local units ψ : B → A induces a structure of an unital B-bimodule over A, and preserves the usual adjunction between the categories of unital right modules
The definition of corings over rings with identity as was introduced in [26] can be directly extended, using unital bimodules, to a rings with local units. Let A be a ring with local units, an A-coring is a three-tuple (C, ∆ C , ε C ) consisting of an unital A-bimodule C and two A-bilinear maps
We denote by A − coring the category of all A-corings and theirs morphisms.
A right C-comodule is a pair (M, ρ M ) consisting of an unital right A-module M and a right A-linear map
A right C-comodules and theirs morphisms form a not necessary abelian category which we denote by M C (see [15, Section 1] ). For every unital right A-module X the pair (X ⊗ A C, X ⊗ A ∆ C ) is clearly a right C-comodule. This establishes in fact a functor − ⊗ A C : M A → M C with the forgetful functor U C : M C → M A as a left adjoint (see [19] ).
Example 2.1. Of course every ring with local units A is trivially an A-coring with comultiplication the isomorphism A ∼ = A ⊗ A A and counit the identity map A.
(1) [26] . Let ψ : B → A be a morphism of rings with local units and consider the unital A-bimodule A ⊗ B A with the following two maps
where e ∈ ψ(Idemp(B)) such that ea = ae = a and a ′ e = ea ′ = a ′ . An easily check shows that (A ⊗ B A, ∆, ε) is an A-coring.
(2) Let M be an unital A-bimodule over a ring with local units A. Considere the direct sum of A-bimodules C := A ⊕ M together with the A-bilinear maps
where e ∈ Idemp(A) such that em = me = m and ea = ae = a. Then we have (C, ∆, ε) is an A-coring. (3) [13] . Let B Σ A be an unital bimodule over rings with local units such that Σ A is finitely generated and projective unital right module with a right dual basis a finite subset
Its well known that Σ * is also an unital (A, B)-bimodule, and thus Σ * ⊗ B Σ is an unital A-bimodule. Furthermore, there exist two A-bilinear maps
The canonical isomorphism Σ⊗ A Σ * ∼ = End(Σ A ), implies that ∆ is independent from the choice of this right dual basis, and that (Σ * ⊗ B Σ, ∆, ε) form an Acoring. This coring is known as the finite comatrix coring associated to B Σ A . Example 2.2. To take a specific example of finite comatrix corings over rings with local units, we consider the so called finitely orthogonal Rees matrix rings largely investigated in [2] . Following to [3, Example 2] (see, also [2] for notions occurring here), let R be a ring with identity, A be a Rees matrix ring over R with canonical decomposition A ∼ = Ae ⊗ eAe eA, e ∈ Idemp(A) and R ∼ = eAe. If A if left-right finitely orthogonal with respect to e [2, Definition 4.2], then one can easily prove that A is a ring with local units. On the other hand, if we put eAe Σ A = eA, then the associated finite comatrix A-coring is given by the A-bimodule Ae⊗ eAe eA, and its counit is just the isomorphism above Ae ⊗ eAe eA ∼ = / / A sending ae ⊗ eAe ea ′ → aea ′ . Therefore, M Ae⊗ eAe eA ∼ = M A isomorphism of categories via this counit (recall that the counit is always a morphism of corings). Since the right Ae ⊗ eAe eA-comodule Σ is clearly a generator of M Ae⊗ eAe eA , its follows by Popescu-Gabriel's Theorem [18] , that eAe Σ is a faithfully flat module (here eAe coincide with the endomorphisms ring of this comodule). Henceforth, − ⊗ eAe Σ A : M eAe → M Ae⊗ eAe eA establishes an equivalence of categories by using the non unital version of the generalized Descent Theorem [13, Theorem 3.10]. In conclusion, A is Morita equivalent to eAe, and thus to R which gives an alternative proof of [3, Example 2] .
From now on, we fix A, B rings with local units. Let F : M A → M B be an additive covariant functor which is right exact and preserves direct sums (equivalently preserves inductive limits). As in the case of rings with identity [28] , we will show that F is naturally isomorphic to the tensor product functor.
The structure of an (A, B)-bimodule over F (A) comes out by the composition map
where λ a : A A → A A is the left multiplication by a ∈ A. In the same manner we get an (A, B)-biaction over
. Therefore, one can consider the functor − ⊗ A F (A) : M A → M B . Now, start with an arbitrary idempotent element e ∈ Idemp(A), and consider the composed right B-linear map
where τ e : eA → A is the canonical injection and γ e,F (A) was defined in equation (2.12). If we take e ′ ∈ Idemp(A) another element and f : eA → e ′ A a right A-linear map, then by equation (2.13), we get a commutative diagram
F (e ′ A)
which shows that Υ − is natural over the set of right A-modules {eA} e∈Idemp(A) . Using the projections π e : A → eA and the maps τ e,F (A) defined in equation (2.12), we can also construct a right B-linear map
which is natural over {eA} e∈Idemp(A) by equation (2.13).
Lemma 2.3. Let F : M A → M B be a covariant additive, right exact and direct sums preserving functor. For every idempotent e ∈ Idemp(A), we have
In particular Υ − extended uniquely to a natural isomorphism
and F (A) becomes a left unital A-module, and thus an unital (A, B)-bimodule.
Proof. By definition, the left A-action of F (A) is given by the rule
Fix an arbitrary idempotent e ∈ Idemp(A). So
= γ e,F (A) (ea x) = e ⊗ A eax,
for every a ∈ A and x ∈ F (A), and this shows the first equality. To check the second equality, pick y ∈ F (eA) and compute
The extension of Υ − to the right unital A-modules which are direct sums of copies of the eA's, where e runs Idemp(A), is clearly obtained. Since F preserves direct sums, this extension is also an isomorphism of right unital A-modules. Assume that there exists a natural transformation Ξ :
(2) For every unital right A-module X, we have a commutative diagram 
Proof. (2) Assume that X is of the form X = eA for some idempotent element e ∈ Idemp(A). In this case, we obtain
For the general case we use a free representations ⊕ k (e k A) (I k ) → X → 0 where {e k } k ⊆ Idemp(A), I k are sets, and the previous case taking into account the hypothesis done over the sated functors.
(b). Is immediate form item (a).
It is clear that any
is a right exact and direct sums preserving functor. Our next gol is to prove that F (A) admits a structure of an A-coring. Notice that this was already observed in [10, p. 398] (without proofs) for the case of commutative rings with identity. 
where the rectangular (1) is commutative by equation (1.1), and (2) by the naturality of Υ F − . Applying Lemma 2.4 to the transformation δ : F → F 2 , we get the commutativity of the rectangular (3). Lastly, Lemma 2.4 applied this times to Υ
, gives the commutatively of the rectangular (4). Therefore, the total diagram is commutative, and thus ∆ is coassociative. The left counitary property follows by the following diagram
which is commutative by the naturality of Υ 
which leads to the right counitary property, and this finishes the proof.
Remark 2.6. Of course one can work with a left unital modules, and prove a similar results concerning functors which preserve inductive limits and the induced corings from theirs comonads. In this paper we only work with right unital modules. The left-right relationships are not examined.
The equivalence of categories
Let A be a ring with local units, and (F, δ, ξ) a comonad in M A . As in Section 1, we consider the universal cogenerator of this comonad, that is an adjunction
and where M F
A is the category of comodules over (F, δ, ξ). The functor S F is then the forgetful functor:
X ), and the functor T F is defined over objects by: T F (M) = (F (M), δ M ), for every right unital A-module M. Given an A-coring (C, ∆, ε) it is easily seen that the canonical adjunction
Proposition 3.1. Let A be a ring with local units, and (F, δ, ξ) a comonad in M A such that F is a right exact and direct sums preserving functor with the universal cogenerator
. Consider F (A) as an A-coring with the structure of Proposition 2.5. There is an isomorphism of categories
The rectangulares (1) and (3) are by definitions commutative. Applying Lemma 2.4 successively to the natural transformations δ : F → F 2 and Υ
, we get the commutativity of rectangulares (2) and (4) (here the natural isomorphism associated to the functor 
is a well defined functor with inverse :
, and (g) = g.
Clearly the underlying right A-module of ̥(X, d X ) coincide with that of (X, d X ). That is U F (A) •̥ = S F . The commutative rectangulares (2) and (4) in diagram (3.17) assert that Υ
is an isomorphism of right F (A)-comodules, for every right unital module X ∈ M A , and this leads to the stated natural isomorphism Υ
We denote by A − comonad the category of all comonads in M A whose underlying functors are right exact and preserve direct sums, that is the category of Definition 1.4. The main result of this section is the following Theorem 3.2. Let A be a ring with local units. Then the functor
establishes an equivalence of categories with inverse the functor
Proof. We first prove that the stated functors are well defined. Start with the first one. In view of Proposition 2.5, its remains only to show that this functor is compatible with morphisms of comonads. So let Φ : 
We thus obtain
which implies the following commutative diagram
and so the coassociativity of the map Φ A . Whence Φ A is a morphism of corings. Next, we prove that G is well defined on morphisms. So let φ : (C, ∆, ε) → (C ′ , ∆ ′ , ε ′ ) be a morphism of an A-corings. Consider the natural transformation
for every unital right module X A . Therefore, the diagram
commutes since φ is coassociative. Lastly, the counit property of φ implies a commutative diagram
X, for every unital right module X A . In conclusion Φ − = − ⊗ A φ is a morphism of comonads in M A .
Let us prove that G and F are mutually inverse. Given an A-coring (C, ∆ C , ε C ) it is trivial that A ⊗ A C ∼ = C is an isomorphism of an A-corings, that is
On the other hand, for
We need to show that Υ 
, and this gives the first the equation in (1.4) . Therefore
which, with the help of Lemma 2.4(2), can easily proved to be natural in (F, δ, ξ) .
The bi-equivalence of bicategories
In this section we define the bicategory of corings over rings with local units by the same way as in [7] , using general methods from [22] . Next, we establish a biequivalence of bicategories between this one and the 2-category of comonads in right unital modules over rings with local units; of course comonads with underlying functors preserve inductive limits.
The following corollary is the non-unital version of [7, 2.1] Corollary 4.1. The following data form a bicategory R:
• 0-cells: corings (C : A) (i.e., A is a ring with local units and C is an A-coring). 
where the first equality is up to the isomorphism A ⊗ A M ∼ = M ⊗ B B. The identity 1-cells for a given coring (C : A) is proportioned by (A,
The composition laws are analogous with [7, 2.1] , and given as follows.
The resulting category of all 1 and 2-cells from (D : B) to (C : A) is denoted by
Keep the notations of Section 1. We have Corollary 4.2. The following data form a 2-category C:
• 0-cells: They are pairs (F : M A ), that is F = (F, δ, ξ) ∈ A − comonad where A is a ring with local units (i.e., F preserves inductive limits).
• 1-cells: From (G : M B ) to (F : M A ) are pairs (S, s) consisting of an additive functor S : M A → M B which preserves inductive limits, and a natural transformation s : SF → GS satisfying the commutativity of diagrams (1.6)
The category obtained by all 1 and 2-cells from (G : M B ) to (F : M A ) is denoted, as in Section 1, by (F : M A ) C (G: M B ) (or by F C G for short). Before showing the claimed bi-equivalence of bicategories R and C, the following lemmata are needed. 
defined by
where Υ − − are the natural isomorphisms of Lemma 2.3.
Proof. We only prove that F (−,−) is a well defined functor. By Lemma 2.3, S(A)
. We need to show that s satisfies equations (4.18). So
which implies the first equality of equation (4.18) .
• Ω B , so we have
which proves that s satisfies the second equality of equation (4.18). Given a 2-cell α : SF → S ′ , and put a :
Its well known that a is A − B-bilinear. We need to show that a satisfies the equality (4.19). Computing, using Lemma 2.4, we have
where the last equality was obtained by (1.7) . From the other hand, we have
, thus a satisfies (4.19). In conclusion F (−,−) is a well defined functor. 
There is a covariant functor
Proof. We only prove that G (−,−) is a well defined functor. To simplify the computations, we denote F := (F, δ, ξ) and G := (G, Ω, γ). Put S = −⊗ A M and s = −⊗ A m. Given any right unital module X A , we have
and
is a 2-cell, and put
We need to prove that α : SF → S ′ is a 2-cell i.e., satisfies equation (1.7). So, for every right unital module X A , we have
Hence α satisfies (1.7). Therefore, G (−,−) is a well defined functor. Step.1. Homomorphism of bicategories. Is proportioned by the assignment
where the canonical natural transformations relating compositions are natural isomorphisms. We know from Lemma 4.3 that
is a covariant functor. Let α : (S, s) → (S ′ , s ′ ) and β : (P, p) → (P ′ , p ′ ) be a morphism (i.e., 2-cells), respectively, in F C G and G C H , where H ∈ C − comonad (C is an other ring with local units). We have
Using Lemma 2.4, we can prove that
We claim that the A − C-bilinear map a := Υ
where we have used equation (4.22) in the first equality. We thus get (a
, that is a satisfies equation (4.19) . The inverse 2-cell is given by a
, and the claim is then proved. We conclude that
is an isomorphism via the 2-cell a. The isomorphism V (S ′ , s ′ ), (P ′ , p ′ ) is analogously defined. Using Lemma 2.4 in computations, we can prove from one hand that
and from an other that
and this proves that V (−,−) is a natural isomorphism. The compatibility with identities is fulfilled, since we have
Lastly, (F, V) satisfies the coherence axioms and the proof is routine.
Step.2. Locally equivalences of Hom-categories. We need the following functor which is well defined as in Lemmata 4.3 and 4.4
. By Lemma 2.4, we have form one hand that
and from an other one Thus α satisfies equation (1.7) , that is a 2-cell form (G : M B ) to (F : M A ). Moreover, α is an isomorphism 2-cell with inverse 2-cell α
Hence
Using computation by elements and [7, Proposition 2.2], we can prove that
establish an equivalence of categories, for every pair of 0-cells (F :
Step.3. Surjectivity up to equivalences. For a given 0-cell (C : A) in R, we need to find a 0-cell (
This is fulfilled by using [7, Proposition 2.2] and taking
where ec = ce = c, ae = ea = a, c ∈ C, a ∈ A and e ∈ Idemp(A).
Base ring extension of corings by adjunction
In this section we apply results from Sections 1 and 2, to extend the notion of base ring extension of a coring by a (finitely generated and projective) module, introduced in [7] , to the case of rings with local units. This will gives a new class of coring over rings with local units which includes some infinite comatrix corings [14] .
The following proposition characterizes an adjunctions between right unital modules with functors preserve inductive limits. with S left adjoint to T , and the functors S, T are right exact and preserve direct sums.
(ii) There is an unital (B, A)-bimodule Σ such that hΣ is finitely generated and projective unital right A-module for every h ∈ Idemp(B). 
Proof. (ii) ⇒ (i). We denote by Σ
where h ∈ Idemp(B) such that yh = y, bh = hb = b ∈ B, and {(u i , u * i )} 1≤i≤n h ⊂ hΣ× Hom A (hΣ, A) is the finite right dual basis for hΣ and the v * i 's are the compositions maps
We claim that η Y is a well defined map. Fix an arbitrary elements y ∈ Y and b ∈ B, let h ′ ∈ Idemp(B) be another units for both y and b (i.e., yh ′ = y and where τ h ′′ : h ′′ Σ → Σ is the canonical injection. Taking these equalities into account, we compute
Similar computation entails the equality , and let h ∈ Idemp(B). Then hΣ = hS(B) ∼ = hB ⊗ B S(B) ∼ = S(hB) is a right A-linear isomorphism. Henceforth, its remains to show that S(hB) is finitely generated and projective module, for every h ∈ Idemp(B). So, the natural isomorphism of the stated adjunction gives us the following chain of natural isomorphisms Hom A (S(hB), −) ∼ = Hom B (hB, T (−)) ∼ = T (−)h ∼ = − ⊗ A T (A)h, for every h ∈ Idemp(B). That is the functors Hom A (S(hB), −) preserve inductive limits, and so S(hB) is finitely generated and projective A-module for every h ∈ Idemp(B). In fact {hΣ} h∈ Idemp(B) is a split direct system of right unital A-module (see [27, Section 1] ). If we assume that Σ satisfies condition (ii) of Proposition 5.1. Then Σ A is locally projective right module in the sense of [3] , equivalently, strongly locally projective in the sense of [27, Theorem 2.17].
Remark 5.3. Let A, B, and C are rings with local units. Given Σ (respectively W ) an unital (B, A)-bimodule (respectively (C, B)-bimodule) such that hΣ (respectively gW ) is finitely generated and projective unital right A-module (respectively B-module), for every h ∈ Idemp(B) (respectively g ∈ Idemp(C)). Then W ⊗ B Σ is an unital (C, A)-bimodule such that g(W ⊗ B Σ) is finitely generated and projective unital right A-module, for every g ∈ Idemp(C). Furthermore, if we put Σ † = AHom A (Σ, A)B (respectively W † = BHom B (W, B)C), then
is an isomorphism of unital (A, C)-bimodule. Effectively, let g ∈ Idemp(C) any idempotent element, so there exists an unital right B-module N such that
h i B where each h i ∈ Idemp(B). Applying, the tensor product − ⊗ B Σ, we obtain
an isomorphism of unital right A-modules. Since the right hand module is finitely generated and projective A-module, we get that gW ⊗ B Σ is also finitely generated and projective A-module, and this proves the first claim. Now, using the adjunctions arising from the proof of Proposition 5.1 and the usual Hom-Tensor adjunctions, we get the stated isomorphism.
It is convenient to adopte the notations occurring in the proof of the previous Proposition. Thus, if Σ is any (B, A)-bimodule we denote by Σ † = AHom A (Σ, A)B. In case when hΣ is finitely generated and projective right A-module, for some h ∈ Idemp(B), we consider the set {(u i , v * i )} 1≤i≤n h ⊂ hΣ × Σ † where {(u i , u * i )} 1≤i≤n h ⊂ hΣ × Hom A (hΣ, A) is the finite dual basis for hΣ and where v * i = u * i • π h and π h : Σ → hΣ is the canonical projection. 
