Further evaluation of improving probabilistic precipitation forecasts through the QPF-POP neighborhood relationship by Kochasic, Michael Charles
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2013
Further evaluation of improving probabilistic
precipitation forecasts through the QPF-POP
neighborhood relationship
Michael Charles Kochasic
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Meteorology Commons
This Thesis is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University Digital
Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University Digital
Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Kochasic, Michael Charles, "Further evaluation of improving probabilistic precipitation forecasts through the QPF-POP
neighborhood relationship" (2013). Graduate Theses and Dissertations. 13339.
https://lib.dr.iastate.edu/etd/13339
  
 
Further evaluation of improving probabilistic precipitation forecasts through the QPF-
POP neighborhood relationship 
 
By 
 
Michael Charles Kochasic 
 
A thesis submitted to the graduate faculty  
in partial fulfillment of the requirements for the degree of  
MASTER OF SCIENCE 
 
 
Major:  Meteorology 
 
Program of Study Committee: 
William A. Gallus Jr., Major Professor 
Kristie Franz 
William Gutowski 
 
 
 
 
 
 
 
 
Iowa State University of Science and Technology 
Ames, Iowa 
2013 
Copyright © Michael Charles Kochasic, 2013.  All rights reserved. 
ii 
 
TABLE OF CONTENTS 
 
ACKNOWLEDGEMENTS......................................................................................................... iv 
ABSTRACT.................................................................................................................................. v 
CHAPTER 1. INTRODUCTION................................................................................................. 1 
 Introduction........................................................................................................... 1 
 Research Questions............................................................................................... 2 
 Thesis Organization.............................................................................................. 3 
CHAPTER 2. LITERATURE REVIEW...................................................................................... 4 
CHAPTER 3. FURTHER EVALUATION OF IMPROVING PROBABILISTIC 
 PRECIPITATION FORECASTS THROUGH THE QPF-POP  
 NEIGHBORHOOD RELATIONSHIP............................................................... 10 
 Abstract............................................................................................................... 11 
1. Introduction................................................................................................... 12 
2. Precipitation Data and Methodology............................................................ 14 
3. Results........................................................................................................... 17 
a) Impacts of Different Training and Testing Datasets (20 km)........... 18 
b) Impacts of Different Training and Testing Datasets (4 km)............. 21 
c) Sub-Regional Analysis......................................................................23 
d) Longer Lead Time Test..................................................................... 26 
e) Sensitivity to Model Accuracy Changes........................................... 29 
4. Discussion and Conclusions......................................................................... 32 
Acknowledgements............................................................................................. 35 
References........................................................................................................... 36 
Tables.................................................................................................................. 39 
Figures.................................................................................................................50 
iii 
 
CHAPTER 4. ADDITIONAL RESULTS................................................................................. 55 
 Daily Brier Scores............................................................................................... 55 
 Predictability of the POP forecast....................................................................... 57 
 Table 4-1............................................................................................................. 58 
 Figures.................................................................................................................59 
CHAPTER 5. CONCLUSIONS AND FUTURE WORK......................................................... 65 
 Conclusions......................................................................................................... 65 
 Future Work........................................................................................................ 67 
REFERENCES........................................................................................................................... 69 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
iv 
 
ACKNOWLEDGEMENTS 
 
No one achieves great things without the help of others.  I would like to sincerely thank 
Dr. William Gallus for the chance and opportunity to work on this project, as well as the 
mentoring and guidance he had provided for the duration of this thesis.  I would also like to 
thank Moti Segal for his helpful discussions and suggestions during the completion of this 
thesis.  I thank my committee members, Dr. William Gutowski and Dr. Kristie Franz, for their 
time and review of this thesis.  I also thank Chris Schaffer for many helpful discussions 
regarding the material involved for the completion of this research.  I am very much grateful 
for the assistance provided by my peers in the meteorology graduate department, especially 
Michael Greve, Darren Snively, Zac Mangin, Brandon Fisel, Sho Kawazoe, Dr. Justin Glisan, 
and Greg Matson.  I am also very appreciative of coding help provided by Jeff Kollasch and 
Keith Boldman. 
 On a personal note, I would like to thank my entire family (Mike, Gayle, Maegan, 
Matthew, and Amanda Kochasic) for their support in the completion of this project.  I also 
appreciate my extended family “cheering me on” from a distance, which helped me stay 
motivated.  I would also like to thank my beautiful fiancée Desiree Helterbran for her 
encouragement, love, patience, hard work, and sacrifice she has made while I pursued my 
graduate degree.  And above all, I would like to thank my Lord and Savior Jesus Christ, for in 
Him all things are possible.   
 
 
 
We can rejoice, too, when we run into problems and trials, for we know that they 
are good for us—they help us learn to endure.  And endurance develops strength of 
character in us, and character strengthens our confident expectation of salvation.  
And this expectation will not disappoint us.  For we know how dearly God loves us, 
because He has given us the Holy Spirit to fill our hearts with His love. 
 
Romans 5:3-5 
 
 
 
v 
 
ABSTRACT 
 
 Ensemble forecasts have been used to increase the accuracy of Quantitative 
Precipitation Forecasts (QPF).  Because of the challenging nature of developing a QPF, 
forecasters express uncertainty through Probability of Precipitation (POP) forecasts.  POP 
forecasts can be developed using the percentage of agreement among ensemble members for a 
given forecast point.  POP forecasts can also be developed through a more intricate statistical 
interpretation of model output called post-processing.  There are numerous post-processing 
approaches to create POP forecasts, which include ensemble member agreement, calibration, 
binning precipitation amounts, and neighborhood approaches.   
The main purpose of this research is to expand upon previous works regarding the 
relationship between QPF and POP forecasts through the neighborhood approach.  By 
redefining the traditional ensemble through the use of a neighborhood ensemble of points, 
previous works had found that a single deterministic model can achieve similar or better skill 
than traditional approaches.  Ensemble forecasts provided by the Center for Analysis and 
Prediction of Storms from the 2007, 2008, and 2010 NOAA Hazardous Weather Testbed 
Spring Experiments were used with additional variations of the neighborhood approach in 
order to determine if even better skill could be obtained.  Four neighborhood variation tests 
were conducted using Brier scores and Brier skill scores for both 20 km and 4 km horizontal 
grid spacing, and results were compared skill scores of traditional approaches.  Results had 
shown that some neighborhood variations could provide better skill than previously obtained, 
as well as outperforming traditional methods.  Using a single model for POP generation 
through the neighborhood variations shows operational forecasting potential by providing more 
accurate forecasts than traditional methods, as well as requiring fewer computational resources 
that could be focused on improving a single deterministic model.   
 
 
 
 
 
 
1 
 
CHAPTER 1.  INTRODUCTION 
 
Introduction 
 
Uncertainty exists in weather forecasting due to the frequently changing state of the 
atmosphere.   Quantitative precipitation forecasts (QPF) predict the amount of accumulated 
precipitation to occur for a specified place and time.  The development of a QPF is considered 
one of the most challenging forecasts that a weather forecaster can prepare due to the uncertain 
nature of the forecast (Fritsch et al. 1998).  Although there has been progress in the 
development of numerical weather prediction (NWP) forecast models, weather forecasts are 
still prone to errors resultant from initial conditions and model deficiencies in determining QPF 
(Hamill and Whitaker 2006, Novak et al. 2008).  Forecasters use ensemble prediction systems 
(EPS) over a single deterministic model forecast to increase the accuracy of prediction of 
precipitation amounts, as well as lowering the uncertainty of the forecast (Atger 2001, Ebert 
2001).  When an EPS is used, skill measures improve over those for a single deterministic 
model forecast (Du et al. 1997).  Due to the uncertainty that exists for a forecast, probability of 
precipitation (POP) forecasts may be used to provide a better measure of this uncertainty for 
QPF.   
 In practice, forecasts of precipitation amount typically are given as an accumulation 
over a certain spatial and temporal extent (Schaffer et al. 2011).  Numerous aspects of weather 
forecasts are important, but QPF is among the most crucial to recreational activity planning, 
commercial and economic operations, travel, and public safety (Fritsch et al. 1998).  POP 
forecasts have tended to be poor, especially for convective precipitation in the warm season 
(Gallus et al. 2002).  Convective QPF has improved in recent years, at least in part due to the 
decreasing in size of grid spacing in NWP models, but a finer resolution also can lead to less 
accurate skill in predictability of precipitation in comparison to coarser resolutions (Theis et al. 
2005).  Even though model forecasts have improved significantly, QPF skill improvement has 
been slow (Fritsch et al. 1998).  Inconsistencies in location of precipitation in the warm season 
is the main source of erroneous QPF, but temporal variations between model forecasts and 
observations can also lead to QPF misrepresentation (McBride and Ebert 2000).   
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 Statistical interpretation of QPF from model output can be used to develop POPs 
through a procedure known as post-processing (Schaffer et al. 2011).  One post-processing 
approach to develop POPs is by determining the agreement among a certain number of model 
members.  Other post-processing approaches involve separating precipitation into bins to 
create POP forecasts.  The most recent post-processing approaches account for spatial and 
temporal errors associated with deterministic forecasts by considering a neighborhood of points 
around a grid point (hereafter the neighborhood approach).  Combining certain post-processing 
approaches together to form QPF-POP relationships can aid in the creation of more accurate 
POP forecasts (Schaffer et al. 2011). 
 
Research Questions 
 
The goal of this study is to expand upon the work of Schaffer et al. (2011) to determine 
if POP forecasts derived from additional variations of the neighborhood approach can provide 
even better skill.  Weather and Research Forecast (WRF) model runs that were generated as 
part of the NOAA Hazardous Weather Testbed (HWT) Spring experiments by the Center for 
Analysis and Prediction of Storms (CAPS) were used for this study as was done in Schaffer et 
al. (2011).  Using a more recent and improved set of ensemble WRF model runs from the 
CAPS 2010 dataset, post-processing using the Schaffer et al. (2011) neighborhood approach by 
training over data from previous CAPS dataset years (2007 and 2008) provides more insight as 
to how the skill of the neighborhood approach performs with a more accurate WRF model 
runs.  There were 20 cases from 2007, 29 cases from 2008, and 27 cases with usable data for 
2010 used for different combinations of training for POP forecasts and testing for skill scores.  
The question also arises as to how well the neighborhood approach performs on smaller 
regions due to varying climatological and geographical differences between areas of the 
country, so a sub-regional study investigates if sub-domains of the full CAPS test domain have 
better neighborhood skill scores compared to other regions.  Another test investigates how well 
the neighborhood approach performs at longer forecast lead-times by using the North 
American Model (NAM).  Because the 2007 and 2008 CAPS runs were only integrated for 30 
hours, analyses using that output are limited to 30 hours (e.g., Schaffer et al. 2011).  The use of 
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NAM output allows analysis over 84 hours.  Lastly, the sensitivity of skill of the neighborhood 
approach to changes in model accuracy as would be likely to occur in the future is investigated. 
 
Thesis Organization 
 
 The format of this thesis follows guidelines for the American Meteorological Society 
journal papers.  Chapter 1 provides the general introduction to this research project.  Chapter 2 
provides the information from previous studies in the literature regarding methods for POP 
creation.  Chapter 3 contains a paper which will be submitted to Weather and Forecasting.  
Chapter 4 consists of additional results found that were excluded from the journal paper in 
Chapter 3.  Chapter 5 includes the general conclusions and recommends future work topics. 
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CHAPTER 2.  LITERATURE REVIEW 
 
The ensemble forecast is crucial to providing more accurate POP forecasts, which 
allows for a better consensus of the probability of occurrence in a precipitation forecast (Atger 
2001, Ebert 2001).  One post-processing approach often applied to ensembles uses the 
agreement of the members to create a POP forecast.  For a given point, for example, if there are 
10 ensemble model members and 2 members have precipitation occurring above a specified 
threshold, then the POP for that threshold is 20%.  This approach has been referred to as the 
uncalibrated traditional ensemble (Schaffer et al. 2011).  The skill of the uncalibrated 
traditional method (uncali_trad hereafter) improves with an increased number of ensemble 
members, and is considered the simplest approach to POP forecast creation (Hamill and 
Whitaker 2006).   
Another post-processing approach applied to ensembles performs a calibration over 
observational data for which POP forecasts can improve (Hamill and Colucci 1997, Hamill and 
Whitaker 2006).  By using a training dataset to calibrate from observational data, the calibrated 
traditional method (cali_trad hereafter) can provide more accurate POP forecasts than the 
uncalibrated traditional method when using a model ensemble (Hamill and Colucci 1997, 
Hamill and Whitaker 2006).   
Hamill and Colucci (1997) described the use of the cali_trad post-processing approach 
to generate POP forecasts from observational data.  Their study used 15 ensemble model 
members for which the uncali_trad POP forecasts were tested against the cali_trad POPs using 
Brier score (BS) and reliability measures.  Three observed thresholds of 0.01, 0.10, and 0.25 in. 
were used, and the BS was found to be lower for the cali_trad approach than for the uncali_trad 
approach.  Other analog methods to calibrate POPs using NCEP’s Global Forecasting System 
(GFS) model were used to test how well the cali_trad POP creation method would perform 
compared to the uncali_trad approach (Hamill and Whitaker 2006).  A 15 member ensemble 
was used out to a 15 day lead time over the United States from January 1979 to December 
2003.  Using North American Regional Reanalysis (NARR) 24 hour precipitation analysis, the 
analog procedure matched their numerical weather prediction (NWP) forecast to the closest 
reforecast from the 25 years of data.  Brier skill scores showed significant improvements in the 
POP forecast accuracy over the uncali_trad approach (Hamill and Whitaker 2006).   
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Another post-processing approach uses precipitation bins, where precipitation from a 
model forecast is placed into bins based on precipitation amount.  Gallus and Segal (2004) 
used 2 forecast models at 10 km grid spacing (WRF and ETA) for 20 MCS events in the 
Midwest in order to determine if areas (grid points) where a large amount of precipitation was 
forecasted to occur leads to a higher probability that at least some rain will occur at that given 
location.  Atger (2001) tested a similar approach for a course grid in the cool season, but Gallus 
and Segal (2004) tested the binning approach on a finer scale in the warm season to determine 
if more skillful POPs could be developed.  The idea is that model precipitation would be placed 
into eight bins:  0.01–0.05, 0.05–0.10, 0.10–0.15, 0.15–0.25, 0.25–0.50, 0.50–1.0, and amounts 
greater than 1.0 in. (typical QPF thresholds for operational verification).  Hit rates (also 
referred to as the correct alarm ratio) were calculated for each precipitation bin for the points in 
which precipitation exceeded a specified threshold, divided by the number of points within the 
precipitation bin.  The hit rates were then used as POP forecasts for 6-hourly precipitation 
periods for three observed threshold values: 0.01, 0.10, and 0.25 in.  A total of fifty-one 6 hour 
periods were used from the 20 MCS events.  The finding was that for MCS systems in the 
Midwest, the likelihood of precipitation exceeding a specified threshold increased substantially 
in those sub-domains where the ETA and WRF model predicted heavier precipitation amounts.  
Therefore, the ETA and WRF models were able to indicate the region for which atmospheric 
processes were most favorable for producing convective precipitation in the warm season. 
Gallus et al. (2007) expanded on the QPF-POP relationship by using the binning 
procedure proposed by Gallus and Segal (2004).  POP forecasts were created using data that 
spanned over a one year period (1 September 2002 to 31 August 2003) from 2 models (Eta and 
Aviation).  Both models used were initialized at 0000 and 1200 UTC with lead forecast times 
out to 48 hours.  The Gallus et al. (2007) POP forecast creation differed from that used in 
Gallus and Segal (2004), where three hour time periods were used compared to 6 hour 
accumulation periods used in Gallus and Segal (2004).  Forecast bins were adjusted for the 
shorter time period: less than 0.01 (no rain), 0.01–0.05, 0.05–0.10, 0.10–0.25, 0.25–0.50, and 
greater than 0.50 in.  The POP forecasts created by training over the one year of data were then 
tested using an independent one year period (1 September 2003 to 31 August 2004) by using 
relative operating characteristic curves, BSs, the decomposed BS (reliability, resolution, and 
uncertainty) from Murphy (1973), and BSSs.  Gallus et al. (2007) found that the Aviation and 
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Eta models were able to indicate the areas where atmospheric processes were most conducive 
to produce at least some precipitation, which matched the findings of Gallus and Segal (2004).  
When comparing the first 24 hours of the model runs (day 1) to the second 24 hours (day 2), 
the BSs were found to worsen with an increase in forecast lead time.  As a forecasting 
approach, the binning approach for POP forecast creation used on a training dataset over an 
entire year suggests skillful forecasts for any season.  Also, forecasters could use one single 
deterministic model forecast for this approach to gain skill, along with using an ensemble mean 
output to improve POP forecasts.  POP creation using a training forecast dataset and testing on 
an independent forecast dataset results in reliable and skillful POP forecasts (Gallus et al. 
2007).  Therefore, forecasters can use a single deterministic model forecast for guidance when 
issuing POP forecasts (Gallus et al. 2007). 
 More recently, a virtual ensemble approach has been introduced known as the 
neighborhood approach, or fuzzy method.  The neighborhood approach compares values of 
forecasts and observations in neighborhoods relative to a point in the observation field for both 
spatial and temporal scales (Gilleland et al. 2009).  Numerous studies have been conducted in 
recent years using the neighborhood approach to improve POP forecast accuracy (Ebert 2009, 
Theis et al. 2005, Schaffer et al. 2011, Johnson and Wang 2012, among others).  Neighborhood 
verification is beginning to be routinely used at the Meteorology Office for France and the 
Australian Bureau of Meteorology (Ebert 2009), as well as operational forecasting centers in 
the United States (Schaffer et al. 2011).  As high resolution modeling becomes increasingly 
important as numerical guidance for forecasters, it is likely that the neighborhood verification 
practices will be more commonly used to account for the small scale “closeness” of a high 
resolution forecast (Ebert 2009). 
Ebert (2009) uses numerous variations of the neighborhood approach, but the variation 
most analogous to the present study uses the square neighborhood approach on the high 
resolution WRF models produced by the 2005 Spring Hazardous Weather Testbed.  Nine 24-
hour forecasts of 60 minute precipitation were used, similar to a study done by Kain et al. 
(2008).  The models used were the 2 km horizontal grid spacing WRF_ARW (Weather 
Research and Forecast_Advanced Research WRF), a 4 km WRF_ARW, and a 4 km 
WRF_NMM (nonhydrostatic mesoscale model).  Stage II data were used for verification and 
all the models were initialized at 0000 UTC (Ebert 2009).  Using the Fractions Brier score and 
7 
 
the Fractions Skill Score (FSS) to evaluate the accuracy of the neighborhood POPs, Ebert 
(2009) found that the three different models performed similarly in most verification aspects.  
In general, the best scores resulted for larger scales and lighter observed thresholds.  However, 
heavier precipitation amounts in excess of 20 mm/h (0.79 in/hr) were forecasted well according 
to the FSS at a scale of around 500 km.  Ebert (2009) noted that this areal extent may be too 
large to be considered useful in many applications due to the large neighborhood required for 
skillful POPs.   
Theis et al. (2005) also used the neighborhood post-processing procedure to obtain 
more skillful POPs using the Lokal-Modell (LM) model used by the German Weather Service 
(DWD).  The LM model is a non-hydrostatic model with 7 km grid spacing designed for 
spatial scales from 1-50 km, and is initialized at 0000 UTC.  The LM forecasts for one hour 
increments and extends out to 48 hours.  The neighborhood used by Theis et al. (2005) was 
applied to multiple lead time hours that extended in both spatial and temporal scale directions.  
The spatial neighborhood considered the circular area of forecasts surrounding a particular grid 
point in the x and y directions, while the temporal neighborhood considered the forecasts 
surrounding a point in the x and time directions.  Studies show that the neighborhood area can 
be circular or square in shape, and little difference in skill is noticed based on the neighborhood 
shape (Ebert 2009).  By using the neighborhood post-processing approach, a single 
deterministic model run produced skillful POPs without the need of a traditional ensemble 
(Theis et al. 2005), which could lead to lower model operating costs.  Theis et al. (2005) used 3 
neighborhood sizes for study and verification:  small (42 km, 3 hours), medium (84 km, 4 
hours), and large (140 km, 6 hours).  They found that the Brier skill score (BSS) for the post-
processed POP forecasts always performed better than the direct model output from the LM 
deterministic model run.  The neighborhood approach deteriorated at the higher thresholds, 
which showed that extreme events are harder to forecast through post-processing in shorter 
time periods.  The BSSs were slightly more skillful for the larger neighborhood size than for 
the smaller sizes (Theis et al. 2005). 
Schaffer et al. (2011) considered using the neighborhood approach combined with the 
binning procedure from Gallus and Segal (2004) and Gallus et al. (2007), known as the Gallus-
Segal approach (GS approach hereafter), to develop more skillful POPs than using just the GS 
approach as done in Gallus and Segal (2004) and Gallus et al. (2007).  The neighborhood used 
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in the Schaffer et al. (2011) study considered the grid points around a central grid point in a 
square shape as a new ensemble by using both a traditional ensemble and a single model 
member.  The neighborhood approach created 2-D POP tables by using the binned 
precipitation from the GS approach and the number of neighborhood grid points forecasting 
agreement on the occurrence of precipitation above a threshold amount (same as used in Gallus 
and Segal 2004).  The POPs were developed by finding the correct alarm ratio (or hit rate as in 
Gallus and Segal 2004) for each case in the training dataset.  The CAPS 2007 dataset was used 
as the test dataset and the CAPS 2008 dataset was used for the training set (the 2008 dataset 
was used for training because of the larger sample size).  The WRF-ARW members were 
coarsened from 4 km to 20 km for the majority of the study, with only selected 4 km analysis.  
A Midwest sub-domain was used, similar to the Clark et al. (2009) study.  POPs were created 
by averaging the correct alarm ratio from five 6-hourly periods (30 hour average).  POPs were 
computed by using one model member, as well as using a traditional ensemble with 10 
members.  Two neighborhood methods were used for creating the POP tables: the average 
neighborhood approach and the maximum neighborhood approach.  The average neighborhood 
took the average precipitation to occur over the neighborhood size for POP creation, while the 
maximum neighborhood approach used the maximum precipitation to occur over the 
neighborhood area to create POP tables.  The average neighborhood method was found to be 
slightly more skillful than the maximum neighborhood approach, suggesting that averaging 
precipitation is the more skillful approach (most skillful neighborhood size was 15x15 at 20 
km).  The average neighborhood used one deterministic forecast model, while the maximum 
approach used 10 model members.  The conclusion was made that using the combined GS 
approach with the neighborhood approach improved skill of the POP forecast compared to the 
GS approach and the single deterministic model POPs (Schaffer et al. 2011).  Another result 
was that the neighborhood approach combined with the GS approach performed with more 
skill than the uncali_trad approach, and performed with as good or better skill than the 
cali_trad approach.  Because a single model member could produce accurate POPs by using the 
neighborhood approach, Schaffer et al. (2011) implied that computational resources could go 
into refining the grid spacing instead of running multiple ensemble model members. 
The neighborhood post-processing approach was used by Johnson and Wang (2012) by 
using the CAPS 2009 dataset for study.  An evaluation of Schaffer et al. (2011) was performed 
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by Johnson and Wang (2012), and found that the neighborhood approach combined with the 
GS approach had skill minima during the prime convective time when considering the five 6 
hour time periods separately instead of averaging the periods together.  By applying a 
calibration to the neighborhood approach, skillful forecasts were found at all time periods.  
Skill minima occurred between hours 2-4, where suboptimal radar data assimilation requires 
the model to spin-up during the first few hours.  The variation of using 10 days or 25 days in 
the training dataset had been tested and little improvement or deterioration was found in the 
results.  Johnson and Wang (2012) also separated the model forecasts into sub-domains and 
had found that no skill improvement resulted when using the neighborhood approach. 
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Abstract 
 
 A neighborhood post-processing approach using the relationship between quantitative 
precipitation forecasts and probability of precipitation forecasts was further evaluated to 
determine if POP forecasts derived from additional variations and applications of the approach 
could provide better skill compared to previous methods.  Ensemble data provided by the 
Center for Analysis and Prediction of Storms (CAPS) from the National Oceanic and 
Atmospheric Administration Hazardous Weather Testbed spring experiments were used for 
tests at 20 km and 4 km horizontal grid spacings.   
In a first test, different combinations of training and testing datasets using a single 
model member were evaluated using 6 hour accumulation periods to provide insight into skill 
behavior.  A second test divided the model data into four equal sub-regions to analyze skill 
score sensitivity to training over smaller regions with more similar climatology and geography.  
A third test examined how the neighborhood approach performed at longer lead times (greater 
than the 30 hours provided by the CAPS datasets) by using the North American Model out to 
84 hours.  A fourth test investigated the sensitivity of skill using the neighborhood approach to 
model accuracy changes likely to occur in the future.   
Skill scores improved for certain training and testing combinations and by training over 
sub-regions at light thresholds.  Skill did not rapidly deteriorate with longer forecast lead time.  
Taking into account improvements in model accuracy, the neighborhood approach proved the 
more skillful for small improvements in model forecast accuracy, but traditional approaches 
were more skillful when forecast accuracy improved further. 
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1. Introduction 
 
Ensemble prediction systems (EPS) have some advantages over single deterministic 
model forecasts, including an increase in accuracy of quantitative precipitation forecasts (QPF) 
when the mean is used (Atger 2001, Ebert 2001).  Probability of precipitation (POP) forecasts 
provide a measure for forecasters to project the amount of uncertainty that exists when issuing 
a forecast, and the use of EPS can increase POP accuracy and lower forecast uncertainty. 
 Numerous POP forecast generation approaches exist, with the simplest approach 
considering the agreement between members of an ensemble forecast.  If there are ten 
ensemble members, for example, and two members have precipitation occurring above a 
specified threshold amount, then the POP for that threshold is 20% (Hamill and Whitaker 
2006).  This approach is referred to as the uncalibrated traditional approach (uncali_trad 
hereafter) in Schaffer et al. (2011) (hereafter as SGS11).  Another post processing approach 
applies an EPS calibration using observations, which improves POP forecast accuracy (Hamill 
and Colucci 1997, Hamill and Whitaker 2006).  This method, referred to in SGS11 as the 
calibrated traditional approach (cali_trad hereafter), can create more accurate POP forecasts 
than the uncali_trad approach (Hamill and Colucci 1997, Hamill and Whitaker 2006).   
 Another approach to POP creation is precipitation binning in a model forecast (Atger 
2001, Gallus and Segal 2004, Gallus et al. 2007).  Because skill scores for warm season 
convective QPFs need improvement (Gallus 2002), placing model precipitation into bins 
allows for model forecasts to identify the grid points where atmospheric processes are more 
likely to result in at least some precipitation, while acknowledging the specific amounts are 
probably not accurate.  Precipitation binning was applied to a single deterministic forecast, and 
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the resulting POP forecasts were better able to correctly identify areas that observed at least 
some precipitation than precipitation amount (Gallus and Segal 2004).  Using the QPF-POP 
relationship from Gallus and Segal (2004), Gallus et al. (2007) discovered the same QPF-POP 
relationship existed when using the coarser grid spacing Eta and Aviation models over a longer 
time period and larger area.  Data were trained on one year for both models individually and 
tested on an independent year, resulting in good skill (Gallus et al. 2007). 
 More recent approaches to forecast POP have used a neighborhood (nbh), or an area 
surrounding a grid point (Theis et al. 2005, Ebert 2009, SGS11, Johnson and Wang 2012, 
among others).  SGS11 demonstrated that the nbh of points around a grid point could be 
considered a “virtual ensemble” for which an ensemble POP forecast could be developed from 
a single deterministic model run.  Skill scores were comparable or superior to the cali_trad 
approach when SGS11 used the nbh approach combined with the binning approach used in 
Gallus and Segal (2004).  However, Johnson and Wang (2012) used the same approach and 
found skill minima in the afternoon hours when convection is typically strongest. 
 The general goal of the present study is to further evaluate the most attractive nbh 
approach (denoted as Ave_nbh in SGS11) to determine if POP forecasts derived from 
additional nbh approach variations can provide even better skill.  Specific details about the 
variations of the nbh approach tested are described in the methodology and data section.  
Results focusing on Brier score and Brier skill score are presented in section 3.  Discussion and 
conclusions are included in section 4. 
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2. Precipitation Data and Methodology 
 
Weather and Research Forecast (WRF) model runs that were generated as part of the 
NOAA Hazardous Weather Testbed (HWT) Spring experiments and distributed by CAPS were 
used for the present study as in SGS11.  Additional precipitation output from 2010 was added 
to the 2007 and 2008 output used in SGS11.  SGS11 primarily averaged the native CAPS 4 km 
data onto a 20 km grid for testing, with limited analysis using 4 km output.  The present 
research used both the 4 km data averaged on the 20 km grid to allow comparison with SGS11 
and focused more on 4km output.  A total of 20 cases were used in the study from 2007, 29 
cases from 2008, and 27 cases from 2010.   
Following SGS11, 2-D POP tables were created based on two parameters: the 
forecasted precipitation amount within a bin (referred to as the GS approach hereafter) and the 
number of nbh points forecasting agreement on precipitation above a threshold amount.  As 
done in the GS approach, seven forecast bins were used: <0.01, 0.01-0.05, 0.05-0.10, 0.10-
0.25, 0.25-0.50, 0.50-1.00, and >1.0 inches.  Hit rates (also called the correct alarm ratio) were 
calculated as h/f, where h is the number of “hit” points where the observed precipitation 
surpassed a specified threshold (0.01, 0.10, and 0.25 inches were used for this study as in 
SGS11.  The variable f is the number of grid points with precipitation forecasted for a given 
bin and nbh point agreement scenario.  The calculated hit rate in a training dataset is the POP 
that is used for a given bin amount, observed threshold amount, and the number of points in 
agreement within the nbh for testing.  Referring to Table 1 and Figure 2 in SGS11 may provide 
additional insight to the present study. 
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The CAPS high resolution ensemble members differed in each of the experiment years, 
although the WRF-ARW model dynamic core was used in each year.  The 2007 simulations 
were initialized at 2100 UTC for 33 hours (Kong et al. 2007).  The ensemble initial conditions 
consisted of a mixture of bred perturbations coming from the 2100 UTC Short-Range 
Ensemble Forecast (SREF) perturbed members and physics variations (grid scale 
microphysics, land-surface and PBL physics), along with a control run.  The initial conditions 
and lateral boundary conditions are described in Kong et al. (2007).  The spatial extent of the 
model area was approximately 3000 km by 2500 km. 
The 2008 and 2010 CAPS experiments additionally used available WSR-88D data 
assimilated through ARPS 3DVAR into the model members.  Different initial perturbations 
and physics schemes were used (Xue et al. 2008 and Kong et al. 2010).  The 2008 and 2010 
CAPS datasets were initialized at 0000 UTC and run for 30 hours.  Although the domains in all 
years covered the eastern 2/3 of the continental United States, the exact size differed (2008 
covered 3600 km x 2700 km, 2010 covered 3400 km x 2700 km).  The National Centers for 
Environmental Prediction (NCEP) Stage IV precipitation observation data (Baldwin and 
Mitchell 1997) were used for verification.  
In all, four tests were performed as described in the following.  The first examined 
impacts of the use of different years of data for testing and training.  Johnson and Wang (2012) 
found that little difference in skill was obtained for nbh approach when using 10 days or 25 
days for training over the entire 2009 CAPS model domain.  The present study tested the skill 
of POP forecasts using the 2010 CAPS dataset by training over the 2007 dataset (20 days), the 
2008 dataset (29 days), and the combined 2007 and 2008 training datasets (49 days) over the 
Midwest sub-domain used in SGS11.   The Midwest domain used by SGS11 is only about 40% 
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of the size of the full CAPS domain used in Johnson and Wang (2012), so the tests to follow 
may show if domain size affects the sensitivity to number of cases used for training. 
The second test examined if training on smaller regions with more similar 
climatological and geographical characteristics might improve skill over training over the 
larger domain.  The 2010 output were used for testing with the 2008 output used for training, 
and precipitation accumulations were averaged over all five 6 hour periods as done in SGS11.  
For simplicity, the full 2010 CAPS domain was divided into four equal sub-regions.  Because 
the 2010 and 2008 CAPS domains differed slightly, NCEP procedures were used to regrid the 
datasets onto a common area (largest possible grid was chosen that would contain data from 
both years).  This test was similar to one performed by Johnson and Wang (2012) except for 
the year of the testing data and the size of the domains used for training.  
The third test investigated how well the nbh approach performed at longer lead-times 
by using the North American Model (NAM) at 12 km grid spacing.  Because the 2007 and 
2008 CAPS runs were only integrated for 30 hours, analyses using that output were limited to 
30 hours (e.g., SGS11).  The use of NAM output allowed analysis over 84 hours.  The NAM 
also provided more data to be used for training and testing over the warm season.  The entire 
months of May and June from 2009 were used for training (59 total days, with 2 days excluded 
due to missing data), and the entire months of May and June from 2010 were used for testing 
(61 days).   
Lastly, the fourth test investigated the sensitivity of skill of the nbh approach to changes 
in model accuracy as would be likely to occur in the future.  The Midwest sub-domain used by 
SGS11 was used for training and testing the nbh, cali_trad, and uncali_trad approaches at both 
20 km and 4 km grid spacing.  For simplicity, the average of the five 6 hour periods for 
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training and testing was used.  Using the 2010 CAPS dataset for the test and the 2008 CAPS 
dataset for the training, a percent difference between the observed and forecasted precipitation 
amount in the CAPS model forecast was determined for each grid point, threshold, and 6 hour 
accumulation period.  The difference was added back to the model forecast as a correction to 
alter the accuracy of the forecast.  A positive correction was added to the forecast for both the 
testing and training datasets to determine how skill scores would change as QPF improves, 
which is likely to occur in the future.  A test was also conducted where a positive correction 
was added back to the model forecast in the training dataset alone or the testing dataset alone to 
see if improvement to only one dataset would provide better skill. A negative correction was 
made to the forecast for both the testing and training datasets to worsen the accuracy of the 
QPF to examine how the skill of the approach might vary at even longer forecast lead times 
where model accuracy declines.  The correction percentages used (in both positive and 
negative directions) were 1, 10, 25, 50, 75, 90, 99, and 100%. 
For each variation of the nbh approach above, Brier scores and Brier skill scores were 
the verification measures used.  Differences were tested for statistical significance at the 99% 
confidence level using Student’s t-test.   
 
3. Results 
 
Brier scores were used to compare the skill of POP forecasts derived from the differing 
approaches examined in this study.  The Brier score (BS) is defined as 
                                                        BS = 
 
 
        
 
   
2
                                                      (1) 
18 
 
where pk is the POP forecast for the k forecast of the total forecasts n, and ok is the observed 
POP to occur from observations (either 0% or 100%) for each forecast scenario.  Smaller BSs 
are considered more skillful.  Brier skill scores were also computed to determine how well the 
POPs derived from nbh methods compare to a climatological forecast value.  The Brier skill 
score (BSS) is defined as 
                                                           BSS = 
        
       
 = 1 - 
  
     
                                              (2) 
where the BS is the Brier score of the nbh approach POP and BSref is the climatological forecast 
from the sample.  The sample climatology has also been referred to as the uncertainty (Wilks 
2006).   
 
a) Impacts of different Training and Testing Datasets (20 km) 
 
The 2007, 2008, and 2010 datasets on a 20 km horizontal grid were used individually 
for training and tested against another year of data to investigate sensitivity in skill to the 
different training and test datasets.  In addition, for one test, the 2007 and 2008 datasets were 
combined for training to determine how skill scores would behave if the sample size of the 
training forecast was increased greatly. 
BSs for the lowest reporting nbh size at 20 km are shown in Tables 3-1 through 3-3.  
The nbh sizes examined ranged from 1x1 (GS approach) to 25x25.  Optimal nbh sizes for the 
best reported BSs will be discussed later.  Scores were similar whether training was performed 
over individual 6 hour periods and tested on the same 6 hour period (denoted 6vs6) or when 
training used all five 6 hour periods from the entire 30 hours available and testing then 
occurred on each individual 6 hour period (denoted 6vs30), and p values ranged between 0.4 
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and 0.5, showing that there was no statistically significant difference between the methods.  
Thus, BS results will only be shown for 6vs6.   
Four training datasets were used with both the nbh and cali_trad approaches: 2007, 
2008, 2010, and 2007/2008 combined.  Training on an older dataset (2007, 2008) and testing 
on an older dataset (2008, 2007) provided poorer scores for the nbh approach than when an 
older dataset was used (2007, 2008) and tested on the newer dataset (2010) at the 0.01 in. 
threshold (Table 3-1).  Combining the 2007 and 2008 datasets for training and testing on the 
2010 dataset provided slightly better skill for the nbh approach than when using just 2007 or 
2008 individually for training.  The BSs for the cali_trad approach were slightly better than the 
nbh approach when the 2007 or 2008 datasets were used for training with testing on the 2008 
or 2007 datasets, respectively.  However, the nbh approach generally had better BSs than the 
cali_trad approach when the 2007, 2008, and the combined 2007 and 2008 datasets were used 
for training with testing using the 2010 dataset.  Using the more recent and improved 2010 
dataset for training did not lead to better skill scores when tested on an older dataset (2007 or 
2008), implying that skill with both the nbh and cali_trad approaches was more sensitive to the 
test dataset than the training dataset.  Increasing the sample size of the training dataset by 
combining the 2007 and 2008 datasets improved skill slightly for the nbh approach, but not for 
the cali_trad approach.  Similar results are shown for the 0.10 in. threshold (Table 3-2) and the 
0.25 in. threshold (Table 3-3).  The greatest improvement of the nbh approach over the 
cali_trad approach occurred at the 0.01 in. threshold, which agrees with SGS11.  A diurnal 
trend in the skill scores was evident for each training and testing combination for each 
threshold, with the lowest skill generally occurring in the 06-12 hour period and the highest in 
the 18-24 hour period. 
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BSSs were computed to determine how the POPs compared to a climatological 
reference value (results not shown) for the 2010 test dataset trained on the combined 2007 and 
2008 dataset.  BSSs for the present study ranged between 0.37 and 0.44 for the 0.01 in. 
threshold, 0.33 and 0.38 for the 0.10 in. threshold, and 0.28 and 0.33 for the 0.25 in. threshold.  
BSSs in the SGS11 study generally ranged between 0.25 and 0.32 for the 0.01 in. threshold, 
0.17 and 0.25 for the 010 in. threshold, and 0.11 and 0.18 for the 0.25 in. threshold.  The BSSs 
were also found to show the best skill at the 0.01 in. threshold for both the present study and 
SGS11, and greater skill was found when using 6vs6 in the current study compared to SGS11.  
Statistically significant differences were found to exist between each of the differing 
combinations of testing datasets, where p values were between 0.003 and 0.004 (<0.01 shows 
significant difference result).  However, p values when comparing the same test dataset when 
using two different training datasets were between 0.3 and 0.4, indicating insignificant 
differences between the datasets. 
To examine sensitivity to sample size more precisely, BSs were computed using several 
fractions (25%, 50%, 75%, and 100%) of the 49 cases in the combined 2007 and 2008 training 
dataset for the nbh approach.  The 2010 dataset was used for testing for the 00-06 UTC period 
for each threshold (Figure 3-1).  Training and testing was completed over the 00-06 UTC time 
period, as well as training and testing over the average of all five 6 hour periods.  Using 12 
days in the 00-06 UTC training period resulted in the lowest BS at the 7x7 nbh size, with some 
worsening of skill with an increase in sample size.  The average of all five 6 hour periods 
suggested slight improvement with an increase in sample size, but the BSs were very similar 
for all sample sizes.  The minimal impact of sample size in the training dataset supports the 
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finding of Johnson and Wang (2012), where little to no improvement in skill was found in the 
present study when using either 12 or 25 days for training.   
Table 3-4 shows for 20 km grid spacing which nbh size resulted in the optimal BS for 
each training and testing dataset combination.  Generally, the 11x11 and 15x15 nbh sizes 
performed best for the 0.01 and 0.10 in. thresholds.  At the 0.25 in. threshold, the 7x7 and 9x9 
nbh sizes performed best, indicating that a heavier precipitation threshold of 0.25 in. requires a 
smaller nbh size for optimal skill, potentially reflecting the fact that areas of heavier 
precipitation are typically smaller.  Once the nbh size increased beyond the optimal nbh size 
for which the best BS resulted, BSs and BSSs continued to worsen with larger nbh sizes. 
 
b) Impacts of different Training and Testing Datasets (4 km) 
 
The same procedures described above were also used on the native 4 km horizontal grid 
spacing output.  SGS11 mentioned high computational costs for training over 4 km horizontal 
grid spaced data, and the same issue was encountered for the present study.  Because of the 
high computational demand for averaging over all five 6 hour periods and similarity again in 
BSs between the 6vs6 and 6vs30 tests, training over an individual 6 hour time period (6vs6) 
was used instead of averaging all five 6 hour time periods for training (6vs30).  Statistically 
significant differences were not found to exist between 6vs30 and 6vs6, with p values similar 
to those obtained for the 20 km test.  Larger nbh sizes were used for the 4 km output because 
the optimal BS occurred when the nbh used all points within an area of roughly the same size 
as with that the 20 km horizontal grid spacing.  For example, the 35x35 nbh of points on a 4 
km grid corresponds to the 7x7 nbh on the 20 km grid, with both representing an area of 
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140x140 km.  The nbh sizes examined were between 5x5 and 85x85 in intervals of ten in order 
to stay consistent with the nbh area used in the 20 km test.  
The 2007 or the 2008 dataset used for training performed better when tested on the 
more recent 2010 dataset compared to being tested on an older dataset (2008 or 2007) for both 
the nbh and cali_trad approaches (Tables 3-5 through 3-7).  The combined 2007 and 2008 
training dataset had slightly lower BSs for the nbh approach when tested on the 2010 dataset 
than when the 2008 dataset was used for training and tested on the 2010 dataset, but the two 
training forecasts performed very similarly.  The cali_trad approach had similar or worse skill 
when the combined 2007 and 2008 training dataset was used compared to the 2008 training 
dataset alone when tested on the 2010 dataset.  The 2010 dataset used for training led to a 
worsening in BSs when tested on either the 2007 or 2008 datasets, indicating that the 
sensitivity of the BS depends more on the test dataset used rather than the training dataset used.  
The cali_trad approach had similar trends to the nbh approach in that the skill was more 
sensitive to the test dataset rather than the training dataset.  The cali_trad approach had better 
skill than the nbh approach when the 2007 and 2008 test datasets were used, and the nbh 
approach had better skill than the cali_trad approach when the 2010 test dataset was used.  The 
greatest improvement of the nbh approach over the cali_trad approach occurred at the 0.01 in. 
threshold, with scores becoming more similar at the 0.25 in. threshold.  The optimal nbh size 
for which the best BS resulted at the 4 km grid spacing is shown in Table 3-8.  Once the nbh 
size increased beyond the optimal nbh size for which the best BS resulted, BSs and BSSs 
continued to worsen with larger nbh sizes. 
Similar trends in the performance of skill scores were evident for training and testing 
dataset combinations and between the nbh and cali_trad approaches when comparing the 20 
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km and 4 km output.  Scores were better at the 4 km grid spacing compared to 20 km, except 
for the 0.25 in. threshold, which may be due to the variability of observations in the dataset 
(SGS11). 
 
c) Sub-Regional Analysis 
 
Several experiments were conducted using both 20 km and 4 km grid spacing on both 
the Midwest domain (SGS11) and the larger common grid between the 2008 and 2010 CAPS 
model domains to explore how skill might vary if training and testing were performed over 
smaller sub-regions of the domains.  Each domain was divided into four equally sized sub-
regions (Figure 3-3).  BSs (results not shown) and BSSs (Table 3-9) were compared for the nbh 
approach for 20 km and 4 km output for the three specified thresholds.  Training was done on 
the 2008 dataset and included training over the full domain or training over a sub-region.  
Testing was done on the 2010 dataset for each sub-region. 
The SGS11 study used the 2008 data for training and the 2007 data for testing, and the 
five 6 hour period average BS for the lowest reporting nbh size was 0.1043.  The five 6 hour 
average when using the 2008 data for training and the 2008 data for testing had a BS of 0.0906.  
Dividing the Midwest domain and larger CAPS common grid domain into 4 sub-regions, more 
skillful BSs (results not shown) were obtained compared to the five 6 hour period average BS 
using the 2008 dataset for training and the 2010 dataset for testing for the northwest, northeast, 
and southeast sub-regions for both the 20 km and 4 km output for each threshold.  Higher BSs 
were obtained for the southwest sub-region compared to the five 6 hour period average.  
Conversely, better BSSs were obtained for the southwest sub-region compared to the other 
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sub-regions (Table 3-9).  The nbh approach generally had better skill than the cali_trad 
approach for all sub-regions and thresholds.  BSSs were very similar for each sub-region and 
threshold when comparing the 20 km and 4 km output, although the 20 km scores tended to be 
slightly better than the 4 km scores for the nbh approach.   
BSSs tended to be better for the southern sub-regions compared to the northern sub-
regions.  Heavier precipitation generally occurs in the southwest region of the domains since 
deeper convection is common in the southern Plains during the time period examined, and this 
may have an impact on the sensitivity of the skill scores.  Using the full domain for training 
and a sub-region for testing resulted in better skill for the 0.10 and 0.25 in. thresholds for the 
nbh approach, but for the 0.01 in. threshold, results were mixed for which training domain led 
to better skill.   
To better understand variations in skill among the sub-domains, the number of points 
where precipitation surpassed a given threshold and the total amount of observed precipitation 
occurring over the 30 hour period for each sub-region at each threshold were examined. 
 Stage IV data were used to represent the observed precipitation for each sub-region 
using 20 km grid spacing over the full common grid between the 2010 and 2008 CAPS 
domains (Figure 3-2).  These data suggest a trend of higher BSs and BSSs where there was a 
higher precipitation amount and more points where observed precipitation exceeded a 
threshold.  The northwest sub-region had the least precipitation, and the best BS and the worst 
BSS among the sub-regions.  Conversely, the southwest sub-region had the greatest amount of 
precipitation, and the worst BS and BSS.  Training over the southwest region and testing on the 
southwest region (SWvsSW) at the 0.01 in. threshold resulted in the best skill compared to 
training over the larger common grid domain and testing on the southwest (FDvsSW), which 
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may be related to the higher number of precipitation grid points where precipitation exceeded a 
threshold available for training in the southwest sub-region.  However, training on the 
southeast sub-region and testing on the southeast sub-region (SEvsSE) did not lead to better 
skill compared to training on the larger common grid domain for training and testing on the 
southeast sub-region (FDvsSE), although the second largest amount of precipitation occurred 
in this sub-region (behind the southwest sub-region).  Data from the southeast sub-region 
implied that perhaps precipitation amount in the training dataset does not influence ideal choice 
of the size of the training domain.  There may be other factors in play, but the correlation 
between skill scores and precipitation amount suggests caution in interpretation of results. 
Although Johnson and Wang (2012) did not find significance in skill improvement in 
dividing a model domain into three sub-regions for testing, the results of the present study 
indicated improvement of BSs for most sub-regions and BSSs for all sub-regions.  Statistically 
significantly different results were found when comparing skill scores between each sub-
region, with p values close to 0.001 for all thresholds and grid spacings.  Using a sub-region 
with the full domain or the same sub-region for training did not lead to statistically 
significantly different results, with p values of between 0.4 and 0.5.  With larger sub-regions 
from the larger common grid domain, better results were obtained for the nbh approach 
compared to the cali_trad approach than when using the smaller sub-regions in the Midwest 
domain (results not shown).  To show how the BS and the optimal nbh size behaved for each 
grid point (free from averaging effects), Figure 3-3 shows the optimal BS at 20 km for each 
individual grid point and the nbh size (Figure 3-4) giving the optimal value (note that some 
areas over the Atlantic Ocean, the Gulf of Mexico, and Ontario, CA were not included due to 
missing Stage IV data).  The BSs and BSSs generally were highest in the southwest and lowest 
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in the northwest sub-region, which was a result similar to that found when the grid points were 
averaged for entire sub-regions. 
 
d) Longer Lead Time Test 
 
To understand better how well the nbh approach works at longer lead times, each 6-
hour period from the 84 hour NAM forecasts was used for training and testing.  BSs and BSSs 
were found to be slightly more skillful for 6vs84 compared to 6vs6.  Because of the shorter 
computational time required, however, 6vs6 is shown in the results to follow.  The p values 
when comparing 6vs6 and 6vs84 for each threshold and 6 hour interval were between 0.4 and 
0.5, implying no significant differences.  The optimized BS and BSS for each 6 hour time 
period out to 84 hours was determined at each threshold for the 12 km NAM output.  The skill 
scores were compared to the 2010 CAPS test dataset using the 2008 CAPS training dataset at 
20 and 4 km, as well as the GS approach.  The CAPS ensemble only extended to 30 hours so 
that the cali_trad approach cannot be tested beyond 30 hours, but the GS and nbh approaches 
can be used for longer forecast lead times past 30 hours since only a single model run is needed 
– in this case the NAM. 
 The nbh approach tested on the NAM output required larger nbh sizes for optimal skill 
scores to be obtained than was the case for the CAPS models, which could be due to the 
difference in resolution (grid spacing) between the models.  The optimal nbh sizes were 
between 45x45 and 65x65 for all time periods and thresholds, which was an area of between 
540x540 and 780x780 km (compared to a typical 20 km 13x13 nbh optimal area size of 
260x260 km for the CAPS simulations).   
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 The Midwest sub-domain used in SGS11 was tested first for the nbh approach using the 
NAM output.  Both 6vs6 and 6vs84 were tested, and similar results were found.  The BSs were 
found to be poor on the Midwest domain with average scores between 0.11 and 0.15 at the 0.01 
in. threshold for the 6vs6 test, which were higher than the five 6 hour average scores (0.09 to 
0.11) obtained by SGS11.  The BSSs for all nbh sizes, thresholds, and 6 hour time periods were 
negative in value, with best results averaging between -0.08 and -0.09 for the Midwest domain.  
SGS11 and the current study using the 20 km CAPS output on the Midwest sub-domain found 
good skill scores.  However, the CAPS data used in both cases originated on a 4 km grid, 
whereas the NAM data had 12 km grid spacing.  The difference in grid spacing may explain 
why the skill scores for the NAM output on the small domain are worse than those using the 
CAPS output. 
The BS and BSS results for the NAM output on the larger common grid between the 
2010 and the 2008 CAPS datasets are shown (Figure 3-5), and were compared to results 
obtained for the CAPS tests and the GS approach at the 0.01 in. threshold.  A diurnal trend in 
the BS was evident with afternoon periods worsening in skill and the morning periods having 
the better skill.  Considering the same time period each day, the BS becomes slightly worse 
(increasing between 0.0010 and 0.0015) with increasing lead time.  Better skill was obtained 
than when using the GS approach throughout the 84 hours, however, the difference between 
the BSs for the GS and nbh approaches when tested on NAM output were not statistically 
significant with p values around 0.5.  Compared to the CAPS runs on the Midwest domain, the 
NAM on the larger common grid had worse skill when using the nbh approach.  This again 
signified that a higher resolution model run will yield better skill scores when using the nbh 
approach.  Even the 20 km CAPS model data yielded a better BS when using the nbh approach 
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than when using the NAM output.  The BSSs show similar trends as the BS.  This behavior in 
part might echo what was found in Gallus (2002) that averaging fine grid precipitation amounts 
from 10 km onto a coarser 30 km grid could yield better skill scores than those from data that 
originated on the coarser 30 km grid spacing.  The behavior may also be related to what was 
found in Gallus (2002) that very small scale features with poor predictability have a negative 
effect on skill scores with finer grid spacing, where averaging data onto a coarser grid “filters” 
effects of small scale phenomenon and improves skill scores.  Caution is suggested in 
interpretation of improving skill scores by averaging onto a coarser grid spacing, which is more 
a result of how skill measures function instead of actual skill improvement (Gallus 2002).  The 
0.10 and 0.25 in. thresholds demonstrated the same overall pattern (results not shown), but the 
difference between the CAPS and NAM skill became smaller.  The nbh approach provided 
skillful scores with a longer lead time in the forecast that do not decrease much over time, and 
performed better than the GS approach.  Therefore, the nbh approach was useful when applied 
to forecasts with longer lead times. 
 The nbh approach BSs and BSSs were more skillful when the larger common grid 
domain was used for the NAM output.  The improvement in skill indicated that not only does 
the grid size of the training and testing model output influence skill, but the sample size of 
points in the domain also affects it.  Perhaps even better skill for the nbh approach could be 
obtained if a larger domain was used to include the full United States for training and testing 
compared to using the CAPS domain, which would provide a greater sample size for which to 
obtain skill scores. 
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e) Sensitivity to Model Accuracy Changes 
 
To gain some insight into how the nbh approach might perform relative to the cali_trad 
and uncali_trad approaches as model skill presumably improves in the future, a correction to 
the model QPF was made by adding back a percentage of the difference between the 
observations and the QPF amounts to both the training and testing datasets on both the 20 km 
and 4 km grids at each of the three observational thresholds.  Due to space constraints, only the 
0.01 in. threshold results are shown in Tables 3-10 and 3-11.  The 2008 dataset was used for 
training and the 2010 dataset was used for testing.  For simplicity, all five 6 hour periods were 
averaged and used for training and testing. 
The nbh approach performed best for a 1% improvement in QPF, and then the cali_trad 
approach became more skillful when a 10% correction was added to improve the forecast at the 
0.01 in. threshold.  The uncali_trad approach became more skillful than the nbh approach 
beyond a 25% improvement at the 0.01 in. threshold.  Similar results occurred for the 0.10 and 
0.25 in. thresholds.   
A negative correction percentage was also added back to both the training and testing 
datasets to determine how BSs behaved when QPF became worse (Table 3-10).  This type of 
test can shed some light on how the approaches might perform at larger lead times when skill 
typically decreases.  The nbh approach was always the most skillful forecast compared to the 
traditional methods for both grid spacings and all negative percent corrections for the 0.01 and 
0.10 in. thresholds.  The nbh and cali_trad approaches had the same skill for the 1% negative 
correction at the 0.25 in. threshold, and then the nbh approach became the superior method for 
larger negative corrections.   
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The results of this test can be combined with those from the earlier nbh approach 
applied to the NAM output, where there was a lack of available ensemble members with 84 
hour lead time to allow a comparison with the cali_trad approach.  The idea that the nbh 
approach had superior skill over the cali_trad approach with negative corrections added to the 
model forecast implies that the cali_trad approach would likely not be as skillful compared to 
the nbh approach for the NAM, if an ensemble were available.  Although a direct comparison 
cannot be made due to differences that exist between the experiments (6vs6 for NAM 
compared to 30vs30 for CAPS percentage correction), the negative correction test indicates the 
nbh approach may be the more skillful method in time as a forecast worsens. 
A correction percentage was also added back to the training dataset alone or the testing 
dataset alone (Table 3-11).  The nbh approach was always more skillful than the cali_trad 
approach for the 0.01  and 0.10 in. thresholds when a positive correction was added back to the 
training forecast alone. The cali_trad approach was slightly more skillful than the nbh approach 
at correction percentages higher than 90% at the 0.25 in. threshold, but the BSs for the two 
methods were still comparable.  The BS for the uncali_trad approach was 0.1047 at 20 km and 
0.1001 at 4 km for the 0.01 in. threshold for all correction percentages because the POPs used 
for the uncali_trad approach were obtained through member agreement rather than through a 
training procedure.  Therefore, the uncali_trad POPs are unaltered by adding a correction.  The 
BSs for the cali_trad and nbh approaches improved slightly with a 1% correction at all 
thresholds, as well as at the 10% correction for the 0.10 in. threshold.  The skill of the methods 
deteriorated with greater correction percentages beyond 10%.  Improving the training dataset 
alone resulted in the creation of inflexible POP forecasts that were unable to work for another 
forecast year, which is similar to the inability of improved neural network datasets to represent 
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nonlinear trends due to overtraining (Snell et al. 2000).  Improving only the training dataset for 
the nbh approach can lead to overtraining, and therefore worsening skill with too much 
improvement of the training forecast. 
Similar to adjusting both the testing and training datasets, the nbh approach had better 
skill at 1% and the cali_trad approach became better after 10% for the 0.01 in. threshold when 
a positive correction was added to the testing dataset alone.  The uncali_trad results are not 
shown in Table 3-11 because the scores were the same as shown in Table 3-10.  The nbh 
approach had a lower BS than the cali_trad approach at the 10% correction for the 0.10 and 
0.25 in. thresholds, and then the uncali_trad approach became superior to the nbh approach at 
the 25% correction. 
Improvements made to the test and the training datasets yielded the most skillful BSs.  
Adding a percent correction to just the testing dataset resulted in the second best skill, and the 
percent correction added to just the training dataset had the worst skill of the three approaches.  
Skill scores responded with improvements when positive corrections were made to the test 
dataset alone and deteriorate when improvements were made to the training dataset alone.  
Therefore, skill score improvement was more sensitive to improving the test forecast than the 
training forecast.  Statistical significance testing showed p values of greater than 0.01 for each 
threshold and grid spacing, which did not indicate strong differences between the correction 
combinations.  The lack of statistically significant differences is likely a result from using the 
same training (2008) and testing (2010) year for each of the tests.   
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4. Discussion and Conclusions 
 
The four tests conducted in this study add insight into the use of the QPF-POP 
relationships used in Gallus and Segal (2004), Gallus et al. (2007), and SGS11.   
The first test investigated the impacts of using different training and testing datasets 
making use of 2007, 2008, and 2010 CAPS ARW model ensemble output for both 20 km and 4 
km grid spacings.  Although the 2010 CAPS dataset included improvements over the 2007 and 
2008 datasets, the 2010 output used for training did not lead to skill improvements when tested 
on the older 2007 or 2008 datasets.  Increasing the training dataset sample size led to slightly 
better BSs, which indicated slightly more accurate POP forecasts.  However, skill scores were 
generally insensitive to the sample size of the training forecast, confirming Johnson and Wang 
(2012).  Skill scores were more sensitive to the test dataset than the training dataset used.  
Statistical significant differences were found when the test dataset used was different, but not 
for the difference in training dataset used when tested on the same dataset.   
Variations in accumulation period for testing and training were also examined.  
Training over the same 6 hour period as the test dataset was found to yield nearly the same 
skill as when using the averaged five 6 hour periods (30 hours total) for training for both 20 km 
and 4 km.  Statistical significance was not found between 6vs6 and 6vs30 for all thresholds and 
both grid spacings across the 6 hour time periods.  Using a 6 hour time period for training is of 
computational advantage due to shorter required time for POP creation compared to using all 
five 6 hour periods for training.  The cali_trad approach generally had better BSs when the 
2007 and 2008 test datasets were used compared to the nbh approach; however, the nbh 
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approach generally showed better skill than the cali_trad approach when the 2010 dataset was 
used for testing.  
Dividing the domain used for the nbh approach into sub-regions provided better skill 
for the nbh approach compared to the cali_trad approach when the CAPS model domain was 
used (common grid between 2008 and 2010 datasets), with the best skill found in the northeast, 
northwest, and southeast sub-regions.  The best skill scores oscillated between the nbh and 
cali_trad approaches when the Midwest sub-domain was used.  Better scores were found when 
using the 4 km grid spacing, as well as when the 0.01 in. threshold was used.  A relationship 
was also found to possibly exist between skill scores and both the amount of precipitation 
points where precipitation exceeded a threshold within a sub-region.  Sub-regions with higher 
amounts of precipitation and observed points that exceeded a threshold had higher (worse) BSs 
and higher (better) BSSs.  BSs between the sub-regions were found to be statistically 
significantly different. 
The NAM model forecasted precipitation was used to determine how the nbh approach 
would perform with a longer forecast lead time out to 84 hours.  The nbh approach only 
slightly worsened with time out to 84 hours when using 6 hour accumulation periods, which 
indicated that it may work well for longer-term forecasting.  The nbh approach improved over 
the GS approach at 12 km, but the BSs between the GS approach and the nbh approach tested 
on NAM output were not statistically significantly different.  The nbh approach had better skill 
when using the 2010 CAPS dataset at both 20 km and 4 km compared to the 12 km NAM 
output.  The finding that the 20 km dataset performed better than the 12 km dataset was similar 
to a previous finding that data originating on a finer grid and averaged to a coarser grid led to 
better skill than data that originates on a coarser grid (Gallus 2002).  The difference in skill 
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between the CAPS and NAM models output lessened when the observed threshold increased 
from 0.01 to 0.25 in., but the nbh approach when using the higher resolution CAPS dataset still 
had better skill compared to the NAM output. 
The sensitivity to model improvements was also tested at 20 km and 4 km by taking a 
percentage of the difference between QPF from the model and observed precipitation and 
adding the difference back to the model forecast.  The percent corrections tested included 1, 
10, 25, 50, 75, 90, 99, and 100%.  When a positive correction was added back to the model 
forecast for both the training and testing datasets, the nbh approach was found to be more 
skillful than the cali_trad approach for the 1% correction.  The cali_trad approach became 
more skillful when a 10% correction was applied to the datasets.  The uncali_trad approach 
becomes more skillful than the nbh approach after a 25% correction is applied to the model 
forecasts.  The results indicate that the nbh approach would still provide the best skill with 
small improvements to QPF, but would become inferior to traditional methods with larger QPF 
improvements. 
Corrections made to the training dataset alone led to improvements at the 1% 
correction, but then skill scores worsened with greater improvements to the training forecast.  
By improving the training forecast with higher correction percentages, overtraining occurs 
(Snell et al 2010) and leads to a deterioration in skill.  Corrections to the test dataset alone 
showed better scores compared to improving the training dataset alone, but scores were worse 
compared to improving both the testing and training datasets.  Skill scores were more sensitive 
to the testing forecast improvement compared to the training forecast improvement.   
A negative percent correction was also added back to a model forecast to simulate how 
the nbh approach would compare to the cali_trad approach as model skill worsened, as is likely 
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at longer lead times.  The motivation for this experiment was to add insight to the earlier test 
performed with NAM output, since an ensemble to create cali_trad guidance was not available.  
When negative corrections were applied, the nbh approach always had better skill compared to 
the cali_trad approach.  The implication is that the nbh approach may perform better than the 
cali_trad approach at longer lead times.   
In summary, different variations of the nbh approach could improve POP skill in 
certain situations.  The advantage to only needing one high resolution model run for accurate 
POP creation is that a potentially large amount of computer resources are conserved (SGS11), 
and these could be used to allow for other model improvements such as more sophisticated 
physical parameterizations or finer grid spacing.  Therefore, the nbh approach with additional 
variations for POP creation increases the value of using the nbh approach in operational 
forecasting. 
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Tables 
 
Table 3-1.  The 20 km lowest reporting Brier scores for all nbh sizes examined for each test 
and training dataset year combination for each 6 hour period (UTC) at the 0.01 in. threshold.  
The nbh and cali_trad approaches are shown using one 6 hour time period for training and 
testing on the same 6 hour time period (6vs6). 
 
        Training: 2007 
 
2008 
 
2010 
 
2007/2008 
Test: 2008 2010 2007 2010 2007 2008 2010 
Period 
  
    nbh 
    00-06 0.1100 0.0886 0.1076 0.0866 0.0995 0.1002 0.0849 
06-12 0.0952 0.0782 0.0855 0.0745 0.0890 0.0945 0.0749 
12-18 0.0952 0.0852 0.0890 0.0818 0.0931 0.0951 0.0826 
18-24 0.1147 0.1078 0.1254 0.1057 0.1266 0.1147 0.1057 
24-30 0.1150 0.1061 0.1218 0.1042 0.1208 0.1127 0.1037 
Average 0.1060 0.0932 0.1059 0.0906 0.1058 0.1034 0.0904 
   
cali_trad 
    00-06 0.0908 0.0901 0.0997 0.0897 0.1004 0.0909 0.0897 
06-12 0.0880 0.0816 0.0864 0.0804 0.0875 0.0875 0.0807 
12-18 0.0920 0.0854 0.0896 0.0838 0.0898 0.0901 0.0841 
18-24 0.1116 0.1064 0.1230 0.1063 0.1229 0.1114 0.1063 
24-30 0.1149 0.1064 0.1208 0.1063 0.1197 0.1138 0.1060 
Average 0.0995 0.0940 0.1039 0.0933 0.1041 0.0987 0.0934 
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Table 3-2.  As in Table 3-1, but for the 0.10 in. threshold. 
 
        Training: 2007 
 
2008 
 
2010 
 
2007/2008 
Test: 2008 2010 2007 2010 2007 2008 2010 
Period 
  
    nbh 
    00-06 0.0630 0.0492 0.0596 0.0484 0.0564 0.0597 0.0475 
06-12 0.0610 0.0456 0.0474 0.0454 0.0485 0.0619 0.0449 
12-18 0.0560 0.0451 0.0455 0.0439 0.0469 0.0563 0.0439 
18-24 0.0629 0.0621 0.0709 0.0618 0.0723 0.0637 0.0616 
24-30 0.0720 0.0632 0.0743 0.0623 0.0752 0.0711 0.0620 
Average 0.0630 0.0530 0.0595 0.0524 0.0599 0.0625 0.0520 
   
cali_trad 
    00-06 0.0526 0.0503 0.0567 0.0502 0.0565 0.0523 0.0501 
06-12 0.0540 0.0471 0.0480 0.0461 0.0494 0.0540 0.0464 
12-18 0.0517 0.0446 0.0457 0.0438 0.0460 0.0508 0.0439 
18-24 0.0603 0.0612 0.0709 0.0611 0.0710 0.0603 0.0611 
24-30 0.0716 0.0625 0.0758 0.0626 0.0739 0.0703 0.0621 
Average 0.0580 0.0531 0.0594 0.0528 0.0594 0.0575 0.0527 
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Table 3-3.  As in Table 3-1, but for the 0.25 in. threshold. 
 
        Training: 2007 
 
2008 
 
2010 
 
2007/2008 
Test: 2008 2010 2007 2010 2007 2008 2010 
Period 
  
    nbh 
    00-06 0.0391 0.0281 0.0388 0.0276 0.0373 0.0376 0.0273 
06-12 0.0390 0.0289 0.0291 0.0293 0.0295 0.0403 0.0287 
12-18 0.0319 0.0241 0.0250 0.0239 0.0258 0.0327 0.0238 
18-24 0.0347 0.0343 0.0396 0.0341 0.0402 0.0351 0.0339 
24-30 0.0479 0.0379 0.0482 0.0367 0.0493 0.0476 0.0365 
Average 0.0385 0.0307 0.0361 0.0303 0.0364 0.0387 0.0300 
   
cali_trad 
    00-06 0.0331 0.0289 0.0369 0.0288 0.0365 0.0328 0.0287 
06-12 0.0350 0.0296 0.0294 0.0291 0.0305 0.0353 0.0292 
12-18 0.0303 0.0244 0.0253 0.0239 0.0253 0.0298 0.0240 
18-24 0.0335 0.0339 0.0401 0.0341 0.0396 0.0334 0.0339 
24-30 0.0475 0.0369 0.0496 0.0361 0.0491 0.0462 0.0361 
Average 0.0359 0.0307 0.0363 0.0304 0.0362 0.0355 0.0304 
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Table 3-4.  The 20 km optimal nbh size for which the best Brier score is computed for each 
combination of testing and training dataset years for the 6vs6 test for each threshold. 
 
        Training: 2007 
 
2008 
 
2010 
 
2007/2008 
Test: 2008 2010 2007 2010 2007 2008 2010 
Period 
  
    0.01 in. 
    00-06 11x11 7x7 7x7 7x7 13x13 15x15 7x7 
06-12 11x11 11x11 11x11 11x11 11x11 15x15 11x11 
12-18 11x11 13x13 11x11 11x11 7x7 11x11 13x13 
18-24 11x11 13x13 11x11 13x13 11x11 9x9 15x15 
24-30 15x15 15x15 19x19 15x15 19x19 15x15 15x15 
   
    0.10 in. 
    00-06 11x11 9x9 7x7 7x7 9x9 11x11 9x9 
06-12 11x11 11x11 13x13 11x11 13x13 11x11 11x11 
12-18 7x7 11x11 9x9 11x11 9x9 9x9 11x11 
18-24 11x11 13x13 15x15 15x15 13x13 7x7 13x13 
24-30 15x15 13x13 21x21 15x15 15x15 15x15 15x15 
  
                                 0.25 in. 
    00-06 11x11 9x9 3x3 7x7 9x9 15x15 9x9 
06-12 7x7 9x9 9x9 11x11 13x13 9x9 11x11 
12-18 7x7 7x7 7x7 5x5 9x9 3x3 7x7 
18-24 7x7 13x13 9x9 9x9 7x7 7x7 13x13 
24-30 15x15 15x15 19x19 13x13 15x15 15x15 13x13 
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Table 3-5.  The same as Table 3-1, but for the 4 km grid spacing test. 
 
        Training: 2007 
 
2008 
 
2010 
 
2007/2008 
Test: 2008 2010 2007 2010 2007 2008 2010 
Period 
  
    nbh 
    00-06 0.1067 0.0885 0.1046 0.0841 0.0986 0.1007 0.0820 
06-12 0.0940 0.0767 0.0834 0.0734 0.0880 0.0961 0.0736 
12-18 0.0972 0.0820 0.0854 0.0788 0.0927 0.0972 0.0795 
18-24 0.1144 0.1032 0.1204 0.1006 0.1277 0.1144 0.1005 
24-30 0.1137 0.1028 0.1191 0.1015 0.1222 0.1137 0.1004 
Average 0.1052 0.0906 0.1026 0.0877 0.1058 0.1044 0.0872 
   
cali_trad 
    00-06 0.0886 0.0876 0.0958 0.0871 0.0963 0.0885 0.0872 
06-12 0.0868 0.0798 0.0841 0.0785 0.0852 0.0863 0.0788 
12-18 0.0897 0.0818 0.0856 0.0805 0.0858 0.0882 0.0808 
18-24 0.1071 0.1012 0.1177 0.1012 0.1177 0.1070 0.1012 
24-30 0.1123 0.1029 0.1178 0.1028 0.1164 0.1112 0.1016 
Average 0.0969 0.0907 0.1002 0.0900 0.1003 0.0962 0.0901 
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Table 3-6.  The same as Table 3-2, but for the 4 km grid spacing test. 
 
        Training: 2007 
 
2008 
 
2010 
 
2007/2008 
Test: 2008 2010 2007 2010 2007 2008 2010 
Period 
  
    nbh 
    00-06 0.0625 0.0490 0.0597 0.0470 0.0629 0.0620 0.0461 
06-12 0.0613 0.0456 0.0477 0.0457 0.0519 0.0659 0.0449 
12-18 0.0589 0.0446 0.0456 0.0434 0.0492 0.0589 0.0434 
18-24 0.0645 0.0598 0.0692 0.0595 0.0744 0.0645 0.0591 
24-30 0.0747 0.0624 0.0740 0.0607 0.0791 0.0747 0.0603 
Average 0.0644 0.0523 0.0592 0.0513 0.0635 0.0652 0.0508 
   
cali_trad 
    00-06 0.0522 0.0489 0.0562 0.0488 0.0560 0.0520 0.0488 
06-12 0.0543 0.0470 0.0477 0.0460 0.0491 0.0543 0.0463 
12-18 0.0517 0.0440 0.0455 0.0433 0.0455 0.0509 0.0434 
18-24 0.0591 0.0589 0.0692 0.0588 0.0691 0.0590 0.0587 
24-30 0.0709 0.0611 0.0748 0.0611 0.0732 0.0696 0.0606 
Average 0.0576 0.0520 0.0587 0.0516 0.0586 0.0572 0.0516 
 
 
 
 
 
 
 
 
 
 
 
 
 
45 
 
Table 3-7.  The same as Table 3-3, but for the 4 km grid spacing test. 
 
        Training: 2007 
 
2008 
 
2010 
 
2007/2008 
Test: 2008 2010 2007 2010 2007 2008 2010 
Period 
  
    nbh 
    00-06 0.0394 0.0294 0.0391 0.0278 0.0423 0.0395 0.0276 
06-12 0.0394 0.0294 0.0300 0.0304 0.0335 0.0436 0.0293 
12-18 0.0343 0.0242 0.0256 0.0240 0.0276 0.0343 0.0240 
18-24 0.0363 0.0340 0.0403 0.0339 0.0420 0.0363 0.0336 
24-30 0.0514 0.0384 0.0486 0.0371 0.0529 0.0514 0.0368 
Average 0.0402 0.0311 0.0367 0.0306 0.0397 0.0410 0.0303 
   
cali_trad 
    00-06 0.0337 0.0291 0.0372 0.0289 0.0368 0.0332 0.0288 
06-12 0.0354 0.0301 0.0299 0.0297 0.0308 0.0358 0.0298 
12-18 0.0308 0.0244 0.0258 0.0241 0.0258 0.0303 0.0241 
18-24 0.0338 0.0336 0.0406 0.0338 0.0401 0.0337 0.0336 
24-30 0.0479 0.0371 0.0495 0.0364 0.0491 0.0467 0.0364 
Average 0.0363 0.0309 0.0366 0.0306 0.0365 0.0359 0.0305 
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Table 3-8.  Same as Table 3-4, but for the 4 km grid spacing. 
 
        Training: 2007 
 
2008 
 
2010 
 
2007/2008 
Test: 2008 2010 2007 2010 2007 2008 2010 
Period 
  
    0.01 in. 
    00-06 55x55 5x5 35x35 25x25 55x55 55x55 45x45 
06-12 55x55 55x55 55x55 55x55 65x65 65x65 55x55 
12-18 35x35 35x35 55x55 55x55 15x15 35x35 45x45 
18-24 35x35 65x65 55x55 75x75 35x35 35x35 75x75 
24-30 65x65 65x65 75x75 65x65 65x65 65x65 85x85 
   
    0.10 in. 
    00-06 55x55 5x5 35x35 35x35 25x25 45x45 45x45 
06-12 55x55 55x55 55x55 45x45 35x35 45x45 55x55 
12-18 15x15 45x45 45x45 45x45 35x35 15x15 55x55 
18-24 15x15 55x55 75x75 55x55 15x15 15x15 65x65 
24-30 55x55 75x75 85x85 65x65 65x65 55x55 65x65 
  
                                 0.25 in. 
    00-06 45x45 5x5 25x25 35x35 5x5 45x45 35x35 
06-12 35x35 45x45 45x45 35x35 35x35 5x5 55x55 
12-18 5x5 55x55 35x35 35x35 5x5 5x5 35x35 
18-24 5x5 65x65 45x45 35x35 5x5 5x5 75x75 
24-30 55x55 75x75 85x85 65x65 85x85 55x55 65x65 
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Table 3-9.  The Brier skill scores for 20 km and 4 km output for the nbh approach for each 
sub-region and threshold at the common grid between the 2010 and 2008 CAPS datasets and 
the Midwest domains.  The 2010 CAPS dataset is the test dataset and the 2008 CAPS dataset is 
used for the training forecast by averaging over all five 6 hour periods.  Both the sub-regional 
and full domain training datasets are used on the sub-region test datasets.  NW is northwest, 
NE is northeast, SW is southwest, SE is southeast, and FD is the common model domain 
between 2010 and 2008.  The first region is the training dataset, and the second region is the 
test dataset (e.g. FDvsNW used the full common model domain between 2010 and 2008 as the 
training forecast and tested on the northwest sub-region, and NWvsNW used the northwest 
sub-region as the training dataset tested on the northwest sub-region).  The most skillful score 
for each region and threshold is bolded. 
 
    
20 km 
     Midwest FDvsNW NWvsNW FDvsNE NEvsNE FDvsSW SWvsSW FDvsSE SEvsSE Average 
0.01 in. 0.1723 0.1916 0.1870 0.1822 0.2206 0.2333 0.2710 0.2605 0.2148 
0.10 in. 0.1513 0.1461 0.1589 0.1394 0.1952 0.1906 0.2212 0.2096 0.1765 
0.25 in. 0.1210 0.1054 0.1375 0.1273 0.1516 0.1469 0.1909 0.1739 0.1443 
Model FDvsNW NWvsNW FDvsNE NEvsNE FDvsSW SWvsSW FDvsSE SEvsSE Average 
0.01 in. 0.1395 0.1605 0.1654 0.1699 0.3199 0.3299 0.2952 0.2656 0.2307 
0.10 in. 0.1399 0.1319 0.1222 0.1198 0.2785 0.2807 0.2531 0.2291 0.1944 
0.25 in. 0.1204 0.1120 0.0873 0.0866 0.2264 0.2312 0.2015 0.1603 0.1532 
    
4 km 
     Midwest FDvsNW NWvsNW FDvsNE NEvsNE FDvsSW SWvsSW FDvsSE SEvsSE Average 
0.01 in. 0.1626 0.1815 0.1723 0.1658 0.2134 0.2229 0.2585 0.2462 0.2029 
0.10 in. 0.1512 0.1428 0.1528 0.1345 0.1933 0.1836 0.2143 0.2009 0.1717 
0.25 in. 0.1166 0.0998 0.1335 0.1242 0.1437 0.1364 0.1790 0.1582 0.1364 
Model FDvsNW NWvsNW FDvsNE NEvsNE FDvsSW SWvsSW FDvsSE SEvsSE Average 
0.01 in. 0.1352 0.1525 0.1431 0.1529 0.3124 0.3194 0.2868 0.2524 0.2193 
0.10 in. 0.1399 0.1329 0.1116 0.1092 0.2741 0.2750 0.2478 0.2193 0.1887 
0.25 in. 0.1174 0.1077 0.0820 0.0796 0.2200 0.2231 0.1942 0.1490 0.1466 
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Table 3-10.  Brier scores at the 0.01 in. threshold for the tests where both positive and negative 
corrections are made to forecasted precipitation for both the training and testing datasets.  The 
lowest Brier score between each method is bolded for each percentage. 
 
    
            Positive 
     20km 0% 1% 10% 25% 50% 75% 90% 99% 100% 
nbh 0.0915 0.0901 0.0773 0.0670 0.0547 0.0394 0.0243 0.0033 0.0000 
cali_trad 0.0936 0.0915 0.0690 0.0482 0.0273 0.0133 0.0056 0.0005 0.0000 
uncali_trad 0.1047 0.1027 0.0853 0.0699 0.0516 0.0336 0.0177 0.0016 0.0000 
4km 0% 1% 10% 25% 50% 75% 90% 99% 100% 
nbh 0.0881 0.0864 0.0727 0.0625 0.0505 0.0372 0.0237 0.0041 0.0000 
cali_trad 0.0903 0.0880 0.0649 0.0444 0.0247 0.0103 0.0043 0.0006 0.0000 
uncali_trad 0.1001 0.0980 0.0802 0.0652 0.0480 0.0312 0.0170 0.0020 0.0000 
    
         Negative 
     20km 0% -1% -10% -25% -50% -75% -90% -99% -100% 
nbh 0.0915 0.0924 0.0966 0.1003 0.1038 0.1060 0.1070 0.1075 0.1076 
cali_trad 0.0936 0.0952 0.1037 0.1126 0.1218 0.1278 0.1304 0.1318 0.1320 
uncali_trad 0.1047 0.1061 0.1152 0.1256 0.1373 0.1458 0.1498 0.1520 0.1523 
4km 0% -1% -10% -25% -50% -75% -90% -99% -100% 
nbh 0.0881 0.0889 0.0930 0.0965 0.0997 0.1019 0.1028 0.1033 0.1034 
cali_trad 0.0903 0.0915 0.0987 0.1090 0.1161 0.1202 0.1221 0.1231 0.1232 
uncali_trad 0.1001 0.1015 0.1099 0.1193 0.1300 0.1376 0.1413 0.1433 0.1435 
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Table 3-11.  As in Table 3-10, except for corrections added to the training dataset alone and 
the testing dataset alone. 
 
    
           Training 
     20km 0% 1% 10% 25% 50% 75% 90% 99% 100% 
nbh 0.0915 0.0911 0.0928 0.0944 0.0950 0.0954 0.0961 0.1008 0.1018 
cali_trad 0.0936 0.0937 0.0987 0.1072 0.1183 0.1271 0.1311 0.1265 0.2593 
4km 0% 1% 10% 25% 50% 75% 90% 99% 100% 
nbh 0.0881 0.0876 0.0894 0.0911 0.0916 0.0916 0.0917 0.0956 0.0969 
cali_trad 0.0936 0.0937 0.0987 0.1072 0.1183 0.1271 0.1311 0.1265 0.2593 
    
          Testing 
     20km 0% 1% 10% 25% 50% 75% 90% 99% 100% 
nbh 0.0915 0.0906 0.0837 0.0765 0.0678 0.0603 0.0548 0.0503 0.0499 
cali_trad 0.0936 0.0915 0.0723 0.0572 0.0418 0.0293 0.0195 0.0099 0.0089 
4km 0% 1% 10% 25% 50% 75% 90% 99% 100% 
nbh 0.0881 0.0871 0.0803 0.0728 0.0643 0.0576 0.0531 0.0492 0.0489 
cali_trad 0.0903 0.0881 0.0686 0.0537 0.0391 0.027 0.0185 0.0097 0.0084 
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Figures 
 
(a) 
 
(b) 
 
Figure 3-1.  Brier scores for different percentages of the 49 cases used for training in the 
combined 2007 and 2008 dataset for the 0.01 threshold for training and testing using (a) the 00-
06 UTC period (6vs6) and (b) the average of the five 6 hour periods (30vs30). 
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Figure 3-2.  Number of points where observed rain exceeded a threshold and precipitation 
amounts from the 2010 and 2008 Stage IV analysis at 20 km grid spacing for the common grid 
domain between the 2010 and 2008 CAPS dataset domains.   
 
 
 
 
0 
1000 
2000 
3000 
4000 
5000 
6000 
7000 
8000 
NW NE SE SW 
H
it
 P
o
in
ts
 
2010 Observed Points 
0.01 in. 
0.10 in. 
0.25 in. 
0 
1000 
2000 
3000 
4000 
5000 
6000 
7000 
NW NE SE SW 
H
it
 P
o
in
ts
 
2008 Observed Points 
0.01 in 
0.10 in. 
0.25 in. 
0 
5000 
10000 
15000 
20000 
25000 
30000 
NW NE SE SW 
Q
P
E 
(m
m
) 
2010 QPE 
0.01 in. 
0.10 in. 
0.25 in. 
0 
5000 
10000 
15000 
20000 
25000 
30000 
35000 
NW NE SE SW 
Q
P
E 
(m
m
) 
2008 QPE 
0.01 in. 
0.10 in. 
0.25 in. 
52 
 
 
Figure 3-3.  The optimal Brier score from various nbh sizes at the 20 km grid spacing for the 
0.01 in. threshold.  The 2008 dataset was used for training and tested on the 2010 dataset for 
the common grid between the two datasets.  The thick black lines indicate the division of the 
points considered for the NW, NE, SW, and SE sub-regions.  
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Figure 3-4.  The optimal nbh size in terms of the variable SQR for which the best Brier score 
was produced (Figure 3-2) at the 20 km grid spacing for the 0.01 in. threshold.  The 2008 
dataset was used for training and tested on the 2010 dataset [nbh = (SQR * 2) + 1].  For 
example, a SQR value of 7 would correspond to the 15x15 nbh size. 
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(a) 
 
(b) 
 
Figure 3-5.  Brier scores (a) and Brier skill scores (b) for the 6vs6 12 km NAM, the 20 km and 
4 km CAPS, and the 12 km GS approach for the 0.01 in. threshold.   
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CHAPTER 4.  ADDITIONAL RESULTS 
 
Daily Brier Scores 
 
 Previous works (Schaffer et al. 2011, Johnson and Wang 2012) had averaged over all 
days to create POP forecasts using the nbh approach.  However, using the nbh approach as a 
forecasting tool needed to be investigated on an individual day basis and compared to the 
cali_trad and uncali_trad approaches.  The BS was averaged for each of the five 6 hour periods 
for each date using the 2008 dataset for training and the 2010 dataset for testing.  Because the 
best results for the nbh approach occurred at the 0.01 in. threshold compared to the traditional 
methods, only the 0.01 in. threshold is shown.  Also, three nbh sizes of 9x9, 13x13, and 17x17 
were chosen at 20 km grid spacing because the lowest BSs generally occur around these nbh 
sizes.  Because previous tests showed little variation in skill score trends between 20 km and 4 
km at the 0.01 in. threshold, the 20 km grid spacing was chosen due to faster computational 
time compared to using 4 km grid spacing. 
 Figures 4-1, 4-2, and 4-3 show the BS results for the 9x9, 13x13, and 17x17 nbh sizes, 
respectively, for each date in the 2010 test dataset for the 0.01 in. threshold.  The method with 
generally the worst scores was the uncali_trad approach, as expected.  When comparing the 
nbh and the cali_trad approaches, the best score oscillated between the two approaches.  For 
Figure 4-1, the average BSs for each date were 0.0922 for the nbh approach, 0.0936 for the 
cali_trad approach, and 0.1047 for the uncali_trad approach.  Although the average score for 
the nbh approach was lower than the cali_trad approach when considering all 27 dates, the nbh 
and cali_trad approaches performed very similarly for each individual date.  The nbh approach 
had slightly differing scores between each nbh size (Figures 4-2 and 4-3), however the same 
trends in skill score differences existed for the approaches.   
 BS results were also broken into five 6 hour periods for each date for the 9x9, 13x13, 
and 17x17 nbh sizes for the 0.01 in. threshold to compare the nbh approach with the traditional 
approaches on smaller temporal scale (Figs. 4-4 through 4-6).  Results for the traditional and 
nbh approaches generally followed the same patterns for each of the 6 hour periods for each 
date.  The uncali_trad approach performed the poorest compared to the cali_trad and nbh 
approaches.  The nbh and cali_trad approaches performed very similarly for each date, 
although the nbh approach performed slightly better than the cali_trad approach.  
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 To gain more insight as to the better method to use for a single date, the nbh and 
cali_trad approaches were compared further in Table 4-1.  The 2008 training data were tested 
on the 2010 dataset for each of the 27 dates for the 0.01 in. threshold at the 13x13 nbh size.  
The average BS skill of both the cali_trad and nbh approaches were strongly correlated to the 
average amount of precipitation that was observed, with positive correlation values 0.75 for the 
nbh approach and 0.80 for the cali_trad approach.  The average POPs were also strongly 
correlated to the average amount of precipitation to occur, with positive correlation values of 
0.91 for the nbh approach and 0.84 for the cali_trad approach.  Similar correlation values 
existed between the average number of points exceeding the 0.01 in. threshold, the POP values, 
and the BS values for the cali_trad and nbh approaches.  The average POP values were very 
similar for the nbh and cali_trad approaches. 
The average amount of precipitation was divided into two halves:  the lower 50% and 
upper 50% of average precipitation to occur for each date.  Dividing the average precipitation 
amount into two halves was done to determine if one method is favored when lighter or heavier 
precipitation occurred.  For the bottom 50% (14 dates) of precipitation occurrences (average 
precipitation amount below approximately 7800 mm for the total domain), the cali_trad 
approach had the most instances of the lowest BS for 9 dates out of 14 total dates.  For the 
upper 50% (13 dates) of precipitation occurrences (average precipitation amount above 
approximately 7800 mm), the nbh approach had the most instances of the lowest BS for 9 out 
of 13 dates.  This result indicates that the nbh approach may be the better approach to use when 
heavier precipitation (>7800 mm) is forecasted to occur over the model domain, whereas the 
cali_trad approach may be the better approach to use when lighter precipitation (<7800 mm) is 
forecasted to occur across the model domain.  Caution should be used when interpreting the 
results because the nbh approach still had some instances with more skillful BSs with average 
precipitation less than 7800 mm, and the cali_trad approach had some instances where the BS 
was more skillful than the nbh with average precipitation >7800 mm. 
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Predictability of the POP forecast 
 
Because the POP forecasts were found to be similar for the nbh and cali_trad 
approaches, the differences between the POPs and BSs were examined further to determine if a 
more accurate POP could be predicted based on a trending difference between the two 
methods.  The BS was computed to take the difference between the nbh and cali_trad POPs.  
BSs were altered slightly to take the difference between the POP of the nbh approach and the 
POP of the cali_trad approach, rather than a traditional BS taking the difference of a forecast 
POP from the observed POP value (0 or 100%).  Altering the BS allowed for a quantitative 
difference to be observed between the POP values for the cali_trad and nbh approaches.  For 
this test, the cali trad approach POP was treated as the “observed” POP, and the nbh approach 
POP was the “forecast” POP.  In other words, the cali trad approach POP was subtracted from 
the nbh approach POP when computing the BSs.  These altered BSs are listed as BS Cnbh in 
Table 4-1.  The resultant BSs for the Cnbh were low in magnitude, which was expected due to 
the small difference observed between the daily cali_trad and nbh POPs in Table 4-1.  The 
difference was also computed between the BSs and the POPs of the two methods, and a 
correlation test was computed to determine if a relationship existed between the POP 
differences and the average amount of precipitation for each date.  The correlation between the 
BS differences and the average amount of precipitation for each day was -0.07.  The 
correlation between the POP differences and the average amount of precipitation points to 
exceed the 0.01 in. threshold for each day was -0.09.  Based on these two correlation values, 
the differences in POP forecasts do not appear to be able to be predicted.  A similar correlation 
test was done for all 6 hour periods for each date to compare the nbh and cali_trad POP 
forecasts, but similar correlation values were found to exist.  Although the differences between 
the cali_trad and nbh approach POP forecasts were small, the differences did not show a 
positive or negative difference trend.  If a trend existed, perhaps a correction could be added to 
the nbh POP forecast to make the forecast more accurate.  Because no such trend exists, a more 
accurate POP based on the difference between the cali_trad and nbh approaches cannot be 
predicted. 
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Table 4-1.  The average precipitation (Precip) and the average points where precipitation 
exceeded the 0.01 in. threshold (Points) that occurred for each date in the 2010 CAPS test 
dataset when the 2008 CAPS dataset was used for training.  The average POPs for the cali_trad 
(caliPOPs) and the nbh (nbhPOPs) are included for comparison.  The average Brier score is 
also included for the nbh (BSnbh) and the cali_trad (BScali) approaches, as well as the Brier 
score difference between the two methods (BSdiff).  The Brier score was also computed for the 
difference between the caliPOPs and the nbhPOPs (BSCnbh).  Averaging occurred for each 
grid point across the five 6 hour periods.  Data from each date are ordered from smallest to 
largest Precip value.   
 
Date Precip Points caliPOPS nbhPOPS POPdiff BScali BSnbh Bsdiff BSCnbh 
0428 881.6 524 6.54 5.57 0.98 0.0358 0.0032 0.0326 0.0038 
0504 2311.6 1093 10.53 9.54 1.00 0.0544 0.0567 -0.0023 0.0077 
0528 2452.1 723 7.86 9.27 -1.41 0.0568 0.0588 -0.0020 0.0076 
0518 2935.9 811 10.77 11.96 -1.19 0.0554 0.0574 -0.0020 0.0095 
0527 3293.0 852 8.98 11.81 -2.84 0.0674 0.0705 -0.0031 0.0125 
0429 4010.4 1416 14.11 12.76 1.34 0.0837 0.0881 -0.0044 0.0105 
0506 4139.5 1428 13.51 13.64 -0.13 0.0641 0.0589 0.0052 0.0097 
0517 4522.4 1061 13.86 15.86 -2.00 0.0756 0.0729 0.0027 0.0116 
0603 5610.0 1371 13.50 17.27 -3.78 0.0983 0.1046 -0.0063 0.0153 
0604 5894.6 1655 16.61 19.20 -2.59 0.0909 0.0922 -0.0013 0.0129 
0601 5925.6 1409 14.46 17.67 -3.21 0.0952 0.0956 -0.0004 0.0152 
0607 6670.7 1690 13.95 17.23 -3.29 0.1114 0.1028 0.0086 0.0136 
0521 7390.2 1634 19.03 19.65 -0.62 0.0926 0.0925 0.0001 0.0152 
0618 7791.6 1260 13.33 16.21 -2.88 0.0827 0.0873 -0.0046 0.0134 
0507 7918.6 2023 24.40 23.60 0.79 0.0974 0.0935 0.0039 0.0133 
0602 9354.7 1703 15.51 19.45 -3.93 0.1102 0.1121 -0.0019 0.0156 
0514 9989.3 1509 18.98 20.13 -1.15 0.0865 0.0808 0.0057 0.0181 
0617 10451.2 1624 14.67 17.90 -3.23 0.0920 0.0953 -0.0033 0.0138 
0525 10830.4 1696 17.67 21.25 -3.58 0.1091 0.1093 -0.0002 0.0177 
0511 10988.9 2126 26.80 23.81 3.00 0.1079 0.0947 0.0132 0.0193 
0430 11060.8 2540 28.13 26.50 1.64 0.1537 0.1476 0.0061 0.0229 
0513 11358.3 2181 30.00 30.35 -0.35 0.1334 0.1302 0.0032 0.0218 
0519 11836.4 1952 17.11 18.69 -1.58 0.0818 0.0764 0.0054 0.0104 
0512 12408.2 2573 27.74 27.12 0.61 0.1331 0.1175 0.0156 0.0180 
0524 14259.6 2091 23.44 23.87 -0.43 0.1063 0.0965 0.0098 0.0184 
0510 14464.3 2854 29.06 29.37 -0.31 0.1267 0.1192 0.0075 0.0154 
0611 17253.4 2466 27.12 31.61 -4.50 0.1245 0.1261 -0.0016 0.0203 
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Figure 4-1.  The 20 km average daily Brier score from the five 6-hourly periods using the 9x9 
nbh size at the 0.01 in. threshold. 
 
 
 
 
 
 
 
 
 
 
 
 
0.0000 
0.0200 
0.0400 
0.0600 
0.0800 
0.1000 
0.1200 
0.1400 
0.1600 
0.1800 
0.2000 
0
4
2
8
 
0
4
2
9
 
0
4
3
0
 
0
5
0
4
 
0
5
0
6
 
0
5
0
7
 
0
5
1
0
 
0
5
1
1
 
0
5
1
2
 
0
5
1
3
 
0
5
1
4
 
0
5
1
7
 
0
5
1
8
 
0
5
1
9
 
0
5
2
1
 
0
5
2
4
 
0
5
2
5
 
0
5
2
7
 
0
5
2
8
 
0
6
0
1
 
0
6
0
2
 
0
6
0
3
 
0
6
0
4
 
0
6
0
7
 
0
6
1
1
 
0
6
1
7
 
0
6
1
8
 
B
ri
e
r 
Sc
o
re
 
Date 
9x9 nbh 0.01 in. threshold 
nbh 
cali_trad 
uncali_trad 
60 
 
 
Figure 4-2.  Same as Figure 4-1, but for the 13x13 nbh size. 
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Figure 4-3.  Same as Figure 4-1, but for the 17x17 nbh size. 
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Figure 4-4.  The 20 km Brier score for each 6 hour period for each individual date of the 2010 test dataset for the 9x9 nbh size at the 
0.01 in. threshold. 
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Figure 4-5.  Same as Figure 4-4, but for the 13x13 nbh size. 
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Figure 4-6.  Same as Figure 4-4, but for the 17x17 nbh size. 
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CHAPTER 5.  CONCLUSIONS AND FUTURE WORK 
 
Conclusions 
 
 The purpose of the current study was to expand upon and further evaluate the previous 
work of Schaffer et al. (2011) to see if even better skill could be obtained with additional 
variations of the nbh approach combined with the binning procedure used in Gallus and Segal 
(2004).  Four tests using BSs and BSSs determined how the nbh approach skill behaved at 20 
and 4 km horizontal grid spacing, and results were compared to traditional approaches. 
 The first nbh approach test used a single model from each of the 2007, 2008, and 2010 
CAPS WRF-ARW model datasets for training and testing combinations at 20 km and 4 km 
grid spacings.  Results indicated that the test dataset used had a larger impact on sensitivity of 
skill scores than did the dataset used for POP generation (training).  Using older datasets for 
training provided similar or more skillful POP forecasts than using the newer 2010 dataset.  
Increasing the sample size of the training dataset by combining the 2007 and 2008 datasets led 
to slightly more skillful POP forecasts when tested on the 2010 dataset, but skill was similar to 
just using the 2008 dataset for training and testing on the 2010 dataset.  The testing and 
training precipitation accumulation period was tested between using a single 6 hour period for 
training or using all five 6 hour periods for training.  Using a 6 hour period for training and 
testing on the same 6 hour period for a different dataset year provided comparable skill to 
using all 6 hour periods for training for both grid spacings.  Because training over a single 6 
hour period resulted in similar skill compared to using all 6 hour periods for training, a 
computational advantage was found resulting in shorter training time when using just a single 6 
hour period for POP generation.  The cali_trad and the nbh approaches had similar skill when 
training POPs were tested on the 2007 or 2008 datasets, but the nbh approach had better skill 
than the cali_trad approach when the newer 2010 dataset was used for testing. 
 The nbh approach was tested at smaller sub-regions by dividing the Midwest and CAPS 
domains into four equal quadrants.  Skill was found to improve for some regions compared to 
results found in Schaffer et al. (2011) for both the Midwest and CAPS domains when sub-
regions were used for training.  The nbh had better skill than the cali_trad approach within sub-
regions, with the best scores at the 4 km grid spacing for the 0.01 in. threshold.  Sub-regions 
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with higher amounts of precipitation and observed points where precipitation exceeded a 
threshold had worse BSs, but better BSSs compared to regions with lesser amounts of 
precipitation.  Therefore, a relationship may exist between precipitation amount and skill 
scores within each sub-region. 
 The nbh was also tested with a longer forecast lead time out to 84 hours using the 
NAM.  The nbh worsened only slightly with time using 6 hour accumulation periods at 12 km 
horizontal grid spacing, indicating that the nbh approach could be used for improved long term 
forecasting compared to the GS approach.  However, using the higher resolution CAPS model 
output provided better skill than the NAM output, even when the CAPS data was averaged 
onto a coarser grid spacing than the NAM.  The finding that the 20 km dataset performed better 
than the 12 km dataset was similar to a previous finding that data that originates on a finer grid 
and averaged to a coarser grid led to better skill than data that originates on a coarser grid 
(Gallus 2002).  The difference in skill between the CAPS and NAM models output lessened 
when the observed threshold increased from 0.01 to 0.25 in., but the nbh approach when using 
the higher resolution CAPS dataset still had better skill compared to the NAM output. 
 Skill score sensitivity was examined for model improvements made to the forecast 
using the nbh approach at 20 km and 4 km grid spacings.  Model improvements were made by 
adding corrections of the difference between the model precipitation forecast and observations 
for percentages of 1, 10, 25, 50, 75, 90, 99, and 100%.  When positive corrections were made 
to both the training and testing forecast, the nbh approach was found to be the most skillful 
approach when smaller corrections were made to the forecast.  At corrections of 10% and 
greater, the cali_trad approach was found to be more skillful than the nbh approach.  When 
percent corrections exceeded 25%, the uncali_trad approach became more skillful than the nbh 
approach.  Corrections were also made to either the training dataset alone or the testing dataset 
alone, and results indicated that scores were more sensitive to the test dataset improvement 
than the training dataset improvement.  The only improvement to the training forecast that 
provided better skill was at a 1% correction, whereas the test dataset improved at all percent 
corrections applied to the forecast.  Improving the training dataset by large percent corrections 
resulted in overtraining, and thus lead to skill worsening.  The nbh approach was the superior 
approach with small QPF improvements, which indicated that the approach would still be more 
skillful than traditional methods with small future improvements that are expected to be made 
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to model forecasts.  However, better skill scores were obtained from traditional methods with 
larger improvements to QPF, which would indicate that the nbh approach would become the 
worst approach of the three and would no longer be needed for skillful POP forecasts.   
A negative percent correction was also applied to both the training and testing forecast 
to simulate how the nbh approach would compare to the cali_trad approach as model skill 
worsened, as would be likely at longer lead times.  The motivation for this experiment was to 
add insight to the earlier test performed with NAM output, since an ensemble to create 
cali_trad guidance was not available.  When negative corrections were applied, the nbh 
approach always had better skill compared to the cali_trad approach.  The implication was that 
perhaps the nbh approach would likely perform better than the cali_trad approach at longer 
lead times.   
 
Future Work 
 
 The current research used the 2010 CAPS ensemble data as the improved model output 
for examination due to the availability of data at the start of the study.  Since the start of the 
current study, more recent CAPS ensembles have been released for use in the research 
community.  Results indicated that the test dataset had more of an impact on skill score 
sensitivity than did the training dataset.  This finding indicates that perhaps even better skill 
scores could be obtained with using even more recent CAPS datasets with further 
improvements applied to model forecasts.  Future studies could include the more recent data 
for testing with POP forecasts trained on older datasets.   
 A single model member was randomly selected for training and testing from each of the 
dataset years used in the current study without prior examination as to which individual model 
member in the CAPS ensemble output had the best performance.  Because of different 
variations of schemes used in each model member, future studies could perhaps find better skill 
when using the nbh approach on a more skillful deterministic model run.   
 Future studies could examine how well the nbh approach would work if sub-regions 
were refined even further to smaller domain sizes.  The advantage of smaller domain sizes 
would be to determine how well the nbh approach could handle smaller mesoscale 
phenomenon, such as sea-breeze convection along coastlines.  Perhaps the nbh approach could 
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also be used to better pinpoint areas of favorable convection initiation in mesoscale regions 
with different terrain features to increase POP accuracy.  Future work could also explore how 
the nbh approach would work on operationally used short term forecast models, such as the 
Rapid Update Cycle model, the Rapid Refresh model, or the High Resolution Rapid Refresh 
model.  The nbh could provide better nowcasts for more accurate POP forecasts in short term 
periods under 12 hours.   
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