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ARTICLE
Live imaging of marked chromosome regions reveals
their dynamic resolution and compaction in mitosis
John K. Eykelenboom1, Marek Gierlin´ski1,2*, Zuojun Yue1*, Nadia Hegarat3*, Hilary Pollard3, Tatsuo Fukagawa4, Helfrid Hochegger3, and
Tomoyuki U. Tanaka1
When human cells enter mitosis, chromosomes undergo substantial changes in their organization to resolve sister chromatids
and compact chromosomes. To comprehend the timing and coordination of these events, we need to evaluate the progression
of both sister chromatid resolution and chromosome compaction in one assay. Here we achieved this by analyzing changes in
conﬁguration of marked chromosome regions over time, with high spatial and temporal resolution. This assay showed that
sister chromatids cycle between nonresolved and partially resolved states with an interval of a few minutes during G2 phase
before completing full resolution in prophase. Cohesins and WAPL antagonistically regulate sister chromatid resolution in
late G2 and prophase while local enrichment of cohesin on chromosomes prevents precocious sister chromatid resolution.
Moreover, our assay allowed quantitative evaluation of condensin II and I activities, which differentially promote sister
chromatid resolution and chromosome compaction, respectively. Our assay reveals novel aspects of dynamics in mitotic
chromosome resolution and compaction that were previously obscure in global chromosome assays.
Introduction
At the beginning of mitosis, chromosomes undergo two major
structural changes in metazoan cells. First, sister chromatids are
resolved from each other along chromosome arms; this process
involves removal of sister chromatid cohesion and elimination
of topological DNA links (Nasmyth and Haering, 2009; Pommier
et al., 2016; Uhlmann, 2016). Second, each sister chromatid is
compacted; as a result, they become thicker in width and shorter
in length (Hirano, 2016; Uhlmann, 2016). These two changes are
a prerequisite for proper chromosome segregation toward op-
posite spindle poles during the subsequent anaphase. However,
the precise timing and coordination of these two changes are
still not fully understood.
Several factors regulate sister chromatid resolution and chro-
mosome compaction. Sister chromatids are held together by the
cohesin complex, which forms a ring structure consisting of
SMC1, SMC3, RAD21, and SA1/2 (Nasmyth and Haering, 2009).
For sister chromatid resolution, the cohesin complex must be
removed along chromosome arms during prophase through the
destabilizing activity of the WAPL (Wings apart-like protein ho-
mologue), while it is retained at the centromere to maintain sister
chromatid cohesion until anaphase onset (Peters et al., 2008;
Morales and Losada, 2018). In addition, topological DNA links
(DNA catenation) from DNA supercoiling during DNA replication
must also be removed by the de-catenation activity of topoiso-
merase II (topo II; Pommier et al., 2016; Piskadlo and Oliveira,
2017). Sister chromatid resolution starts in late G2 phase (Ono
et al., 2013; Stanyte et al., 2018) and continues into prophase
(Nagasaka et al., 2016). However, the dynamics of sister chro-
matid resolution in G2 and its regulation are not fully understood.
Furthermore, the condensin complex plays important roles in
both sister chromatid resolution and chromosome compaction.
The condensin complex exists as two forms—condensin I and
II—that consist of the common SMC2 and SMC4 subunits and
distinct non-SMC subunits such as NCAPD2 and NCAPD3 (for
condensin I and II, respectively) (Hirano, 2012). Condensin I and
II collaboratively generate helical arrays of nested chromatin
loops (Gibcus et al., 2018; Walther et al., 2018). Moreover, con-
densin II operates earlier and contributes more to sister chro-
matid resolution than does condensin I (Ono et al., 2003;
Shintomi and Hirano, 2011; Green et al., 2012; Hirano, 2012;
Nagasaka et al., 2016). The precise timing of condensin I and II
activity and their relative contribution to sister chromatid res-
olution and chromosome compaction remains to be fully
elucidated.
The analysis of chromosome reorganization in early mitosis
has been advanced by several new methods, which include
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chromosome conformation capture analyses (Hi-C; Naumova
et al., 2013; Gibcus et al., 2018), differential visualization of sis-
ter chromatids (Nagasaka et al., 2016), and in vitro reconstitution
of mitotic chromosomes (Shintomi et al., 2015). However, cur-
rently available methods cannot attain the following two goals.
First, very few methods allow quantitative evaluation of sister
chromatid resolution and chromosome compaction together. For
example, Hi-C provides detailed information about chromosome
compaction but not about sister chromatid resolution. A simul-
taneous evaluation of resolution and compaction is, however,
critical since these processes might be coordinated. Second, al-
though progression of global chromosome reorganization has
been investigated in early mitosis, few studies analyzed regional
chromosome reorganization in real time. Since global chromo-
some changes are the ensemble outcome of regional changes, such
analyses could obscure dynamic regional changes of
chromosomes—for example, any rapid or cyclical changes.
To achieve real-time measurements of regional chromosome
dynamics, we investigated changes in speciﬁc chromosome re-
gions over time in this study. Using bacteria-derived operator
arrays (Michaelis et al., 1997; Belmont and Straight, 1998) we have
created a ﬂuorescence reporter system that quantitatively eval-
uates the timing of both sister chromatid resolution and chro-
mosome compaction at chosen chromosome regions in human
cells. This has allowed us to study dynamic chromosome reorga-
nization from G2 phase to early mitosis by live cell microscopy.
Results
Visualizing sister chromatid resolution and compaction at a
chosen region in live human cells
To analyze mitotic chromosome reorganization, we developed
an assay system in live HT-1080 diploid human cells. Using
CRISPR-Cas9 technology we integrated a tet operator array and a
lac operator array (Lau et al., 2003) with a 250-kbp interval to a
region of chromosome 5 with low gene density (Fig. 1, A–C). The
tet and lac operators (tetO and lacO) were bound by Tet-repressor
fused to four monomer-Cherry ﬂuorescent proteins (TetR-
4xmCh) and by the Lac-repressor fused to GFP and a nuclear
localization signal (EGFP-LacI-NLS), thus visualized as red and
green ﬂuorescent dots, respectively (Fig. 1 D). We chose a cell
line where red and green ﬂuorescent dots were found in prox-
imity, reasoning that, in this cell line, tetO and lacO were inte-
grated on the same copy of chromosome 5. The tetO and lacO
were stably maintained during cell proliferation since their
signal intensity did not become weakened. As implied previ-
ously (Chubb et al., 2002; Thomson et al., 2004), integration of
these operators onto chromosome 5 did not affect cell cycle
progression or the ﬁdelity of chromosome segregation; indeed,
there was no change in DNA content of these cells as determined
by ﬂow cytometry or no missegregation of chromosome 5 ob-
served by microscopy.
We acquiredmicroscopy images of the above cells and analyzed
the z-stack images in 3D space, which revealed various conﬁg-
urations of the ﬂuorescent dots (Fig. S1 A). During interphase, we
observed one green dot and one red dot (Fig. 2 A; deﬁned as blue
state). By contrast, in early mitosis (shortly before and after
nuclear envelope breakdown [NEBD]; see below), we often ob-
served (a) one green dot and two red dots (or vice versa; deﬁned as
brown state), (b) two green dots and two red dots without coloc-
alization (deﬁned as pink state), and (c) two green dots and two red
dots with colocalization of each green and red dot (deﬁned as red
state; Fig. 2 A). These states are likely to reﬂect chromosome re-
organization during early mitosis, as follows (Fig. 2 B): (a) the blue
state represents “nonresolved” sister chromatids (if cells have
progressed through S phase), (b) the brown state reﬂects “partially
resolved” sister chromatids, (c) the pink state shows “resolved”
(but not compacted) sister chromatids, and (d) the red state in-
dicates resolved and “compacted” chromatids. Notably, the red
“compacted” state was found to be the most frequent state in the
ﬁnal minutes before anaphase onset, suggesting that it reﬂects the
“end” metaphase chromosome structure.
To analyze chromosome reorganization in early mitosis, we
released cells with the ﬂuorescent dots from a double thymidine
block and acquired live-cell images every minute between 8 and
12 h (relative to the release). We were able to identify the timing
of NEBD in individual cells, as it caused dispersion of the EGFP-
LacI-NLS signal (the fraction not bound to lac operators) from
the nucleus (Fig. S1 B). For individual cells, we aligned the se-
quence of the states of ﬂuorescent dots (as deﬁned in Fig. 2, A
and B) relative to NEBD (deﬁned as time zero; Fig. 2 C). Then, we
plotted the proportion of cells displaying each state against time
(Fig. 2 D). We noticed that as cells approached NEBD, the pink
“resolved” state increased its frequency. After NEBD, there was
an increase in occurrence of the red “compacted” state. These
observations suggest that chromosome reorganization proceeds
from sister chromatid resolution to chromosome compaction, as
assumed in Fig. 2 B. This conclusion was also supported by
measurement of the distances between ﬂuorescent dots (Fig. S1,
C–F): that is, the mean distances between sister tetOs and be-
tween sister lacOs increased before NEBD, reﬂecting sister
chromatid resolution (Fig. S1 D), while the mean distance be-
tween tetO and lacO gradually decreased after NEBD, reﬂecting
chromosome compaction (Fig. S1, E and F).
To analyze the dynamics of a marked chromosome region in
different cells, we inserted tetO and lacOwith a 100-kbp interval
on the Z chromosome of DT40 cells (Fig. S2, A and B) and vi-
sualized them using the samemethod as above. In these cells, we
could identify the same four conﬁgurations of the ﬂuorescent
dots as above (Fig. S2 C). The pink “resolved” and red “com-
pacted” states appeared with similar timing to that observed in
human cells (Fig. S2 D). We conclude that amarked chromosome
region behaves similarly during early mitosis in different ver-
tebrate species and in different chromosome contexts.
Sister chromatids cycle between nonresolved and partially
resolved states with an interval of a few minutes during late
G2 phase before attaining full resolution in prophase
Further analysis of the HT-1080 cells revealed that the brown
“partially resolved” state often (∼20% of time points) appeared
up to 2 h before NEBD (Fig. 2, C and D). The brown state typically
appeared and continued for a few minutes before returning to
the blue “nonresolved” state (Fig. 3 A). Thus, the blue and brown
states show cyclical exchanges before being converted to the
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Figure 1. Targeting tet and lac operator arrays to a selected chromosome region. (A) Diagram depicting the location of tetO and lacO introduced into
human chromosome 5. (B and C) The maps (top) show the DNA construct used for targeted integration of tetO and lacO and the corresponding positions on the
genome of the guide RNA (gRNA for CRISPR-Cas9) and PCR primers (e.g., 5F, 5R, etc.) for integration check. The DNA electrophoreses (bottom) show the
results of PCR using template DNA from the WT genome, the genome with targeted integration (targeted), and, as control, the puriﬁed plasmid targeting
construct. Arrowheads and black dots indicate PCR products expected from correct integration and the puriﬁed plasmid, respectively. Nonspeciﬁc bands are
indicated by a single dagger (†). Results demonstrate correct targeted integration of tetO and lacO. (D) Visualization of these arrays by expression of TetR-4x
mCherry and EGFP-LacI in HT-1080 cells (TT75). The white square boxes represent the zoomed region shown in the upper right-hand corners. Scale bars,
10 µm (main) and 1 µm (zoomed inset).
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pink “resolved” state (Fig. 3 B). To frame the timing of this
process in the cell cycle, we deﬁned S, G2, and prophase in our
real-time imaging, as follows: We identiﬁed S phase cells by
visualizing a component of the replication machinery, prolifer-
ating cell nuclear antigen (PCNA) tagged with mCerulean. Since
Cerulean-PCNA shows characteristic globular signals during S
phase (Fig. S2 E; Kitamura et al., 2006; Thomson et al., 2010), we
deﬁned the end of S phase as the time its globular signals dis-
appeared (Fig. S2 F, left). Our observations of PCNA and NEBD
by live-cell imaging suggested that the length of G2 phase (be-
tween the end of S phase and the start of prophase) was 5–7 h
(Fig. S2 F, right), which is consistent with other studies (Defendi
and Manson, 1963). We also deﬁned prophase as a 20-min time
window before NEBD, according to previous estimates (Liang
et al., 2015) and based on the global change in the chromo-
some volume observed in our cells (Fig. S2 G).
The brown “partially resolved” state appeared infrequently
in late S phase (the last 30 min of S phase) and early G2 phase
(ﬁrst 90 min of G2 phase), but its frequency increased in late G2
(last 120 min of G2 phase; Fig. 3 C and Fig. S2 H). Subsequently,
in prophase, the pink “resolved” state increased in frequency
(Fig. 3 C). The brown state was also observed in ≤20% of DT40
cells in late G2 phase (Fig. S2, C and D). We conclude that sister
chromatid resolution begins in late G2 phase and completes
during prophase, at least at the chromosome region of our study.
Our results are consistent with other reports that sister chro-
matid resolution begins before mitosis (Ono et al., 2013; Stanyte
et al., 2018) and continues in prophase (Nagasaka et al., 2016). As
suggested by Stanyte et al. (2018), sister chromatids cycle be-
tween nonresolved and partially resolved states in late G2 phase.
We found that the two states interchange with a period of a few
minutes (i.e., more dynamically than previously thought).
Sister chromatid resolution is antagonistically regulated by
cohesins and WAPL, not only during prophase but also in
G2 phase
Previous studies suggested that maintenance of catenated DNA
requires cohesins (Farcas et al., 2011; Sen et al., 2016) and
Figure 2. A ﬂuorescence reporter for observing conﬁguration of a selected chromosome region in live cells. (A) Representative images of the con-
ﬁgurations of the ﬂuorescence reporter observed in TT75 cells (see Fig. 1). Designated color codes for each conﬁguration are indicated in the image frames.
Scale bars, 1 µm. (B) Diagram shows the reporter conﬁgurations in A, with the same color codes as in A. (C) Change in the conﬁguration of the ﬂuorescence
reporter over time (x axis) as observed in individual live cells (across the y axis). TT75 cells were synchronized by a double-thymidine block and released, images
were taken every minute, and, at each time point, the conﬁguration of the reporter was determined as in A and B (shownwith the same color codes). Data from
individual cells were aligned relative to NEBD (deﬁned as time zero). (D) The proportion of each conﬁguration (color-coded as in A and B) was determined from
the data in C and plotted over time with smoothing (across 9 min). The number of analyzed cells at each time point is between 15 and 55 (mean: 33).
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Figure 3. Sister chromatids cycle between nonresolved and partially resolved states during late G2 phase, antagonistically regulated by cohesins
and WAPL. (A) Time-sequence images of the ﬂuorescence reporter showing cyclical separation of sister tetO. Times are relative to NEBD. Scale bar, 1 µm. (B)
Diagram depicting cyclical partial sister resolution (brown state) in late G2 phase, leading to full resolution (pink state) in prophase. (C) The proportion of the
brown “partially resolved” or the pink “resolved” state during the indicated cell cycle phases. The cell cycle phases were determined in TT104 cells carrying
Cerulean-PCNA (n = 61 cells in late S and early G2 phase and 26 cells in late G2 and prophase). (D)Western blots for RAD21 (left) or WAPL (right) proteins from
cells after siRNA treatment for the indicated time. The control siRNA treatment was over 48 h. Actin is shown as a loading control. Asterisks indicate
Eykelenboom et al. Journal of Cell Biology 5
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cohesin removal from chromosome arms by WAPL promotes
sister chromatid resolution in prophase (Peters et al., 2008). We
tested if these conclusions are reproduced with our assay. We
also addressed whether the initial sister chromatid resolution in
late G2 phase, described above, depends on cohesin removal by
WAPL. We used siRNA to deplete the cohesin subunit RAD21 or
WAPL within 24–48 h of transfection (see Fig. 3 D and Fig. S2 I).
By observing ﬁxed metaphase chromosomes, we found that
sister chromatids were morphologically less distinct after WAPL
depletion, conﬁrming the previously observed global defect in
sister chromatid resolution caused by WAPL siRNA (Gandhi
et al., 2006; Fig. S2 J).
We then scored how ﬂuorescent dots changed their conﬁg-
uration from late G2 to prometaphase after 48 h of siRNA
treatment (Fig. 3 E and Fig. S2, K and L). Relative to control
siRNA, depletion of RAD21 caused (a) an increase in the brown
“partially resolved” and pink “resolved” states (Fig. 3 F) and,
conversely, (b) a decrease in the blue “nonresolved” state
(Fig. 3 G) in late G2 and prophase. In contrast, depletion ofWAPL
led to the opposite outcomes in late G2 and prophase. Relatively
modest changes with RAD21 siRNA may be due to residual
RAD21; consistently, even a small amount (∼20%) of cohesins is
sufﬁcient tomaintain sister chromatid cohesion (Carvalhal et al.,
2018). We conclude that cohesins inhibit precocious sister
chromatid resolution in late G2 and prophase while WAPL
promotes sister chromatid resolution during these phases. Thus,
cohesins and WAPL play antagonistic roles in sister chromatid
resolution not only during prophase but also during late
G2 phase.
Local cohesin enrichment regionally prevents precocious sister
chromatid resolution during prophase
In the brown “partially resolved” state of ﬂuorescent dots (see
Fig. 2, A and B), tetO (red dot) showedmuchmore frequent sister
separation than lacO (green dot) in late G2 and prophase (Fig. 4
A). It is unlikely such sister tetO separationwas an artifact of this
array, since the lacO also showed more frequent sister separa-
tion (than in the original cell line) when it was integrated at
another chromosome region in another cell line (Fig. S3, A and
B). In the original cell line, sister lacO separation may be infre-
quent because of a speciﬁc chromosome feature. We inspected
the genomic region where the operator arrays were integrated
using publicly available chromatin immunoprecipitation (ChIP;
followed by DNA sequencing [ChIP-seq]) datasets (ENCODE
Project Consortium, 2012). The lacO was located within 5 kbp
of a cohesin-enriched region (Fig. 4 B; SMC3 and RAD21). This
close proximity to a cohesin-enriched site might contribute to
the reduced (or delayed) lacO separation. This cohesin peak
coincides with a CTCF (CCCTC-binding factor)-enriched region
(Fig. 4 B). CTCF is a protein that binds speciﬁc DNA sequences
and acts as a barrier to cohesin movement leading to its local
accumulation (Parelho et al., 2008; Wendt et al., 2008). There-
fore, deletion of the CTCF binding sequence of this region might
reduce the level of cohesins found there.
To investigate the outcome of a reduced cohesin level at this
region, we deleted a 1277-bp DNA sequence corresponding to the
CTCF enrichment site containing three CTCF-binding consensus
sites (Ziebarth et al., 2013) using CRISPR-Cas9 technique (Fig. 4
C, left). Deletion of this region was conﬁrmed by PCR and DNA
sequencing on the two homologous chromosomes (Fig. 4 C,
right; and Fig S3 C) and was designated as “CTCF-regionΔ/Δ.” The
level of chromosome-bound CTCF or SMC3 was examined in the
vicinity of this region by ChIP followed by quantitative PCR
(ChIP-qPCR; Fig. 4 C, left; and Fig. S3 D). This conﬁrmed that
deletion of the CTCF binding sites resulted in reduction of
chromosome-bound CTCF and SMC3 by 52% and 67%, respec-
tively (Fig. 4, D and E; and Fig. S3, E and F).
In the CTCF-regionΔ/Δ strain, we scored how ﬂuorescent dots
changed their conﬁguration from late G2 to prometaphase
(Fig. 4 F and Fig. S3, G and H). In the CTCF-regionΔ/Δ cell line, the
overall fraction of the brown “partially resolved” state was
similar to the WT control (Fig. 4 G, top), but there was a slight
increase in sister separation of the lacO (green ﬂuorescent dot)
in late G2 phase (Fig. 4 H). Moreover, the CTCF-regionΔ/Δ cell
line showed an earlier and greater increase in the pink “re-
solved” state during prophase, compared with WT (Fig. 4, G
[bottom] and I). We conclude that a local reduction in the co-
hesin level leads to precocious sister chromatid resolution there
during prophase, which is presumably due to weaker sister
chromatid cohesion.
Next, to study sister chromatid resolution and separation at
more chromosome sites, we used FISH. Using FISH probes set in
the region including tetO and lacO integration sites (Fig. 5 A), we
investigated sister chromatid separation in HT-1080 cells ﬁxed
at prophase (Fig. 5 B). To exclude possible off-target signals in
FISH, we used two probes (with different colors) together and
analyzed their signals only if they locate in close proximity
(Fig. 5 C). Focusing on “partially resolved” states (i.e., one of the
two probes showing separation), we ﬁrst compared the fre-
quency of sister separation of FISH probes in cell lines with or
without tetO and lacO integration. Both conditions gave very
similar results, in which Probe 1 (close to tetO integration site)
showed higher sister separation than probe 3 (at lacO integration
sites; Fig. 5, A and D). The lacO integration site (probe 3) showed
higher percentage separation with FISH than with live-cell
imaging (Fig. 4 A), which is probably due to (a) harsher
nonspeciﬁc binding of the anti-WAPL antibody. (E) The proportion of each conﬁguration in cells treated with control, RAD21, and WAPL siRNA. Color codes are
as in diagram (top, left). TT75 cells were arrested by a double-thymidine block and released and also treated with siRNA, as in Fig. S2 I. WAPL siRNA led to
colocalization of all four ﬂuorescent dots (black line) after NEBD in some cells. Data from individual cells are shown in Fig. S2 K. The number of analyzed cells at
each point was between 10 and 53 (mean: 33) for control; 10 and 27 (mean: 19) for RAD21; 10 and 52 (mean: 36) for WAPL siRNA, except for the gray-shaded
areas where <10 cells were analyzed. (F) The proportion of the brown “partially resolved” plus pink “resolved” state after control, RAD21 and WAPL siRNA
treatment. The data were taken from E. The gray shaded area indicates time points that include <10 cells for at least one siRNA treatment. (G) Graph shows the
proportion of the blue “nonresolved” state for control, RAD21, andWAPL siRNA during late G2 phase or prophase. These data were taken from E. P values were
obtained using a chi-square test. n = 520–3,081 time points.
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Figure 4. Local reduction of cohesins at their enrichment site leads to precocious sister chromatid resolution in that region during prophase. (A)
Graph shows the proportion of tetO (orange) and lacO (purple) sister separation among all “partially resolved” states in WT cells (TT75) during late G2 phase or
prophase. n = 175–381 time points. (B) The ChIP-seq data show the distribution of SMC3, RAD21, and CTCF along the genomic region around integration sites
of lacO and tetO. The ChIP-seq data are taken from published data (ENCODE Project Consortium, 2012). (C) The map (left) is a zoomed view of the CTCF ChIP-
seq peak at the chromosome region highlighted with # in B. The map also shows the positions on the genome to which guide RNA (gRNA; for CRISPR-Cas9) and
Eykelenboom et al. Journal of Cell Biology 7
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treatment of cells during FISH preparation and/or (b) Probe
1 being closer (than the tetO integration site) to small cohesin
peaks (∼26.05 Mbp on chromosome 5; Fig. 5 A), leading to a
relatively low percentage separation of probe 1 (thus, a relatively
high percentage separation of probe 3). We conclude that inte-
gration of tetO and lacO did not affect sister separation frequency
of their integration sites. We then compared sister separation
frequency using various FISH probes in prophase cells without
tetO and lacO arrays in “partially resolved” states (Fig. 5 E). As
shown in Fig. 5 F, larger distance from cohesin peaks (marked by
arrows in Fig. 5 A) correlated well with higher sister separation
frequency. This suggests that local cohesin peaks delay sister
chromatid separation around these peaks during prophase.
Sister chromatid resolution is established in prophase and
maintained during prometaphase, relying on topo II activity
Using our live-cell assay system, we next studied how chromo-
some reorganization in early mitosis is affected by the speciﬁc
catalytic inhibitor of topo II, ICRF-193 (Ishida et al., 1991). We
ﬁrst conﬁrmed that, following ICRF-193 treatment, chromo-
somes looked tangled in the majority of metaphase cells (Fig. 6
A); thus, sister chromatid resolution was indeed defective, after
topo II inhibition, as previously reported (Ishida et al., 1991).
We then compared the change in conﬁguration of ﬂuorescent
dots from late G2 to early mitosis in the presence and absence of
ICRF-193 (Fig. 6, B and C; and Fig. S4, A–C). Since ICRF-193
treatment leads to engagement of the G2/M checkpoint (Downes
et al., 1994; Ishida et al., 1994), we bypassed the checkpoint by
using the WEE1 inhibitor MK-1775 (Hirai et al., 2009; Fig. S4 A).
MK-1775 treatment itself (control) did not signiﬁcantly affect the
change in conﬁguration of ﬂuorescent dots (Fig. 6 B, left; com-
pare with Fig. 2 D). In contrast, treatment with both ICRF-193
and MK-1775 (simply designated ICRF-193 treatment below)
caused mild reduction in the pink “resolved” state during pro-
phase (Fig. 6 D). ICRF-193 treatment also led to colocalization of
all four ﬂuorescent dots after NEBD (black in Fig. 6 B, right),
which we interpret as an abnormal “nonresolved and com-
pacted” state (Fig. S4 C). Moreover, along the time course of
individual ICRF-193–treated cells, the pink “resolved” state often
reverted to the blue (and black) “nonresolved” state after NEBD
(Fig. 6, C [bottom] and E). When topo II activity is reduced, DNA
catenation may still remain after overall completion of sister
chromatid resolution in this region, and may subsequently
destabilize largely resolved sisters, leading to such reversion
(Fig. 6 F).
This ICRF-193 phenotype was also reproduced without using
the WEE1 inhibitor: that is, by releasing cells from G2/M arrest
(which bypassed G2/M checkpoint) and adding ICRF-193 (Fig.
S4, E–G). Overall, topo II activity is required to resolve sister
chromatids in prophase, as observed by others (Gime´nez-Abia´n
et al., 1995; Liang et al., 2015; Nagasaka et al., 2016). In addition,
we have found a novel role of topo II in stabilizing and main-
taining resolved sister chromatids during prometaphase. This
ﬁnding is consistent with the recent report that topo II–
dependent sister chromatid resolution could be reversible
(Piskadlo et al., 2017).
Distinct roles of condensin I and II in sister chromatid
resolution and chromosome compaction
Next, we investigated the roles of condensin I and II with our
assay. To deplete cells of either condensin I or II, we used siRNAs
against NCAPD2 or NCAPD3, respectively (Fig. 7 A). Their de-
pletion was conﬁrmed by Western blotting (Fig. 7 B). We char-
acterized the conﬁguration of the ﬂuorescent dots over time
(Fig. S5, A and B) and plotted proportions of each conﬁguration
(Fig. 7 C; compare with control siRNA in Fig. 3 E). NCAPD2-
depleted cells showed appearance of the pink “resolved” state
during prophase, with a similar timing to cells treated with a
control siRNA (Fig. 7 D, left). In contrast, NCAPD3-depleted cells
showed a delay in the appearance of the pink state compared
with control cells (Fig. 7 D, left). Intriguingly, both NCAPD2- and
NCAPD3-depleted cells showed a delay in the appearance of the
red “compacted” state, relative to control cells; the extent of this
delay was similar in NCAPD2- and NCAPD3-depleted cells
(Fig. 7 D, right).
Thus, NCAPD3 (condensin II)-depleted cells show a defect in
sister chromatid resolution. In contrast, NCAPD2 (condensin I)-
depleted cells showed no delay in sister chromatid resolution but
did show a delay in chromosome compaction. Therefore, con-
densin II and I play distinct roles in sister chromatid resolution
and chromosome compaction, which is consistent with previous
reports (Hirano, 2012; Nagasaka et al., 2016). However, to ad-
dress the exact extent of condensin II and I in promoting sister
chromatid resolution and chromosome compaction, or their
relative contribution in facilitating these processes, we need to
understand the kinetics of these processes more quantitatively.
PCR primers (forward and reverse, to conﬁrm deletion) correspond, as well as the genome intervals (qPCR1 and qPCR2) for ChIP-qPCR in D and E. PCR (right)
gave a band of the expected size, ∼2 kb from intact genome DNA and ∼0.7 kb from genomic DNA containing the deletion. (D and E) Graphs show results of
ChIP-qPCR. An antibody against CTCF or SMC3, or a nonspeciﬁc antibody (mouse or rabbit IgG), was used for ChIP with WT (wt) or CTCF-regionΔ/Δ (Δ) cells
(TT75 and TT108, respectively). The genome intervals (qPCR1 and qPCR2 in C) were ampliﬁed by PCR following ChIP. A region on chromosome 5 (112.85 Mbp),
where CTCF and cohesins are enriched, was also ampliﬁed by PCR as a control (indicated as † in B and zoomed in Fig. S3 D). For each sample, the yield (IP/input
DNA) was normalized to that at the control region inWT cells. ChIP-qPCRwas repeated four and three times for CTCF and SMC3, respectively (Fig. S3, E and F),
andmeans and standard errors are shown in graphs. P values were obtained by t tests. (F) The proportion of each conﬁguration of the ﬂuorescence reporter for
CTCF-regionΔ/Δ cells (TT108) was plotted over time. TT108 cells were synchronized and analyzed as in Fig. 2, C and D. Data from individual cells are shown in
Fig. S3 G. The number of analyzed cells at each point was between 10 and 36 (mean: 26), except for the gray-shaded area where <10 cells were analyzed. (G)
The proportion of the brown “partially resolved” (top) or pink “resolved” (bottom) state for WT or CTCF-regionΔ/Δ cells. These data were taken from Figs. 2 D
and 4 F. The gray-shaded area is as in Fig. 3 F. (H) The graph shows the proportion of tetO (orange bars) and lacO (purple bars) sister separation among all
“partial resolution” states in WT and CTCF-regionΔ/Δ cells during late G2 phase or prophase. P values were obtained using the chi-square test. n = 93–381 time
points. (I) The proportion of the pink “resolved” state for WT or CTCF-regionΔ/Δ cells during late G2 phase or prophase. These data were taken from Figs. 2 D
and 4 F. P values were obtained using the chi-square test. n = 680–2,406 time points. ctrl, control; IP, immunoprecipitated.
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Figure 5. FISH results suggest correlation between local cohesin enrichment and robust sister chromatid cohesion during prophase. (A) The ChIP-seq
data (ENCODE Project Consortium, 2012) show the distribution of RAD21 and SMC3 along the genomic region around insertion sites of lacO and tetO. Common
enrichment sites of RAD21 and SMC3 are indicated by black arrows. The regions against which FISH probes were generated are indicated as red or green bars.
(B) Experimental procedure outline. Cells were arrested in S phase using thymidine, released, and subsequently arrested at the G2-M phase boundary using the
CDK1 inhibitor RO-3306. Prophase cells were ﬁxed 10 min after washout of RO-3306. (C) Fixed prophase cells were hybridized with the indicated FISH probes
(their positions are shown in A). Zoomed regions for each cluster of hybridized probes, corresponding to i or ii in the panel above, are shown below with the
frames color-coded according to the key on the right. Scale bars, 5 µm (top) and 1 µm (bottom; zoomed images). (D) Graph shows the proportion of sister
separation between FISH probes 1 (orange bars) and 3 (purple bars) shown in A among all “partial resolution” states for different prophase cells either
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Quantitative analyses reveal the speciﬁc timing and
progression of chromatid resolution and chromosome
compaction promoted by condensin II and I, respectively
To analyze kinetics of sister chromatid resolution and chromo-
some compactionmore quantitatively, we developed a stochastic
model that describes the following two transitions in conﬁgu-
ration of ﬂuorescent dots: (a) from the blue “nonresolved” state
(including the brown “partially resolved” state) to the pink
“resolved” state and (b) from the pink to the red “compacted”
state (Fig. 8 A). Each of the two transitions followed a similar
sequence of events. First, cells became licensed for change with
timing deﬁned by the start time (ST) for transition (a) or the
time delay (TD) for transition (b). In each case, after licensing,
the relevant transition occurred stochastically with the constant
rate r1 for transition (a) or r2 for transition (b). ST and TD de-
ﬁned median time of each licensing event, as shown in Fig. 8 B
(top). A larger ST value meant that sister chromatid resolution
started earlier, while a larger TD value meant that chromosome
compaction began with a larger delay after sister chromatid
resolution (Fig. 8 B). For a given set of parameter values, the
simulation generated a sequence of states over time, and from
10,000 simulations, proportions of blue, pink, and red states
were obtained (Fig. 8 B). The best-ﬁtting model parameter val-
ues were found by minimizing the mean-square difference be-
tween the simulation and the microscopy data (calculated
between −50 and +30 min, relative to NEBD; Fig. 8 C). Un-
certainties of the best-ﬁtting parameter values were estimated
by bootstrapping microscopy data, with the median reported as
the central estimate of the parameter value (Fig. 8, D and E).
As expected, the best-ﬁtting parameter values obtained for
untreated and control siRNA conditions were very similar (Fig. 8
E). In these WT cells, values of ST and TD were 12–13 min and
6–7 min, respectively, suggesting that the ﬁnal stage of sister
chromatid resolution (transition to the pink “resolved” state)
starts 12–13 min before NEBD and chromosome compaction
(transition to the red “compacted” state) begins 6–7 min later. In
NCAPD3-depleted cells, ST was reduced by 5–6 min and r1 was
reduced by ∼40% relative to the control, which suggests a delay
and inefﬁciency in sister chromatid resolution (Fig. 8 E and Fig.
S5, C and D). Nonetheless, in NCAPD3-depleted cells, TD was
almost normal and, once chromosome compaction started, it
proceeded with almost normal kinetics since r2 was almost
unchanged.
In contrast, NCAPD2-depleted cells showed similar values of
ST and r1 to control values, indicating largely normal sister
chromatid resolution (Fig. 8 E and Fig. S5, C and D). In NCAPD2-
depleted cells, TD was also similar to control values but r2 was
reduced by ∼55%, suggesting no signiﬁcant delay but
considerable inefﬁciency in chromosome compaction. Thus,
condensin II (NCAPD3) and condensin I (NCAPD2) speciﬁcally
promote sister chromatid resolution and chromosome compac-
tion, respectively, and our modeling quantiﬁed the extent of
defects in these processes when each factor was depleted.
To validate the above mathematical model, we made the
following prediction: if we deplete SMC2, which is a common
subunit of condensin I and II (Fig. 7 A), we would see the com-
bined phenotypes of NCAPD2- and NCAPD3-depleted cells
(i.e., the combined changes in parameter values). To test this
prediction, we depleted SMC2 using siRNA, which was con-
ﬁrmed by Western blotting (Fig. 8 F). We then analyzed the
conﬁguration of ﬂuorescent dots by microscopy in the SMC2-
depleted cells (Fig. 8 G and Fig. S5, A–C), applied the above
mathematical model, and ﬁtted parameter values for ST, TD, r1,
and r2 (Fig. 8 E and Fig. S5 D). In SMC2-depleted cells, the values
of ST and r1 were similar to those in NCAPD3-depleted cells
while the value of r2 was similar to that in NCAPD2-depleted
cells—in other words, when either NCAPD2- or NCAPD3-
depleted cells showed changes in parameter values (from
those in controls), SMC2-depleted cells also showed very similar
changes in these parameter values (Fig. 8 E). Thus, SMC2-
depleted cells showed the combined defects of NCAPD2- and
NCAPD3-depleted cells, when their defects were described by
changes in parameter values by modeling. Therefore, we can
effectively predict the defects of SMC2 depletion from the in-
dividual defects of NCAPD2 and NCAPD3 depletions. The results
suggest that our mathematical model indeed provides accurate
parameter values to represent timing and efﬁciency of sister
chromatid resolution and chromosome compaction.
Discussion
To analyze dynamics of sister chromatid resolution and chro-
mosome compaction, we developed a novel real-time assay using
ﬂuorescence reporters. Compared with other assays, ours has
the following three major advantages: First, our assay allows
analyses of chromosome conﬁguration with higher spatial res-
olution compared with bulk chromosome assays. We visualized
two neighboring chromosome sites (100–250-kbp interval) as
small ﬂuorescent dots and investigated the change in their 3D
conﬁguration over time. Observation with high spatial resolu-
tion allows analyses of dynamic local chromosome changes.
Second, our assay allows analyses with high temporal resolution;
we acquired live-cell images every minute and aligned time-
course data of individual cells relative to NEBD. By observing
events in individual cells with high temporal resolution, we can
analyze and quantify rapidly changing events. Third, our
containing no operator array (WT HT-1080) or containing tetO and lacO (TT75). Mean and standard error are shown from three independent experiments (n =
150–249 FISH signal clusters were analyzed in each experiment). P values were obtained by chi-square test. (E) Graph shows the proportion of sister sep-
aration between indicated pairs of FISH probes (shown in A) among all “partial resolution” states in prophase of WT HT-1080 cells (no tetO or lacO). Mean and
standard error are shown from four to seven independent experiments for each FISH probe pair (n = 134–416 FISH signal clusters were analyzed in each
experiment). (F) Sister chromatid separation rates for each FISH probe, plotted against distance to the center of the nearest cohesin peak indicated in A. Mean
and standard error percentage sister separation was plotted for FISH probes 1, 2, 4, 5, and 6 (as in E). These probes were used with probe 3 in E. To represent
separation of probe 3 for comparisonwith the other probes, we plotted a ﬁxed value of 50%. This is the theoretical rate of separation for any probe whenmixed
with an identical probe for this experiment. The data points were ﬁt to an exponential one-phase decay curve, and the R2 value shows closeness of the ﬁt.
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Figure 6. Topo II is required to stabilize resolved sister chromatids during prometaphase. (A) Spread of metaphase chromosomes from ICRF-193–
treated and control cells. Representative metaphase spreads are shown on the left with the frame of the color coding. Scale bars, 5 µm. The proportion of
each class of spread is shown on the right (n = 27 for control and 23 for ICRF-193 treatment). The P value was obtained by the chi-square test. (B) The
proportion of each conﬁguration of the ﬂuorescence reporter in control and ICRF-193–treated cells. TT75 cells were arrested by a double-thymidine
block, released, treated with MK1775 and ICRF-193 (or only with MK1775 for control), and observed by live-cell microscopy, as in Fig. S4 A. Data from
individual cells are shown in Fig. S4 B. The number of analyzed cells at each time point was between 10 and 21 (mean: 16) for control; 10 and 46 (mean:
30) for ICRF-193, except for the gray-shaded areas where <10 cells were analyzed. (C) Representative live-cell images of the ﬂuorescence reporter in a
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method allows analyses of both sister chromatid resolution
and chromosome compaction in one assay. By analyzing both
together, we can address their relative timing and potential
coordination. Other assays usually focus on only one of the
two; for example, Hi-C analyses enable detailed genome-
wide study of chromosome compaction but provide little
information about sister chromatid resolution. Taking these
advantages of our assay, we found novel regulation and
dynamics of mitotic chromosome organization as
highlighted below.
control or ICRF-193–treated cell. The frame colors match the color coding in B. (D) The proportion of the pink “resolved” state for control or ICRF-193–
treated cells plotted against time (left) or during prophase (right). These data were taken from B. The gray-shaded area is as in Fig. 3 F. P value was
obtained by chi-square test (n = 366 and 961 for control and ICRF-193–treated cells, respectively). (E) The change in the ﬂuorescence reporter con-
ﬁguration following NEBD. Diagram (left) shows the pipeline of assessment; cells with the pink “resolved” state for four or more time points during
prophase (the fraction of such cells shown at bottom) were assessed further. In such cells, conﬁgurations during the 20 min following NEBD were scored
in control (n = 142 time points) and ICRF-193–treated (n = 254) cells (right). P value was obtained by chi-square test. (F) Diagram explaining the outcome
with the inhibited topo II activity.
Figure 7. Condensin I and II play distinct roles in sister chromatid resolution and compaction. (A) Diagram showing composition of condensin I and II.
They contain common subunits SMC2 and SMC4 and unique subunits NCAPG/H/D2 (condensin I) or NCAPG2/H2/D3 (condensin II). (B) Western blotting of
NCAPD2 (condensin I; left) or NCAPD3 (condensin II; right) proteins following treatment with the indicated siRNA for 48 h. Actin is shown as a loading control.
(C) The proportion of each conﬁguration of the ﬂuorescence reporter in cells depleted of NCAPD2 or NCAPD3. TT75 cells were treated and analyzed as in Fig.
S2 I. Data from individual cells are shown in Fig. S5 A. The number of analyzed cells at each point is between 10 and 44 (mean: 26) for NCAPD2 siRNA; 10 and 36
(mean: 23) for NCAPD3 siRNA. (D) The proportion of the pink “resolved” (left) or red “compacted” (right) state is compared over time between control,
NCAPD2, and NCAPD3 siRNA. These data were taken from Figs. 3 E and 7 C.
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Figure 8. Mathematical modeling of sister chromosome resolution and compaction. (A) Diagram illustrates setting of four parameters: ST, TD, r1, and r2.
Also refer to B (top) for how licensing 1 and 2 were deﬁned by ST and TD. (B) Schematic shows the procedure of modeling. Top: shows how the timing of
transitions was deﬁned by four parameters (see A). The color codes represent the chromosome conﬁgurations as in A. Note that, in a subset of cells, the
transition to the pink “resolved” state happened after licensing 2; in these cells, transition to the red “compacted” state could only occur after the transition to
the pink state. (C)Microscopy data (thin curves; from Fig. 2 C) and the best-ﬁt model (thick curves) for untreatedWT cells. The curves represent the proportion
of each conﬁguration of the ﬂuorescence reporter over time. The microscopy data curves were smoothed over 5 min, while model ﬁtting was performed on
original nonsmoothed data (within the orange dotted box). The color codes are as in A and gray-shaded area is as in Fig. 3 E. (D) Distributions of best-ﬁt
parameter values were obtained from 300 bootstrapping repetitions for untreated WT cells. (E) Box-and-whisker plots of best-ﬁt parameter values, obtained
from bootstrapping (see D), for the indicated siRNA conditions. Thick horizontal lines show medians. (F)Western blotting analysis of SMC2 protein following
treatment with SMC2 or control siRNA for 48 h. Actin is shown as a loading control. (G) The proportion of each conﬁguration of the ﬂuorescence reporter in
cells depleted of SMC2. TT75 cells were treated and analyzed as in Fig. S2 I. Data from individual cells are shown in Fig. S5 A. The number of analyzed cells at
each time point is between 10 and 56 (mean: 38), except for the gray-shaded areas where <10 cells were analyzed.
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First, we found dynamics of sister chromatid resolution in
late G2 phase and prophase. Sister chromatid resolution begins
in late G2 phase (Ono et al., 2013; Stanyte et al., 2018) and
continues into prophase (Nagasaka et al., 2016). Stanyte et al.
(2018) reported that sister chromatids repetitively cycle through
unresolved and partially resolved states in G2 with ∼30-min
intervals. We showed that this repetitive cycle occurs even
more dynamically (i.e., with an interval of a few minutes). The
cyclical behavior we observe might reﬂect multiple attempts to
remove the stably bound cohesin from chromosomes. It could
also reﬂect the motion of a dynamic population of cohesin
moving locally along chromosomes (Ocampo-Hafalla et al., 2016;
Busslinger et al., 2017). It is also possible that cohesin-dependent
chromatin loops are removed in late G2, which could enhance
dynamic sister chromatid resolution (Nozaki et al., 2017; Rao
et al., 2017).
Second, we found that local accumulation of cohesins along
chromosome arms correlates with the robustness of sister
chromatid cohesion. Moreover, a local reduction in cohesin ac-
cumulation by deletion of CTCF binding sites led to precocious
sister chromatid resolution in prophase. As far as we know,
these results provide the ﬁrst evidence that enriched cohesins at
a chromosome site in noncentromeric regions locally contribute
to robust cohesion. Recently, Stanyte et al. (2018) reported that
the extent of sister chromatid separation in G2 phase is not
correlated with the distance from cohesin accumulation sites on
several chromosomes but is rather correlated with other prop-
erties of chromosome domains such as replication timing. We
may have been able to detect correlation between cohesin ac-
cumulation and robustness of cohesion since we focused on one
chromosome region where other properties are supposedly
common. Meanwhile, although it was known that cohesins en-
riched at CTCF binding sites promote intrachromatid looping
during interphase (Dixon et al., 2012; Rao et al., 2014), it was
unknown if they also support sister chromatid cohesion. Our
results provide the ﬁrst evidence for this notion. Cohesins at
CTCF binding sites may switch their roles between intra-
chromatin looping and sister chromatid cohesion. It will be in-
triguing to study whether such switching indeed occurs and, if
so, how it is regulated.
Third, by analyzing both sister chromatid resolution and
chromosome compaction in one assay, we successfully evaluated
relative timing and regulation of the two events. Moreover, by
ﬁtting computer models to live-cell imaging data, we were able
to quantify timing and progression of the two events. On aver-
age, resolution begins 12–13 min before NEBD and compaction
starts 6–7 min later. Condensin II and condensin I promote sister
chromatid resolution and chromosome compaction, respec-
tively. Our modeling allowed us to quantify contribution of
condensin II and I to each process. Recent computer modeling
suggests that chromatin looping could drive not only chromo-
some compaction but also sister chromatid resolution
(Goloborodko et al., 2016). If so, defects in the resolution with
condensin II depletion, but not with condensin I depletion (Fig. 8
E), could be explained by the observation that condensin II
promotes chromatin looping earlier than does condensin I
(Gibcus et al., 2018). Meanwhile, defects in the compaction with
condensin I depletion, but not with condensin II depletion (Fig. 8
E), could be explained by the result that condensin II and I
promote large and small chromatin looping, leading to chro-
mosome axial shortening and chromosome compaction, re-
spectively (Gibcus et al., 2018). Overall, our results provide an
important framework for temporal and molecular regulation of
sister chromatid resolution and chromosome compaction.
To visualize selected chromosome loci, we used tetO and lacO
inserted at targeted chromosome loci. Alternative methods for
labeling selected chromosome loci in live cells use the nuclease-
deﬁcient Cas9 (dCas9) and single guide RNAs (sgRNAs; Chen
et al., 2013; Ma et al., 2015). By transient transfection of differ-
ent sgRNAs, the dCas9/sgRNA method would allow us to rapidly
analyze more chromosome regions. However, this method has
been mainly used to visualize repetitive DNA sequences that
provide workable signal intensities (Stanyte et al., 2018). Since
our assay relies on visualization of two neighboring chromo-
somal loci (100–250 kb apart), and suitably spaced unique re-
petitive sequences are not available, dCas9/sgRNA methods are
not currently suitable to carry out the experiments we de-
scribed. Nonetheless, the sensitivity of dCas9/sgRNA methods is
improving rapidly (Maass et al., 2018; Neguembor et al., 2018)
and may allow more routine visualization of nonrepetitive se-
quences in the near future. Analyses of a larger number of
chromosome regions in various cells and in various conditions
with live-cell imaging would broaden our knowledge about
mitotic chromosome organization.
Materials and methods
Cell culture
The human cell line HT-1080 (obtained from American Type
Culture Collection) and derivative cell lines were cultured at
37°C and 5.0% CO2 under humidiﬁed conditions in DMEM
(with L-glutamine), 10% FBS, 100 U/ml penicillin, and 100 µg/
ml streptomycin. Media and supplements were obtained from
Invitrogen. For microscopy, the above medium was replaced
with Fluorobrite DMEM medium (Invitrogen) supplemented
with 10% FBS, 2 mM L-glutamine, 1 mM pyruvate, and 25 mM
Hepes.
The DT40 cell line BM-lacO-20K-19 (Hori et al., 2013) and
derivative cell lines were cultured at 37°C and 5.0% CO2 under
humidiﬁed conditions in RPMI-1640 (with L-glutamine), 10%
FBS, 1% chicken serum, 100 U/ml penicillin, and 100 µg/ml
streptomycin. Media and supplements were obtained from ei-
ther Invitrogen or Lonza. For microscopy, the above medium
was replaced with colorless RPMI-1640 (phenol red–free) me-
dium supplemented with 10% FBS, 1% chicken serum, 2 mM
L-glutamine, 1 mM pyruvate, and 25 mM Hepes.
Transfection of plasmids into HT-1080 and derivative cell
lines was facilitated with Fugene HD according to the manu-
facturer’s instructions (Promega). Cells were transfected in
single wells of a 6-well dish using 4.5 µl Fugene HD and 1.5 µg
plasmid (3:1 ratio). Selection was performed 24–48 h after
transfection using puromycin (Sigma; 0.3 µg/ml), blasticidin
(Invivogen; 2 µg/ml), hygromycin (Roche; 60 µg/ml), histidinol
(Sigma; 2 mg/ml), and G418 (Sigma; 300 µg/ml).
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Transfection of DT40 cells was performed by electroporation
of 1.0 × 107 cells with 10–15 mg linearized plasmid using 0.4 cm
Gene Pulsar cuvettes and Gene Pulsar electroporation apparatus
(Bio-Rad) at 550 V and 25 mF. Selection was performed using
puromycin (ﬁnal concentration: 0.5 µg/ml) or histidinol (ﬁnal
concentration: 1 mg/ml).
Protein knockdown by siRNA was performed using lip-
ofectamine (Invitrogen) according to the manufacturer’s in-
structions. In all cases, 0.01 nmol siRNA with 6 µl lipofectamine
and 200 µl Optimem (Invitrogen) were added to cells in 2 ml of
medium in 6-well or 3-cm microscopy dishes. The medium
containing the siRNAwas replaced and fresh siRNA added every
24 h. Cells for analysis by Western blotting or microscopy were
used between 48 and 60 h after the ﬁrst addition of siRNA.
siRNAs were obtained from Ambion or Euroﬁns. The sequences
were as follows; WAPL (59-CGGACUACCCUUAGCACAAdTdT-
39); RAD21 (59-AUACCUUCUUGCAGACUGUdTdT-39); NCAPD2
(59-CGUAAGAUGCUUGACAAUUTT-39); NCAPD3 (no. 1, 59-GAU
AAAUCAGAGUAUCGUATT-39, or no. 2, 59-GAACAGCGAUUC
AACAUCATT-39); SMC2 (no. 1, 59-GAAUUAGACCACAACAU-
CAdTdT-39, or no. 2, 59-CUAUCACUCUGGACCUGGAdTdT-39);
control (nonspeciﬁc; 59-UAACGACGCGACGACGUAATT-39).
Synchronization of human cells at the G1/S phase boundary
was achieved using a double-thymidine block (Fig. S2 I). Es-
sentially, 0.10 × 106 cells were seeded in 2 ml of medium in 6-
well dishes or 3-cm glass-bottomed microscopy dishes (World
Precision Instruments) 16 to 24 h before the treatment. Thy-
midine was then added at a ﬁnal concentration of 2.5 mM and
incubated for 16 h. Thymidine was then removed and cells were
washed 3 × 2 ml with fresh medium. Cells were incubated for a
further 8 h before 2.5 mM thymidine was added. Cells were then
incubated for 12–16 h and thymidine was then removed and cells
were washed 3 × 2 ml with fresh medium and incubated for a
further 5–10 h to observe cells in late S phase or G2/M phase, as
appropriate.
Synchronization of human cells at the G2/M phase boundary
was achieved using the CDK1-inhibitor RO-3306 (Millipore; Fig.
S4 E). Essentially, 0.10 × 106 cells were seeded in 2 ml of medium
in 6-well dishes or 3-cm glass-bottomed microscopy dishes
(World Precision Instruments) 16–24 h before the treatment.
RO-3306 was then added at a ﬁnal concentration of 9 µM and
cells were incubated for 12 h. RO-3306 was then removed and
cells were washed with 4 × 2 ml PBS before 2 ml fresh medium
was added.
The topo II inhibitor ICRF-193 (Sigma) was used at a con-
centration of 2 µg/ml and the WEE1 inhibitor MK1775 (Sell-
eckchem) was used at a concentration of 0.5 µM. The DNA stain
SiR-DNA (Tebu-bio) was used at a concentration of 200 nM and
was added to cells ≤12 h before imaging.
Plasmids
For integrating tet operator arrays into human chromosome 5,
the plasmids pT2770 and pT2707 were used. pT2707 contains the
Cas9 gene and the speciﬁc guide DNA (sgDNA; sequence: 59-ACG
GGTTCTTGTCCGTCCCA-39), which was cloned into pGeneArt-
CRISPR-nuclease according to the manufacturer’s instructions
(Invitrogen; A1175). pT2770 was created to target the tet operator
arrays to the region and contained homology to genomic regions
upstream and downstream of the selected gDNA site of pT2707.
The homology arms were ampliﬁed from genomic DNA by PCR
using primer pairs Chr5-26Mb-59F (59-AAAAAACTCGAGCGA
TCGTGTCTTGGGGATGTTCCACGGGTAC-39) and Chr5-26Mb-
59R (59-AAAAAAAGATCTTTGGATCCACGGACAAGAACCCGT
CTTCAGCTG-39), and Chr5-26Mb-39F (59-AAAAAAGGATCCTTA
GATCTCCCACGGCCATGAAAATGTGGGCTC-39) and Chr5-
26Mb-39R (59-AAAAAAGCGGCCGCCTTTCTTGACACATTGTTG
GGAACC-39) and sequentially cloned into ploxPuro (Arakawa
et al., 2001). tet operator arrays (250 repeats; 9.1 kb) with non-
repetitive 10-bp DNA sequences between each repeat from
pLAU44 (Lau et al., 2003) and the puromycin resistance gene
(from ploxPuro) were then sequentially cloned in between the
regions of homology to create pT2770. At each stage, restriction
digestion and sequencing were used to conﬁrm cloning.
For integrating lac operator arrays into human chromosome
5, 250 kb upstream of the tet operator arrays, the plasmids
pT2846 and pT2837 were used. pT2837 contains the Cas9 gene
and the sgDNA (sequence: 59-CATTTAGGTTTTTCACGTAC-39)
was cloned into pGeneArt-CRISPR-nuclease according to the
manufacturer’s instructions (Invitrogen; A1175). pT2846 was
created to target the lac operator arrays to the region and con-
tained homology to genomic regions upstream and downstream
of the selected gDNA site of pT2837. The homology arms were
ampliﬁed from genomic DNA by PCR using primer pairs 5Chr5-
26Mbii-F (59-AAAAACTCGAGATGCTAAGTGTGGGAGGGCAAT
TTC-39) and 5Chr5-26Mbii-R (59-AAAAAGGATCCTTGTCGACGT
ACTGGGATAATAGGAACATTTGAAAC-39), and 3Chr5-26Mbii-F
(59-AAAAAAGGATCCTTAGATCTGTGAAAAACCTAAATGACA
CCATCACC-39) and 3Chr5-26Mbii-R (59-AAAAAAGCGGCCGCC
TGCCTCTCTCTCTCATACACATGTG-39) and sequentially cloned
into ploxBlast (Arakawa et al., 2001). lac operator arrays (250
repeats; 9.6 kb) with nonrepetitive 10-bp DNA sequences be-
tween each repeat from pLAU43 (Lau et al., 2003) and the
blasticidin resistance gene (from ploxBlast) were then sequen-
tially cloned in between the regions of homology to create
pT2846. At each stage, restriction digestion and sequencing
were used to conﬁrm cloning.
For integrating lac operator arrays into human chromosome
5, 750 kb upstream of the tet operator arrays, the plasmids
pT2838 and pT2847 were used. pT2838 contains the Cas9 gene
and the sgDNA (sequence: 59-TAGGCTTCACCGTAGTATCT-39)
was cloned into pGeneArt-CRISPR-nuclease according to the
manufacturer’s instructions (Invitrogen; A1175). pT2847 was
created to target the lac operator arrays to the region and con-
tained homology to genomic regions upstream and downstream
of the selected gDNA site of pT2838. The homology arms were
ampliﬁed from genomic DNA by PCR using primer pairs 5Chr5-
26Mb-Fiii (59-AAAAACTCGAGATTAACTTCCACTACTCTACTA
GAGCTG-39) and 5Chr5-26Mb-Riii (59-AAAAAGGATCCTTGT
CGACATCTTGGATACTACCTACGTATGTATG-39), and 3Chr5-
26Mb-Fiii (59-AAAAAAGGATCCTTAGATCTACTACGGTGAAGC
CTACATAGAC-39) and 3Chr5-26Mb-Riii (59-AAAAAAGCGGCC
GCCACTGTATTATTTTCCTAGAGCTGCCC-39) and sequentially
cloned into ploxBlast (Arakawa et al., 2001). lac operator arrays
(250 repeats; 9.6 kb) with nonrepetitive 10-bp DNA sequences
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between each repeat from pLAU43 (Lau et al., 2003) and the
blasticidin resistance gene (from ploxBlast) were then sequen-
tially cloned in between the regions of homology to create
pT2847. At each stage, restriction digestion and sequencing were
used to conﬁrm cloning.
For integrating tet operator arrays into the chicken (DT40) Z
chromosome, the plasmid pHH100TetO was used. pHH100TetO
contains homology to genomic regions upstream and down-
stream of the selected target site. The homology arms were
ampliﬁed from genomic DNA by PCR using primer pairs
100TetLA5Not (59-TATAGCGGCCGCCCTCAGATTGTTCAAACA
TTAATGAGATGC-39) and 100TetLA3Bgl (59-ATAAGATCTGGA
TCCCCATATCTGAAATCCAAATGTTTACAAAAT-39), and
100TetRA5Bgl (59-TATAAGATCTACAACCTATTGAGCAGTTGA
AGGTGGAAGG-39) and 100TetRA3Xho (59-TATACTCGAGGC
TAGTGCTGCTGGATTATCCAGAAGCTCC-39) and sequentially
cloned into pBLUESCRIPT. Next, tet operator arrays (250 re-
peats; 9.1 kb) from pLAU44 (Lau et al., 2003) and the puromycin
resistance gene were sequentially cloned in between the regions
of homology to create pHH100TetO.
For visualizing tet operator arrays in live human or chicken
cells, a plasmid expressing TetR-4mCherry under the control of
the β-actin promoter was created. For this, tetR (Michaelis et al.,
1997) and four copies of mCherry (Renshaw et al., 2010) were
cloned into pExpress (Arakawa et al., 2001) along with the histi-
dinol resistance gene from pJE59 (Eykelenboom et al., 2013). Re-
striction digestion and sequencing were used to conﬁrm cloning.
For visualizing lac operator arrays in live human or chicken
cells, the plasmid pEGFP-lacI-NLS was used (Hori et al., 2013).
For visualizing replication factories in live human cells, the
plasmid pmCerulean-PCNA-19-SV40NLS-4 was used and was a
gift from the Davidson laboratory (Addgene plasmid 55386).
For deleting the speciﬁc CTCF-binding site in human cells
(detailed in the Results and Fig. 4 C), the plasmids pT3093 and
p3099 were used. pT3093 and pT3099 contain the Cas9 gene and
the sgDNAs (sequences: 59-GACTTAGTCCCTACCTCACA-39 and
59-AATCACTGTGAGCCTGCCTA-39, respectively), which were
cloned separately into pGeneArt-CRISPR-nuclease according to
the manufacturer’s instructions (Invitrogen; A1175). pT3093 and
pT3099 were designed to cleave upstream and downstream of
the targeted CTCF-binding site, respectively.
Cell lines
The human HT-1080–derived cell line containing tet operator
and lac operator arrays, separated by 250 kbp of DNA and ex-
pressing TetR-4mCherry and EGFP-LacI was designated TT75
and was created as follows. HT-1080 cells were transfected with
pT2707 and pT2770 and puromycin-resistant clones were ob-
tained. Targeting of the tet operator arrays to the desired ge-
nomic location was conﬁrmed using the primers 5F (59-CTTGTG
ACATGACCTTCTAAATAGAGTGC-39), 5R (59-CACTGCATTCTA
GTTGTGGTTTGTCC-39), 5ctrlF (59-AAAAAACTCGAGCGATCG
TGTCTTGGGGATGTTCCACGGGTAC-39), 5ctrlR (59-AAAAAA
AGATCTTTGGATCCACGGACAAGAACCCGTCTTCAGCTG-39), 3F
(59-GCCCTGATCAATAACTTCGTATAATG), 3R (59-CTCAACAGA
AGACCTCCTGTTGCTC-39), 3ctrlF (59-AAAAAAGGATCCTTA
GATCTCCCACGGCCATGAAAATGTGGGCTC-39), and 3ctrlR (59-
AAAAAAGCGGCCGCCTTTCTTGACACATTGTTGGGAACC-39).
This cell line was designated TT51. This cell line was then se-
quentially transfected with pT2415 and pEGFP-LacI-NLS with
selection for histidinol and hygromycin resistance, respectively.
Finally, these cells were transfected with pT2837 and pT2846
and blasticidin-resistant clones were obtained. Targeting of the
lac operator arrays to the desired genomic location was con-
ﬁrmed using the primers 5Fii (59-GCAGGTGCATGGGAATAC
AAGTGTTG-39), 5Rii (59-CTCATCAATGTATCTTATCATGTCTGG
ATC-39), 5ctrlFii (59-AAAAACTCGAGATGCTAAGTGTGGGAG
GGCAATTTC-39), and 5ctrlRii (59-AAAAAGGATCCTTGTCGA
CGTACTGGGATAATAGGAACATTTGAAAC-39), 3Fii (59-GCC
CTGATCAATAACTTCGTATAATG), 3Rii (59-AGCGGTGTTTAT
TTCCCCTGGAAATG-39), 3ctrlFii (59-AAAAAAGGATCCTTAGAT
CTGTGAAAAACCTAAATGACACCATCACC-39), and 3ctrlRii (59-
AAAAAAGCGGCCGCCTGCCTCTCTCTCTCATACACATGTG-39).
The human HT-1080–derived cell line containing tet operator
and lac operator arrays, separated by 750 kbp of DNA and ex-
pressing TetR-4mCherry and EGFP-LacI was designated TT68
and was created as follows. TT51 (containing tet operator arrays
and whose construction is described in the previous paragraph)
was sequentially transfected with pT2415 and pEGFP-LacI-NLS
with selection for histidinol and hygromycin resistance, re-
spectively. These cells were then transfected with pT2838 and
pT2847 and blasticidin-resistant clones were obtained. Target-
ing of the lac operator arrays to the desired genomic locationwas
conﬁrmed using the primers 5Fiii (59-CTCATTATCTGTACATTT
CTTTGCATCG-39), 5Riii (59-CTCATCAATGTATCTTATCATGTC
TGGATC-39), 5ctrlFiii (59-AAAAACTCGAGATTAACTTCCACT
ACTCTACTAGAGCTG-39), 5ctrlRiii (59-AAAAAGGATCCTTGT
CGACATCTTGGATACTACCTACGTATGTATG-39), 3Fiii (59-CGT
ATAATGTATGCTATACGAACGGTAG-39), 3Riii (59-CTATCAGAG
ATCAGTACAAGAGAGCAGTTG-39), 3ctrlFiii (59-AAAAAAGGA
TCCTTAGATCTACTACGGTGAAGCCTACATAGAC-39), and
3ctrlRiii (59-AAAAAAGCGGCCGCCACTGTATTATTTTCCTAG
AGCTGCCC-39) using a similar strategy to that shown in Fig. 1 C
for integration of the lac operator array at an alternative
location.
The TT75 derivative expressing Cerulean-PCNA was desig-
nated TT104 and was created by transfecting TT75 cells with
pmCerulean-PCNA-19-SV40NLS-4 with selection for G418
resistance.
The TT75 derivative with a deletion of the CTCF-binding
region close to the lac operator array was designated TT108
and was created by transfecting cells with pT3093 and pT3099.
Stable clones were obtained and screened for the deletion by
PCR using the primer pair CTCF-F (59-TGCATTTTAAGTGCTCAC
TAGAGG-39) and CTCF-R (59-GTGCCATTCAGAACATTTTTA
GAG-39). The region around the deletion was sequenced using
the primer CTCF-R.
The DT40 cell line containing lac operator arrays and tet
operator arrays was designated TT56 and was a derivative of
BM-lacO-20K-19. BM-lacO-20K-19 was a DT40 cell line in which
a lac operator array (512 repeats) had been targeted to a position
3.8 Mbp along the Z chromosome (Hori et al., 2013; Fig. S2 A).
The TT56 cell line was created by transfecting these cells with
the plasmid pHHTetO100 and selecting for puromycin
Eykelenboom et al. Journal of Cell Biology 16
Visualizing mitotic chromosome reorganization https://doi.org/10.1083/jcb.201807125
resistance. Stable clones were obtained and screened by
Southern blotting; genomic DNA was digested with EcoRI and
the probe was generated using the primer pair 100South-F (59-
TTTGCAGAGGTCCATGGCTCCCCAACCCAG-39) and 100South-R
(59-GTTAGCAAGCCTGCAATATCAAGAAAGGAG-39). A success-
fully targeted clone was then transfected with pT2415 and stable
clones obtained by selecting for histidinol resistance.
SDS PAGE and Western blotting
ForWestern analysis, total cell extracts were obtained from cells
grown in 6-well dishes and lysed in 30–60 µl of lysis buffer
(20mMHepes, pH 7.6; 400mMNaCl; 1 mMEDTA; 25% glycerol;
0.1% NP-40) containing protease inhibitors (cOmplete EDTA-
free; Roche). Lysates were quantiﬁed using Bradford reagent
(Thermo Fisher Scientiﬁc; 1863028) and 30 µg of total protein
for each sample was run on precast Bis-Tris 4–12% gradient gels
(Invitrogen) and protein transferred to polyvinylidene ﬂuoride
membrane (Amersham). Membranes were blocked in PBS con-
taining 5% milk and were incubated with antibodies in PBS
containing 2% BSA and 0.05% (wt:vol) sodium azide. Primary
antibodies were used as follows: WAPL (Abcam; ab70741), 1 in
5000; RAD21 (Millipore; 05–908), 1 in 2000; NCAPD2 (Sigma;
HPA036947), 1 in 1500; NCAPD3 (Bethyl; A300-604A), 1 in
3000; SMC2 (Abcam; ab10412), 1 in 5000; actin (Sigma; A5441),
1 in 20,000. Secondary antibodies were used as follows: donkey-
anti-mouse-800CW (LI-COR; 926-32212), 1 in 10,000; donkey-
anti-rabbit-680RD (LI-COR; 926–68073), 1 in 10,000. Signal
from the secondary antibody was detected using a LI-COR
Odyssey CLx.
Metaphase spreads
After appropriate treatment, ∼2 × 106 cells were collected and
incubated in 5 ml of hypotonic solution (75 mM KCl) for 10 min
at 37°C. The cells were then incubated in 5 ml of cold ﬁxative
(methanol:acetic acid, 3:1) for 20 min at 37°C. This ﬁxation step
was repeated and cells ﬁnally resuspended in ∼200 µl of ﬁxative
solution and stored at −20°C. For spreading, 10–50 µl of ﬁxed
cells were dropped onto glass slides and air dried. The spread
chromosomes were mounted in Prolong Gold Antifade con-
taining DAPI (Invitrogen) before imaging. In some experiments,
the slides were further processed for FISH (for more details see
below).
Generation of FISH probes
FISH probes were designed, prepared, and used essentially ac-
cording to protocols received from the Bickmore laboratory
(Mahy et al., 2002). Speciﬁc details are provided below.
Fosmid clones containing ≤40 kb of DNA from the relevant
chromosomal regions were identiﬁed using the human genome
browser at University of California, Santa Cruz, and obtained as
Escherichia coli stab cultures from http://bacpacresources.org
(clones W12-1373D12, W12-1752D18, W12-2889B21, W12-
1537E22, W12-819P15, W12-3198E10). They were streaked out
onto LB agar plates containing 25 µg/ml chloramphenicol, and
cultures were grown from single colonies. Puriﬁed fosmid DNAs
were obtained from ∼10 ml of overnight culture using a plasmid
miniprep kit (Qiagen; 27106). Preparations were quantiﬁed
using a nanodrop spectrophotometer and conﬁrmed by se-
quencing at one end using the T7prom primer (59-TAATACGAC
TCACTATAGGG-39; fosmids W12-1537E22, W12-819P15, W12-
3198E10) or by PCR conﬁrmation using primers speciﬁc for the
given region (fosmid [primer pairs]: W12-1373D12 [5Chr5-
26Mbii-F/5Chr5-26Mbii-R], W12-1752D18 [Chr5-26Mb-59F/
Chr5-26Mb-59R], W12-2889B21 [5Chr5-26Mbiii-F/5Chr5-
26Mbiii-R]).
Fluorescently labeled FISH probes were generated from 1 µg
of fosmid DNA using a nick translation kit (ENZO; ENZ-GEN111-
0050) and the 5-ﬂuorescein (ENZO; ENZ-42831; for probe 3;
green) or ATTO-647 (JENA Biosciences; NU-803-647N-S; for
probes 1, 2, 4, 5 and 6; red)–labeled dUTPs according to the
manufacturer’s instructions. After labeling, 100 ng of probe was
mixed with 6 µg of human Cot1 DNA (ENZO; ENZ GEN116-
0500), containing enriched human repetitive genome DNA se-
quences, and 5 µg of salmon sperm DNA (Sigma). The FISH
probe mixture was then ethanol precipitated, dried, and stored
at −20°C ready for FISH hybridization procedure.
FISH in methanol-acetic acid–ﬁxed cells
Cells were ﬁxed and dropped onto glass slides as though for
metaphase spreads (see above procedure). However, for FISH,
after dropping the cells onto slides they were left at room tem-
perature for 2–3 d. Before hybridization to probes, the slides
were incubated in 2× SSC buffer containing 100 µg/ml RNase A
(Invitrogen) at 37°C for 1 h. Slides were washed brieﬂy in 2× SSC
and then dehydrated through sequential 2-min incubations in
70%, 90%, and 100% ethanol before air-drying the slides. De-
naturation buffer (70% deionized formamide, 2× SSC, pH 7.5)
was prepared fresh and warmed to 70°C, and then the ﬁxed cells
were denatured at 70°C for 3 min. The slides were then quickly
transferred to ice-cold 70% ethanol for 2 min and then dehy-
drated through sequential 2-min incubations in 90% and 100%
ethanol. The slides were then dried and stored at room tem-
perature while probes were prepared for hybridization.
Single aliquots of FISH probe mixture, which had been pre-
pared and stored at −20°C previously (see above), were dissolved
for 1 h at room temperature in 30 µl hybridization buffer (50%
deionized formamide, 2× SSC, 10% dextran sulfate, 1%
Tween20). They were then denatured at 70°C for 5 min before
placing at 37°C to preanneal for 15 min. A total volume of 30 µl
containing dissolved probes (e.g., 15 µl of probe “a”mixture plus
15 µl of probe “b” mixture) was then placed onto 37°C pre-
warmed slides containing the cell spreads and covered and
sealed under a 15-mm coverslip and incubated at 37°C overnight.
After hybridization, slides were washed four times for 3 min
with 2× SSC at 45°C and then four times for 3 min with 0.1× SSC
at 60°C. The slides were brieﬂy washed in 4× SSC containing
0.1% Tween20 and then mounted using 25 µl of prolong gold
antifade containing DAPI (Invitrogen; P36935), which was al-
lowed to polymerize overnight at room temperature before
image acquisition by microscopy.
ChIP
Cells were plated and grown in 10-cm dishes until conﬂuent (1–2
× 106 cells). For each ChIP, ∼4 × 106 cells were used (2 × 10-cm
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dishes). Cells were cross-linked with 1.42% (vol:vol) formalde-
hyde for 10min and quenched with 125 mM glycine for a further
10 min. Cells were washed three times in 10 ml PBS and then
scraped from the dishes. Cells were resuspended in 2 × 300 µl
lysis buffer containing 1% SDS, 10 mM EDTA, 50 mM Tris, pH
8.1, and protease inhibitors (cOmplete EDTA-free; Roche); and
chromatin was fragmented (to ∼0.5 to 1.5 kb) using a Biorupter
(Diagenode) at medium setting with total sonication time of
10 min (20 cycles of 30 s on/off). Lysates were cleared by cen-
trifugation for 10 min at high speed, and 50 µl was saved to
create the input sample. The remaining lysates were diluted 1:10
in ChIP dilution buffer containing 1% Triton X-100, 2 mM EDTA,
150 mM NaCl, 20 mM Tris, pH 8.1, and 0.1% Brij-35. The lysates
were then incubated for 1 h at 4°C with 60 µl Dynabeads Protein
G beads or Dynabeads for pan IgG mouse (both Invitrogen).
Beads were then removed, and these lysates were incubated
with 2 µg of antibody (see below) overnight at 4°C. 60 µl of
Protein G Dynabeads for antibodies from rabbit or pan-IgG-
mouse Dynabeads for antibodies from mouse that had been in-
cubated overnight in PBS containing 0.5% (wt:vol) BSA were
then added to the lysate plus antibody mix and incubated for a
further 4 h. The supernatant was then discarded and the beads
washed twice with 1 ml of each of the following; wash buffer I
(0.1% SDS, 1% Triton X-100, 2 mM EDTA, 20 mM Tris, pH 8.1,
and 150 mM NaCl), wash buffer II (0.1% SDS, 1% Triton X-100,
2 mM EDTA, 20 mM Tris, pH 8.1, and 500 mM NaCl), wash
buffer III (0.25M LiCl, 1% NP-40, 1% sodium deoxycholate, 1 mM
EDTA, and 10 mM Tris, pH 8.1), and TE buffer (10 mM Tris, pH
8.1, and 1 mM EDTA). Antibody-protein-DNA complexes were
then eluted in 2 × 100 µl of elution buffer (1% SDS and 0.1 M
sodium bicarbonate). Cross-links were then reversed for these
samples and the input sample by adding 8 µl 5-M NaCl and in-
cubating at 65°C overnight. Next 10 µl of RNaseA (10 mg/ml)
was added and incubated at 37°C for 30 min and then 4 µl 0.5-M
EDTA, 8 µl 1-M Tris, pH 8.1, and 10 µl proteinase K (15 mg/ml)
were added and incubated at 45°C for 2 h. Finally, DNA was
puriﬁed using minElute DNA puriﬁcation columns (Qiagen) and
eluted in 20 µl of elution buffer. Antibodies used for ChIP were
anti-CTCF and mouse-IgG (both Millipore; 17-10044), anti-SMC3
(Abcam; ab9263), and rabbit-IgG (Sigma). Mouse IgG and rabbit
IgG were used for ChIP control.
qPCR
qPCR was performed using an Eppendorf LightCycler 96 and
RotorGene SYBRGreen PCR mix (Qiagen; 1054596) according to
the manufacturer’s instructions. For each experiment, technical
replicates were prepared for each sample. Input chromatin was
diluted 1:100. To compare the overall pull-down efﬁciency be-
tween cell lines, the following positive-control primers were
used: CTCF-pos-F (59-CGGAGTATCAAGGCATCAGTAA-39) and
CTCF-pos_R (59-GGAATCGCACAGTTGAGAATAAG-39). To as-
sess pull-down of our region of interest, two sets of query pri-
mers were used CTCF-qu-F1 (59-GTCATGTCTTCAGTGCATGAT
TT-39), CTCF-qu-R1 (59-GGTAGGGACTAAGTCTGTTTCG-39) and
CTCF-qu-F2 (59-AGTGTCATTAGTGCTTCCTTCT-39), CTCF-qu-
R2 (59-GAGAATGCTCTGGCCTCTTT-39). After PCR, ΔCq values
for each sample were obtained by Cqinput – Cqpull-down; from this,
we calculated each as a fraction of input (2−ΔCq) to measure pull-
down efﬁciency. Finally, each value was normalized as a fraction
of the pull-down achieved for the positive control primers on
chromatin from the WT cells.
Live-cell microscopy and image analysis
Time-lapse images were collected at 37°C with 5% CO2 using a
DeltaVision ELITE microscope (Applied Precision). We used an
apochromatic 100× objective lens (Olympus; numerical aper-
ture: 1.40) to minimize longitudinal chromatic aberration. We
also regularly checked lateral and longitudinal chromatic aber-
ration using 100-nm multi-color beads. We did not detect any
chromatic aberration between the colors observed in the
current study.
For signal detection we used either a CoolSNAP HQ or
EMCCD Cascade II camera (both Photometrics). For HT-1080
derivative cells, we acquired 25 z-sections 0.75 µm apart. For
DT40 cells, we acquired 25 z-sections 0.5 µm apart. During live-
cell imaging, Cerulean, EGFP, and mCherry signals were dis-
criminated using the dichroic CFP/YFP/mCherry (52-850470-
000 from API). For imaging chromosomes in live cells, SiR-DNA
(Tebu-bio; emission 674 nm) and EGFP signals were discrimi-
nated using the dichroic DAPI/FITC/TRITC/Cy5 (52-852111-001
from API).
After acquisition, images were deconvolved using softWoRx
software with enhanced ratio and 10 iterations. Analysis of in-
dividual cells was performed using Imaris software (Bitplane).
Statistical analyses were performed using Graphpad Prism 6.0
software.
The conﬁguration of the ﬂuorescent tet and lac operator ar-
rays in live cells was determined through time and in three di-
mensions using Imaris imaging software (Bitplane). In our time-
lapse imaging, we use an oil-based objective while our cells were
grown in a water-based medium. To correct for the refractive
index mismatch, we multiplied the assigned z distance of
0.75 µm by a scaling factor of 0.85, which gives ∼0.64 µm per z
step (Besseling et al., 2015). For tetO-tetO, lacO-lacO, and tetO-
lacO distance measurement in Fig. S1, D and E, Imaris was used
to automatically assign xyz coordinates for the center of mass of
the ﬂuorescent spots (the centroid) and these were used to cal-
culate the distance between them. When Imaris could not rea-
sonably identify centroids (∼26% of cases) when background
signal was high, we manually obtained coordinates for the
center of mass using the image inspector tool. Our assignment of
dot conﬁgurations into categories (or states) is based on meas-
urements in 3D using the following rules: For both blue “non-
resolved” and brown “partially resolved” states, at least one
operator (tetO or lacO) was observed as a single ﬂuorescent ob-
ject. To distinguish blue “nonresolved” and brown “partially
resolved” states, we looked at the second operator region such
that (a) if it was observed as a single ﬂuorescent object or ap-
peared as two ﬂuorescent objects whose centers were separated
by <0.85 µm, we classiﬁed it as the blue “nonresolved” state, or
(b) if it was observed as two ﬂuorescent objects whose centers
were separated by >0.85 µm, we classiﬁed it as the brown
“partially resolved” state. For both pink “resolved” and red
“nonresolved” states, both of the operator regions appeared as
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two separate ﬂuorescent objects (four objects in total; two for
lacO and two for tetO). To distinguish pink “resolved” and red
“nonresolved” states, we looked at the colocalization of the lacO/
tetO paired ﬂuorescent objects, such that (a) if one pair (or both)
showed <50% colocalization, we classiﬁed them as the pink
“partially resolved” state, or (b) if both pairs showed >50% co-
localization, we classiﬁed them as the red “compacted” state. In
some cases, following NEBD, all four ﬂuorescent dots showed
>50% colocalization over ≥5 consecutive time points and we
classiﬁed this as a black “nonresolved and compacted” state.
White spaces in Fig. 2 B, Fig. S2 K, Fig. S3 G, Fig. S4 B, and Fig. S5
A represent time points where conﬁguration could not be de-
termined. To plot the proportions of color-coded conﬁgurations
of the ﬂuorescence reporter over time (Figs. 2 D, 3 E, 4 F, 6 B, 7 C,
8 G, S2 H, and S4 C), smoothing was applied by calculating the
rolling mean proportion across 9 min.
Using Imaris imaging software (Bitplane) we determined the
time of transition between the end of S phase and the start of G2
by observing the behavior of Cerulean-tagged PCNA—a com-
ponent of the replication machinery. For the ﬁrst time point of
each movie we used a semiautomatic approach to deﬁne the
nuclear PCNA dots that correspond to replication factories
(Imaris detects spots according to a user-deﬁned threshold).
Imaris then automatically tracked the fate of these dots through
space and time (allowing maximummovement of 5 µm between
time points and only connecting those dots that have no more
than two time-point gaps). Fluorescent dots that did not fall in
these tracks, or tracks of ≥30 min, were then excluded as ran-
dom background signal. We then deﬁned the end of S phase for
individual cells as the time when all the Imaris-detected
Cerulean-PCNA dots had disappeared.
Using Imaris imaging software (Bitplane) we determined the
average length of prophase by automatically measuring the
changes in chromosome volume, as a measure of compaction
status, over time by visualization of the DNA using the live-DNA
stain SiR-DNA. We aligned these movies relative to NEBD that
was deﬁned as the time at which EGFP-LacI-NLS redistributes
from the nucleus to the whole cell. For the ﬁrst time point of each
movie, we used a semiautomatic approach to accurately deﬁne the
chromosomal DNA of the nucleus (Imaris deﬁnes a surface cor-
responding to the far-red ﬂuorescence of the SiR-DNA signal us-
ing background subtraction according to a user-deﬁned
threshold). Imaris then automatically detected and tracked the
chromosomes, across subsequent time points during which mi-
totic chromosome organization, NEBD, and anaphase occurred. At
anaphase, only one set of the divided chromosomes was tracked
further. For individual cells, the volume of the chromosomes and
their average mean intensity at each time point were normalized
to those at NEBD. A mean volume and mean intensity for all the
cells were then plotted, and the time when DNA volume began to
decrease was deﬁned as the start of prophase.
Fixed-cell microscopy and image analysis
Images of ﬁxed cell were collected using the DeltaVision ELITE
microscope setup mentioned above. For metaphase spreads, 15
sections (0.2-µm interval) were acquired for simple DAPI
staining or 10 sections (0.5-µm interval) for three-color FISH
analysis. DAPI, ATTO-647, and 5-ﬂuorescein signals were de-
tected using the dichroic DAPI/FITC/TRITC/Cy5 (52-852111-001
from API) and an EMCCD Cascade II camera.
After acquisition, images were deconvolved using softWoRx
software with enhanced ratio and 10 iterations. Images were
analyzed using Imaris software (Bitplane).
For the FISH experiments in prophase, in a similar way to the
live-cell imaging we deﬁned the conﬁguration of individual
pairs/sets of ﬂuorescent dots (hybridized FISH probes) by as-
signing them into nonresolved (blue), partially resolved
(brown), or resolved (pink) states. Since preparation of cells for
FISH made them ﬂat, we considered the conﬁguration of ﬂuor-
escent dots in two dimensions in projected images. We excluded
metaphase chromosomes (those containing individualized and
highly condensed chromosomes) from this analysis since our
focus was prophase. In some images, punctate background sig-
nals (green or far-red) were observed. To avoid such background
signals, we only considered clusters of signals that showed both
green and far-red signals in close proximity (<1.5 µm); since all
pairs of FISH probes locate within 1 Mbp on genome, their sig-
nals should be in close proximity if they are properly hybridized
on genome DNA.
ENCODE datasets and analyses
ENCODE datasets (ENCODE Project Consortium, 2012) were
searched and displayed using the genome browser at University
of California, Santa Cruz (http://genome.ucsc.edu/) with the
Human Feb. 2009 (GRCh37/hg19) Assembly (Kent et al., 2002).
The ENCODE Genome Expression Omnibus (GEO) accession
numbers were as follows: GSM935542 (SMC3; Bernstein labo-
ratory, Harvard University, Cambridge, MA), GSM935647
(RAD21; Snyder laboratory, Stanford University, Stanford, CA),
and GSM733645 (CTCF; Bernstein laboratory).
To identify sites of cohesin enrichment in ChIP-seq datasets,
we analyzed ENCODE datasets using the Galaxy Web platform
on the public server at usegalaxy.org (Afgan et al., 2018). We
selected data obtained from HEP-G2 cells since they are near-
diploid (modal chromosome number 55) and therefore have
similar karyotype to diploid HT-1080 cells. The ENCODE GEO
accession numbers of raw ChIP DNA sequence data used are as
follows: ENCFF000XXY/ENCFF000XYC (SMC3; Snyder labo-
ratory, Stanford); ENCFF000XXK/ENCFF000XXL (RAD21;
Snyder laboratory; ENCODE Project Consortium, 2012). The
datasets were mapped to the human genome (hg19), using the
Bowtie2 function, and ﬁltered using Samtools. Subsequently,
signiﬁcant peaks of enrichment were identiﬁed using the
MACS2 algorithm (Galaxy version 2.1.1.20160309.4; Zhang et al.,
2008; Feng et al., 2012) with m-fold limits of 5–50, bandwidth of
300, and a minimum FDR (q-value) cutoff of 0.01.
Mathematical modeling
We developed a computer model that describes both the tran-
sition of a marked chromosomal region to the resolved conﬁg-
uration and the subsequent transition to a compacted state
(Fig. 8, A and B). The model is calculated over multiple cells.
A cell i is a sequence of states Si(tk) on a discrete time grid tk
built to match the extent of time points of microscopy data. We
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use tk from −140 to 90min, with a constant time step of 1 min tk =
0 corresponds to NEBD. The states Si(tk) are assigned in an it-
erative process over k = 1, . . . , n (here n = 231), based on the
current state and certain state transition rules. The transition
from “unresolved” to “resolved” state can happen only after a
licensing time tˆ1, with a certain probability. The transition from
“resolved” to “compacted” state can occur only after another
licensing time tˆ2, with a certain probability. The licensing times
and probability rules for state switching are as follows.
The model is based on Poisson processes. For the given cell,
the licensing times are randomly drawn from exponential dis-
tributions. Speciﬁcally, tˆ1 takes place before NEBD, tˆ1  tNEBD −
Re(τ1) and tˆ2 happens after tˆ1, and tˆ2  tˆ1 + Re(τ2), where Re(τ) is a
random variable with cumulative distribution 1 − e−t/τ. In the
time coordinates deﬁned here, tNEBD = 0.
Once the licensing times are generated, the states Si(tk) can be
computed. The simulation iterates over k = 1, . . . , n, ﬁlling Si(tk)
with appropriate states. All Si(tk) for tk < tˆ1 are ﬁlled with “un-
resolved” state. After tˆ1, the transition from the “unresolved” to
the “resolved” state is allowed and occurs at a constant rate r1.
The probability of this transition per unit time Δt is
p1  1 − e−r1Δt. At every iteration step, a uniform random variable
Ru is compared with p1. A condition Ru < p1 indicates a state
transition and the following elements of Si(tk) are ﬁlled with
“resolved” state.
After the transition, the iteration continues until tk ≥ tˆ2, after
which the transition to the “compact” state is allowed and occurs
at a rate r2 with probability p2  1 − e−r2Δt per time step. This
state transition is generated in the sameway as the “unresolved”
to “resolved” one using a condition Ru < p2, and the subsequent
elements of Si are ﬁlled with “compacted” state. At the end of the
iteration, all elements of Si have an assigned state.
The calculation was repeated over m = 10,000 cells and
proportions of each state at each time point are found,
P(x; tk)  |{i : Si(tk)  x}|/ m, where x denotes a state. The
model is controlled by four parameters, time scales τ1 and τ2 and
transition rates r1 and r2. The algorithm for the model is pre-
sented as pseudocode in Fig. S5 E.
The model was ﬁtted to microscopy data using the
Broyden–Fletcher–Goldfarb–Shanno algorithm implemented in
optim function in R package (version 3.4.3). Using this algorithm,
we obtained best-ﬁtting parameter values that minimize the
sum of squares of differences between the model and micros-
copy data in the time window from −50 to +30 min relative to
tNEDB.
To assess the uncertainty in ﬁtting parameter values, boot-
strapping was performed. From a given microscopy dataset, the
data points were randomly sampled (the same number as in the
original dataset) with replacement within the above time win-
dow (−50 to +30 min); this generated a dataset where some
points were missing and some duplicated with respect to the
original microscopy dataset. Our model was ﬁtted to the boot-
strap dataset and best-ﬁtting parameter values were found. This
procedure was repeated 300 times, giving a distribution of
values for each parameter (Fig. 8, D and E; and Fig. S5 D). The
median of this distribution represents the central value of the
parameter (Fig. 8 E).
In box plots (Fig. 8 E), the box indicates the value from the
ﬁrst to third quartile (interquartile range [IQR]) and a thick line
in the box shows a median. The upper whisker and lower
whisker show the maximum and minimum values, respectively,
which do not exceed 1.5 IQR beyond the box. Outliers, which
exceed the range between whiskers, are shown as individual
data points.
Parameters τ1 and τ2 can be understood as typical time scales
at which state transitions are licensed. For example, for un-
treated cells we ﬁnd τ1 = 18.0 min. The corresponding half-life
time (τ1 ln2 = 12.5 min) tells us that half of the cells are licensed
for transition to the “resolved” state (licensing 1) 12.5 min before
NEBD. Similarly, for untreated cells we ﬁnd τ2 = 9.3 min. The
corresponding half-life time (τ2 ln2 = 6.5 min) shows that half of
the cells are licensed for transition to the “compacted” state
(licensing 2) 6.5 min after licensing 1. For simplicity of inter-
pretation, we converted τ1 and τ2 values to half-life values in our
ﬁgures and report them as ST and TD, respectively. Similarly,
the rates r1 and r2 can be interpreted in terms of half-lives
1
r
ln2

of decay into a transformed state or as constant probabilities of
transition in a single time step, Pr(r;Δt)  1 − e−r/Δt. For example,
r1 = 0.065 min−1 for untreated cells. This corresponds to a decay
half-life of 10.7 min or the probability of transition in a single 1-
min time step of 0.063.
It should be noted that ST and TD represent typical time
(median time) of licensing for transition to the pink “resolved”
state (licensing 1) and to the red “compacted” state (licensing 2),
respectively, but they do not directly deﬁne transition times.
Times of transition to the pink “resolved” state and to the red
“compacted” state are directly deﬁned by the rates r1 and r2,
respectively, in cells licensed for each transition (Fig. 8 B). Also
note that the transition to the pink “resolved” state can happen
after licensing 2 for a fraction of cells; in these cells, transition to
the red “compacted” state can only occur after the transition to
the pink “resolved” state.
The model was implemented in R. The software with docu-
mentation (R markdown document) is available from GitHub at
https://github.com/bartongroup/MG_ChromCom.
Online supplemental material
Fig. S1 shows observation of ﬂuorescent dots in 3D (A), evalua-
tion of the timing of NEBD (B), and measurement of distances
between ﬂuorescent dots (C–F). Fig. S2 shows use of the ﬂuo-
rescence reporter system in DT40 cells (A–D), evaluation of
timing of the S phase/G2 phase transition and the G2 phase/
prophase transition (E–H), the procedure of siRNA treatment
and release from a double thymidine block (I), and supplemental
results of control, RAD21, and WAPL siRNA treatment (J–L). Fig.
S3 shows comparison of two cell lines carrying lacO at different
chromosome sites (A and B) and supplemental results of deletion
of CTCF-binding sites (C–H). Fig. S4 shows the procedure of
ICRF-193 treatment (A), supplemental results of ICRF-193
treatment (B–D), the procedure of cell synchronization using
RO-3306 treatment and subsequent washout (E), and results of
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ICRF-193 treatment after this procedure (F and G). Fig. S5 shows
supplemental microscopy results of control, NCAPD2, NCAPD3,
and SMC2 siRNA treatments (A and B); analyses of these mi-
croscopy results usingmathematical modeling (C and D); and the
pseudocode used in the mathematical modeling (E).
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