In a separate section, it also contains the papers that were selected by the student program committee for presentation at the student poster session.
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Discourse Processing of Dialogues with Multiple Threads
Carolyn Penstein Ros~, Barbara Di Eugenio, Lori S. Levin, and Carol Van Ess-Dykema 
Robust Parsing Based on Discourse Information Tetsuya Nasukawa

Corpus Statistics Meet the Noun Compound: Some Empirical Results
Mark Lauer
DATR Theories and DATR Models Bill Keller
User-Defined Nonmonotonicily in Unification-Based Formalisms Lena StrSmb~ck . 
Features and Agreement Samuel Bayer and Mark Johnson
Encoding Lexicalized Tree Adjoining Grammars with a Nonmonolonic Inheritance Hierarchy
TUTORIALS
Lexical Semantics
Beth Levin, Northwestern University
There has been a growing interest in lexical semantics over the last ten years. This interest can be traced to the increased importance of the lexicon in many linguistic frameworks; this in turn has led to the serious investigation of the relationship between syntax and word meaning. During the same period the acquisition and representation of lexical information have become central loci of work in computational linguistics. This tutorial will introduce computational linguists to lexical semantics and review recent developments in this area. I will begin by setting out the notion of semantically-coherent verb class, which has proved valuable to the lexical classification of verbs, and by discussing its implications for the representation of lexical knowledge and the lexical semantics-syntax mapping.
Organizing principles of the verb lexicon will be covered, as will certain complications presented by polysemy. Finally, I will sketch some similarities and divergences in lexical organization between languages.
Finite-State Tools for Language Processing
Emmanuel Roche, Mitsubishi Electric Research Laboratories
Finite-state tools have been part of Natural Language Processing (NLP) since the beginning. However, whereas many techniques are now considered standard, very few of the most recent mathematical results are known to non-mathematicians or have been incorporated into concrete applications. Moreover, mathematical presentations are often concerned with proofs and not necessarily constructive algorithms; and so it is only recently that many practical algorithmic issues have started to be addressed. As will be seen in this tutorial, contributions of finite-state processing to NLP range from strong efficiency improvements of old techniques to radically new solutions. The tutorial will be self-contained and should be accessible to those with basic computer science and linguistic knowledge. It will first briefly give a list of pointers to the classical results and it will then present recent results, such as decomposition of finite-state transducers and subminimal compression. Each technique will be systematically illustrated through applications to morphology, phonology, and local and global syntax.
Ngrams
Kenneth Ward Church, AT~T Bell Laboratories
Text is more available than ever before: dictionaries, corpora, email, faxes. Many laboratories have tens of millions of words, and some even have billions. What can we do with it all? It is better to do something than nothing at all. We will show some very simple Unix(TM) programs for counting words and ngrams, and generating concordances. Word and ngram counts have been used in a wide variety of applications: part of speech tagging, speech recognition, spelling correction, text compression, word-sense disambiguation, information retrieval, and author identification. In the past, we have tended to focus our attention on bigrams and trigrams. Suffix arrays make it practical to search for 5-grams, 50-grams and even 5000-grams. Long ngrams are far more common than you might have thought. In Genesis, for example, there are hundreds of repeated sequences of 50 characters or more such as: "Be fruitful, and multiply, and replenish the earth." We have to be careful when using long ngrams in prediction tasks; poor estimates of context can be worse than none. How do we estimate the probability of ngrams we haven't seen? How do we combine ngrams of different lengths? Probabilities depend on a variety of hidden variables: topic, author, genre, etc. How do we compensate for the fact that text is more than just a bag of words?
Extracting Information from the MUC
Lynette Hirschman and Marc Vilain, The Mitre Corporation
This tutorial will review the rapid progress in information extraction systems (Mso called message understanding systems) over the past decade. These systems have grown from fragile toy systems to robust systems achieving recall and precision of around 60% on complex extraction tasks. This progress has been closely linked to the introduction of formM evaluation methods used in the Message Understanding Conferences (MUCs). In the first half of the tutoriM, we will trace the evolution from the early MUC conferences to the present, tracking the interplay of evaluation and technological progress, focusing on advances such as robust parsing, special purpose processors (e.g., phrase and name identification), and faster, simpler systems. In the second half of this tutorial, we will focus on portability, highlighting the importance of shared resources (annotated corpora, lexicons, etc.) and corpus-based techniques, including machine learning and statistical approaches. We will consider ways to bootstrap into new domains, to combine rules derived from experts with corpus-based rules, and to reduce the demands of development of training corpora. We will illustrate this in part with recent results at MITRE in transformation-based learning.
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A Quantitative Evaluation of Linguistic Tests for the Automatic Prediction of Semantic Markedness
Vasileios provide a forum for student members to present work in progress, rather than completed work, and to receive feedback from other members of the computational linguistics community, particularly senior researchers. The response to the ACL Student Sessions held during the previous years was very positive. The student authors consistently report that they find the Student Sessions valuable, and answers to questionnaires filled out by ACL members (most recently in 1994) indicate that the audiences find the sessions interesting and of high quality.
This year, a new format has been adopted on a trial basis. Instead of brief ten-minute presentations in parallel sessions, student authors will have the opportunity to present their work in a special poster session, with a higher potential for one-on-one discussions of the details and future directions of their research. Comments on the success of this experiment are actively sought from both the student authors and the ACL membership at large, to determine the optimal format that the sessions should have in the future.
Forty-eight papers were submitted to the ACL Student Session in 1995, thus equalling the previous highest number of submissions, from 1992. Out of these, we were able to accept nineteen papers, an all-time high. The increased number of accepted papers is partly due to the higher flexibility offered by the poster format. Nevertheless, we still had to leave out a number of interesting papers. We thank all the authors for their submissions, and hope that the reviews encourage them in their research, provide constructive criticism, and introduce them to the process of disseminating their work more broadly.
We are grateful to the reviewers for providing helpful, detailed reviews of the submissions under a very tight time schedule. We thank the student members of the ACL 1995 Student Session Program Committee,
