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CLARA: Who’s that?
THE DOCTOR: Never mind, let’s get back.
CLARA: But who is he?
THE DOCTOR: He’s me. There’s only me here, that’s the point. Now let’s get
back.
CLARA: But I never saw that one. I saw all of you. Eleven faces all of them
you. You’re the Eleventh Doctor.
THE DOCTOR: I said he was me, I never said he was the Doctor.
CLARA: I don’t understand.
THE DOCTOR: My name, my real name. That is not the point. The name I
chose is the Doctor. The name you choose it’s like, it’s like a promise you
make. He’s the one who broke the promise!
— Doctor Who, ’The name of The Doctor’
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Resumen
En este trabajo realizamos estudios experimentales sobre la la propagación
de luz por atmósfera turbulenta empleando como herramienta principal de
análisis el estudio de la fractalidad y multifractalidad de las series temporales
registradas.
En la primera parte desarrollamos principalmente herramientas para esti-
mar la fractalidad y el grado de multifractalidad de series temporales (Capítulo
2). En concreto, hacemos una implementación propia del algoritmo de multi-
fractal detrended fluctuation analysis (MF-DFA), del cual el detrended fluctuation
analysis (DFA, usualmente empleado para estimar el exponente de Hurst H)
resulta ser un caso particular. Un estudio crítico de este método permitió suge-
rir un criterio propio para determinar el rango óptimo de ajuste en esta técnica.
Asimismo, mediante un detallado análisis numérico, se lograron identificar los
efectos que los ruidos coloreados tienen sobre el espectro multifractal. Vale la
pena remarcar que todo registro experimental es, en mayor o en menor medi-
da, inevitablemente contaminado por este tipo de ruidos.
En la segunda parte nos abocamos de lleno a la Óptica Atmosférica. Pri-
mero hacemos una rápida introducción al tema que desemboca en un método
para la simulación de propagación de luz en atmósferas turbulentas (Capítulo
3). Luego aplicamos las técnicas desarrolladas en la primera parte a cuatro ca-
sos experimentales concretos, siendo cada uno de ellos fruto de la investigación
desarrollada durante el Doctorado.
En el primer caso (Capítulo 4) estudiamos la presencia de correlaciones de
largo alcance en las fluctuaciones de ángulo de arribo para luz proveniente de
fuentes estelares y confirmamos un comportamiento no-Kolmogorov funda-
mentado por la estimación del exponente de Hurst.
Las demás experiencias tratan sobre propagación de luz a través de una
turbulencia atmosférica controlada en laboratorio empleando un generador de
turbulencias isotrópicas (turbulador). En este aparato es bien conocida y confi-
gurable la constante de estructura para el índice de refracción (C2n), la cual es
una medida de la intensidad de la turbulencia que sirve entonces como pará-
metro para los experimentos.
En el segundo caso (Capítulo 5) se estudia el exponente de Hurst del bailo-
teo (wandering) de un haz láser en diversas condiciones de turbulencia contro-
lada. En esta experiencia también confirmamos desviaciones respecto del valor
de H esperado para el modelo de Kolmogorov.
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En el tercer caso (Capítulo 6) se aborda la formación de secuencias de imá-
genes (video) a través de turbulencia atmosférica de diversas intensidades apro-
vechando situaciones en las que el objetivo presenta regiones de alto contraste.
Hacemos una nueva definición del índice de centelleo para un estudio píxel por
píxel y, después de seleccionar sólo las regiones de mayor contraste, encontra-
mos que la cantidad de píxeles con centelleo por arriba del ruido presenta una
muy buena correlación con C2n, haciendo de éste un método útil para estimar
la constante de estructura con un arreglo experimental muy sencillo. A esto se
le suma un estudio de correlaciones temporales estimando el H de cada píxel
de la secuencia en todas las condiciones de turbulencia.
Finalmente, estudiamos el efecto de la turbulencia atmosférica cuando por
ésta se propaga un haz láser gaseoso en condiciones de caos (Capítulo 7). Es-
tudiamos en este caso el exponente de Hurst y el rango multifractal versus la
intensidad de la turbulencia.
Dejamos para los apéndices los siguientes aspectos: los detalles de las ru-
tinas implementadas para el análisis de multifractalidad (Apéndices A y B),
un breve repaso de técnicas básicas para caracterizar la caoticidad de una serie
temporal (Apéndice C) con las rutinas desarrolladas a tal efecto (Apéndice D),
y finalmente la caracterización del turbulador (Apéndice E).
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Otras (más) palabras del
Autor
[Música de violines, sale EL AUTOR de atrás del telón]
EL AUTOR: Damas y caballeros, lamentablemente no existe un consenso
respecto a los verdadera metodología contemporánea de la Óptica Atmosféri-
ca aplicada en concreto a la propagación de luz por la atmósfera turbulenta.
En lecturas apresuradas, Andrews y Phillips [1, 2] parecen sostener que se tra-
ta del empleo de la serie hipergeométrica para ajustar datos experimentales
que otros anónimos de su equipo les pasan. Schmidt [3], por otro lado, indi-
ca que es la búsqueda del mejor filtro de fase que ajuste espacialmente con lo
que sus amigos astrónomos observan por un telescopio. Sasiela [4] nos sugie-
re que se trata de no mucho más que hacer ingeniosas transformaciones en el
plano complejo. En esta aventura filológica usted rara vez encontrará en esta
temática gente que se mueva con soltura en el laboratorio y el campo (aún con
recursos materialmente acotadísimos), que pueda analizar e interpretar los da-
tos registrados, y que pueda convertir eso en una publicación. Gustavo Funes
y Damián Gulich tal vez seamos dos excepciones.
Mario Bunge sostendrá que, en todo caso, la experimentación es algo con
sus patas en la técnica, que excepcionalmente puede extenderse hasta la obra
arte (recordemos a Faraday y Michelson, como casos particularmente destaca-
dos). Sin embargo, su monumental plan filosófico aún no ha llegado a estu-
diar la estética de las ciencias. Para más detalle: a lo largo de los cinco años
de trabajo en esta tesis he tenido la oportunidad de visitar y contactarme con
diversos grupos de trabajo afines en el mundo y he encontrado una suerte de
ley de conservación de los problemas experimentales: quienes son verdaderamen-
te competentes en un laboratorio se ven forzados a trabajar con poco material
(de descarte, principalmente), mientras que hay laboratorios desbordantes del
más moderno equipamiento en manos de incompetentes que no saben ni mon-
tar una lente. Los primeros no publican ni tanto ni tan bien como desearían,
mientras que los segundos (a pesar de su impericia operativa) publican en gran
volumen y primera línea, para mayor tormento de los primeros. Tengo el agra-
do de reportar que el Dr. Funes en la Universidad de Los Andes (Chile) es el
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primer caso de violación a esta ley que acabo de enunciar: es una persona to-
talmente competente a cargo de un laboratorio muy bien equipado, y por ello
le auguro un gran futuro.
En terminar este texto noto que lo expuesto por Andrew Loomis [5], que leí
en mi juventud para prepararme en el igualmente difícil mundo del dibujo1,
bien vale para la Física:
Si queréis dibujar, si queréis arriesgar todo en una apuesta que val-
ga la pena, tenéis una excelente oportunidad de triunfar. Si chapu-
ceáis, ciertamente perderéis la apuesta, pues los demás jugadores
están decididos a sacar el mayor provecho de sus cartas. He en-
contrado estudiantes que me han dicho que les gustaría estudiar
dibujo como una «ayuda extra». En esto no hay «ayudas extra». Es-
táis enteramente en el juego, o fuera de él. «Bueno, entonces, ¿cómo
puedo saber si voy a ser lo suficientemente bueno para consagrar-
me en ello?» Posiblemente nadie puede estar seguro de que va a
ser suficientemente bueno en cualquier cosa a que se consagre. Fe
en nosotros mismos y laboriosidad es lo único que tenemos para
empezar.
Quiero agradecer al Dr. Luciano Zunino y al Dr. Darío Pérez el esfuerzo y
la dedicación puestos de manifiesto en la dirección de esta Tesis.
Un agradecimiento destacadísimo merecen Flavia Gómez Albarracín y Ma-
rio Garavaglia por su apoyo y sus lecturas críticas de este manuscrito. Ellos
han sabido mitigar mis inocultables falencias como escritor.
Ahora, una vez más: Allons-y!
Damián Gulich
La Plata, febrero de 2016
[EL AUTOR sale del escenario, se abre el telón.]
1El Autor es, por su Bachillerato, Maestro de Plástica, pero esa es una historia para otro libro.
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Capítulo 1
Introducción
1.1. Antecedentes
A medida que la luz se propaga a través de la atmósfera turbulenta terres-
tre, experimenta fluctuaciones aleatorias en el índice de refracción del aire [1].
Estas variaciones espaciales y temporales degradan el frente de onda que llega
a cualquier sistema óptico: telescopios astronómicos, sistemas de proyección
láser, identificación y seguimiento de objetivos, imágenes activas, y vínculos
de comunicación óptica por espacio libre; las mismas están limitadas por la
presencia de turbulencia. A través de los años muchas técnicas han sido apli-
cadas para reducir sus efectos, por nombrar algunas de las más populares, se
pueden mencionar la óptica adaptativa, interferometría, y el postprocesamien-
to de imágenes. Durante mucho tiempo, estas correcciones se han modelado
en base a una teoría debida a Obukhov para el índice de refracción turbulento
originada en la muy bien conocida teoría K41 de turbulencia atmosférica desa-
rrollada por Kolmogorov en la década de 1940 [6] (teoría OK); las extensiones
que dan cuenta del tamaño finito del recinto (escala externa) y los efectos de
disipación (escala interna), fueron posteriormente incluidas en la teoría [1].
Recientemente, los nuevos desarrollos de la teoría de campos escalares pasi-
vos difundidos en un medio turbulento, tales como las fluctuaciones del índice
de refracción, han demostrado que la teoría OK constituye sólo una primera
aproximación de un comportamiento más general. Se entiende que un cam-
po escalar es pasivo cuando éste no afecta la dinámica de la turbulencia. Por
lo tanto, este modelo resulta a veces incompleto para describir en detalle una
atmósfera turbulenta. Las desviaciones de este comportamiento se conocen ha-
bitualmente con el nombre de turbulencia no-Kolmogorov.
Se ha hallado evidencia experimental de apartamientos de los modelos ba-
sados en la teoría de Kolmogorov-Obukhov al estudiar la dinámica temporal
de un campo propagado a través de un medio turbulento [7, 8]. También se ha
estudiado esta fenomenología con diversos análisis numéricos [3, 9].
Desde hace más de 15 años la propagación de luz por medios turbulen-
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tos es una línea de investigación consolidada en el Centro de Investigaciones
Ópticas [10, y referencias citadas en el artículo]. Durante este tiempo se han
logrado establecer teórica y experimentalmente resultados importantes como
el carácter browniano fraccionario del índice de refracción en situaciones tur-
bulentas [11]. Asimismo, se han implementado novedosas técnicas de análisis
de datos experimentales: técnicas fractales (exponente de Hurst, DFA), mul-
tifractales (MF-DFA), teoría wavelet, herramientas derivadas de la Teoría de
la Información (permutation entropy and statistical complexity) [12, 13, 14], y
análisis de imágenes por características de textura [15].
1.2. Objetivos
Estudiar y desarrollar modelos del índice de refracción turbulento, utilizan-
do como principal herramienta el análisis estadístico de datos experimentales.
Se analizará la turbulencia en las capas más bajas de la atmósfera terrestre,
donde los modelos de tipo no-Kolmogorov son predominantes. Los efectos de-
rivados de la presencia de las escalas externa e interna de la turbulencia serán
también considerados. Por otro lado, se profundizará en el poco estudiado ca-
rácter de dinámica temporal de cantidades difundidas en un medio turbulento
(índice de refracción).
Las comunicaciones ópticas a través de la atmósfera [16, 17] constituyen un
tema de gran interés reciente debido a la movilidad de los equipos y el gran
ancho de banda disponible. Se justifica entonces la necesidad de un estudio
detallado de los modelos más adecuados para describir los fenómenos involu-
crados. El famoso modelo (gaussiano) de Kolmogorov es ampliamente usado
aunque existen numerosos estudios experimentales que demuestran desvia-
ciones de dicho modelo [18]. Asimismo son escasos los estudios que justifican
estas desviaciones. Se espera que el presente trabajo pueda contribuir al desa-
rrollo de herramientas más eficientes para la comprensión de estos fenómenos.
1.3. Actividades y metodología
Este trabajo se fundamenta en dos pilares para estudiar la propagación de
luz en medios turbulentos: la experimentación y el análisis de datos.
Para la experimentación física, se desarrollarán y se participará en expe-
riencias de propagación de luz en condiciones de turbulencia atmosférica. Con
respecto al análisis y comparación con los modelos estocásticos, se explorarán
técnicas asociadas a la al análisis de datos. Un simple experimento de unos 60
segundos de duración, implica desde no menos de 60.000 datos numéricos y
hasta cerca del millón al ser hecha con alta resolución temporal. Se implemen-
tarán herramientas para el manejo y análisis de estos grandes conjuntos de
datos (que también pueden ser imágenes secuenciales, agregándose a lo ante-
rior su procesamiento). En principio, se emplearán las metodologías discutidas
por Zunino et al. [19, 20, 21] para medir la multifractalidad, el comportamien-
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to autosimilar, y la dependencia a largo plazo de los procesos subyacentes.
Asimismo se investigará la propagación de imágenes con luz incoherente en
estas condiciones y se vincularán los parámetros atmosféricos con las dinámi-
cas encontradas. Esto permitirá aportar información de dinámica temporal a
modelos de simulación como el planteado por Schmidt [3]. Finalmente se in-
vestigará sobre la multifractalidad y su relación con la propagación de láser en
situaciones de caos cuando la luz de un láser gaseoso se propaga a través de
una atmósfera turbulenta.
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Herramientas de análisis
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Capítulo 2
Multifractal Detrended
Fluctuation Analysis
CLARA: Doctor, what are you going to do?
THE DOCTOR: I don’t know. Talk very fast, hope something good happens.
Take the credit. That’s generally how it works.
— Doctor Who, ’The time of the Doctor’
2.1. Introducción
Desde el trabajo pionero en Detrended Fluctuation Analysis (DFA) por Peng et
al. [22] y su generalización multifractal Multifractal Detrended Fluctuation Analy-
sis (MF-DFA) por Kantelhardt et al. [23] estas técnicas han sido ampliamen-
te empleadas en el análisis de series temporales. Ambas han sido empleadas
en campos tan diversos como la econofísica [21, 24], sismología [25], biolo-
gía [22], medicina [26, 27], cosmología [28], materia condensada [29], y música
[30, 31, 32, 33, 34] entre otros.
2.2. DFA y MF-DFA
El MF-DFA puede resumirse brevemente como sigue [23]:
1. Sea x1, x2, . . . , xN una serie de N datos. Dado su promedio 〈x〉 determi-
namos una nueva serie Y (1) , . . . , Y (N) de valores dados por
Y (i) =
i
∑
k=1
(xk − 〈x〉) (2.1)
2. Dividimos la serie de Y (1) , . . . , Y (N) en Ns ventanas no superpuestas de
s puntos donde Ns = bN/sc. Si N no es divisible por s, quedarán algunos
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valores r (r = N − Nss) al final de la serie. Para resolver esto, tomamos
otros Ns segmentos pero comenzando en Y(r + 1). Así obtenemos 2Ns
ventanas de s valores.
3. Sea ν el índice de las 2Ns ventanas (ν = 1, 2, . . . , 2Ns). Para cada una de
las ventanas tomamos el polinomio yν (i) de grado m que mejor ajusta
a los datos de la ventana de índice i. Calculamos luego las Ns varianzas
locales para ν = 1, . . . , Ns:
F2 (ν, s) =
1
s
s
∑
i=1
{Y [(ν− 1) s + i]− yν (i)}2 (2.2)
m es el mismo para cada paso de esta técnica y determina la variante
del análisis; así MF-DFA1 significa m = 1, etc. Si N no es divisible por
s, entonces también debemos calcular las varianzas de las otras ventanas
(ν = (Ns + 1) , . . . , 2Ns) según
F2 (ν, s) =
1
s
s
∑
i=1
{Y [N − (ν− Ns) s + i]− yν (i)}2 (2.3)
4. Calculamos las funciones de fluctuación según
Fq (s) =

{
1
2Ns
2Ns
∑
ν=1
[
F2 (ν, s)
]q/2}1/q
, q 6= 0
exp
{
1
4Ns
2Ns
∑
ν=1
ln
[
F2 (ν, s)
]}
, q = 0
(2.4)
Nótese que q = 2 devuelve los resultados de la técnica tradicional de
DFA.
5. Repetimos los pasos 2-4 para distintos valores de s, usualmente en el in-
tervalo [10, bN/4c] elegidos de manera de obtener un conjunto de valo-
res equidistantes en escala logarítmica (esto es necesario para el siguiente
paso).
6. Finalmente determinamos el comportamiento de escala de las funciones
de fluctuación analizando la representación en escala log-log de todas
las Fq (s) versus s. Si los valores originales de xi tienen correlaciones de
largo alcance, entonces para grandes valores de s :Fq (s) ∼ sh(q) donde
h (q) es el exponente de Hurst generalizado; el mismo puede ser estimado
como la pendiente en el gráfico log-log de Fq (s). Si la serie es estacionaria,
entonces h (2) ≡ H es el exponente de Hurst.
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2.3. El efecto de los ruidos correlacionados en MF-
DFA
Las propiedades multifractales de series temporales registradas de canti-
dades observables asociadas a un sistema han sido extensamente estudiadas
por la abundancia de los multifractales en la naturaleza. Para hacer una com-
pleta y apropiada descripción de la compleja dinámica asociada a un sistema
multifractal se requieren múltiples exponentes de escala en el mismo rango
temporal o espacial. La precisa estimación de estos exponentes de escala es
fundamental para desarrollar modelos de simulación apropiados para la fi-
nalidad de hacer predicciones [35]. El análisis de la multifractalidad de datos
experimentales es una tarea crítica debido principalmente al tamaño finito y la
discretización del registro de datos [36, 37]. Vale la pena destacar que recien-
temente se ha demostrado que una multifractalidad residual puede aparecer
debido a la longitud finita de las señales y/o por las correlaciones de largo al-
cance presentes en una serie temporal. [38]. Es sabido que la metodología de
MF-DFA permite una cuantificación confiable del escaleo multifractal de se-
ries temporales no estacionarias [39]. Otros métodos, como wavelet transform
modulus maxima (WTMM) [40], high-order autocorrelation function [41] y wavelet
leaders [42], se han propuesto con la misma finalidad. Sin embargo, el MF-DFA
es ampliamente aceptado por su fácil implementación y precisión. Aún más,
es recomendado para la mayoría de las situaciones en que el carácter fractal de
los datos es desconocido a priori [43]. La metodología de MF-DFA asimismo ha
sido generalizada para más dimensiones [44]. Recientemente se ha desarrolla-
do el multifractal detrended cross-correlation analysis ([45]) para poder develar los
comportamientos multifractales en las correlaciones de leyes de potencia entre
dos series temporales o cantidades de mayor dimensión registradas simultá-
neamente, generalizando así el detrended cross-correlation analysis previamente
introducido por Podobnik y Stanley [46, 47].
Es evidente que los datos experimentales se ven afectados por el fenómeno
de ruido; el componente aleatorio puede ser inherente al proceso de suminis-
tro de información sobre la dinámica intrínseca (ruido informativo) o puede
ser debido a la limitada precisión del equipo de medición (ruido de medición)
[48]. En consecuencia, el análisis de la influencia que este entorno ruidoso tie-
ne sobre las propiedades multifractales de una serie temporal es esencial. Se
ha estudiado recientemente el rendimiento de MF-DFA en presencia de ruido
aditivo blanco, el efecto de memoria a corto plazo y de periodicidades [49]. Se
encontró que en el caso de cantidad moderada de ruido completamente no co-
rrelacionado los exponentes generalizados de Hurst para momentos negativos
se subestiman considerablemente. Sin embargo, el comportamiento para gran-
des momentos positivos permanece prácticamente sin afectar. El considerar
al ruido de medición como ruido blanco, suponiendo un espectro de potencia
chato y sin correlaciones, es, de alguna manera, arbitrario puesto que el filtrado
preliminar en el equipo de medición por lo general conduce al ruido coloreado
que se caracteriza por un espectro de potencia finito [48]. El objetivo de la pre-
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sente sección es evaluar cómo los ruidos aditivos correlacionados corrompen
la estimación de la multifractalitdad empleando MF-DFA. Para ello, se analiza-
ron los exponentes de Hurst generalizados de multifractales binomiales simu-
lados contaminados con diferentes cantidades de ruidos coloreados. Como se
verá más adelante, nos encontramos con que los momentos positivos también
se ven afectados en el caso con correlaciones. Además, el efecto es más pro-
nunciado cuando la correlación del ruido aumenta. Argumentamos que estos
hallazgos son relevantes para una comprensión más adecuada de la naturaleza
multifractal escondida en series temporales experimentales y naturales.
2.3.1. Datos numéricos
El proceso multiplicativo binomial es un modelo paradigmático para da-
tos multifractales [50, cap. 6]. Se ha demostrado que este proceso se adapta
extraordinariamente bien el espectro multifractal observado del campo de di-
sipación de la turbulencia completamente desarrollada [51]. En el modelo, un
registro de longitud N = 2nmax está construido de forma recursiva en nmax + 1
pasos. En la generación, se construye una serie constante de tiempo, es decir,
xt = 1 para todo t = 1, . . . , N . En el primer paso de la cascada, la primera
mitad de la serie se multiplica por un factor a y la segunda mitad de la serie
se multiplica por un factor de b = 1− a, con el parámetro del modelo a ∈ R
restringido 0,5 < a < 1. Este procedimiento se repite en los siguientes pasos.
Cada serie de la etapa anterior se divide en dos subseries de igual longitud, y
la mitad izquierda se multiplica por a y la mitad derecha por b hasta que las
mitades constan de un solo elemento y no sea posible dividirlas más. A efectos
prácticos de este trabajo consideramos la versión estocástica del proceso multi-
plicativo binomial. El carácter estocástico se incorpora multiplicando al azar en
cada iteración la las mitades derecha e izquierda o por el parámetro de modelo
a [52]. Téngase en cuenta que de esta manera el determinismo poco realista es
eliminado mientras que la jerarquía multiescalar subyacente se conserva. Este
procedimiento no es equivalente a realizar una permutación aleatoria del mo-
delo determinista porque todas las correlaciones temporales se eliminan con
un barajado aleatorio.
Tanto para los modelos estocásticos y determinísticos es posible hallar teó-
ricamente los exponentes generalizados de Hurst. Se ha demostrado [39, 52]
que:
h(q) =
{
1
q (1− log2(aq + (1− a)q)) , q 6= 0
− 12 (log2 a + log2(1− a)) , q = 0
(2.5)
La Figura 2.1 muestra realizaciones completamente deterministas y esto-
cásticas del multifractal binomial multiplicativo para diferentes valores del pa-
rámetro de modelo a junto a los valores teóricos de sus exponentes de Hurst
generalizados. Como se puede ver fácilmente mediante la comparación de los
exponentes de Hurst generalizados (Figura 2.1 g,i)), el rango multifractal o in-
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tensidad de la multifractalitad1
∆h = h(−∞)− h(+∞) (2.6)
aumenta y la dependencia a largo plazo (es decir, h(2)) disminuye para valores
más altos del parámetro del modelo. Para a→ 0,5 la multifractalidad se debe
principalmente a las correlaciones temporales. Con valores mayores del pará-
metro (a→ 1) el valor mínimo de la serie temporal,(1− a)nmax , es muy pequeño
en comparación con el máximo, anmax , y la amplia distribución de probabilidad
también contribuye a la multifractalidad [43]. Vale la pena comentar que este
modelo multifractal tiene un solo parámetro. Por lo tanto, la correlación a largo
plazo y la multifractalidad no pueden ser fijadas independientemente una de
la otra. Para superar este inconveniente, se ha propuesto una versión generali-
zada del proceso multiplicativo binomial [35, 52].
2.3.2. Resultados y discusión
Con el fin de comprender la influencia que los ruidos correlacionados adi-
tivos tienen sobre las propiedades multifractales, se simularon multifractales
binomiales estocásticos con distintos porcentajes de ruido coloreado y se ana-
lizaron mediante MF-DFA. Hemos utilizado el método de filtrado de Fourier
(FFM) para generar los ruidos coloreados. En este algoritmo numérico los co-
eficientes de la transformada de Fourier de números aleatorios no correlacio-
nados con una distribución gaussiana se multiplican por f−β/2. La transfor-
mada inversa de Fourier de estos coeficientes modificados produce una nueva
serie temporal con el espectro de potencia f−β [53, 49]. Se generaron ruidos
correlacionados con valores de β entre 0 (ruido blanco) y 1 (ruido de parpa-
deo) con paso 0,2. Cabe señalar que el exponente de escala β y el exponente
de Hurst H se relacionan a través de la fórmula β = 2H − 1. Por otra parte,
las señales correlacionadas a largo alcance se caracterizan por un decaimiento
de ley de potencias en la función de correlación C(τ) ≡ 〈xtxt+τ〉 = τ−γ con
γ = 1− β = 2− 2H. En consecuencia, el grado de correlación aumenta para
mayores valores de β en el espectro de potencia. Diferentes niveles de ruido
(NL), definidos por la desviación estándar del ruido dividida por la desvia-
ción estándar de la señal original, se añadieron numéricamente a las señales
multifractales originales. Se analizaron cien realizaciones independientes de
longitud N = 215 y se promediaron luego sus exponentes de Hurst generaliza-
dos h(q) para q en el rango entre -20 y 20 con paso igual a 0, 5. En esta sección
se empleó MF-DFA lineal (m = 1) para escalas de tiempo s ∈ [10, N/4] y los
comportamientos de escala se estimaron en el rango de ajuste s ∈ [100, 5000].
En las Figs. 2.2–2.10 se estimaron con MF-DFA los exponentes de Hurst ge-
neralizados de multifractales binomiales estocásticos simulados y contamina-
dos con diferentes niveles de ruidos coloreados. En cada figura, el parámetro a
y el nivel de ruido están fijos, mientras que el grado de persistencia asociado al
1También llamada multifractalidad, a secas. A efectos prácticos el rango multifractal se estima
con ∆hq = h(−q)− h(+q) para grandes valores del orden q.
27
Figura 2.1: Simulaciones numéricas para el modelo multiplicativo binomial con lon-
gitud N = 215 para diferentes valores del parámetro de modelo a. Los casos (a-c) son
completamente deterministas y los casos (d-f) son estocásticos. Los exponentes de Hurst
generalizados están calculados analíticamente según la Ecuación (2.5) y se muestran
en (g-i). La dependencia de largo alcance del grado de multifractalidad para diferentes
parámetros del modelo son: h(2)a=0,60 ≈ 0,972, h(2)a=0,75 ≈ 0,839, h(2)a=0,90 ≈ 0,643,
∆ha=0,60 ≈ 0,585, ∆ha=0,75 ≈ 1,585 y ∆ha=0,90 ≈ 3,170.
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Figura 2.2: Exponentes generalizados de Hurst de multifractales binomiales estocás-
ticos con el parámetro del modelo a = 0, 6 contaminados con ruidos correlacionados
de largo alcance con espectro de potencia f−β. El nivel de ruido se fijó igual a 0, 1. Se
muestran la media y desviación estándar estimada de cien realizaciones independientes
(curvas azules). Los resultados obtenidos para las simulaciones libres de ruido se inclu-
yen a efectos comparativos (curvas negras). La curva teórica (Ecuación (2.5)) también
se representa (rojo). Las líneas negras verticales se utilizan para identificar el caso q = 2.
ruido aumenta de arriba hacia abajo (β = 0,0, 0,2, . . . , 1,0). En las Figs. 2.2-2.4,
2.5-2.7 y 2.8-2.10 se muestran los parámetros a = 0,60, 0,75 and 0,90, respecti-
vamente. Se consideraron tres niveles de ruido diferentes: NL = 0,1 (Figs. 2.2,
2.5 y 2.8), NL = 0,5 (Figs. 2.3, 2.6 y 2.9) y NL = 1,0 (Figs. 2.4, 2.7 y 2.10).
Se observa claramente que los exponentes de Hurst generalizados para
q < 2 se subestiman significativamente, incluso en presencia de pequeñas
adiciones de ruido (correlacionado o no correlacionado). El efecto es más no-
table para valores mayores del parámetro del modelo (a = 0,75 y a = 0,90), es
decir, para grandes multifractalidades y menor dependencia de largo alcance.
La mayor robustez ante ruido aditivo observado para a = 0, 60 se puede atri-
buir al hecho de que la jerarquía multifractal para este parámetro de modelo
se origina a partir de correlaciones temporales. El multiescaleo para a = 0, 75
y a = 0, 90 también se relaciona con las anchas distribuciones de probabilidad
de los datos, y esta fuente de multifractalidad parece ser mucho más sensible
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Figura 2.3: Idem Figura 2.2 pero con NL = 0,5.
Figura 2.4: Idem Figura 2.2, NL = 1,0.
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Figura 2.5: Idem Figura 2.2, a = 0,75 y NL = 0,1.
Figura 2.6: Idem Figura 2.2, a = 0,75 y NL = 0,5.
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Figura 2.7: Idem Figura 2.3, a = 0,75 y NL = 1,0.
Figure 2.8: Idem Figura 2.2 , a = 0,90 y NL = 0,1.
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Figure 2.9: Idem Figura 2.3, a = 0,90 y NL = 0,5.
Figura 2.10: Idem Figura 2.2, a = 0,90 y NL = 1,0.
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al ruido aditivo2. Para una mejor visualización de estos resultados, en la Fi-
gura 2.11 se muestra el cambio relativo δq=−20 = [h(−20)− hc(−20)] /h(−20)
entre los bordes de los exponentes de Hurst generalizados estimados para la
señal de multifractal original, h(−20), y su contraparte contaminada, hc(−20),
como una función del exponente de escala β del ruido añadido. Los resulta-
dos obtenidos para los parámetros del modelo y los diferentes niveles de ruido
diferente se incluyen en la mismo gráfico. Se obtiene una relación lineal clara
para a = 0, 90 independientemente de la intensidad del ruido. Este resultado
se justifica teniendo en cuenta que, para a = 0,90 y q < 0, h(q) ≈ hnoise, donde
hnoise es el exponente de Hurst de los ruidos de largo alcance correlaciona-
dos añadidos (ver Figs. 2.8-2.10). Para este parámetro del modelo multifractal,
los escaleos obtenidos para momentos negativos dan información sobre las co-
rrelaciones espurias que corrompen las señales multifractales originales. Para
a = 0, 60 se obtiene una desviación máxima para un exponente de escala inter-
medio β en el caso de ruidos aditivios moderados y fuertes. Una posible razón
detrás de este efecto podría ser una especie de mezcla entre las correlaciones
de largo alcance de la señal y las del ruido coloreado; pero aún se sigue es-
tudiando con el fin de confirmar esta hipótesis. Por último, para a = 0, 75 se
observa un resultado intermedio, con respuestas lineales para ruidos aditivos
entre moderados y fuertes, y una clara desviación máxima clara para β = 0,4
cuando NL = 0,1.
También hemos encontrado que una cantidad moderada de ruido colorea-
do (NL = 0,5 y NL = 1,0) impide una estimación fiable de los exponentes de
escala para momentos positivos. Esto es debido al hecho de que las escaleos re-
lacionados con grandes fluctuaciones se ven afectados por las correlaciones de
largo alcance presentes en los ruidos coloreados. Obviamente, el sesgo es más
pronunciado cuando aumenta el ruido aditivo de la memoria a la largo plazo,
y una desviación máxima desde el comportamiento esperado se encuentra pa-
ra el caso superpersistente (β = 1, 0). Este resultado es fácil de ver en la Figura
2.12, donde el cambio relativo δq=2 = [h(2)− hc(2)] /h(2) se representa como
una función del exponente de escala β del ruido añadido para el parámetro
de modelo a = 0, 90. En consecuencia, los exponentes de Hurst generalizados
para q > 0 son sobreestimados cuando la serie original se corrompe por ruido
aditivo coloreado.
Tratando de arrojar más luz sobre las razones detrás de este efecto espurio,
en la Figura 2.13 se muestran las funciones de fluctuación Fq (s) como funciones
de s para a = 0,90, NL = 1,0 y los diferentes ruidos coloreados considerados
para una realización elegida al azar. Una escala de crossover s∗ se observa cla-
ramente para los órdenes de q positivos cuando la serie de tiempo multifractal
subyacente está afectada por ruidos con grandes correlaciones (β = 0,6, β = 0,8
y β = 1,0). Esta escala particular se identifica con una línea discontinua negra
vertical en la Figura 2.13 d) -f). Los exponentes de Hurst generalizados con
q > 0 están sobreestimados debido a este cambio en la tendencia. El uso de un
2La identificación de las fuentes de la multifractalidad es un tema complejo; S. Droz˙dz˙ et al.
[37] han encontrado que una genuina jerarquía multifractal sólo puede originarse de correlaciones
temporales.
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Figura 2.11: Cambio relativo δq=−20 = [h(−20)− hc(−20)] /h(−20) entre los
bordes de los exponentes de Hurst generalizados estimados para la señal de
multifractal original, h(−20), y su contraparte contaminada, hc(−20), como
función del exponente de escala β del ruido añadido para diferentes paráme-
tros del modelo y niveles de ruido. Se representa la media y desviación están-
dar de cien realizaciones independientes.
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Figura 2.12: Cambio relativo δq=2 = [h(2)− hc(2)] /h(2) entre las estimaciones
del exponente de Hurst para la señal multifractal original h(2) y su contraparte
contaminada hc(2), como función del exponente de escala β del ruido sumado
para el parámetro de modelo a = 0,90. Media y desviación estándar de cien
realizaciones independientes.
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Figura 2.13: Fq (s) versus s para a = 0,90 y NL = 1,0 para una sola realización.
El comportamiento observado aquí es representativo de todo el conjunto. El orden q
(q = −20,−19,5, . . . , 19,5, 20) aumenta de abajo hacia arriba. Se pueden visualizar los
efectos de los diferentes ruidos coloreados con espectro de potencia f−β. Las líneas
verticales sólidas indican el rango de ajuste. Las líneas verticales punteadas marcan la
escala de crossover s∗ observada para q positivos cuando la señal multifractal original
es contaminada con ruidos con correlaciones largas.
rango uniforme de escalas para el ajuste lineal es totalmente cuestionable en es-
tos casos. Para ser más precisos, dos regiones distintas de escalamiento,s < s∗ y
s > s∗, deben ser consideradas. Por otra parte, las pendientes para las regiones
de pequeñas escalas y grandes escalas parecen ser dependientes e indepen-
dientes, respectivamente, del orden q. Esto sugiere que el comportamiento en
escalas de tiempo grandes (s > s∗) podría ser muy útil para dar a conocer la
naturaleza del ruido contaminante. También detallamos esta discusión en [54].
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2.4. Criterio de determinación de rangos óptimos de
estimación por calidad de ajuste lineal
2.4.1. Introducción
Tanto DFA como MF-DFA requieren la identificación de comportamientos
de ley de potencia en un rango de escalas con el fin de estimar los exponentes
de escaleo asociados. Sin embargo, las regiones de ajuste son a veces muy difí-
ciles de determinar sin un modelo teórico para los comportamientos de escala;
incluso con tal modelo la determinación de estas regiones es subjetivo y por
tanto los resultados derivados de diferentes análisis de la misma serie son di-
fíciles de comparar. Según observan Shao et al. [55]: «no hay consenso sobre la
determinación objetiva del rango de escaleo, que desempeña un papel crucial
en la estimación de los exponentes de escala». Esta es también una cuestión
sutil cuando se trata de series que tienen más de un comportamiento de esca-
la. Los comportamientos multi-escala se encuentran a menudo en los sistemas
naturales y artificiales [56].
Es, por lo tanto, necesario desarrollar un criterio independiente del usuario
para estimar las regiones de ajuste óptimas de las funciones de fluctuación. Una
posibilidad es estudiar los exponentes locales por medio del registro gráfico de
la derivada (d
(
log
(
Fq (s)
))
/d (log (s)) versus log (s)), según lo sugerido por
Govindan et al. [57], Bashan et al. [58] y Lopez et al. [59], en busca de regiones
de valor constante. Sin embargo, las series experimentales muy generalmente
tienen discontinuidades en su derivada logarítmica para pequeños q cuando
se trata de MF-DFA, por lo que este método es muy difícil de aplicar en estos
casos. Michalski [60] ha identificado los tamaños de escala mínimo y máximo
óptimos para los procesos persistentes (movimiento browniano fraccionario y
ruido gaussiano fraccionario) a través de una serie de extensas simulaciones
de Monte Carlo. Grech et al. [61] han estudiado la región de escala para DFA
de series artificiales correlacionadas y descorrelacionadas como función de su
longitud teniendo en cuenta su la calidad de ajuste lineal (R2) prefijando los
niveles de confianza. El mismo estudio se ha ampliado recientemente con éxi-
to a otras técnicas de análisis de fluctuación [62]. Siguiendo un enfoque rela-
cionado, nos porponemos utilizar R2 como una manera de localizar regiones
de escalas óptimas para el ajuste. Este criterio basado en la calidad de ajuste
lineal puede extenderse naturalmente a otras técnicas que requieren ajustes li-
neales. De hecho, los métodos de detrending modificados, como el Detrended
Moving Average (DMA) [63], Centering Moving Average (CMA) [64], Modi-
fied Detrended Fluctuation Analysis (MDFA) [65], continuous DFA (CDFA)
[66], Detrended Cross-Correlation Analysis (DCCA) [46], Multifractal Detren-
ded Cross-Correlation Analysis (MF-DCCA) [67], multifractal detrending mo-
ving average (MF-DMA) [68], Multifractal Detrending Moving-Average Cross-
Correlation Analysis (MFXDMA) [69], el método DFA basado en variar el or-
den polinómico [70], y MF-DFA basado en EMD [71] podrían ser beneficiados
con su aplicación. Como se discutirá en detalle a continuación, los fenómenos
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de crossover, es decir, la presencia de escalas que separan dos regímenes con
diferentes exponentes de escala, también puede ser estudiados de manera efi-
ciente mediante la aplicación de esta metodología. La identificación de estas
escalas características es relevante para una comprensión completa de las di-
námicas multi-escala subyacentes [56].
2.4.2. Criterio basado en la calidad de ajuste lineal
Caso DFA
Supongamos que xt es una serie temporal y que tenemos M escalas dadas3
s: s ≡ {s1, s2, . . . , sM} para las cuales ya hemos calculado la función de fluc-
tuación F (s) ≡ {F (sk)} (1 ≤ k ≤ M). En este trabajo elegimos M = 100. El
siguiente algoritmo determina los rangos de escala óptimos para hacer el ajuste
lineal de la función de fluctuación asociada a la serie:
1. Definir una cantidad mínima de datos δ. En la práctica, este parámetro no
debe ser menos de 10 para que el ajuste lineal tenga sentido estadístico;
hemos encontrado que valores de δ entre bM/4c y bM/3c discriminarán
regiones de al menos esa cantidad de puntos, lo cual es una partición
razonable del dominio de puntos.
2. Calcular la serie logarítmica4 Ls = {log (sk)} y LF = {log (F (sk))} (1 ≤
k ≤ M).
3. Definir la matriz rM×M con valores todos cero por defecto.
4. Calcular todos los elementos no nulos de r según
rij = R2
(
si, sj
)
(2.7)
donde R2
(
si, sj
)
es el coeficiente de determinación (R2) del ajuste lineal
de LF versus Ls entre (e incluyendo) log (si) y log
(
sj
)
. También 1 ≤ i ≤
(M− δ+ 1) y (i + δ− 1) ≤ j ≤ M. Por definición, todo rij ≤ 1 y los
valores no nulos están en la diagonal superior de la matriz.
5. Ordenar todos los valores no nulos de rij en orden decreciente, mante-
niendo el registro de sus índices originales.
6. Si hay valores repetidos en r, se requiere un criterio extra de ordenamien-
to: basándose en la cantidad de puntos del intervalo elegir primero el más
grande.
El primer elemento de esta lista dará el intervalo de mejor ajuste lineal (‘Do-
minant’) y el resto lo seguirán en calidad decreciente. Puesto que la pendiente
del ajuste lineal en ese rango estima el exponente de escala h (F ∼ sh), hemos
hallado el mejor rango de estimación para este parámetro.
3Equidistantes en logaritmo.
4log ≡ log10
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Este algoritmo es de fuerza bruta y calcula todos los ajustes posibles de
al menos δ puntos entre s1 y sM; esto no es computacionalmente prohibitivo
puesto que estamos lidiando con relativamente pocos puntos.
Generalización a MF-DFA
En MF-DFA [23] las funciones de fluctuación dependen del exponente q ={
q1, . . . , qQ
}
: Fq (s) (por lo tanto hay Q funciones de fluctuación). El algoritmo
descrito más arriba puede generalizarse como sigue:
1. Definir un mínimo de puntos δ como en el paso 1 del caso DFA . Éste δ
permanecerá constante para los próximos pasos.
2. Repetir los pasos 2-5 de la anterior subsección para cada Fq (s) obtenien-
do la versión generalizada de la Ecuación (2.7):
r(n)ij ≡ R2qn
(
si, sj
)
(2.8)
con 1 ≤ n ≤ Q.
3. Con la Ecuación. (2.8) calcular la matriz 〈r〉:
〈r〉 ≡ 〈r〉ij =
1
Q
Q
∑
n=1
r(n)ij (2.9)
4. Aplicar el criterio de ordenamiento descrito en el paso 5 de la subsección
anterior 〈r〉.
5. Si hay valores repetidos en 〈r〉, el ordenamiento requiere un criterio extra:
ordenar primero los más anchos (en cantidad de puntos en el intervalo).
Nótese que esta generalización producirá los mismos resultados para DFA.
Otra posibilidad es calcular la función de fluctuación para muchos valores{
q1, . . . , qQ
}
y luego aplicar esta técnica solo para un subconjunto
{
q′1, . . . , q
′
Z
} ⊆{
q1, . . . , qQ
}
, (Z ≤ Q).
Diferentes comportamientos en diferentes escalas
En varias situaciones las correlaciones de los datos no siguen la misma ley
de escala para todas las escalas consideradas s, y se observan diferentes regí-
menes con una o más escalas de crossover [72]. Por ejemplo, se ha demostrado
la presencia de correlaciones de largo alcance en las pequeñas escalas (s < sx,
siendo sx la escala de crossover) y un comportamiento prácticamente no co-
rrelacionado a escalas mayores (s > sx) (véase la Figura 11 en la Ref. [73]).
Por otra parte, se ha observado una transición de multifractal a monofractal en
una escala de crossover bien definida en fluctuaciones de velocidad de tránsito
[74]. Sin lugar a dudas, la identificación de estas escalas de crossover puede
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proporcionar información muy útil sobre la dinámica subyacente. De hecho,
las diferencias en el escaleo para ventanas temporales cortas y largas pueden
emplearse como potenciales indicadores para distinguir lo normal de lo pa-
tológico en series temporales de origen fisiológico [26]. Cabe notar aquí que
Ge y Leung [56] han introducido recientemente un enfoque estadístico riguro-
so, llamado scaling-identification regression model, que es capaz de identificar las
escalas de crossover con intervalos de confianza.
Es interesante notar que la determinación de intervalos de calidad no su-
perpuestos implica diferentes comportamientos de escala: F ∼ sh1 , sh2 , . . . para
el caso de DFA y Fq (s) ∼ sh1(q), sh2(q), . . . para el caso de MF-DFA. La meto-
dología propuesta aquí primero dará el mejor rango de ajuste tanto para DFA
como para MF-DFA, mientras que regímenes distintos pueden hallarse encon-
trando los intervalos más cercanos en la lista que (incluyendo los elementos
del borde)
terminen antes del comienzo del intervalo óptimo
comiencen después del final del intervalo óptimo
El proceso puede ser iterado para cubrir todas las escala involucradas, pudien-
do así discriminar regiones con un comportamiento de ley de potencias bien
definido. El primer intervalo a la derecha (izquierda, respectivamente) se lla-
mará ‘Next’ (‘Previous’). Otras regiones pueden existir a la derecha (izquierda)
de las regiones ‘Next’ (‘Previous’) siempre y cuando satisfagan la condición
sobre δ (bM/4c ≤ δ ≤ bM/3c).
2.4.3. Ejemplos ilustrativos
DFA de funciones de fluctuación artificiales simples
Generamos 99 puntos equidistantes uk en el intervalo [1, 4] y agregamos el
valor 3 para tener 100 puntos en total. Luego calculamos
vk =
{
0,95 · uk uk ≤ 3
1,35+ 0,5 · uk uk > 3.
También generamos una serie de 100 números aleatorios uniformes ek en el
intervalo [−0,035, 0,035] para ser usados como ruido aditivo, generando así la
serie v˜k = vk + ek (1 ≤ k ≤ 100). Luego obtenemos funciones de fluctuación
artificiales F (s) cuyas series respectivamente son yk e y˜k con escalas s según:
sk = 10uk
yk = 10vk
y˜k = 10v˜k
(1 ≤ k ≤ 100). Un gráfico log-log de (sk, yk) muestra una línea recta de pen-
diente 0,95 para escalas≤ 103 y otra de pendiente 0,5 para escalas mayores que
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Parámetro Teórico (sin ruido) Sin ruido (algoritmo) Con ruido (algoritmo)
Región ‘Dominant’
[
10, 103
] [
10, 103
]
[10, 1124,658]
R2 (‘Dominant’) - 1 0,999
h (‘Dominant’) 0,95 0,950 . . .± 4,24 · 10−17 0,947± 0,004
Cant. puntos (‘Dominant’) 67 67 69
Región ‘Next’
[
103, 104
] [
103, 104
]
[1124,658, 9319,396]
R2 (‘Next’) - 1 0,980
h (‘Next’) 0,5 0,50 . . .± 2,20 · 10−16 0,511± 0,014
Cant. puntos(‘Next’) 34 34 31
Tabla 2.1: Sumario de los resultados de la Figura 2.14
103 respectivamente (Figura 2.14, a), mientras que ambos regímenes no son tan
claros para (sk, y˜k) (Figura 2.15, a). Las figuras 2.14 y 2.15 muestran los resul-
tados del algoritmo aplicado a ambas series (δ = 25). Los resultados obtenidos
se comparan en la Tabla 2.1.
Es interesante notar que en ambos casos las regiones determinadas perma-
necen sin cambios para valores de δ mayores que 25 y menores que el ancho
de la región ‘Next’ en cantidad de puntos. Cuando el ancho de la región ‘Next’
(34 puntos sin ruido y 31 con ruido) se hace más pequeño que δ el criterio rees-
tima la región. En ests casos, las regiones ‘Dominant’ siguen sin cambios hasta
δ = 67 (without noise) and δ = 69 (con ruido). Ambas regiones ‘Dominant’ y
‘Next’ permanecen aproximadamente sin cambios en el rango de δ entre bN/4c
y bN/3c.
Análisis sistemático de ruidos gaussianos fraccionarios
Hemos realizado un análisis sistemático de ruidos gaussianos fracciona-
rios (fGns) con el criterio introducido en esta sección. Es bien conocido que
las correlaciones de largo alcance asociadas a estos procesos estocásticos esta-
cionarios gaussianos monofractales están completamente caracterizadas por el
exponente de Hurst H. Para este fin hemos generado 100 realizaciones numéri-
cas independientes de fGns con H ∈ {0,3, 0,5, 0,7} de longitud N = 104 puntos
mediante el uso de la función wfbm de MATLAB5. Los resultados obtenidos de
este estudio automatizado mediante la aplicación de DFA con un orden de po-
linomio de detrending m = 1, M = 100 y δ = 25 se muestran en la Figura 2.16.
La calidad de ajuste (R2) aumenta con H mientras que disminuye su dispersión
(Figura 2.16 b).
5Esta función simula el movimiento browniano fraccionario (fBms) siguiendo el algoritmo pro-
puesto por Abry y Sellan [75]. Los fGns se obtuvieron a través de diferencias sucesivas de los fBms
generados.
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Figure 2.14: Funciones de fluctuación simuladas estudiadas con el algoritmo (DFA),
δ = b100/4c = 25.
a) Función de fluctuación simulada sin ruido.
b) Contour plot de la matriz 〈r〉. La región ‘Dominant’ determinada es [10, 103], R2 = 1
(67 puntos de ancho); la región ‘Next’ es
[
103, 104
]
, R2 = 1 (34 puntos de ancho).
c) El h estimado ajustando 67 puntos consecutivos desde si; las barras de error aumentan
a medida que el intervalo de ajuste tiene más puntos de la región ‘Next’.
d) R2 de los ajustes de c); la calidad del ajuste disminuye. El mejor ajuste es en la región
‘Dominant’ y allí se estima h = 0,950 . . .± 4,238 · 10−17 (el valor esperado es h = 0,95);
y para la región ‘Next’ h = 0,50 . . .± 2,20 · 10−16 (el valor esperado es h = 0,5).
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Figure 2.15: Funciones de fluctuación simuladas estudiadas con el algoritmo (DFA),
δ = b100/4c = 25.
a) Función de fluctuación simulada con ruido aditivo.
b) Contour plot de la matriz 〈r〉. La región ‘Dominant’ determinada es [10, 1124,658],
R2 = 0,999 (69 puntos de ancho); la región ‘Next’ es [1124,658, 9319,396], R2 = 0,980 (31
puntos de ancho).
c) El h estimado ajustando 69 puntos consecutivos desde si; las barras de error aumentan
a medida que el intervalo de ajuste tiene más puntos de la región ‘Next’.
d) R2 de los ajustes de c); la calidad del ajuste disminuye. El mejor ajuste es en la región
‘Dominant’ y allí se estima h = 0,947± 0,004 (el valor esperado es h = 0,95); y para la
región ‘Next, h = 0,511± 0,014 (el valor esperado es h = 0,5).
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Figura 2.16: Estudio automático de fGns. a) Boxplot de los valores estimados
de H calculados en las regiones ‘Dominant’ versus el H esperado. b) Boxplot
de R2 para los valores esperados de H: la calidad del ajuste aumenta con H.
Identificación de escalas temporales de crossover
Ahora debemos estudiar la performance del criterio propuesto para la esti-
mación de crossovers. Con este objetivo en mente generamos series artificiales
con dos escalas de crossover s1 y s2 bien localizadas. Estas series de prueba pue-
den ser fácilmente simuladas siguiendo la receta descrita por de Schumann y
Kantelhardt en Ref. [52]. Se hace una segmentación de la serie de tiempo ori-
ginal en bloques no superpuestos de longitud su y una permutación aleatoria
posterior de estos bloques permite destruir las correlaciones de largo alcance
en las escalas por encima de la escala su [58]. De esta manera, la serie generada
es monofractal y no correlacionada (h(q) = 1/2) para s > su. Análogamente,
las correlaciones en escalas pequeñas s < sv pueden ser eliminadas después de
permutar al azar los datos dentro de los bloques de tamaño sv, mientras que
el orden de los bloques se mantiene sin cambios. En consecuencia, h(q) = 1/2
para s < sv.
Generamos 20 realizaciones numéricas independientes de fGns con H = 0,6
y N = 105 usando el mismo algoritmo descrito en la subsección 2.4.3. Por un
lado, la correlación subyacente es eliminada para la escalas más pequeñas (s <
s1 = 102) haciendo una permutación de los datos originales dentro de bloques
es ese tamaño. Por otro lado, se simula un comportamiento descorrelacionado
para las escalas más grandes (s > s2 = 103) permutando bloques enteros de
este tamaño. Así, las correlaciones originales sólo están preservadas para una
escala intermedia, es decir, s1 < s < s2.
Las escalas de crossover se estimaron a partir de las intersecciones de los
ajustes lineales en las distintas regiones. Véase la Figura 2.17 donde se mues-
tran los resultados obtenidos para los crossovers estimados mediante la aplica-
ción de DFA con un orden de polinomio de detrending m = 1 y δ = 25. Se iden-
tifican los tres regímenes de escala diferentes. El primer crossover (‘Dominant’-
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Figura 2.17: Resultados del criterio aplicado a 20 series con escalas de crossover
teóricas en s1 = 102 y s2 = 103. Todos los puntos de crossover observados son
del tipo ‘Dominant-Next1’ y ‘Next1-Next2’.
’Next1’) tiene una dispersión más baja que el segundo (’Next1’ - ’Next2’); esto
puede explicarse considerando que hay un menor número de ventanas para
escalas mayores (esto tiene un efecto similar al ruido en las funciones de fluc-
tuación para grandes s).
Serie binomial multifractal
De acuerdo a lo explicado en la Ref. [23] generamos una serie de of 216
valores según
xk = an(k−1) (1− a)nmax−n(k−1)
donde 1 ≤ k ≤ 216 y n (k) es el número de dígitos iguales a 1 en la representa-
ción binaria de k. Esta serie tiene un espectro multifractal teórico dado por
h (q) =
1
q
− ln
[
aq + (1− a)q]
q ln (2)
.
La Figura 2.18 muestra los resultados del algoritmo aplicado a la serie con
a = 0,75 (empleando MF-DFA3). La región ‘Dominant’
[
10, 214
]
tiene un mejor
acuerdo con los valores teóricos que otras regiones (Figura 2.18 d1). También
confirmamos un buen acuerdo con los valores teóricos para a = 0,6 y a = 0,9.
46
101 102 103 104
10−9
10−7
10−5
10−3
10−1
s
F
q
(s
)
a) MF-DFA3 fluctuation functions binomial cascade (a = 0.75)
Dom. [10, 16384], 〈r〉=0.9964, (100 p.)
sf
s i
b) 〈r〉 array , non-zero values
 
 
5000 10000 15000
500
1000
1500
2000
2500
3000
0.97
0.98
0.99
−20 −15 −10 −5 0 5 10 15 20
0.5
1
1.5
2
q
h
(q
)
c) MF-DFA3 multifractal spectrum
 
 
Theoretical
Dominant fit: [10,16384] 〈r〉=0.996, (100 p.)
[50, 500] R2=0.976, (31 p.)
[10,99] 〈r〉=0.968, (31 p.)
−20 −15 −10 −5 0 5 10 15 20
−0.1
−0.05
0
0.05
q
h
(q
)
−
h
th
eo
r
(q
)
d1) MF-DFA3 - (estimated spectrum - theoretical)
 
 
Dominant fit: [10,16384] 〈r〉=0.996, (100 p.)
[50, 500] R2=0.976, (31 p.)
[10,99] 〈r〉=0.968, (31 p.)
−20 −15 −10 −5 0 5 10 15 200
0.02
0.04
0.06
q
h
(q
)
er
ro
r
d2) MF-DFA3 - error magnitude
 
 
Dominant
[50,500]
[10,99]
103 104
0.965
0.97
0.975
0.98
0.985
0.99
0.9964
1
Dominant: [10, 16384], 〈r〉=0.9964, (100 p.)
sf
〈r
〉
e) MF-DFA3 - 〈r〉, si=10
Figura 2.18: MF-DFA3 para el binomial multifractal (a = 0,75).
a) Funciones de fluctuación, q = −20,−19,5, . . . , 20.
b) Contour plot de la matriz 〈r〉 de la serie (valores no nulos, δ = 25).
c) Espectro multifractal teórico y espectro estimado: región ‘Dominant’
(
[
10, 214
]
) - ajuste de 100 puntos (〈r〉 ' 0,996); un ejemplo de rango medio
[50, 500] - 31 puntos ajustados (〈r〉 ' 0,976), y [10, 99] - 31 puntos ajustados
(〈r〉 ' 0,968).
d1) Calidad de los tres espectros de c) mostrada como la diferencia entre la
estimación y el valor teórico h (q). d2) Magnitud estimada para el error de los
tres espectros.
e) Una sección del contour plot de la matriz〈r〉 (subfigura b): valores del la es-
timación del espectro multifractal ajustado entre si = 10 y terminando en s f
(variable); el valor final es un máximo absolutode 〈r〉 ' 0,996 e indica la región
‘Dominant’ (líneas verticales punteadas) también indicada en a):
[
10, 214
]
.
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2.4.4. Applicación al estudio de las series temporales de man-
chas solares
El análisis de series temporales naturales representa un reto más duro que
los ejemplos anteriores porque son intrínsecamente mucho más complejas. En
esta sección aplicamos el criterio propuesto para la caracterización de la estruc-
tura fractal y multifractal asociada a las fluctuaciones de número de manchas
solares.
Aunque las manchas solares se han observado durante milenios [76, 77],
sólo la observación telescópica desde 1610 permitió el estudio sistemático de
este fenómeno [76]. El número de estos puntos de temperatura relativamente
más baja en la superficie del sol durante un período determinado de tiempo es
un buen indicador de su actividad [78]. El vínculo entre la actividad solar y el
clima dinámico de la Tierra ha sido ampliamente investigado [78, 79, 80, 81, 82]
haciendo de ésta un área de investigación muy activa. Se han identificado ciclos
generales [78, 83], mientras que los esfuerzos más recientes se han centrado en
la caracterización del ’ruido’ en la series temporales montadas sobre dichos
ciclos generales [84, 85].
Hemos analizado la serie mensual International Sunspot Number a disposi-
ción pública desde la página web SIDCs (http://sidc.oma.be/sunspot-data/).
Este conjunto de datos se inicia en enero de 1749 y se actualiza regularmente.
Se ha estudiado con DFA (y MF-DFA) en el pasado: hasta el año 2006 por Mo-
vahed et al. [86], por Hu et al. [84] (hasta 2008), y más recientemente por Zhou
et al. [85] (hasta 2009). El conjunto de datos mensual utilizado en este trabajo
abarca el período de enero 1749 a noviembre 2012 (3167 meses).
Es bien sabido que las tendencias afectan particularmente a la estimación
de las correlaciones temporales relacionadas con las fluctuaciones intrínsecas
[87]. En consecuencia, para una detección fiable del comportamiento de escala
en una serie de datos, es esencial separar las tendencias (por lo general debi-
das a efectos externos y no a priori conocidas) de las fluctuaciones intrínsecas.
El DFA y MF-DFA permiten una eliminación sistemática de tendencias poli-
nómicas de orden diferente [58]. Por otro lado, las tendencias oscilatorias, por
ejemplo los ciclos estacionales de tiempo y las series de clima [88], pueden per-
turbar considerablemente el análisis de correlación y merecen un tratamiento
especial [89, 49]. Más precisamente, las periodicidades extrínsecas inducen la
presencia de crossovers espurios en las funciones de fluctuación asociadas; lo
cual impide una estimación fiable del comportamiento de escala intrínseco.
Empirical Mode Decomposition (EMD)
Teniendo en cuenta la presencia del conocido período de 11 años en la diná-
mica solar, hemos filtrado el registro mensual de manchas solares mediante la
implementación de empirical mode decomposition (EMD) [90]. Esta técnica ha de-
mostrado ser eficaz para lidiar con tendencias periódicas [85]. Dada una señal
x (t), el algoritmo EMD descompone la serie original en un conjunto de com-
ponentes básicos denominados intrinsic mode functions (IMFk) (una descripción
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detallada se puede encontrar en las Refs. [90, 91]). La serie se filtró utilizando
el toolbox de MATLAB para empirical mode decomposition desarrollado por
Rilling y Flandrin del Laboratoire de Physique CNRS y ENS Lyon (Francia)
[92], descargado desde http://perso.ens-lyon.fr/patrick.flandrin/emd.
html, y se siguió el análisis realizado por Zhou et al. [85] (incluyendo el crite-
rio de parada para la iteración). La descomposición EMD de la serie de tiempo
mensual original de las manchas solares se representa en la Figura 2.19. Las
sumas parciales de la reconstrucción son S (i, j) de acuerdo con
S (i, j) =
j
∑
k=i
IMFk.
En la Figura 2.20 a) trazamos las funciones de fluctuación de DFA para
S (1, j) (1 ≤ j ≤ 9). Se puede observar fácilmente una transición abrupta entre
el escalado obtenido para S (1, 4) y S (1, 5). Estos resultados son comparables
con los reportados por Zhou et al. [85]. Los exponentes de escala y escalas de
crossover se estimaron a partir de S (1, 4) (Figura 2.20 b)), ya que todos los
ciclos de más de 11 años se filtran en esta reconstrucción. La región ‘Dominant’
hallada es [10, 56] con h = 0,702± 0,007 (R2 = 0,996, 34 puntos); mientras que
la región ‘Next’ es [56, 581] con h = 0,306 ± 0,008 (R2 = 0,969, 54 puntos).
La escala de crossover estimada es entonces sc = 57,441 meses, en completa
concordancia con el punto de crossover (sc = 57,544 meses) reportado por la
Ref. [85].
Los resultados de MF-DFA para S (1, 4) (MF-DFA1 a MF-DFA4) se mues-
tran en la Figura 2.21. En la parte superior trazamos las funciones de fluctua-
ción y mostramos el intervalo ‘Dominant’ determinado por la generalización
MF-DFA del criterio; a continuación trazamos el espectro multifractal de cada
región ‘Dominant’. Los resultados confirman un comportamiento multifractal
de la serie para los q negativos y un comportamiento monofractal para valores
positivos de q; este comportamiento general no cambia mucho de MF-DFA2
en lo sucesivo. Vale la pena comentar que este resultado está en línea con el
espectro multifractal obtenido por Hu et al. (compárese con la Figura 12 de la
Ref. [84]).
2.5. Conclusiones
Hemos encontrado que el efecto espurio de ruidos aditivos correlacionados
debería tenerse debidamente en cuenta al analizar el carácter multifractal de
datos experimentales (Sección 2.3). Los espectros multifractales estimados me-
diante la técnica MF-DFA pueden estar sesgados debido a la presencia de tales
artefactos. Por un lado los h(q) con q < 2 son notablemente subestimados pa-
ra una pequeña cantidad de ruido aditivo correlacionado y no correlacionado.
Por otro lado, las adiciones moderadas de ruidos coloreados también afectan
h(q) con q ≥ 2. Más precisamente, los exponentes de Hurst generalizados en
este rango de q están sobreestimados y el sesgo es más significativo cuando la
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Figure 2.19: Descomposición EMD de la serie mensual de manchas solares.
De arriba hacia abajo IMF1 a IMF8 ; el residuo es considerado como IMF9.
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Figura 2.20: a) Funciones de fluctuación de DFA para S (1, j) (1 ≤ j ≤ 9). Nóte-
se la transición entre los escaleos obtenidos en S (1, 4) y S (1, 5).
b) Función de fluctuación por DFA para S (1, 4). La región ‘Dominant’ es
[10, 56] con h = 0,702 ± 0,007 (R2 = 0,996, 34 puntos); la región ‘Next’ es
[56, 581] con h = 0,306± 0,008 (R2 = 0,969 , 54 puntos). La escala de crossover
es sc = 57,441 meses.
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Figura 2.21: Arriba: funciones de fluctuación de los datos mensuales de man-
chas solares basadas en MF-DFA con orden polinómico creciente; se indican las
regiones ‘Dominant’. Abajo: espectros multifractales calculados en esos rangos.
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correlación del ruido aumenta. Está claro que las correlaciones de largo alcance
presentes en los ruidos tienen una influencia en los comportamientos de esca-
la asociados a grandes fluctuaciones y por lo tanto, los momentos positivos
resultan afectados. Teniendo en cuenta que los ruidos correlacionados están
inherentemente presentes en los datos experimentales, los resultados obteni-
dos pueden ser útiles para revelar características multifractales en situaciones
prácticas.
Hemos propuesto y empleado un criterio conceptualmente simple para de-
terminar sistemáticamente las regiones óptimas de ajuste para las funciones de
fluctuación en DFA; y lo hemos generalizado para MF-DFA. Este método pro-
porciona una clasificación para estas regiones de escalamiento óptimo (‘Pre-
vious’, ‘Dominant’, ‘Next’) sobre la base de la calidad del ajuste lineal de las
funciones de fluctuación en un gráfico log-log. Cuando se utiliza en DFA, esta
técnica ayuda a identificar las escalas de crossover entre los diferentes regíme-
nes de ley de potencia. Cuando se utiliza en MF-DFA, estima el rango de ajuste
del espectro multifractal que tiene las barras de error más pequeñas.
Las regiones de ajuste son un punto crítico en DFA y MF-DFA y su identi-
ficación óptima es una tarea fundamental para una verdadera determinación
del fenómeno de escala subyacente. Tanto el caso mono como el multifractal a
menudo son dependientes del tamaño de escala; el criterio propuesto en este
trabajo ayuda a identificar comportamientos de escala y de multi-escala de una
manera más precisa, confiable y objetiva. Por otra parte, las escalas de crosso-
ver que separan dos o más regímenes pueden estimarse fácilmente.
Este criterio puede ser automatizado para el análisis de grandes conjuntos
de series temporales, ya que no requiere ningún conocimiento previo sobre los
datos en bruto. Por otra parte, las variantes en tiempo real de DFA introdu-
cidas para el seguimiento y previsión de las señales que cambian dinámica-
mente (médicas, meteorológicas, de mercado, acciones, etc.) [93] así como los
análisis locales de DFA MF-DFA ideados para seguir la evolución en el tiempo
de propiedades fractales y multifractales en los datos [94] pueden beneficiar-
se especialmente de su implementación. A pesar de tratarse de un algoritmo
de fuerza bruta, la cantidad de cálculos implicados hace que sea computacio-
nalmente práctico. Este criterio propuesto también se encuentra detallado en
[95].
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Capítulo 3
Óptica atmosférica y
simulación numérica de
propagación de ondas ópticas
3.1. Propagación de luz a través de la atmósfera tur-
bulenta
La atmósfera de la Tierra es un medio cuyo índice de refracción es apro-
ximadamente 1. Esto permite hacer una ligera modificación a las técnicas de
propagación en el vacío para simular la propagación a través de la atmósfera.
Desafortunadamente, el índice de refracción de la atmósfera evoluciona alea-
toriamente sobre el espacio y el tiempo. Este efecto causa que la luz se deforme
aleatoriamente a medida que se propaga. Como resultado los sistemas ópticos
que dependen de la propagación de la luz a través de la atmósfera deben su-
perar un gran desafío. Por ejemplo, los astrónomos han observado por siglos
que turbulencia atmosférica limita la resolución de sus telescopios. Es por esta
razón que los observatorios en tierra se construyen en cimas de las montañas;
la localización minimiza la longitud de trayectoria turbulenta por la cual la luz
debe propagarse.
Para simular la propagación atmosférica en primer lugar desarrollamos el
algoritmo de propagación y luego discutiremos la turbulencia atmosférica y có-
mo modelar sus propiedades refractivas. Finalmente, discutiremos cómo plan-
tear una simulación numérica, como muestrearla apropiadamente con la debi-
da consideración de los efectos atmosféricos y verificando que el resultado es
consistente con la teoría analítica.
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3.1.1. Método de propagacion del haz dividido
La simulación de la propagación a través de un medio vacío se logra a tra-
vés del método de propagación del haz dividido [3]. Este método es útil para si-
mular la propagación a través de diversos tipos de materiales inhomogéneos,
anisotrópicos y no lineales. En esta sección la discusión está restringida a la
atmósfera, la cual es un medio lineal, isotrópico con un índice de refracción no
homogéneo (n ≡ n (x, y, z)). Cuando δn = n− 1 es pequeño, puede demostrar-
se que el campo del plano i + 1 es
U (ri+1) ' R
[
∆zi
2
, ri, r˜i+1
]
T [zi, zi+1]R
[
∆zi
2
, ri, r˜i+1
]
{U (ri)} (3.1)
donde T [zi, zi+1] es un operador que representa la acumulación de la fase y
r˜i+1 es la coordenada en un plano a medio camino entre el plano i-ésimo y el
plano (i + 1)-ésimo. Su forma viene dada por
T [zi, zi+1] = exp [−i φ (ri+1)] (3.2)
donde la fase acumulada es
φ (ri) = k
ˆ zi+1
zi
δn (ri) dz
La Ecuación (3.1) indica que podemos separar la propagación a través de un
medio en dos efectos: difracción y refracción. La difraccion en el espacio libre
está representada con el operadorR , mientras que la refraccion está represen-
tada por el operador T . Este método es comúnmente utilizado para simular
la propagación a través de la atmósfera turbulenta. De hecho, se lo utiliza pa-
ra emular la propagación a través de la turbulencia en ópticas de laboratorio
también [96, 97] . El método consiste en alternar pasos de propagación parcial
en el vacío con interacción entre la luz y el material [98, 99, 100].
Para escribir este algoritmo, se debe hacer una pequeña modificación al
algoritmo de propagación en el vacío, dado por
U (rn) = Q
[
mn−1 − 1
mn−1∆zn−1
, rn
]
× . . .
n−1
∏
i=1
{
T [zi, zi+1]F−1
[
fi,
ri+1
mi
]
Q2
[
−∆zi
mi
, fi
]
F [ri, fi] 1mi
}
×
{
Q
[
1−m1
∆z1
, r1
]
T [z1, z2]U (r1)
}
(3.3)
Nótese que hay n − 1 propagaciones y n planos con interacción en cada
plano. El caso de propagación en el vacío está contemplado tomando el caso
T = 1 en cada paso.
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3.1.2. Propiedades refractivas de la atmósfera turbulenta
En esta sección presentamos la teoría básica de atmósfera turbulenta. Co-
mienza con el análisis original del flujo turbulento hecho por Kolmogorov, el
cual eventualmente llevó a modelos estadísticos de la variación del índice de
refracción. Luego se utiliza teoría de perturbaciones con el modelo para resol-
ver las ecuaciones de Maxwell y así obtener propiedades estadísticas útiles del
campo óptico en el plano de observación. Las varianzas, correlaciones, y den-
sidades espectrales de propiedades como la amplitud logarítmica, la fase, y la
irradiancia se usan para dos propósitos en conjunción con las simulaciones. El
primer uso es producir bajas aleatorias en el factor de interacción para el mé-
todo de propagación del haz dividido. Luego, después de simular la propaga-
ción a través de un medio turbulento, los campos en el plano de observación se
pueden procesan para determinar sus propiedades estadísticas y compararlos
contra la teoría.
Teoría de Kolmogorov sobre la turbulencia
La turbulencia en la atmósfera de la Tierra es causada por variaciones alea-
torias en la temperatura y el movimiento convectivo del aire, que alteran el
índice de refracción, tanto espacial como temporalmente. A medida que las
ondas ópticas se propagan a través de la atmósfera, las ondas se deforman por
estas fluctuaciones en el índice de refracción. Esta dispersión de la luz ha frus-
trado a los astrónomos por siglos porque degrada las imágenes de los objetos
celestes. Para superar esta distorsión, se fue necesario de un modelo físico ade-
cuado para la turbulencia y sus efectos en la propagación de ondas ópticas. La
turbulencia afecta a todos los sistemas ópticos que dependen de la propaga-
ción de luz a través de caminos atmosféricos, como por ejemplo los sistemas
de comunicación láser.
Durante los últimos cien años el modelado de los efectos de la turbulencia
en la propagación óptica ha recibido mucha atención. Mucho se ha escrito so-
bre varias teorías y sus posteriores verificaciones experimentales. El foco del
modelado estadístico ha producido varias teorías útiles. En estas teorías es ne-
cesario emplear análisis estadísticos, porque es imposible describir exactamen-
te el índice de refracción en todas las posiciones espaciales al mismo tiempo.
Hay demasiadas variables y comportamientos aleatorios como para dar cuenta
de todos al mismo tiempo en una solución de forma cerrada. La teoría más am-
pliamente aceptada del flujo turbulento, por su consistencia con las observacio-
nes, fue publicada primeramente por A. N. Kolmogorov [6]. Luego Obukhov
[101] e independientemente Corrsin [102] adaptaron el modelo de Kolmogorov
para fluctuaciones de temperatura. Posteriormente la teoría de las fluctuacio-
nes de temperatura se pudo relacionar directamente con las fluctuaciones del
índice de refracción. Este modelo es la base para todas las teorías contemporá-
neas sobre turbulencia [103].
Existen variaciones de gran escala de la temperatura del aire debidas a las
diferencias entre el calentamiento y enfriamiento de la superficie terrestre por
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la luz solar y los ciclos diurnos. Este proceso consecuentemente crea los vientos.
A medida que el aire se mueve, hace la transición de un flujo laminar a un
flujo turbulento. En el flujo laminar, la velocidad y otras características son
uniformes o al menos cambian de manera regular. En un flujo turbulento, el
aire de diferentes temperaturas se mezcla, por lo que el campo de velocidades
ya no es uniforme y se forman burbujas de aire aleatoriamente distribuidas,
llamados torbellinos turbulentos (eddies). Estos torbellinos varían en sus tamaños
y temperaturas características. Como la densidad del aire, y por lo tanto su
índice de refracción, depende de la temperatura, la atmósfera terrestre tiene un
perfil de índice de refracción aleatorio.
El flujo turbulento es un proceso no lineal gobernado por las ecuaciones
de Navier-Stokes. Debido a las dificultades para resolver las ecuaciones de
Navier-Stokes en una turbulencia completamente desarrollada, Kolmogorov
desarrolló una teoría estadística. Sugirió que en un flujo turbulento la energía
cinética de los eddies más grandes se transfiere a eddies más pequeños. El ta-
maño promedio de los eddies más grandes, L0, se llama escala externa. Cerca del
suelo, L0 está en el orden de la altura a la que se observa, mientras que muy
por arriba del suelo puede ser de decenas a centenares de metros [104]. El ta-
maño promedio de los torbellinos turbulentos más pequeños, l0, se denomina
escala interna. A muy pequeña escala, menor que la escala interna, la disipación
de energía causada por la fricción evita que la turbulencia se sostenga a sí mis-
ma. La escala interna l0 puede ser de unos pocos milímetros cerca del suelo a
unos pocos centímetros más arriba [104]. El rango de tamaños de eddies entre
la escala interna y externa se llama rango inercial.
En el análisis de Kolmogorov se asume que los vecinos con un rango iner-
cial son estadísticamente homogéneos e isotrópicos dentro de regiones peque-
ñas del espacio; es decir, que propiedades como la velocidad y el índice de
refracción tienen incrementos estacionarios. Esta es la razón por la que se uti-
lizó la función de estructura en vez de la covarianza. Esto le permitió hacer
un análisis dimensional para determinar que la velocidad promedio de los tor-
bellinos turbulentos v debe estar relacionada con la escala de los torbellinos
según [6]
v ∝ r1/3 (3.4)
Luego, como la función de estructura de la velocidad es el cuadrado de las
velocidades, la función de estructura Dv (r) debe tener la forma
Dv (r) = C2v r
2/3 (3.5)
donde Cv es el parámetro de estructura para la velocidad. En el caso de un
flujo laminar, que ocurre a escalas muy pequeñas, la dependencia física es lige-
ramente diferente, de manera que la función de estructura tiene la forma
Dv (r) = C2v l
−4/3
0 r
2 (3.6)
Para las escalas más grandes de la turbulencia el flujo es altamente aniso-
trópico. Si el campo de velocidad fuese homogéneo e isotrópico, la función de
estructura se acercaría asintóticamente al doble de la varianza de velocidad.
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Este desarrollo basado en la velocidad llevó a un análisis similar de la tem-
peratura potencial θ (la temperatura potencial está linealmente relacionada con
la temperatura ordinaria T). Los resultados son que θ ∝ r1/3 de manera que la
temperatura potencial tiene una función estructura Dθ (r) que sigue la misma
dependencia que la función de estructura de la velocidad según [101, 102]
Dθ (r) =
{
C2θ l
−4/3
0 r
2, 0 ≤ r  l0
C2θ r
2/3, l0  r  L0 (3.7)
donde C2θ es la constante de estructura para θ.
El índice de refracción del aire en un punto r puede modelarse según
n (r) = µ (r) + n1 (r) (3.8)
donde µ (r) ' 1 es el valor medio del índice de refracción que varía muy lenta-
mente y n1 (r) es la desviación. Escrito de esta forma, n1 (r) describe un proceso
aleatorio con media cero, que es más sencillo de emplear en un análisis esta-
dístico. En longitudes de onda ópticas, el índice de refracción del aire puede
aproximarse como
n (r) = 1+ 77,6 · 10−6
(
1+ 7,52 · 10−3λ2
) P (r)
T (r)
(3.9)
∼= 1+ 7,99 · 10−5 P (r)
T (r)
(λ = 0,5 µm) (3.10)
donde λ está en µm, P en milibars y T en Kelvin. La variación del índice de
refracción (3.10) está dada por
dn = 7,99 · 10−5
(
dP− −dT
T2
)
(3.11)
En este modelo, se considera que cada eddy tiene una presión relativamente
uniforme. Teniendo en cuenta la relación lineal entre θ y T tenemos que
dn = 7,99 · 10−5 dθ
T2
(3.12)
Debido a que la variación en el índice de refracción es directamente pro-
porcional a la variación de la temperatura potencial, la función de estructura
Dn (r) sigue la misma ley de potencias que Dθ (r):
Dn (r) =
{
C2n l
−4/3
0 r
2, 0 ≤ r  l0
C2n r2/3, l0  r  L0
(3.13)
donde C2n es la constante de estructura para el índice de refracción, medida en
m−2/3. La relación que tiene con la constante de estructura para la tempera-
tura es
C2n =
[
77,6 · 10−6
(
1+ 7,52 · 10−3λ2
) P
T2
]2
C2T (3.14)
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Los valores atmosféricos típicos para C2n están entre 10−17 − 10−13 m−2/3,
donde los valores mayores se encuentran cerca de la superficie terrestre y los
menores a gran altura.
Con la Ecuación (3.13) es sencillo hacer una descripción de espectro de po-
tencias Φn (κ) de las fluctuaciones del índice de refracción. Por ejemplo, el es-
pectro de potencias de Kolmogorov (válido sólo para campos aleatorios que
son localmente homogéneos e isotrópicos) se calcula como
ΦKn (κ) =
1
4piκ2
ˆ ∞
0
sin (κr)
κr
d
dr
[
r2
d
dr
Dn (r)
]
dr (3.15)
= 0,033 C2nκ
−11/3, 1
L0
 κ  1
l0
(3.16)
donde κ = 2pi
(
fx iˆ + fy jˆ
)
es la frecuencia angular espacial (rad/m).
Existen otros modelos más refinados para el espectro de potencias, como los
de Tatarskii, von Kármán, el modificado de von Kármán y el de Hill [1]. Estos
modelos incluyen factores para tomar en cuenta las escalas interna y externa
para ajustarse a las medidas experimentales. Por ejemplo, el de von Kármán
está dado por
ΦvKn (κ) =
0,033 C2n(
κ2 + κ20
)11/6 , 0 ≤ κ  1l0 (3.17)
mientras que el espectro modificado de von Kármán es
ΦmvKn (κ) = Φ
vK
n (κ) e
−(κ/κm)2 = 0,033 C
2
n(
κ2 + κ20
)11/6 e−(κ/κm)2 , 0 ≤ κ < ∞
(3.18)
donde κm = 5,92 l0 y κ0 = 2pi/L0. El espectro modificado de von Kármán es el
modelo más simple que incluye efectos de las escalas interna y externa. Nótese
que tomando l0 = 0 y L0 = ∞ la Ecuación (3.18) se convierte en la Ecuación
(3.16). En la Figura 3.1 se muestran algunos modelos de espectro de potencias.
Cuando se trata con la propagación de ondas electromagnéticas por la at-
mósfera, el índice de refracción se puede considerar independiente del tiempo
cuando este tiempo tiene una escala corta (100 µs). Debido al valor de la velo-
cidad de la luz, el tiempo que le toma a ésta atravesar inclusive un torbellino
muy grande es muchísimo más corto que el tiempo que se tarda en que las
propiedades del torbellino cambien. Consecuentemente, las propiedades tem-
porales se ponen en los modelos de turbulencia a través de la hipótesis de la
turbulencia congelada de Taylor. La hipótesis es que las variaciones temporales
en las cantidades meteorológicas en un punto del espacio son causadas por la
advección de estas cantidades por el promedio de velocidad del viento, no por
cambios en las cantidades mismas [1]. Consecuentemente los torbellinos tur-
bulentos se tratan como congelados en el espacio y desplazados a lo largo del
eje óptico por medio de la velocidad del aire v. Luego, con conocimiento del
promedio de la velocidad del viento se convierten las estadísticas espaciales en
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Figura 3.1: Modelos usuales para el espectro de potencias.
temporales. Por ejemplo, la dependencia temporal de la fase óptica φ (x, y) está
dada por fórmula
φ (x, y, t) = φ
(
x− vxt, y− vyt, 0
)
(3.19)
donde vx y vy son las componentes cartesianas del promedio de velocidad del
aire, y t es el tiempo.
Propagación óptica a través de la turbulencia
Los fenómenos electromagnéticos están gobernados por la ecuaciones de
Maxwell tanto para el vacío como para la atmósfera turbulenta. La atmósfera
puede ser considerada como un medio isotropico sin fuentes y no magnético.
Para la propagación de ondas ópticas, buscamos soluciones de una onda via-
jera con una dependencia armónica del tiempo exp (−i2piνt), donde ν = c/λ
es la frecuencia de la luz. Luego, la ecuación de onda para el campo eléctrico
puede escribirse como 15
∇2E (r) + k2n2 (r) E (r) + 2∇ [E (r) · ∇ ln (n (r))] = 0 (3.20)
dónde E es el vector de campo eléctrico y k es el número de onda óptica
en el vacío. El último término de la Ecuación 3.20 se refiere al cambio en la
polarización a medida que la onda se propaga. Se la puede despreciar para
λ < l0, y consecuentemente la fórmula simplifica a[
∇2 + k2n2 (r)
]
E (r) = 0 (3.21)
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El campo de inducción magnética B también obedece esta ecuación así que
podemos escribir solamente una ecuación para cualquiera de las seis compo-
nentes en total de los dos campos:[
∇2 + k2n2 (r)
]
U (r) = 0 (3.22)
En esta fórmula el índice de refracción explícitamente es dependiente de la po-
sición. Al resolver esta ecuación asumimos que |n1 (r)|  1. Esto es lo que se
sume para fluctuaciones débiles a cuantificar más tarde. Con esta aproxima-
ción, el factor n2 (r) en la Ecuación (3.22) puede ser aproximado como
n2 (r) ∼= 1+ 2n1 (r) (3.23)
Luego, la ecuación de onda se convierte en{
∇2 + k2 [1+ 2n1 (r)]
}
U (r) = 0 (3.24)
Cuando el medio tiene un índice de refracción constante, la Ecuación (3.22)
puede resolverse con métodos de óptica de Fourier, que involucran el uso de
funciones de Green. Sin embargo, cuando el medio es homogéneo pero de ma-
nera aleatoria, como lo es en el caso de la atmósfera, se utilizan métodos per-
turbativos con las funciones de Green para obtener soluciones. En el método
de Rytov, el campo óptico se escribe como
U (r) = U0 (r) exp [ψ (r)] (3.25)
Donde U0 (r) es la solución en el vacío (n1 = 0) de la Ecuación (3.24) y ψ (r)
es la perturbación en la fase compleja. La forma
ψ (r) = ψ1 (r) + ψ2 (r) + . . . (3.26)
es empleada para tomar la sucesivas perturbaciones. Estas perturbaciones su-
cesivas son utilizadas para calcular diversos momentos estadísticos de ψ, los
cuales a su vez proveen los momentos estadísticos del campo. Más aún, es útil
aislar la amplitud y la fase escribiendo
ψ = χ+ iφ (3.27)
donde χ es la amplitud logarítmica de la perturbación y φ es la perturbación de
la fase. El método de Rytov puede emplearse con un dado modelo de espectro
de potencia para calcular analíticamente los momentos del campo para fuentes
simples como haces gaussianos, ondas esféricas y ondas planas [1, 103, 105, 4]
.
Parámetros ópticos de la atmósfera
El método de Rytov permite calcular los siguientes momentos:
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el valor medio del campo óptico:
〈U (r)〉 = U0 (r) 〈exp [ψ (r)]〉 (3.28)
la función de coherencia mutua
Γ
(
r, r′, z
)
=
〈
U (r)U∗
(
r′
)〉
= U0 (r)U∗0
(
r′
) 〈
exp
[
ψ (r)ψ∗
(
r′
)]〉
(3.29)
De la función de coherencia mutua, se pueden computar varias propiedades
útiles, incluyendo:
el módulo del factor de coherencia compleja
µ
(
r, r′, z
)
=
|Γ (r, r′, z)|
[Γ (r, r, z) Γ (r′, r′, z)]1/2
(3.30)
la función de estructura de la onda
D
(
r, r′, z
)
= −2 ln [µ (r, r′, z)] (3.31)
= Dχ
(
r, r′, z
)
+ Dφ
(
r, r′, z
)
(3.32)
donde Dχ es la función de estructura de la amplitud logarítmica y Dφ es
la función de estructura de la fase.
la densidad espectral de fase (análogamente a (3.15)):
Φn (κ) =
1
4piκ2
ˆ ∞
0
sin (κr)
κr
d
dr
[
r2
d
dr
Dφ (r)
]
dr (3.33)
la función de transferencia modulada para el camino turbulento
H ( f ) = exp
[
−1
2
D (λ fl f )
]
(3.34)
donde fl es la distancia focal.
Discutiremos cada una de estas propiedades en breve. Algunas de estas pro-
piedades teóricas se usan para validar simulaciones de óptica turbulenta.
La constante de estructura C2n es una medida de la intensidad del local de la
turbulencia. Asimismo, C2n es una función de la distancia de propagación ∆z,
de manera que algunas veces las magnitudes caracterizadas con un solo núme-
ro puede ser más útiles para describir los efectos ópticos. Consecuentemente,
C2n (z) se utiliza comúnmente para computar parámetros como el diámetro de
coherencia r0 y el ángulo y isoplanático θ0. De hecho, ambas magnitudes son
integrales de C2n (z).
En el caso de un campo óptico isótropo y homogéneo, el módulo del factor
de coherencia puede calcularse como
µ
(
r, r′, z
)
= µ (r, r + ∆r, z) = µ (∆r, z) = µ (|∆r| , z) (3.35)
La forma exacta del factor de coherencia depende tanto del tipo de fuente
óptica así cómo de la distribución de espectro de potencias para el índice de
refracción.
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Ejemplo: onda plana utilizando espectro de Kolmogorov Como ejemplo
sencillo, cuando la fuente es una onda plana,
µ (|∆r| , z) = exp
{
−4pi2k2
ˆ ∆z
0
ˆ ∞
0
Φn (κ, z) [1− J0 (κ |∆r|)] κ dκdz
}
(3.36)
y la única dependencia con el camino de propagación es C2n (z). Cuando se
utiliza el espectro de Kolmogorov, el resultado del factor de coherencia es
µK (|∆r| , z) = exp
{
−1,46k2 |∆r|5/3
ˆ ∆z
0
C2n (z) dz
}
(3.37)
El radio de coherencia espacial ρ0 de una onda óptica está definido como el
punto e−1 de µ (|∆r| , z) . Con esto en mente, y por 3.31 podemos escribir
D (ρ0, z) = 2 rad2 (3.38)
como una definición equivalente para ρ0. Con cualquiera de las dos, el radio
de coherencia para una onda plana en una turbulencia Kolmogorov es
ρ0 =
[
1,46 k2
ˆ ∆z
0
C2n (z) dz
]−3/5
(3.39)
por lo que
D (r0, z) = 6,88 rad2
mientras que el diámetro de coherencia mutua r0 (el parámetro o radio de Fried
[4, 106]) para este caso (onda plana) es 1
r0 = 2,1ρ0 (3.40)
Para una fuente de onda plana, el diámetro de coherencia ,r0,pw se computa como
[4]
r0,pw =
[
0,423 k2
ˆ ∆z
0
C2n (z) dz
]−3/5
(3.41)
donde z = 0 es el origen y el punto de observación es z = ∆z. Cuando se trata
de una onda esférica, el resultado es
r0,sw =
[
0,423 k2
ˆ ∆z
0
C2n (z)
( z
∆z
)5/3
dz
]−3/5
(3.42)
1Este parámetro fue introducido por Fried de manera distinta a ρ0. Analizó la resolución de
un telescopio como el volumen debajo de una función de transferencia modulada. Cuando se lo
escribe como una función del diámetro de un telescopio, es el corte en la curva el que se identifica
como r0.
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Los valores típicos de r0 están entre los 5-10 cm para longitudes de onde
ópticas y tomando una visión vertical.
Con estas definiiones y tomando r = |∆r|, la función de estructura para
un frente de onda plano con una turbulencia Kolmogorov (l0 = 0 y L0 = ∞)
puede escribirse como [1]
DK (r) = 6,88
(
r
r0
)5/3
(3.43)
En el caso del espectro de von Kármán (l0 = 0 y L0 < ∞) el resultado es
DvK (r) = 6,16 r
−5/3
0
[
3
5
κ−5/30 −
(2r/κ0)
5/6
Γ (11/6)
K5/6 (κ0r)
]
(3.44)
donde Kα (r) es una función de Bessel modificada.
Cuando ambas escalas son relevantes, el resultado para el espcetro de von
Kármán modificado es
DmvK (r) = 3,08 r
−5/3
0
{
Γ
(
−5
6
)
κ−5/3m ×[
1−1 F1
(
−5
6
; 1;−κ
2
mr2
4
)]
− 9
5
κ1/30 r
2
}
(3.45)
donde 1F1 (a : c : z) es una función hipergeométrica confluentes de la primera
especie. Andrews en [107] presentó una aproximación para la función hiper-
geométrica que permite aproximar con un 2 % de error la Ecuación (3.45):
DmvK (r) ' 7,75 r−5/30 l−1/30 r2
 1(
1+ 2,03
(
r
l0
)2)1/6 − 0,72 (κ0l0)1/3
 (3.46)
Con las distintas formas de la función de estructura de onda, la Ecuación
(3.33) nos permite calcular las distribuciones de espectro de potencias. En tér-
minos prácticos, hay otra relación más sencilla que noas permite calcular una
distribución de espectro de potencias. Para una onda plana en turbulencia dé-
bil, la distribución de espectro de potencias para la fase es
Φφ (κ) = 2pi2k2∆zΦn (κ) (3.47)
En las otras distribuciones los resultados son
ΦKφ (κ) = 0,49 r
−5/3
0 κ
−11/3 (3.48)
ΦvKφ (κ) =
0,49 r−5/30(
κ2 + κ20
)11/6 (3.49)
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ΦmvKφ (κ) = Φ
vK
φ (κ) exp
{
− (κ/κm)2
}
=
0,49 r−5/30(
κ2 + κ20
)11/6 exp{− (κ/κm)2}
(3.50)
Utilizaremos luego estas distribuciones de espectro de potencias para gene-
rar realizaciones aleatorias de filtros de fase turbulentos. El método emplea las
transformadas de Fourier con la frecuencia en términos de ciclos/m en vez de
la más tradicional frecuencia angular en rad/m. A tales fines, también es útil
escribir la distribución de espectro de potencias en términos de f :
ΦKφ ( f ) = 0,023 r
−5/3
0 f
−11/3 (3.51)
Cuando Fried introdujo r0, lo hizo para calcular la función de transferen-
cia de modulación de imágenes tomadas a través de la atmósfera [106]. Los
resultados se pueden resumir como
H ( f ) = exp
{
−3,44
(
λ fl f
r0
)5/3 [
1− α
(
λ fl f
D
)1/3]}
(3.52)
= exp
{
−3,44
(
f
2 f0
D
r0
)5/3 [
1− α
(
f
2 f0
)1/3]}
(3.53)
donde f0 es la frecuencia de corte limitada por difracción y
α =

0 imágenes de larga exposición
1/2 imágenes de corta exposición con centelleo
1 imágenes de corta duración sin centelleo
(3.54)
La distinción principal entre exposiciones cortas y exposiciones largas está
en la corrección del tilt atmosférico. Se asume que en las imágenes de larga
exposición el tiempo de captura es lo suficientemente largo como para qué el
centro bailotee aleatoriamente muchas veces en el plano de la imagen. Cuando
se hace un promedio de muchas imágenes de corta exposición las imágenes
primero deben centrarse, removiendo así el efecto del tilt. Debe notarse que la
atmósfera tiene una función de transferencia dada por la Ecuación (3.53) mien-
tras que el sistema de imagen tiene su propia función de transferencia óptica.
La función de transferencia óptica de un sistema compuesto es el producto de
las dos funciones de transferencia óptica. Como ejemplo, en la Figura 3.2 se
muestra la función de transferencia de modulación óptica para una abertura
circular con una relación D/r0 = 4.
La función de transferencia de modulacion en promedio puede ser usada
para determinar el radio de Strehl de un sistema. El trabajo de Fried propor-
ciona una manera de incluir los efectos de la turbulencia al calcular el radio de
Strehl. Usando (3.53), el radio de Strehl para una abertura circular en turbulen-
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Figura 3.2: Funciones de transferencia de modulación para D/r0 = 4.
cia es
S = 16
pi
ˆ 1
0
f ′
(
cos−1 f ′ − f ′
√
1− f ′2
)
× exp
{
−3,44
(
f ′D
r0
)5/3 [
1− α ( f ′)1/3]} (3.55)
donde f ′ = f / (2 f0) es la frecuencia espacial normalizada.
Si las características ópticas de un sistema (función de transferencia óptica y
point-spread function) son invariantes de translación, el sistema tiene una pro-
piedad llamada anisoplanatismo. Esto es válido para cualquier sistema óptico,
incluida la atmósfera como es este caso. Para medir la severidad del anisopla-
natismo angular, podemos determinar la función de estructura angular de la
fase Dφ (θ) definida por
Dφ (θ) =
〈
|φ (θ)− φ (θ + ∆θ)|2
〉
(3.56)
donde θ es la coordenada angular en el plano objeto y ∆θ es la deparación
angular entre dos puntos en el plano objeto. El ángulo anisoplanático θ0 está
definido tal que es el ángulo en el cual
Dφ (θ0) = 1 rad2 (3.57)
De manera similar a como se llegó a (3.42), encontramos que
θ0 =
[
2,91 k2∆z2/3
ˆ ∆z
0
C2n (z)
(
1− z
∆z
)
dz
]−3/5
(3.58)
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Esto puede interpretarse como el mayor ángulo en el plano sobre el cual
el camino óptico a través de la turbulencia no difiere significativamente del
camino por el eje óptico a través de la turbulencia. Los valores de θ0 usualmente
son de 5-10 µrad en longitudes de onda ópticas y en dirección vertical.
Modelo de capas atmosféricas
Es posible derivar los efectos de la turbulencia atmosférica en la propaga-
ción óptica si asumimos un modelo estadístico simple. Sin embargo, cuando
se desea considerar situaciones más complejas como por ejemplo utilizar sis-
temas de óptica adaptativa, generalmente sucede que las estadísticas de los
campos ópticos corregidos ya no pueden ser calculadas de forma cerrada. Para
simplificar el problema matemático, una técnica común es tratar a la turbulen-
cia como compuesta por un número finito de capas discretas. Este enfoque es
común para cálculos analíticos, simulaciones de computadora, y la emulación
de la turbulencia en un laboratorio [1, 96, 97]. Un modelo por capas es útil si el
espectro del índice de refracción y las propiedades en centelleo encajan con las
del medio extendido correspondiente [108, 109].
Cada capa que es un filtro de fase de grosor unitario representa un volumen
turbulento de mucha mayor extensión. Un filtro de fase se considera fino si su
grosor es mucho menor que la distancia de propagación a través del filtro [1].
Un filtro de fase es una realización de una perturbación de fase atmosférica y
se la usa en la Ecuación (3.2) para calcular la realización del operador de refrac-
ción T [zi, zi+1]. Así es como los filtros de fase son incorporados en el método
de propagación por haz dividido para simular la propagación atmosférica.
Teoría
Para representar teóricamente los filtros de fase atmosféricos, simplemente
describimos el perfil de la turbulencia en términos de la constante de estructura
efectiva C2ni , localizado en coordenada de propagación zi, y con un espesor ∆zi
para el i-ésimo filtro de fase extendido para la turbulencia. Los valores de C2n
se eligen de manera tal que que los menores momentos del model contínuo se
ajusten con el modelo de capas [110, 109]:
ˆ ∆z
0
C2n
(
z′
) (
z′
)m dz′ = n∑
i=1
C2ni z
m
i ∆zi (3.59)
donde n es el número de filtros de fase usados, y 0 ≤ m ≤ 7. De esta forma,
parámetros como r0, θ0, etc. del modelo por capas se ajustan a los de la refe-
rencia que se está modelando. Los parámetros atmosféricos para el modelo de
turbulencia por capas se encuentran con las versiones de sumas discretas de
(3.41), (3.42):
r0,pw =
[
0,423 k2∑
i
C2ni ∆zi
]−3/5
(3.60)
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r0,sw =
[
0,423 k2∑
i
C2ni
( zi
∆z
)5/3
∆zi
]−3/5
(3.61)
Agrupando términos en (3.60), la i-ésima capa tiene un diámetro de cohe-
rencia efectivo r0i dado por [109]:
r0i =
[
0,423 k2C2ni∆zi
]−3/5
(3.62)
Nótese que esto es el r0 de una onda plana, y es válido sólo cuando la capa es
muy fina. Los valores de r0 usualmente se usan para caracterizar la intensidad
de la turbulencia en una capa.
3.1.3. Filtros de fase Monte-Carlo
La variación en el índice de refracción de la atmósfera es un proceso alea-
torio así como no es el camino óptico a través de ella. Consecuentemente los
modelos de turbulencia proveen promedios estadísticos, como la función de es-
tructura y el espectro de potencias de las variaciones del índice de refraccion. El
problema al crear filtros de fase atmosféricos consiste en generar realizaciones
individuales de un proceso aleatorio. Esto significa que sea crean filtros de fase
transformando números aleatorios generados por computadora dispuestos en
arreglos bidimensionales de valores de fase sobre una red de puntos muestra-
les que tienen la misma estadística que las variaciones de fase inducidas por la
turbulencia.
Generalmente, la fase es escrita como una combinación lineal de funciones
de base. Los conjuntos de base generalmente utilizados para este propósito
han sido los polinomios de Zernike y las series de Fourier. Ambos conjuntos
tienen sus ventajas y desventajas. El método más utilizado para la generación
de filtros de fase está basado en transformadas de Fourier y fue desarrollado
por McGlamery [111].
Asumiendo que la fase inducida por la turbulencia φ (x, y) es una función
con transformada de Fourier, podemos entonces escribir su representación in-
tegral de Fourier como:
φ (x, y) =
ˆ ∞
−∞
ˆ ∞
−∞
Ψ
(
fx, fy
)
ei2pi( fx x+ fyy)d fxd fy (3.63)
donde Ψ
(
fx, fy
)
es la representación de la fase en el dominio de frecuencias.
Por supuesto, φ (x, y) es una realización de un proceso aleatorio con una den-
sidad espectral dada por Φφ ( f ) (o equivalentemente Φφ (κ)) como se discutió
en la subsección 3.1.2 en la página 64. Al tratar a la fase como una señal en
dos dimensiones, la potencia total Ptot en la fase se puede escribir de dos ma-
neras usando la definición de densidad de potencia espectral y el teorema de
Parseval:
Ptot =
ˆ ∞
−∞
ˆ ∞
−∞
|φ (x, y)|2 dx dy =
ˆ ∞
−∞
ˆ ∞
−∞
Φφ
(
fx, fy
)
d fxd fy (3.64)
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Para generar filtros de fase en una red finita, escribimos la fase óptica φ (x, y)
como serie de Fourier [9]:
φ (x, y) =
∞
∑
n=−∞
∞
∑
m=−∞
cn,m exp
{
i2pi
(
fxn x + fym y
)}
(3.65)
donde fxn y fym son las frecuencias espaciales discretas en cada dirección, y los
cn,m son los coeficientes de la serie de Fourier. Debido a que las variaciones de
fase a través de la atmósfera son debidas a muchas inhomogeneidades alea-
torias a lo largo del camino óptico, usamos el teorema central del límite para
determinar que los coeficientes cn,m tienen una distribución gaussiana. Nóte-
se que, en general, los cn,m son valores complejos; las partes real e imaginaria
tienen media cero e iguales varianzas, mientras que sus covarianzas cruzadas
son cero. Consecuentemente siguen una estadística gaussiana circular comple-
ja con media cero y varianza dada por [98, 9]:〈
|cn,m|2
〉
= Φφ
(
fxn , fym
)
∆ fxn∆ fym (3.66)
Al usar una transformada rápida de Fourier, las frecuencias deben estar
linealmente espaciadas en una red cartesiana. Si los tamaños de red para cada
eje son Lx y Ly, los rangos de frecuencias espaciales son ∆ fxn = 1/Lx y ∆ fym =
1/Ly de manera que (3.66) queda como〈
|cn,m|2
〉
=
1
LxLy
Φφ
(
fxn , fym
)
(3.67)
¿Cómo se producen las realizaciones de coeficientes de Fourier? En gene-
ral los generadores de números aleatorios producen números pseudoaleatorios
con media cero y varianza unitaria y deben ser transformados para nuestros fi-
nes. Si x es una variable aleatoria con distribución gaussiana con media µ y
varianza σ2, entonces si definimos z = (x− µ) /σ tenemos una variable alea-
toria con media cero y varianza unitaria.
Lamentablemente, el método de la transformada de Fourier no produce fil-
tros de fase apropiados. Para entender esto, nótese que en la figura 3.1 en la
página 63 dada por la Ecuación (3.50) gran parte de la potencia se encuentra
en las frecuencias espaciales más bajas. De hecho, se ha documentado extensa-
mente que en general no es posible hacer un muestreo espacial del reticulado
de frecuencias espaciales lo suficientemente bajo como para representar ade-
cuadamente los modos más bajos como el tilt. La diferencia es evidente en la
Figura 3.4 donde generamos filtros de fase para un ejemplo de simulación de
propagación atmosférica. Para esta figura, se generaron 40 filtros de fase tur-
bulenta utilizando el método de transformada de Fourier en el modelo de Kol-
mogorov (l0 = 0, L0 = ∞, un filtro de fase cuadrado de 2 m de lado, r0 = 0,1 m
y 256 puntos por lado de muestreo). Luego, la función de estructura para cada
filtro fue calculada y los resultados promediados. Representamos la función de
estructura promedio para |∆r| /r0 r entre 0 y 10.
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Figura 3.3: Método basado en transformada de Fourier para generación de fil-
tros de fase para el modelo de Kolmogorov (l0 = 0, L0 = ∞, un filtro de fase
cuadrado de 2 m de lado, r0 = 0,1 m y 256 puntos por lado de muestreo). a)
Filtro de fase, b) función de estructura, c) corte de la función de estructura en
y = 0, x ≥ 0.
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Figura 3.4: Función de estructura promedio de filtros de fase para el modelo
de Kolmogorov (l0 = 0, L0 = ∞, un filtro de fase cuadrado de 2 m de lado,
r0 = 0,1 m y 256 puntos por lado de muestreo). Valores teóricos comparados
con los calculados por el método de transformada de Fourier y por el método
subarmónico (Figura de [3]).
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Como solución a esto describimos el método empleado por Lane [112], del
que Frehlich mostró que produce buenos resultados como simulación de filtros
de fase para turbulencia [113]. La técnica comienza generando un filtro de fase
por transformada de Fourier como ya se ha explicado antes. Luego se genera
un filtro de fase de baja frecuencia. Este filtro φLF (x, y) es la suma de Np filtros
diferentes según
φLF (x, y) =
Np
∑
p=1
1
∑
n=−1
1
∑
m=−1
cn,m exp
{
i2pi
(
fxn x + fym y
)}
(3.68)
dpnde las sumas en n y m son sobre frecuencias discretas y cada valor del
índice p corresponde a una grilla distinta y se suman Np grillas distintas. En la
implementación utilizada, sólo una red de 3× 3 frecuencias se usa para cada
valor de p, y Np = 3. El espaciado de la grilla para cada valor de p es ∆ fp =
1/ (3pL). De esta forma, las redes en frecuencia tienen un espaciado que es
un subarmónico del espaciado del filtro por transformada de Fourier. En la
figura 3.5 en la página siguiente mostramos el resultado de este tipo de método.
3.1.4. Restricciones para el muestreo
A medida que la luz se propaga por la atmósfera turbulenta de dispersa por
dos efectos principales: el tilt y las aberraciones de mayor orden. Las aberra-
ciones de mayor orden hacen que el haz se expanda más allá de la dispersión
debida puramente a la difracción. El tild hace que el haz bailotee alrededor del
eje óptico de una manera aleatoria. A lo largo del tiempo (&1 ms), este bailoteo
aleatorio causa que energía del frente se desparrame sobre todo el plano de ob-
servación. La dispersión debida a las aberraciones de mayor grado puede ser
vista en una exposición muy corta , mientras que la debida al tilt sólo puede
verse en exposiciones largas.
3.2. Aspectos temporales
La técnica original de simulaciones de propagación atmosférica con filtros
de fase propuesta por McGlamery en 1967 [111] ha incorporado con el tiempo
diversas modificaciones para dar cuenta de más detalles de las características
atmosféricas [3]. Ya en [111] se reconocía el carácter fractal de los filtros de fase
generados. Sin embargo, no existe un consenso generalizado para incorporar
la variable temporal.
El método más elemental para generar dinámicas temporales es generar un
conjunto de filtros de fase al azar (respetando los parámetros de la turbulencia),
uno por cada fotograma a simular [114]. Otro método consiste en incorporar
una dinámica temporal al filtro de fase. Jakobson [115] genera un filtro de fase
más grande que la apertura de interés y lo mueve para simular el viento que
genera la turbulencia frente a la pupila. La desventaja de este método es que el
filtro de fase debe ser muy grande y sólo puede moverse en múltiplos enteros
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Figura 3.5: Método subarmónico para generación de filtros de fase para el mo-
delo de Kolmogorov (l0 = 0, L0 = ∞, un filtro de fase cuadrado de 2 m de lado,
r0 = 0,1 m y 256 puntos por lado de muestreo). a) Filtro de fase, b) función de
estructura, c) corte de la función de estructura en y = 0, x ≥ 0.
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del cuadriculado. Otra técnica consiste en calcular la matriz de correlación de
filtros de fase temporal y angularmente separadas para luego usar la raíz cua-
drada de la matriz de correlación [108, 116]. Sin embargo, la dificultad de este
último método es la gran carga computacional [9]. Roggeman y Welsh [109, 9]
desarrollaron un método general para incorporar correlaciones temporales y
espaciales en la generación de filtros de fase. Lamentablemente, los grupos ex-
perimentales no han ahondado en la caracterización empírica de las dinámicas
temporales al capturar secuencias de imágenes afectadas por la turbulencia at-
mosférica; siendo ésta entonces la motivación del estudio que se detalla en el
Capítulo 6.
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Capítulo 4
Memoria en frentes de onda
estelares
VINCENT VAN GOGH: [Explaining how he sees the world] Look at the sky. It’s
not dark and black and without character. The black is, in fact deep blue. And
over there: lighter blue and blowing through the blues and blackness the
winds swirling through the air and then shining, burning, bursting through:
the stars! [the sky gradually transforms into van Gogh’s painting Starry Night] And
you see how they roar their light. Everywhere we look, the complex magic of
nature blazes before our eyes.
— Doctor Who, ’Vincent and the Doctor’
4.1. Introducción
Es bien sabido que las ondas ópticas se ven fuertemente afectadas por las fluc-
tuaciones del índice de refracción a lo largo de su trayectoria. Debido a este
fenómeno, la resolución espacial de los telescopios en la superficie de la Tierra
está limitada principalmente por la turbulencia atmosférica en lugar de por el
diseño y calidad óptica [108]. Esta es la razón primordial por la cual los mejores
sitios en tierra, con un ambiente estable, son cuidadosamente seleccionados an-
tes de realizar cualquier gran telescopio. Los métodos de imagen por speckle y
técnicas de óptica adaptativa se introdujeron para mitigar las fluctuaciones de
fase inducida por la turbulencia. Además, los telescopios espaciales también se
han desarrollado como una solución eficiente pero demasiado cara para supe-
rar este inconveniente no deseado.
El rendimiento de la astronomía óptica terrestre está directamente relacio-
nado con las condiciones atmosféricas. En consecuencia, el modelado preciso
de los efectos de la turbulencia atmosférica es crucial para la mejora de las ob-
servaciones astronómicas. Por ejemplo, en sistemas de óptica adaptativa, las
predicciones de frente de onda atmosféricamente distorsionados podrían ayu-
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dar a disminuir los errores de reconstrucción del frente de onda [117]. Puesto
que el tilt del frente de onda es la aberración atmosférica dominante a través
de la pupila del telescopio, su caracterización estadística resulta ser de suma
importancia. Las imágenes distorsionadas por la atmósfera tradicionalmente
se han modelado como un proceso estocástico totalmente aleatorio [118]. Sch-
wartz et al. [119] mejoraron esta idea mediante la identificación de los frentes
de onda degradados por la turbulencia como superficies fractales. Más precisa-
mente, la fase del frente de onda se modela en el rango inercial como una super-
ficie de movimiento browniano fraccional con un exponente de Hurst H = 5/6.
Este modelo fractal puede ser también asociado con el comportamiento tempo-
ral asumiendo la validez de la hipótesis de flujo congelado [119]. El movimien-
to browniano fraccionario (fBm) es una familia de procesos estocásticos auto-
similares gaussianos con incrementos estacionarios (ruido gaussiano fracciona-
rio, fGn) ampliamente utilizado para modelar fenómenos fractales que tienen
espectros empíricos del tipo ley de potencia, 1/ f α y α = 2H + 1, con 1 < α < 3
[120]. El exponente de Hurst H ∈ (0, 1) cuantifica sus correlaciones intrínsecas
de largo alcance: cuando H > 1/2 los incrementos consecutivos tienden a tener
el mismo signo de manera tal que estos procesos son persistentes [121, Chap. 9].
Para H < 1/2, por otra parte, incrementos consecutivos son más propensos
a tener signos opuestos, y se dice que los procesos son anti-persistentes [121,
Chap. 9]. El sistema sin memoria estándar de movimiento browniano (random
walk) se recupera para H = 1/2. Siguiendo una hipótesis diferente, Jorgenson
et al. [122] sugieren que los efectos inducidos atmosféricamente en las imáge-
nes estelares pueden ser mejor modeladas por un proceso determinista caótico
que por un proceso aleatorio. Sin embargo, unos años más tarde, los mismos
autores concluyeron a favor de un dinámica estocástica correlacionada [123] en
acuerdo con el modelo fBm propuesto en [119].
Estudiaremos entonces la multifractalidad presente en datos de wander (bai-
loteo) de estrellas. La identificación precisa de estos exponentes de escala es
fundamental para el desarrollo de modelos adecuados para fines de simula-
ción y predicción. Haremos un estudio de la naturaleza fractal y multifractal
de registros experimentales de fluctuaciones de ángulo de arribo (AA) de las
imágenes estelares empleando MF-DFA [23].
4.2. Datos experimentales
Las mediciones experimentales de fluctuación de AA fueron tomadas por el
instrumento de Generalized Seeing Monitor (GSM) [124, 125] siguiendo a una
estrella en el Observatorio Paranal (Antofagasta, Chile – ver Figura 4.1). Ana-
lizamos con detenimiento diecinueve conjuntos independientes de datos que
fueron registrados el 16 de diciembre de 2007. Las fluctuaciones de AA se mi-
den con un muestreo regular de 5 ms durante un tiempo de aproximadamente
1 min de adquisición (longitud de series N = 11984 datos). La adquisición
de datos se repite normalmente cada 4 minutos. En la Fig. 4.2 se presenta una
muestra representativa de las fluctuaciones de AA (arriba) junto con la densi-
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Figura 4.1: Observatorio de Cerro Paranal, Chile (2635 metros sobre el nivel del
mar).
dad temporal espectral de potencia promedio (PSD) de las 19 muestras (abajo).
En la misma figura se indica la ley de potencia esperada (-2/3) en la región
de baja frecuencia (línea roja discontinua). La línea negra vertical discontinua
indica la frecuencia de corte que aparece debido al promedio espacial sobre la
abertura del telescopio [126].
4.3. Análisis y discusión
Hemos analizado el comportamiento fractal y multifractal de las fluctua-
ciones de AA de imágenes estelares mediante la aplicación de la técnica de
MF-DFA con un detrending de segundo orden (m = 2). Se obtuvieron resulta-
dos similares con otros órdenes de los polinomios de detrending (m = 1, 3 y
4). Se seleccionaron un centenar de escalas de tiempo s ∈ [10, N/4] igualmente
distribuidas en escala logarítmica para la estimación de las funciones de fluc-
tuación. Restringimos el momento q al rango [−20, 20] con paso igual a 0,25
(q = −20,−19,75, ..., 20). Como ejemplo ilustrativo en la Fig. 4.3 mostramos las
funciones de fluctuación Fq(s) para las fluctuaciones de AA de la Fig. 4.2. Para
una mejor visualización, sólo mostramos en la figura las Fq(s) con momentos
en número entero, es decir, q = −20,−19, ..., 20. De esta figura se puede con-
cluir que la pendiente de las funciones de fluctuación en el gráfico log-log, h(q),
disminuye ligeramente con el momento q.
Para entender mejor la naturaleza fractal de las series, la Fig. 4.4 muestra la
función de fluctuación para el segundo momento F2(s) como una función de
la escala s para los diecinueve registros independientes de las fluctuaciones de
AA. Cabe destacar la excelente linealidad observada para todas las escalas de
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Figura 4.2: Muestra representativa de las fluctuaciones de AA (arriba) y la PSD
promedio de los diecinueve registros (abajo). La ley de potencias esperada teó-
ricamente (−2/3) en la región de las bajas frecuencias se indica con una línea
vertical roja discontinua. La frecuencia de corte se indica con una línea negra
vertical discontinua. Los picos observados para frecuencias altas son debidos a
las vibraciones del arreglo experimental.
tiempo. Este hallazgo permite confirmar la existencia de un comportamiento
de ley de potencias bien definido, F2 (s) ∼ sh(2) = sH y, en consecuencia, una
dinámica fractal en el rango completo analizado.
Los exponentes generalizados de Hurst estimados en el rango de la escala
de tiempo completo, es decir, rango de ajuste s ∈ [10, N/4] para los diecinueve
registros independientes de fluctuaciones de AA se representan en la Fig. 4.5.
Los exponentes principales de Hurst relacionados (H = h(2)) se indican con
una línea negra vertical. Los valores estimados para este parámetro (H), junto
con los obtenidos para la multifractalidad (∆h ≡ h(−q) − h(q) para grandes
valores de q) se detallan en la figura. 4.6. La media y la desviación estándar
de los estimadores de ambas cantidades, a saber, el exponente de Hurst H y la
multifractalidad ∆h, sobre todo el conjunto de datos son 0, 79± 0,03 y 0, 21±
0,06, respectivamente.
Por un lado, un comportamiento estocástico persistente se concluye del
análisis DFA. Por otro lado, los resultados obtenidos para los exponentes de
Hurst generalizados sugieren un pequeño grado de multifractalidad. Esta pe-
queña dispersión de los valores h(q) se puede atribuir directamente a efectos de
tamaño finito. Más precisamente, un aparente pero falso grado de multifracta-
lidad ∆h ≈ 0,2 se encuentra comúnmente en señales puramente monofractales
correlacionadas de largo alcance [52]. Como han demostrado Grech and Pa-
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Figura 4.3: Funciones de fluctuación Fq(s) como una función de la escala s para
las fluctuaciones de AA representados en la Fig. 4.2. Se empleó MF-DFA con un
polinomio de detrending de orden m = 2 y 100 diferentes escalas s ∈ [10, N/4]
equidistantes en la escala logarítmica. El orden q (q = −20,−19, ..., 20) aumenta
de abajo hacia arriba. El comportamiento observado es representativo de todo
el conjunto.
muła [61], este efecto espurio aparece como resultado de la longitud finita de
datos analizados y se amplifica adicionalmente por la presencia de la memoria
a largo plazo. Para aclarar mejor esta cuestión, hemos estimado los exponen-
tes generalizadas Hurst de un centenar de realizaciones independientes de fGn
con exponente de Hurst H = 0, 8. Estas simulaciones numéricas, con la misma
longitud N de la serie temporal de fluctuación de AA, se generaron a través de
la función wfbm de MATLAB. Este algoritmo simula fBm siguiendo el método
propuesto por Abry y Sellan [75]. Las realizaciones numéricas de fGn se obtie-
nen a través de las diferencias sucesivas de las simulaciones fBm. Se hizo un
estudio de MF-DFA con los mismos parámetros utilizados con los registros de
fluctuación AA para este estudio numérico. La media y la desviación estándar
de los valores estimados para H y ∆h son 0, 80± 0,02 y 0, 16± 0,03, respecti-
vamente. Estos resultados confirman la existencia de una multifractalidad en
series temporales monofractales con correlaciones de largo alcance en la serie
temporal debida a los efectos de tamaño finito. Por consiguiente, las fluctua-
ciones de AA de imágenes estelares pueden ser modeladas, al menos en una
primera aproximación, como un proceso estocástico correlacionado monofrac-
tal con memoria de largo alcance.
Nuestros resultados experimentales apoyan el modelo fBm para las degra-
daciones de frente de onda atmosféricamente inducidas propuestas por Sch-
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wartz et al. [119]. El exponente Hurst estimado, sin embargo, es siempre infe-
rior al valor de 5/6 esperado para una teoría de Kolmogorov convencional. Es-
te exponente de Hurst más pequeño puede ser atribuido a un comportamiento
no-Kolmogorov de la turbulencia atmosférica puesto que existen evidencias de
desviaciones del modelo de Kolmogorov en la atmósfera superior [127, 128].
De hecho, Du et al. [129] han encontrado teóricamente que la ley de potencia
para los espectros de potencia temporal de las fluctuaciones de AA se modifica
en la región de las frecuencias bajas cuando se considera un modelo de espec-
tro de potencia generalizado para las fluctuaciones del índice de refracción (es
decir, turbulencia no-Kolmogorov). Este cambio en la ley de escala para el régi-
men de baja frecuencia se puede asociar directamente con las desviaciones del
exponente de Hurst esperado para el caso Kolmogorov que hemos observado
experimentalmente.
4.4. Conclusiones
Hemos confirmado la presencia de correlaciones de largo alcance en las
fluctuaciones de AA de frentes de onda estelares que se propagan a través de
la turbulencia atmosférica. El exponente de Hurst estimado siempre está cer-
ca, pero por debajo del valor 5/6 esperado teóricamente para una turbulencia
de Kolmogorov. De hecho, este exponente Hurst estimado por debajo de lo
esperado originalmente se puede entender en términos de un modelo de tur-
bulencia no-Kolmogorov. Vale la pena destacar que estos resultados permiten
sugerir que la fase del frente de onda degradado por la turbulencia puede ser
modelado como un fBm con H ≈ 0,8. La predictibilidad inherente asociada con
este proceso estocástico persistente podría ser útil para mejorar el rendimiento
de técnicas de alta resolución angular. Una discusión detallada de este estudio
se encuentra también en [130].
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Figura 4.4: Funciones de fluctuación para el segundo momento F2(s) como una
función de la escala s para los diecinueve registros independientes de las fluc-
tuaciones de AA. La pendiente del mejor ajuste lineal de cada uno de estas
funciones es el estimador del exponente de Hurst de los registros experimen-
tales (DFA estándar [22]).
Figura 4.5: Exponentes de Hurst generalizados h(q), estimados ajustando en
todo el intervalo de escalas s ∈ [10, N/4] como funación del orden q para los
diecinueve registros independientes de fluctuaciones de AA. La línea negra
vertical marca el valor del exponente principal de Hurst (H = h(2)).
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Figura 4.6: a) Valores estimados para el exponente de Hurst H (puntos azules)
y el grado de multifractalidad ∆h (puntos verdes) para los diecinueve regis-
tros independientes de fluctuaciones de AA. b) Boxplots para ambos cuantifi-
cadores. El valor esperado para el exponente de Hurst dentro del modelo de
Kolmogorov (H = 5/6) está indicado conuna línea azul horizontal.
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Capítulo 5
Persistencia en el wandering
láser inducida por la
turbulencia
THE DOCTOR: Clara sometimes asks me if I dream. "Of course I dream", I tell
her. "Everybody dreams". "But what do you dream about?", she’ll ask. "The
same thing everybody dreams about", I tell her. "I dream about where I’m
going." She always laughs at that. "But you’re not going anywhere, you’re just
wandering about." That’s not true. Not anymore. I have a new destination.
My journey is the same as yours, the same as anyone’s. It’s taken me so many
years, so many lifetimes, but at last I know where I’m going. Where I’ve
always been going. Home. The long way round.
— Doctor Who, ’The day of the doctor’
5.1. Introducción
El centroide de un haz láser experimenta múltiples desviaciones cuando se
propaga a través de la atmósfera turbulenta de la Tierra debido a las fluctua-
ciones estocásticas del índice de refracción a lo largo del camino óptico. Como
consecuencia de los cambios de fase, debido a remolinos turbulentos con di-
mensiones mayores que el diámetro del haz, el láser sufre desplazamientos
perpendiculares a la dirección original de propagación. Este fenómeno se co-
noce como beam wandering o spot dancing. En una primera aproximación, el
wandering del haz láser en la atmósfera turbulenta podría considerarse como
totalmente aleatorio [131]. Esto significa que las fluctuaciones de coordenadas
del centroide de láser en un dado instante son independientes de aquellas aso-
ciadas a los instantes anteriores. Sin embargo, existen algunas evidencias de
que las correlaciones temporales de largo alcance están presentes en la dinámi-
ca temporal subyacente [117, 123, 132, 133, 8, 7, 134]. Está claro que una mejor
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comprensión del comportamiento temporal fluctuante es esencial para mejo-
rar las aplicaciones prácticas de láser relacionadas con fines de seguimiento y
comunicación. Particularmente, el wandering se considera como la principal
causa de pérdida sustancial de señal en el plano receptor en sistemas de co-
municación por láser en el espacio libre, degradando la calidad y fiabilidad
en la transmisión de datos, y la limitando su rendimiento [135]. De hecho, re-
cientemente se han propuesto sistemas de control de wandering para mitigar
este inconveniente [136, 137]. Tratando de arrojar algo de luz sobre la dinámi-
ca del wandering láser analizaremos cuidadosamente las correlaciones tempo-
rales en la posición registrada de un haz láser después de que se propaga a
través de una cámara atmosférica en laboratorio. Conjeturamos que esta tur-
bulencia de laboratorio es representativa de una turbulencia atmosférica com-
pletamente desarrollada. En consecuencia, es capaz de emular las principales
propiedades de los flujos turbulentos que afectan el haz láser en un enlace de
comunicación a nivel del suelo. De hecho, dispositivos similares se han utili-
zado para probar los efectos de la turbulencia atmosférica en varios contextos
[135, 138, 139, 140, 141, 142, 143]. Las componentes horizontal y vertical de la
posición del centroide del haz láser se miden como función del tiempo con un
detector sensible a la posición situado en el extremo de la trayectoria de propa-
gación. Con el objetivo de caracterizar estadísticamente las correlaciones tem-
porales de estos flujos de datos hacemos un análisis con detrended fluctuation
analysis (DFA). Los resultados obtenidos permiten concluir que los desplaza-
mientos del centroide del láser son consistentes con procesos estocásticos co-
rrelacionados con memoria a largo plazo cuando la influencia de la turbulencia
se hace claramente evidente.
5.2. Arreglo experimental
Realizamos una experiencia conceptualmente sencilla en condiciones con-
troladas en las que un rayo láser se propaga a través de una turbulencia arti-
ficial — en la Figura 5.1 se detalla esquemáticamente el arreglo experimental.
El wandering del haz láser (10 mW HeNe Melles Griot Modelo 05-LHP-991) es
registrado por un detector sensible a la posición con una superficie de 1 cm2
(UDT SC-10 D). Este detector mide la posición del centroide del haz de láser
incidente con una precisión de 2,5 µm. Las coordenadas horizontales y verti-
cales se registraron a 500 Hz — hemos confirmado hallazgos similares para
frecuencias de muestreo más altas.
Con el propósito de tener una turbulencia inercial completamente desarro-
llada en condiciones estables y repetibles estadísticamente, empleamos un ge-
nerador de turbulencia de aire en laboratorio, comúnmente llamado turbulador,
similar al propuesto originalmente por Fuchs et al.[144], y posteriormente me-
jorado por Keskin et al. [145] (ver el Apéndice E). Para simular la turbulencia
atmosférica, dos flujos de aire a diferentes temperaturas se ven obligadas a
colisionar en la cámara de produciendo una mezcla isotrópica entre el aire ca-
liente y frío. La fuente de calor es un calentador eléctrico en la que se controla
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la corriente que pasa a través de él. El haz láser delgado se propaga a través
de casi 0,35 m de turbulencia en la cámara de mezcla. La velocidad del flujo
de aire es fija debido a que ambos ventiladores funcionan a velocidades idén-
ticas, por lo que las características de turbulencia son sólo por la diferencia de
temperatura. Al aumentar la temperatura del foco caliente pueden producirse
diferentes intensidades de turbulencia. La cámara en el laboratorio ofrece las
ventajas de una caracterización completa del sistema y repetibilidad en una
sola capa turbulenta. La intensidad de la turbulencia artificial cuantificada a
través de la estructura constante C2n, y tanto la escala interna como la externa
se estimaron previamente siguiendo el procedimiento sugerido por Mascia-
dri y Vernin [138]. La caracterización completa del turbulador se detalla en el
Apéndice E. Realizamos la experiencia con doce diferencias de temperatura
∆T = T1 − T2 desde 5 hasta 180 ºC, y también se tomaron mediciones de refe-
rencia con los ventiladores apagados y encendidos (sin pasar corriente por el
calentador). En particular, las mediciones con los ventiladores apagados pue-
den ser consideradas como una medición de fondo que cuantifica los efectos
del ruido electrónico y la turbulencia en la habitación.
5.3. Análisis y discusión
En este arreglo experimental, 21 realizaciones independientes de 5.000 pun-
tos de coordenadas se obtuvieron para cada condición de turbulencia. Poste-
riormente, se realizó el análisis DFA (de acuerdo a lo que se detalla en el Cap.
2) para las componentes horizontal y la vertical de la posición registrada. La Fi-
gura 5.2 muestra las funciones de fluctuación obtenidas mediante la aplicación
de un análisis DFA con un polinomio de detrending de segundo orden (m = 2)
para las diferentes intensidades de turbulencia. Se muestran resultados repre-
sentativos para una realización particular para cada condición de turbulencia
con C2n aumentando de abajo hacia arriba. Se observa un comportamiento de
ley de potencia bien definido con pendientes más altas para las mayores inten-
sidades de turbulencia. En la Figura 5.3 se representa la media y la desviación
estándar (en las 21 realizaciones independientes) de los exponentes de Hurst
estimados para cada coordenada en el rango s ∈ [30, 1000] (líneas de trazos
verticales en la Figura5.2) como una función de C2n .
Con el fin de interpretar mejor los resultados obtenidos para el exponente
de Hurst, en la Figura 5.4 se muestra la relación señal-ruido (SNR) para las
diferentes condiciones de turbulencia. La SNR se estimó como la varianza de
las señales en los estados turbulentos en relación con el valor asociado con
las mediciones de referencia. De la Figura 5.4 se concluye que es necesario el
aumento de C2n para resolver completamente los efectos de turbulencia en el
turbulador con el sistema de detección implementado.
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5.4. Conclusiones
En las mediciones de referencia el detector no es capaz de resolver las dife-
rencias de posición, y se mide un ruido electrónico totalmente sin correlación
asociado con el detector. En consecuencia, el exponente de Hurst está cerca de
0,5 como intuitivamente se esperaba. A medida que la intensidad de la turbu-
lencia aumenta la SNR es mayor que uno (véase la Figura 5.4) y el detector
empieza a discernir la influencia de la turbulencia. Al mismo tiempo, el expo-
nente de Hurst muestra un comportamiento creciente, tanto para las coorde-
nadas horizontales y verticales, saturando a un valor cercano a 5/6 para los
mayores valores de C2n (véase la Figura 5.3). Los resultados obtenidos permiten
confirmar que la turbulencia introduce efectos de memoria en las series tempo-
rales de wandering, puesto que una dinámica altamente persistente se observa
para las mayores intensidades de turbulencia. Además, la similitud entre los
exponentes de Hurst estimados horizontales y verticales confirma la isotropía
de la turbulencia dentro de la cámara de laboratorio. Vale la pena mencionar
aquí que H = 5/6 se ha propuesto originalmente como un resultado teórico
dentro del modelo de Kolmogorov [119], y muy recientemente estudiado ex-
perimentalmente [130], por las fluctuaciones del ángulo de arribo de frentes de
onda estelares propagándose a través de la turbulencia atmosférica.
Resumiendo, se concluye la existencia de un comportamiento fractal esto-
cástico claramente persistente del análisis por DFA del wandering de un haz
láser pasando por una turbulencia generada en laboratorio. Los exponentes de
Hurst estimados para las dos coordenadas convergen a un valor cercano a 5/6
— el valor teórico asociado a la turbulencia de Kolmogorov — para las condi-
ciones de turbulencia más intensa. Otra discusión detallada de esta experiencia
se encuentra en [146].
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Figura 5.1: Esquema del arreglo experimental.
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Figura 5.2: Funciones de fluctuación F2(s) en función de la escala de s de la
coordenada horizontal (gráfico superior) y vertical (gráfico inferior) para las
diferentes condiciones de turbulencia. Se muestran los resultados obtenidos
para una realización particular de los veintiún casos registrados. Se empleó
DFA con un polinomio de detrending de orden m = 2 y 96 diferentes esca-
las s ∈ [10, N/4] equidistantes en la escala logarítmica. C2n aumenta de abajo
a arriba. La pendiente del mejor ajuste lineal obtenido para cada una de estas
funciones de fluctuación es la estimación del exponente de Hurst. Las líneas
verticales discontinuas indican el intervalo en el que se realiza el ajuste lineal
para estimar el exponente Hurst. La líneas (trazos grises punteados) con pen-
dientes 1/2 (línea inferior) y 5/6 (línea superior) se muestran como referencia.
El comportamiento observado es representativo de todo el conjunto de datos y
se obtienen resultados similares para otros detrendings (m = 1 y m = 3).
92
Figura 5.3: Valores estimados para el exponente de Hurst para las coordena-
das horizontales y verticales del centroide haz de láser como una función de
la intensidad de la turbulencia. Se representa la media y la desviación están-
dar de las 21 realizaciones para cada valor de C2n. Se muestra el valor teórico
esperado para el exponente de Hurst en el modelo de Kolmogorov (H = 5/6)
(línea negra horizontal discontinua). El ajuste de DFA-2 fue hecho en un rango
[30, 1000]. Se obtuvieron comportamientos muy similares para otros órdenes
de detrending (m = 1 y m = 3).
Figura 5.4: Relación señal-ruido para las componentes horizontal y vertical del
registro de coordenadas de centroide láser como función de la intensidad de la
turbulencia. Promedio y desviación estándar de las 21 realizaciones indepen-
dientes para cada valor de C2n.
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Capítulo 6
Centelleo de imágenes y
correlaciones temporales
THE DOCTOR: That which holds the image of an Angel becomes itself an
Angel.
— Doctor Who, ’The time of Angels’
6.1. Análisis de centelleo de propagación de luz in-
coherente
6.1.1. Introducción
Alrededor de 1610 Galileo reportó brevemente el efecto de la turbulencia at-
mosférica en la observación astronómica [147]. Este fenómeno es debido al
hecho de que la atmósfera turbulenta produce un desenfoque dinámico que
degrada los registros en imagen de objetivos fijos (’seeing’). Diversos paráme-
tros de la turbulencia pueden ser extraídos de imágenes [148, 149], mientras
que a la inversa, su conocimiento permite simular sus efectos [150]. La estima-
ción de los parámetros de turbulencia atmosférica y la corrección simultánea
del desenfoque (bluring) en imágenes dinámicas de un blanco de alto contras-
te ha sido estudiada recientemente por Gibson y Hammel [151]. Proponemos
aquí una técnica para una estimación simple de C2n basada en la captura de
imágenes de objetivos de alto contraste a través de un ambiente turbulento.
Luego de que un frente de onda se propague por un camino turbulento de
longitud L, su índice de centelleo correspondiente está definido en un punto
arbitrario de la pupila de entrada del receptor como σ2I = 〈I2〉/〈I〉2− 1 (donde
I es la irradiancia). Este índice generalmente está determinado en experimentos
en los que el frente de onda recibido es enfocado en un detector de luz de
un sólo elemento. Ahora, consideramos al enfoque de imágenes de objetivos
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de alto contraste a través de turbulencia como la adquisición simultánea de
muchas muestras de irradiancia definiendo el índice de centelleo por píxel:
(
σ2I
)
i,j
=
〈
I2i,j
〉
〈
Ii,j
〉2 − 1, (6.1)
donde Ii,j (t) expresa la irradiancia a lo largo del tiempo para un píxel con
coordenadas (i, j) producto de una propagación de onda óptica a través de
una turbulencia atmosférica y 〈·〉 denota el promedio temporal. Esta definición
en términos de imágenes plantea el problema de estimar la intensidad de la
turbulencia con una matriz de índices de centelleo versus el método basado
en un solo elemento. Encontramos que es posible extraer información de C2n a
partir de
(
σ2I
)
i,j luego de una cuidadosa selección y conteo de sus elementos
como detallaremos a continuación.
Al capturar imágenes con luz incoherente que ha atravesado una atmósfera
turbulenta, la intensidad de la imagen (en el plano del receptor) fluctuará más
en los bordes de alto contraste [152] y apenas lo hará en las regiones uniformes;
por lo tanto, la representación visual de
(
σ2I
)
i,j se verá como un filtro de borde
aplicado a la imagen del objetivo. Para poder localizar y contar solamente los
píxeles con un centelleo relativamente alto, se puede aplicar un valor umbral τ
a la representación del índice de centelleo definiendo un conjunto
Ωi,j =
{
0 si
(
σ2I
)
i,j
< τ, y 1 si τ ≤
(
σ2I
)
i,j
< 1
}
(6.2)
(los píxeles relacionados a los bordes de mayor contraste de la imagen-objetivo).
Compararemos ahora este conjunto con la salida binaria Ei,j de un filtro de bor-
de [153] aplicado a la imagen promedio capturada en el punto de observación.
Empleando análisis adimensional es posible deducir de [154] que cualquier
haz que de propague por turbulencia tiene un índice de centelleo proporcional
a C2n k7/6 L11/6 para el modelo Obukhov-Kolmogorov en condiciones de tur-
bulencia débil (σ2I < 1). La evidencia experimental presentada en este trabajo
sugiere que el número de píxeles filtrados por el umbral es proporcional a este
resultado según
γ(λ, L) ·
(
∑i,j Ωi,j
∑i,j Ei,j
)
= C2n
(
2pi
λ
)7/6
L11/6, (6.3)
donde C2n es la constante de estructura para el índice de refracción del aire, λ
es la longitud de onda y L es la distancia de propagación. Finalmente, γ(λ, L)
es un factor de proporcionalidad adimensional que proponemos caracterizar
en condiciones de laboratorio analizando el cociente entre la cantidad de píxe-
les no nulos en Ωi,j y la cantidad de píxeles no nulos en Ei,j. En este capítulo
estudiamos sistemáticamente este factor y encontramos que su forma es
γ(λ, L) = G0
(
2pi
λ
)7/6
L11/6 (6.4)
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donde G0 es el factor de estructura por centelleo de píxeles (m−2/3) cuyo valor se
determinará empíricamente. El conocimiento de este factor es clave para que
a partir de las las Ecuaciones (6.3) y (6.4) se pueda estimar C2n sencillamente
como
C2n = G0 ·
(
∑i,j Ωi,j
∑i,j Ei,j
)
(6.5)
Es interesante notar que al tomar imágenes de un objetivo fijo, el factor
∑i,j Ei,j dará aproximadamente el mismo resultado para un amplio rango de
condiciones de turbulencia, mientras que ∑i,j Ωi,j puede ir de 0 a una fracción
considerable de la totalidad de los píxeles de la imagen dependiendo de la
intensidad de la turbulencia.
6.1.2. Arreglo experimental
Imágenes en laboratorio
Un experimento conceptualmente simple se realizó en condiciones contro-
ladas en que un patrón de damero se muestra en un monitor LCD (Fig. 6.2-a)
seguido por el turbulador (Fig. 6.1). El damero fue enfocado en una cámara
web comercial (Logitech Webcam Pro 9000, con una resolución de 640×400 pí-
xeles, 30 frames/s).
En el turbulador se emplearon 13 diferencias de temperatura que fueron
desde los 15.5 a los 152.7 ºC cada una con una C2n caracterizada yendo desde
9,54 · 10−9 a 3,99 · 10−8 m−2/3, y una varianza de Rytov calculada σ2R(632 nm)
desde 0,24 hasta 1,02. Se tomaron además medidas con los ventiladores apaga-
dos y encendidos a modo de referencias.
Experiencia independiente
Para probar esta técnica en un caso independiente en el que C2n era descono-
cida de antemano, empleamos una estufa eléctrica doméstica interpuesta entre
un monitor LED mostrando un damero y la misma cámara web empleada en
la caracterización grabando at 30 cuadros/s y con una resolución def 640× 400
píxeles. La distancia al objetivo fue de L ∼ 0,6 m y seleccionamos una región de
interés (ROI) de 200× 200 píxeles debido a limitaciones espaciales del arreglo.
La potencia de la estufa fue de 2000 W.
6.1.3. Análisis y resultados
En el primer caso determinamos una ROI de 300×300 píxeles mientras que
para el segundo caso fue de 200× 200 (debido a restricciones del arreglo). En
ambos casos analizamos la información proveniente del canal verde de la sali-
da RGB de la cámara (λ ∼ 510 nm) para realizar el análisis. Se tomaron prome-
dios de 1100 cuadros consecutivos (∼36.7 s) (ver la Fig. 6.2-a). Para encontrar
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Figura 6.1: Arreglo experimental. El turbulador está suspendido de una estruc-
tura independiente para evitar cualquier vibración en los componentes ópticos.
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Ei,j en todos los casos, empleamos el filtro de detección de bordes de Matlab
con la configuración por defecto (con la opción «log»). Probamos con otros
previamente y hallamos que éste en particular devuelve los resultados más
adecuados en términos de detección de borde.
En el caso de laboratorio, para cada valor de C2n calculamos la imagen del
centelleo
(
σ2I
)
i,j (Fig. 6.2-b), de la cual puede visualizarse y estudiar su histo-
grama (Fig. 6.2-c). Estudiamos cuidadosamente los histogramas de todos los
casos y determinamos un valor de umbral τ = 0,01 para este caso de manera
de obtener máscaras binarias Ωi,j con suficientes elementos para este análisis
(Fig. 6.2-d); y también aplicamos el filtro de borde simple a la imagen prome-
dio (Fig. 6.2-e). Como era de esperar, encontramos que el número de píxeles
con (σ2I )i,j < τ decrece con C
2
n (Fig. 6.3-a) mientras que aumenta con buena
tendencia lineal para píxeles con τ ≤ (σ2I )i,j < 1 (Fig. 6.3-b). Por medio del
ajuste lineal del cociente ∑i,j Ωi,j/∑i,j Ei,j versus C2n, encontramos el valor del
factor de estructura por centelleo de píxeles (Ecuaciones (6.4) y (6.5)):
G0 = (2,39± 0,08) · 10−8 m−2/3
y por lo tanto en estas condiciones tenemos
γ(λ, L) = (0,64± 0,02)
Para el caso independiente repetimos el mismo análisis detallado en el pá-
rrafo anterior (Fig. 6.4-a,b,c) y estimamos C2n basados en la estimación empí-
rica previa de G0. Luego de examinar el histograma (Fig. 6.4-c) determinamos
τ = 0,033 como un valor adecuado para este caso. Así, la estimación de la
constante de estructura para el índice de refracción es
C2n = (1,46± 0,05) · 10−8 m−2/3.
Este valor está de acuerdo con una estimación independiente basada en bailo-
teo de haz láser sobre la misma estufa (este método para estimar intensidades
de turbulencia se describe en [155]).
6.2. Estudio de la dinámica temporal por píxel, cálcu-
lo del exponente de Hurst
Desde el trabajo original de McGlamery [111] tratando el tema de la simu-
lación de la propagación de luz a través de una atmósfera turbulenta, se han
propuesto varios métodos para incorporar la dinámica temporal del proceso
[115, 9, y demás referencias citadas] (ver la discusión al final del Capítulo 3).
Sin embargo, los esfuerzos experimentales usualmente se enfocan en la propa-
gación de haces delgados [7, 146] o en dinámicas de promedios espaciales del
haz [8, 2]. Ahora investigaremos la presencia de efectos de memoria a largo
plazo en el mismo arreglo experimental descrito en la sección anterior.
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Figura 6.2: Caso representativo, condición de mayor turbulencia (C2n ∼
4 · 10−8 m−2/3). a) Promedio del damero en la ROI (300×300 píxeles, 300
píxeles≡15,027 cm). b) Representación del índice de centelleo por píxel (σ2I )i,j
(τ = 0,01) (Nota: hay un número marginal de píxeles con un un valor
(
σ2I
)
i,j >
1 y se los representa como 1 por claridad en la escala). c) Histograma de los va-
lores del índice de centelleo por píxel. d) Representación de la máscara binaria
Ωi,j. e) Filtro de borde (binario) Ei,j aplicado a la imagen promedio -a.
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Figura 6.3: Cantidad de píxeles filtrados en la ROI. a) Valores de bajos de cen-
telleo. b) Valores altos de centelleo. c) Cantidad de píxeles de alto centelleo
normalizados por la cantidad de píxeles en el filtro de borde con su ajus-
te lineal. La constante de estructura de referencia estimada por el ajuste es
G0 = (2,39± 0,08) · 10−8 m−2/3 (R2 = 0,9634).
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Figura 6.4: Caso independiente. a) Promedio del damero en la ROI (200×200
píxeles, 200 píxeles≡19.993 cm). b) Representación del índice de centelleo por
píxel
(
σ2I
)
i,j (τ = 0,033) (Nota: hay un número marginal de píxeles con un
un valor
(
σ2I
)
i,j > 1 y se los representa como 1 por claridad en la escala). c)
Histograma de los valores del índice de centelleo por píxel. d) Representación
de la máscara binaria Ωi,j. e) Filtro de borde (binario) Ei,j aplicado a la imagen
promedio -a. 102
Con el propósito de estimar las correlaciones temporales presentes en esta
situación, y para luego hallar su relación con la intensidad conocida de la tur-
bulencia, emplearemos Detrended Fluctuation Analysis (DFA), tal y como se ha
descrito en el Cap. 2. En esta oportunidad emplearemos esta técnica para hacer
una estimación píxel por píxel del exponente de Hurst (H): en efecto, como en
nuestro arreglo experimental capturamos imágenes de un objetivo estático en-
contraremos un Hi,j para la serie temporal de la intensidad de cada píxel Ii,j(t).
Otra forma de escribir la Ecuación (6.5) [156] de la sección anterior es:
∑
i,j
Ωi,j =
(
∑
i,j
Ei,j
)
C2n
G0
, (6.6)
con G0 = (2,39± 0,08) · 10−8 m−2/3. Este resultado indica que:
a) el número de píxeles con alto centelleo aumenta con la intensidad de la
turbulencia con respecto a la cantidad de píxeles hallados en los bordes
de la imagen promedio
b) estos píxeles están localizados en las regiones de alto contraste de la imagen
c) la información sobre la intensidad de la turbulencia es preservada en∑i,j Ωi,j.
6.2.1. Cuantificación de las correlaciones temporales por DFA
Empleamos para nuestro estudio las mismas capturas y ROIs del caso de
centelleo: 300×300 píxeles (300 pixels ≡ 15.027 cm), λ ∼ 510 nm; 1100 cuadros
consecutivos (∼36.7 s) (véase la Figura 6.5-a).
Para el análisis por DFA elegimos un polinomio de detrending de orden
m = 3 (hemos explorado otros órdenes con similares resultados). Calculamos
las funciones de fluctuación para 100 escalas con 10 ≤ s ≤ 275. En la Figura
6.5 mostramos un caso representativo. Elegimos todo el rango de escalas s para
ajustar las funciones de fluctuación. Esta elección es apoyada por la baja incer-
tidumbre (∼ 10 %) en la estimación de las pendientes (H) (Figura 6.5-e) y apli-
cando a varias funciones al azar el criterio de estimación de rangos óptimos de
ajuste expuesto en [95] y detallado en el (Cap. 2). Es interesante notar que para
todas las intensidades de turbulencia exploradas, en la representación visual
de Hi,j (Fig. 6.5-d) los valores Hi,j ∼ 0 (< 1/2, anti-persistentes) corresponden
a píxeles de muy baja intensidad en el objetivo (áreas negras homogéneas), en
las cuales inclusive el nivel de ruido es muy bajo en este arreglo de detección.
Para píxeles del objetivo con valores muy altos (regiones blancas homogéneas),
observamos predominantemente Hi,j ∼ 1/2 (descorrelacionadas): las fluctua-
ciones en esas regiones están principalmente afectadas por ruido electrónico.
Los valores de Hi,j > 1/2 (persistentes) se observan en regiones de alto con-
traste de la imagen, las cuales se sabe que tienen un centelleo relativamente alto
(Figura 6.5-b). Nos enfocaremos entonces en estudiar los valores del exponente
de Hurst H en Ω (dejamos por ahora los subíndices para mayor simplicidad
en la notación).
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Estudiamos las distribuciones de los valores de H en Ω para las referencias
y todos los demás casos experimentales y encontramos que la media y la des-
viación estándard son representativas del conjunto. Los promedios de H en Ω
para ambas referencias son aproximadamente 1/2 (series descorrelacionadas),
y son predominantemente atribuíbles al ruido electrónico (el ruido mecánico
es despreciable). Con estas consideraciones sobre los histogramas, ahora pode-
mos estudiar el comportamiento del H promedio en Ω (H¯Ω) como función de
C2n (véase la Figura 6.6). Las correlaciones observadas aumentan generalmen-
te con C2n llegando a un máximo de promedio observado de H¯Ω = 0,7± 0,1.
Encontramos que en los rangos que hemos explorado experimentalmente, en
primera aproximación H¯Ω crece como
H¯Ω ∼ C
2
n
CH
+ H0, (6.7)
donde CH = (3,6± 1,4) · 10−7m−2/3 y H0 = 0,50± 0,03 (estos resultados se
resumen en la Tabla 6.1). El valor de H0 destaca el hecho de que los píxeles
con un centelleo relativamente alto en condiciones de baja turbulencia (en esta
experiencia) están principalmente afectados por ruido electrónico, como era de
esperar.
Tabla 6.1: Resumen de resultados (DFA-3).
Valor estimado
CH (3,6± 1,4) · 10−7m−2/3
H0 0,50± 0,03
6.3. Conclusiones
El modelo propuesto brinda la posibilidad de emplear un arreglo experi-
mental sencillo para lograr una estimación razonable de C2n tomando ventaja
de la propagación de luz proveniente de una imagen de alto contraste. Pro-
pusimos un factor de estructura por centelleo de píxeles (G0) y estimamos su
valor a partir de datos experimentales. El cociente ∑i,j Ωi,j/∑i,j Ei,j en la Ecua-
ción (6.5) permite estimar constantes de estructura dentro de la relación lineal
empírica (Figura 6.3-c). Una discusión detallada de este estudio se encuentra
también en [156].
Hemos encontrado que, al capturar imágenes sucesivas de objetivos de alto
contraste a través de turbulencia atmosférica, aumentan las correlaciones con
la intensidad de la turbulencia para los píxeles con un índice de centelleo re-
lativamente alto. Este comportamiento puede ser clave para refinar el aspecto
temporal tanto en las técnicas de simulación como en los modelos teóricos. Las
técnicas de simulación deben tener en cuenta las restricciones que las Ecuacio-
nes 6.6 y 6.7 imponen sobre las series temporales de los píxeles individuales
104
a) Mean(ROI) - C2n =3.9962e-08 m
-2/3
s
101 102
F
i,
1
5
0
m
=
3
(s
)
10-2
10-1
100
101
102
c) DFA-3 Fluctuation functions (central column)
d) Hi,j
100 200 300
50
100
150
200
250
300 0
0.2
0.4
0.6
0.8
e) Hi,j
100 200 300
50
100
150
200
250
300
0.05
0.1
0.15
0.2
"
b) (0:01 << 1)i,j+ =
Figura 6.5: Caso representativo, mayor intensidad de turbulencia (C2n ∼ 4 ·
10−8 m−2/3). a) Imagen promedio del patrón en la ROI (300×300 pixels; 300
pixels ≡ 15.027 cm); la línea roja vertical (columna central) está detallada en -c.
b) Representación visual de Ωi,j (τ = 0,01). c) Funciones de fluctuación para
los píxeles de la columna central de -a (línea roja): las curvas van del negro al
rojo basadas en el valor promedio del píxel al que corresponden (negro para
los más oscuros, rojo para los más brillantes). d) Representación visual de Hi,j.
e) Representación del error ∆Hi,j en la estimación de Hi,j (nótese que todos los
valores son un orden de magnitud más pequeños que Hi,j).
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Figura 6.6: Promedio de H en Ω como función de C2n (las barras de error vie-
nen de la std(H) en ese conjunto); la aproximación lineal (línea negra punteada)
tiene R2 = 0,7426. La línea roja punteada indica H = 1/2 (series descorrelacio-
nadas).
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que producen. De hecho, en nuestro rango experimental hemos encontrado
una relación lineal sencilla entre las variables descriptas por dichas ecuaciones
y C2n.
El estudio general de Hi,j que hemos hecho también puede ser de utilidad
en el campo de reconstrucción de imágenes deformadas por condiciones de
turbulencia: para los píxeles con Hi,j < 1/2 (anti-persistentes) los incrementos
sucesivos en la serie temporal tienen signos opuestos, de manera que tomar el
promedio temporal se hace de alguna manera estadísticamente representativo
del valor verdadero en el objetivo. Sin embargo, los píxeles que muestran va-
lores mayores de Hi,j deben ser necesariamente tratados con otras técnicas de
reconstrucción.
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Capítulo 7
La multifractalidad y el efecto
de la turbulencia en la
dinámica caótica de un láser
de HeNe
THE DOCTOR: Amy Pond, there’s something you better understand about me,
cos it’s important, and one day your life may depend on it:
[He smiles] I am definitely a madman with a box.
— Doctor Who, ’The Eleventh Hour’
7.1. Introducción con un repaso histórico
El caos en los sistemas de láser gaseoso se ha estudiado en el pasado por
medio de un factor de retroalimentación que actúa como un parámetro de bi-
furcación en la dinámica generada [157, 158]. Este fenómeno había sido utili-
zado anteriormente con fines de alineación [159]. De hecho, el Doctor Mario
Gallardo refiere la historia de este desarrollo en el Centro de Investigaciones
Ópticas:
«Estamos hablando de 1968... 69. Pasaba esto porque cuando no-
sotros alineábamos los espejos de un láser en un tubo; si el láser
pasaba por el tubo ’bien’ el espejo hacía que volviera a la entrada
del láser. Cuando el láser (que era viejo y estaba agotado) estaba
alineado, se apagaba. Ésa fue la primera experiencia.
¿Por qué se apagaba el láser? Así dispuestas las cosas, el láser es
perturbado por su propia luz. Según la teoría se produce un fenó-
meno de caos. Nos preguntamos qué pasaba ahí adentro. Dividi-
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mos el haz: mandábamos mediante un espejito un haz y lo enviá-
bamos a un detector para ver qué pasaba. El haz medido fluctuaba,
tenía spikes. Entonces lo usábamos para alinear: cuando mandába-
mos un haz que volvía y observábamos dividiendo se observaban
estos spikes. Creo que [Aníbal "Polo"] Laquidara ahí dijo "che, ¿y
si ponemos un parlante acá? a esto lo vamos a escuchar", por eso
después se llamó "el ruidómetro". Efectivamente lo escuchábamos.
Esa fluctuación del haz de ese sistema caótico que se formaba cuan-
do volvía la luz y se escuchaba ese ruido loco. Empezamos a ver
que eso servía para controlar cosas que se movían... que se podían
hacer cosas a distancia: con un espejo que concentrara, podíamos
hacer cosas a unos cien metros de distancia. [...]
Una experiencia importante que hicimos en los noventa con esto
fue en la laminadora de Techint en Ensenada. Las chapas pasan por
unos rodillos y las ponen a nivel de grosor de uso para automóviles
y lavarropas. Un día se dieron cuenta de que la sección de ese lami-
nado no era rectangular, que estaba deformada. Esto era porque el
rodillo que traccionaba la chapa no estaba en su eje y las caras del
laminado salían planas, pero no paralelas. Ellos midieron por sus
medios y dijeron a la aseguradora que ya tenían estimado cuánto
había que correr los rodillos, pero la aseguradora pidió la opinión
de un tercero y nos llamaron a nosotros. [...] Entonces controlamos
con esto el paralelismo de las superficies de los rodillos. Al final
de la medida resultó que la punta estaba corrida un milímetro y
monedas, cosa que ellos reconocieron como cierta porque lo habían
estimado con unos teodolitos especiales que tenían y les había dado
prácticamente igual. Hicimos la medida con Nélida Ruso, colaboró
(sin crédito) mi hermano que era otro electrónico y fuimos seguidos
por uno de los ingenieros de la planta que no conocía la técnica y
quería aprenderla. La planta no paró. Usamos unos tubos de 50 me-
tros para que la turbulencia atmosférica no altere el haz. Finalmente
la aseguradora les dio el OK y pudieron mover todo.»
Aunque el caos en los sistemas de láser es una línea de investigación muy acti-
va [160, 161] está enfocada principalmente en los láseres de tipo semiconductor,
dejando a este fenómeno en los láseres gaseosos relativamente inexplorado.
Las comunicaciones ópticas a través de la atmósfera están inevitablemente
afectadas por la turbulencia atmosférica [162]. Muy recientemente se ha llega-
do a la conclusión de que teóricamente, en las comunicaciones inalámbricas,
el espectro de exponentes de Lyapunov de la serie de tiempo propagado no se
degrada cuando pasa a través de la atmósfera, mientras que varias otras pro-
piedades de las series sí se deterioran [163]. En consecuencia, se deduce que
las comunicaciones en condiciones caóticas pueden ser capaces de permitir la
transmisión de información de manera tanto eficiente como segura [164]. Las
comunicaciones caóticas a través de la atmósfera con láseres semiconductores
se han estudiado por ejemplo por Rulkov et al. [165] y se ha demostrado que
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este tipo de sistemas permite establecer enlaces de comunicación de hasta 5 km
de distancia.
Proponemos el uso de DFA y MF-DFA (Cap. 2) para medir la influencia de
la turbulencia atmosférica en las dinámica caótica de un láser de HeNe como
alternativa al espectro Lyapunov [166]. El comportamiento caótico se genera
por medio de un arreglo interferométrico sencillo con una retroalimentación
retardada a la cavidad del láser gaseoso. Tales dinámicas se han estudiado en el
pasado y modelado como una función del nivel de retroalimentación [157, 158].
Vamos a emplear nuestro propio criterio basado en la calidad del ajuste lineal
para la determinación de los intervalos de ajuste de DFA y MF-DFA para discri-
minar el mejor rango de adaptación según lo detallado en la Secc. 2.4. Diferen-
tes intensidades de turbulencia isotrópica se han generado con el turbulador
[145] (véase el Apéndice E), lo que permite tener una constante de estructura
para el índice de refracción del aire (C2n) ajustable por medio de un parámetro
de diferencia de temperatura (∆T) en la unidad.
7.2. Arreglo experimental
El arreglo experimental se muestra en la Figura 7.1. Los elementos princi-
pales son:
Melles Griot 05-LHP-991 Red Cylindrical Helium Neon Laser (633 nm).
Turbulador [167], as designed by Keskin et al. [145]. Se detalla en el Apén-
dice E.
Edmund Optics Stepped Neutral Density (ND) Filter (usando una reflec-
tividad de aproximadamente 70 %).
Edmund Optics Mounted Linear Glass Polarizing Filter.
Photodiode detector (0-20 kHz de ancho de banda).
OWON Digital oscilloscope SDS7102, 100 MHz 2 Ch.
Los ángulos α y β (Figura 7.1 arriba) son pequeños, pero son de magnitud
suficiente para asegurar que ni el turbulador ni el polarizador realimenten luz
a la cavidad del láser.
El filtro ND fue alineado cuidadosamente para reflejar luz directamente
dentro de la cavidad del láser y el polarizador fue ajustado y fijado de manera
que el detector no saturase su señal de salida V (t) (proporcional a la intensi-
dad lumínica incidente). La frecuencia de muestreo fue de 10 kHz y las series
fueron registradas durante 1 segundo.
7.3. Análisis y discusión
Corrimos un análisis basado en EMD y MF-DFA con criterio de ajuste so-
bre los datos crudos de V (t) y encontramos valores de H en el rango [1,2].
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HeNe laser
L=48.39 cm A=6.8 cm B=4.4 cm
C=13 cm E=10 cm
D=46.2 cm
¢h35 cm
turbulator
oscilloscope
PC
ND
polarizer
detector
® ¯
Figura 7.1: Arriba: Esquema del arreglo experimental. Abajo: Detalles del láser
y el sistema de detección.
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Figura 7.2: Estrategia de análisis de datos.
Decidimos entonces trabajar con la derivada de esta señal V˙ (t); este proceso
reduce a h (q) aproximadamente en una unidad (haciendo que H quede bien
definido). La estrategia general para el procesamiento de datos está detallada
en la Figura 7.2. Asimismo determinamos el máximo exponente de Lyapunov
de acuerdo a lo descrito en el Apéndice C1 (conservamos los valores arrojados
por el paquete TISEAN, pero los confirmamos con las rutinas propias).
Después de un estudio cuidadoso de los resultados de DFA filtrados previe-
mente con EMD tanto para la serie original como sus derivadas, determinamos
que las componente de alta frecuencia (así como las propiedades monofracta-
les) existen predominantemente en S (1, 1) (principalmente ruido electrónico),
y que las componentes de menor frecuencia (caos y turbulencia) existen en la
suma de todas la IMF excepto la primera (llamaremos a esta suma S (2, end),
puesto que la cantidad de descomposiciones puede variar: la media usual es
12).
Siguiendo a Kantz et al. [166] estimamos el máximo exponente de Lyapu-
nov (λM) para S (1, 1) y S (2, end) en cada intensidad de turbulencia. Un valor
positivo es hallado luego del procesamiento, confirmando que las series son
caóticas.
Usamos DFA1 para hallar H para S (1, 1) y S (2, end). Usamos MF-DFA3
con q ∈ [−20, 20] para hallar los espectros multifractales h (q) para S (1, 1) y
S (2, end) y calculamos el rango multifractal MFR (∆h). Los rangos de ajuste
hallados para DFA1 y MF-DFA3 son de la clase ‘Dominant’ y ‘Next’ , y fueron
obtenidos con el criterio de calidad de ajuste lineal con δ = 25.
Una señal típica se presenta en la Fig 7.3. El diagrama de fase de V˙ (t) versus
V (t) (Figura 7.4) muestra un aumento en la dispersión a medida que ∆T (≡ C2n)
aumenta.
Tanto V (t) como V˙ (t), así como sus descomposiciones parciales S (1, 1) y
S (2, end) han mostrado un λM positivo y pueden ser consideradas como caó-
ticas. Un ejemplo de la descomposición EMD se muestra en la Figura 2.19; un
1Para hallar rápidamente el valor máximo λmax , estudiamos directamente la derivada de S res-
pecto de la iteración∆n; como por ejemplo sería estudiar las diferencias sucesivas de S respecto de
∆n en la Figura D.5 en la página 151.
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Figura 7.3: Señal típica a la salida y su derivada (∆T = 25 C, C2n = 4,885 ·
10−9 m−2/3).
ejemplo de la salida del análisis deV˙ (t) (S (1, 1) and S (2, end)) se muestra en
la figura. 7.6. En general se encuentran regiones de tipo ‘Dominant’para peque-
ños valores de s (pequeñas escalas), mientras que las regiones ‘Next’ general-
mente han aparecido para valores grandes de s. Tal es el caso para las funciones
de fluctuación para MF-DFA3 en la Figura 7.6 donde la región ‘Dominant’ es
casi toda la gama de escala y/o no hay regiones ‘Next’ identificadas; hemos
asumido ambas regiones iguales para los propósitos de la figura. 7.7 (‘Next/-
Dominant’).
V˙ (t) , S (1, 1): El valor medio de H para la región ‘Dominant’ es 0,432 ±
0,13, mientras que en la región ‘Next/Dominant’ es 0,395± 0,219. Combinando
ambos conjuntos de datos obtenemos un valor esperado 〈H〉 = 0,413± 0,179
(Figura 7.7 a)). El rango multifractal para la región ‘Dominant’ es 0,358± 0,199
(la gran dispersión en la región ‘Next/Dominant’ arroja 2,74± 3,76) (Figura 7.7
c)). Estos resultados combinados sugieren que S (1, 1) (la componente de altas
frecuencias de la derivada de la señal) es un monofractal descorrelacionado
por debajo de un movimiento browniano que está probablemente vinculado al
ruido electrónico.
V˙ (t) , S (2, end): existe una notable correlación entre C2n y el exponente de
Hurst H tanto para los ajustes hechos en la región ‘Dominant’ y la ‘Next/Do-
minant’ (Figura 7.7 b)). Los ajustes lineales 2 se detallan en la Figura 7.8. Los
rangos multifractales (MFR) muestran a grandes resgos un decaimiento expo-
nencial respecto de C2n con mejor acuerdo para las regiones ‘Next/Dominant’
(correlaciones de grandes escalas) (Figura 7.9). Esto sugiere que la turbulencia
actúa como un factor de ruido en el sistema multifractal caótico3 llevando a
2Los puntos de la menor C2n tienen una desviación que puede ser corregida tomando promedios
de grandes conjuntos de mediciones posteriores (Figura 7.7 b) y Figura 7.8). Esto también mejoraría
la intepretación de la Figura 7.9.
3Considerando el caos inducido por la retroalimentación y posiblemente el ruido de naturaleza
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Figura 7.4: Diagrama de fase de V˙ (t) versus V (t) (donde V es la tensión re-
gistrada por el detector, que es proporcional a la intensidad lumínica); ‘A.U.’
significa ‘Unidades Arbitrarias’ .
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éste hacia un monofractal caótico con correlaciones en aumento, tal como fue
reportado por Gulich y Zunino para series artificiales [54].
7.4. Conclusiones
Hemos generado con éxito un régimen de caos en un láser de gas con re-
troalimentación simple, mientras introdujimos un parámetro de turbulencia
controlada. Hemos sido capaces de separar la componente de ruido de alta
frecuencia en la señal del caos afectado por la turbulencia después de la dife-
renciación y la el filtrado por EMD de las series temporales. Hemos encontrado
que la intensidad de la turbulencia del aire (C2n) tiene una muy buena correla-
ción con el exponente de Hurst H tanto para escalas de tiempo pequeñas como
grandes. La turbulencia actúa como un factor de ruido en el sistema multifrac-
tal caótico conduciéndolo hacia un monofractal caótico mientras que aumenta
las correlaciones.
Teniendo en cuenta el reciente interés en el cifrado de mensajes con este
tipo de configuraciones, el estudio de los efectos de la turbulencia atmosférica
juega un papel clave en el campo de la comunicación por láser segura a través
de la atmósfera. Creemos que estos resultados pueden ser de utilidad para la
optimización del rendimiento de los sistemas de comunicación por láser en el
espacio libre mediante regímenes caóticos. Una discusión sobre este tema se
encuentra también en [168].
mecánica en inherente al turbulador.
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Figura 7.5: Descomposición EMD de las series derivadas (∆T = 25 C, C2n = 4,885 ·
10−9 m−2/3). En este caso en particular los niveles de descomposición fueron 15; sólo
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Figura 7.6: Ejemplo del análisis de la serie derivada (∆T = 25 C, C2n = 4,885 ·
10−9 m−2/3). En azul están indicadas las regiones de ajuste ‘Dominant’ y las de
tipo ‘Next’ en verde.
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Figura 7.7: Análisis fractal y multifractal paraV˙ (t) (S (1, 1) y S (2, end)). a) y b)
Los exponentes de Hurst para los ajustes en las regiones ‘Dominant’ y ‘Next/-
Dominant’ . c) y d) Rango multifractal para las regiones ‘Dominant’ y ‘Next/-
Dominant’.
119
2 4 6 8 10 12
x 10−9
0
0.2
0.4
0.6
0.8
1
1.2
1.4
C2n (m
−2/3 )
H
a) V˙ (t) S(2,end) - Hurst Dom.
 
 
Dom
(8.002e+07)x -0.1996
2 4 6 8 10 12
x 10−9
0
0.2
0.4
0.6
0.8
1
1.2
1.4
C2n (m
−2/3 )
H
b) V˙ (t) S(2,end) - Hurst Next/Dom.
 
 
Next/Dom
(6.391e+07)x -0.1702
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R2 = 0,8461 (región ‘Dominant’). b) Excluyendo el primer punto la calidad de
la regresión lineal es R2 = 0,878 (región ‘Next/Dominant’).
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Capítulo 8
Conclusiones
8.1. Técnicas de análisis
En el estudio del efecto de los ruidos sobre los espectros multifractales (Ca-
pítulo 2), hemos encontrado que el efecto espurio de ruidos aditivos correlacio-
nados debe tenerse debidamente en cuenta al analizar el carácter multifractal
de datos experimentales (Sección 2.3). Los espectros multifractales estimados
mediante la técnica MF-DFA pueden estar sesgados debido a la presencia de
tales artefactos. Por un lado, los h(q) con q < 2 son notablemente subestimados
para una pequeña cantidad de ruido aditivo correlacionado y no correlaciona-
do. Por otro lado, las adiciones moderadas de ruidos coloreados también afec-
tan h(q) con q ≥ 2. Más precisamente, los exponentes de Hurst generalizados
en este rango de q están sobreestimados y el sesgo es más significativo cuando
la correlación del ruido aumenta. Está claro que las correlaciones de largo al-
cance presentes en los ruidos tienen una influencia en los comportamientos de
escala asociados a grandes fluctuaciones y por lo tanto, los momentos positivos
resultan afectados. Teniendo en cuenta que los ruidos correlacionados están in-
herentemente presentes en los datos experimentales, los resultados obtenidos
pueden ser útiles para revelar características multifractales en situaciones prác-
ticas.
En la Sección 2.4.2 hemos propuesto y empleado un criterio conceptual-
mente simple para determinar sistemáticamente las regiones óptimas de ajuste
para las funciones de fluctuación en DFA; y lo hemos generalizado para MF-
DFA. Este método proporciona una clasificación para estas regiones de escala-
miento óptimo (‘Previous’, ‘Dominant’, ‘Next’) sobre la base de la calidad del
ajuste lineal de las funciones de fluctuación en un gráfico log-log. Cuando se
utiliza en DFA, esta técnica ayuda a identificar las escalas de crossover entre los
diferentes regímenes de ley de potencia. Cuando se utiliza en MF-DFA, estima
el rango de ajuste del espectro multifractal que tiene las barras de error más
pequeñas.
Las regiones de ajuste son un punto crítico en DFA y MF-DFA y su identi-
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ficación óptima es una tarea fundamental para una verdadera determinación
del fenómeno de escala subyacente. Tanto el caso mono como el multifractal a
menudo son dependientes del tamaño de escala; el criterio propuesto en este
trabajo ayuda a identificar comportamientos de escala y de multi-escala de una
manera más precisa, confiable y objetiva. Por otra parte, las escalas de crosso-
ver que separan dos o más regímenes pueden estimarse fácilmente.
Este criterio puede ser automatizado para el análisis de grandes conjuntos
de series temporales, ya que no requiere ningún conocimiento previo sobre los
datos en bruto. Por otra parte, las variantes en tiempo real de DFA introduci-
das para el seguimiento y previsión de las señales que cambian dinámicamente
(médicas, meteorológicas, de mercado, acciones, etc.) [93] así como los análisis
locales de DFA y MF-DFA ideados para seguir la evolución en el tiempo de
propiedades fractales y multifractales en los datos [94] pueden beneficiarse es-
pecialmente de su implementación. A pesar de tratarse de un algoritmo de
fuerza bruta, la cantidad de cálculos implicados hace que sea computacional-
mente práctico.
8.2. Experiencias
8.2.1. Memoria en frentes de onda estelares
En el Capítulo 4 hemos confirmado la presencia de correlaciones de largo
alcance en las fluctuaciones de AA de frentes de onda estelares que se propagan
a través de la turbulencia atmosférica. El exponente de Hurst estimado siem-
pre está cerca, pero por debajo del valor 5/6 esperado teóricamente para una
turbulencia de Kolmogorov. De hecho, este exponente de Hurst estimado por
debajo de lo esperado originalmente se puede entender en términos de un mo-
delo de turbulencia no-Kolmogorov. Vale la pena destacar que estos resultados
permiten sugerir que la fase del frente de onda degradado por la turbulencia
puede ser modelado como un fBm con H ≈ 0,8. La predictibilidad inherente
asociada con este proceso estocástico persistente podría ser útil para mejorar el
rendimiento de técnicas de alta resolución angular.
8.2.2. Persistencia en el wandering láser inducida por la turbu-
lencia
En las experiencias para estudiar la persistencia en el wandering de un haz
láser (Capítulo 5) encontramos que el exponente de Hurst muestra un compor-
tamiento creciente, tanto para las coordenadas horizontales y verticales, satu-
rando a un valor cercano a 5/6 para los mayores valores de C2n. Los resultados
obtenidos permiten confirmar que la turbulencia introduce efectos de memo-
ria en las series temporales de wandering, puesto que una dinámica altamente
persistente se observa para las mayores intensidades de turbulencia. Además,
la similitud entre los exponentes de Hurst estimados horizontales y verticales
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confirma la isotropía de la turbulencia dentro de la cámara de laboratorio. Va-
le la pena mencionar aquí que H = 5/6 se ha propuesto originalmente como
un resultado teórico dentro del modelo de Kolmogorov [119], y muy recien-
temente estudiado experimentalmente [130], por las fluctuaciones del ángulo
de arribo de frentes de onda estelares propagándose a través de la turbulencia
atmosférica.
Resumiendo, se concluye la existencia de un comportamiento fractal esto-
cástico claramente persistente del análisis por DFA del wandering de un haz
láser pasando por una turbulencia generada en laboratorio. Los exponentes de
Hurst estimados para las dos coordenadas convergen (de a poco) a un valor
cercano a 5/6 — el valor teórico asociado a la turbulencia de Kolmogorov —
para las condiciones de turbulencia más intensa.
8.2.3. Centelleo de imágenes y correlaciones temporales
El modelo propuesto en el Capítulo 6 para el estudio del centelleo de luz
incoherente a través de la turbulencia brinda la posibilidad de emplear un arre-
glo experimental sencillo para lograr una estimación razonable de C2n tomando
ventaja de la propagación de luz proveniente de una imagen de alto contraste.
Propusimos un factor de estructura por centelleo de píxeles (G0) y estimamos
su valor a partir de datos experimentales. Mediante consideraciones adecua-
das sobre las características de los píxeles, nos fue posible estimar constantes
de estructura dentro de un rango lineal empírico.
Hemos encontrado que, al capturar imágenes sucesivas de objetivos de al-
to contraste a través de turbulencia atmosférica, aumentan las correlaciones
con la intensidad de la turbulencia para los píxeles con un índice de centelleo
relativamente alto. Este comportamiento puede ser clave para refinar el aspec-
to temporal tanto en las técnicas de simulación como en los modelos teóricos.
Las técnicas de simulación deben tener en cuenta las restricciones que los com-
portamientos encontrados imponen sobre las series temporales de los píxeles
individuales que producen. De hecho, en nuestro rango experimental hemos
encontrado una relación lineal sencilla entre las variables descriptas por dichas
ecuaciones y C2n.
El estudio general de Hi,j que hemos hecho también puede ser de utilidad
en el campo de reconstrucción de imágenes deformadas por condiciones de
turbulencia: para los píxeles con Hi,j < 1/2 (anti-persistentes) los incrementos
sucesivos en la serie temporal tienen signos opuestos, de manera que tomar el
promedio temporal se hace de alguna manera estadísticamente representativo
del valor verdadero en el objetivo. Sin embargo, los píxeles que muestran va-
lores mayores de Hi,j deben ser necesariamente tratados con otras técnicas de
reconstrucción.
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8.2.4. La multifractalidad y el efecto de la turbulencia en la di-
námica caótica de un láser de HeNe
En el Capítulo 7 hemos generado con éxito un régimen de caos en un láser
de gas con retroalimentación simple, mientras introdujimos un parámetro de
turbulencia controlada. Hemos sido capaces de separar el componente de rui-
do de alta frecuencia en la señal del caos afectado por la turbulencia después
de la diferenciación y el filtrado por EMD de las series temporales. Hemos en-
contrado que la intensidad de la turbulencia del aire (C2n) tiene una muy buena
correlación con el exponente de Hurst H tanto para escalas de tiempo peque-
ñas como grandes. La turbulencia actúa como un factor de ruido en el sistema
multifractal caótico conduciéndolo hacia un monofractal caótico mientras que
aumenta las correlaciones.
Teniendo en cuenta el reciente interés en el cifrado de mensajes con este
tipo de configuraciones, el estudio de los efectos de la turbulencia atmosférica
juega un papel clave en el campo de la comunicación por láser segura a través
de la atmósfera. Creemos que estos resultados pueden ser de utilidad para la
optimización del rendimiento de los sistemas de comunicación por láser en el
espacio libre aprovechando un régimen caótico.
8.3. Temas de frontera
8.3.1. Centelleo de imágenes y correlaciones temporales
La degradación por seeing causada por la turbulencia atmosférica en imá-
genes astronómicas puede evitarse mediante el uso de telescopios en órbita,
como lo es por ejemplo el telescopio espacial Hubble. Los aparatos de detec-
ción no están afectados por la atmósfera. Las soluciones espaciales siguen sien-
do difíciles de implementar, mantener y mejorar con el tiempo en comparación
con los sistemas de imágenes astronómicas basadas en tierra. La búsqueda de
la resolución comparable de los telescopios basados Tierra ha dado lugar a una
línea de investigación muy activa; siendo la técnica de lucky imaging una de las
más exitosas [169, 170]. El estudio fino de centelleo y correlaciones temporales
en situaciones de imágenes de objetos estacionarios detallado en el Capítulo 6
puede ayudar a distinguir las diversas técnicas de reconstrucción que puedan
ser necesarias en diversas partes de una misma imagen.
8.3.2. Comunicaciones ópticas por un canal caótico
Las comunicaciones ópticas a través de la atmósfera constituyen un tema
de gran interés reciente debido a la movilidad de los equipos y el gran an-
cho de banda disponible [165]. Se justifica entonces un estudio detallado de la
influencia de la turbulencia atmosférica en este tipo de canal de comunicación
tal. Una de las técnicas más novedosas en comunicaciones a través de la atmós-
fera consiste en propagar señales caóticas [163]. En el pasado se ha estudiado
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la caoticidad en sistemas de láser gaseoso al introducir un factor de realimen-
tación. Dicho factor actúa como parámetro bifurcante en la dinámica generada
[157, 158]. Cabe destacar que aunque la dinámica caótica en láseres es una línea
de investigación muy activa [160, 161] que principalmente se encuentra enfo-
cada en láseres de tipo semiconductor (en [165] se han presentado enlaces de
comunicación de hasta 5 km de largo), la dinámica caótica en láseres de tipo
gaseoso ha sido menos explorada.
Como es de esperar, las comunicaciones ópticas a través de la atmósfera
se ven afectadas por la turbulencia [162]. Muy recientemente se ha concluido
teóricamente que en comunicaciones inalámbricas caóticas el espectro de ex-
ponentes de Lyapunov de las series temporales propagadas no se degrada al
pasar por la atmósfera, mientras que diversas otras propiedades de la serie sí
se deterioran [163]. De allí se desprende que una comunicación en condiciones
de caoticidad permitiría la transmisión de información de manera eficiente y
segura [164].
En el Capítulo 7 hemos esbozado un primer abordaje experimental a esta
problemática. Queda por ejemplo corroborar fuera de la teoría [163] si el es-
pectro de Lyapunov de una serie caótica se ve afectado o no por la turbulencia
atmosférica. Para esto basta con:
1. En un láser, modular en el tiempo una señal de algún objeto caótico de
espectro de Lyapunov conocido.
2. Estimar el espectro de Lyapunov de la serie de tiempo de la intensidad
del láser al salir del turbulador.
3. Comparar los espectros de entrada/salida en diversas intensidades de
turbulencia.
La máxima dificultad en esta experiencia no es en sí hacerla, sino lograr que
coincidan en un mismo lugar y a un mismo tiempo un turbulador totalmente
caracterizado con un sistema de modulación arbitraria de láser. Los altos va-
lores de C2n logrados en el turbulador son en realidad una ventaja para este
experimento: corroborar que los espectros en esa situación no cambian es casi
una garantía de que en casos atmosféricos tampoco lo harán. La experiencia
en campo (con una intensidad de turbulencia incontrolable por el experimen-
tador) sería entonces un apéndice de lo estudiado en laboratorio.
8.3.3. Simulaciones
Es posible formular un planteo de propagación de luz (imágenes) a través
de un medio turbulento siguiendo el modelo de sistemas de agentes autopro-
pulsados propuesto por T. Vicsek et al. [171, 172]. El modelo de Vicsek se basa en
la suposición de que cada individuo o agente autopropulsado tiende a adoptar
la dirección de movimiento de sus vecinos, perturbados por un cierto ruido
intrínseco que afecta sus interacciones. Una de las características más intere-
santes del modelo de Vicsek es que muestra una transición de fase, similar a la
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observada en otros sistemas físicos, entre un estado de movimiento colectivo
ordenado (régimen de ruido bajo) y un estado desordenado que se asemeja a
un gas (régimen de ruido alto).
Una experiencia de propagación de imágenes como la que describimos en el
Capítulo 6 puede ser interpretable en términos de muchos haces paralelos co-
mo los que estudiamos en la experiencia del Capítulo 5. Si consideramos que
cada haz se comporta como un agente autopropulsado con una posición inicial
fija y con velocidad cero, puede considerarse que el wandering estudiado es
sólo el ruido que afecta a una versión degenerada del modelo de Vicsek. Las
fluctuaciones de intensidad en un determinado píxel en el detector se debe-
rán entonces a la suma de las contribuciones de vecinos haciendo wandering.
La información sobre la desviación estándar de las posiciones del centroide,
así como el comportamiento de H en función de C2n (Capítulo 5) son de vital
importancia para este estudio.
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Apéndices
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Apéndice A
MFDFA: Toolbox de MATLAB
para Multifractal Detrended
Fluctuation Analysis
Archivos: F2_MFDFA.m, MFDFAQ.m, PLOTMFDFA.m, LOGPLOTMFDFA.m, MFDFAFIT.m
Ambiente nativo: MATLAB R2010a.
A.1. Esquema de uso
Figura A.1: Esquema de uso del toolbox.
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A.2. F2_MFDFA.m
A.2.1. Sintaxis
F2_MFDFA( serie , s, grado)
Donde
serie es un vector fila con ls datos a analizar
s es el ancho de ventana
grado es el grado del polinomio que se utiliza para remover las tenden-
cias en la ventana
Esta parte sólo calcula las desviaciones cuadráticas de la serie dada la escala s
de la ventana. El grado indica el grado del polinomio de aproximación (gene-
ralmente se usa 2).
A.2.2. Salida
La salida es un vector columna de 2Ns elementos (ver A.2.3).
A.2.3. Funcionamiento interno
Determinar el rango de la serie (N) y su promedio total 〈x〉
Determinar el perfil Y (nuevo vector columna de N datos) según
Y (i) =
i
∑
k=0
[xk − 〈x〉] , i = 1, . . . , N (A.1)
Dividir la cadena de los Y en Ns partes de s datos donde
Ns =
⌊
N
s
⌋
(A.2)
Aproximar por un polinomio de grado = grado en cada uno de los seg-
mentos y promediar las desviaciones cuadráticas medias respecto de los Y (i),
generando asi un nuevo vector columna de 2Ns datos F2_MFDFA.
Si N es exactamente divisible por Ns, los valores de F2_MFDFA están
repetidos dos veces.
Si N es no exactamente divisible por Ns, se hacen dos pasadas a la serie
considerando el offset del resto.
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A.3. MFDFAQ.m
A.3.1. Sintaxis
MFDFAQ( serie, S_min, S_max, S_cantidad, grado, q )
Funciones requeridas: F2_MFDFA, S_vec.m
Donde
serie es la serie a analizar
s es el parámetro de ventana,
grado es el grado polinómico (usualmente 2)
q es el vector FILA de las potencias de promediado
S_vec genera una serie de S_cantidad valores entre S_min y S_max que están
distribuidos uniformemente cuando se los logaritma.
q debe estar definido previamente. Una forma usual de hacerlo es, por ejem-
plo: q = -20:1:20.
A.3.2. Salida
La salida es una matriz ordenada según la tabla A.1.
s qinicial . . . q f inal
smin =S_min Fqinicial (smin) . . . Fq f inal (smin)
...
...
...
...
smax =S_max Fqinicial (smax) . . . Fq f inal (smax)
Tabla A.1: Organización de salida de MFDFAQ.
Cada valor de Fq (s) está calculado según
Fq (s) =
{
1
2Ns
2Ns
∑
ν=1
[
F2 (ν, s)
]q/2}1/q
, q 6= 0
Fq (s) = exp
{
1
4Ns
2Ns
∑
ν=1
ln
[
F2 (ν, s)
]}
, q = 0
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A.3.3. Tiempo de cómputo
Sistema de prueba
Sistema operativo Microsoft Windows 7 Ultimate
Versión 6.1.7601 Service Pack 1 Compilación 7601
Descripción adicional del sistema operativo No disponible
Fabricante del sistema operativo Microsoft Corporation
Nombre del sistema DAMIAN-PC
Fabricante del sistema NVIDIA
Modelo del sistema AWRDACPI
Tipo de sistema PC basado en x64
Procesador AMD Athlon(tm) 64 X2 Dual Core Processor 4200+, 2200 Mhz,
2 procesadores principales, 2 procesadores lógicos
Versión y fecha de BIOS Phoenix Technologies, LTD 6.00 PG, 16-May-06
Versión de SMBIOS 2.2
Directorio de Windows C:\Windows
Directorio del sistema C:\Windows\system32
Dispositivo de arranque \Device\HarddiskVolume1
Configuración regional United States
Capa de abstracción de hardware Versión = "6.1.7601.17514"
Nombre de usuario Damian-PC\Damian
Zona horaria Hora estándar de Argentina
Memoria física instalada (RAM) 3.00 GB
Memoria física total 3.00 GB
Memoria física disponible 1.21 GB
Memoria virtual total 6.00 GB
Memoria virtual disponible 3.88 GB
Espacio de archivo de paginación 3.00 GB
Archivo de paginación C:\pagefile.sys
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Series estudiadas
Se estudiaron 11 series de ruidos gaussianos fraccionarios con cantidades
de datos (longitudes) N = 2k, k = 10, . . . , 20. Se midió el tiempo en correr
MFDFAQ en cada una de ellas con 73 anchos de ventana desde 10 hasta N/4
según q=-20:1:20 y
R_fGn06_p10 = MFDFAQ( fGn06_p10, 10, 256, 73, 2, q )
R_fGn06_p11 = MFDFAQ( fGn06_p11, 10, 512, 73, 2, q )
R_fGn06_p12 = MFDFAQ( fGn06_p12, 10, 1024, 73, 2, q )
R_fGn06_p13 = MFDFAQ( fGn06_p13, 10, 2048, 73, 2, q )
R_fGn06_p14 = MFDFAQ( fGn06_p14, 10, 4096, 73, 2, q )
R_fGn06_p15 = MFDFAQ( fGn06_p15, 10, 8192, 73, 2, q )
R_fGn06_p16 = MFDFAQ( fGn06_p16, 10, 16384, 73, 2, q )
R_fGn06_p17 = MFDFAQ( fGn06_p17, 10, 32768, 73, 2, q )
R_fGn06_p18 = MFDFAQ( fGn06_p18, 10, 65536, 73, 2, q )
R_fGn06_p19 = MFDFAQ( fGn06_p19, 10, 131072, 73, 2, q )
R_fGn06_p20 = MFDFAQ( fGn06_p20, 10, 262144, 73, 2, q )
Tabla A.2: Comandos empleados.
Resultados
Los tiempos de cómputo en el sistema de prueba pueden verse en la ta-
bla A.3 y la figura A.2 en la página siguiente. También se muestra el resultado
de las curvas de Fq (s) para R_fGn06_p20 en la figura A.3 en la página 135.
Archivo Longitud Tiempo de cómputo
[s]
fGn06_p10 1024 7,063
fGn06_p11 2048 9,6
fGn06_p12 4096 19,252
fGn06_p13 8192 34,547
fGn06_p14 16384 60,954
fGn06_p15 32768 121,353
fGn06_p16 65536 261,964
fGn06_p17 131072 488,932
fGn06_p18 262144 1065,837
fGn06_p19 524288 2376,918
fGn06_p20 1048576 7359,166
Tabla A.3: Tiempos de cómputo.
En el sistema de prueba, los tiempos de cómputo en segundos se pueden
aproximar según
t (c) = 2−7,65308c0,99141 [s] (A.3)
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Figura A.2: Tiempos de cómputo (log2-log2).
donde c es la cantidad de datos de la serie (N). El tiempo esperable de cómputo
en otro procesador puede ser estimado en principio usando la Ley de Moore.
A.4. LOGPLOTMFDFA.m
A.4.1. Sintaxis
LOGPLOTMFDFA( mfdfaq_mat, q )
Donde
mfdfaq_mat es una matriz de resultados de MFDFAQ.
q es el vector de valores con que se armó MFDFAQ.
A.4.2. Salida
La salida es un gráfico log-log donde el eje x son los anchos de ventana s y
el eje y muestra cada una de las Fq (s). Ver figura A.3 en la página siguiente.
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Figura A.3: Curvas de Fq (s) para fGn06_p20 (R_fGn06_p20 =
MFDFAQ( fGn06_p20, 10, 262144, 73, 2, q )) generadas con
LOGPLOTMFDFA(R_fGn06_p20,q).
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Figura A.4: Espectros de h (q) y τ (q) para la serie fGn06_p20 generadas con
MFDFAFIT(R_fGn06_p20,q,1000,40000) y ploteadas con las funciones PLOTH y
PLOTTAU.
A.5. MFDFAFIT.m
A.5.1. Sintaxis
MFDFAFIT( R_matriz, q, S_i, S_f )
Donde
R_matriz es una matriz de resultados de MFDFAQ.
q es el vector de valores con que se armó MFDFAQ
S_i es la escala mínima para hacer el ajuste
S_f es la escala máxima para hacer el ajuste
Esta función hace un ajuste lineal del gráfico log10-log10 de una matriz de re-
sultados de MFDFAQ en el rango S_i→S_f.
A.5.2. Salida
La salida es una matriz de tantos elementos como tenga q y de 9 columnas
según la tabla A.4.
q h (q) ∆h (q) τ (q) ∆τ (q) α ∆α f (α) ∆ f (α)
...
...
...
...
...
...
...
...
...
0 0 0 0
Tabla A.4: Organización de salida de MFDFAFIT.
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A.6. Funciones de ploteo de resultados
A.6.1. PLOTH.m
Plotea h (q) versus q .
Sintaxis
PLOTH( matriz_resultados )
Donde
matriz_resultados es una matriz de resultados del toolbox de la rutina
MFDFAFIT (Sección A.5).
A.6.2. PLOTTAU.M
Plotea τ (q) versus q
Sintaxis
PLOTTAU( matriz_resultados )
Donde
matriz_resultados es una matriz de resultados del toolbox de la rutina
MFDFAFIT (Sección A.5).
A.6.3. PLOTFAL.m
Plotea f (α) versus α
Sintaxis
PLOTFAL( matriz_resultados )
Donde
matriz_resultados es una matriz de resultados del toolbox de la rutina
MFDFAFIT (Sección A.5).
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Apéndice B
Performance del criterio
basado en la calidad de ajuste
lineal
Hemos probado el rendimiento de la aplicación del algoritmo utilizado
en este trabajo mediante el análisis MF-DFA3 de una serie multifractal bino-
mial como se describe en la subsección 2.4.3 (elegimos MF-DFA para estu-
diar la versión computacionalmente más intensa del análisis). Generamos una
serie de 216 valores con a = 0,75 empleando una estación de trabajo PC1.
Luego calculamos las funciones de fluctuación (q = −20,−19,5, . . . , 20) con
M = 8, 16, 32, . . . , 1024 escalas y corrimos la implementación en MATLAB
usando δ = M/4 en cada caso.
Encontramos que para esta implementación el tiempo de cómputo (medido
en segundos) corriendo en el sistema detallado (véase la Fig. B.1) puede ser
aproximado por
t (M, #C) ' 0,0316 s M
2
#C
,
donde #C es la cantidad de núcleos activos. La proporcionalidad inversa es
debida al hecho de que los elementos en la matriz 〈r〉 son independientes entre
sí, por lo cual es posible dividir la carga de procesamiento.
1Processor AMD FX(tm)-8350 Eight-Core Processor, 4013 Mhz, 4 Cores, 8 Logical Processors;
Total Physical Memory 15,9 GB; Available Physical Memory 11,7 GB; Total Virtual Memory 31,8
GB; Available Virtual Memory 27,0 GB. Sólo un núcleo de ocho estuvo ocupado durante la prueba.
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Algorithm benchmark
 
 
linear fit
Pred bnds (95% conf)
log10(t) vs log10(M)
Linear model Poly1:
     f(x) = p1*x + p2
Coefficients (with 95% confidence
bounds):
       p1 =       1.962  (1.921, 2.002)
       p2 =      −1.562  (−1.646, −1.477)
Goodness of fit:
  SSE: 0.006277
  R−square: 0.9996
  Adjusted R−square: 0.9995
  RMSE: 0.03235
Figura B.1: Performance de la implementación del algoritmo en MATLAB.
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Apéndice C
Estimación del máximo
exponente de Lyapunov (λM)
de una serie temporal
THE DOCTOR: The dawn of time, the beginning of all beginnings. Two forces,
only good and evil. Then chaos. Time is born, matter, space. The universe cries
out like a newborn. The forces shatter as the universe explodes outwards.
Only echoes remain, yet somehow, somehow the evil force survives... an
intelligence of pure evil.
— Doctor Who, ’The Curse of Fenric’
C.1. Introducción
C.1.1. Reconstrucción desfasada (delay reconstruction)
Supongamos que nuestra serie es una sucesión de medidas escalares de
cierta cantidad que depende del estado actual del sistema, tomado a múltiplos
de un tiempo de muestreo dado:
sn = s (x (n∆t)) + ηn (C.1)
donde ηn representa el nivel de ruido de la serie, que a efectos prácticos supon-
dremos como cero.
Una reconstrucción desfasada (’delay reconstruction’) en m dimensiones está
formada por los vectores sn formados según
sn =
(
sn−(m−1)τ , sn−(m−2)τ , . . . , sn−τ , sn
)
(C.2)
El tiempo de retardo o desfasaje (’delay’ o ’lag’) es la cantidad de muestras τ
entre componentes adyacentes de los vectores sn.
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Figura C.1: Falsos vecinos. La idea básica de FNN se ilustra por una curva tri-
dimensional (azul) y su proyección en dos dimensiones (curva roja) [175]. Los
puntos que son falsos vecinos más cercanos en la proyección (A′ y B′) se sepa-
rarán en dimensiones superiores (A y B), mientras que los verdaderos vecinos
(C′ y D′) se quedarán cerca (C y D).
C.1.2. Falsos vecinos más cercanos (FNN)
La idea detrás de los falsos vecinos más cercanos (’false nearest neighbors’ -
FNN) [173, 174, 175] se basa en la propiedad de unicidad de la trayectoria de un
sistema dinámico en el espacio de fases. El vecino más cercano a un punto en un
embedding m-dimensional se etiqueta como falso si los puntos están cerca sólo
si esto se debe a ser la proyección de un espacio de fases de mayor dimensión
(por ejemplo, (m + 1)-dimensional). Así, por FNN se separarán dos puntos si
éstos vienen de un embedding de un espacio (m+ 1)-dimensional, mientras los
verdaderos vecinos cercanos permanecerán juntos (ver la Figura C.1 para la ilus-
tración gráfica de este concepto). Si uno es capaz de detectar todos los FNNs,
entonces la dimensión mínima de embedding suficiente puede ser identifica-
da como la dimensión mínima necesaria para alcanzar la fracción cero de los
FNNs.
Dicho de otra manera, la idea básica es encontrar puntos en el conjunto de
datos que son vecinos en el espacio de embedding, pero que no deberían ser-
lo porque su futura evolución temporal es muy diferente. Si la dimensión de
embedding correcta para un conjunto de datos es m0, estudiamos los datos en
una dimensión de embedding m < m0. La transición de m0 a m es una pro-
yección eliminando ciertos ejes del sistema de coordenadas. Los puntos cuyas
coordenadas eliminadas por la proyección difieran mucho, pueden convertirse
en «falsos vecinos» en el espacio m-dimensional. La estadística a estudiar es en-
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tonces la siguiente: para cada punto de la serie se toma su vecino más cercano
en m dimensiones, y se calcula el cociente de la distancia entre esos puntos en
m+ 1 dimensiones. Si este cociente es mayor a cierto valor r, el vecino era falso.
El valor de r debe ser lo suficientemente grande para permitir la divergencia
exponencial debida al caos determinístico. Si σ es la desviación estándar de los
datos, la estadística a computar es:
XFNN (r) =
[
∑N−m−1n=1 H
( ∣∣∣s(m+1)n −s(m+1)k(n) ∣∣∣∣∣∣s(m)n −s(m)k(n)∣∣∣ − r
)
× (C.3)
H
(σ
r
−
∣∣∣s(m)n − s(m)k(n)∣∣∣)]×
×
[
N−m−1
∑
n=1
H
(σ
r
−
∣∣∣s(m)n − s(m)k(n)∣∣∣)
]−1
donde s(m)k(n) es el vecino más cercano a sn en m dimensiones; es decir que
k (n) es el índice del elemento en la serie temporal tal que k 6= n para el cual∣∣∣s(m)n − s(m)k(n)∣∣∣ = min. La primera función de Heaviside sólo considera los co-
cientes mayores que r, mientras que la segunda se asegura de que además las
distancias en m dimensiones sean mayores que σ/r (a su vez, este es el criterio
de normalización). Un análisis más detallado implica proponer varias combi-
naciones de τ y m y estudiar las curvas de XFNN (r) para esos valores.
C.1.3. Máximo exponente de Lyapunov (λM)
Como un máximo exponente de Lyapunov (λM) positivo es una fuerte fir-
ma del caos, es de interés determinar su valor para una serie temporal dada.
Aquí queremos describir el algoritmo introducido por Kantz (1994) [174, 173].
Este algoritmo prueba directamente la divergencia exponencial de las trayec-
torias cercanas y por lo tanto nos permite decidir si realmente tiene sentido
calcular un exponente de Lyapunov para el conjunto de datos.
Sea sn0 un punto de la serie en el espacio de embedding, y busque en ese
espacio todos sus vecinos a una distancia menor que ε de él. Calcule la media
de las distancias de todos los vecinos al punto de referencia de la trayectoria en
función del tiempo relativo ∆n. El logaritmo de la distancia promedio al tiempo
∆n es de cierta manera una efectiva tasa de expansión sobre el corrimiento
del índice temporal ∆n (más el logaritmo de la distancia inicial) que contiene
todos las fluctuaciones deterministas debidas a la proyección y la dinámica.
Repitiendo este proceso para muchos valores de n0, las fluctuaciones de las
tasas de expansión eficaces se promediarán. Por lo tanto, uno debe calcular:
S (∆n) =
1
N
N
∑
n0=1
ln
 1
|U (sn0)|
× ∑
sn∈U (sn0)
∣∣sn0+∆n − sn+∆n∣∣
 (C.4)
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Los vectores de referencia sn0 son vectores de embedding; U (sn0) es el
entorno punteado con centro en sn0 y radio ε y |U (sn0)| es la cantidad de
vecinos encontrados en U (sn0).
Como a priori generalmente uno no conoce la dimensión mínima de em-
bedding m, ni la distancia óptima ε, uno debe estudiar S (∆n) para varios jue-
gos de esos valores. El radio de la vecindad debe ser lo más pequeño posible,
pero aún así debe permitir que en él entren algunos vecinos. Si es demasiado
pequeño, pueden omitirse sistemáticamente ciertas partes del atractor y por lo
tanto llegar a una conclusión errónea.
En el Apéndice D detallamos las rutinas desarrolladas para la estimación
del máximo exponente de Lyapunov, así como varios ejemplos.
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Apéndice D
Rutinas para la estimación del
máximo exponente de
Lyapunov
D.0.1. Funciones principales
LYAPMUTINFO.m estima el τ óptimo para hacer embedding (en cantidad de
datos) con el criterio del primer mínimo de la información mutua prome-
dio de la serie [176]. Gráfico opcional.
LYAPXCORR.m Estima el τ óptimo para hacer embedding (en cantidad de
datos) con el criterio del primer mínimo de la autocorrelación de la serie
[177, 178].
LYAPPHASE.m Genera el vector delayed de la serie (en cantidad de datos τ) y
opcionalmente el correspondiente gráfico en el espacio de fases.
EMBEDING.m Embedding de una serie temporal con dimensión m y delay
de tiempo τ.
LYAPFALSENEIGHBOURS.m Calcula la fracción de falsos vecinos según la
ecuación (3.8) de [173].
LYAPMAX.m Da las funciones de fluctuación para estimar el máximo expo-
nente de Lyapunov según el algoritmo de Kantz [174, 173].
D.0.2. Funciones auxiliares
ENTORNO.m Devuelve la matriz de vectores fila de una matriz a distancia
menor a ε de una fila dada.
MINFILA.m Dada una matriz y una fila, busca la distancia mínima euclideana
a otra fila distinta de la matriz.
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HEAVISIDE.m Función escalón de Heaviside.
LATEXLABELS.m Escribe los nombres de los ejes de coordenadas en estilo
LATEX.
LATEXTITLE.m Escribe los títulos de las figuras en estilo LATEX.
lorenz.m Function generates the Lorenz attractor of the prescribed values of
parameters ρ, σ, β http://www.mathworks.com/matlabcentral/fileexchange/
30066-lorenz-attaractor-plot/content/lorenz.m.
mai.m Calculates the mutual average information of a time series x for some
time lag. http://www.mathworks.com/matlabcentral/fileexchange/
880-mutual-average-information
D.1. Ejemplos de uso
D.1.1. Atractor de Lorenz
Generación
Genero un Lorenz clásico [179]:
x˙ = σ (y− x)
y˙ = −xz + ρx− y
z˙ = xy− βz
con ρ = 28, σ = 10, β = 8/3. Ver Figura D.1.
[LORX LORY LORZ] = lorenz (28 ,...
10, 8/3);
serie = LORX;
Hago mi reconstrucción del atractor con la serie del eje x.
Estimación de τ
Estimo τ con el criterio del primer mínimo de la autocorrelación de la serie
(Figura D.2)
tau = LYAPMUTINFO( serie , 1 );
Este criterio indica un valor de τ = 37.
Miro si el τ es apropiado comparando el atractor original con la reconstruc-
ción con m = 3 (ver Figura D.3).
S = EMBEDING(serie ,3,tau);
figure;
plot3(LORX ,LORY ,LORZ ,'k');
box on; grid on;
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Figura D.1: Atractor de Lorenz, ρ = 28, σ = 10, β = 8/3.
hold all;
plot3(S(:,1),S(:,2),S(:,3),'r');
Estimación de la dimensión de embedding m
Con este nuevo valor de τ ahora calculo el porcentaje de falsos vecinos
para hallar dimensión de embedding m (se espera que sea 3; ver Figura D.4).
Proponemos r = 5 (Los valores recomendados por [173] van de 5 a 10).
XFNN = LYAPFALSENEIGHBOURS( serie ,...
tau , 5);
De este gráfico se concluye que m = 3 es buen candidato para dimensión
de embedding.
Estimación de λM
Proponemos e = 1 [173] y calculamos las fluctuaciones S (∆n):
DELTAN = 0:1:20;
S = LYAPMAX( serie ,3, tau , 1, DELTAN );
El ajuste de la Figura D.5 arroja un λM = 0,01924± 0,00035 > 0 de donde
se concluye que la dinámica es caótica.
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Figura D.2: Estimación de τ para el atractor de Lorenz (eje x).
D.1.2. Mapa de Hénon
Siguiendo el ejemplo propuesto en [180], genero un mapa de Hénon [179]:
Xn+1 = 1+Yn − aX2n
Yn+1 = bXn
Con a = 1,4; b = 0,3;
a=1.4; b=0.3;
x(1,1) = .91; x(1,2) = 0;
for i = 2:10001
x(i,1) = 1 - a * x(i-1 ,1)^2 + b *...
x(i-1 ,2);
x(i,2) = x(i-1 ,1);
end;
x(1,:) = [];
serie = x(1:4000 ,1);
(me quedo sólo con los primeros 4000 datos como ejemplo).
Encuentro los parámetros óptimos:
tau0 = LYAPMUTINFO( serie , 1 );
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El valor de τ hallado es 17. Sin embargo esta curva es muy ruidosa y no
tiene un verdadero mínimo local, sino que decrece monótonamente1. Para un
mapa simple el tiempo de delay natural es 1, y es ese el valor de τ que se usará
(ver Figura D.6).
tau = 1;
S = EMBEDING(serie ,2,tau);
XFNN = LYAPFALSENEIGHBOURS( serie ,...
tau , 5);
En la Figura D.7 puede verse la confirmación de que la dimensión de em-
bedding m es 2.
Así estimo las fluctuaciones para calcular λM
m=2;
DELTAN = 0:1:20;
S = LYAPMAX( serie ,m, tau , 0.1, DELTAN );
Ajusto la zona lineal y obtengo (ver Figura D.8).
λM = 0,4683 (entre 0,4201 y 0,5165) con un 95 % de certeza (R2 = 0,9989).
Según la [179] λM = 0,41922 (mismos valores: a = 1,4, b = 0,3).
1http://www.physics.emory.edu/faculty/weeks//research/tseries3.html#expt1
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Figura D.3: Reconstrucción del atractor τ = 37.
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Figura D.4: Porcentaje de falsos vecinos más cercanos (FNN) para τ = 37, r =
5.
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untitledfit 
S vs⊲ DELTAN
Excluded S vs⊲ DELTAN
Linear model Poly1:
     f(x) = p1*x + p2
Coefficients (with 95% confidence bounds):
       p1 =     0.01924  (0.01889, 0.01959)
       p2 =      −1.261  (−1.264, −1.257)
Goodness of fit:
  SSE: 1.109e−06
  R−square: 0.9998
  Adjusted R−square: 0.9998
  RMSE: 0.0005265
Figura D.5: Ajuste de λM para τ = 37, r = 5. (*) Errata: en el título de la Figura
debe decir «τ = 37».
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Figura D.6: Mapa de Hénon. Arriba: Información mutua. Abajo: reconstrucción
con τ = 1.
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Figura D.7: Mapa de Hénon. Dimensión de embedding.
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Excluded S vs. DELTAN
Linear model Poly1:
     f(x) = λ*x + p2
Coefficients (with 95% confidence bounds):
       λ =      0.4683  (0.4201, 0.5165)
       p2 =      −3.212  (−3.389, −3.035)
Goodness of fit:
  SSE: 0.001255
  R−square: 0.9989
  Adjusted R−square: 0.9983
  RMSE: 0.02505
Figura D.8: Ajuste de λM para el mapa de Hénon (a = 1,4, b = 0,3), τ = 1,
r = 5, e = 0,1.
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Apéndice E
Caracterización del
turbulador
THE DOCTOR: There’s a Cyberman out there on the fuselage. But on the plus
side, it’s not turbulence. .
— Doctor Who, ’ Death in Heaven’
E.1. Introducción
Un turbulador es un generador de turbulencias estadísticamente repetible1
basado en la mezcla de dos flujos de aire a diferentes temperaturas [145, 182,
183, 181, 184, 138].
Para generar una turbulencia óptica real (por ejemplo, en el índice de re-
fracción) es necesario crear una turbulencia dinámica (velocidad del aire, por
ejemplo) y una fluctuación de temperatura en el flujo. Esto se logra mezclando
dos flujos de aire de diferentes temperaturas en un espacio confinado: la cáma-
ra de turbulencia. El aire de una de las entradas es calentado (toma caliente),
mientras que el del otro permanece a temperatura ambiente (toma fría). Ambos
ventiladores funcionan a velocidades fijas idénticas. Los parámetros sintoniza-
bles son la velocidad de los ventiladores y ∆T (en este trabajo sólo se toma
como parámetro ajustable ∆T por una limitación técnica en los ventiladores
empleados).
El modelo implementado es según el diseño de Keskin, Jolissaint y Bradley
[145, 184].
1Un interesante análisis de varios métodos para generar turbulencias en laboratorio puede en-
contrarse en [181].
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E.2. Caracterización de tiempos operativos de esta-
bilización de temperatura
Esta experiencia tiene como objeto determinar el tiempo de respuesta del
turbulador modificado. Las modificaciones en esta versión del dispositivo son
nuevo juego de resistencias para el foco caliente
la incorporación de una estructura de iguales dimensiones y sección trans-
versal que el juego de resistencias para el foco frío
E.2.1. Modelo teórico
En la caracterización anterior hubo evidencias de que el comportamiento de
∆T en función de t para una corriente dada tiende exponencialmente al valor
límite final.
Proponemos para este caso un comportamiento tipo ley de calentamiento
de Newton (análogo a la carga/descarga de un capacitor). Así, ∆T a tiempo t
es
∆T (t) = A− Be−(t−t0)/τ (E.1)
donde A > 0, B > 0 y τ > 0. Queda claro que a t = 0 ∆T (0) = A− B y el
lı´mt→∞ (∆T) = A.
Una de las preguntas de orden práctico que se desea responder es ¿cuánto
tiempo hay que esperar para que el ∆T deseado se considere práctiacmente
estable? En otras palabras, dado un cambio de corriente, ¿cuál es el t′ tal que
d (∆T) /dt ≤ ε =
(√
2/10
)
°C/min ' 0,14 °C/min (el error en la medida de
∆T)?
En efecto, se busca t′ tal que
d (∆T)
dt
∣∣∣∣
t=t′
=
B
τ
e−(t
′−t0)/τ ≤ ε
Después de logaritmar y despejar, se halla que
∆t = t′ − t0 ≥ τ ln
(
B
τε
)
(E.2)
Hemos visto que el comportamiento de las temperaturas finales (A) de la
ecuación E.1 siguen un comportamiento cuadrático. En esta ocasión conside-
ramos una pequeña diferencia de temperatura aun cuando no pasa corriente
por las resistencias. Este efecto se debe a la temperatura inducida en el flujo
caliente por la resistencia del ventilador de ese foco (recordemos que por esa
rama el aire recircula y no se renueva constantemente como en el caso del foco
frío). Así, proponemos
A (I) = A0 + A1 I2
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Figura E.1: Arreglo experimental.
donde el segundo término está vinculado con la potencia eléctrica suministra-
da al sistema. Esta relación se invierte sencillamente como
I (A) =
√
A− A0
A1
(E.3)
En una serie de pasos secuenciales, también se cumple la relación
Bn = An − An−1 (E.4)
E.2.2. Desarrollo experimental
Se montó la experiencia tal como se muestra en el esquema de la figura E.1.
Materiales
266 clamp meter Protomax
Digital Thermometer 6802 II Type K
Termómetro de mercurio
Variac Variosat
E.2.3. Resultados y análisis
Los resultados de las tomasde datos y ajustes se muestran en las figuras E.2
y E.3 en la página 159, así como en la tabla E.1
E.2.4. Cálculo práctico
Con los parámetros obtenidos podemos calcular los tiempos de espera se-
gún la ecuación E.2 para realizar la experiencia de caracterización de la cons-
tante de estructura. Los resultados se resumen en la tabla E.2.
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Figura E.2: (Arriba) Comportamiento de ∆T en función del tiempo. (Abajo)
Ajuste según el modelo para una corriente de 5 A a modo de ejemplo.
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Figura E.3: ∆Tf inal = A por el ajuste en función de la corriente E.3.
I A B τ
[A] [°C] [°C] [min]
0,5 2,86± 0,29 1,24± 0,26 6,32± 3,56
1,0 6,17± 0,08 3,47± 0,098 4,33± 0,34
2,5 26,67± 0,29 17,57± 0,50 5,54± 0,39
5,0 107,0± 0,4 76,20± 0,76 5,99± 0,13
6,0 154,6± 1,7 45,03± 2,46 5,52± 0,78
7,0 200,8± 5,9 46,12± 5,72 4,25± 1,30
A (I) ≡ 1,966°C+ 4,201 °C
A2
I2 - 〈τ〉 = 5,33± 0,65
Tabla E.1: Resultados de los ajustes.
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Para un ∆T = A de se debe usar una I ' y se debe esperar '
[°C] [A] [min]
1,966 0 0
5 0,85 7,4
10 1,38 10,1
15 1,76 10,1
20 2,07 10,1
30 2,58 13,8
40 3,01 13,8
50 3,38 13,8
70 4,02 17,5
90 4,58 17,5
110 5,07 17,5
130 5,52 17,5
150 5,94 17,5
Tabla E.2: Cálculo práctico para la caracterización del turbulador.
E.3. Determinación de l0, L0 y C2n,
Dentro de la teoria de la cascada de energía de Kolmogorov donde el flujo
de energía de los remolinos grandes a los pequeños es constante, vemos que
para una turbulencia homogénea e isótropa, la función de estructura del índice
de refracción es según:
Dn (R) =
〈
(n (R1)− n (R2))2
〉
=
{
C2nR2/3 si l0  R L0
C2nl
−4/3
0 R
2 si R l0
Para el caso de la temperatura
DT (R) = DT (R) = C2T R
2/3
Para la mezcla de masas de aire de diferentes densidades las fluctuaciones
del índice de refracción son directamente proporcionales a la densidad del aire
según la ley de Dale-Gladstone:
n− 1 = αn PT
donde αn = 80 · 10−8 K/Pa, P es la presión y T es la temperatura.
La relación entre las constantes de estructura es sencillamente
C2n =
(
αn
P
T
)2
C2T
Como C2T ∼ (δT)2:
C2n ∼
(
αn
P
T
)2
(δT)2 (E.5)
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Asi, el turbulador es sintonizable mediante la diferencia de temperaturas
entre ambos chorros de aire.
Por otro lado, el turbulador provee una capa de constante de estructura de
grosor ∆h, de manera que el parámetro de Fried es simplemente
r−5/30 = 0.4234
(
2pi
λ
)2
C2n∆h
E.3.1. Método del ángulo de arribo
El ángulo de arribo (AoA)2 viene de la pendiente promedio que el frente
de onda turbulento W (x, y) tiene en una pupila P (x, y) de un telescopio, o la
pupila de salida del turbulador en este experimento (ver figura E.4) según
αp =
xc
f
=
˜
P (x, y) ∂xW (x, y) dxdy˜
P (x, y) dxdy
(E.6)
donde f es la distancia focal y xc es la coordenada x del centroide en el detector.
La relación para la coordenada y es exactamente igual, pero derivando respecto
de y.
Partiendo de un espetro de Von Kármán [138] que tiene en cuenta los efectos
de la escala interna l0 y la escala externa L0
ΦN (K) = 0,033 C2n
(
K2 + K20
)−11/6
exp
{
− K
2
K2m
}
donde K es el número de onda espacial en tres dimensiones, K0 = 2pi/L0 y
K2m = 2pi/l0, es posible encontrar, para el caso general de un flujo limitado,
la varianza del ángulo de arribo (σ2AoA) . La misma está dada para una capa
turbulenta de espesor ∆h según [138, 145]3:
σ2AoA (x, y) = (2pi)
4/3 0,033C2n∆h× . . . (E.7)
. . .
¨
F2x,y
(
F2 + L−20
)−11/6
e−l
2
0 F
2
[
2J1 (piDF)
piDF
]2
dFxdFy
En coordenadas polares la varianza puede expresarse [138] como
σ2 = 1,19 C2n ∆h
ˆ ∞
0
f 3
(
f 2 +
1
L20
)−11/6
exp
{
−l20 f 2
}
d f (E.8)
2Del inglés “Angle of arrival”.
3Nota: ecuación (E.7) sólo tiene solución analítica en el régimen de escala infinita (L0 = ∞ y
l0 = 0):
σ2AoA (x, y) = 2,8375C
2
n∆hD−1/3
= 0,1698λ2r−5/30 D
−1/3
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Para considerar el efecto de filtrado de una pupila, se multiplica el integran-
do de la ecuación (E.8) por una función de Airy salida de elevar al cuadrado el
módulo de la transformada de Fourier de la pupila circular, que lleva a
σ2AoA = 1,19 C
2
n ∆h
ˆ ∞
0
f 3
(
f 2 +
1
L20
)−11/6
exp
{
−l20 f 2
}
×
[
2 J1 (2piD f )
2piD f
]2
d f
(E.9)
Esta ecuación es una función de L0, l0, el diámetro del haz D y C2n ∆h.
La relación de C2n con ∆T es, según [185] proporcional a (∆T)
2. Sin em-
bargo, la evidencia experimental sugiere que también debe considerarse una
proporcionalidad a ∆T [145].
La experiencia consiste en capturar a un cierto ∆T las posiciones de centroi-
de de un haz (xc, yc) luego de ser filtrado a la salida del turbulador por pupilas
de diversos tamaños y enfocado en el detector. Luego se calcula la varianza del
ángulo de arribo según [182]:
σ2AoA ≈ σ2x / f 2
≈ σ2y / f 2 (E.10)
donde f es la distancia focal de la lente empleada4. Nótese que las varianzas
tendrán un error de la propagación del error de f .
E.4. Procedimiento experimental
La experiencia fue montada en el Laboratorio de Procesamiento Láser del
CIOp, y se muestra en las figura E.4 en la página siguiente . La velocidad de
los ventiladores se deja fija. El equipo empleado fue el siguiente:
Turbulador Mark 2: trabajando con valores ∆T =0 (referencia, venti-
ladores apagados); 1,2583 (referencia, ventiladores encendidos); 6,0167;
9,7833; 14,475; 18,875; 30,667; 43,367; 52,0833; 70,7333; 96,7417 y 131,8000
°C (la última a aprovximadamente una corriente de 6 A).
Láser Melles Griot5 05-LHP-991, λ = 633 nm; se empleó también un es-
pejo para esa longitud de onda por cuestiones de espacio.
4En [182] se toma por ejemplo para la coordenada x después de k observaciones:
σ2 (αP) ≈ 1k f 2
k
∑
i=1
(xi − µx)2
donde µx es el promedio. El factor de división empleado por el software usado para hallar las
varianzas fue en realidad k− 1. Como la cantidad de datos es grande (360000 por cálculo), la co-
rrección es en la sexta cifra significativa, diferencia que carece de importancia después de propagar
errores. En efecto, 359999/360000 = 0,999997222.
5Gentileza de la Doctora Myriam Tebaldi.
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Figura E.4: Esquema experimental.
Pupilas de diámetros D =2,52; 3,3; 4,4; 5,08; 6; 7,1; 8,24; 9,12; 9,68; 10,22;
11,3; 14,70; 17,72 y 24,7 mm, montadas sobre vidrio flotado de 2 mm de
grosor.
Lente Thorlabs de f = (20,0± 0,05) cm.
Expansor de alta energía Spectra Physics con pinhole de 15 µm.
Sistema opto-electrónico para la determinación de posiciones configura-
do para registrar 6000 posiciones de centroide por segundo. Las capturas
para cada pupila fueron de 1 minuto (360000 posiciones de centroide).
La longitud de propagación dentro del turbulador es ∆h = (35± 0,5) cm.
E.5. Método de ajuste numérico de los datos
El método es el seguido por [138, 182, 145]. La determinación de los 3 pa-
rámetros de la turbulencia L0, l0 y C2n requiere ajustar el modelo teórico de la
varianza del ángulo de arribo (E.9) a partir de las medidas de la varianza del
ángulo de arribo para todos los diámetros D de pupila (para cada eje).
Primero se elije particionar los 360000 datos de posiciones en 12 tramos
de 30000 datos cada uno, a cada uno de los cuales se le calcula la varianza.
Luego éstas se promedian y se saca su desviación estándar. Se divide por f y
se propaga el error. Así se consiguen las curvas empíricas de σ2AoA (D) para
cada eje e intensidad de turbulencia.
La constante de estructura aparece como un factor en la expresión de la
varianza σ2AoA (Ecuación (E.9)), y por lo tanto es posible «normalizar» las va-
rianzas medidas con uno de los valores de diámetro de pupila dados (el más
pequeño) y separar así la determinación de las escalas. Para eliminar la depen-
dencia de C2n ∆h, el primer paso es normalizar la varianza del ángulo de arribo
por el valor obtenido para el menor diámetro hecho en el experimento Dmin:
σ2norm, emp. (l0, L0, D) =
σ2AoA (l0, L0, D)
σ2AoA
(
l0, L0, Dmin
) (E.11)
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Así, las series obtenidas comienzan en 1 y decrecen con D. Desde el punto
de vista teórico, esta normalización es equivalente en la Ecuación (E.9) a
σ2norm, teór. (l0, L0, D) =
´ ∞
0 f
3
(
f 2 + 1
L20
)−11/6
exp
{−l20 f 2}× [ 2 J1(2piD f )2piD f ]2 d f
´ ∞
0 f
3
(
f 2 + 1
L20
)−11/6
exp
{−l20 f 2}×
[
2 J1
(
2piDmin f
)
2piDmin f
]2
d f
(E.12)
Entonces, dada una intensidad de turbulencia y la serie normalizada de
varianzas para el ángulo de arribo en función de D (para cada eje), el ajuste se
lleva a cabo de la siguiente manera:
1. Teniendo en cuenta valores previos de referencia [145] y las dimensiones
de la cámara de turbulencia, se proponen 150 valores equiespaciados pa-
ra l0desde 0,1 hasta 11 mm, y 150 valores equiespaciados para L0 desde
10 hasta 25 cm.
2. Para los diámetros de pupila empleados se evalúa numéricamente
σ2norm, teór. (l0, L0, D) con la Ecuación (E.12) para las 150× 150 = 22500
combinaciones de l0 y L0propuestas en el paso anterior.
3. Para cada una de las combinaciones de l0 y L0 se calcula la diferencia
cuadrática entre los datos normalizados y la curva teórica según
δ2 (l0, L0) =∑
i
[
σ2norm, emp. (l0, L0, Di)− σ2norm, teór. (l0, L0, Di)
]2
(E.13)
4. Se busca la combinación de valores l∗0 y L∗0 que dan el valor mínimo de
δ2 (l0, L0).
5. El valor de C2n para cada curva se halla luego como
C2n =
σ2AoA
(
l0, L0, Dmin
)
1,19∆h
´ ∞
0 f
3
(
f 2 + 1
L20
)−11/6
exp
{−l20 f 2}×
[
2 J1
(
2piDmin f
)
2piDmin f
]2
d f
Los ajustes de las varianzas de ángulo de arribo paa cara eje se muestran en
las Figuras E.5 y E.6. Se emplean promedios y desviaciones estándard para
reportar los valores de las escalas:
l0 < 4 mm, con un valor más probable de 1 mm
L0 = (16± 7) cm
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Finalmente, se calcularon los promedios de C2n para cada eje como función
de ∆T y se ensayaron varios modelos de ajuste, de los cuales se encontró que
el tipo logístico es el más justado para caracterizar la unidad (ver Figura E.7):
C2n (∆T) =
4,035
1+ exp {−0,04232 (∆T − 43,19 °C) /°C} · 10
−8 m−2/3 (E.14)
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Figura E.5: Ajuste de varianzas para el ángulo de arribo, eje x.
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Figura E.6: Ajuste de varianzas para el ángulo de arribo, eje y.
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Figura E.7: Ajuste del comportamiento promedio .
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CLARA: Doctor!
THE DOCTOR: Hello.
CLARA: You’re young again. You’re okay... You didn’t even change your face.
THE DOCTOR: Ha! It’s started, I can’t stop it now. This is just the reset: a
whole new regeneration cycle, ooh! Taking a bit longer, just breaking it in. It
all just disappears, doesn’t it? Everything you are, gone in a moment; like
breath on a mirror. Any moment now, he’s a coming.
CLARA: Who’s coming?
THE DOCTOR: The Doctor.
CLARA: You, you are The Doctor.
THE DOCTOR: Yup, and I always will be. But times change, and so must I...
Amelia.
CLARA: Who is Amelia?
THE DOCTOR: The first face this face saw. We all change, when you think
about it, we’re all different people; all through our lives, and that’s okay, that’s
good, you’ve got to keep moving, so long as you remember all the people that
you used to be. I will not forget one line of this, not one day, I swear. I will
always remember when The Doctor was me.
— Doctor Who, ’The time of the Doctor’
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