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Abstract—The characteristics of a new high performance 
implanter ("SWIFT") manufactured by Applied Materials 
include high accuracy implantation angle control, minimal 
energy spread [and uniformity and repeatability of dose [<0.5%] 
at various beam incident angles up to 60 degrees from normal. 
The latter is achieved using beam current monitoring equipment 
designed to measure absolute dose. It should be mentioned that 
although repeatability is much more important than absolute 
accuracy in implanter dosimetry, absolute accuracy is very 
convenient, making cross-machine comparisons, the 
establishment of new processes and day to day validation of 
different processes much easier. Four silicon wafers implanted by 
SWIFT at about 5*1015 As/cm2 were analysed by Rutherford 
backscattering spectrometry in order to characterise the absolute 
dosimetry of this implanter with an accuracy of 1.6% traceable 
to the international standard of weight in Paris. Repeatability 
and internal consistency of the RBS could be demonstrated at the 
1% level consistent with the expected statistical and other errors. 
We could also find no significant error in the implanter 
dosimetry 
 
I  INTRODUCTION 
In modern Integrated Circuits, the uniformity of the dose 
implanted is a critical parameter because a variation in dose 
can lead to unwanted variations in the device yield, 
performance and reliability. Applied Materials has 
manufactured a new implanter ("SWIFT") capable of a great 
uniformity and repeatability in the dose implanted. We report 
here absolute measurements of dose accuracy. 
SWIFT is designed as a medium current single wafer 
implanter capable of high energies (up to 1700keV). 
Accurate measurement of film thickness by Rutherford 
backscattering (RBS) utilises the fact that the scattering cross-
sections are given accurately by analytical functions. However, 
absolute interpretation of RBS spectra implies an accurate 
knowledge of both deposited charge and detector solid angle. 
These values are not easy to obtain or validate, and all accurate 
work relies on standards. Recently, a new Sb implanted 
standard, calibrated by reference to the international standard 
of weight in Paris, has become available [1]. We have very 
recently [2] compared this standard both with the old "Harwell" 
Bi implanted standard [3] and with the recent direct 
measurements of Si energy loss [4]. For the present work, we 
have used the Bi standard as a secondary reference to validate 
our analysis. The IBA fitting code DataFurnace [5], (so called 
because it is based on the simulated annealing algorithm [6] ), 
was used to fit and analyse all the RBS spectra. 
All the samples were provided by Applied Materialsand 
implanted on SWIFT ion implanter. 
A. SWIFT Dosimetry Instrumentation 
In the SWIFT implanter the ion beam is magnetically 
scanned in the horizontal axis, and the wafer is mechanically 
scanned vertically with a high precision variable speed 
mechanism. The behaviour of the beam charge is given by the 
transmission characteristics of the beam path through the 
implanter and is effectively an instrumental constant. The scan 
speed function is then chosen (in software) to give a constant 
dose rate as a function of position. 
The wafer can be tilted at arbitrary angles (up to 60), but 
the scan is isocentric, that is, the wafer is moved in its plane. 
This means that the position of the implantation does not 
change in space, which is essential to maintaining uniformity. 
The magnetic scan is large enough to pass the beam over a 
fixed Faraday cup, which monitors the beam charge deposited 
on every pass. The vertical (mechanical) scan speed is adjusted 
at the end of each half scan.  
The fixed Faraday cup is magnetically suppressed. 
Calculations of secondary electron paths have shown that the 
suppression is more than 99.9% efficient. The depth of the cup 
is large enough to reduce the backscattered fraction to less than 
0.1%. In the event of the plasma flood gun being required to 
control charge build up during implantation, the system has 
been equipped with a sophisticated background subtraction 
routine. This routine can subtract any undesirable Ar+ leakage 
currents from the signal collected by the travelling Faraday in 
real time. This ensures no loss of absolute doss control. 
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II  EXPERIMENTAL 
Four samples were implanted with 60keV As+ on the 
SWIFT implanter at nominal doses of (5.5, 5.25, 5.0, 4.75 
1015/cm2) with -7º tilt and 22º twist. 
The analysis was done with 1.505 MeV 4He+ with a three 
point energy calibration using the (p,γ) reactions at 872keV (F), 
632keV (Al) and 992keV (Al). The estimated error on the 
beam energy is less than 5keV. The (secular) energy stability 
of the accelerator is estimated at about 200eV. 
Two silicon detectors were used at scattering angles of 
160.0º and 130.4º, where the scattering angles were determined 
using a laser together with the precision goniometer, and their 
errors are estimated at about 0.25% largely due to uncertainties 
in the beam path. The electronics calibration was done 
independently for the two detectors at a precision of about 
0.5% using a Au/Ni/SiO2/Si sample and the procedure in 
Jeynes et al [7]. 
 
III  RESULTS AND DISCUSSION 
The analytical procedure used is equivalent to determining 
the charge solid-angle product for each spectrum by fitting to 
the calculated Si substrate signal. In this analysis errors 
introduced by incomplete charge collection are avoided. In 
fact, we use the Si substrate signal only as an inter-sample 
charge normalisation signal since we calibrated for this 
analysis against the implanted Bi standard. 
 
 
 
Figure 1.  RBS spectra from two detectors (A:163.0º; B:130.4º) for wafer 1 
(area selected: top). 
 
 
 
 
Figure 2.  As depth profiles obtained (from two detectors) for wafer 1 (area 
selected: top) 
 
Accurate values of Si stopping powers are critical for such 
an analysis: following Boudreault et al. [2] we have used the 
most accurate data of Bianconi [7] for Si energy loss that have 
been re-analysed by Barradas [8] with a sophisticated Bayesian 
method. The channeling part of the spectra was not included in 
the fitting region of interest. As can be observed from figure 1, 
the spectra can be well fitted; even the small As signals are 
well fitted. The independent As depth profiles from the two 
detectors can be directly obtained, and are presented in figure 
2; as can be seen, the two profiles are almost identical. 
Table 1 shows the dose values measured from the four 
different wafers, and from five areas of one of the wafers. 
Measurements from centre, bottom, left, right and top of wafer 
1 are labelled C1, B1, L1, R1 and T1, respectively; 
measurements from the other wafers were only made on the 
centre, and are labelled C1, C2, C3, and C4. Two detectors were 
used independently, and the average doses are shown. The 
detectors were independently calibrated against a secondary 
standard with an implanted Bi dose of 4.64x1015 cm-2. The 
estimate accuracy of this measurements is 1.4% calibrated 
against the IRMM-302/BAM-2001 certified Sb implant 
standard [2]. 
The measured dose variation across the sample 1 (first five 
rows of table I) is about 0.5%, consistent with the counting 
statistics of the measurements (two detectors at 1% each). The 
ratio 1 of the A and B detectors is very close to one 1 with a 
standard deviation of about 1%. This is accidentally rather 
lower than the 1.4% expected (two detectors each with 1% 
counting statistic). Therefore the measurements are internally 
consistent, justifying the estimate of ~0.5% measurements 
precision. 
 
 
From detector A
From detector B
Detector A: data
Detector A: fit
Detector B: data
Detector B: fit
As signals
Det A
Det B
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The dose uniformity is known by independent method to be 
better than 0.5%, and therefore the discrepancy estimate must 
have an error given by the sum (in quadrature) of the 
measurements precision and the implanted dose precision. 
This is consistent with the measured 0.7% standard 
deviation of the discrepancy (last column of Table I). The 
average discrepancy of 0.5% is indistinguishable from zero in 
the presence of a measurement absolute accuracy of 1.4%. 
 
 
 
 
 
 
. 
 
 
 
 
 
 
 
 
IV CONCLUSION 
RBS measurements of dose have been carried out at 0.5% 
precision, with a double detector system that demonstrates self 
consistency of the data. Those RBS measurements cannot 
detect any non-uniformity. The absolute accuracy of the 
SWIFT dosimetry is better than the RBS absolute accuracy of 
1.4%. 
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TABLE I.  NOMINAL AND AVERAGE MEASURED DOSE VALUES OF THE FIVE SAMPLES (LABELLED 1 TO 5), TOGETHER 
WITH DET A/DET B DOSE RATIO AND DISCREPANCY FROM NOMINAL DOSE. C, B, L, R AND T STAND FOR CENTRE, BOTTOM, 
LEFT, RIGHT AND TOP. 
Sample Nominal dose 
(x1015 atoms/cm2) 
Average dose from 
detectors (x1015 
atoms/cm2) 
Ratio 
det A/det B 
Discrepancy 
from nominal 
dose (%) 
C1 4.75 4.77 1.002 0.42 
B1 4.75 4.76 0.988 0.21 
L1 4.75 4.78 0.998 0.57 
R1 4.75 4.77 0.987 0.42 
T1 4.75 4.78 1.002 0.57 
C1repeated 4.75 4.78 1.008 0.57 
C2 5.00 4.97 0.996 -0.70 
C3 5.25 5.22 1.020 -0.52 
C4 5.50 5.49 0.997 -0.19 
  Average 1.000 -0.49 
  Error (%) 1.10 0.70 
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