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Abstract
The B%acklund transformations for some nonlinear evolution equations (the Liouville, the sine and sinh-Poisson equations)
are constructed through the AKNS system in uni;ed manner. The obtained B%acklund transformations are used to generate
new classes of solutions. The latter is employed to obtain an in;nite sequence of solutions. Moreover, we generate an
in;nite sequence of additional solutions by employing the permutability theorem and give a general expression for the nth
order solution. It turns out that this general expression can be employed to obtain solutions for the sine and sinh-Poisson
equations. The ;nal results are used to investigate some models in solar plasma physics. Conclusions and comments are
given. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Magnetic ;elds are widely considered to play an important role in solar atmospheric structures,
especially in the outer layers of the Sun in the chromosphere, transition region, and corona [19 and
references therein]. Slowly varying (time-dependent) coronal magnetic structures can in principle be
described by magnetostatic (MS) models [8,15,17]. The equations of magnetohydrodynamic (MHD)
equilibria have been used extensively to model solar magnetic structures, see Refs. [8,13] for details
and review. The force balance in these models consists of a balance between the pressure gradient
force, the j ∧ B force (j, electric current density, B magnetic induction), and the gravitational
force. The temperature distribution in the atmosphere is in general determined from the energy
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transport equation. However, in many models, the temperature distribution is speci;ed a priori, and
direct reference to the energy equation is eliminated. The remaining equations for the system are an
equation of state for the gas (e.g., the dependence of the gas pressure on density and temperature)
and the steady state Maxwell equations. In solar physics the static MHD equations have been used
to model diverse phenomena, such as the slow evolution stage of solar 0ares, or the MS support of
prominences [6,8,13,21].
However many models of MS equilibria assume that one of the spatial coordinates is ignorable
[1,2,4–9,11–13,15–17,19,20], yielding simple analytic models in terms of an elliptic equation for the
magnetic potential A.
In this paper, we present a set of exact analytical periodic solutions for the Liouville, the sine
and sinh-Poisson equations modelling isothermal MS atmosphere by applying the B%acklund-
transformations (BTs) technique [10,18], for the two dimensional boundary value problem in the
solar surface x¿ 0 but only for bounded domain [1,4,17]. Also we generate an in;nite sequence
of additional solutions by employing the permutability theorem and give a general expression for
the nth order solution. We consider an isothermal atmosphere with one ignorable coordinate x of a
rectangular Cartesian coordinate system xyz in which the gravitational force is directed in the nega-
tive z-direction. We study the solutions with jx ˙ e−2A=Ao−z=h; jx ˙ sin A˜ e−z=h and jx ˙ sinh A˜ e−z=h
(A˜ is a dimensionless form of the magnetic potential A), for which the force balance equation per-
pendicular to both B and ex (ex is the unit vector along the x-axis) reduce to the nonlinear elliptic
equations (the Liouville, the sine and sinh-Poisson equations). Through the exact solutions obtained
this way, interesting physical properties can be deduced in qualitative form.
The paper is organized as follows: in Section 2, the basic equations and the formulation of the
nonlinear problem, which reduces to the Liouville, the sine and sinh-Poisson equations, are illustrated
and reviewed. In Section 3, the AKNS system and BTs are brie0y discussed, together with exact
analytical solutions for each of the plasma models. In Section 4, we obtain additional solutions
via the application of the theorem of permutability and give a general expression for the nth order
solution of the sine and sinh-Poisson equations and as an example, we obtain the form of the 3rd
order solution, together with an application of the 2nd order solution. In the last section, we conclude
the paper and give some comments and discussions.
2. Basic equations and the problem formulation
The static MHD equations used to describe MS atmospheres consists of the force balance equation
j ∧ B−∇P − ∇=0 (1)
coupled with Maxwell’s equations
j=∇∧ B=(4); (2)
∇ · B=0: (3)
In Eqs. (1)–(3), P denotes the gas pressure,  denotes the gas density, and  denotes the gravita-
tional potential (for a uniform gravitational ;eld in the z-direction one has = gz, where g is the
acceleration due to gravity), respectively.
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Consider a system of Cartesian coordinates (x; y; z), in which x is an ignorable coordinate and z
measuring height, then the magnetic induction B may be written as
B=∇A ∧ ex + Bxex =
(
Bx;
@A
@z
;−@A
@y
)
; (4)
where A(y; z) and Bx(y; z) are the magnetic 0ux function and x-component of B, respectively, and
for an ideal gas pressure P(y; z) may be written as
P(y; z)=Po(A) exp
[∫ 
o
d′
(A; ′)
]
; (5)
where =RT , with R the ideal gas constant and T the temperature.
The equilibrium problem governed by Eqs. (1)–(3) can be reduced to the solution of a single
nonlinear partial diMerential equation (NLPDE) for the magnetic potential A(y; z) [6,12]
∇2A+ @
@A
[
B2x(A)
2
+ 4P(A;(y; z))
]
=0: (6)
We restrict our attention to isothermal atmospheres in a uniform gravitational ;eld (= gz), in
which Bx =0, Eq. (5) yields
P(y; z)=
(
Po +
1
4
∫
f(A) dA
)
e−z=h; (7)
where
h=

g
(8)
is the gravitational scale height and Po is constant.
Eq. (6) can be written as
∇2A+ f(A)e−z=h=0; (9)
the term f(A) is, in general, nonlinear in A.
Take the conformal transformation [20 and references therein]
x1 + ix2 = e−z=eiy=; (10)
Eq. (9) reduces to
@2A
@x21
+
@2A
@x22
+ 2f(A)e(2=−1=h)z =0: (11)
In this paper, we investigate the analytical solutions of Eq. (11) for speci;c forms of f(A).
2.1. Liouville’s equation model
Let us assume f(A) has the form [8,17]
f(A)=− 2Ao e−2A=Ao ; (12)
where 2 and Ao are constants. Hence
P(y; z)=
(
Po +
2A2o
8
e−2A=Ao
)
e−z=h: (13)
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The term involving Po represents a plane-strati;ed component of the atmosphere. The corresponding
form of (11) is given by using (11) and (12) as
@2(A=Ao)
@x21
+
@2(A=Ao)
@x22
= 22 e−2A=Ao+(2=−1=h)z: (14)
To solve (14), we are looking for the solution where A is periodic in y with period 2 [8,17]
A(y + 2; z)=A(y; z) (15a)
which corresponds to an array of plasma condensations or current ;laments that are arranged peri-
odically in the y-direction. These condensations are to be of ;nite extent vertically. Hence in the
far region z → ±∞, the ;eld is required to be horizontal and uniform. The following boundary
conditions apply
lim B
z→±∞
=B±
∧
y; (15b)
where B± are the constant ;eld strengths. Eq. (14) is a NLPDE [2,3,8,12,17], and one cannot take
for granted that boundary conditions (15a) and (15b) admit solutions and, where a solution exists,
that it is unique. Let us set
A=Ao = z=L+ u(y; z); (16)
where L is a constant.
Eq. (14) becomes
∇2u− 22e−2u−(2=L+1=h−2=)z =0: (17)
Let us identify the period  by
2==2=L+ 1=h: (18)
Note that under the transformation (10), and take ¿ 0, we have transformed the region 06y62;
−∞¡z¡∞ into the entire x1 − x2 plane with origin x1 = x2 = 0 corresponding to z →∞ and the
far region x21 + x
2
2 → ∞ corresponding to z → −∞. Noting that in the limit of an in;nite
period  as →∞, Eq. (18) implies 2=L=− 1=h; and one recovers the single-structure solutions.
Eq. (17) transforms into
@2u
@x21
+
@2u
@x22
− 22 e−2u=0: (19)
Now, assume that [17]
B→ ∧yAo
(
1

− 1
2h
)
; z →∞
and
B→ −∧y Ao
(
1

− 1
2h
)
; z → −∞: (20)
According to condition (15b), one has
B+ =Ao
(
1

− 1
2h
)
; B−=− Ao
(
1

+
1
2h
)
: (21)
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Eliminate Ao between these two equations to obtain
=2h
(
B− + B+
B− − B+
)
: (22)
Eq. (22) then has the following physical interpretation: if one is looking for periodic equilibria
satisfying Eq. (14) and the boundary condition (15b), the discrete spectrum of permissible period 
is generated by Eq. (22).
Take the transformation
X =
√
2
(ix1 − x2); Y = √
2
(ix1 + x2) and U (X; Y )=− 2u(x1; x2): (23)
Eq. (19) becomes
UXY =eU ; (24)
which is the well known Liouville equation.
2.2. Sine-Poisson equation model
Let us assume f(A) has the form [20]
f(A)=− 
4
(
Bo
h
)
sin(A˜); (25)
where
A˜=A=(hBo); (26)
is a dimensionless form of A;  is a dimensionless constant, and Bo is a constant with the dimensions
of magnetic ;eld induction.
Eqs. (7) and (25) give
P(y; z)=
1
4
e−z=h
∫ A˜
∞
f(A) dA=
B2o
8
e−z=h
[
! +

2
(cos A˜− cos A˜∞)
]
; (27)
where A˜∞ is the value of A˜ as z →∞ (we choose A˜∞=0 or A˜∞=− or A˜∞=− 106:26 in order
that the current jx vanish as z →∞), and ! is a dimensionless constant. At large height, (zh) the
gas pressure varies as
p ∼ B
2
o
8
e−z=h!: (28)
Substituting (25) into (14) and using (26), we get
@2A˜
@x21
+
@2A˜
@x22
=  sin(A˜); (29)
where =2h has been used.
Eq. (29) is the well known sine-Poisson equation and under the transformation
X =
√

2
(x1 + ix2); Y =
√

2
(x1 − ix2) and U (X; Y )= A˜(x1; x2); (30)
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it becomes
UXY =sinU: (31)
2.3. Sinh-Poisson equation model
Let us assume f(A) has the form
f(A)=− 
4
(
Bo
h
)
sinh(A˜); (32)
where A˜ as in Eq. (26).
Eqs. (7) and (32) give
P(y; z)=
(
Po − A
2
o
8#
cosh A˜
)
e−z=h: (33)
Substituting (32) into (14) and using (26), we get
@2A˜
@x21
+
@2A˜
@x22
=  sinh(A˜); (34)
where =2h has been used.
Eq. (34) is the well known sinh-Poisson equation and under the transformation (30) it becomes
UXY =sinhU: (35)
To solve Eqs. (24), (31) and (35) analytically, we use the BTs, which we will discuss, in the
following section.
3. The AKNS system and Backlund transformations
The BTs technique is one of the direct methods for generating a new solution of a nonlinear evo-
lution equation (NEE) from a known solution of that equation (see, for example, [18]). Previously,
Konno and Wadati [14], for example, had derived some BTs for the NEEs of the AKNS class.
These BTs explicitly express the new solutions in terms of the known solutions of the NEEs and
the corresponding wave functions, which are solutions of the associated AKNS system. The AKNS
system is a linear eigenvalue problem in the form of a system of ;rst-order PDEs. Therefore, the
problem of obtaining new solutions by BTs is equivalent to obtaining the wave function.
It is known that many NEEs can be derived from the AKNS system
X =P; Y =Q; (36)
where
=
(
1
2
)
; (37)
and P and Q are the 2× 2 null-trace matrices
P=
(
% q
r −%
)
; Q=
(
A′ B
C −A′
)
: (38)
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Here % is a parameter, which is independent of X and Y while q and r are functions of X and Y ;
P and Q must satisfy the integrability condition
PY − QX + PQ − QP=0; (39)
or, in component form
−A′X + qC − rB=0; (40a)
qY − BX + 2%B− 2qA′=0; (40b)
rY − CX + 2rA′ − 2%C =0: (40c)
By a suitable choice of r; A′; B; and C in (38) we can obtain many NEEs which q must satisfy.
Konno and Wadati [14] introduced the function
)=1=2 and )′=2=1; (41)
where )′=1=) and, for each of the NEEs, they derived a BT with the form
U ′=U + f(); %); (42)
where U ′ is the new solution generated from the old solution U . For use of the sequel, we list the
NEEs and their corresponding BTs in the following:
(a) The Liouville’s equation (24).
P=

 %
1
2
UX
1
2
UX −%

 ; Q= 1
4%
(
eU −eU
eU −eU
)
; (43)
)=1=2; (44)
U ′=U − 2 log
(
) + 1
) − 1
)
: (45)
(b) The sine-Poisson equation (31).
P=

 % −
1
2
UX
1
2
UX −%

 ; Q= 1
4%
(
cosU sinU
sinU −cosU
)
; (46)
)=2=1; (47)
U ′=U − 4 tan−1 ): (48)
(c) The sinh-Poisson equation (35).
P=

 %
1
2
UX
1
2
UX −%

 ; Q= 1
4%
(
coshU −sinhU
sinhU −coshU
)
: (49)
)=2=1; (50)
U ′=U − 4 tanh−1 ): (51)
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Now we shall choose some known solutions of the above NEEs and substitute these solutions
into the corresponding matrices P and Q. Next, we solve Eq. (36) for 1 and 2. Then, by (41)
and the corresponding BT we will obtain the new solutions of the NEEs.
3.1. The known solution is a constant U
(a) The sine-Poisson equation
Let the constant solution of (31) be
Un= n; n=0; ±1; ±2; ±3; : : : : (52)
Substitute (52) into the matrices P and Q in (46), we have
P=
(
% 0
0 −%
)
; Q=
1
4%
(
(−1)n 0
0 −(−1)n
)
: (53)
From the AKNS system of Eq. (36),
d=X dX + Y dY =(P dX + Q dY )=P d#n; (54)
where
#n=X − (−1)
n−1
4%2
Y: (55)
The solution of (54) is
n = (eP#n)o =
(
I + #nP +
#2nP
2
2!
+
#3nP
3
3!
+ · · ·
)
=
(
cosh %#n + sinh %#n 0
0 cosh %#n − sinh %#n
)
o
=
(
e%#n 0
0 e−%#n
)
o: (56)
Choose o = (1; 1)T in (56), then we have
n=
(
e%#n
e−%#n
)
: (57)
Substitute (57) into (47), then by (48), we obtain the new solution of the sine-Poisson equation
(31)
Un= n− 4 tan−1(e−2%#n); #n=X − (−1)
n−1
4%2
Y; n=0; ±1; ±2; : : : : (58)
Consider the case in which n=0. Thus Eq. (58) becomes
U =− 4 tan−1(e−2%#o); #o =X + 14%2 Y: (59)
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Put %= i=2, we have
2%#o = i#o = i
(
X +
1
4%2
Y
)
= i(X − Y ): (60)
Substituting (60) into (59), the new solution of the sine-Poisson equation (31)
U =− 4 tan−1(e−i(X−Y )): (61)
Using (30), the new solution of the sine-Poisson equation (29) is
A˜=− 4 tan−1[exp(
√
||x2)]=− 4 tan−1{exp[
√
|| e−z=2h sin(y=2h)]}; (62)
where Eq. (10) has been used for the case =2h.
Note that A˜→ − as z →∞, and the gas pressure is given by Eq. (27) with A˜∞=− ,
P(y; z)=
B2o
2#
e−z=h{! +  tanh2[exp(
√
||e−z=2h sin(y=2h))]}: (63)
The associated magnetic induction is given by using (4) with Bx =0:
B=Bo
√
||e−z=2h sech [
√
||e−z=2hsin(y=2h)](0; sin(y=2h); cos(y=2h)) (64)
and the magnetic pressure is given by
p=
B2o
2#
e−z=h sech2[
√
||e−z=2h sin(y=2h)]: (65)
The asymptotic plasma beta as z →∞ is given by
!P∞=
[
P
/(
B2
8
)]
∞
= !=
√
|| : (66)
(b) The sinh-Poisson equation
Let the constant solution of (35) be
Un= ni; n=0; ±1; ±2; ±3; : : : : (67)
Similar to the last case we obtain the new solution of the sinh-Poisson equation (35)
Un= ni− 4 tanh−1(e−2%#n); #n=X − (−1)
n−1
4%2
Y; n=0; ±1; ±2; : : : : (68)
Consider the case in which n=0. Thus Eq. (68) becomes
U =− 4 tanh−1 (e−2%#o); #o =X + 14%2Y: (69)
Put %= i=2, we have
2%#o = i#o = i
(
X +
1
4%2
Y
)
= i(X − Y ): (70)
Substituting (70) into (69), the new solution of the sinh-Poisson equation (35)
U =− 4 tanh−1(e−i(X−Y )): (71)
Using (30), the new solution of the sinh-Poisson equation (34) is
A˜=− 4 tanh−1[exp(
√
||x2)]=− 4 tanh−1{exp[
√
||e−z=2h sin(y=2h)]}; (72)
where Eq. (10) has been used for the case =2h.
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The associated magnetic induction and pressure are given by using (4), (33) and (72) with Bx =0:
B=− Bo
√
||e−z=2h cosech [
√
||e−z=2h sin(y=2h)](0; sin(y=2h); cos(y=2h)): (73)
P(y; z)= e−z=h
{
Po +
Bo2
16
(1− coth2[exp(
√
||e−z=2h sin(y=2h))])
}
(74)
Put Po = 0, the magnetic and plasma pressures are given by
p=
B2o
8
e−z=h cosech2[
√
||e−z=2hsin(y=2h)]; (75)
P=
B2o
16
e−z=h{1− coth2[exp(
√
||e−z=2h sin(y=2h))]}: (76)
3.2. The known solution U =U (X; Y ) is a simple function
In this case systems (36)–(38) cannot be solved for the vector  as a whole, but can be solved
in components 1 and 2 separately. From (36) to (38), after inserting the known solution U (X; Y )
of the NLEEs into the corresponding matrices P and Q, we will have the following system of PDEs
for the unknowns 1 and 2:
1X = %1 + q2; (77a)
2X = r1 − %2; (77b)
1Y =A′1 + B2; (77c)
2Y =C1 − A′2: (77d)
These equations are compatible under the conditions of the assumed values of matrices P and Q
connected with the considered NEEs.
Solve for 1 from (77b) giving
1 =
1
r
(2X + %2): (78)
Substituting this 1 into (77d) together with (40c), we get
C2X − r2Y = 12(CX − rY )2: (79)
This is a linear ;rst order PDE with 2 as its unknown function; it can be solved by method of
characteristics. After 2 has been obtained from (79), and substituting it into (78), we will obtain 1.
Thus we have obtained two general solutions 1 and 2, which contain an arbitrary function F . This
arbitrary function can be determined by demanding that the two solutions 1 and 2 satisfy either
(77a) or (77c), which will yield a second order linear ODE with the function F as its unknown. If
we can solve it for the function F , we will obtain the two particular solutions 1 and 2. Finally, by
applying (41) and the BTs corresponding to the NEE, we shall obtain a new solution of the NEE.
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To be more speci;c apply the last technique for the following example for the Liouville equation
(24):
The known solution is given by [17]
u(x1; x2)= log(1 + x21 + (x2 − a)2) + log
(

2
)
: (80)
Under the transformation (23), it becomes
U (X; -)=− 2 log
(
a1X + !-− b1
a1-
)
; (81)
where
a1 =− 1 ; b1 =
a√
2
; c1 =

2
(1 + a2); a1Y + b1 =
1
-
; and != a1c1 + b21 (82)
have been used.
Substituting (81) into (79), together with (43), we get
1
2%
2X − 2(a1X + !-− b1)2-=−
(
a1
2%(a1X + !-− b1) +
1
2
)
2: (83)
Thus, if 2 =2(X; Y (X )), then (83) can be written in the characteristic form
2% dX =− d-
2(a1X + !-− b1) =−
d2
(a1=2%(a1X + !-− b1) + 1=2)2 ; (84)
which has the following system of ODEs
d-
dX
=− 4%(a1X + !-− b1); (85)
d2
dX
=−
(
a1
(a1X + !-− b1) + %
)
2: (86)
Eq. (85) has the solution
c′=
(
-+
a1
!
X − a1
4%!2
− b1
!
)
e4%!X ; (87)
where c′ is an integration constant.
Eq. (86) has the solution
2 =
F(0)e−%X
(a1X + !-− b1) ; (88)
where
0=
(
-+
a1
!
X − a1
4%!2
− b1
!
)
e4%!X (89)
and F is an arbitrary diMerentiable function.
Substituting (88) into (77d) gives the general solution of 1 which reads
1 =2
[
1 +
4%!
a1
(a1X + !-− b1)− 4%a1
F ′(0)
F(0)
e4%!X (a1X + !-− b1)2
]
: (90)
446 A.H. Khater et al. / Journal of Computational and Applied Mathematics 140 (2002) 435–467
Substituting (90) into (44), the function ) takes the form
)=1 +
4%!
a1
(a1X + !-− b1)− 4%a1
F ′(0)
F(0)
e4%!X (a1X + !-− b1)2: (91)
To determine the function F
′(0)
F(0) , from (90), we have
1-=2
[
F ′(0)
F(0)
e4%!X − 4%
a1
F ′′(0)
F(0)
e8%!X (a1X + !-− b1)2 − !(a1X + !-− b1)
]
; (92)
where (88) and (89) have been used.
Substituting (81) and (43) into (77c), we get
1-=− a14%(a1X + !-− b1)2 (1 − 2)=2
[
F ′(0)
F(0)
e4%!X − !
(a1X + !-− b1)2
]
; (93)
where (90) has been used.
Comparing (92) and (93) we get
F ′′(0)
F(0)
= 0 ⇒ F ′′(0)= 0 ⇒ F
′(0)
F(0)
=
d1
d10+ d2
; (94)
where d1 and d2 are integration constants.
Substituting (94) into (91), we have
)=1 +
4%!
a1
(a1X + !-− b1)− 4%a1
d1
d10+ d2
e4%!X (a1X + !-− b1)2: (95)
From (45) and (81), the new solution of (24) is given by
U =− 2 log
(
a1X + !-− b1
a1-
(
) + 1
) − 1
))
: (96)
Substituting (95) into (96), we have
U =−2 log
{(
a1d1
!
(a1X + !-− b1)e4%!X + 4%!d2(a1X + !-− b1)
− a
2
1d1
2%!2
e4%!X + 2a1d2
)/
a1-
(
4%!d2 − a1d1! e
4%!X
)}
: (97)
For simplicity, we take d2 = 0, thus the solution of (24) is given by
U =− 2 log
(
a1=2%! − (a1X + !-− b1)
a1-
)
: (98)
Substituting (23) and (82) into (98), we have
u(x1; x2)= log
{
1√
2%
(x2 − a)− 2 [1 + x
2
1 + (x2 − a)2] +
i√
2%
x1
}
(99)
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and the associated magnetic potential of (16) is given by
A=Ao =
(
1

− 1
2h
)
z + log
{
i√
2%
e−z= cos
(y

)
+
1√
2%
(
e−z= sin
(y

)
− a
)
−
2
[
1 + a2 + e−2z= − 2ae−z= sin
(y

)]}
; (100)
where (10) and (18) have been used.
Thus we have a magnetic potential free of singularities in the ;nite regions of the y–z plane. The
only singularities in (1 0 0) are at z → ±∞, but they generate uniform ;elds at z → ±∞. Since the
parameter a is a free constant, therefore, a whole class of magnetic potentials are generated by a,
that are all solutions of the same boundary value problem.
The associated magnetic induction and pressure are given by using (4) and (13)
B=Ao
{
0;
(
1

− 1
2h
)
− 1

[
1√
2%
e−z= sin
(y

)
− 
(
e−2z= − ae−z= sin
(y

))
+
i√
2%
e−z= cos
(y

)]/[ i√
2%
e−z= cos
(y

)
+
1√
2%
(
e−z= sin
(y

)
− a
)
− 
2
(
1 + a2 + e−2z= − 2ae−z= sin
(y

))]
;−1

[
− i√
2%
e−z= sin
(y

)
+
1√
2%
e−z= cos
(y

)
+ ae−z= cos
(y

)]/[ 1√
2%
(
e−z= sin
(y

)
− a
)
− 
2
(
1 + a2 + e−2z= − 2ae−z= sin
(y

))
+
i√
2%
e−z= cos
(y

)]}
; (101)
P=Poe−z=h +
2A2o
8
/[
i√
2%
cos
(y

)
+
1√
2%
(
sin
(y

)
− ae−z=
)
−
2
(
(1 + a2)ez= + e−z= − 2a sin
(y

))]2
: (102)
3.3. The known solution is a travelling wave
The known travelling-wave solution of the NLEEs takes the form
q= q(#); #=X − kY (k a constant): (103)
Suppose that the components q and r of the matrix P are functions of #:
q= q(#); r= r(#) (104)
then the components A′; B and C of the matrix Q determined by Eqs. (40) are also functions of #:
A′=A′(#); B=B(#); C =C(#): (105)
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We solve the system (77) by applying the method of characteristics. So that Eq. (79) possesses
the following characteristic:
dY
−r =
dX
C
=
d2
1=2(CX − rY )2 : (106)
Using (103)–(105), we have
CX − rY = dCd# + k
dr
d#
=
d
d#
(C + kr): (107)
Substituting (107) into (106), gives
dY
−r =
d#
C + kr
=
d2
1=2(C + kr)′#2
: (108)
These equations yield the following system of ODE:
d(ln2)
d#
=
(C + kr)′#
2(C + kr)
; (109)
d#
dY
=− (C + kr)
r
: (110)
Integrating Eq. (109) leads to
2 = k2(C + kr)1=2; (111)
where k2 is an integration constant. Integrating (110) we get
−Y + k1 =
∫
r
C + kr
d#; (112)
where k1 is another integration constant. Denote
3(#)=
∫
r
C + kr
d#: (113)
Substituting (113) into (112), we have
3(#) + Y = k1: (114)
From (111) and (114), we obtain the general solution of the Eq. (79):
2 = (C + kr)1=2f(4); (115)
where
4= 3(#) + Y; (116)
and f(4) is a diMerentiable function of 4. Substituting (115) into (78) gives the general solution of
1:
1 = (C + kr)−1=2[f′4 + (A
′ + k%)f]; (117)
where f′4=df=d4. To determine the function f, (112) and (117) are substituted into (77a) and we
;nd that f must satisfy the following second order ODE:
f′′44 − !˜f=0; (118)
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where !˜ is a constant de;ned by
!˜=(A′ + k%)2 + (B+ kq)(C + kr): (119)
According to the sign of !˜, (119) will have the following three diMerent solutions:
f= c14+ c2 when !˜=0; (120a)
f= c1 sinh!(4+ c2) when !˜¿ 0; !2 = !˜; (120b)
f= c1 sin!(4+ c2) when !˜¡ 0; !2 =− !˜; (120c)
where c1 and c2 are integration constants. Substituting these solutions into (117) and (115), respec-
tively, we obtain the corresponding diMerent solutions of the system (36)–(38):(
1
2
)
=
(
(C + kr)−1=2[(A′ + k%)(c14+ c2) + c1]
(C + kr)1=2(c14+ c2)
)
when !˜=0; (121)
(
1
2
)
=
(
c1(C + kr)−1=2[(A′ + k%) sinh!(4+ c2) + ! cosh!(4+ c2)]
c1(C + kr)1=2 sinh!(4+ c2)
)
when !˜¿ 0;
(122)
(
1
2
)
=
(
c1(C + kr)−1=2[(A′ + k%) sin!(4+ c2) + ! cos!(4+ c2)]
c1(C + kr)1=2 sin!(4+ c2)
)
when !˜¡ 0: (123)
These results (121)–(123) are valid for any NLEE contained in the AKNS system (36)–(38),
provided that they meet the assumptions (104) and (105).
Now we apply the results obtained here to get solutions of the sine as well as the sinh-Poisson
equation.
(a) The sine-Poisson equation
Let the travelling wave solution of (31) be
Un= n− 4 tan −1(e−2%#n); #n=X − knY; kn= (−1)
n−1
4%2
; n=0;±1;±2; : : : : (124)
From (124), we have
(Un)X =
8%e−2%#n
1 + e−4%#n
=4% sech (2%#n); (125a)
(Un)XY =sin(Un)= 8%2kn sech (2%#n) tanh(2%#n); (125b)
cos(Un)= (−1)n cos[4 tan−1(e−2%#n)]= (−1)n[2 tanh2(2%#n)− 1]: (125c)
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Substituting (125) into (46), we get
q=− r=− 1
2
(Un)X =− 2% sech (2%#n); (126a)
A′=
1
4%
cos(Un)=
(−1)n
4%
[2 tanh2(2%#n)− 1]; (126b)
B=C =
1
4%
sin(Un)= 2%kn sech (2%#n) tanh(2%#n): (126c)
In this case, the constant !˜ de;ned by (119) is zero and therefore the corresponding solution of the
AKNS systems (36)–(38) is (121). By substituting (121) into (47) we get the common expression
of ) of the sine-Poisson equation (31).
)n=(C + knr)[A′ + kn%+ 1=(4n + cn)]−1; cn=
c2
c1
: (127)
Substituting (126) into (127), we get
)n=e2%#n
[
1 + %(−1)1−n (1 + cosh(4%#n))
(4n + cn)
]−1
: (128)
From (113) and (117), we have
4n = Y +
∫
r
C + knr
d#n=Y +
1
kn
∫
d#n
1 + tanh(2%#n)
= Y +
%
2
(−1)1−n[4%#n − e−4%#n]: (129)
Substituting (124) into (48), we obtain the new solution of the sine-Poisson equation (31)
Un= n− 4 tan−1(e−2%#n)− 4 tan−1)n; #n=X − knY;
kn=
(−1)n−1
4%2
; n=0;±1;±2; : : : (130)
which can be written in the form
Un= n− 4 tan−1
[
)n + e−2%#n
1− )ne−2%#n
]
; #n=X − knY; kn= (−1)
n−1
4%2
;
n=0;±1;±2; : : : ; (131)
where )n is de;ned by (128).
Consider the case in which n=0. Thus Eq. (131) becomes
U =− 4 tan−1
[
)o + e−2%#o
1− )oe−2%#o
]
; (132)
where
)o = e2%#o
[
1− %(1 + cosh(4%#o))
(4o + co)
]−1
:
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Put %= i=2. Therefore
)o = ei#o
[
1− i
2
(1 + cosh(2i#o))
(4o + co)
]−1
: (133)
Also, from (131)
2%#o = i#o = i(X − koY )= i
(
X +
1
4%2
Y
)
= i(X − Y ): (134)
From (129)
4o =Y − %2[4%#o − e
−4%#o ] =
1
2
[
(X + Y ) +
i
2
e−2i(X−Y )
]
: (135)
Substituting (134) and (135) into (133) and setting co = 0, we obtain
)o = ei(X−Y )
[
(X + Y ) + (i=2)e−2i(X−Y )
(X + Y ) + (i=2)e−2i(X−Y ) − i(1 + cosh 2i(X − Y ))
]
: (136)
Substituting (135) and (136) into (132), we get
U =− 4 tan−1
[
e−i(X−Y ) +
(2i(X + Y )− e−2i(X−Y ))
2 cosh i(X − Y )
]
: (137)
Using (30), the new solution of the sine-Poisson equation (29) is
A˜=− 4 tan−1
[
e
√
x2 +
(2i
√
x1 − e2
√
x2)
2 cosh(
√
x2)
]
=− 4 tan−1
[
1
2
(1 + 2i
√
x1) sech (
√
x2)
]
; (138)
applicable for ¡ 0. So that if =− ′2, Eq. (138) yield
A˜=− 4 tan−1
[
1
2
(1− 2′x1) sec(′x2)
]
: (139)
Also the gas pressure is given by Eq. (27) with A˜∞=− 106:26
P=
B2o
2#
e−z=h
{
! − ′2
[
(4 cos2(′x2)− (1− 2′x1)2)2
(4 cos2(′x2) + (1− 2′x1)2)2 − 0:35
]}
: (140)
The associated magnetic induction is given by using (4) with Bx =0:
B=4Bo′
{
0;
x2(1− 2′x1) sin(′x2)− 2x1 cos(′x2)
4 cos2(′x2) + (1− 2′x1)2 ;
x1(1− 2′x1) sin(′x2) + 2x2 cos(′x2)
4 cos2(′x2) + (1− 2′x1)2
}
; (141)
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and the magnetic pressure is given by
p=
8′2B2o
#
e−z=h
[4 cos2(′x2) + (1− 2′x1)2 sin2(′x2)]
[4 cos2(′x2) + (1− 2′x1)2]2
: (142)
The asymptotic plasma beta as z →∞ is given by
!P∞=
[
P
/(
B2
8
)]
∞
=
25
64
(
!
′2
− 0:01
)
: (143)
(b) The sinh-Poisson equation.
Let the travelling wave solution of (35) be
Un= ni− 4 tanh−1(e−2%#n); #n=X − knY; kn= (−1)
n−1
4%2
; n=0;±1;±2; : : : : (144)
Similar to the case (a) we can get the solution of the sinh-Poisson equation (35) as
Un= ni− 4 tanh−1(e−2%#n)− 4 tanh−1)n; #n=X − knY; kn= (−1)
n−1
4%2
;
n=0;±1;±2; : : : ; (145)
which can be written in the form
Un= ni− 4 tanh−1
[
)n + e−2%#n
1 + )ne−2%#n
]
; #n=X − knY; kn= (−1)
n−1
4%2
;
n=0; ±1; ±2; : : : ; (146)
where
)n=e2%#n
[
%(−1)1−n (cosh(4%#n)− 1)
(4n + cn)
− 1
]−1
: (147)
Consider the case in which n=0 and %= i=2. Thus Eq. (147) becomes
U =− 4 tanh−1
[
e−i(X−Y ) +
(2i(X + Y ) + e−2i(X−Y ))
2 sinh i(X − Y )
]
; (148)
where co = 0 has been used.
Using (30), the new solution of the sinh-Poisson equation (34) is
A˜=−4 tanh−1
[
e
√
x2 − (2i
√
x1 + e2
√
x2)
2 sinh(
√
x2)
]
=−4 tanh−1
[
−1
2
(1 + 2i
√
x1) cosech (
√
x2)
]
; (149)
applicable for ¡ 0. So that if =− ′2, Eq. (149) yield
A˜=− 4i tan−1
[
1
2
(1− 2′x1) cosec (′x2)
]
: (150)
A.H. Khater et al. / Journal of Computational and Applied Mathematics 140 (2002) 435–467 453
The associated magnetic induction and pressure are given by using (4), (33) and (150) with Bx =0:
B=−4iBo′
{
0;
x2(1− 2′x1) cos(′x2) + 2x1 sin(′x2)
4 sin2(′x2) + (1− 2′x1)2
;
x1(1− 2′x1) cos(′x2)− 2x2 sin(′x2)
4 sin2(′x2) + (1− 2′x1)2
}
; (151)
P=e−z=h
{
Po +
′2B2o
16
[
2
(4 sin2(′x2)− (1− 2′x1)2)2
(4 sin2(′x2) + (1− 2′x1)2)2
− 1
]}
: (152)
Put Po = 0, the magnetic and plasma pressures are given by
p=
8′2B2o

e−z=h
[4 sin2(′x2) + (1− 2′x1)2 cos2(′x2)]
[4 sin2(′x2) + (1− 2′x1)2]2
: (153)
P=
′2B2o
16
e−z=h
[
2
(4 sin2(′x2)− (1− 2′x1)2)2
(4 sin2(′x2) + (1− 2′x1)2)2
− 1
]
: (154)
4. Theorem of permutability and additional solutions
It is known that, for many NLEEs of the AKNS system, the theorem of permutability plays
an important role in constructing additional solutions of the NLEE through BT. The theorem of
permutability tells us that two successive BTs are commutative, that is if two BTs with distinct
parameters %1 and %2 map a solution Uo to another solution U12, then their order is irrelevant.
Namely, if
Uo
%1→U1 %2→U12; Uo %2→U2 %1→U21
then U12 =U21.
Let us now apply this theorem to the sine and sinh-Poisson equations.
(a) For the sine-Poisson equation.
As well known the sine-Poisson equation (31) is invariant under the BTs
U ′X =− UX + 4% sin
(
U − U ′
2
)
;
U ′Y =UY −
1
%
sin
(
U + U ′
2
)
: (155)
From the BTs (155) we get
(Uo + U1)X =4%1 sin
(
Uo − U1
2
)
; (156)
(U1 + U12)X =4%2 sin
(
U1 − U12
2
)
; (157)
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(Uo + U2)X =4%2 sin
(
Uo − U2
2
)
; (158)
(U2 + U12)X =4%1 sin
(
U2 − U12
2
)
: (159)
Subtracting (157) from (156) and (159) from (158) and then the result of one from the other, we
obtain
%1
{
sin
(
Uo − U1
2
)
+ sin
(
U2 − U12
2
)}
− %2
{
sin
(
Uo − U2
2
)
+ sin
(
U1 − U12
2
)}
=0:
(160)
Using the properties of the trigonometric functions, (160) can be rewritten in the form
cos
(
U12 − U2 − U1 + Uo
4
){
%1 sin
(
Uo − U12 − U1 + U2
4
)
−%2 sin
(
Uo − U12 + U1 − U2
4
)}
=0
or
%1 sin
(
Uo − U12 − U1 + U2
4
)
− %2 sin
(
Uo − U12 + U1 − U2
4
)
=0: (161)
This equation can be further simpli;ed to get
(%1 − %2) sin
(
Uo − U12
4
)
cos
(
U2 − U1
4
)
+ (%1 + %2) cos
(
Uo − U12
4
)
sin
(
U2 − U1
4
)
=0
or
tan
(
U12 − Uo
4
)
=
%1 + %2
%1 − %2 tan
(
U2 − U1
4
)
: (162)
Note that this expression is symmetric under interchange of the indices 1 and 2 as the permutability
theorem would require. Therefore, Eq. (162) gives a second order solution of the sine-Poisson
equation. This process indicates that the theorem of permutability allows construction of the higher
order solutions algebraically at every given order. Thus the general expression for the solution of
the nth order can be written as
U12···n=U(n−2) + 4 tan−1
{
%n−1 + %n
%n−1 − %n tan
(
U12···(n−2)n − U12···(n−1)
4
)}
; n¿ 1; (163)
U(n) =Un; n¿ 0: (164)
As an example, the form of the 3rd order solution U123 is given by
U123 =U1 + 4 tan−1
{
%2 + %3
%2 − %3 tan
(
U13 − U12
4
)}
; (165)
where we can use the 2nd order solution given by (162) to obtain the form of U12 and U13 which
can be written as
U12 =Uo + 4 tan−1
{
%1 + %2
%1 − %2 tan
(
U2 − U1
4
)}
; (166)
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U13 =Uo + 4 tan−1
{
%1 + %3
%1 − %3 tan
(
U3 − U1
4
)}
: (167)
Now, we consider the solution given by (166) where Uo, U1 and U2 are
Uo = n; U1 = n− 4 tan−1(e−2%1#1n); U2 = n− 4 tan−1(e−2%2#2n);
#jn=X − (−1)
n−1
4%2j
Y; n=0;±1;±2; : : : ; j=1; 2: (168)
Consider the case in which n=0, %1 = 12 and %2 = i=2. Thus Eq. (168) becomes
Uo = 0; U1 =− 4 tan−1(e−(X+Y )); U2 =− 4 tan−1(e−i(X−Y )): (169)
Substituting (169) into (166), the new solution of the sine-Poisson equation (31)
U =U12 = 4 tan−1
{
i + 1
i− 1 tan[tan
−1(e−(X+Y ))− tan−1(e−i(X−Y ))]
}
=4 tan−1
{
i
[
e−(X+Y ) − e−i(X−Y )
1 + e−(X+Y )e−i(X−Y )
]}
=4i tanh−1
{
e−(X+Y ) − e−i(X−Y )
1 + e−(X+Y )e−i(X−Y )
}
: (170)
Using (30), the new solution of the sine-Poisson equation (29) is
A˜=4i tanh−1
{
e−
√
||x1 − e
√
||x2
1 + e−
√
||(x2−x1)
}
: (171)
Note that A˜→ 0 as z →∞, and the gas pressure is given by Eq. (27) with A˜∞=0:
P=
B2o
2#
e−z=h
{
! + 
[
([1 + e
√
||(x2−x1)]2 + [e−
√
||x1 − e
√
||x2 ]2)2
([1 + e
√
||(x2−x1)]2 − [e−
√
||x1 − e
√
||x2 ]2)2
− 1
]}
: (172)
The associated magnetic induction is given by using (4) with Bx =0:
B=
4iBo
√
e
√
||(x2−x1)
[1 + e
√
||(x2−x1)]2 − [e−
√
||x1 − e
√
||x2 ]2
(0; x1 cosh(
√
||x2) + x2 cosh(
√
||x1);
x1 cosh(
√
||x1)− x2 cosh(
√
||x2)) (173)
and the magnetic pressure is given by
p=− 8B
2
o
#
e−z=h
e
√
||(x2−x1)[cosh2(
√||x1) + cosh2(√||x2)]
([1 + e
√
||(x2−x1)]2 − [e−
√
||x1 − e
√
||x2 ]2)2
: (174)
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The asymptotic plasma beta as z →∞ is given by
!P∞=
[
P
/(
B2
8
)]
∞
=− !
2
: (175)
(b) For the sinh-Poisson equation
As well known the sinh-Poisson equation (35) is invariant under the BTs
U ′X =− UX + 4% sinh
(
U − U ′
2
)
;
U ′Y =UY −
1
%
sinh
(
U + U ′
2
)
: (176)
Similar to the case (a) the general expression for the nth order solution of the sinh-Poisson equation
can be written as
U12···n=U(n−2) + 4 tanh−1
{
%n−1 + %n
%n−1 − %n tanh
(
U12···(n−2)n − U12···(n−1)
4
)}
; n¿ 1; (177)
U(n) =Un; n¿ 0; (178)
where the second order solution is given by
tanh
(
U12 − Uo
4
)
=
%1 + %2
%1 − %2 tanh
(
U2 − U1
4
)
: (179)
From Eq. (179) we have
U12 =Uo + 4 tanh−1
{
%1 + %2
%1 − %2 tanh
(
U2 − U1
4
)}
: (180)
Now, we consider the solution given by (180) where Uo; U1 and U2 are
Uo = ni; U1 = ni− 4 tanh−1(e−2%1#1n); U2 = ni− 4 tanh−1(e−2%2#2n);
#jn=X − (−1)
n−1
4%2j
Y; n=0;±1;±2; : : : ; j=1; 2: (181)
Consider the case in which n=0, %1 = 12 and %2 = i=2. Thus Eq. (181) becomes
Uo = 0; U1 =− 4 tanh−1(e−(X+Y )); U2 =− 4 tanh−1(e−i(X−Y )): (182)
Substituting (182) into (180), the new solution of the sinh-Poisson equation (35)
U =U12 = 4 tanh−1
{
i + 1
i− 1 tanh[tanh
−1(e−(X+Y ))− tanh−1(e−i(X−Y ))]
}
=4 tanh−1
{
i
[
e−(X+Y ) − e−i(X−Y )
1− e−(X+Y )e−i(X−Y )
]}
=4i tan−1
{
e−(X+Y ) − e−i(X−Y )
1− e−(X+Y )e−i(X−Y )
}
: (183)
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Using (30), the new solution of the sinh-Poisson equation (34) is
A˜=4i tan−1
{
e−
√
||x1 − e
√
||x2
1− e−
√
||(x2−x1)
}
: (184)
The associated magnetic induction and pressure are given by using (4), (33) and (184) with Bx =0:
B=
4iBo
√||e√||(x2−x1)
[1− e
√
||(x2−x1)]2 + [e−
√
||x1 − e
√
||x2 ]2
(0;−x1 sinh(
√
||x2) + x2 sinh(
√
||x1);
x1 sinh(
√
||x1) + x2 sinh(
√
||x2)); (185)
P=Poe−z=h +
B2o
16
e−z=h
[
1− 2([1− e
√
||(x2−x1)]2 − [e−
√
||x1 − e
√
||x2 ]2)2
([1− e
√
||(x2−x1)]2 + [e−
√
||x1 − e
√
||x2 ]2)2
]
: (186)
Put Po = 0, the magnetic and plasma pressures are given by
p=− 8B
2
o

e−z=h
e
√
||(x2−x1)[sinh2(
√||x1) + sinh2(√||x2)]
([1− e
√
||(x2−x1)]2 + [e−
√
||x1 − e
√
||x2 ]2)2
: (187)
P=
B2o
16
e−z=h
[
1− 2([1− e
√
||(x2−x1)]2 − [e−
√
||x1 − e
√
||x2 ]2)2
([1− e
√
||(x2−x1)]2 + [e−
√
||x1 − e
√
||x2 ]2)2
]
: (188)
5. Conclusion and discussion
In this paper we have investigated isothermal MS atmospheric models with one ignorable coor-
dinate x of a Cartesian coordinate system xyz in which the distributed current jx ˙ −2e−2A=Ao−z=h
for the Liouville equation, jx ˙ − sin[A=(hBo)]× e−z=h and jx ˙ − sinh[A=(hBo)]e−z=h for the sine
and sinh-Poisson equations, where h is the gravitational scale height in a constant gravity ;eld, Bo
is a characteristic value of the magnetic ;eld induction,  and  determine the magnitude of the
distributed current and Ao is a constant. The underlying elliptic equation governing the force balance
perpendicular to both B and ex reduced so that it yields the Liouville, the sine and sinh-Poisson
equations. One describes in physical terms Eqs. (7) and (9), in the case of the Liouville and the
sinh-Poisson equations, as well as (27), in the case of the sine-Poisson equations, for the general
equilibrium of a two-dimensional MHD system [17], which notes that in casting the magnetic ;eld
in the form of (4), the ;eld lines are the contours of constant values of A in the y–z plane. Eq.
(7) as well as (27) then provide a free prescription of the pressure such that along any one ;eld
line, the plasma supports its own weight hydrostatically under isothermal conditions. These equa-
tions arises because the Lorentz force does not have any component along the magnetic ;eld. In the
familiar situation of laboratory plasmas, where gravity is neglected, the pressure would be constant
along the ;eld lines. For each prescription of the pressure in terms of the yet unknown magnetic
;eld, Eq. (9) imposes the balance of force perpendicular to the ;eld lines. Thus determining the
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Fig. 1. (a) The magnetic pressure in the surface graphic for =0:64;−26z62, and −6y6. (b) The gas pressure
in the surface graphic for !=0:05; =0:64;−26z62 and −6y6.
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Fig. 2. (a) The magnetic pressure in the plane graphic (z=0) for =±0:64;±0:49;±0:36;±0:25;±0:16. (b) The magnetic
pressure in the plane graphic (z=0) for !=0:05; =± 0:64;±0:49;±0:36;±0:25;±0:16.
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Fig. 3. (a) The magnetic 0ux in the surface graphic for =0:64; 06z62 and −6y6. (b) The magnetic 0ux in the
plane graphic (z=0) for =0:64; 0:49; 0:36; 0:25; 0:16.
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Fig. 4. (a) The magnetic ;eld lines (contours of A) for =0:64; ′1 = 0:1; 0:2; 0:3; 0:4; 0:5; 0:6; 0:7; 0:8; 0:9 and
−206 Y1 6 110. (b) The gas pressure contours (contours of ln(P= B
2
0
2# )) for !=0:05; =0:64; 61 = 0:1; 0:2; 0:3; 0:4;
0:5; 0:6; 0:7; 0:8; 0:9 and 116Y1655.
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Fig. 5. (a) The magnetic ;eld lines (contours of A) for =0:49; ′2 = 0:1; 0:2; 0:3; 0:4; 0:5; 0:6; 0:7; 0:8; 0:9 and
−20 6 Y1 6 110. (b) The gas pressure contours (contours of ln(P= B
2
0
2# )) for !=0:05; =0:49; 62 = 0:1; 0:2; 0:3;
0:4; 0:5; 0:6; 0:7; 0:8; 0:9 and 106Y1660.
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Fig. 6. (a) The magnetic pressure in the surface graphic for =0:64;−26 z62 and −=26y6=2. (b) The plasma
pressure or pressure enhancement in the surface graphic for =0:64;−26z62 and −=26y6=2.
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Fig. 7. (a) The magnetic pressure in the plane graphic (z=0) for =0:64; 0:49; 0:36; 0:25; 0:16. (b) The plasma
pressure or pressure enhancement in the plane graphic (z=0) for =0:64; 0:49; 0:36; 0:25; 0:16.
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Fig. 8. (a) The magnetic pressure in the plane graphic (y= ) for =0:64; 0:49; 0:36; 0:25; 0:16. (b) The plasma
pressure or pressure enhancement in the plane graphic (y= ) for =0:64; 0:49; 0:36; 0:16.
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magnetic ;eld and pressure self-consistently. This system is diOcult to treat except for two cases,
which are reducible to a linear problem [17 and references therein]. The main interest of this paper
is a set of nonlinear magnetostatic solutions that are obtained analytically by exploring the BTs,
namely, the solutions corresponding to the particular choice of the pressure pro;le, given in terms
of the magnetic 0ux function A by (13) as well as (27) and (33). We generated an in;nite se-
quence of further solutions for the sine and sinh-Poisson equations by employing the permutability
theorem and general expressions for the nth order solution have been given. Moreover, the mag-
netic pressure, gas pressure, magnetic 0ux, magnetic ;eld lines (contours of A) and gas pressure
contours (contours of ln(P=B2o=2#)) derived from the new solution (171) are displayed in Figs.
1–5, respectively for y=2h=Y1; z=2h=Z1; ′= tanh( A˜4i )= const. and 6=0:5ln(P=(B
2
o=2#))= const.
In addition, the magnetic pressure, plasma pressure or pressure enhancement, the magnetic ;eld
lines (contours of A) and the associated density enhancement derived from the new solution (184)
for ′′= tan(−A˜=4i)= const. and 6=0:5ln
[
16
B2o
(P − Poe−z=h)
]
=const. are displayed in Figs. 6–8,
respectively.
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