Abstract. We consider a generic modified logarithmic Sobolev inequality (mLSI) of the form Ent µ (e f ) ≤ ρ/2 E µ e f Γ(f ) 2 for some difference operator Γ, and show how it implies two-level concentration inequalities akin to the Hanson-Wright or Bernstein inequality. This can be applied to the continuous (e. g. the sphere or bounded perturbations of product measures) as well as discrete setting (finite measures satisfying an approximate tensorization property, stationary measures of Markov chains).
Introduction
Concentration (and one-sided deviation) inequalities have become an indispensable tool of probability theory and its applications. A question that arises frequently is to bound the fluctuations of a function f = f (X 1 , . . . , X n ) of many random variables (or, equivalently, a function on a product space) around its mean, and often times it is possible to prove sub-Gaussian tail decay. There are various ways to establish sub-Gaussian estimates, such as the martingale method, the entropy method and an information-theoretic approach, and we refer to the monograph [BLM13] for further details. On the other hand, in some situations it is not possible to obtain sub-Gaussian tails, and a suitable replacement might be Bernstein-type (see [ As both inequalities show two different levels of tail decay (the Gaussian one for t ≤ ab −1 and an exponential one for t > ab −1 ), we use the terminology of Adamczak (see [ABW17; AKPS18] ) and call inequalities of these type two-level deviation inequalities. If a similar estimate holds for −f as well, we refer to these as two-level concentration inequalities.
The purpose of this note is to give a unified treatment of some of the existing literature on two-level deviation and concentration inequalities by showing that these are implied by a modified logarithmic Sobolev inequality (mLSI for short). Indeed, we prove a general theorem providing second order concentration bounds in various frameworks. In particular, in Section 2, we get back and partially improve a number of earlier results like [BCG17] and [GS16] . Moreover, the use of mLSIs admits results for some classes of measures we could not address in previous work (e. g. [GSS18b] ), e. g. weakly dependent measures which might not have a finite number of atoms. Note however that the present results provide concentration bounds of order two only, and it seems they cannot be extended or iterated to higher orders.
Consider a probability space (Ω, F , µ) and let E µ f denote the expectation of a random variable f with respect to µ. Recall the definition of a difference operator from [BG99] : An operator Γ on a class A of bounded, measurable functions is called a difference operator, if
(1) for all f ∈ A, Γ(f ) is a non-negative measurable function, (2) for all f ∈ A and a ≥ 0, b ∈ R we have af + b ∈ A and Γ(af + b) = aΓ(f ). We say that µ satisfies a Γ−mLSI(ρ), if for all f ∈ A we have
where
is the entropy functional. We will suppress the dependence of this definition on the class A, as it should be clear from the context. Our main result is the following deviation and concentration inequality.
Theorem 1.1. Assume that µ satisfies a Γ−mLSI(ρ) for some difference operator Γ and ρ > 0. Let f, g be two measurable functions such that Γ(f ) ≤ g, and g fulfills
If moreover Γ(af ) = |a|Γ(f ) for all a ∈ R, then for all t ≥ 0
Note that the (somewhat unsatisfactory) constant 4/3 cannot be improved using our method. It is possible to modify our proofs in order to apply [KZ18, Lemma 1.3], which leads to an inequality of the form
2ρb for some absolute constant c (the same one as in [KZ18] ). However, this is at the cost of a weaker denominator in the Gaussian term as compared to (1.2). We omit the details.
Usually a possible choice is given by g = Γ(f ), resulting in E µ Γ(f ) in the denominator. In this case, the second condition reads as Γ(Γ(f )) ≤ b, which can be understood as a condition on an iterated (and thus second order) difference of f . In some situations, it is however useful to make use of some more subtle and elaborate estimates.
In fact, Theorem 1.1 can be understood as a Bernstein-type concentration inequality. Indeed, a short calculation shows that for all a, b > 0 and t ≥ 0 we have t
The first inequality is trivial, whereas the second one follows by considering the two cases t ≤ a 2 /b and t > a 2 /b separately. This leads to the following corollary. 
If Γ(λf ) = |λ|Γ(f ) for all λ ∈ R, then the same bound holds with f replaced by −f .
An important class of functions are self-bounded functions. In our framework, for a difference operator Γ we say that 
at) .
As we will show in Proposition 2.4, product measures always satisfy an mLSI with respect to the difference operator used in the works mentioned above. This is a well-known fact and was first proven in [Mas00] .
Finally, as a byproduct, we are also able to prove a version of Talagrand's famous concentration inequality for the convex distance for random permutations by similar means as used in the proofs of the upper results. To this end, recall that for any measurable space Ω and any ω = (ω 1 , . . . , ω n ) ∈ Ω n , we may define the convex distance of ω to some measurable set A ⊂ Ω n by
Proposition 1.4. Let S n be the symmetric group and π n be the uniform distribution on S n . For any set A ⊆ S n with π n (A) ≥ 1/2 and any t ≥ 4 we have
Talagrand's convex distance inequality (see [Tal95, Theorem 5 .1]) states that for any subset A ⊆ S n we have
which, in particular, easily implies (1.5) with a constant 16 instead of 64 and no restriction on t. An inequality similar to (1.6) was also deduced for product measures in [Tal95] , which was also proven in [BLM09] with the help of the entropy method, and it was extended to weakly dependent random variables in [Pau14] . However, it does not seem possible to adjust the method therein to the case of the symmetric group and so we are not aware of any proof of either of the inequalities using the entropy method. In [Sam17] the author has proven the convex distance inequality for the symmetric group using weak transport inequalities.
Applications
In this section, we describe various situations which give rise to mLSIs with respect to "natural" difference operators, and show some consequences of the main results.
2.1. Derivations. If Γ satisfies the chain rule, i. e. for all differentiable u :
, then (1.1) is equivalent to the usual logarithmic Sobolev inequality (in short: Γ−LSI(ρ))
Using this, one can derive second order concentration inequalities similar to the ones given in [BCG17] from Theorem 1.1. Let S n−1 := {x ∈ R n : |x| = 1} be the unit sphere equipped with the uniform measure σ n−1 . It is known that for ρ n := (n − 1)
holds for all locally Lipschitz f and the spherical gradient ∇ S f (see [BCG17, Formula (3.1)] for the logarithmic Sobolev inequality, from which the modified one follows as above).
Proposition 2.1. Consider S n−1 equipped with the uniform measure σ n−1 and let
This follows immediately from Theorem 1.1 and the inequality
follows. This leads to an alternative proof of [BCG17, Theorem 1.1] with some constant c = c(b).
In a similar manner, one may address open subsets of R n equipped with some probability measure µ satisfying a logarithmic Sobolev inequality (with respect to the usual gradient ∇). This situation has been sketched in [BCG17, Remark 5.3] and was discussed in more detail in [GS16] . Here we easily obtain the following result:
n be an open set, equipped with a probability measure µ which satisfies a ∇−LSI(ρ), and let f :
For the proof it only remains to note that |∇|∇f || ≤ f ′′ op , cf. [GS16, Lemma 7.2]. As above, if we require the first order partial derivatives ∂ i f to be centered (which translates into orthogonality to linear functions if µ is the standard Gaussian measure, for instance), a simple application of the Poincaré inequality yields
HS , which may be used to get back [GS16, Theorem 1.4] (up to constant). In particular, we have the following corollary.
Corollary 2.3. Let G ⊆ R
n be an open set, equipped with a probability measure µ satisfying a ∇−LSI(ρ), and f : G → R be a C 2 function with
For any t ≥ 0 we have
Thus, if we recenter a function and its derivatives, the two conditions on the Hessian ensure two-level concentration inequalities. For functions f (X, Y ) of independent Gaussian vectors, two-level concentration inequalities have been studied in [Wol13] using the Hoeffding decomposition instead of a recentering of the partial derivatives.
2.2. Weakly dependent measures. Next, we show that another functional inequality implies (1.1). Let µ be a probability measure on a product of Polish spaces
Here, µ(· | x i ) is the regular conditional probability (for the existence see e. g. [AGS08, Theorem 5.3.1]). This functional inequality is (also) known as a modified logarithmic Sobolev inequality in the framework of Markov processes, and it is equivalent to exponential decay of the relative entropy along the Glauber semigroup, see for example [BT06] or [CMT15] . Let x + := max(x, 0) for x ∈ R. For any function f : X → R we define the two difference operators 
The same is true for d with σ 2 replaced by σ 2 /2. This especially holds for product measures µ = µ 1 ⊗ . . . ⊗ µ n with σ 2 = 1.
Here, choosing α = 2σ 2 or α = σ 2 respectively leads to the exponential inequalities
The first inequality might be considered as a generalization of [Mas00, Lemma 8], which in turn is based on arguments in [Led97, Theorem 1.2]. The second inequality involving |df | 2 is well-known in the case of the discrete cube, cf. [BG99, Corollary 2.4] with a better constant. On the other hand, the proof presented herein is remarkably short and does not rely on some special properties of the measure µ, but can be derived under (2.2).
Proposition 2.4 implies [BLM03, Theorem 2], as product measures satisfy (2.2) with σ 2 = 1. Taking the logarithms on both sides of (2.3) gives for any α > 1 and
It remains to choose some fixed θ > 0 and set α = (λθ) −1 . The property (2.2) is satisfied for a large class containing non-product measures. Note that a sufficient condition (due to Jensen's inequality) for (2.2) is the approximate tensorization property
There are at least two ways of establishing (2.4). The first one is akin to the perturbation argument of Holley and Stroock as outlined in [HS87] (see also [Roy07, Proposition 3.1.18] for a similar reasoning). Assume that dµ = Z −1 e f dν, where f : X → R is a measurable function, ν = ⊗ n i=1 ν i is some product measure and Z = E ν e f . If we require f to be bounded, we clearly have osc(f ) < ∞ for its (maximal) oscillation osc(f ) = sup x∈X f (x) − inf x∈X f (x). Under these assumptions, µ satisfies (2.4) with σ 2 = exp(2osc(f )). Furthermore, under weak dependence conditions on the local specifications of some measure µ on a product space X , (2.4) was proven in [Mar13; Mar15; CMT15].
The next result contains deviation inequalities for suprema of quadratic forms in the spirit of [KZ18] for the weakly dependent case. We set f A (x) := sup A∈A Ax and Σ := sup A∈A A op .
Proposition 2.5. Let µ be supported in [−1, +1]
n and satisfy (2.2). Let A be a countable class of symmetric matrices, bounded in operator norm and with zeroes on its diagonal and define h(x) := sup A∈A x, Ax . We have for any t > 0
The case of a product measure µ = ⊗ 
Especially, if f is separately convex and 1-Lipschitz, this yields
Corollary 2.6 implies that any measure supported in [−1, +1] n and satisfying (2.2) satisfies an infimum-convolution inequality, which follows from [AS19, Lemma 4.1].
Furthermore, this can be extended to a class of convex functions with bounded Hessian as follows.
Proposition 2.7. Let µ be a probability measure supported in [−1, +1]
n satisfying (2.2) and f be a convex function such that
n . For any t ≥ 0 we have
For any function f : X → R we define
Here, the suprema over x 
On the other hand, if |h 3. The Markov chain setting. As mentioned above, the property (2.2) is intimately connected to the Glauber dynamic on X associated with µ. However, many of the arguments do not rely on this specific Markov chain, and we can consider other Markov chains as well. To this end, let X be a finite set, equipped with a probability measure µ and let P = (P x,y ) x,y∈X be the transition matrix of a Markov chain, which is reversible with respect to µ. Let (2.8)
be the Dirichlet form. The modified log-Sobolev constant is the smallest ρ = ρ(µ, P ) such that for any function f : X → R we have
Thus, if we define
2 , this implies by reversibility (similarly to the proof of Proposition 2.4)
Proposition 2.9. Let µ be a measure on a finite set X and P be a Markov chain, reversible with respect to µ, and with modified log-Sobolev constant ρ. For any f : X → R and t ≥ 0 we have
where L 2 (f ) := max x∈X Γ P (Γ P (f )).
As above, one can first use upper bounds on Γ P (f ) instead of iterated gradients. We omit the details. Jensen's inequality can be used to upper bound
Proposition 1.3 can be interpreted in the Markov chain setting in the following way. Let (X n ) n∈N 0 be a Markov chain on X with transition matrix P satisfying a
Example 2.10. Consider the space S n of all permutations of [n] equipped with the uniform measure π n . In [GQ03] , it has been shown that π n satisfies for any f : S n → R the modified log-Sobolev inequality
2 , and τ ij is the transposition of the i-th and j-th coordinate.
f is self-bounded. As a consequence, Proposition 1.3 leads to
Concentration inequalities for f (with better constants) have been proven using the exchangeable pair approach in [Cha05; Cha07] .
Proofs and auxiliary results
We begin by proving Theorem 1.1. Before we start, let us recall a lemma which was proven in [BG99, Theorem 2.1] and relates the exponential moments of f − E µ f to the exponential moments of Γ(f ) 2 .
Lemma 3.1. Assume that (Ω, µ, Γ) satisfies (1.1) with constant ρ > 0. Then for any f ∈ A and any α > ρ 2
we have
Furthermore, we need an elementary inequality to adjust the constants in concentration or deviation inequalities: for any two constants c 1 > c 2 > 1 we have for all r ≥ 0 and c > 0
whenever the left hand side is smaller or equal to 1.
Proof of Theorem 1.1. First note that we have for any λ ≥ 0 (using Lemma 3.1 in the first and a 2 ≤ 2(a − b) 2 + + 2b 2 for any a, b ≥ 0 in the third step)
dµ. Using the Γ−mLSI(ρ), by applying Lemma 3.1 to f := λg, Markov's inequality and optimizing it can be shown that we have
2ρb 2 . Here, to obtain the factor 2 in the denominator, one has to let α → ∞ in Lemma 3.1. Thus, if we define h := 2λ
2 ). Let us set c := 2ρb and a 2 := (E µ g) 2 . Consequently, for all λ ∈ [0, c −1 ) we obtain is increasing and is less than 4/3 for x ≤ 1/4. In the second case, we simply set λ := 1 4ρb
(which is equivalent to λ 2 c 2 = 1/4) to obtain exp − λt + 2λ 2 ρa
Combining (3.4) and (3.5) finishes the proof of (1.2).
Finally, (1.3) follows by considering −f instead of f , which yields
The constant can be adjusted using (3.1).
Proof of Proposition 1.3. Let us provide a simple proof based on Lemma 3.1. Choosing α = ρ, applying the inequality to λf and using the monotonicity leads to
Thus for λ ∈ (0, (aρ) −1 ), by Jensen's inequality (applied to the concave function x → x λρa ) we have
Finally, Markov's inequality and [BLM03, Lemma 11] yield the claim.
Proof of Proposition 1.4. The proof is a slight modification of the proof given for independent random variables in [BLM03] . As stated in (2.9) (also cf. the proof of Proposition 2.4 below), the uniform measure π n on S n satisfies a Γ + −mLSI(2) with respect to
, it is well known (see [BLM03] ) that we have
where M(A) is the set of all probability measures on A. To estimate Γ + (f A ) 2 (σ), one has to compare f A (σ) and f A (σ•τ ij ). To this end, for any σ ∈ S n fixed, let α, ν be parameters maximizing f A (σ), and letν =ν ij be a minimizer of inf ν∈M(A)
Hence, by similar arguments as in the proof of Theorem 1.1 we have for any λ ≥ 0
Fix a set A ⊆ S n satisfying π n (A) ≥ 1/2. As a Γ−mLSI (1) where the last inequality follows from (t−4) 2 ≥ t 2 /2−16 for any t ≥ 0 and (3.1).
Proof of Corollary 2.3. This follows immediately from Theorem 1.1 and the Poincaré inequality upon noticing that for g(y) := f (y) − E µ f (x) − y − E µ (x), E µ ∇f (x) we have ∇g = ∇f − E µ ∇f and g ′′ = f ′′ .
Proof of Proposition 2.4.
The idea of the proof of the mLSIs is already present in [BG07] . Let (Ω, F , ν) be any probability space. For any function g we have due to the inequality (a Applying this to ν = µ(· | x i ) and g = f (x i , ·) and using (2.2) yields (g(x) − g(y)) 2 dν(y)dν(x).
The exponential inequalities are a consequence of Lemma 3.1.
For the next proofs, recall the duality formula |x| = sup y∈S n−1 x, y .
Proof of Proposition 2.5. Let us bound |d + h| 2 . Choose A maximizing sup A∈A x, Ax and use the monotonicity of y → y + to obtain
A ij x j 
