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We give a characterization on the minimum number of edges to be added so as to k-edge- 
connect a graph. We also show that such a minimum edge set can be determined in 
O(kL/ Vl“(klV) + /El)) time for any graph G = (V, E) and any fixed kz 2, where 
L=min{k, IF’/}. <ij 1987 Academic Press, Inc 
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The problem in which the object is to add a minimum weight set of edges to a 
graph so as to satisfy a given condition is called the augmentation problem. This 
problem has a wide variety [3-5, 10, 11, 14-201. 
If such a given condition is concerned with the vertex- or edge-connectivity of a 
graph then the problem is referred to as the (vertex- or edge-) connectivity augmen- 
tation problem. Frank and Chou [S] discussed the unweighted version of some 
edge-connectivity augmentation problem for graphs without edges, and showed 
that it is polynomially solvable. Eswaran and Tarjan [3] considered the following 
problems: 
(i) The strong connectivity augmentation problem for directed graphs. 
(ii) The bridge-connectivity augmentation probem for undirected graphs. 
(iii) The biconnectivity augmentation problem for undirected graphs. 
They proved that the weighed versions of these three types are NP-complete and 
that each of the unweighted versions has an Lo(J VI + IEI) algorithm. Rosenthal and 
Goldner [ 1 S] proposed an O( 1 VI + 1E) ) algorithm for the unweighted version of the 
biconnectivity augmentation problem. Frederickson and Ja’ja’ [6] discussed the 
NP-completeness of several restricted augmentation problems and showed O() VI ‘) 
approximation algorithms for above problems (i)-(iii). 
We are interested in the k-edge-connectivity augmentation problem for undirec- 
ted graphs, a generalization of (ii). The unweighted version of the problem is one of 
open problems shown in [2, p. 493. The weighted version of some NP-complete 
k-edge-connectivity augmentation problems for any fixed k 2 2 are shown in [20]. 
The present paper gives a characterization on a smallest augmentation (that is, 
96 
0022~0000/87 33.00 
Copyright 0 1987 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
EDGE-CONNECTIVITY AUGMENTATION 97 
determining a minimum set of edges necessary) to k-edge-connect a graph, and 
shows that the problem is solved in O(kL( I’14(kl I’( + IEI)) time, where 
L=min(k, IV)}. 
In Section 2, graph-theory terminologies and technical terms used in this paper 
are given. 
In Section 3, we discuss the characterization on the minimum number of edges to 
be added so as to k-edge-connect a given graph for any fixed k 2 2. In 3.1, some 
definitions, such as edge-demands of m-edge-components and k-edge-connectivity 
augmentation number EA,(G) of G, that we need in our characterization are given. 
In 3.2, some basic results on m-edge-components and m-cuts are given. In 3.3, we 
prove that R,(G) 2_ EA,(G), where R,(G) is the minimum number of edges whose 
addition to G result in a k-edge-connected graph. The converse, R,(G) _I EA,(G), 
will be shown in the rest of this section. The proof is by induction on EA,(G): 
it is shown that we can find distinct vertices ui, u2 of G such that 
EA,(G’) = EA,(G) - 1, where G’ is the graph obtained by adding the edge (u, , u2) 
to G. In 3.4 and 3.5, we describe how to choose such vertices ui, u2, and give some 
properties on m-augmenting sets: m-edge-components of G’ that are not m-edge- 
components of G. In 3.6 and 3.7, we show the proof that &(G) _I EA,(G). 
In Section 4, concluding remarks, we give an outline of the algorithm to obtain a 
minimum set of edges to k-edge-connect a given graph G and show that its time 
complexity is O(kL 1 VI4 (k ) VI + IE])). 
2. PRELIMINARIES 
Many of graph-theory terminologies and technical terms used in this paper are 
more or less standard, and those not specified here can be identified in [ 1,4, 81. 
A graph G = (V, E) (or G = ( V(G), E(G))) is a finite set of vertices, V, and a finite 
set of edges, E. If E is a multiset, that is, if any edge may occur several times, then G 
is called a multigraph. Such edges are called multiple edges. Otherwise G is a simple 
graph. In this paper, the term “a graph” means an undirected multigraph unless 
otherwise stated. 
Two vertices u and v which comprise an edge are said to be adjacent, and the 
edge is often denoted by (u, u), even if it is one of multiple edges, as long as no con- 
fusion arises. The edge (u, V) is incident to the vertices u, v; u and v are incident to 
(u, v). The degree d,(v) (or, simply d(v)) of a vertex v of G is the number of edges 
incident to it in G. An edge (a, v), that is, an edge joining u to itself is referred to as 
a loop. 
A walk of G from u1 to v, (or a (uI, v,)-walk of G) is an alternating sequence of 
vertices and edges of G, v,, e,, u2, e, ,,,., v,_ i, e,- i, u, (n 2 l), such that 
e, = (Vi, vi+ i), 1 I is n - 1. The length of this walk is n - 1. A path (A trail, respec- 
tively) is a walk without any repeated vertices (edges) in it. For 1 5 i < js n, the 
(vi, uJ-path consisting of edges (vi, vi+ ,),..., (v,- ,, vi) is referred to as the (vi, vi)- 
subpath of a (vi, a,)-path. If n > 2 then Q,..., v, _ I are called the inner vertices of the 
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path. If two paths have no edge in common, then they are said to be edge-disjoinr 
(or simply, disjoint). Let M,(u, U) (or simply, M(u, u)) denote the maximum num- 
ber of pairwise edge-disjoint (u, u)-paths of G. For distinct subsets S, S’ c V(G), a 
(u, u)-path P of G with u E S and u E S’ is called an (S, S’)-path if no inner vertex of 
P is in SvS’. 
If PI is a (w, w/)-path, P, is a (w’, w”)-path and they have only w’ in common 
then P= P, -t P2 denotes the (w, w”)-path obtained by joining P, to P, at w’. The 
notation P= P + P2 also means that the (w, w”)-path P is decomposed into the 
(w, w’)-subpath P, and the (w’, w”)-subpath P2. If one of the two paths, say P,, 
consists of a single edge (w, w’) then we write P = (w, w’) + P,. 
G is connected if and only if every pair of vertices of G are joined by a path of G. 
If G and H are two graphs such that V(H) c V(G) and E(H) c E(G), then H is a 
subgraph of G. If H is a maximal connected subgraph of G (that is, if V(H) # V(G) 
then G is not connected) then H is called a connected component (or simply, com- 
ponent) of G. Let A be a set of edges such that A c E(G) (A n E(G) = @ (empty), 
respectively), where any edge of A joins two vertices of V(G). Then G - A (G f A, 
respectively) denotes the graph obtained by deleting all edges of A from G (by 
adding all edges of A to G). If A = {e} then it is denoted by G - e (G + e) for sim- 
plicity. 
For two subsets S, S’ E V(G), let E(S, S’; G) denote the set of all those edges of 
E(G) joining a vertex of S and one of S’. In particular, we denote E(S, V(G) - S; G) 
by K(S, G) or K(S). If S = (u} then we write K(u, G) or K(v). If S # 0 and 
SC V(G) (a proper subset) then K(S, G) is called a separator or a IK(S, G)I- 
separator of G. Clearly, if 1 V(G)/ > 1 then G - K(S, G) is disconnected. Put 
d(S, Gj = IKlS,-WI, 
and we call it the degree of S (in G). 
Let K be a separator of G, and suppose that K= K(T, G) for a nonempty subset 
Tc V(G). A pair of disjoint subsets S, S’c V(G) (that is, Sn S’= 0) is said to be 
separated by K (or we say that K separates S from S’) if S c T and S’ E V( G j - T. K 
is referred to as an (S, S’)-separator (of G). If S = (u) and s’ = {u} then we simply 
call K a (u, u)-separator. An (S, S’)-separator K with the minimum cardinality 
among all (S, S’)-separators of G is referred to as an (S, S’)-cut. A (u, y)-cut is 
defined similarly. Each component of G - K is called a K-block (of G). A K-block 
whose vertex set includes a subset S c V(G) is denoted by B(S, K; G), or simply 
B(S, K), and is referred to as the (S, K; G)-block, or simply the (S, K)-block of G. 
(For simplicity, we often use the term “a K-block,” meaning its vertex set: B(S, K) 
also denotes the vertex set of the (S, X)-block.) If S = {u} then B( {u}, K; G) is 
written B(u, K; G). 
Let m <= k for a fixed integer k > 1. A subset SC V(G) is called an m-edge- 
component (or, simply, an m-component) of G if and only if the following hold: 
(1) M&u, V)zrn for any u, vES. 
(2) For any U’E V(G) - S, S has a vertex v’ with M,(u’, v’) < m. 
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An m-edge-component that is not an (m + 1)-edge-component is said to be critical. 
If S is an m-edge-component of G with 0 5 d(S, G) < m then S is called an 
m-pendant. Clearly, a l-pendant of G is identical to the vertex set of a component 
of G. An m-pendant S of G is referred to as an external m-pendant if K(S, G) is an 
(S, S’)-cut of G for some m-edge-component S’ ( # S) of G. 
The edge-connectiuity et(G) of a graph G is the minimum number of edges whose 
removal from G disconnect it to more than one component or result in a single 
vertex: 
min ( (K( : K is a separator of G > if ( V(G)\ > 1 
otherwise. 
G is said to be h-edge-connected if et(G) 2_ h. Let N,(u, u) (or simply, N(u, u)) 
denote the cardinality of a (u, u)-cut. It is well known that 
N,(u, 0) = M,(u, 0) for any U, u E V(G), u # u 
and that 
et(G) = min{ M,(u, u): u, u E V(G) with u # u) 
(See C4, 81.1 
if (V(G)1 > 1. 
For nonempty subsets Si, S, c V(G) such that S, n Sz = a, let 
n&S,, S,)=min{M,(u,, u,): uiESi, i= 1,2). 
Clearly, this is equal to the minimum cardinality among those (u,, Q-cuts of G 
with U,E Si, i= 1, 2. 
Let Lx1 (Lx_], respectively) denote the minimum integer not less that x (the 
maximum integer not greater than x). 
PROPOSITION 2.1. Let u,, u2 be distinct vertices of G with et(G) > 0, and let K be 
any (u,, o,)-cut of G. Then G has exactly two K-blocks: B(u;, K; G), i= 1, 2. 
(The proof is omitted.) 
3. THE k-EDGE-coNNEcTIvITv AUGMENTATION PROBLEM 
The k-edge-connectivity augmentation problem for any fixed k 2 1 is defined by 
Given a graph G = (V, E) with 1 I’( > 1, determine a minimum set A of 
edges joining two vertices of V(G) such that A n E = 0 and G+ A is 
k-edge-connected. 
We can assume that G has no loop and that any added edge joins distinct 
vertices of V(G). 
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Suppose that kzec(G). Let R,(G) denote the minimum number of edges whose 
addition to G result in a k-edge-connected graph. 
If k= 1 then the problem is easy to solve. Therefore we assume that 
kz2 and IV(G)1 > 1. 
3.1. The Demand and the Edge-augmentation Number of a Graph 
We give definitions of edge demands of, demands of, and component demands of 
m-components as well as the demand of a graph. 
Assume that et(G) 5 m 5 k. Let S denote a nonempty subset of l’(G). The edge 
demand of S (of G), ED,(S, G), is defined by 
ED,(S, G)= 
0 ifS=V(G)ord(S,G)2k 
k-d(S G) 7 otherwise. 
Here we denote a t-edge-component of G by S(t) for t > 0. If S = S(m) then the 
demand of S (of G), D,(S, G), is defined recursively by the following: 
(i) If S=S(k) then 
D,(S, G) = ED,(S, G). 
(ii) If S=S(m) with m<k then 
max(ED,(S, GL 1 D,(S(m + 11, G)) 
.qm+ 1)c.s 
DA& G) = ifthereisanS(m+l)cS 
D,(S(m + I), G) ifS=S(m+l), 
where CScm+ I)cs D,(S(m + l), G) denotes the total sum of demands 
D,(S(m + 1, G) of those (m + 1)-components S(m + 1) c S of G. 
(We note, as will be shown in Corollary 3.1, that S is the disjoint union of some 
(m + I)-components of G if S is critical.) 
We generalize the definition of Dk(S, G) to that for a subset SC V(G). Suppose 
that S c V(G) and S # S(m) for any m 5 k, and let 
min{j: S(j) c S> 
h(S)= 1 o 
if there is an S(j) c S withj> 0 
otherwise. 
Then we define the component demand of S (of G), CD,(S, G), by the following: 
I 
1 Dk(W(S)), G) ifh(S) > 0 
CD&$ G) = S(JdW)=S 
0 otherwise 
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For any SZ V(G), the demand of S (of G), D,(S, G), is defined by using this 
notation: 
DAK ‘3 = WS(m), G) 
ifS=S(m)forsomemsk 
max(EDk(S, G), CDd& G)) otherwise. 
(This generalization is necessary because, in the discussion described later, we 
compute D,(S, G) for an m-augmentating set S of G, or the disjoint union of at 
least two m-components of G.) 
Remark 3.1. (1) If IS(m)1 = 1 then S(m) = S(j) for any j withj>=m, and 
CDJ S, G) = EDJ S, G). 
(2) For any m-pendant S of G with et(G) < m 5 k, we have 
D(S, G) 2 1. 
Let D,(G), called the demand of G, denote the value determined by the following: 
(1) Compute the demand of S(k), D,(S(k), G), for every k-component S(k) 
of G. 
(2) If k 2 et(G) + 1 then, for each m with m = k - l,..., et(G) in this order, 
compute recursively the demand of every m-component S(m) of G: 
max(ED,(S(m), G), CD,(S(m), G)) 
D,(S(m), G) = if there is an S(m + 1) c S(m) 
DdS(m + 11, G) if S(m) = S(m + 1). 
(3) Let 
D,(G) = D,J v(G), (3. 
(Note that V(G) is an et(G)-component with ED,( V(G), G) = 0.) 
Put 
We call EA,(G) the k-edge-connectivity-augmentation number (or simply, the 
k-augmentation number) of G. 
The final goal of this section is to prove that 
R,(G) = K(G) for any fixed k > 1. 
The proof will be described hereafter in the rest of this section and is summarized in 
Theorem 3.2 of Subsection 3.7. 
In the following, “G” or “k” is often omitted such as D(S, G), DJS), or D(S), 
each standing for D,(S, G). 
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3.2. Basic Results 
We describe some basic results on m-edge-components and cuts. Almost all 
proofs are omitted. Refer to [20] for the details. 
PROPOSITION 3.1. Let S, S’ be distinct m-edge-components of G with 
et(G) < m 5 k and k > 1. Then the following hold: 
(1) SC-IS’=@. 
(2) G has an (S, S’)-cut K with et(G) 5 /KJ _Im - 1. 
(3) Zf Su S’ is a subset of an (m - l)-edge-component of G then the cut K qf 
(2) has (K( =m- 1. 
(4) For the cut K of (2), if et(G) > 0 then G - K has exactly two K-blocks: 
B(S, K; G) and B(S’, K; G). 
Proof: We prove only (1). It suffices to consider the case where S u S’ is a 
subset of a l-component of G, m> 1, ISI > 1, and IS’\ > 1. 
Since neither S - S’ nor S’ - S is empty, it follows that, for any x E S - S’, S’ - S 
has a vertex v, such that 
M&G 0,) = N,(x, u,) < 171. 
Assume that we have chosen x and v, as the vertices with 
M&, 4) = min(M,( x’,v,.):anyx’~S-S’andsomev,,~S’-S}, 
and let K be a (x, u,)-cut of G. We have 
et(G) 5 JKI = Mo(x, v,) < m. 
(We note that if S n S’ = @ then 44,(x, v,) = n,(S, S’).) If S n S’ # Qr then we can 
show a constradiction that G - K has a (x, v,)-path. Thus we have (1). Q.E.D. 
COROLLARY 3.1. Let S be any m-edge-component of G with ec( G) 6 m 5 k - 1. g 
S is critical then S includes at least two (m + 1 )-components of G and is the disjoint 
union of those (m + 1)-edge-components S’ of G such that s’ c S. 
COROLLARY 3.2. Let S,, S2 be distinct m-edge-components of G, and let 
KG E(G) with (K( -C m. Then the following hold: 
(1) Kisan(S,,S,)-cutofGl~andonlyifKisa(v,,v,)-cutofGforapairof 
vertices vj~Si, i= 1,2, with (K( =MG(vl, v2)=n,(S,, S,). 
(2) rids,, S2)=NG(w~, w2) for any vertices wi E Si, i = 1, 2. 
For a subset SC V(G), let G[S] denote the graph defined by 
V(G[S]) = S and E(G[S,): {(u, u)eE(G): U,UES}. 
G[S) is referred to as the subgraph induced by S of G. 
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Let Y be a nonempty subset of V(G), and let a E Y. Put 
G- Y=G[J’(G)- Y], 
and let G(a, Y) be defined as: 
UG<a, Y))=(UG)- Vu (a}, 
E(G(a, Y))=E(G-Y)u((a,v):(u,v)~E(G),u~Y,vd’(G)-Y}. 
It is said in [13] that G(a, Y) arises from G by ident@ikation of Y to a. Let 
T(a, a’;G)= {A-G V(G):cz~X,a’e V(G)-X,d(X, G)=M,(a,u’)}. 
If a # a’ then T(a, a’; G) is nonempty. 
THEOREM 3.1 [ 133. In a graph G, let YE T(a, a’; G) for certain a, a’ E V(G). Then, 
for any distinct vertices u, v of G(u, Y), 
A4 G<a, I’)(% u) = MG(“? v). 
Put H=G(a, Y). Let 
* G,H: K(K G) --) f4a, W 
be the mapping such that, for (u, v) E K( Y, G) with v E Y, 
$G,H((4 v)) = (u9 0). 
Then $G,H is a bijection (that is, a one-to-one and onto mapping) and is referred to 
as the induced bijection associated with H. Although +F,H may create multiple edges 
of H, we can define a bijection 
$,‘,: K(a, H)+K(Y, G), 
such that, for any (u, u) E K( Y, G), 
YG,:, (l/lG,H((4 v))) = (4 VI* 
$,$, is referred to as the inverse of (I/G,H. Let 
XGs E(G) (X, c E(H), respectively), 
and put 
~~G,H(XG)=(XG-X~)U ($~,ff<(u, U)): (4 VIE-G) 
(~&wH)=wH-~a-J (Il/&((u, a)): (u, a)EXH, u4 Y>). 
571/35/l-8 
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Suppose that SC V(G) is the disjoint unionof at least two m-edge-components of 
G. An m-edge-component SO c S is called an m-terminal (or, simply, a terminal) of 
S if G has an (S,, Sj)-cut K for some m-edge-component S, c S - S,, such that 
Sn B(S,, K; G) = S,,. 
K is called a terminal cut of SO. An m-edge-component S, s S is called an m-clipping 
(or, simply, a clipping) of S if it is not a terminal of S and G has (S,, SjCi,)-cuts K,, 
i= 1, 2, for some distinct m-edge-components S,CiI 5 S- S,, which are (Sic, ), SiCz,)- 
separators and such that 
SnB(S,,K,;G)nB(S,,K,;G)=S,. 
Ki, i = 1, 2, are called clipping cuts of S,. 
PROPOSITION 3.2. Suppose that G has distinct m-edge-components S,, Sz and 
2 g et(G) + 15 m 5 k. Let K,* be any (S, , S,)-cut of G. Then (l)-(3) hold. 
(1) Suppose that B(S,, Klz; G) includes another m-edge-component S, ( #S,) 
of G. Then G has an (S,, S,)-cut K,, ( #K,,) such that 
K,, n E@(S2, K,,; Cl) = 0. 
(2) Suppose that K,3 is an (S, , S,)-separator and that S’ includes another 
m-edge-component S, ( # S,) of G, where S’ = B(S,, Klz; G) n B(S,, KIj; G). Then 
G has an (A’,, S,)-cut Kx4 ( # Klz, K,3) such that 
K,, C-J E(J%S, > K,,; G)) = 0 and Kj4 n E(WS, K,,; G)) = 0. 
(3) Suppose that SC V(G) is the disjoint union of at least two m-edge- 
components of G and that S1 v S2 c S. Then (i) and (ii) hold: 
0) For B(S,, K12; G) of(l), G h as an m-terminal S, _C B(S,, Klz; G) n S of 
S and a terminal cut K of SO such that 
Kn E(WS,, K,,; G)) = 0. 
(ii) For S’ of (2), ifs, c S’ n S then (a) or (b) holds: 
(a) G has an m-terminal S, c S'n S of S and a terminal cut K of So, 
which is not an ( S1, S,)-separator and such that 
KnE(B(S,,K,,;G))=0 and KnEM&,K,,;G))=0. 
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(b) If (a) does not hold then G has an m-clipping S,c_ s’n S of S and 
clipping cuts Ki, i= 1, 2, of S,, which are (S,, S,)-separators and such 
that 
WI u K2) n (WVS,, K13; G)) u -W(S,, K12; (3)) = 0 
and 
K,n E(B(S,, Ki; G)) = (ZI for i,j= 1,2; i#j. 
Proof: The proof is done by the repeated application of Theorem 3.1. Let vi E Si, 
i= 1, 2, be such that M,(v,, u,)= (K,zl (=n,(S,, S,)<m). Then 
Y,=B(S~,K,~;G)ET(~,,~,;G). 
Put 
H= G(u,, Y,). 
By Theorem 3.1, Proposition 3.1, and Corollary 3.2, Si and S, are m-components of 
H, and H has an (S, , S,)-cut Ki3 for which we have 
K’u # $o.dKn) and K’u I = n,(S,, sd = nG(S,, &). 
Put 
KI, = k$,W’d. 
Then 
Ku # K,2, lK,,I = IK’nI, 
and it is easy to see that K,, is an (S, , S,)-cut of G such that 
K,, n W(S2, K,,; G)) = 0. 
Thus (1) follows. 
Similarly, by using Theorem 3.1, Proposition 3.1, and Corollary 3.2, we can prove 
(2); (3) follows from the repeated application of ( 1) or (2). Q.E.D. 
The cut K of Proposition 3.2(3) (i) (the cut K or each of the cuts Ki, i= 1,2, of 
Proposition 3.2(3) (ii)) is referred to as an inside cut with respect to K,, (with 
respect to a pair K,,, K,,). If K,, or such a pair K,,, Ki3 is fixed then we simply say 
that it is an inside cut. 
PROPOSITION 3.3 [20]. Suppose that et(G) cm. Then the following hold: 
(1) Suppose that et(G) > 0. Let S1, Sz be distinct m-edge-components of G, and 
let K,, be any (S,, S,)-cut of G. Then B(S,, K,,; G) includes at least one extremal 
m-pendant of G for i = 1,2. 
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(2) Let S(m) be any external m-pendant of G with et(G) cm. Then S(m) 
includes an external (m + 1 )-pendant of G. 
(3) Suppose that et(G) < k. Let X be any ec( G)-cut of G. Then, ,for each 
K-block B of G, there is a sequence 
S(k) E . . c S(ec( G) -I- 1) c B 
in which S(j) is an external j-pendant of G for j = ec( G) + l,..., k. 
(4) Any (et(G) + 1)-pendant qf G is external. 
PROPOSITION 3.4. For any fixed k 2 2, G = ( V, E) is k-edge-connected if and only 
zj- EAJ G) = 0. 
Proof: If G is k-edge-connected then V itself is a k-component. Thus, by 
definition, 
D(G) = D( V, G) = ED( V, G) = 0. 
Conversely, suppose that G is not k-edge-connected. Clearly, if G is disconnected 
then 
D(G)z2kz4 or EA( G) 12. 
Now suppose that G is connected and that et(G) = m for some m with 0 <m <k. 
Then (V(G)( > 1 and G has distinct external (m + I)-pendants S1, S, by 
Proposition 3.3(3), since G has an m-cut. We have 
Thus 
ED(S,, G) 2 1, or D(Si, G) 2 1 for i= 1,2. 
D(G)22 or EA(G) = rD(G)/212 1. Q.E.D. 
3.3. The proof That Rk( G) 2 EA,(G) 
First, we prove that RJG) 2 EA,(G) in this subsection, and then we proceed to 
the proof that R,(G) 5 EA,(G). 
LEMMA 3.1. Rk(G)hEA,(G) for any fixed kZ2. 
Proof If G = (V, E) is k-edge-connected then clearly 
R(G) = EA(G) = 0 
by Proposition 3.4. We consider the case where et(G) = m <k. Then 
EA(G) 2 1. 
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Suppose that A is any minimum solution to k-edge-connect G with \A I= R(G) > 0. 
Then A n E = fa and each edge of A joins distinct vertices of V. We denote 
A(U)=K(U, G-tA)nA and a(U) = IA(U)l 
for any subset U c V. 
Now assume the contrary: IAl < EA(G). Since et(G) = m < k, V is a critical 
m-component. V includes at least two (m + l)-components of G, and 
D(G) = CD( V, G) = 1 D(S, G), 
SCV 
where S denotes any (m i- 1 )-component of G such that S c V and m + 15 k. We 
also have 
EA(G)= JD(G)/21=rCD(V, G)/2]>JAJ. 
It follows that G has an (m + l)-component S such that 
D(S, G) > a(S) 2 0 and s+ v. 
S is a critical m’-component of G for some m’, m + 1 _I m’ =< k. Hence, for such m’, 
either (i) or (ii) holds: 
(i) ED(S, G)>a(S)zO if m’=k or if m’ck and ED(S, G)=>CD(S, G). 
(ii) CD(S, G) > a(S) 2_ 0 otherwise. 
Suppose that (ii) holds. Then m’ < k, and S is the disjoint union of at least two 
(m + l)-components of G. Therefore S includes an (m’ + 1)-component S’ of G such 
that 
D(S’, G) > a(S) _2 0 and s’cS#V. 
Since S’ is a critical m”-component of G for some m”, m’ + 12 m” <= k, either (i) or 
(ii), with S, m’ replaced by S’, m”, respectively, holds. Continuing this discussion if 
necessary, we can conclude: 
(iii) G has an m’component S” for some m’ with m -t- 1 =< m’ =< k such that 
ED(S”, G) > a(S) 2 0 and S” f v. 
Hence G + A has a j-separator K(s”, G + A) with j < k separating a vertex of S” 
from one of V- s”, showing a contradiction that G + A is not k-edge-connected. 
Q.E.D. 
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3.4. The Edge Condition and m-Augmenting Sets 
From now on, we are going to prove the converse of Lemma 3.1: 
UG) i EMG) for any fixed k > 1. 
We assume hereafter that et(G) <k unless otherwise stated. 
For the purpose of showing the converse, we need some definitions and lemmas, 
which will be described below. For any vertex u and each m with et(G) 5 m 5 k, 
G has exactly one m-component that contains v. Let S(v, m; G) denote the 
m-component of G that contains u. 
Whenever et(G) <k we choose from V(G) distinct vertices ur and up satisfying 
the following conditions (l)-(3) called the edge condition (for G): 
(1) S(u,, m; G) is an external m-pendant of G for i = I,2 and for any m with 
et(G) + 1 5 m 5 k. 
(2) S(ui, m’+ 1; G)E S(ui, m’; G) for i= 1,2 and for any m’ with 
et(G)+ 1 sm’<k. 
(3) S(u,, et(G) + 1; G) #S(u,, et(G) + 1; G). 
We note that, by Proposition 3.3 (3), we can find a pair of vertices u, and u2 
satisfying the edge condition for G. Put 
G’ = G + (u,, u2). 
(We use this notation throughout the paper.) Then 
MJu,, u2) = M,(u,, u2) + 1 = et(G) + 1. 
An m-component S of G’ that is not an m-component of G is referred to as an 
m-augmenting set of G. Any m-component of G’ is either an m-component of G or 
an m-augmenting set of G. Since the addition of the edge (u, , u2) to G can increase 
the number of pairwise edge-disjoint paths by at most one, each m-augmenting set 
of G is identical to the disjoint union of at least two m-components included 
in an (m - l)-component of G. Clearly, any m-augmenting set of G is a critical 
m-component of G’. 
PROPOSITION 3.5 [20]. Let S,, S, be distinct m-edge-components of G with 
m > et(G) > 0, and let K be a fi.xed (S,, S,)-cut of G. Put p = (KI. Then the following 
hold: 
(1) Suppose that one of the K-blocks, say B(S, , K; G), contains both u, and u2. 
Then we have: 
(i) K is also an (S,, S,)-cut of G’. 
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(ii) M,.(u, u’) = M,(u, u’) for any pair of vertices u, u’ of the other K-block, 
B(S,, K; G). 
(iii) If G has an ml-augmenting set S for some m’ >p then SC_ B(S,, K; G). 
(2) G has a (p + 1)-augmenting set S such that S,C_ S for i = 1,2, tj-and only if 
any (S,, S,)-cut of G is a (u,, u,)-separator of G. 
PROPOSITION 3.6 [20]. (1) Suppose that et(G) = 0. Then any m-edge-component 
S of G’ is also an m-edge-component of G ifm > 1 or ifs is a l-edge-component such 
that Sf S(u,, 1; G’) ( = S(u,, 1; G’)). 
(2) S(u,, m; G’)=S(u,, m; G’) ifm=ec(G)+ 1 and S(u,, m; G’)#S(u,, m; G’) 
ifm>ec(G)+ 1. 
3.5. Some Additional Properties on m-Augmenting Sets 
In this subsection, we use, for simplicity, the following notations without 
specification (see Fig. 1). 
We assume that m denotes any integer with et(G) + 1 5 m _I k unless otherwise 
stated. Let S be any m-augmenting set of G, and let T be the (m - I)-component of 
G such that SE T. Let 
x= ISn (ul, k>l. 
Let Si, i = 0, 1,2, be any fixed m-components of G such that 
S,r T-S (if TZS) and S,uS,cSwith S,#S,. 
Let ugi E S, and ui E S; for i = 1,2 such that 
M,(uoi, vi) = m - 1 for i= 1, 2, and M,(u,, 02)=m- 1. 
FIG. 1. The situation for m-edge-components S,, i = 0, 1,2, of G; an m-augmenting set S of G; an m- 
edge-component S0 of G’; and an (m - 1 )-edge-component T of G. 
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Let Sb denote the m-component of G’ such that So -C Sb. Either Sb = S, or S; is an 
m-augmenting set of G. Clearly, S0 c T. 
PROPOSITION 3.7 [20]. Suppose that et(G) > 0. Then the following hold: 
(1) G’ has an (So, S)-cut K satisfying: 
(i) )Kj =m- 1. 
(ii) K is also an (S,, S)-cut of G. 
(iii) K is not a (u,, u,)-separator of G, and B(SO, K G) n {u,, u2} = @. 
(2) T - S includes no m-augmenting set of G. 
PROPOSITION 3.8 [20]. Suppose that et(G) > 0. Then the following hold 
(1) Any (S,, S,)-cut of G is a (u, , u,)-separator of G. 
(2) For i= 1,2, we have 
d(S,, G)Zm if and only if sin (%, u,} =0. 
PROPOSITION 3.9 [20]. Suppose that S includes another m-edge-component S, 
( #Si, i= 1,2) of G with O<ec(G) <m and that an (S,, S,)-cut K,, of G is also an 
(S,, S,)-separator of G. Then G has an (S,, S,)-cut K satisfying: 
(1) KnE(B(S,,K,3;G))=0, K#K,3and~K~=~K,,(=m-l. 
(2) K is either an (S,, S,)-separator or an (S,, S,)-separator of G. 
(3) Suppose that u1 E B(S,, KIX; G). Then (i) or (ii) holds: 
(i) If K is an (S, , S,)-separator then 
~2 E WS,, K; G) and S, E B(S,, K; G) I-I B(S,, K,,; G). 
(ii) If K is an (S,, S,)-separator then 
~2 E B(&,K; G) and S,cB(S,, K;G)nB(S,, K,,;G). 
PROPOSITION 3.10 [20]. Suppose that 0 < et(G) < m. Then (1) and (2) hold: 
(1) G has exactly two m-terminals S; and S2 of S and two terminal cuts Ki of 
S: with IKrl =m- 1, i= 1,2. 
(2) Let S’ be any m-edge-component of G such that S' E S - (S; u S;). Then 
we have (i)-(iii): 
(i) S’ is an m-clipping of S. 
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(ii) G has two clipping cuts K’, and K; of s’ such that K: is an (s’, Sj)-cut 
with Iri( =m- 1 for i= 1, 2. 
(iii) s’ is not an m-pendant of G. 
Remark 3.2. For S;, i= 1, 2, and S’ of Proposition 3.10, Propositions 3.8 and 
3.10 show the following: 
(1) S’n {ur, u2} = a, and (Sin {ur, u2}( 5 1 for i= 1,2. 
(2) For each i, i= 1,2, we have Sin (ur, z+} = @ if and only if d(S:, G) Irn. 
(3) d(S’, G) >= m. 
Remark 3.3. Propositions 3.6 and 3.7 (2) show the following: 
(1) If ~51 then ec(G)>O and ec(G)+25mmk. 
(2) If x= 2 then m=ec(G)+ 1, S(u,, m; G) c S, i= 1,2, and S is the only 
m-augmenting set of G. 
In the rest of this subsection we assume, for simplicity, the following (see Fig. 2): 
S, and S, are the m-terminals of S. We choose pairwise disjoint (S,, &)-paths 
p, 1...1 pm- 1 with m - 1 = n&S,, S,) and fix them. For each Pi, let uii denote the 
vertex of Sj n V(Pj), i = 1,2. Put 
FIG. 2. Terminal edges, (S,, &)-paths and (S&,)-paths. 
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) Tj ( = m - 1 and edges of T, are referred to as terminal edges of Si. A terminal edge 
of Si is called to be inner if wri E S (denoted by a double circle in Figs. 2-4) and to 
be outer otherwise (denoted by a square in Figs. 2-4). Each (S,, S,)-path P, is 
called to be inner if it contains no vertex of V(G) - S, and to be non-inner otherwise. 
Let Kj be a fixed terminal cut of Sj for i= 1,2. Let 
Ki= {eL=(u$, w;)EE(P~): I_ljsm-l}, i= 1,2, 
where we assume that if eQ # eb then uii, wii, ub, and wb appear on P, in this order 
(wii may be identical to II;). 
Let e = (0, w) be any edge of K(S,, G) with o E Si. Suppose that w E S. Then G has 
an m-component S’ such that w E S’ and S’ G S - S, . This implies that e E Ki, and, 
therefore, e is an inner terminal edge of Si. Hence the next proposition holds. 
PROPOSITION 3.11. Let e = (v, w) be any edge of K(S,, G) with u E Si for either 
i= 1 or i=2. Then (1) and (2) hold: 
(1) If weS then eeKin T,. 
(2) ZfeEK(S,, G)- T, then w$S, or eEK(S, G). 
We use the following additional notations: 
K(S,, G) = Ti u T:, (Tin T;= a), ai= IT:1 for i= 1, 2, 
and 
K(S, G) = E,, v E, (El2 n Es = 120, 
where E, consists of those edges of G having an endvertex in S- (S, u S,). (We 
note that, for i= 1,2, if Sin {u,, u2} = 0 then T: has an edge that is not passed 
through by any Pi, since the addition of (u,, u2) creates one more (S,, &)-path of 
G’.) G has pairwise disjoint (S,, S,)-paths &, j= l,..., m - 1 ( = n,(S,, Si)), for 
i = 1,2, and we fix them. 
PROPOSITION 3.12. Suppose that 2 5 ec( G) + 1 5 m 5 k and x = 0. Zf S c T then 
ED,(S, G) 5 CD,(S, G). 
Proof If d(S, G) 2 k then ED(S, G) = 0. This means that CD(S, G) 2 ED(S, G), 
since CD(S, G) 2 0. Hence, in the following, we assume that 
d(S, G)<k or .ED( S, G) > 0. 
There are two cases with respect to the location of S,: 
Case 1. S, E B(S,, K,; G) for either i = 1 or i = 2. 
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Cuse2. S,nB(S,,Ki;G)=@ for i=l,2. 
We consider them separately. 
Case 1. We consider only the case with i = 1: S,, c B(S,, K, ; G). First, suppose 
the following simple case: 
(i) T, = K1. Then 
E(Qlj) n G Z 0 for j= l,..., m - 1. 
By Proposition 3.11 (2), 
r;cK(S,,G)nK(S,G), 
and, therefore, 
Hence 
E(Qlj)nK(S,, G)nKK(S, G)#0 for j= l,..., m - 1 
a,Lm-1 and lE,zI>=a,+a,~m-l++a,. 
It follows that 
d(Si, G) = m - 1 + ai for i=l,2, 
k>d(S,G)=IEl,( +lE,I~IE,zI~m-l+aa,=d(S,, G), 
and 
ED(S,G)=k-d(S,G)jk-(m-l)-a,=ED(S,,G). 
Therefore 
CD(S, G) 2 D(&, G) 2 ED(S,, G) 2 ED(S, G). 
Next we consider another case: 
(ii) T1 #K, (Fig. 3). Here we can assume that T, is not a terminal cut of S,. 
Assume that we have Q,j which does not pass through any outer terminal edge of 
S, and such that 
Then, after leaving a vertex of S,,, Q, passes through an edge ek E (K, - T,) n 
E(P/) and an inner terminal edge erg E E(P,) of S1 in this order before reaching a 
vertex of S1, where 1 gf, g _S m - 1, and P/Z P, since e,YE K, is an outer terminal 
edge of Sr . If E(Q rj) n E, = 0 then Q, passes through an edge e;,, E K2 n E(P,), 
where 1 s h g m - 1 and P, is such that eZ,, E T, n E(P,) is an outer terminal edge of 
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FIG. 3. The situation for Case 1 (ii) of the proof of Proposition 3.12. 
S2 (eih may be identical to eZh). That is, if E( Q ,i) n E, = 0 then we can find Ph 
passing through an edge of T, n E,,. 
Thus it is shown that we can find m - 1 edges each of which is an edge of 
(T,nE,,)uT;uE,u(T,nE,*). Hence 
d(S,G)=IE,,)+IE,lIm-l+a,=d(S,,G). 
Since k 7 d(S, G), we have 
Therefore, 
ED(S, G) 5 k - (m - 1) - u2 = ED(&, G). 
CD(S, G)lD(S,, G)zED(S,, C)=k-(m- 1)-a2zED(S, G). 
Case 2. S, n B(S,, K,; G) = 0, i = 1,2. Each Q, passes through an edge of K,, 
and, therefore, we can assume that, for i= 1,2 and j= l,..., m - 1, Q, shares the 
(Us, w$)-subpath of Pi. We note that 
ai& 1 for i= 1,2, 
since x = 0. Each Q, passes through an edge e; E K( S, G). 
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Suppose that exactly r of those (S,, &)-paths Pi, i= l,..., m- 1, are non-inner 
(Fig. 4). Each non-inner (S, , &)-path has at least two edges of K(S, G). If 
2r&m- 1 then 
d(S,G)>=2r+a,+a,>=m-li-al+a,>m-l+a,=d(S,,G). 
Since k > d(S, G), we have 
ED(S, G) <k - (m - 1) - a2 = ED(S2, G). 
Hence 
CD(S, G) 1 D(S2, G) 2_ ED(&, G) = k - (m - 1) - a2 > ED(S, G). 
Now assume that 2r < m - 1. Let Ii& Tj (i= 1,2) denote the set of those inner 
terminal edges of Si which are included in those inner (S,, &)-paths, and put 
Ni= Ti- Ii. 
Then Ii c Ki, while Ni may include an inner terminal edge of S;. If Q ,j passes 
through an edge e;,E E, then it contributes to d(S, G) by exactly one, decreasing 
the value of ED(S, G), while it has no contribution to d(Si, G) (since 
E,n K(S,, G) = @ for i= 1,2), not decreasing the value of ED(Si) -t ED(&) 
FIG. 4. The situation for Case 2 of the proof of Proposition 3.12. 
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( 5 CD(S, G)). Therefore it suffices to consider the case with the smallest possible 
. number of such edges eyj E E,. the case where the largest possible number of those 
(S,, S,)-paths have no edge of E,. 
Let Q denote any one of those (S,, S, )-paths such that 
E(Q)nEs=IZI. 
We have 
E(Q)nT,f0 and E(Q) n K, Z 0. 
If E(Q) n 1, # 0 then Q passes through an outer terminal edge of Sz. This is 
because, starting from a vertex of S,,, Q passes through an edge of K, - I,, an inner 
terminal edge of Sz and an inner terminal edge of S, in this order before reaching a 
vertex of S,. Hence the number r, of such Q with E(Q) n I, # 12, is at most r. (If 
rl = r then any edge of N, is outer.) 
There is another possibility for Q: E(Q) n I, = fa or E(Q) AN, # 0. Then Q 
passes through an outer terminal edge of S1. Hence the number r2 of such Q is at 
most r. (If r2 = r then any edge of N, is outer.) 
If follows that r, + r2 of those (S,, S,)-paths pass through edges of 
E,,- (T; u T*) and no edge of E, and that m- 1 -r, -r2 of those (S,, S,)-paths 
pass through edges of E,. Therefore, 
d(S, G)= JE,I + lElzl z(m- 1 -rl -r,)+(r, +r,)+a, +a,>m- 1 +a,. 
Similarly to the case with 2r 2 m - 1, we have 
CD(S, G) > ED(S, G). Q.E.D. 
PROPOSITION 3.13. Suppose that et(G) + 15 m 5 k and S c T. Then 
ED,@, G) 5 CD&S, G). 
Proof. It suffices to consider the case with k > d(S, G). Clearly, 
d(S, G)zm- 1 or ED(S, G)sk-(m- 1). 
Put S,(m) = S(u,, m, G) for simplicity. By Remark 3.2 (2) if et(G) > 0 and 
S,(m) E S then Si(m) is an m-pendant with d(Si(m), G) = m - 1 <k and is the ter- 
minal of S. By Proposition 3.6 and Remark 3.3, if et(G) = 0 then S = S,(m) u S,(m) 
and m = et(G) + 1. 
Suppose that x 2 1. Then S includes an m-pendant Si(m) such that 
ED(Si(m), G) = k - (m - l), 
and, therefore, 
CD(S, G) 2 D(Si(m), G) 2 ED(S,(m), G) = k - (m - 1) 2 ED(S, G). 
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(We note that if x = 2 then CD(S, G) 2 2(k - m + 1). If x = 0 then et(G) > 0. Hence, 
by Proposition 3.12, 
CD(S, G) 2 ED(S, G). Q.E.D. 
PROPOSITION 3.14. Suppose that 0 <et(G) < m <k. Let S(m) be any m-edge- 
component of G such that S(m) c S, and suppose that S(m) includes distinct (m + l)- 
edge components of G’. Then 
EDdS(m), G) 5 CD,(S(m), G). 
Proof. It suffkes to consider the case with d(S(m), G) <k. Clearly S(m) is the 
disjoint union of at least two (m + 1)-components of G’. (The following situation is 
shown in Fig. 5.) Without loss of generality we assume that if S(m) is one of the 
m-terminals of S then S(m) = S,. Let K(m - 1) denote an (S(m), S,)-cut of G with 
(K(m-l)l=m-1 as follows: if S(m)=S, then K(m-l)=K,, and if S(m)#S,, 
or S(m) is an m-clipping of S, then K(m - 1) is a clipping cut of S(m). If K(m - 1) is 
a clipping cut of S(m) then let K(m - 1)’ be the other clipping cut of S(m) that is an 
(S,, S(m))-cut of G. We fix K(m- 1) or the pair K(m - 1) and K(m- 1)‘. Let 
S(m + 1) (S(m + 1 )‘, respectively) denote any (m + 1 )-component of G (of G’) such 
that S(m+ 1)sS (S(m+ 1)‘~s). We assume that ~EB(S,, K(m-l);G), i= 1,2. 
We first show that S(m) includes an (m + 1)-terminal S’ of S(m) such that 
S’n (4, u2) = a. Since S(m) is also the disjoint union of at least two (m + l)- 
components of G, Proposition 3.2 (3) have shown that S(m) includes an (m + l)- 
component of G which is an (m + 1)-terminal of S(m). 
FIG. 5. The situation of the proof of Proposition 3.14, where s(m) #S, and s(m) includes an 
(m + l)-augmenting set S(m + 1)’ of G. 
118 WATANABE AND NAKAMURA 
Suppose that there is an (m + 1 )-augmenting set S(m + 1)’ c S(m) of G. Let S” be 
any (m + 1)-component of G’ such that S” E S(m) - S(m + 1)‘. Then S” is an 
(m + l)-component of G, since S(m) includes at most one (m + 1 )-augmenting set of 
G by Proposition 3.7 (2). By Proposition 3.7 (1) G’ has an (S”, S(m + l)‘)-cut K’ 
with JK’J =m such that K’ is also an (S”, S(m + l)‘)-cut of G and 
B(S”, K’; G) n { ur, u2} = 0. 
Suppose that any S(m + 1)’ c S(m) is also an m-component of G: 
S(m+ 1)‘= S(m+ 1). Let Z,, Z, be distinct (m + 1)-components of G such that 
Z,C S(m), i= 1,2. Any (Z,, Z,)-cut of G is an m-cut. If we assume that any 
(Z,, Z,)-cut of G is a (u,, u,)-separator then, by Proposition 3.5 (2), there is an 
(m + 1)-augmenting set S(m + 1)’ of G such that 
Z,C S(m + 1)‘s S(m), i= 1, 2, 
a contradiction. Hence, for each pair Z, and Z2, G has a (Z,, Z,)-cut K’ that is not 
a (a, u,)-separator of G. 
Thus, whether S(m) includes an (m + 1)-augmenting set of G or not, we have 
shown that, for a pair of (m + 1)-components Z; and Z; of G’ such that Z: c S(m), 
i= 1,2, G has a (Z;, Z;)-cut K’ with JK’I = m such that K’ is not a (ul, uz)- 
separator of G. As in the proof of Proposition 3.2, we can choose K’ as an inside 
cut. Therefore, by the repeated application of Proposition 3.2 (1 ), we can conclude 
that G has an (m + l)-terminal S’ of S(m) and a terminal cut K of S’ as follows: 
S’n {u1,u2} =0, if S(m+ 1)’ c S(m) is an (m + 1)-augmenting set of G then 
S’sS(m)-S(m+ I)‘, K is an inside cut of G with IKl =m, K is not a (u,, uz)- 
separator, and 
B(S’, K; G) n S= B(S’, K; G) n S(m) = S’ (see Fig. 6). 
FIG. 6. A terminal s’ of S(m), a terminal cut K of s’, and the edge sets Ei and F,, 1 6 i 5 4. 
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Next we show that ED(S(m), G) 5 CD(S(m), G). Clearly, 
There are two cases: (a) {u,, u2) nS(m)#@ or (b) (ul, u2j nS(m)= 0, and we 
consider them separately. 
(a) (ul, u2} n S(m) # 0. Then S(m) = S,, and S(m) is an external m-pendant 
of G: 
B(S(m), K(m - 1); G) = S(m). 
Hence, 
B( S’, K; G) = S’ 
or S’ is an external (m + 1)-pendant of G. G has another external (m + 1)-pendant 
S(u,, m + 1; G) E S(m) - S’. Put 
Z=S(u,,m+l;G). 
Since 
d(S’, G)=d(Z, G)=m( <k) and k>d(S(m),G)zm-1, 
CD(S(m), G) 2 D(S’, G) + D(Z, G) 2 ED(S’, G) + ED(Z, G) 
=Z(k-m)zk-m+ 1 zED(S(m), G). 
(b) {u,, u,) n S(m) = 0. S(m) #S2 and S(m) is either a terminal or a 
clipping of S. We note that if we can show that 
4S’, G) I4S(m), GM <k) 
then the proposition follows: 
ED(S(m), G)=k-d(S(m), G)s k-d(S’, G)= ED(S’, G)gD(S’, G) 
s CD(S(m), G). 
Put 
W,=S(m)-S and W,=SnB(S,,K(m-l);G). 
We note that 
K(m-l)nE(S’, W,;G)=@. 
G has pairwise disjoint (S(m), W,)-paths R,, i = l,..., m - 1, where 
IE(R,)nK(m- l)\ = 1 and E(R,)nE(S’, W,;G)=Qj, i=l,..., m-l. 
571/35/l-9 
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Let r denote the total number of those R, for which 
E(Ri) n K(S’, G) Z 0. 
We choose Ri, i= l,..., m- 1, such that the number r of such (s’, WJ-paths is 
maximum, and we fix them. We also assume that 
E(R,)nK(S’,G)#0 if isr, 
and 
E(R,) n K(S’G) = 0 (i.e., E(R,) n K( W,, G) # 0) if i > r. 
(We note that if r = 0 then the notation is r means that no such Ri exists. For 
simplicity we use this notation.) Since there are exactly two K-blocks of G, G-K 
has a (W,, W,)-path, showing that 
K(m- l)-K#@. 
If S(m) # S, then we can similarly show that K(m - 1)’ - K# $3. Any (s’, W&path 
of G passes through an edge of K. In particular, 
E(Ri)nK#@ if is r. 
Let Qj, j= l,..., m, be any pairwise disjoint (9, W,)-paths of G, where we denote 
{S,> = K(S’, G) n E(Q,), i&l =KnE(Qj) 
and 
{f,!‘}=K(W,,G)nE(Qj), j=l,..., m. 
We fix these Qi, j= l,..., m. Let a denote the total number of those Qi for which 
E( Qj) n K(m - 1) # 0. 
We assume that 
E(Q,)nK(m-l)#@ if j5a and E(Qi)nK(m-l)=@ if j>a, 
where 
OSuaL(m-1)/2J 
Let b denote the total number of those Qj for which 
j>a and fl$ E(S’, W, ; G), 
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where 0 5 b s m - a. We assume that 
fl$E(S’, W,;G) if a<jsb and fi’ E E(S’, W,; G) if j> b. 
Let 
E, = {J;: j&z>, F1= {f;“: j&z>, 
E,=(f;:a<jsb}, F2= (fj”:a<jsb), 
E3= {f,: j>b}, F3={fi’l:j>b}(=E3), 
E,=K(S’,G)-(E,uE2uE3), F,=K(W,,G)-(F,uF,uF3), 
g= I&l and h= lF41. 
Since E(S’, W, ; G) c K and K(m - 1) n E(S’, W, ; G) = 0, we have 
(E,uE,uE,)n(F,uF,uF,)=$3. 
Hence, 
K(S’, G) = El v E, u E, u E,, 
K(S(m), G) = E, u E2 u E4 u F, u Fz u F4, 
d(S’, G)=m+g, and d( S(m), G) = 2(a + b) + g + h. 
If 2(a + b) 2 m then 
d(s’, G) 5 d(S(m), G). 
Therefore, in the following, we consider the case with 2(a + b) cm. Then 
E(R,)nK#(ZI if i_lr and E(R,) n E, = @ for any i, 
and, therefore, 
Also, 
if E(Ri) n (f-1 u Fz) f 121 then i> r. 
Let t denote the total number of those Ri for which 
E(Ri) n (F, u Fz) # 0. 
Then 
tsa+b and tsm-l-r. 
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We assume that 
E(R) n (J-1 u F,) Z 0 if r<iSr+t, 
and 
E(R) n VI u F,) = 0 if i>r+t. 
Since E(R,) n F3 = 0 for any i, we have 
Put 
E(K) n F4 f 0 if i> r + t. 
F=F,vF,vF., (IFI zrn- 1 -r). 
If we have 
IF( grn-r 
then the desired result follows: 
d(S(m), G)=a+b+g+ IFJ La+b+g+m-rZm+g=d(S’, G). 
Now we consider the case with 
jFi=m-1-r (see Fig. 7). 
(Flza+h+m-l-r-tzm-r if t < a + h, 
FIG. 7. The situation of the proof of Proposition 3.14, where t = a + b and IF/ = M - 1 - Y. 
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we have 
t=a+b. 
K is also an (S’, W,)-cut of G’, and G’ has exactly WI pairwise disjoint (S’, W,)- 
paths R:, i = l,..., m, where we assume that 
(u1,4 E EUC,J. 
R:, i = l,..., m - 1, are paths of G, and Rh is created by the addition of the edge 
(u,, uJ. We have 
E(R:) n Kf @ for any i, 
and, in particular, the (s’, {or })-subpath R, of R& is a path of G such that 
E(R,) n K # 0. 
Also 
E(R:) n K(m - 1) # 0 if ism- 1. 
Let r’ denote the total number of those RI. for which 
ism-1 and E( R;) n K( W, , G) = 0. 
We assume that 
and 
E(R:)nK(W,,G)=@ if isr’, 
E(K)nK(W,, G)#0 if r’<ism-1. 
Ri. is an (S’, W,)-path of G if i 5 r’, and R: has a ( W,, W,)-subpath of G if 
r’ < i 5 m - 1. Since we have chosen Ri, i = l,..., m - 1, such that r is maximum, we 
have 
r’ 5 r or m-l-r’zm-l-r=(FIzt=a+b. 
Also 
IEWnK(Wl, WI 22 and E(R:)nF#a if r’<i_Im-1. 
Hence it follows that 
r’=r or IE(R:)nF(=l and E( R:) n F, # 0 if r’<ism- 1. 
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This means that 
Therefore, 
(F,JZm-1-r and E(R,) n F= @. 
E(R,)nF,=@ or E(R,)nK(W,, G)=0, 
showing that there is an edge 
j+E(R,)n K forsome js;++. 
Since E(R;) n F3 = 0 if i 5 r’ ( = I), 
m-rz(F,). 
Hence, 
Thus, 
jF3J=m-1--r(=JFJ). 
d(S(m), G)-d(S’,G)=(Fl-IE,)=JFI-(F,I=O. 
3.6. The Computation of D(G) - D(G’) 
Now we turn our attention to the computation of 
D(G) - D(G’). 
There are two cases: 
Q.E.D. 
k=ec(G)+ 1 or k>ec(G)+ 1. 
In what follows m denotes any integer with 
et(G)+ 1 smsk. 
We first consider the case with m = k =ec(G) + 1, then the case with 
m = k > et(G) + 1, and finally the general case with et(G) + 15 m 5 k. The dis- 
cussion for the first two cases will be the inductive basis of the proof of the general 
case. 
Let P”(G) denote the total number of m-pendants of G. 
LEMMA 3.2. Suppose that m = ec( G) + 1. Then S( ul, m; G’) = S(u, , m; G’) and 
the following hold: 
(1) S(ul, m; G’) is the only m-augmenting set and includes exactly two 
m-pendants of G. 
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(2) UP”(G)=2 then S(u,,m;G’)= V(G). 
(3) Zf P”(G) = 3 and et(G) > 0 then S(u,, m; G’) is an m-pendant of G’. 
(4) Zf P”(G) 2 4 and et(G) > 0 then we can find u1 and u2 satisfying the edge 
condition for G, such that S(u,, m; G’) is not an m-pendant of G’. 
(We note that if m = et(G) + 1 then any m-pendant of G is external by 
Proposition 3.3 (4) and that if et(G) = 0 and P”(G) 13 then S(u,, m; G’) is an 
m-pendant of G’. ) 
Proof: We prove only (4). The rest can be proved by using Propositions 3.3, 3.6, 
and 3.7 and Remarks 3.2 and 3.3. 
Suppose that P”(G) >= 4 with et(G) > 0 and that S(u,, m; G’) is an m-pendant of 
G’. We will show that we can find another pair of vertices U; and U; satisfying the 
edge condition for G, such that S(u;, m; G”) = S(u;, m; G”) and S(u;, m; G”) is not 
an m-pendant of G”, where G” = G + (u’, , u;) (see Fig. 8). 
Put 
S= S(ul, m; G’), K= K(S, G’), and Sj = S(u,, m; G), i = 1, 2. 
Propositions 3.3 and 3.7 and Remark 3.2 show the following: 
(i) V(G) - S includes distinct m-pendants S:, i = 1,2, of G such that they are 
also m-pendants of G’. 
FIG. 8. The situation of the proof of Lemma 3.2 (4). 
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(ii) ec(G’) = m - I ( = ec( G)) and, therefore, any m-pendant of G’ is external. 
(iii) K is an (S, S:)-cut of G’ and of G with (KI = m - 1, i= 1, 2. 
(iv) K does not separate S, from S2 or S’, from S;, and B(S, K; G’)= 
B(S, K; G) = S. 
By Proposition 3.3, we can find a pair of vertices u; and U; as follows: u; E S;, 
u; = u2, and they satisfy the edge condition for G. Then 
Put 
S(u;, m; G”)=S(u;, m; G”). 
If we can show that 
Z = S(u’, , m; G”). 
VW, WI 2 m 
then Z is not an m-pendant of G”, since 
d(Z, G”) = d(Z, G) = IK(Z, G)I. 
Let P, (Qi, respectively), i= l,..., m - 1, be pairwise disjoint (S, , &)-paths 
((S;, S;)-paths) of G, and we fix them. Let Y (r’, respectively) denote the total num- 
ber of those (S,, S2)-paths ((S;, &)-paths) which do not pass through edges of K. 
We assume that 
E(P,) n K= @ if i_lr (E(Qi) n K= 0 if is”). 
Since 
S,nZ=fZI and S;nZ=@ (by Proposition 3.10 (l)), 
S, and S; are also m-pendants of G” (by Proposition 3.7). Therefore 
E(P,) n KC-Z G) Z 0 and E(QJnK(Z G)+0 for i = l,..., m - 1. 
We have 
2(m-I-r)s[K[=m-1 or ef(m-Wl (211, 
since 
IE(P,) n KI 2 2 if r+ 1 sisrn- 1. 
Similarly, we have 
r’zr(m-1)/21 (21). 
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It follows that 
since 
IK(Z, G)lz Y + r’ >= 2r(m - 1)/2J, 
WJ n EK!J = 0 if isr and jsr’. 
Therefore it suffices to consider the case where 
m - 1 is even and r=r’=(m-1)/2 (21) 
since otherwise we have lK(Z, G)( zrn. Clearly 
m 2 3, m-l-r>O, and m-1-r’>O. 
Without loss of generality we can assume that K has an edge e = (u, u’) such that 
UES and eEE(Pm-l)nE(Qm-,). 
Then an (S,, S;)-path P of G is formed by joining the three paths: the (S,, {u))- 
subpath of P,,- , , the edge e, and the ((a’}, S’, )-subpath of Q,- i, in this order. 
Since 
and 
E(P) n N-Z G) # 0 
E(P)nE(Pi)=E(P)nE(Qj)=@ if isr and jsr’, 
we have 
)K(Z,G)Jzr+r’+l=m. 
Remark 3.4. Suppose that m = k = et(G) + 1 in Lemma 3.2. Since 
d(S(k), G) = k - 1 if and only if S(k) is a k-pendant of G 
for any k-component S(k) of G, we have 
Q.E.D. 
ED(S(k), G) = ; 
if S(k) is a k-pendant of G 
otherwise, 
and 
D(G) = Pk(G) ( 2 2). 
COROLLARY 3.3. Suppose that m=k=ec(G)+ 1. Then S(ul, k; G’) = 
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S(uz, k; G’), and we can find distinct vertices u, and u2, satisfying the edge condition 
for G, such that, for any k-edge-component S of G’, 
1 
2 ifS=S(u,, k;G’)andPk(G)#3 
D&S, G) - D,(S, G’) = 1 ifS=S(u,, k; G’)andPk(G)=3 
0 otherwise. 
Proof: Let ui and u2 be the distinct vertices mentioned in Lemma 3.2, and let S 
be any k-component of G’. Clearly, 
S(u,, k; G’) = S(u,, k; G’). 
Put 
Z=S(u,, k; G’). 
Then Z is the only k-augmenting set of G by Lemma 3.2 (l), and any other 
k-component of G’ is a k-component of G. If S# Z then (ui, u,} n S= 0, 
d( S, G) = d( S, G’), and, therefore, 
D(S, G) = ED(S, G) = ED(S, G’) = D(S, G’). 
Now suppose that S= Z. Then, by Remarks 3.2 (l), S contains exactly two 
k-pendants S(u,, k; G), i= 1,2, of G, and they are the terminals of S. By 
Proposition 3.10(2) (iii) and Remark 3.4, 
D(S’, G)= :, 
if S’ = S(u,, k; G) for either i = 1 or i = 2 
otherwise 
for any k-component S’ of G such that S’ c S. That is, 
CD( S, G) = 2. 
Clearly, 
if S # V(G) then ED(S, G) 5 1. 
Hence, whether S # V(G) or S = V(G), we have 
D(S, G) = 2. 
If p’(G) = 3 then Lemma 3.2 (3) shows that 
D(S, G’) = 1, 
since S is a k-pendant of G’ such that S # V(G’). If either Pk(G) = 2 or Pk(G) 2 4 
then, by Lemma 3.2 (2) or (4), we have 
D(S, G’) = 0, 
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since S = V(G’) (that is, ec(G’) = k) or S c V( G’) is not a k-pendant of G’. Thus the 
corollary follows. Q.E.D. 
So far we have discussed the case with m = k = et(G) + 1. Now we proceed to the 
case with m = k > et(G) + 1. We note that 
if k>ec(G)+ 1 then S(ul , k; G’) # S(u,, k; G’). 
For any k-component S of G’, we have 
S# J’(G), ISn (u,, uz}lIl, 
ED(S, G) - 1 if S = S(u,, k; G’) for either 
D(S, G’) = ED(S, G’) = i=l ori=2andd(S,G)<k 
ED(S, G) otherwise. 
The proof of Corollary 3.3 has already used the following result: if S is an 
k-augmenting set of G and if S’ is any k-component of G such that S’ c S then, by 
Proposition 3.10 (2) (iii) and Remark 3.4, 
1 if S’= S(u,, k; G) for either i= 1 or i= 2 
D(S’, G) = ED(S’, G) = 
0 otherwise. 
LEMMA 3.3. Suppose that m = k > cc(G) f 1. Then S(u,, k; G’) # S(U,, k; G’), 
and, for any k-edge-component S of G’, we have 
i 
1 $S = S(U,, k; G’) for either i = 1 or i = 2 
D,(S, G) - D,(S, G’) = 
0 otherwise. 
Proof Clearly, 
S(ul, k; G’) # S(uz, k; G’), S(ur , k; G) # S(u,, k; G), and S # V(G). 
We consider two cases separately: 
(1) The case where S is also a k-component of G. We note that if et(G) = 0 
then any k-component of G’ is a k-component of G. Therefore the discussion of (1) 
includes the case with et(G) = 0. We also note that if S = S(ui, k; G’) for either i = 1 
or i=2 then 
S = S(u,, k; G) and d(S, G) < k. 
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Hence 
D(S, G’) = ED(S, G’) 
i 
ED(S, G) - 1 ifS=S(u,,k;G’)foreitheri= 1 ori= 
= ED(S, G) otherwise 
ifS=S(u,,k;G’)foreitheri=lori=2 
otherwise. 
(2) The case where S is a k-augmenting set of G. Remark 3.3 shows that 
et(G) > 0, since IS n { ur , uz} ( 5 1. Let S’ denote any k-component of G such that 
s’ c S. We consider two cases (i) and (ii) separately. 
(i) First, suppose that S# S(u,, k; G’) for i = 1, 2. Then 
Sn {ur, u2} =@, d(S, G)=d(S, G’), and D(S, G’)=ED(S, G’)=ED(S, G). 
Since 
S’ n S(u,, k; G) = @ for i= 1, 2, 
we have 
D(S’, G) = 0, CD(S, G) = 0, D(S, G) = max(ED(S, G), 0) = ED(S, G), 
and 
D(S, G’) = D(S, G). 
(ii) Next, suppose that S= S(u,, k; G’) for either i= 1 or i= 2. We will 
show that D(S, G)-D(S, G’)= 1. Put 
Si = S(uj, k, G) for j= 1,2. 
Then 
s, c s, D(S,, G) = ED(S,, G) = 1 for either j= 1 or j = 2, 
and 
D(S’, G) = ED(S’, G) = 0 if S’# S,. 
Therefore, for either i= 1 or i= 2, 
CD(S, G) = D(S;, G) = ED(S,, G) = 1. 
Now suppose that d(S, G) <k. Then 
ED(S, G) 2 1 and D(S, G’) = ED(S, G’) = ED( S, G) - 1. 
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Therefore, 
D(S, G) =max(ED(S, G), CD(S, G)) = max(ED(S, G), 1) 
= ED(S, G) = D(S, G’) + 1. 
Next, suppose that d(S, G) 2 k. Then 
D(S, G’) = ED(S, G’) = ED(S, G) = 0. 
Therefore 
D(S, G) =max(ED(S, G), CD(S, G)) = max(O, 1) = 1 = D(S, G’) + 1. Q.E.D. 
Finally, we consider the general case with et(G) + 1 5 m 5 k. 
LEMMA 3.4. Suppose that the pair u1 and u2 satisfy the edge condition for G and 
et(G) + 15 m 5 k. Then, for any m-edge-component S of G’, 
D,(S, G) - D,(S, G’) = i 
2 if (u,, u,}zSandeither P”‘(G)#3 
ormfk 
! 
1 if ](u,,u,)nSI=l,orif 
h, u,jcSandP”(G)=3 withm=k 
0 otherwise. 
Proof. S is identical to an m-component of G or is an m-augmenting set of G. 
We prove the lemma by induction on m. We note the following (by Proposition 3.6 
or Lemma 3.2): if m = et(G) + 1 then ) ( u,, u*} n SI # 1, and if m>ec(G)+ 1 then 
I{q, u2j nSlP2. 
(1) The case with m = k (inductive basis). We have 
I 2 if{u,,u,}cSandPk(G)#3 D(S, G)-D(S, G’)= ’ if((u,,u,}nSI=l,orif (u,,u,)~SandP~(G)=3 
P otherwise, 
by Corollary 3.3 and Lemma 3.3. Thus the lemma holds if m = k. 
(2) We assume that the lemma holds for any i with m + 1 s i 5 k (inductive 
hypothesis), where k > et(G) + 1, and we show that the lemma holds for any 
m-component S of G’ with m < k. 
For each t 2 m, let S(t) (S(t)‘, respectively) denote any t-component of G (of G’) 
such that S(t)E S (S(t)‘r S). Clearly we can assume that S is a critical m-com- 
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ponent of G’. That is, S is the disjoint union of at least two (m + I )-components of 
G’ and of G: S(m + 1)’ c S and S(m + 1) c S. We note that 
D( S, H) = max( ED( S, H), CD(S, H)), 
where either H = G or H = G’, 
c D(S(mL G) 
S(m)cS 
CD(S, G) = 
c D(S(m + 1, G) 
S(rnfl)~S 
if S is an m-augmenting set of G 
otherwise, 
and 
CD(S, G’)= 1 D(S(m + l)‘, G’). 
S(m+l)‘cS 
Those (m + 1)-components of G’ that are subsets of S are partitioned into the 
following two classes: 
COM = { S(m + 1)‘: S(m -t 1)’ is also an (m -t 1 )-component of G} 
and 
AUG = { S(m + 1)‘: S(m + 1)’ is an (m + 1)-augmenting set of G}. 
We have 
JCOM u AUG( > 1, 
and 
CD(S, G’) = 1 D(S(m + l)‘, G’) + 1 (S(m + l)‘, G’). 
S(m+ I)‘ECOM S(m+ IYEAUG 
We note that, by Proposition 3.6 (l), 
if AUG#(ZI then ec(G)>O (since m+ 1 > 1). 
Clearly, S(m + 1)’ is the disjoint union of one or more (m + l)-components of G, 
and 
If U,E S then 
IS(m+ 1)‘n (u,, uz)l 5 1. 
S(u,, m -k 1; G) E S(u,, m + 1; G’) c S, 
S(u,, m + 1; G’) E S(u,, m; G) c S, 
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and 
D(S(ui, m + 1; G), G) 2 ED(S(uiy m + 1; G), G) 2 k-m 2 1. 
Therefore, 
CD(S, G) 2_ x and D(S(ui, m + 1; G’), G) 2 1, 
where 
By inductive hypothesis, 
D(S(m + 1 )‘, G) - 1 if ui E S(m + 1)’ for either 
D(S(m + l)‘, G’) = i=lori=2 
D(S(m + l)‘, G) otherwise 
for any S(m + 1)‘. Although there are two cases for each of S(ui, m + 1; G’) and 
S(m + 1)’ ( # S(ui, m + 1; G’), i= 1, 2): 
S(u,, m + 1; G’) E COM or S(u,, m + 1; G’) E AUG; 
S(m+ 1)‘ECOM or S(m + 1)’ E AUG, 
it follows that 
CD(S, G’) = 1 D(S(m + 1)‘, G) 
S(m+ 1)‘sCOM 
+ c D(S(m + l)‘, G) - x, 
S(m+ I)‘EAUG 
sinceifuiES, i=l,2, thenS(u,,m+l;G’)#S(u,,m+l;G’). 
First we will show that CD(S, G’) =CD(S, G)-x and then prove that 
D(S, G’) = D(S, G) - x. 
Case 1. Assume that et(G) = 0. Since m + 1 > et(G) + 1 = 1, we have 
AUG=@ 
and, therefore, 
CD(S, G’) = 1 D(S(m + l)‘, G) - x. 
S(m+ 1)‘eCOM 
(We note that x # 2 if m > et(G) + 1, and x # 1 if m = et(G) + 1.) If S = S(m) then, 
clearly, 
CD( S, G’) = CD( S, G) - x. 
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Suppose that S # S(m), or S is an m-augmenting set of G. Put 
Z”‘= S(u- 1. G) I> 5 9 i= 1, 2. 
Then 
m=ec(G)+ l( = l), s = z” I ” z(2) > and x = 2. 
If Z(j) is a critical l-component of G then (Zci)l > 1, Z(j) includes at least two 
2-pendants of G and 
c D(W), G) = CD(Z”‘, G) 2 2(k - 1) > k = ED(Z”’ = G) 7 9 
S(2) 5 2”) 
showing that 
D(Z”‘, G) = 1 D((S(2), G). 
S(2) E Zf’) 
If Z(j) is a critical m’-component of G with m’ > 1 then we can say that it is a 
2-component of G: Z(j) = S(2). Therefore, whether Z (j) is a critical l-component of 
G or not, we have 
c D(S(2), G) = D(Z”‘, G). 
S(2 1 E Z”J 
Also 
CD(S, G) = D(Z”‘, G) + D(Zc2’, G), 
and S is a critical l-component of G’. Since 
S(2) s Z(‘) or S(2) E z’*’ for any S(2), 
we have 
CD(S,G’)= c D(S(2),G)+ 1 D(S(2),G)-2 
.s(2)GZ(‘) S(2)r.m 
= D(Z”’ 3 G) -t- D(Zc2’, G) - 2 
= CD(S, G) - 2. 
Case 2. Assume that et(G) > 0. Then 2 5 et(G) + 1 < m + 12 k. For each 
S(m + l)‘, there exists S(m) such that S(m+ l)‘cS(m)c S. If S(m+ l)‘eAUG 
and S(m + 1)’ c S(m) then, by Proposition 3.13, 
ED(S(m + l)‘, G) 5 CD(S(m + l)‘, G) 
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or 
D(S(m + 1 )‘, G) = CD(S(m + 1 )‘, G) 
= 
c 
D(S(m + l), G). 
S(m+l)cS(m+1)’ 
There are two cases: (a) S= S(m) or (b) S# S(m), and we consider them 
separately: 
(a) S is a critical m-component of G (that is, S # S(m + 1)) and 
S(m) = S # S(m + 1)‘. Therefore, 
CD(S, G’) = 1 D(S(m + l)‘, G) 
S(rn+l)‘~C0M 
+ c D(S(m + l)‘, G) -x 
.S(m+ l)‘eALJG 
= 
c D(S(m + l)‘, G) 
S(m+ l)‘sCOM 
f 
c ( 
c D(S(m+ l), G) -x 
S(m + 1)’ E AUG qmc l)cS(rn+ 1)’ > 
= c D(S(m+ l), G)-x 
S(m+ 1)c.s 
= CD( S, G) - x. 
(b) S is an m-augmenting set of G, S(m)#S, and IS(m)n {u,,u2)l 5 1. 
There are two subcases. 
(b.1) S(m+ l)‘=S(m) or (b.2) S(m + 1)’ c S(m) 
in computing D(S(m), G) and we consider them separately: 
(b.1) If S(m + 1)’ = S(m) then 
D(S(m), G) = D(S(m + l)‘, G) 
D(S(m + l)‘, G’) + 1 if ui E S(m) for either 
= i=lori=2 
D(S(m + l)‘, G’) otherwise. 
(b.2) Suppose that S(m + 1)’ c S(m). S(m) is the disjoint union of those 
S(m + 1)’ E COM u AUG. If S(m + 1)’ c S(m) and S(m + 1)’ E AUG then, by 
Proposition 3.13, 
D(S(m + l)‘, G) = CD(S(m + I)‘, G) = c D(S(m + l), G). 
S(m+l)cS(rn+l)’ 
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Therefore, for every S(m + 1)’ E COM u AUG, we can write 
D(S(m + l)‘, G) - 1 if ui E S(m + 1)’ for either 
D(S(m + l)‘, G’) = i=lori=2 
D(S(m -t l)‘, G) otherwise 
i 
c D(S(m+ l), G)- I ifqES(m+ 1)‘for 
= 
S(m+ l)ES(m+ 1)’ either i= 1 or i=2 
c D(S(m + 11, G) otherwise. 
S(m+ l)cS(m+ 1)’ 
If U,E S(m) then there exists exactly one S(m + 1)’ c S such that U,E S(m + 1)‘. 
Hence 
CD(W), G’) 
= c D(S(m + l)‘, G’) 
S(m+l)‘cS(rn) 
I 
= ( c D(S(m + l), G) - 1 1 if USE S(m) for S(m+l)‘cS(m) S(m+l)cS(m+l)’ 
eitheri=lori=2 
ZZ 
= ( 
c W(m + 11, G) otherwise 
S(m+l)‘cs(m) S(m+l)GS(m+l)’ ) 
/ 
CD(S(m), G) - 1 if ui E S(m) for either i = 1 
= ori= 
CD(S(m), G) otherwise. 
Since 0 < et(G) < m < k, if there is S(m + 1)’ c S(m) then Proposition 3.14 shows 
that 
ED(S(m), G) s CD(S(m), G), or D(S(m), G) = CD(S(m), G). 
Thus we have 
D(S(m), G) = CD(S(m), G) 
CD(S(m), G’) + 1 if ui E S(m) for either i = 1 
= ori= 
CD(S(m), G’) otherwise. 
EDGE-CONNECTIVITY AUGMENTATION 137 
Combining (b.1) and (b.2) shows that, for every S(m) c S, we can write 
c D(S(m + l)‘, G’) + 1 if ui E S(m) for 
.S(m+l)‘rS(m) 
D(s(m), G) = 
either i= 1 or i=2 
c D(S(m + l)‘, G’) otherwise. 
We note that S(u,, m; G) # S(u,, m; G) if U,E S, i = 1, 2. Therefore 
CD(S, G) = c D(W), G) 
S(m) c s = D(S(m + 1 )‘, G’) f x 
= c D( S(m + 1 )‘, G’) + x 
S(m+l)‘cS 
= CD( S, G’) + x. 
Cases 1 and 2 show that CD(S, G’) = CD(S, G) - X. Next we will show that 
D(S, G’) = D(S, G) - x. There are three cases (i)-(iii) depending on x, and we 
consider them separately: 
(i) The case with x=0. Then 
CD(S, G’) = CD(S, G). 
Since 
d(S, G’) = d(S, G) or ED(S, G’) = ED(S, G), 
we have 
D(S, G) = D(S, G’). 
(ii) The case with x = 1. Then 
CD(S, G’) = CD(S, G) - 1. 
Without loss of generality we assume that ur E S and u2 $ S. Also, in this case, 
m > et(G) + 1, S Z V(G), S(u,, m; G’) # S(uz, m; G’), 
if d(S, G) < k 
otherwise. 
(We note that if d(S, G) >= k then ED(S, G’) = ED(S, G) = 0.) 
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Suppose that d(S, G) < k. Then 
D(S, G’)=max(ED(S, G’), CD(S, G’))=max(ED(S, G)- 1, CD(S, G)- 1) 
= max(ED(S, G), CD(S, G)) - 1 = D(S, G) - 1. 
Next, suppose that d(S, G) 2 k. Then 
D(S, G’) = CD(S, G’) and D(S, G) = CD(S, G). 
Therefore we have 
D(S, G’) = CD(S, G’) = CD(S, G) - 1 = D(S, G) - 1. 
(iii) The case with x=2. Then 
CD(S, G’) = CD(S, G) - 2. 
In this case 
S = S(u,, m; G’) = S(u,, m; G’), m = et(G) + 1 < k, 
and, by Lemma 3.2 (1 ), S is the only m-augmenting set of G. 
First suppose that S = V(G). Since ED(S, G) = ED(S, G’) = 0 by definition, we 
have 
D( S, G) = D(G) = CD( S, G) and D( S, G’) = D( G’) = CD( S, G’), 
showing that 
D(S, G) - D(S, G’) = 2. 
Next suppose that S# V(G). Then 
ec(G’) = m - 1 ( = et(G)), and P”(G) 13. 
S is a proper subset of the (m - 1)-component V(G) and et(G) + 15 m <k. 
Proposition 3.13 shows that 
ED(S, G) 5 CD(S, G) or D(S, G) = CD(S, G). 
The proof of Proposition 3.13 also shows that 
CD(S,G)&ED(S,,G)+ED(S,,G)Z2(k-m-+1)(24), 
where Si = S(u,, m; G), i = 1,2. We have 
d(S, G’)=d(S, G)zm- 1 or ED(S, G’) = ED(S, G) 5 k-m + 1. 
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Since m < k, we have 
CD(S, G’)=CD(S, G)-2>=2(k-m)zk-m+ lzED(S, G’), 
showing that 
D(S, G’) = CD(S, G’). 
Thus 
D(S, G) - D(S, G’) = CD(S, G) - CD(S, G’) = 2. 
This completes the proof by induction on m. Q.E.D. 
A pair of distinct vertices U, , u2 E V(G) is said to be admissible if the following 
hold: 
( 1) The pair U, , u2 satisfy the edge condition for G. 
(2) Ifec(G)=k-1 and Pk(G)z4 then S(u,,k;G’) (=S(u*,k;G’)) is not a 
k-pendant of G’. 
COROLLARY 3.4. Suppose that 0 5 et(G) < k. Then we can find an admissible pair 
of vertices u,, u2 such that 
EA,(G) - EA,(G’) = 1. 
Proof. Proposition 3.3 (3) and Lemma 3.2 (4) assure that we can find an 
admissible pair of vertices ul, u2 E V(G). 
(1) If k=ec(G) + 1 and P”(G)= 3 then ec(G)>O, and we have 
D(G) = 3 and D( G’) = 2 
(by Lemma 3.2 (3), Remark 3.4, and Corollary 3.3). 
(2) Suppose that k>ec(G)+ 1 or that k=ec(G)+ 1 and Pk(G)#3. Let 
m = et(G) + 1 and S(m) (S(m)‘, respectively) be any m-component of G (G’). Since 
Proposition 3.6 (2) shows that IS(m)’ n (ul, uz)I # 1, it follows from Lemma 3.4 
that 
D(S(m)‘, G) - D(S(m)‘, G’) = i 
if ui E S(m)’ 
otherwise. 
Put S= S(u,, m; G’). Then S is the only m-augmenting set of G, and any other 
S(m’) E V(G) - S (if it exists) is an m-component of G. If S= V(G) then, clearly, 
D(G) - D(G’) = D(S, G)- D(S, G’) = 2. 
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Suppose that S c V(G). By Proposition 3.13, 
CD(S, G) 2 ED(S, G) or D(S, G) = CD(S, G). 
Hence, by Lemma 3.4, 
D(G) - D( G’) = CD( I’(G), G) - CD( I’(G), G’) 
= c D(S(m), G) - D(S, G’) 
S(m)cS 
= CD(S, G) - D(S, G’) 
= D(S, G) - D(S, G’) 
= 2. 
Thus, in both cases, 
EA(G) - EA(G’) = rD(G)/21- rD(G’)/21= 1. 
3.7. The Proof That R,(G) = EA,(G) 
Summarizing the discussion so far we obtain the following theorem. 
Q.E.D. 
THEOREM 3.2. For any G with I V(G)1 > 1 and for any fixed k 2 2, 
Rk( G) = EA,J G). 
Proof: If et(G) = k then 
R(G) = EA(G) = 0 
by Proposition 3.4. We consider the case with et(G) <k. Lemma 3.1 shows that 
R(G) 2 EA(G). 
We will show that we can add EA(G) edges to G so that the resulting graph may be 
k-edge-connected, proving that 
R(G) 5 EA(G). 
The proof is by induction on k-augmentation numbers of graphs. 
(1) The case with EA(G) = 1 (inductive basis). Then D(G) 5 2. The proof of 
Proposition 3.4 shows that et(G) > 0. Proposition 3.3 (3) shows that 
Pk( G) 2 2, 
since ec( G) < k. Therefore 
P”(G) = 2 and D(Si, G) = 1 for i = 1, 2, 
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where S, and S2 denote the two k-pendants of G. We have 
D(S, G)=O 
for any k-component S of G such that S # Si, i = 1,2. 
Suppose that et(G) < k - 1. Then G has an et(G)-cut K, and, by 
Proposition 3.3 (3), G has at least two (et(G) + 1)-pendants S; and S;, for which 
D(S;, G) 2 k -w(G) > 1, i= 1,2. 
This implies that 
D(G) > 2, 
a contradiction. 
Thus et(G) = k - 1, and Lemma 3.2 (2) shows that V(G) is a k-augmenting set of 
G. If we choose uio Si, i = 1,2, then G’ = G + (u,, a*) is k-edge-connected. Clearly 
(ui, u2} is an admissible pair. 
(2) We assume that, for any graph H, if EA(H) < t (t 2_ 2) then we can add 
EA(H) edges to H so that the resulting graph may be k-edge-connected (inductive 
hypothesis). Now let G be any graph with EA(G) = t. Then Corollary 3.4 shows 
that we can find an admissible pair of vertices u1 and uq of G such that 
EA(G) - EA(G’) = 1, 
where G’ = G + (u,, uz). By inductive hypothesis we can add EA(G’) edges to G’ so 
that the resulting graph may be k-edge-connected. Therefore we can obtain a 
k-edge-connected graph by adding EA(G’) + 1 ( = EA(G)) edges to G, showing that 
R(G) s EA(G). Q.E.D. 
4. CONCLUDING REMARKS 
We have characterized, in Theorem 3.2, the minimum number R,(G) of edges, 
whose addition to a graph G result in a k-edge-connected graph, by means of the 
demand D(G) of G: 
R,(G) = EA,(G) = rD(G)/21. 
The proof of Theorem 3.2 also shows an algorithm to determine, for any given 
graph G = ( V, E) (( VI > 1) and any fixed k 2 2, a minimum set A of edges such that 
G + A is k-edge-connected. We briefly mention this algorithm and its time com- 
plexity. The algorithm first constructs the initial data structure and then repeats the 
two procedures: searching an admissible pair ui, u2 for the current graph G and 
updating the data structure for the graph G’ = G + (ul, uz). 
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We use the following logical data structure, which is referred to as the component 
tree for G. Let S(m) (S(m)‘, respectively) denote any m-component of G (G’). 
The componenr tree CT(G) is an undirected tree defined by the following: 
(1) V(CT(G)) consists of those vertices uG, u,(,), and u, representing, respec- 
tively, V(G), each s(m) (15 m 5 k), and each vertex v E V(G); uG, u,(,), and U, are 
referred to as the root, an m-component vertex, and a leaf; respectively. 
(2) For any distinct vertices U, U’ E V(CT(G)), there is an edge 
(u, u’) E E(CT(G)) if and only if one of the following holds: 
(i) u is the root and U’ = us(I). 
(ii) u = u,(;) and U’ = usci+ , ) such that S(i + 1) c S(i), 1 5 i < k. 
(iii) u = us(k) and U’ = U, such that v E S(k). 
Put 
n, = I VG)l, n, = lE(G)I, L = min(k, n,}. 
The construction of the component tree CT(G) for G can be done in O(Ln: n,) time 
if we use the maximum-flow algorithm, as in [4,9], to compute M&u, u’) for every 
pair U, U’E V(G). The computation of the following (i)-(iv) for G can be done in 
O(k(n, + n,)) time. 
(i) The degree d,(S(m), G) for every S(m), m= l,..., k. 
(ii) Dk(G) (the demand of G). 
(iii) et(G) (the edge-connectivity of G). 
(iv) P”(G) (the number of m-pendants of G) with m = et(G) + 1. 
With the initial data structure above, the following can be done in Co(Ln%(E(G’)() 
time: 
(1) the search of an admissible pair of vertices u,, t.+ of G and the construc- 
tion of CT(G’) for G’ = G + (u, , u,); 
(2) the computation of the following for CT(G’): 
(i) d,(S(m)‘, G’) for every S(m)‘, m = l,..., k. 
(ii) ec( G’). 
(iii) P”(G’) with m = ec(G’) + 1. 
Repeating (1) and (2) by EA,(G) times completes the k-edge-connectivity 
augmentation of G. Since 
EA,(G - E(G)) = kn,, 
we have 
EA,(G) 5 kn, 
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and 
(E(G)\ + (E(G’)J + ... + (E(G + A)( 
=n,+(n,+l)+ ... + (n,+ EA,(G)) 5 (kn, + l)(n,+kn,). 
Therefore we can k-edge-connect a given graph G in O(kLni (kn, + n,)) time. 
Finally we mention k-vertex-connectivity augmentation problems. An m-vertex- 
component is similarly defined by means of vertex-disjoint paths instead of edge- 
disjoint paths, and a (u, v)-vertex-separator is a set of vertices defined analogously 
to that of a (u, o)-edge-separator. Let S, and S2 be distinct k-vertex-components 
and S be a (u, u)-vertex-separator with the minimum cardinality among all (u, u)- 
vertex-separators. Then 0 s (SI n S2 ( 5 k - 1, and G - S has at least two connected 
components, while distinct k-edge-components are disjoint and G - K has exactly 
two K-blocks for a (u, u)-edge-cut K. 
The k-vertex-connectivity augmentation problem has at least two aspects; we 
have to add edges so that 
(1) S, u S, is included in a new k-component and 
(2) S is no longer a (24, v)-separator. 
In fact the case with k = 3 has been solved based on this observation. Refer to 
[16, 171 for the details. The general case, however, seems to be more complicated. 
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