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ABSTRACT
Side Information (SI) has a strong impact on the rate-distortion performance in distributed video coding.
The quality of the SI can be impaired when the temporal distance between the neighboring reference frames
increases. In this paper, we introduce two novel methods that allow improving the quality of the SI. In the
first approach, we propose a new estimation method for the initial SI using backward and forward motion
estimation. The second one consists in re-estimating the SI after decoding all WZFs within the current
Group of Pictures (GOP). For this purpose, the SI is first successively refined after each decoded DCT band.
Then, after decoding all WZFs within the GOP, we adapt the search area to the motion content. Finally,
each already decoded WZF is used, along with the neighboring ones, to estimate a new SI closer to the
original WZF. This new SI is then used to reconstruct again the WZF with better quality. The experimental
results show that, compared to the DISCOVER codec, the proposed method reaches an improvement of up
to 3.53 dB in rate-distortion performance (measured with the Bjontegaard metric) for a GOP size of 8.
Keywords: Distributed video coding, Side information, Rate-distortion performance, Long duration GOP,
Adaptive search area
1. INTRODUCTION
Video coding standards, such as H.264/AVC, present an encoder much more complex than the decoder. This
is suitable for one-to-many broadcast transmission: the video is encoded once and decoded by many users.
In such a scheme, temporal correlation is exploited at the encoder side: motion estimation and compensation
is performed between adjacent frames. As a consequence, huge memory and computational resources are
necessary at the encoder. In contrast, for some applications, such as in wireless sensor networks, a low-
complexity encoder is required. More precisely, wireless sensors have limited memory and power and the
task of motion estimation has to be shifted to the decoder side. In this context, Slepian-Wolf and Wyner-
Ziv theorems1,2 establish, under some constraints, that the dependence between correlated sources can be
exploited only at the decoder side, without loss in the Rate-Distortion (RD) performance with respect to
classical predictive coding.
This paradigm is called Distributed Video Coding (DVC)3 when it is applied to video sequences. A very
popular architecture in this context is the so-called Stanford codec4 , which is adopted in this paper (see
Fig. 1): the video stream is split into Key Frames (KFs) and Wyner-Ziv Frames (WZFs). The distance
between two KFs is called GOP size, and usually is a power of two. The KFs are INTRA-coded. The
WZFs are transformed, quantized and fed to a channel encoder. Only the parity bits are sent to the de-
coder, while the systematic bits are discarded. At the decoder, an estimation of the WZF is needed, by
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Figure 1: Stanford architecture for Distributed Video Coding (example for GOP = 4).
interpolating/extrapolating the already decoded frames. This estimation is called Side Information (SI) and
is considered as a noisy version of the true WZF. The errors can be corrected by the parity bits, which are
requested via a feedback channel.
Nevertheless, the performance gap between DVC and predictive coding remains. This is in part due to
the quality of the SI, which has a strong impact on the final RD performance. This is even more evident for
long duration GOPs, i.e. when two successive KFs are far apart. Only a small number of works propose
to enhance the SI for long duration GOPs. In other works5–7 , a hierarchical structure for estimating and
decoding the WZFs for long duration GOP and for GOP sizes different from a power of two is proposed.
In our previous work8 , we have proposed a new approach to combine the global and local motion estimation
at the decoder, in order to improve the quality of the SI. In this approach, the global parameters are estimated
at the encoder using SIFT features. We also introduce another approach9 based on support vector machine
for the combination of global and local motion estimation. High-order motion interpolation has also been
proposed10 in order to cope with object motion with non-zero acceleration.
In the previous work presented by Petrazzuoli et al.11 , when the temporal distance between the reference
frames is greater than two, the SI is re-estimated for the WZFs after decoding all WZFs within the current
GOP. This re-estimation consists in applying the Motion-Compensated Temporal Interpolation (MCTI)12
technique between the neighboring decoded WZFs, without using the current decoded WZF. In our previous
work13 , we proposed solutions for improving the SI quality in transform-domain DVC, based on successive
refinement of the SI after each decoded DCT band.
In this paper, we propose two new methods for SI improvement in transform-domain DVC. First, we
propose a new approach based on backward and forward motion estimation, in order to generate the initial
SI. It consists in selecting reliable motion vectors from the backward and forward estimations. Second, we
aim at refining the SI for large GOP sizes. In this case, the central SI is of worse quality w.r.t. the lateral
ones, because the reference frames used for estimating the central WZF are farther apart. The consequence
is that the PSNR of the decoded frames fluctuates within the GOP. Therefore, we propose to re-estimate the
SI using the already decoded WZF and the adjacent decoded frames (WZF or KF). During the re-estimation
procedure, an adaptive search area and a variable block size are also used. Finally, the WZFs are reconstructed
with an improved quality, using the same parity bits sent during the first step.
This paper is organized as follows: in Section II, we discuss some of the related works. In Section III, the
proposed methods are presented. In Section IV, experimental results are shown and, in Section V, we draw
some conclusions.
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Figure 2: MCTI technique.
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Figure 3: WZF estimation for GOP size = 4 (the already decoded WZFs are in green dashed lines.)
2. RELATED WORKS
2.1 DISCOVER codec
The DISCOVER codec14 is one of the reference architectures for DVC. In this section, the procedure of
encoding and decoding the WZFs is described. The WZF is transformed by a 4× 4 DCT and each coefficient
is quantized with a number of levels that depends on the DCT band. For each band, the bits are grouped
in bit-planes and independently encoded by a Low Density Parity Check Accumulate (LDPCA) code. Only
the parity bits are sent to the decoder side. The SI (i.e. the estimation of the WZF at the decoder) is
obtained by applying the MCTI technique between the forward and backward reference frames. Then,
this SI is transformed by a 4 × 4 DCT: these DCT coefficients are considered as a noisy version of the
true WZF DCT coefficients. The errors are corrected by using the parity bits sent by the encoder. The
reconstruction is performed by using the SI DCT coefficients and the decoded DCT coefficients. Let i be the
decoded quantization index and y the SI DCT coefficient. The reconstruction step15 consists in computing the
expectation xˆ = E[x|x ∈ Bi, y], where Bi is the quantization interval corresponding to the index i. Finally,
the inverse DCT is applied.
2.2 SI construction by MCTI technique
MCTI16 is commonly used in DVC to generate the SI. Fig 2 shows the architecture of MCTI technique.
Backward Reference Frame (BRF) and Forward Reference Frame (FRF) are used to generate a SI for the
current WZF. First, the two reference frames are filtered, in order to smooth out noise. The next step is a
motion estimation from FRF to BRF (backward motion estimation) to estimate for each position p, a motion
vector v(p). Bidirectional motion estimation algorithm is employed to refine the motion vectors obtained in
the forward motion estimation procedure. At this stage, we search for the vector that intersects the WZF in
the point closest to p (let it v(q)): the backward and forward vectors u and w are defined as u(p) = 12v(q)
and w(p) = − 12v(q). The vectors u(p) and w(p) are refined around the positions p + u(p) and p +w(p),
using a vector e ∈ W = {−1, 0, 1} × {−1, 0, 1}: we search for e that gives the best matching between the
BRF and FRF. A second refinement step is performed with an halved block and search window size. In order
to smooth out the two motion vector fields (MVFs), a weighted median filter is then applied. Finally, the
estimation of the WZF consists in taking the average of the two motion compensated reference frames.
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Figure 4: Backward and forward motion estimation.
2.3 SI construction for large GOP sizes
Let us start by describing the reference technique. Let Ik be the WZF that we want to estimate. When the
GOP size is equal to 2, the decoding procedure is very simple. The frames used for the interpolation are the
decoded KFs Iˆk−1 and Iˆk+1. If the GOP size is equal to 4, the WZF Ik is usually estimated by using the
decoded KFs Iˆk−2 and Iˆk+2 (Fig. 3 left). Then, this estimation is corrected using parity bits, thus producing
the decoded WZF Iˆk. The WZF Ik−1 is estimated using Iˆk−2 and Iˆk, then Ik+1 is obtained by interpolating
Iˆk and Iˆk+2. The consequence is that Iˆk−1 and Iˆk+1 are of better quality with respect to Iˆk: in fact the
PSNR of the decoded WZFs is varying within the GOP depending on the distance between the reference
frames. In our previous work11 , we proposed to add another step: once Ik−1 and Ik+1 have been decoded,
the frame Ik can be re-estimated by applying the MCTI technique between Iˆk−1 and Iˆk+1 (Fig. 3 right). The
reconstruction is applied again using the new SI to obtain the final decoded WZF, without requesting any
additional parity bits. This procedure can be extended for other GOP sizes.
2.4 Successive refinement techniques
SI improvement can also be obtained by using a successive refinement technique. In our previous work,13
after the decoding of each DCT band, three steps are performed in order to refine the SI: Suspicious vector
detection, Refinement, and Mode decision and compensation.
The first step consists in detecting possible false vectors. For this purpose, the Mean Absolute Difference
(MAD) is computed between the actual SI and the Partially Decoded WZF (PDWZF), for the vector asso-
ciated to the current block of size 8 × 8 pixels. If the MAD is greater than a given threshold, this vector
is classified as suspicious. In this case, the vector is re-estimated using a fixed search area of ±16 pixels,
with a precision of two pixels and using an extended block of size 12× 12 pixels. Then, the obtained motion
vector is refined within a search area of ±3 pixels with a half-pixel accuracy. Otherwise, in the second step,
this vector is considered as the true motion and will be only refined within a small search area. The last
step consists in the choice of motion compensation modes. Let MADp and MADn be the MAD between
the current block in the PDWZF and the corresponding block in the previous and next reference frames,
respectively. If |MADp −MADn| < γ, we compute an average of the two frames (“bimode”); otherwise, if
MADp < MADn, only the backward reference frame is used for motion compensation (“backward mode”),
and, if MADp > MADn, only the forward reference is used (“forward mode”).
3. PROPOSED METHODS FOR SI IMPROVEMENT
3.1 Part I - Side Information Generation (SIG)
In DISCOVER codec, the SI is generated using MCTI technique. In this paper, we propose a new approach
to generate the SI, which is based on backward and forward motion estimation. We refer to backward motion
estimation when we search in the BRF to find the most similar block to the target block in FRF and forward
motion estimation when the most similar block to the target block in BRF is found in FRF (see Fig. 4).
Figure 5: An example of backward and forward reference frames.
Fig. 5 shows an example of four parts A, B, C and D in the backward and forward reference frame. The
parts A and B are defined in BRF, and the parts C and D are defined in FRF. As shown in the figure, the
parts A and D cannot be found in FRF and BRF respectively. Conversely, the parts B and C can be found
in FRF and BRF respectively. In backward motion estimation, we aim at finding the true motion vector
for each block in FRF. Thus, the motion vectors for the blocks in part D cannot be reliable. However, the
motion vectors for the same block positions can be reliable and accurate in forward motion estimation (the
part B can be found in FRF). Similarly, the motion vectors for the blocks in part A are not reliable in forward
motion estimation. In order to find the correct motion vectors for all blocks, we propose a new method which
consists in using both backward and forward motion estimations. The proposed SI generation is depicted in
Fig. 6. This new approach is described as follows:
• Low-Pass Filter: The reference frames are padded and low-pass filtered in order to improve the motion
vectors reliability.
• Backward and Forward Motion Estimation: A block matching algorithm is applied to estimate
the backward and forward motion vector fields. These motion estimations are computed with BS0×BS0
block size, a search area (S) of±SA0 pixels, and a step size of N0 pixels. In the block matching algorithm,
Weighted Mean Absolute Difference (WMAD) criterion is used to compute the similarity between the
target block b in F1 (F1 can be the BRF in forward motion estimation or the FRF in backward motion
estimation) and the shifted block in F2 (F2 can be the BRF in backward motion estimation or the FRF
in forward motion estimation) by the motion vector v ≡ (vx, vy) ∈ S as follows:
WMAD(b,v) =
1
BS20
x0+BS0∑
x=x0
y0+BS0∑
y=y0
|F1(x, y)− F2(x+ vx, y + vy)|
(
1 + λ
√
v2x + v
2
y
)
, (1)
where (x0, y0) is the up-left pixel of the block b and λ is a penalty factor which allows to penalize the
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Figure 6: Proposed SI generation.
MAD by the length of the motion vector ‖v‖ =
√
v2x + v
2
y. λ is empirically set to 0.01. The objective
of the block matching algorithm is to find the most similar block in F2 to the target block in F1. In
other words, the algorithm aims at obtaining the best motion vector Vb for the block b by minimizing
the WMAD as follows:
Vb = arg min
vi∈S
WMAD(b,vi). (2)
The obtained motion vectors are refined in N1 (N1 < N0) pixel(s) accuracy within a search area of
±SA1 pixels (SA1  SA0). The MAD criterion is used in the refinement process. Let V
back
b and V
for
b
be the obtained backward and forward motion vectors for the block b respectively, and MADback and
MADfor the mean absolute differences corresponding to the motion vectors V
back
b and V
for
b respectively.
We now aim at replacing the false motion vectors that can be obtained at the borders of the image by
reliable ones (for example, the obtained motion vectors for the blocks that form the part D in backward
motion estimation are not reliable). The motion vectors can be improved as follows:
if |MADback −MADfor| < Tb
The motion vectors Vbackb and V
for
b are considered to be reliable
otherwise
if MADback < MADfor
The motion vector Vforb is dropped
otherwise
The motion vector Vbackb is dropped
where Tb is a threshold.
• Quad-tree Refinement: The backward and forward motion vectors are obtained for each BS0 ×BS0
block. The objective of this step is to estimate the motion vectors for BS1×BS1 block (BSi+1 = BSi/2)
based on the obtained motion vectors of BS0 × BS0 block in the previous step. Thus, each BS0 × BS0
block is divided into four BS1 ×BS1 blocks. First, the four BS1 ×BS1 blocks inherit the motion vector
of the BS0 × BS0 block (see Fig. 7). Then, for each BS1 × BS1 block b, the motion vectors of the
neighboring blocks are taken into account to select the most accurate one. As shown in Fig. 7, one
motion vector among the four different candidates vn (n = 1, ..., 4) is selected for the block b according
to:
vb = argmin
vn
MAD(b,vn). (3)
The motion vector for each BS1 × BS1 block is computed using Eq. 3. Then, the BS1 × BS1 block is
split into four BS2 × BS2 blocks. The motion vectors for BS2 × BS2 blocks are computed using the
same procedure. Finally, the same procedure can be repeated until obtaining the motion vectors for
BSM × BSM blocks (M > 1).
0 1BS
for each block
Four motion vector candidates
BS
Figure 7: Motion vectors candidates for each BS1 × BS1 block.
• Selection of Motion Vectors: This step consists in selecting the best motion vector v˜b (backward
or forward motion vector) for each block b (BSM × BSM ). Let MAD
′
back and MAD
′
for be the mean
absolute difference corresponding to the motion vectors Vbackb and V
for
b respectively. The selection of
the best motion vector is done as follows:
if MAD′back < MAD
′
for
v˜b = V
back
b
otherwise
v˜b = −V
for
b
• Bi-directional Motion Estimation: First, we aim at splitting the obtained motion vectors to esti-
mate bi-directional motion vectors the blocks in WZF. For each block w in WZF, the distances between
the center of the block w and the center of each obtained motion vector are computed. The closest
motion vector to the block w is selected. Then, the selected motion vector is associated to the center
of the block w, and divided by symmetry to obtain the bidirectional motion vector. Second, the bidi-
rectional motion vectors are refined within a small search area S′ of ±SSR pixels in half-pixel accuracy.
Let (rb, −rb) be the bidirectional motion vector for the block b in WZF. A small displacement d
ref
b is
added to the bidirectional motion vector during the refinement process. This displacement is obtained
as follows:
drefb = arg min
d∈S′
MAD(b, rb,d), (4)
with
MAD(b, r,d) =
1
L2
x0+L∑
x=x0
y0+L∑
y=y0
|BRF(x+ rbx + dx, y + rby + dy)− FRF(x− rbx − dx, y − rby − dy)| (5)
where d ≡ (dx, dy) and rb ≡ (rbx, rby). Even though the size of the block is BSM × BSM , an extended
block of L× L (L = BSM + EX) is used to compute the MAD in the refinement process.
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Figure 8: The motion vectors used to adapt the search area.
• Spatial Smoothing: The obtained bidirectional motion vectors may sometimes present low spatial
coherence. The spatial smoothing algorithm aims at achieving higher motion field spatial coherence, by
reducing the number of suspicious bidirectional motion vectors. For each block b, the spatial motion
smoothing algorithm considers the neighboring bidirectional motion vectors as candidates for the block
b. The weighted median vector field17 is used to select the bidirectional motion vector from the candidate
bidirectional motion vectors as follows:
sb = arg min
k=1,2,...,Nb
(
Nb∑
i=1
ai||rk − ri||
)
, (6)
with
ai =
1
L2
x0+L∑
x=x0
y0+L∑
y=y0
|BRF(x+ rix, y + riy)− FRF(x− rix, y − riy)|, (7)
Nb is the number of the neighboring blocks, and L = BSM + EX.
• Bi-directional Motion Compensation: Once the final bidirectional motion vectors are estimated,
the SI can be interpolated using bidirectional motion compensation as follows:
SI(p) =
1
2
(BRF(p+ sb) + FRF(p− sb)), (8)
where sb and −sb are the bidirectional motion vectors, associated to the position p = (x, y) toward the
BRF and FRF respectively.
3.2 Part II - Side Information Refinement
We now propose a new method that consists in improving the decodedWZFs, already obtained by DISCOVER
or by the method proposed by Abou-Elailah,13 when the GOP size is larger than 2. This improvement is
achieved by re-estimating the SI using the neighboring decoded frames, with an adaptive search area and a
variable block size.
In the method proposed by Petrazzuoli et al.,11 the central WZF Ik is re-estimated without using the
available decoded Iˆk. In this paper, we re-estimate Ik using the already decoded WZF Iˆk, along with the
neighboring decoded frames. In particular, we propose an approach to adapt the search area to the real motion
between the decoded WZF Iˆk and the previous (or next) decoded frame. This procedure achieves a better
estimation for high motion regions. Moreover, it generates more homogeneous motion vectors and reduces the
estimation complexity for slow motion regions. First, nine large blocks are selected (using uniform sampling)
in the decoded WZF. The matching for those blocks is performed in order to determine the corresponding
blocks in the previous (or next) decoded frame. When a selected block belongs to a homogeneous region,
SI Average PSNR [dB]
sequence Stefan Foreman Bus Coastguard Soccer Hall
GOP = 2
MCTI 22.57 29.31 24.72 31.43 22.05 35.66
SIG 23.83 29.97 27.14 32.35 22.75 36.22
GOP = 4
MCTI 21.28 27.58 23.48 29.85 20.81 34.51
SIG 22.24 28.10 25.68 30.75 21.42 35.03
GOP = 8
MCTI 20.64 26.24 22.53 28.75 20.15 33.69
SIG 21.47 26.69 24.61 29.59 20.70 34.04
Table 1: Average PSNR of the SI obtained with the proposed method and the MCTI technique.
the MAD is almost the same for all candidate blocks in this region. In order to avoid obtaining false large
motion vectors in these homogeneous areas, the MAD computed during the matching procedure is penalized
(MADpen) by the length of the motion vector m = (mx,my) using:
MADpen = MAD×
(
1 + λ
√
m2x +m
2
y
)
, (9)
as was done in equation 1. Here, λ is empirically set to 0.02.
Thus, nine motion vectors associated to those blocks are obtained. These motion vectors are used to adapt
the initial search area. In this paper, we define a search area by four parameters SAr, SAl, SAt and SAb, which
represent the distance between the center and the right, left, top, and bottom points, respectively, attained
by the search area. The initial search area is set to ±32 pixels (in this case, SAr = SAl = SAt = SAb = 32).
These parameters are adapted according to the obtained motion vectors mi = (mix,miy) (i = 1, 2, ..., 9) as
follows: 
SAr = max
i
(mix), if mix > 0
SAl = −min
i
(mix), if mix < 0
SAt = max
i
(miy), if miy > 0
SAb = −min
i
(miy), if miy < 0
The obtained parameters are used to construct the adapted search area (see Fig. 8).
We also introduce a variable block size in the re-estimation procedure. We start by dividing the frame Ik
into 16×16 blocks. Then, the block matching is carried out, based on the previous and next decoded frames,
using the adapted search area. If the obtained MAD is greater than a threshold, this block is divided into
8× 8 blocks, and the motion vectors are computed for these four 8× 8 blocks. The procedure is stopped at
a block size of 4× 4 pixels. Finally, the bidirectional motion compensation is applied to obtain the new SI.
4. EXPERIMENTAL RESULTS
With the aim of evaluating the performance of the proposed methods, we perform extensive simulations,
adopting the same test conditions as described in DISCOVER14 , i.e. test video sequences are at QCIF
spatial resolution and sampled at 15 frames/sec.
4.1 Part I - Side Information Generation (SIG)
The parameters of the proposed method are set as follows in the experiments: BS0 = 32 pixels, BSM = 4
pixels, SA0 = 48 pixels, SA1 = 3 pixels, SSR = 1.5 pixels, N0 = 2 pixels, N1 = 1 pixel, and EX = 4 pixels.
The results of the proposed method are compared to DISCOVER codec.
Figure 9: PSNR of the proposed SI generation (SIG) and the MCTI SI generation for Stefan, Foreman, Bus,
Coastguard, Soccer and Hall sequences for a GOP size of 2.
Figure 10: Visual result of the SI generated by the proposed method and the MCTI technique, for frame
number 24 of Bus sequence, with a GOP size of 2.
sequence Stefan Foreman Bus Coastguard Soccer Hall
GOP = 2
∆R [%] -8.32 -3.17 -13.50 -4.22 -4.95 -1.55
∆PSNR [dB] 0.50 0.17 0.79 0.21 0.27 0.12
GOP = 4
∆R [%] -9.28 -2.66 -21.16 -11.70 -6.28 -2.76
∆PSNR [dB] 0.54 0.14 1.24 0.47 0.34 0.19
GOP = 8
∆R [%] -9.06 -3.58 -22.10 -16.93 -5.67 -6.07
∆PSNR [dB] 0.54 0.16 1.31 0.71 0.33 0.32
Table 2: RD performance gain for Stefan, Foreman, Bus, Coastguard, Soccer and Hall sequences towards
DISCOVER codec, using Bjontegaard metric.
4.1.1 SI performance assessment
The quality of the generated SI, estimated in terms of the PSNR obtained with the proposed method and with
the MCTI technique, is shown in Fig. 9, for Stefan, Foreman, Bus, Coastguard, Soccer and Hall sequences,
for a GOP size of 2. As shown in this figure, the proposed method consistently achieves a gain compared to
MCTI technique.
The average PSNR of the SI is shown in Table 1, for the proposed method and the MCTI technique, for
all sequences and different GOP sizes. A significant gain is observed with the proposed method for all test
sequences and all GOP sizes. The gain reaches 1.26 dB and 2.42 dB for Stefan and Bus sequences respectively,
for a GOP size of 2.
Fig. 10 shows the visual result of the SI estimated by the proposed and the MCTI techniques, compared
to the original frame, for frame number 24 of Bus sequence, with a GOP size of 2. The SI generated using the
MCTI technique contains many block artifacts (PSNR = 23.19 dB), whereas the proposed method presents
a much better quality, with a gain of 4.45 dB compared to MCTI.
4.1.2 Rate-Distortion performance
Fig. 11 shows the RD performance of the proposed method and DISCOVER codec for Stefan, Foreman, Bus,
Coastguard, Soccer and Hall sequences, for all GOP sizes. The proposed method clearly outperforms the
MCTI technique.
In Table 2, we show the RD performance of the proposed method compared to DISCOVER codec, using
the Bjontegaard metric.18 At the decoder side, the computational complexity is increased with respect to
the MCTI technique: in particular, two motion estimations are needed for the first step. This is justified, as
the proposed method achieves a significant rate reduction. For instance, for Bus sequence, we reach a PSNR
improvement of 1.31 dB and a bit reduction of 22.1% w.r.t MCTI, for a GOP size equal to 8.
Figure 11: RD performance comparison between the proposed method SIG and DISCOVER codec for Stefan,
Foreman, Bus, Coastguard, Soccer and Hall sequences for all GOP sizes.
Final SI Average PSNR [dB]
sequence Stefan Foreman Bus Coastguard Soccer Hall
DISCOVER 20.64 26.24 22.53 28.75 20.15 33.69
Petrazzuoli et al.11 22.54 29.12 24.80 31.24 22.01 35.76
PropA 28.69 34.86 28.66 32.39 30.55 37.56
Abou-Elailah et al.13 25.65 32.94 26.72 30.89 28.14 35.47
PropB 28.91 35.14 28.75 32.54 30.60 37.65
Table 3: Final SI average PSNR for a GOP size equal to 8 (QI = 8).
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Figure 12: PSNR of the decoded frames for two GOPs beginning at frame number 113 of the Stefan sequence
for a GOP size = 8.
4.2 Part II - Side Information Refinement
The proposed SI refinement method is applied in two cases. When the enhancement is applied on the decoded
WZFs obtained by DISCOVER codec, the method is called PropA, and PropB when the improvement
is carried out on the decoded WZFs obtained by the algorithm proposed by Abou-Elailah et al.13 Both
methods are compared w.r.t. DISCOVER codec. Also the results obtained by Petrazzuoli et al.11 and by
Abou-Elailah et al.13 are shown in order to have a complete comparative analysis of the methods.
4.2.1 SI performance assessment
Table 3 shows the average PSNR of the final SI, obtained after the refinement process, with the different
methods. The proposed techniques lead to a significant improvement in the SI quality for all test sequences.
Both proposed PropA and PropB methods show very significant gains compared to DISCOVER, to the
method proposed by Petrazzuoli et al.,11 and to the one proposed by Abou-Elailah et al.13
4.2.2 Rate-Distortion performance
Figure 12 shows the PSNR of the decoded frames of Stefan sequence for DISCOVER codec, the method
proposed by Petrazzuoli et al.11 , and the proposed technique PropA. We can see that the proposed method
achieves a significant gain compared to both DISCOVER and Petrazzuoli et al.11 .
The RD performance is shown for the Stefan, Foreman, Bus, Coastguard, Soccer and Hall sequences in
Table 4, in comparison to the DISCOVER codec, using the Bjontegaard metric18 , for a GOP size equal to 4
and 8. We represent the performance of the method proposed by Petrazzuoli et al.,11 the proposed method
PropA, the method proposed by Abou-Elailah et al.,13 the proposed method PropB, H.264/AVC No motion
and H.264/AVC Intra.
The proposed method PropA, as well as the technique by Petrazzuoli et al.11 , consists in a refinement
of the frames decoded by DISCOVER, while PropB is a refinement of the frames obtained by the method
proposed by Abou-Elailah et al.13 It can be observed that PropA and PropB always achieve a gain w.r.t. the
previous works11,13 especially for sequences containing high motion.
sequence Stefan Foreman Bus Coastguard Soccer Hall
GOP = 4
Petrazzuoli et al.11
∆R [%] -4.32 -5.92 -5.50 -4.68 -2.92 -0.84
∆PSNR [dB] 0.23 0.28 0.29 0.20 0.14 0.05
PropA
∆R [%] -22.79 -23.28 -13.17 -9.13 -19.65 -3.96
∆PSNR [dB] 1.32 1.19 0.68 0.38 0.96 0.24
Abou-Elailah et al.13
∆R [%] -30.36 -35.96 -19.95 -13.49 -27.89 -4.72
∆PSNR [dB] 1.98 2.21 1.12 0.56 1.62 0.30
PropB
∆R [%] -37.95 -40.33 -23.67 -16.67 -33.13 -6.17
∆PSNR [dB] 2.54 2.49 1.33 0.71 1.92 0.38
H.264/AVC No Motion
∆R [%] -33.67 -37.88 -22.79 10.10 -54.92 -40.82
∆PSNR [dB] 2.38 2.38 1.53 -0.61 5.53 3.23
H.264/AVC Intra
∆R [%] -32.59 -22.31 -24.63 19.99 -56.48 79.51
∆PSNR [dB] 2.14 1.04 1.17 -1.18 4.79 -5.02
GOP = 8
Petrazzuoli et al.11
∆R [%] -8.38 -12.43 -12.15 -9.51 -6.57 -2.20
∆PSNR [dB] 0.44 0.56 0.58 0.40 0.28 0.08
PropA
∆R [%] -27.92 -30.72 -20.12 -15.50 -24.49 -6.79
∆PSNR [dB] 1.60 1.55 1.00 0.65 1.18 0.31
Abou-Elailah et al.13
∆R [%] -37.77 -47.62 -28.91 -27.14 -32.47 -12.77
∆PSNR [dB] 2.53 3.04 1.65 1.20 1.89 0.69
PropB
∆R [%] -47.33 -53.88 -35.73 -33.09 -39.97 -15.75
∆PSNR [dB] 3.32 3.53 2.08 1.50 2.36 0.85
H.264/AVC No Motion
∆R [%] -43.79 -47.56 -37.83 -9.04 -62.09 -58.26
∆PSNR [dB] 3.33 3.34 2.62 0.12 7.18 4.57
H.264/AVC Intra
∆R [%] -45.19 -42.06 -41.76 -14.30 -64.91 77.42
∆PSNR [dB] 3.21 2.39 2.31 -0.01 6.36 -5.47
Table 4: Rate distortion performance comparison for a GOP size equal to 4 and 8, w.r.t. DISCOVER codec,
using Bjontegaard metric.
The gains become even more significant for a GOP size equal to 8. In fact, for PropA, we obtain a bit
reduction up to −30.72%, which corresponds to an improvement of 1.55 dB on the decoded frames w.r.t.
DISCOVER codec. The proposed method PropB allows a significant gain of up to 3.53 dB, with a rate
reduction of 53.88%, compared to the DISCOVER codec. These maxima of performance gain are obtained
for the Foreman sequence.
The performance of the proposed method PropB is superior to that of H.264/AVC Intra for all test
sequences, except for the Soccer sequence with a GOP size of 4, and Bus and Soccer sequences with a GOP
size of 8. The proposed method can beat H.264/AVC No motion for Coastguard and Foreman sequences.
5. CONCLUSIONS
In this paper, we propose two new methods for SI improvement in transform-domain DVC. The first method
consists in generating an initial SI using backward and forward motion estimation. This new approach allows
a gain of up to 1.31 dB compared to DISCOVER codec. In the second method, we propose a new approach
for SI refinement for long duration GOPs. Each decoded WZF is used to adapt the initial motion search area.
The adaptive search area is then used in order to re-estimate the SI, along with the previous and next decoded
frames, using a variable block size. Experimental results show that our proposed method can achieve a gain
in RD performance of up to 0.79 dB for a GOP size of 8, compared to the method proposed by Abou-Elailah
et al.,13 2.97 dB compared to the one proposed by Petrazzuoli et al.,11 and 3.53 dB compared to DISCOVER
codec, especially when the video sequence contains high motion.
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