Accurate estimation of evapotranspiration (ET) is critical to the management of water resources and related environmental phenomena. Due to the difficulty and high cost of direct measurement of ET rates, indirect estimates are commonly used in practice. However, the methodology and required data are largely dependent on the temporal and spatial scales of each particular problem. To handle scaling problems in ET estimates, information on sensitivity and uncertainty in estimated ET are requested in advance, which was the main objective in this paper.
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Penman-Brutsaert Model
The P-B model, which is based on the classic Penman approach, incorporates the atmospheric drying power with the Monin-Obukhov similarity theory for atmospheric stability.
In addition, Brutsaert [1979 Brutsaert [ ,1982 has developed a theoretical formulation of the scalar roughness lengths for different surface types on the basis of a local Reynolds number for air flow. Thus, one of advantages of using the P-B model is that the scalar roughnesses for different surface conditions can appropriately be accounted in the model so as to eliminate the requirement to parameterize the canopy condition which introduces considerable uncertainty.
The general form of the Penman-Brutsaert combination equation [Brutsaert and Stricker, 1979; Brutsaert, 1982] is
E _ (Rn -G) + Y E
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where E is the latent heat flux, A is the slope of the saturation vapor pressure-temperature curve, y is the psychrometric constant, Rn is the net radiation, G is the soil heat flux, and E, is the drying power of the air. Since the saturation vapor pressure is a function of the ambient air temperature T, A is a function of T, and y is a function of both T and the atmospheric pressure p. Based on the Monin-Obukhov similarity, Brutsaert [1982] suggested the drying power of the air as
where ic is von Karman's constant, u. is the friction velocity of air at the surface, p is the density of air, d, is the displacement height for water vapor, z is the height of measurement of hahn-6 meteorological variables above the surface, z, is the vapor roughness height, q, and q," are the specific humidity and the saturation specific humidity at the ambient air temperature, respectively, y, is the stability correction function for vapor, and L is the Obukhov length defined by -uw L (3) rg [(H+0.61cpTEp/(pcpT)] where g is the acceleration of gravity, c, is the specific heat at constant pressure, and H is the specific flux of sensible heat, which can be expressed from the surface energy budget: H = k -G -E,.
(4)
The friction velocity is obtained from the mean horizontal wind speed V described in the context of Monin-Obukhov similarity:
where do is the momentum displacement height, z, is the surface roughness height for momentum, and Vm is the stability correction function for momentum.
The atmospheric stability classification is based on L, where L < 0, L > 0, and IL| I 100 are the limits used to signify unstable, stable, and neutral conditions, respectively. Then, the stability correction functions for both air and momentum have been obtained from the BusingerDyer formulation [Brutsaert, 1982] . For unstable conditions, these functions are:
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Brutsaert [1982] suggested that the roughness heights z, and zd depend on the surface condition with the roughness Reynolds number z4(=u.zau), where u is the kinematic viscosity of air. That is, for smooth surfaces (z.<0.13), the scalar roughness values are:
= 0.624-(10)
u or for the bluff-rough surface condition (z.,>2), they both z, and z are:
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For the transitional flow regime between smooth and bluff-rough conditions (0.13<z,<2), no theoretical expressions for both z and z. are available, but Merlivat's criterion of z . .=1 is known to be acceptable as a transition point from smooth to bluff-rough surfaces [Merlivat, 1978; Brutsaert, 1982] .
Since the equations (1) through (5) are not explicit, they should be solved simultaneously.
Katul and Parlange [1992] found that a simple iterative procedure gives a good convergent solution for Ep. Having a onset latent heat flux rate EB, the potential ET rate (IT) is computed by (ET=Ep,/), where X is the latent heat of vaporization that is a function of the air temperature T. The specific humidity q, in (2) is a function of the actual vapor pressure ed that is a function of the relative humidity RH. The direct measurement of soil heat flux G requires a heat plate installation and calibration of instruments needing great care [Brutsaert, 1982] . Since G is usually not sensitive to the estimated ET rate (discussed later), the following simple empirical relationship was adopted to estimate G:
where parameter c, needs to be calibrated based on the actual ET. If the height of vegetation h is available, both the displacement height d and the surface roughness height for momentum z,
can not defined theoretically, but if vegetation is dominant at the surface, the following empirical relationships are commonly used in practice:
S-= ch (16) where hC is the height of vegetation, and cd and c are the parameters to be determined.
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To summarize the above procedure, a set of input vector x to the P-B model is x={Rn, p, T, RH, and V}, and a parameter set 3 that needs to be defined in advance is P=3{h , z, c, Cd, and c,). In addition, both z and h, should be known in order to estimate ET rate by the P-B model.
Sensitivity Analysis for Correlated Independent variables
Sensitivity analysis investigates the changes in the optimal solution with the changes in the optimal system input components y, such as the input variables x or the parameters [3. The results of the sensitivity analysis can be used to track and account for errors in a model simulation and to characterize the resulting ranges of uncertainties. The sensitivity and uncertainties in ET predictions may be analyzed by treating the P-B model as a non-linear regression model. That is, the P-B model utilizes the independent variables x and the fixed parameters B to compute the ET; the optimal ET rate predicted by the P-B model can now be simply denoted by E'e -f(y)-=f(xo p,), where the superscript "0" denotes the optimal system input in contrast to the erroneous one. Letting y, be the i-th input component among vector yO, the sensitivity s, by changing yo is expressed by the gradient term [Singh, 1988] :
Ay
Yt -Y0
where yi-y,=+Ayj=y°(l+/100).
The common values of 8 may be (t5%, -t10%, ±15%,.....).
Sensitivity s; can also be defined by the partial derivative term af(.)/ay. Both partial derivative and gradient sensitivities are identical only when the relationship of dependent and independent variables are linear. More often than not, the above gradient sensitivity is more preferable than that of partial derivative, since the variations of both dependent and independent variables are hahn-10 more adequately represented by the gradient sensitivity.
If independent variables are correlated (which is true for some independent variables in the P-B model), the correlation effect may be included in the sensitivity analysis as follows: Let us consider that, for any given model, the sensitivity by changing the i-th optimal independent variable x,° is of concern and that the j-th independent variable xj is significantly correlated with xi. For a given x,, xj may be more than one. It is obvious that there exist some independent variable(s) whose correlations are not very significant. Then, the sensitivity si with respect to changing xiO with the optimal parameters set BO is
where xi=xi°+Ax;=x,0(l+6/100), and uppercase (X) is the random variable while lowercase (x) is any specified value. It is also possible to extend the above formulation to the multi-variate case rather than the bi-variate case, that is, multi-variate x's with multiple xj, which is not included in this paper. To obtain the conditional expectation in (18), it is assumed that a simple and reasonable model which represents adequately the relationship between x and x, is
where ao and a, are the regression parameters, and a is the regression error which is independent of x having E-N(0,o2). Further, it is assumed that both xj and x, are a bivariate normal distribution having a correlation coefficient p. Then, the conditional expectation and variance of x given x, are given [Mood et al., 1974, Chapter 5] 
0, + aoX
The sensitivity result obtained by equation (18) can be evaluated by computing the conditional probability density function (pdf) of x, given xj, or vice verse, and by comparing it with the uncorrelated one. If a set of two random variables (N, X) is a bivariate normal distribution and its correlation coefficient p is significant, the conditional distribution of X.
given X=xj is normal with mean px+(paoox)(x-p,) and variance ax2(1-p 2 ), and the conditional pdf of x; given by xj is obtained from its joint and marginal pdfs [Mood et al., 1974] as
where fi2=(1-p 2 ). In the case of equation (17) which is the sensitivity without the correlation hahn-12 effect, xo is simply taken by its mean pxj, then the above conditional pdf becomes
In the case of equation (18) 
which is identical to the marginal pdf of x, divided by TI, that is, fx(xi)/rl. Equation (22) normally distributed, with a zero mean and a finite variance [Troutman, 1985] .
The convention is to let random variables be uppercase (Y,X) and particular observations lowercase (y,x). Given a set of error-free independent variable x*, in contrast to the erroneous independent variable x, there is a range of actual values of ET that could be conceivably be associated with x*; this range is characterized by the probability distribution of ET conditioned on X'=x', or (ET IX=x'). Letting the actual ET as (ET IX'=x') and the model-predicted ET as f(x','*), there will always be a nonzero difference between (ET X'=x*) and f(x',5'). Let us define the nonzero differences as the prediction errors e, that is, e=(ET [X'--x)-f(x',P*). The e series in time is normally distributed with a mean of zero and a finite error variance of 0, "2
Using the above definitions, it is possible that the following two conditional expectations are applicable in describing the error process [Troutman, 1985] :
Even though the above expressions are based on the unbiased independent variables x', the available data in the field are usually erroneous data x due to the small number of observation, or only a single measurement in most practical cases.
Since errors are normally distributed with a finite variance, the variance of error has been frequently used as a quantity of error. Instead, this paper uses the percentage probabilistic error, which is more generally accepted in the practical metrology to define the error quantity [Rabinovich, 1993] . For a given erroneous independent variable X=x, the total ET prediction error variance p2(x,|5) can be expressed [Troutman, 1982] by
where the first term of the last expression is the variance of model predicted error, and
is the propagated error variance from the erroneous independent variables, and
is the bias in prediction due to the erroneous parameters. The third term in equation (29) is the expected square bias which purely depends on the model parameters. If the error-free independent variables (x=x') are used in prediction, 1)(x) will be zero, or if the correct parameters (|5=|5) are used, the bias is zero and the third term in equation (29) will vanish.
Measurement of meteorological data
An experimental weather station was installed at the Everglades Nutrient Removal project Three 10-meter wind towers and one 2.6-meter wind tower ( Figure 1) were installed, from which wind velocity (V) and direction have been measured at 15-minute intervals. Each 10-hahn-15 meter wind tower has three identical sets of weather sensors installed 2 meters above land surface (z=2m) to measure the meteorological data, including Rn, p, T, RH. Accordingly, each meteorological variable has 9 multiple measurements (WXij, i=1,2,3, j=1,2,3), while wind speed has three 10-meter measurements (WXII, WX21, and WX31) and one 2.6-meter measurement (WX12). The distances between the three wind towers are less than 100 meters. The statistics (which are discussed later) show that no significant differences were found between the meteorological data from three wind towers, indicating that weather conditions at the three wind tower are nearly identical. Also, Famiglietti and Wood [1995] showed that the representative element area, which is the critical scale at which the implicit continuum assumption can be used, for diurnal areally averaged ET reaches a maximum of 1-2 km 2 . Therefore, multiple measurements of each meteorological data were treated as a point data and differences between them were considered as random errors. Since the number of multiple measurements is small, the unbiased estimation method was used to compute the statistics of the meteorological data.
The weather station has a non-weighable submerged lysimeter. The lysimeter has a diameter of 3.5-meters and is planted in cattail to mimic the surrounding cattail field. The water budget components, including stage, inflow, outflow, and rainfall within the lysimeter, have been recorded at 15-minute intervals to compute the lysimeter ET which may be used to calibrate and verify any conceived ET models. Therefore, the lysimeter ET rates are structurally independent from the ET rates estimated by the meteorological data. However, the 15-minute lysimeter ET rates include considerable error due to the low accuracy of the stage measurement: the measurement accuracy of the lysimeter stage is about 0.38 millimeters whereas an average estimated daytime ET rate is about 0.15 millimeters per 15 minutes. The lysimeter errors are hahn-16 reduced when the 15-minute ET rates are aggregated to a longer time step such as daily (will be discussed later).
Results and Discussion
Sensitivity without the correlation effect
Both sensitivity and error analyses were based on one-year (10/14/1992-10/13/1993) of meteorological data from the above experimental weather stations. As a preliminary analysis, the basic statistics of a set of unbiased independent variables x' were computed. To explain this procedure, let us define a three-dimensional array of erroneous independent variables whose element is {x,}, where which is wind velocity V).
After assuming that the multiple measurements of each variable at each time are normally distributed, the unbiased independent variables vector x,' were computed by taking the arithmetic mean, that is x' = (xui+,...+x,)/K. Then, the basic statistics of each independent variable were computed along the time axis, i.e. j=1,...,J ( Table 1 ). The daytime was assumed when the 15-minute net radiation readings were positive, that is, Rn'>0. The portion of daytime is about 50 percent of the period of record. Particularly, the mean squared error, MSExq, in Table 1 is computed by hahn-17
The interesting thing to note in this table is that the skewness values of the day-time Rn and V are reduced significantly, compared to those of the overall year. These decreased skewness values are good for the sample's normality assumption in both sensitivity and error analyses. As a matter of fact, the night-time ET rates are not significant compared to the daily ET rate; the average night-time net radiation (which is negative) during the period of record is only 7.4 percent of the day-time net radiation. Therefore, most analyses here are those of the daytime data unless specified.
For the sensitivity analyses, the optimal independent variables xo in equations (17) and (18) were assumed the averaged error-free daytime values xi' those of which are listed on the seventh row from the bottom in the Table I . Using the P-B model with k=1.5m, z=2.0m, cz=0.123 , cd=2/3 , and c,=0.0817, the estimated ET rate is 7.413 mm per day, where c, was calibrated using the actual daily lysimeter ET rates and both cz and cd were taken from Jensen et al. [1990] . The range of changing independent variable Ax in equations (17) and (18) was from (-1. 5 oxi ) to (+1.5a ). For plotting purposes, the xi's were scaled by the standardization process to make rational comparisons of the changing estimated ET rate by changing the each independent variable based on its standard deviation. That is, with px and ,xi the mean and standard deviation of i-th independent variable, respectively, the standardized variable x; is Xw h xj -x (33) wo x which has a mean of zero and a variance of one. Figure 2 shows the resulting sensitivity curves hahn-18 of five independent variables. The results showed that, among the five independent variables, Rn was the most sensitive to the predicted ET rate, and that RH was the second most sensitive but its magnitude was much less than that of Rn, and that both T and V were nonlinearly proportional to the ET rate but their sensitivities were relatively insignificant. Figure 3 shows the sensitivity curves of five major parameters defined in the P-B model, where 5 which is the changing rate from the optimal parameters was from -20% to 20%. The sensitivity curves for h, z, cz, and cd were nonlinear due to the fact that those parameters reflect the aerodynamic process in the ET model. In general, the above five parameters were usually much less sensitive to the ET prediction compared to those of independent variables. The present analyses were those of a small spatial scale (virtually a point estimate). However the sensitivities of the parameters are expected to increase in proportional to the increasing spatial scale. Table 2 shows correlation coefficients between the five error-free independent variables, as well as the latent heat flux E, and the sensible heat flux H estimated by the P-B model. This matrix revealed that the correlation between Rn and RH in the humid region was higher than those of any other combinations of independent variables. The relative humidity RH, which is the ratio (expressed as a percentage) of the actual to the saturation vapor pressure in the air, is an inverse function of the air temperature which is again a function of Rn. Unlike the actual vapor content in the air, RH in the area is at a minimum in the afternoon and at a maximum in the early morning. The matrix also showed that both E, and H were highly correlated with Rn, implying that ET rates can be predicted simply by only Rn with considerable accuracy for daily or larger time steps. The correlation coefficients of the overall data were slightly higher than hahn-19 those of day-time data, but those of the overall data are biased since the night-time Rn and T are clustered to their low values.
Sensitivity with the correlation effect
Taking into account for the high correlation between Rn and RH, the sensitivity analyses with correlation effect were done for those two variables as follows: First, the regression equations and its error variance were estimated by equations (20) Nevertheless, the sensitivity for Rn was still higher than that for RH.
In order to evaluate the sensitivity analyses with and without the correlation effect, the conditional pdf's were computed by equations (25) and (26), and plotted in Figure 5 . Under the bivariate normal distribution assumption of Rn and RH, the conditional pdf's with the correlation effect were increased compared to those without the correlation effect. The result implies that, even though each case has its own meaning, the sensitivity with the correlation effect is more resemble to the actual sample in probabilistic sense than that without the correlation effect. Also, it should be noted that, the conditional pdf of Rn given RH was higher than that of RH given Rn, due to the fact that the variance of the sample RH in the humid region was relatively less than that of Rn (refer to Table 1 ).
hahn-20
Error analysis
The total prediction error variance o 2 (X,P) of any given model can be defined by equation (29) which has three components; the model error, propagation error, and error due to the biased parameters. Having all required meteorological data, only cr for G is needed to calibrate for the use of the P-B model. Noticing that the sensitivity of c, is relatively low; it does not induce any significant bias on the estimated ET rate. Thus, it is assumed that f(x,) term (29) is zero and the first two terms are defined here. To investigate the independence in the ET estimation errors in time, the auto-correlation coefficients of error series were computed, which are 0.37 and -0.21 for the first and second time lags, respectively. Those low auto-correlations indicate that the ET estimation errors were independent in time. Further sophisticated test for correlated errors are also available [Sorrooshian and Dracup, 1980; Alley, 1984] , but are not considered in here since the auto-correlations of prediction errors were insignificant.
As mentioned before, the 15-minute lysimeter ET rates contain considerable errors which are usually more than 100%, and are greater during the day-time. Thus, the first components in equation (29), the model error variances, were computed on a daily basis as follows: the daily sum ET series were computed from the 15-minute water budget components in the lysimeter which are available only after February 11, 1993 (245 days among the period of record of meteorological data). Also, the ET rates during the same periods were estimated by the P-B model in 15-minute interval and aggregated to get the daily estimated ET series. From both estimated and measured daily ET series, the variance of model errors 0 " 2, as well as those of rainy and no-rain days were computed ( Table 4 ). Noticing that the ET estimation error by the P-B model is usually small for even small time intervals [Stricker and Brutasert, 1978; Katul hahn-21 and Parlange, 1992; , the model errors in Table 4 are the errors caused by the inaccurate lysimeter measurements. From o,'2's with and without rainfalls, it can be concluded that the considerable error in the daily ET estimations originated from the uncertainty of rainfall: the uncertainty in rainfall causes about a 28% increase of the model error variance. However, the majority source of error in c " was the lysimeter measurement error.
The second component in equation (29), the propagated error variances a2(x), were computed by equation (30) for each set of erroneous 15-minute independent variable x (i=1,...,5, k=1,...9 or 3 for wind speed), and the results are listed in Table 5. This table also includes the average t9(x)'s for both 15-minute and daily intervals. The results indicate that the propagated errors u 2 (x)'s from variable to variable changes significantly, that the erroneous Rn resulted in the most severe error in the ET estimates while the effect of p, T, RH, and V were relatively low. The erroneous RH induced the second most significant error in ET estimates, and p was the most insignificant. The overall results of the propagated errors were very similar to that of the sensitivity analysis even though they are different in nature. The aggregated daily propagated errors from those of 15-minute were reduced significantly (last row in Table 5) compared to those of 15-minute, due to the fluctuation of 15-minute errors along the zero mean in time. In other words, the propagated errors of 15-minute data were unbiased along the mean.
Also, the computed v2(Rn,p,T,RH,V), which is the propagated error variance of 15-minute ET rates resulting from the combined effect of all five independent variables (Rn, p, T, RH, and V), was 1.038 and that of daily interval was 0.097.
As a summary, Table 6 lists the percentage probabilistic errors t to the expected independent variable X as hahn-22 loo100tse (34) where S, the unbiased sample standard deviation of any type of errors, and tq is the q percent point of the Student's t distribution depending on the confidence probability level a and the degree of freedom v=n-1 with n is the number of samples. If the above quantities are for ET rates, p should be an average ET rate of 7.413 mm/day. The above probabilistic error implies that the most errors e's in time with probability level a falls within the limits gb [Rabinovich, 1993] . The Table 6 showed that both measurement and propagated errors for Rn were most significant, while those of p were minimal. However, it should be noted that the percentage probabilistic error of u2 (V) were greater than that of t2 (RH) due to the significant measurement errors on V, whereas the sensitivity results of them were opposite.
Conclusions
1. For purposes of the sensitivity analysis in the Penman-Brutsaert (P-B) evapotranspiration model, a theoretical framework of sensitivity analysis method for correlated independent variables was formulated, along with the verification method by the conditional probability density function (pdf) after assuming that any sets of the correlated two independent variables are bivariate normally distributed. Whenever the correlations of any combinations of two independent variables are significant, the conditional probability with correlation effect increases, compare to that without correlation effect, with proportion to the increasing correlation coefficient between two variables. This method has the potential to be applied to the sensitivity analysis of any given model with significant correlations presented in the independent variables.
2. The sensitivity analyses with 15-minute meteorological data indicate that the net hahn-23
radiation Rn was the most sensitive to the ET estimate, that relative humidity RH was the second most sensitive in the humid region and was inversely proportional to the ET rate, and that temperature T and wind velocity V were less sensitive and were nonlinearly behavior to the estimated ET rate. The statistical analyses show that Rn was highly correlated to the latent heat flux Ep (p=0.99) . These results may change depending on the temporal and spatial scales which should be further studied in terms of spatial variability of the ET rate.
3. The measured data show that the correlation coefficient between Rn and RH was significant (p=-0.74) in the swamp region where the potential ET rates are identical to the actual ET rates. The sensitivity analysis with correlation effect shows that the sensitivity of estimated Et rate by changing RH was significantly increased, whereas that of Rn was mildly increased but the sensitivity for Rn was still higher than for RH. The conditional pdf's of both (Rn |RH) and (RH |Rn) were increased, but the former case was more significant than the later owing to the small variation of RH. This result indicates that, even though both sensitivities with and without the correlation effect have their own meaning, the sensitivity with the correlation effect gives more assurance than that without the correlation effect.
4. The random measurement errors for five independent variables (Rn, p, T, RH, and V) to the P-B model were defined from the multiple samples at the experimental weather station in the south Florida. Those random errors of meteorological data were well above of the instrumental errors. The propagated error variance v 2 (x) from the erroneous independent variables were obtained, which are not available in actual measurement cases where single measurement at a time is in common. Both measurement and propagated errors will be valuable for the interpretation of the estimated ET rates as well as the design of further meteorological hahn-24 monitoring networks.
5.
The percentage probabilistic errors to the expected variable based on the normality assumption were presented (Table 5 ) for two different probability levels (a of 0.75 and 0.9). The result shows that the propagated error in ET rate estimated from the erroneous net radiation was most significant; the expected propagation error in the estimated ET rate due to the erroneous Rn is about 11 percent when a is 0.75. The percentage probabilistic error for V is higher than that for RH making it second most significant variable due to the large measurement error on V, whereas the sensitivity results of both RH and V were opposite. 
Ref.:
The elements in the upper triangular matrix is for the overall year data, whereas those of the lower triangular matrix is for the daytime data hahn-30 
