(1) FLIP identifies entities with a location-independent 64-bit identifier. An entity can, for example, be a process.
(2) FLIP uses a one-way mapping between the "private" address, used to register an endpoint of a network connection, and the "public" address used to advertise the endpoint.
(3) FLIP routes messages based on the 64-bit identifier.
(4) FLIP discovers routes on demand.
(5) FLIP uses a bit in the message header to request transmission of sensitive messages across trusted networks.
In the next sections we present FLIP, discuss our experience using it, and The protocol is based on six message types (see Figure  6 ). The precise protocol is given in the Appendix;
here we will give a short description. If a host wants to send a message to a FLIP address that is not in its routing an Ethernet. Because a VME-bus is faster than an Ethernet, the weight given to the VME-bus is lower than the weight given to the Ethernet. Every FLIP box is reachable from another host through different routes. There is, for example, a path of weight 1 from A to B, but also a path of weight 4 (from A to C over the Ethernet and then from C to B over the VME-bus). The first row in the table in Figure  10 gives the performance of RPC using For comparison, the delay of a O-byte RPC in SunOS is 6.7 msec, and the bandwidth for an 8-Kbyte RPC is 325 Kbyte/s (the maximum RPC size for SunOS is 8 Kbyte). This is due to the fact that SunOS copies each message several times before it is given to the network driver, due to its implementation on UDP/IP, and due to the higher cost for context switching. In Sprite, the delay is 2.0 msec, and the maximum throughput is 821 Kbyte/s (these numbers are measured kernel to kernel). Although Sprite's kernel-to-kernel RPC does not do routing, the delay of the null RPC is almost the same as the delay for Amoeba 5.0, while Amoeba's delay is measured user-to-user. Sprite also uses a blast protocol for large messages, but its throughput is still less than the throughput achieved by Amoeba 5.0. the copying of data from a packet with the transmission of the next packet. The last packet is, like the single-packet case, directly remapped, avoiding the copying of data. We believe that we can apply many of Peregrine's optimizations in Amoeba, which will probably result in a similar performance to Peregrine's.
For more performance numbers on these and other RPC implementations, see [32] . Thus, in addition to providing more functionality, FLIP also makes it possible to achieve very good performance.
To determine the overhead in FLIP, we measured the time spent in each layer during a null RPC (see Figure  11 ). The overhead due to FLIP is 2 l% of the total delay for a null RPC. Figure  13 ).
Discussion
The main property of FLIP that gives good support for distributed computing is a combination of dynamic routing and the fact that FLIP addresses identify If not, the NOTHERE is forwarded to its source (if still safe). If an UNTRUSTED message arrives at a FLIP box (see Figure  18 ), the route in the routing 
