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Abstract
Accidental ignition of flammable gases is a critical safety concern in many industrial applications.
Particularly in the aviation industry, the main areas of concern on an aircraft are the fuel tank and
adjoining regions, where spilled fuel has a high likelihood of creating a flammable mixture. To this
end, a fundamental understanding of the ignition phenomenon is necessary in order to develop more
accurate test methods and standards as a means of designing safer air vehicles. The focus of this
work is thermal ignition, particularly auto-ignition with emphasis on the effect of heating rate, hot
surface ignition and flame propagation, and puffing flames.
Combustion of hydrocarbon fuels is traditionally separated into slow reaction, cool flame, and
ignition regimes based on pressure and temperature. Standard tests, such as the ASTM E659,
are used to determine the lowest temperature required to ignite a specific fuel mixed with air at
atmospheric pressure. It is expected that the initial pressure and the rate at which the mixture is
heated also influences the limiting temperature and the type of combustion. This study investigates
the effect of heating rate, between 4 and 15 K/min, and initial pressure, in the range of 25 to 100
kPa, on ignition of n-hexane air mixtures. Mixtures with equivalence ratio ranging from φ = 0.6
to φ = 1.2 were investigated. The problem is also modeled computationally using an extension
of Semenov’s classical auto-ignition theory with a detailed chemical mechanism. Experiments and
simulations both show that in the same reactor either a slow reaction or an ignition event can take
place depending on the heating rate. Analysis of the detailed chemistry demonstrates that a mixture
which approaches the ignition region slowly undergoes a significant modification of its composition.
This change in composition induces a progressive shift of the explosion limit until the mixture is no
longer flammable. A mixture that approaches the ignition region sufficiently rapidly undergoes only
a moderate amount of thermal decomposition and explodes quite violently. This behavior can also
be captured and analyzed using a one-step reaction model, where the heat release is in competition
with the depletion of reactants.
Hot surface ignition is examined using a glow plug or heated nickel element in a series of premixed
vii
n-hexane air mixtures. High-speed schlieren photography, a thermocouple, and a fast response pres-
sure transducer are used to record flame characteristics such as ignition temperature, flame speed,
pressure rises, and combustion mode. The ignition event is captured by considering the dominant
balance of diffusion and chemical reaction that occurs near a hot surface. Experiments and models
show a dependence of ignition temperature on mixture composition, initial pressure, and hot surface
size. The mixtures exhibit the known lower flammability limit where the maximum temperature of
the hot surface was insufficient at igniting the mixture. Away from the lower flammability limit,
the ignition temperature drops to an almost constant value over a wide range of equivalence ratios
(0.7 < φ < 2.8) with large variations as the upper flammability limit is approached. Variations in the
initial pressure and equivalence ratio also give rise to different modes of combustion: single flame,
re-ignition, and puffing flames. These results are successfully compared to computational results
obtained using a flamelet model and a detailed chemical mechanism for n-heptane. These different
regimes can be delineated by considering the competition between inertia, i.e., flame propagation,
and buoyancy, which can be expressed in the Richardson number.
In experiments of hot surface ignition and subsequent flame propagation a ∼ 10 Hz “puffing”
flame instability is visible in mixtures that are stagnant and premixed prior to the ignition sequence.
By varying the size of the hot surface, power input, and combustion vessel volume, we determined
that the instability is a function of the interaction of the flame with the fluid flow induced by the
combustion products rather than the initial plume established by the hot surface. The phenomenon
is accurately reproduced in numerical simulations and a detailed flow field analysis revealed a com-
petition between the inflow velocity at the base of the flame and the flame propagation speed. The
increasing inflow velocity, which exceeds the flame propagation speed, is ultimately responsible for
creating a puff. The puff is then accelerated upward, allowing for the creation of the subsequent
instabilities. The frequency of the puffing is proportional to the gravitational acceleration and in-
versely proportional to the flame speed. We propose a relation describing the dependence of the
frequency on gravitational acceleration, hot surface diameter, and flame speed. This relation shows
good agreement for lean and rich n-hexane-air as well as lean hydrogen-air flames.
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1Chapter 1
Introduction
1.1 Motivation
Accidental ignition of flammable gases is a critical safety concern in many industrial applications.
Particularly in the aviation industry, the main areas of concern on an aircraft are the fuel tank and
adjoining regions, where spilled fuel has a high likelihood of creating a flammable mixture. To this
end, a fundamental understanding of the ignition phenomenon is necessary in order to develop more
accurate test methods and standards as a means of designing safer air vehicles.
Following the TWA 800 accident on July 17, 1996, the National Transportation Safety Board
(NTSB) investigated the fuel tank flammability and fuel tank ignition sources (NTSB, 2000). The re-
sults of investigation led the NTSB to recommend that the FAA find a means to eliminate flammable
mixtures in the fuel tanks. In 2008, the FAA created a requirement to install an inerting system
to eliminate flammability, particularly for heated center fuel tanks by reducing the oxygen content
below 12%. As part of the NTSB investigation, several research projects were carried out at the
Explosion Dynamics Laboratory at California Institute of Technology including: “Flash Point and
Chemical Composition of Aviation Kerosene (Jet A)” (Shepherd et al., 1999), Spark Ignition En-
ergy Measurements in Jet A (Shepherd et al., 1997). While not directly addressed in the final FAA
rule-making, the reduction or elimination of possible ignition sources is an essential part of engineer-
ing design practices for aircraft and industries with flammability hazards. In this regard, Shepherd
et al. (1997) investigated the required ignition energy for Jet A, while Bane et al. (2011) showed
that kerosene mixtures have comparable minimum ignition energy to the lean hydrogen mixtures
used for certification. The lean hydrogen mixtures were assumed to have lower ignition energies
and thus using them as test mixtures would have an inherent safety margin. In light of the findings
by Bane et al. (2011) we were motivated to investigate the test standards currently in use for thermal
2ignition, i.e., in heated vessel of by hot surfaces. There are of course other potential ignition sources
such as open flames, electrical streamer discharges, hot and burning particles, but these were not
the focus of this study.
For safety aspects, several different temperatures are important for the characterization of a
particular fuel. Colwell and Reza (2005) describe how the temperature required for ignition increases
given the situation. For example, the flash point is the temperature above which a pool of liquid
fuel has sufficient vapor pressure to be ignited by a pilot flame (ASTM, 2010). The flash point of Jet
A lies in the range of 43–66 ◦C (Colwell and Reza, 2005, CRC, 1983, NFPA 325, 1994). If we were
to take the flash point as a general upper bound for any design temperature, we would be unable
to boil water for coffee or tea on an aircraft. This, of course, it not the case since no open flame is
present near the fuel tank, by design.
For ignition from hot elements, the particular quantity of interest is the temperature that leads
to ignition of a flammable atmosphere without a flame present. A measure of this temperature is
defined as the auto-ignition temperature. The auto-ignition temperature standard test is to inject
a fuel into a heated vessel and determining by visual inspection if ignition has occurred within 10
minutes (ASTM, 2005). For many applications, the auto-ignition temperature determined from
this standard test is what is then used to define limiting (highest) temperature of hot surfaces in
region where flammable vapor may be present. However, this test has many limitations, which are
explored in the following chapters. The flame propagation resulting from an ignition of a premixed
fuel-air mixture determines the pressure rise and thus potential structural damage resulting from an
accidental ignition, and must also be considered. The ignition process is a complicated interaction
of chemical heat release, encompassing the competition between chain branching and terminating
reactions, heat transfer into and out of the system, and fluid mechanics. To mitigate the risk of
accidental explosions in industrial facilities and on aircraft in the aviation industry, the mechanisms
and parameters leading to ignition must be investigated. The ultimate goal is to use our better
understanding of the thermal ignition process and auto-ignition tests to further improve the safety
of aviation and other industrial systems operating with flammable mixtures.
31.2 Background
Seminal work in the area of ignition by hot surfaces was done by Davy (1817) while investigating
explosions in coal mines (Babrauskas, 2003). Davy describes a common way of lighting the mines as:
“a steel wheel, which, being made to revolve in contact with flint, affords a succession of
sparks: but this apparatus always requires a person to work it; and, though much less
liable to explode the fire-damp than a common candle, yet it is said to be not entirely
free from danger.”
In his experiments, Davy was unable to ignite a combustible coal gas (firedamp) mixture with a
hot iron rod, unless the iron rod itself is burning. The first explanation of this effect (Babrauskas,
2003) was given by Mallard and Le Chatelier in 1880. They concluded that a sufficiently long time
is necessary for the gas to stay in contact with the hot surface in order for the mixture to ignite.
Thornton (1919) was among the first to perform experiments on the current required to ignite
various gaseous mixtures by electrical wire, with particular focus on the hazard that arises from
broken light bulbs in coal mines. In this work, measurements were performed at elevated pressures
using water to compress the gas, and it was concluded that ignition by hot wires is independent
of pressure, but changes with wire diameter. These experiments, however, are incomparable to the
atmospheric tests since the absorption into the water and water vapor content are not accounted
for.
In 1927, Coward and Guest investigated the ignition of natural gas and air mixtures by heated
nickel bars of varying size, composition, hot surface material, and flow velocity above the hot sur-
face. The work concluded that the ignition temperature depends on the mixture composition, but
an explanation was not provided. Coward and Guest observed that wider heated bars reduce the
temperature required for ignition, and that flow over hot surface, created by a fan, could either
decrease or increase the ignition temperature depending on the speed.
Scott et al. (1948) used an early version of the auto-ignition test apparatus, which would later
become the ASTM E 659 test shown in Figure 1.1. Experimental auto-ignition temperatures are
given for a multitude of compounds as part of the experiments at the Bureau of Mines in Pittsburgh,
PA.
The Bureau of Mines continued their work, which was published in part in Zabetakis et al.
(1954) and Kuchta et al. (1965), performing a wide range of experiments on auto-ignition and hot
surfaces using a variety of fuels. In these investigations, experiments were conducted to test the effect
4recording potentiometer shall be used for recording the signal
from the internal gas thermocouple (T). An x - y recorder has
been found suitable for this purpose.
6.9 Timer—A stop watch or electric timer (preferably foot-
switch operated) calibrated in 0.1 or 0.2-s units shall be used to
determine the time lag before ignition (time interval between
the instant of sample insertion and that of ignition as evidenced
by the appearance of the flame). If visual ignition is difficult to
observe, the temperature - time recorder trace may be used to
estimate the time lag.
6.10 Mirror—A 6-in. mirror or other suitable size, mounted
above the flask so that the observer may see into the flask
without having to be directly over it.
6.11 Hot-Air Gun—A suitable hot-air gun may be used to
purge the product gases after a reaction is completed and
before the next test. A temperature-controlled, hot-air guncan
reduce testing time if used to aid in achieving the desired flash
temperature between trials and upon insertion of clean test
flasks.
7. Safety Considerations
7.1 No explosion hazard is encountered in conducting the
determination as outlined in Section 7. However, flames are
occasionally emitted well above the top of the flask. Thus, the
operator should always use a mirror for observation of the flask
interior. The use of a right-angle syringe and, for solids, the use
of a holder for the powder funnel will remove the hands from
the immediate vicinity of the flask opening.
7.2 It is recommended that the apparatus be installed in a
fume hood or be equipped with an exhaust duct to prevent
exposure to potentially toxic combustion and decomposition
products. All tests with toxic chemicals should involve the use
of adequate exhaust ventilation.
7.3 Determinations normally should not be made on poten-
tial or known explosive or propellant materials. Where such
AIT information is required, the determinations should be
made remotely behind a barricade.
8. Procedure
8.1 Temperature Control—After the internal flask tempera-
ture (T) has reached the desired temperature, adjust the
temperature controller to maintain this temperature within the
designated limits and allow the system to equilibrate.
8.2 Lighting—The lighting before sample insertion should
be very subdued. Extinguish the lights as the sample is
inserted. Cool-flame tests are generally conducted in total
darkness. Eyes should be totally dark-adapted for optimum
observation of cool flames.
8.3 Sample Addition:
8.3.1 Liquids—Inject 100 µl of the sample to be tested into
the flask with the hypodermic syringe and quickly withdraw
the syringe. Extinguish the lights as the sample is injected.
8.3.2 Solids—Insert a 100-mg sample by pouring it from the
weighing vessel through the powder funnel which is inserted in
the neck of the flask. Quickly withdraw the powder funnel and
extinguish the lights.
FIG. 1 Autoignition Temperature Apparatus
E 659 – 78 (2005)
3
Copyright by ASTM Int'l (all rights reserved); Mon Jul 28 18:06:46 EDT 2008
Downloaded/printed by
DAN ANGUKA (CALTECH) pursuant to License Agreement. No further reproductions authorized.
Figur 1.1: ASTM E 659 auto-ignition temperature apparatus (reprinted, with p rmission,
from ASTM (2005), copyright ASTM International)
of surface area and volume on auto-ignition in quiescent mixtures, with the work on hot surfaces
performed in a slow flowing reactor. The results of these efforts included a scaling relationship for
the ignition temperatur a a function of he natural logarithm of he (hot) surface rea as shown
in Figure 1.2. However, the effects of the surface geometry or orientation are not considered, and
consequently the scaling laws extrapolated from theory developed by Semenov (1940) only hold for
a limited range of hot surface areas.
The graph reproduced in Figure 1.2 is also found in Babrauskas (2003) without the data points.
While the trends developed by Semenov (1940) are supported by t is dat , the broad application
of this w rk should be tak n very cautiously as the control over composition and flow v locity are
very limited.
We separate the investigation of thermal ignition into the goal of finding the lowest possible
temperature at which a gaseous mixture will ignite, i.e., auto-ignition, and the required temperature
for less favorable geometries such as isolated hot surfaces.
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Figure 1.2: Ignition as a function of hot surface size (reproduced from Kuchta et al., 1965)
1.2.1 Thermal Ignition in a Heated Vessel — Auto-Ignition
Ignition is the process of initializing an exothermic chemical reaction that can lead to a propagating
flame or detonation. Ignition can occur through the generation of highly reactive species (radicals),
whose production rate is in competition with their destruction rate, as well as the competition of
chemical heat release and heat loss to walls, which determines the mixture temperature and thus
the reaction rates. In general, combustion of hydrocarbon fuels is separated into slow reaction, cool
flames, and ignition regimes based on pressure and temperature (Glassman, 2008, Pilling, 1997).
Slow reactions occur when fuel is in contact with an oxidizer at temperatures below the ignition
temperature (Babrauskas, 2003). The fuel and oxidizer react, but do so without a rapid increase in
pressure, and the heat released by the oxidation is lost to the environment. Since the reaction rate
is a strong function of temperature, these reactions will not take place at a temperature far below
the ignition temperature (Babrauskas, 2003).
Cool flames occur at temperatures higher than slow reaction and below the ignition tempera-
tures (Babrauskas, 2003). This lower temperature leads the reaction down a different path, creat-
ing peroxides as reaction products, which are only partially oxidized and thus release less energy
than if the reaction had gone to completion (e.g., CO2 and H2O for hydrocarbon oxygen reac-
6tions) (Babrauskas, 2003). The resulting flames have a pale blue color, and can exhibit oscillatory
behavior (Yang and Gray, 1969). Townend et al. (1934) were the first to map at what temperatures
and pressures ignition and cool flames of hexane air mixtures occur.
From a chemical reaction perspective, ignition is characterized by a “rate of chain carrier gener-
ation exceeding the chain termination reaction” - or in other words, a runaway reaction (Glassman,
2008). In this case, the reaction releases energy and thus speeds up the reaction rate if that energy
cannot be lost to environment at a sufficiently fast rate. The reaction then leads to a pressure and
temperature rise until the reactants are consumed.
Figure 1.3: Regions of ignition as a function of temperature and pressure for n-hexane for several
molar concentrations of n-hexane in air (Townend et al., 1934) (Figure adapted from Babrauskas,
2003)
A classical view of how ignition, nonignition and cool flames are separated as function of tem-
perature and pressure is given for n-hexane as shown in Figure 1.3 (Townend et al., 1934). At low
temperature and low pressure some radical species may be formed. Due to the low pressure, the
diffusivity is high and they recombine into stable species at wall, which means that testing vessels
of different material can have different explosion limits (Warnatz et al., 2006).
The auto-ignition temperature is not a universal quantity and depends on the substance and
molecular structure of the fuel as well as the oxidizer and whether or not any diluent are present, e.g.,
the nitrogen in air. For this investigation, we are interested in fuels like hexane that have comparable
auto-ignition temperatures to aviation kerosene (see Table 1.1). The combustion characteristics
7and path of pure substances are far more easy to characterize than those of complex hydrocarbon
fuels such as Jet A, which consists of many different species of paraffins, iso-paraffins, aromatics,
naphthenes, and olefins (Shepherd et al., 1999).
Table 1.1: Selected minimum auto-ignition temperatures (AIT) at one atmosphere from Kuchta
(1985) and CRC (1983)
Fuel
AIT [◦C]
in air in oxygen
Hydrogen 520 ∼400
Methane 630 500
Propane 450 N/A
n-Hexane 225 220
Gasoline (100/130) 440 315
Kerosene 230 215
Turbine Fuel 238 N/A
While the ASTM E659 is a standard test for the auto-ignition temperature, only the minimum
temperature for ignition at atmospheric pressure is investigated (ASTM, 2005, Colwell and Reza,
2005, Pilling, 1997). The specific mixture composition is not controlled because liquid test fuel is
injected directly into an open heated vessel. The contents are not actively mixed, and it is presumed
that “a considerable range of composition exist within pockets of gas in the vessel as evaporation of
liquid fuel, or mixing of the injected gaseous fuel, occurs” (Pilling, 1997).
In prior laboratory research, the combustion products have either been condensed and the liquid
analyzed later (Bailey and Norrish, 1952), or a gas chromatograph was used to analyze a small
sample at a maximum frequency of about 0.1 Hz (Wilk et al., 1986). Additional work was done
in rapid compression machines at higher temperatures, 600–800 K (Griffiths et al., 1993), and gas
sampling techniques (Ribaucour et al., 1992, Vanhove et al., 2006). While pressure transients are
easily captured in these experiments, fast and accurate fuel concentration measurements requiring
optical techniques have never previously been applied to the auto-ignition phenomenon.
The present work includes tests conducted using hexane as a surrogate for kerosene, with the
experimental setup addressing problem of the control over gas composition, allowing for testing
at varying pressures, and precise control over the heating rate, which has been identified as an
important factor (Mason and Wheeler, 1922). Additionally, the current study allows for continuous
measurements of the fuel concentration.
81.2.2 Thermal Ignition from a Concentrated Hot Surface
Isolated hot surfaces surrounded by a flammable mixture such as a pipe carrying hot gas in a
flammable leakage zone in an aircraft or the overheating of a failing device, are potential ignition
sources. For design purposes, it is important to understand the dependence of the ignition tem-
perature on hot surface size and geometry since limiting space restrictions may lead to unfeasible
design solutions. While, standardized tests exist to evaluate various properties of fuels, including
the ASTM E659 (ASTM, 2005) for auto-ignition temperature of fuels, and the ASTM D56 (ASTM,
2010) for flash point, no standard test exists for hot surface ignition (Smyth and Bryner, 1997).
As mentioned before, Coward and Guest (1927) investigated hot surface ignition of natural gas-
air mixture by various heated metal surfaces, but the control over the flow velocity at the hot surface
and visual observations were limited. Platinum surfaces were found to be catalytic, but the ignition
temperatures were higher than those of noncatalytic nickel. Kuchta et al. (1965) extended the work
at the Bureau of Mines, varying the size and geometry of the hot surfaces, but with limited control
over the composition and flow over the hot surface. The hot surface of interest is heated to a given
temperature inside a flow reactor and then a mixture of fuel and air is passed over it at a specified
flow rate. However, the exact mixture composition is unknown and the flow velocity at the hot
surface can only be roughly estimated based on the overall flow rate and vessel size.
Gray (1970) analytically investigated the effect of surface area to volume ratio. The work fol-
lows the work of Kuchta et al. (1965) and White (1967) who concluded from experimental data
that increasing the surface area in a fuel tank, e.g., by inserting metal honeycomb, increases the
safety. Gray pointed to the negative temperature coefficient behavior of larger hydrocarbon as an
alternate source for the behavior.
Ono et al. (1976) studied the ignition of stoichiometric mixtures of methane, propane, ethyl-
alcohol, and diethylether in air by a vertical hot plate inside a combustion vessel. Measurements of
the flow velocity were performed by particle image velocimetry. The choice of geometry is quite useful
in comparisons with simulations and analytical models for flow along a heated vertical plate (Tritton,
1988). The temperature of the hot surface is initially kept at a temperature just below the ignition
temperature and then raised to initiate ignition. As mentioned earlier, slow reactions can take place
at temperatures just below the ignition temperature and change the composition of the mixture.
Laurendeau (1982) performed a wide literature review of available hot surface ignition data for
various hydrocarbon fuels, particularly methane. The data collected was used to derive a simple
correlation relating the ignition temperature to various parameters. Also taken into account in
9the model is the flow outside the hot surface, such as stagnant, free, and forced convection. The
value of this model is to give general trends of the ignition temperature, but does not provide
accurate numerical values. Laurendeau points out that detailed information about the experiments
and application are necessary to make accurate comparisons, including the surface size, orientation,
geometry, mixture composition, and temperature history leading to ignition.
Kumar (1989) focused his experiments on hydrogen-oxygen-diluent mixtures. The combustion
of hydrogen differs from that of hydrocarbon fuel. In addition, its high diffusivity will change
the hot surface ignition characteristics relative to hydrocarbon fuels, which must be kept in mind
when comparing the results of ignition experiments and simulations. It is still very relevant for
many applications including loss-of-cooling events in nuclear power plant like Fukushima–Daiichi on
March 11, 2011.
Kumar also developed a model of solving the transport and energy conservation equation using
an explicit scheme, that requires very small time steps down to 1 ns for accurate solutions. The
equations describe the ignition from a hot surface in one dimensional unsteady condition with the
gas at temperature below the hot surface temperature and the chemistry uses a reduced mechanism
for hydrogen-oxgyen-diluent combustion. In the experiments and simulations, the effects of pressure,
mixture concentration, diluent, and initial gas temperature were investigated with relatively good
agreement for most parameters.
In an effort to create a standardized test for hot surface ignition, Smyth and Bryner (1997) at the
National Institute of Standards and Technology (NIST) performed a large number of experiments
testing the temperature required for ignition of a gas mixture flowing over a heated metal foil. In this
work, the foil was placed at 45◦ for a constant residence time of 150 ms, and a wide variety of fuels
and hot surface materials were examined. From the results given in their study, the temperature
are higher than even those of Kuchta et al. (1965) at comparable surface size, which would indicate
that the residence time was too short to activate any low temperature chemistry. Additionally, the
geometry chosen for the experiment is very difficult to reproduce computationally (Shepherd, 2012).
Babrauskas (2003) points out that hot surface ignition can be investigated in a similar manner
to the auto-ignition tests, where no uniform heating eliminates convection. For hot surfaces, this
could be achieved by placing the hot surface at the top of the vessel and thus stably stratifying the
mixture, however, no such experiments have been performed.
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1.2.3 Hot Surface Ignition of Liquid Fuels
A special type of hot surface ignition is ignition of liquid fuel droplet by hot surfaces. This process
is significantly more complex due to the breakup of droplet, evaporation of the fuel and mixing with
the air necessary to crate a flammable mixture. However, the connection to the work presented here
is clear and thus worth mentioning. In 2005, Colwell and Reza performed a large number of tests
using droplets of fuel impinging a hot surface and evaluating the ignition probability as a function
of temperature. While the work included a thorough review of thermal ignition testing on available
data, an extrapolation of their results to the fundamental physical and chemical processes leading
to hot surface ignition is difficult. The complexity of the experiments performed is too great to use
analytical models or even perform simulations and a statistical approach is taken to characterize the
likelihood of ignition as a function of temperature. A thorough literature review of ignition of liquid
droplets was done by Bennett (2001).
In this study, we explore the conditions leading to ignition and compare these to high quality
computational results. Our goal is to develop sufficiently realistic and detailed models so that these
ignition thresholds and ignition transients can be accurately predicted.
1.2.4 Cyclic Flame Propagation in Premixed Combustion
The process of thermal ignition of a flammable mixture by a hot-surface and the subsequent flame
propagation is important to the fundamental understanding of combustion, as well as industrial
safety applications. Flame instabilities are of particular interest since they can affect the flame
propagation speed and increasing the flame surface area and accelerating the flame speed. This
chapter focuses on a global flame instability, i.e., a flickering or puffing flame, rather than small
scale instabilities at the flame front.
Flames propagating with a flickering or puffing behavior with frequencies around 10 Hz have been
discussed since the First International Symposium on Combustion in September 1928 (Chamberlin
and Rose, 1948). Chamberlin and Rose were among the first to make quantitative measurements
of the oscillation frequencies observed in Bunsen burners. For a range of gases (e.g., natural gas,
hydrogen, carbon monoxide, butane, and ethane), the rate of flame oscillations was observed to be
“on the order of 10 per second”. The oscillations were quantified by tracking the tip location of the
flame. Chamberlin and Rose observed that frequency changed with the size of the injection nozzle,
and the origin of the flicker was attributed to an alternating rate of diffusion of oxygen into the
flame
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The oscillation of non-premixed gaseous flames have since then been investigated experimentally
by Kimura (1965), Toong et al. (1965), Durao and Whitelaw (1974), Grant and Jones (1975), Strawa
and Cantwell (1989) and Durox et al. (1996).
Kimura (1965) investigated propane jet flames, which exhibited periodic oscillations (10–15 Hz)
above a critical injection velocity. Premixing the propane with air suppressed these oscillations. After
investigating the temperature and velocity profile, he concludes that the oscillations are caused by
the instability of the laminar jet flow.
Toong et al. (1965) observed these instabilities for flames created by burning liquid fuel at the
end of a probe in air to simulate droplet combustion. They postulate that “it is quite likely that the
onset of the self-sustained flame oscillations is due to the amplification of the Tollmien-Schlichting
waves, in the region where the Reynolds Number is greater than the critical value.” However, Grant
and Jones (1975) argue that based on their experiments and those of Durao and Whitelaw (1974),
linear stability theory is insufficient in explaining how the frequency is invariant over a large range
of parameters.
The jet injection velocity was substantially reduced in the experiments conducted by Durox et al.
(1996). In fact, in their theoretical analysis the injection velocity is assumed to be negligible and
the flame instability is attributed to a shear layer created by the buoyancy induced velocity on the
flow behind the flame front. In their study, the effect of pressure and gravitational acceleration
were tested by performing the experiment on parabolic flights that created microgravity as well as
maximum accelerations of 1.8 g.
Buckmaster and Peters (1988) have carried a theoretical analysis of the oscillations associated
with a infinite candle. Similar oscillations have also been observed in fires above pools of liquid
fuels (Cetegen and Ahmed, 1993) and in room fires (Zukoski, 1986).
These oscillations are not limited to non-premixed flames, but also occur in premixed flames as
shown by Durox et al. (1990), Cheng et al. (1999), Shepherd et al. (2005), Guahk et al. (2009),
and Tanoue et al. (2010). In these studies, the frequency of the instability is again on the order of
10 Hz. In all of these previous experiments of premixed flames, the gaseous mixture was injected
into the burner at a specific injection velocity.
Durox et al. (1990) also performed experiments on parabolic flights of premixed flames to study
the effect of varying gravitational acceleration. Additional data is given for the variation of the
oscillation frequency as a function of injection velocity (1.45–2.4 m/s), pressure, and equivalence
ratio.
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Cheng et al. (1999) studied the effects of buoyancy on premixed “V-flames” by considering both
gravitation acceleration in the direction of injection and opposed to it. The results were considered
as a function of Richardson number, the ratio of inertia to buoyancy force, but “findings point to
the need to include both upstream and downstream contributions in theoretical analysis of flame
turbulence interactions.”
Guahk et al. (2009) investigated the oscillations of conical flames and inverted conical flames.
They describe the oscillations as a flame-intrinsic Kelvin-Helmholtz instability.
A combined experimental and numerical approach was taken by Shepherd et al. (2005), who
injected a methane-air mixture at 0.73 m/s. The analysis showed that the “flame tip oscillation is
caused by a competition between the pressure fields associated with the predominantly radial motion
of the burnt gases near the flame front and the rotating vortex motion.”
Tanoue et al. (2010) measured the temperature distribution of a premixed methane flame injected
at 2 m/s and attribute the instability to a Kelvin-Helmholtz instability.
The experiments and simulations investigated in the present study use a very different configu-
ration than the previous work. Instead of studying jets, a combustible mixture, which is quiescent
prior to ignition is examined. The puffing phenomenon occurs in a closed vessel that is filled entirely
with a homogeneous combustible mixture and then ignited by a hot surface.
1.3 Thesis Outline
Results from studies on heated vessels subjected to ramp heating are presented in Chapter 2, hot
surface ignition in Chapter 3, and premixed puffing flames in Chapter 4. Chapter 2 describes the ex-
perimental setup, with additional background for the diagnostic techniques presented in Appendix A
and B. Experimental results are presented and discussed here with a complete list of experiments
performed given in Appendix I. Additional detail of the theoretical analysis is given in Appendix C
and D. Some of the thermodynamic data used in the chemical mechanism was treated for disconti-
nuities as described in Appendix H. Chapter 3 details the dependence of ignition temperature with
mixture composition and resulting flame propagation with additional literature and tabular data
available in Appendix F. Experimental data and still images are available in Appendix I.2, with
color images shown in Appendix L. The puffing phenomenon is described in detail in Chapter 4 with
some additional scaling arguments given in Appendix G.
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Chapter 2
Thermal Ignition of Gaseous
Fuel-Air Mixtures Within a Slowly
Heated Vessel 1
2.1 Introduction
As discussed in Chapter 1, a better understanding of thermal ignition, specifically auto-ignition, is
important for safety regulations and engineering design. While a standard test for the auto-ignition
temperature, the ASTM (2005), exists, only the minimum temperature for ignition at atmospheric
pressure is investigated for a given geometry and size. Additionally, the specific mixture composition
is neither controlled nor measured as the liquid test fuel is injected into a heated open vessel. The
contents are not actively mixed and it is presumed that a considerable range of composition exists
within pockets of gas in the vessel as evaporation of liquid fuel occurs (Pilling, 1997).
Our approach in this study was to precisely control the composition of the gas mixture allowing
for comparison with numerical models, while monitoring the temperature and pressure as well as
the fuel concentration. Through accurate control of the heating rate, its effect on the combustion
can also be studied. Hexane was selected as a test fuel. It has a similar auto-ignition temperature
of 498 K (Kuchta et al., 1965, Kuchta, 1985) to kerosene and is comparable to jet fuel or turbine
fuel (CRC, 1983, Colwell and Reza, 2005) at 511 K. Additionally, Hexane is easy to handle in liquid
form but vaporizes readily, and detailed chemical reaction mechanisms are available.
An extension of the classical Semenov theory (Semenov, 1940), described later in this chapter,
can be used to model the auto-ignition process in a closed vessel that is slowly heated from ambient
1The work in this chapter has been published in large part in Boettcher, P. A., Me´vel, R., Thomas, V. and
Shepherd, J. E. The effect of heating rates on low temperature hexane air combustion. Fuel (2012), doi:10.1016/
j.fuel.2011.12.044
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conditions. This model of the reactor can be used with either a detailed chemical mechanism that
fully represents the complex chemistry of n-hexane or with a one-step model that is more easily
understood analytically. Both approaches are presented in this chapter. The experimental and
computational results are compared and a detailed analysis is given of the role of heat transfer and
reactant consumption on the progress of the explosion.
2.2 Experiments
2.2.1 Experimental Setup
The test vessel (Figure 2.1) is a closed 400 mL Pyrex cell (surface to volume ratio ≈ 0.85 cm−1).
Prior to each experiment, the test cell is evacuated to less than 10 Pa. The vessel is then filled
with n-hexane, nitrogen, and oxygen using the partial pressure method, then thoroughly mixed by
a circulation pump. Hexane is injected as a liquid through a septum at a partial pressure below its
vapor pressure. This ensures complete vaporization. The uncertainty in composition is due to the
accuracy ± 0.01 kPa of the pressure measurement. Two sapphire windows are spaced 9 cm apart,
providing optical access for the laser measurement. The vessel is suspended inside an aluminum
shell with an air gap of approximately 3 mm, and the shell is heated by two band heaters rated at a
total of 800 W. The temperature inside the vessel is measured by a K-type thermocouple that has
been coated with silica in order to avoid catalytic effects. During the experiment, transient pressure
is measured with a separate fast-response static pressure gage (≥ 10 kHz). The final heating rate
is computed from the pressure measurements using the values before the onset of the reaction.
Assuming no change in moles, using the ideal gas law, the heating rate can be computed from the
pressure trace using
dT
dt
=
V
nR˜
dP
dt
. (2.1)
This method is preferred over measurements using thermocouples because the response time of the
pressure transducer is much shorter than that of the thermocouple. The data is directly analyzed
and averaged giving an effective sampling rate of 8 Hz. When a specified drop in fuel concentration
is detected, a second data acquisition board is triggered that stores data at 150 kHz during a rapid
ignition event.
Experiments were performed at three total pressures: 26, 67, and 101 kPa, three equivalence
ratios, φ: 0.6, 1, and 1.2, and heating rates between 4 K/min and 14 K/min.
The fuel concentration is measured by direct absorption (Klingbeil et al., 2006, Drallmeier, 2003).
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Figure 2.1: Schematic of the experimental setup (all dimensions are in cm)
A commercially available 3.39 µm HeNe laser is passed through a chopper running at 300 Hz. The
beam is split two ways before entering the test cell through a 0.5 mm thin sapphire window. The
main beam passes through the test cell and is measured by a detector on the other side, while the
second beam is sent to a reference detector to correct for variations in the initial laser intensity. High
angles of incidence (∼ 10◦) were used to avoid intensity changes due to interference effects from the
windows caused by thermal expansion since internal reflections are scattered through a wider angle.
The n-hexane mole fraction is calculated from the detected laser transmission using Beer’s law.
The C-H bond in any hydrocarbon molecule absorbs at the 3.39 µm wavelength; changes from n-
hexane into other hydrocarbon molecules other than C1 species cannot be detected Me´vel et al.
(2012). Thus, an equivalent n-hexane mole fraction, X∗C6H14 , is calculated based on the absorption
cross section of n-hexane, which is found through separate calibration experiments to be σν = 38
± 1 m2/mole. This value is in agreement with values from the literature (Jaynes and Beam found
45 m2/mole (Jaynes and Beam, 1969), Drallmeier 38.5 ± 2 m2/mole (Drallmeier, 2003, Klingbeil
et al., 2006), Tsuboi et al. 36.2 ± 7 m2/mole (Tsuboi et al., 1985, Klingbeil et al., 2006)). Further
measurements have been performed by Me´vel et al. (2012) that show that the absorption cross
section is constant for hexane from 303–413 K and the value can thus be assumed to be constant.
The intensity changes are related to the equivalent partial pressure of fuel, P ∗fuel, via Beer’s Law,
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Figure 2.2: Pictures of the heated experimental vessel setup
I
I0
= exp
(
−σνP
∗
fuelL
R˜T
)
, (2.2)
where I is the laser intensity signal, I0 is the signal intensity without any absorbing species present,
σν is the absorption cross section, L is the path length, R˜ is the universal gas constant, and T is the
temperature.
As described above only an equivalent partial pressure of fuel or equivalent hexane mole fraction
can be measured with this technique. The final equivalent mole fraction of n-hexane is given by
X∗C6H14 =
P ∗fuel
Ptotal
=
R˜T
σνLPtotal
[
ln
(
I1(t)
I2(t)
)
− ln
(
I01
I02
)]
, (2.3)
where I1 is the reference detector, and I2 is the signal detector on the other side of the absorption
path, and the superscript 0 represent their values before fuel is added. Additional details are given
in Appendix A.
2.2.2 Experimental Results
Experiments were performed varying the composition, initial pressure, and heating rate applied to
the vessel walls. Figures 2.3 and 2.4 show the temperature, pressure, and fuel mole fraction during
two representative experiments performed with a slightly fuel-rich mixture (φ = 1.2, 2.6 % n-hexane
in air) and at a initial pressure of 101 kPa. The mixture of Fig. 2.3 was heated at a rate of 4.25 K/min
and underwent a slow reaction. A slow reaction case is characterized by a slow consumption of the
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fuel with a minimal pressure rise. The mixture of Fig. 2.4 was heated at 11 K/min and underwent
ignition. In this context, an event characterized by rapid consumption of the fuel accompanied by a
large pressure rise will be referred to as either an ignition case or fast reaction case.
The slow reaction case (Fig. 2.3) has several features that make it significantly different from the
ignition case. As the temperature increases from room temperature, we observe a slow consumption
of the fuel (reduction in concentration of C-H bonds) starting at 500 K (2500 s), which reduces the
fuel concentration from 2.6% to 0.45% over 250 s until the heating system is turned off at 540 K.
During this time neither the pressure nor the temperature rise significantly above the trajectory
prescribed by the input heating rate.
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Figure 2.3: Slow reaction of a fuel-rich (φ = 1.2) n-hexane/air mixture at an initial pressure of 101
kPa heated at 4.25 K per minute (note that the heating rate is computed from the pressure signal)
The temperature and pressure plot show small steps in the ramp from room temperature to 540
K. These steps are due to the response time of the controller and the aluminum shell to the overall
heating rate and temperature change during the initial fuel consumption is 4.25 K/min.
Heating the same mixture (φ = 1.2) at roughly twice the heating rate, 11 K/min, results in a
fast reaction (Fig. 2.4). Upon ignition, we observe a spike in pressure, reaching a peak of 330 kPa
with elevated pressure for 0.5 seconds. The temperature peak is visible but substantially smaller
due to the much slower response time of the thermocouple as compared to the pressure transducer.
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Figure 2.4: Ignition of a fuel-rich (φ = 1.2) n-hexane/air mixture at an initial pressure of 101 kPa
heated at 11 K per minute (note that the heating rate is computed from the pressure signal)
From the changes in the fuel concentration, temperature, and pressure measurements, we observe
that the fast reaction occurs at 1010 s. At this time, we estimate the temperature in the vessel to
be 473 K (200 ◦C), whereas the thermocouple reads 400 K. Due to the limited response rate of
the thermocouple, discussed earlier, the actual gas temperature must be inferred from the pressure
measurements, using the assumption that the mixture is an ideal gas and negligible changes in the
number of moles. At 1000 s we see an initial decrease in fuel concentration followed by a rapid
consumption of the fuel during the ignition transient at ∼ 1010 s. Unlike the slow reaction, in this
case, the response of the measurement system is limited by signal contamination from light emission
during the ignition.
The effect of initial pressure and composition was examined for 14 conditions and the outcomes
are shown in Figure 2.5. The following changes in the experimental conditions transition the system
from a slow reaction to an ignition: (1) increasing the pressure (26–100 kPa), (2) increasing the
heating rate (4–12 K/min), (3) increasing the equivalence ratio in the region investigated (φ = 0.6−
−1.25). Each of these factors is confirmed experimentally, while keeping the other two parameters
constant.
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Figure 2.5: Experimental results as a function of total pressure, temperature ramp rate, and equiv-
alence ratio
2.2.3 Simultaneous Measurements of Oxygen and Fuel 2
In addition to the fuel concentration measurements, an attempt has been made to spectroscopically
monitor the molecular oxygen concentration during the heating rate experiments. Since transitions
in the A band near 760 nm are spin forbidden, direct absorption measurements of O2 are complicated
by the very weak absorption cross sections (Philippe and Hanson, 1993). One method for overcoming
this limitation is the use of a derivative technique of spectroscopy with second harmonic (2f) detection
as demonstrated by Kroll et al. (1987), Philippe and Hanson (1993), and Rieker et al. (2009). This
technique consists of modulating, at a high frequency, the output wavelength of the laser diode, by
modulating the diode’s current input, allowing a fast scanning across the absorption line. Assuming
a perfect gas the second derivative of the signal intensity can be linked to the oxygen partial pressure
by the following:
d2I
dν2
∣∣∣∣
ν=ν0=ν˜
= c0 + c1PO2 (2.4)
where σν is the absorption cross section, c0 and c1 are constants obtained through a calibration
procedure. Further details are given in Appendix B.
2The author would like to thank Raza Akbar, Greg Rieker, Adrianus Indrat Aria, Bryan Hires, and David Gutschick
for their help with the 2f detection.
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2.2.3.1 Experimental Setup and Calibration Procedure
The experimental arrangement is shown in Figure 2.6 3. It consists of a signal generator, a summing
amplifier, a laser diode with current and temperature controllers, a lock-in amplifier, a low noise
preamplifier with bandpass filter, and a waveform recorder. The signal generator is used to create a
sawtooth-like carrier signal with a frequency of 80 Hz and an amplitude of ∼ 100 mA. This signal
scans across the absorption line. The second signal, the sine wave, is generated by the lock-in
amplifier’s internal signal generator with a frequency of 23.5 kHz and an amplitude of 4 mA. These
signals are summed and then sent to the laser diode current controller. Both the sine wave signal
and the transmitted laser diode beam are collected by the lock-in detector. The resulting signal is
then filtered and recorded by the waveform recorder.
The height of the 2f peak is calibrated against the partial pressure of oxygen. Figure 2.7 shows
that the peak height varies linearly with the amount of oxygen as predicted from Equation 2.4 for the
range of oxygen concentrations investigated. For calibration, the vessel is first evacuated to below
10 Pa and then filled with increasing amounts of oxygen. The second calibration was performed
by first filling the vessel 67 kPa of N2 and then mixing the oxygen with the nitrogen in increasing
steps. The linear constant is reduced when nitrogen is added, which is expected due to the effect of
pressure broadening. Also indicated in Figure 2.7 is the uncertainty in the calibration measurement.
This uncertainty is strictly based on the evaluation of the standard deviation of the time series data
acquired over the measurement interval, typically 30 seconds. The uncertainty in the pressure is less
than the indicated symbol size. The calibration was performed at room temperature.
2.2.3.2 Application of Oxygen Measurements
The measurement of oxygen concentration was only implemented successfully once during the course
of this investigation. The experimental technique has proven to be extremely sensitive to the varia-
tions in the optical path. The experimental procedure of heating the vessel from room temperature
to the auto-ignition temperature causes the glass vessel to expand substantially. This produces both
an etalon effect and beam steering, which we were only able to correct for by using a nonreactive
mixture for one data set. Figure 2.8 shows the consumption of the oxygen and fuel for a fuel-rich
mixture (φ = 1.2) at a low initial pressure (P0 = 26.67 kPa) heated at a 11.2 K/min. The measure-
ments show consumption of the fuel and oxygen at the same time, which agrees with the simulation
results of the slow reaction shown in Figure 2.12 (a). This result agrees with the overall trends shown
3This figure was adapted from a figure created by Adrianus Indrat Aria, Bryan Hires, and David Gutschick.
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Figure 2.6: Schematic of the experimental setup for molecular oxygen measurements
in Figure 2.5, which show that reducing pressure, heating rate, or equivalence ratio sufficiently in
the range investigated leads to a slow reaction of the mixture instead of ignition.
For future experiments, the limitations shown here could be addressed in several ways. First,
the impact of the optical path variations could be reduced by increasing the test cell dimension
or isolating the windows mechanically from the test cell. Additionally, the sensitivity of the mea-
surements could be increased by evacuating or nitrogen flushing the laser beam path outside the
test cell, avoiding perturbations due the oxygen contained in air. Finally, the overall experimental
procedure could be adapted to start the temperature ramp at a higher temperature, reducing the
total temperature change.
2.3 Modeling
2.3.1 Modeling with a Detailed Chemical Mechanism
The experiment is modeled using Semenov’s theory (Semenov, 1940) for thermal ignition, assuming
a well stirred constant volume reactor filled with a uniform mixture of n-hexane in air. The wall
temperature is increased from room temperature at a constant rate, α, which is included in the
energy equation as: Tw = T
0
w + α t. The temperature variation with time is computed from the
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energy conservation equation for a well-stirred closed volume:
V ρcv
dT
dt
= V
k∑
i=1
ω˙iui + Sh
(
T 0w + α t− T
)
= q˙r + q˙w. (2.5)
The species variation with time is computed with the mass conservation equation for a closed volume
dYi
dt
=
Wiω˙i
ρ
i = 1, 2, . . . , k (2.6)
where k is the total number of species. The vessel volume, V , and surface area, S, are constant
while the density, ρ, and specific heat at constant volume, cv, are calculated at each solver time
step. The heat transfer is modeled with Newton’s law of cooling using a lumped parameter, h,
to approximate free convection inside the vessel. The change in temperature is determined by the
competition between the chemical heat release, q˙r, and the heat-loss rate, q˙w, into which the terms
of the energy equation have been grouped. Cantera (Goodwin, 2003) is used to compute the net
chemical production rate, ω˙i, utilizing a detailed chemistry mechanism, as well as all thermodynamic
properties for both individual species and the gas mixture as a whole. A variable-coefficient ODE
solver (VODE) is used to integrate the system of equations (Brown et al., 1989).
The basis for our reaction mechanism is the detailed model of Ramirez et al. (2011). This kinetic
scheme was developed to model decane and biofuel chemistry. Further validation for n-hexane was
necessary for the present study; this is presented along with the modeling results. The mixture is
initialized at a given pressure, temperature, and equivalence ratio, and then the energy equation is
integrated forward in time with the wall temperature rising at a specified rate, α.
In order to model this system, a detailed kinetic scheme had to be identified and validated
against appropriate low temperature data. Although hydrocarbons have been widely studied, there
exists little data concerning n-hexane oxidation (Simmie, 2003). Curran et al. (1995) studied hexane
isomer chemistry through the modeling and measurement of exhaust gases from an engine. Shock
tube experiments have been performed by Burcat et al. (1996) and Zhukov et al. (2004). Kelley et al.
(2011) recently reported laminar flame speeds for C-5 to C-8 n-alkanes. To our knowledge, no low
temperature experimental data exists for n-hexane-oxygen mixtures. It should also be noted that
no single detailed kinetic scheme is available to model n-hexane combustion chemistry from low to
high temperature. In order to describe the kinetics of n-hexane-air mixtures, we employed the C-7
basis of the detailed model published by Ramirez et al. (2011) which includes n-hexane.
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2.3.1.1 Kinetic Scheme Validation
For validation at high temperature, we used the experimental data of Burcat et al. (1996) and Zhukov
et al. (2004). For validation at intermediate and low temperature, we used n-heptane flow reactor
and jet stirred reactor data from Held et al. (1997) and Dagaut et al. (1995), respectively.
The experimental n-hexane-oxygen-diluent mixture auto-ignition delay times from (Burcat et al.,
1996) and (Zhukov et al., 2004) are compared in Fig. 2.9 to the predictions of the Ramirez model.
The computed delay times are in reasonable agreement with the experimental results. Although
the model typically underestimates the results of Burcat in the high-temperature range, the mean
relative error does not exceed 30%. The mean error with respect to the data of Zhukov is around
25%. Considering the usual uncertainty of 20% associated with shock-tube delay times, the model
reproduces the experimental data adequately for the purpose of the present study.
The flow reactor experimental data from Held et al. (1997) are compared in Fig. 2.10 (a) to the
model predictions for a lean n-heptane-oxygen-nitrogen mixture. The temporal mole fraction profiles
of the main species are relatively well predicted. The consumption of both reactants, C7H16 and O2,
are satisfactorily predicted throughout the experiment, whereas the production of CH4 and C2H4
are overestimated early in the oxidation process, and CO mole fraction is underestimated. It should
also be noted that the temperature profiles (not shown) are in good agreement with experiments.
The jet-stirred reactor experimental data from Dagaut et al. and the model predictions are com-
pared in Fig. 2.10 (b) for a stoichiometric n-heptane-oxygen-nitrogen mixture. The CO mole fraction
is well predicted everywhere except within the negative temperature coefficient region (NTC), where
an increase in temperature leads to longer induction times (700–800 K). Figure 2.10 (b) shows that
the CO2 mole fraction is underestimated in the low temperature range, but is in close agreement
in the high-temperature range. The CH4 mole fraction is overestimated throughout most of the
temperature range. Finally, it can be noted that the NTC region position is correctly predicted.
The last experimental datum to be modeled in testing the validity of the detailed kinetic scheme is
the auto-ignition temperature. The experimental value is near 500 K for a stoichiometric n-hexane-
air mixture at atmospheric pressure. The predicted temperature, based on a constant-volume reactor
simulation, is 540 K.
Although the model is not able to reproduce the whole set of selected experimental data with
good accuracy, the general trends of n-hexane-oxygen mixture reactivity are predicted. A better
agreement might be obtained by adjusting the dominant kinetic parameters. However, this would
require additional experimental data and is beyond the scope of the present study.
25
5.5 6 6.5 7 7.5 8 8.5
-8.5
-8
-7.5
-7
-6.5
-6
-5.5
Experimental data Burcat et al.
Model predictions
log
(τ
 / 
([C
6H
14
]0.
12
[O
2]−
1.
21
[A
r]0
.6
1 )
) [
μs
/(m
ol 
cm
−3
)−
0.
48
]
104/T [K-1]
7 7.5 8 8.5 9 9.5 10
1x101
1x102
1x103
Ig
nit
ion
 d
ela
y t
im
e 
[μ
s]
Experimental data set 1 Zhukov et al.
Model predictions data set 1
Experimental data set 2 Zhukov et al.
Model predictions data set 2
104/T [K-1]
(a) (b)
Figure 2.9: Comparison of shock tube experimental data to the predictions of the Ramirez model
for n-hexane-oxygen-argon mixture. (a) data of Burcat et al. (1996) (b) data of Zhukov et al. (2004)
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Figure 2.10: Comparison of flow and jet-stirred reactor experimental data to the predictions of
the Ramirez model for n-heptane-oxygen-nitrogen mixtures. (a) flow reactor data from Held et al.
(1997). Conditions: φ = 0.79; T = 930 K; P = 303 kPa; XN2 = 0.9831. (b) jet-stirred reactor data
from Dagaut et al. (1995), Conditions: φ = 1; Residence time = 1 s; P = 1010 kPa; XN2 = 0.988
26
2.3.1.2 Fast and Slow Combustion Modeling
The purpose of the modeling study was to determine if an existing reaction mechanism could quali-
tatively reproduce the observed trends using a simple reactor model that simulates the key features
of the present experimental setup. The reactor was modeled as a homogenous mixture in a closed,
fixed volume with a specified, time-varying wall temperature. Heat transfer from the vessel wall to
the contents is characterized through the wall heat transfer coefficient, h, with a value of 15 W/m2-
K. The value of the heat transfer coefficient was determined iteratively until the switch between the
slow and fast reaction was observed for heating rates of 5 and 10 K/min and is consistent with heat
transfer from free convection of gases (White, 1984).
Figures 2.11–2.12 present the simulation results for a slow reaction and an ignition event corre-
sponding to a rich mixture, φ = 1.2, with heating rates of 5 and 10 K/min, respectively. In the case
of the slow reaction, a slight increase in temperature and pressure can be seen around 2900 s. This
time corresponds to the maximum rate of n-hexane and oxygen consumption. Reactant consump-
tion extends over a long period of time, several hundred seconds. Although the mixture is rich, only
75% of the oxygen is consumed after 3100 s. In the case of the ignition event, a sharp increase in
temperature and pressure is observed at about 1500 s. At this time, reactants are consumed and
products are formed over a short period of time, on the order of tens of milliseconds. Figures 2.11
and 2.12 demonstrate that reactant consumption proceeds at essentially constant temperature and
pressure in the case of a slow reaction event, and tends towards a constant volume explosion in the
case of a fast combustion event.
It is remarkable that a variation of a factor of two in the heating rate results in a completely
different mode of combustion in these two cases. Further the temperature at which strong reactant
consumption occurs is actually lower in the higher heating rate case (473 K) than in the lower
heating case (500 K).
2.3.1.3 Heat Production and Losses
In order to help understand the differences between the slow reaction and ignition cases, the heat
production and loss rates have been calculated, along with the energy release rate for each elementary
reaction (Figures 2.13 and 2.14).
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Figure 2.11: Simulated temperature and pressure profiles for a n-hexane-air mixture for two different
heating rates. Conditions: φ = 1.2 (a) α = 5 K/min (b) α = 10 K/min
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Figure 2.12: Simulated species profiles for a n-hexane-air mixture for two different heating rates.
Conditions: φ = 1.2 (a) α = 5 K/min (b) α = 10 K/min
The heat release term, q˙r, and the magnitude of the heat-loss term, |q˙w|, from Equation 2.5, are
shown in Figure 2.13 (note that the time axes are scaled so that temperature history will coincide in
the absence of chemical reactions). The initial value of the heat-loss term corresponds directly to the
heating rate to the reactor. The inset shows the slight lag of the heat-loss term in comparison to the
heat release term. For the slow reaction case, the difference diminishes as the reaction becomes less
exothermic, while for the ignition case the difference increases as mixture move towards the ignition
point. In the slow reaction case, the chemical heat release is balanced by heat-loss at the wall. In
the ignition case, the energy release exceeds the heat-loss at the wall by several orders of magnitude
when ignition occurs. The energy release by the chemical reactions is ∼ 107 times greater during
an ignition case than during the slow reaction case. The difference in chemical reaction pathways is
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shown by the fact that the slow reaction heat release peaks before the ignition case does.
Figure 2.13: Chemical heat production and heat-loss rates for a n-hexane-air mixture for two different
heating rates. Conditions: Φ = 1.2; α = 5 K/min and α = 10 K/min (Ignition — Ign, Slow Reaction
— SR)
The chemical reactions producing and consuming heat are very different (Fig. 2.14) for the slow
and fast reaction cases. In the slow reaction case, the reactions that release energy involve weakly
reactive species such as HO2, H2O2, and alkylperoxides. Although most of these reactions are highly
exothermic, they proceed at a slow rate, keeping the energy release rate low. In the ignition case,
the energy release is driven by two reactions: H + OH + M ⇐⇒ H2O + M and CO + OH ⇐⇒
CO2 + H. These reactions produce the two main reaction products, H2O and CO2, and are very
exothermic.
2.3.1.4 Radicals and Atoms Rate of Production
The previous analyses demonstrates that the heating rate of the reactor controls the thermodynamic
conditions which in turn control the chemical pathways. The dominant chemical pathways for each
case are analyzed via detailed species rate of production and reaction pathway diagrams.
Rate of production analysis have been performed for O and H atoms, as well as, OH and HO2
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Figure 2.14: Net energy release rate during (a) slow reaction and (b) ignition
radicals. Figure 2.15 presents the results obtained for both the slow reaction and the ignition cases
for H and OH. The dominant reaction responsible for the consumption of the H atoms during
the slow reaction process is: H + O2 (+M) ⇐⇒ HO2 (+M), forming less reactive HO2 radicals.
Conversely, during the ignition process, H atoms are primarily consumed through the H + O2 ⇐⇒
OH + O reaction, producing OH radicals. In the slow reaction case, OH radicals are produced by
OH elimination reactions and are mainly consumed by the following reactions:
1. CH2O + OH ⇐⇒ HCO + H2O
2. H2O2 + CO + OH ⇐⇒ HOCHO + HO2
3. CH3HCO + OH ⇐⇒ CH3CO + H2O
4. C6H14 + OH ⇐⇒ cC6H13 + H2O.
where cC6H13 corresponds the to 3-hexyl radical. The analysis shows that no branching process
occurs.
In the ignition case, OH radicals are rapidly produced by the following branching reactions:
1. H + O2 ⇐⇒ OH + O
2. O + H2 ⇐⇒ OH + H
3. H2O + O ⇐⇒ OH + OH
and are consumed by the following exothermic reactions:
1. H + OH (+M) ⇐⇒ H2O (+M)
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2. H2 + OH ⇐⇒ H2O + H
3. CO + OH ⇐⇒ CO2 + H
The last two reactions also regenerate H atoms.
The consumption of HO2 radicals is driven by reactions which produce nonreactive species,
mainly H2O2. In the fast reaction case, their consumption is driven by the H + HO2 ⇐⇒ OH + OH
reaction, which produces the very reactive OH radicals. Finally the O atoms take part in the chain
branching process: H + O2 ⇐⇒ OH + O and O + H2 ⇐⇒ OH + H, but only during the ignition
event and not during the slow reaction.
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Figure 2.15: Rate of production of H atoms and OH radicals for a Φ = 1.2 n-hexane-air mixture
and two different heating rates: (a) and (b), α = 5 K/min; (c) and (d), α = 10 K/min
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2.3.1.5 Reaction Pathway Diagrams
A 10% threshold is used for the element flux pathway diagrams in order to underline the most
important pathways for both cases. The carbon element pathways for the two phases in the oxidation
process are summarized in Figures 2.16 and 2.17. The first phase corresponds to the period where
the temperature increases from 500 to 540 K. In the slow reaction case, this period extends from
2350 to 2850 s; for the fast reaction case, it extends from 1220 to 1430 s. As shown in Figure 2.16,
the main path for n-hexane consumption in both cases is the following:
1. H abstraction by OH from the third carbon atom (C3),
2. O2 addition on carbon C3,
3. intramolecular H abstraction by O2 from the fifth carbon atom (C5),
4. second O2 addition on carbon C5,
5. OH elimination-intramolecular H abstraction by O2 on carbon C3-cetone formation on carbon
C3.
During the slow reaction, a significant amount of the 5-hydroperoxy-hexan-3-one is decomposed into
OH, CH3HCO, and C2H5COCH2. The last species is further converted through a series of reactions
ultimately leading to CH2O and C2H5O. During the first phase, these reaction rates are almost
an order of magnitude higher in the slow reaction case as compared to the ignition case. This is
explained by the significantly longer time the mixture spends under these conditions, allowing for
an increase in OH concentration, and thus increasing the initiation rate.
During the second phase, additional pathways appear to be important. These are presented in
Figure 2.17. For the slow reaction case, this phase extends from 2870 and 3100 s with an increase
of temperature of 20 K to reach 560 K. This phase is mainly characterized by successive:
1. CO or CO2 elimination
2. O2 addition
3. H addition
4. OH elimination
The overall reaction rate remains the same throughout the entire process (∼ 10−5 kmol m−3 s−1)
and, at 3100 s, 95% of the initial n-hexane content is consumed. For the fast reaction case, the second
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phase extends from 1430 to 1495 s, at which point ignition occurs, with an increase of temperature
until 790 K and reaction rates of the order of 100 times higher than the reaction rates of the slow
reaction case in this phase. In this phase, C-C bond rupture is favored over O2 addition. This
process rapidly forms CO which then reacts with OH radicals to form CO2 and H atoms. This fast
production of H atoms, further sustained by the temperature increase, induces an increase in the
overall reaction rate through the chain branching reaction H + O2 ⇐⇒ OH + O, and drives the
ignition of the mixture. A large amount of O2 is consumed through addition reactions during the
slow reaction. During the fast reaction case, O2 is still available in the gas phase for the branching
process.
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Figure 2.16: Carbon reaction pathways during the first phase of a n-hexane-air mixture oxidation
for two heating rates. Conditions: Φ = 1.2; α = 5 and 10 K/min. Black arrows: common pathways.
Blue arrows: additional pathways observed during the slow reaction. The first phase extends from
2350 to 2850 s for the slow reaction and from 1220 to 1430 s for the fast reaction.
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Figure 2.17: Carbon reaction pathways during the second phase of a n-hexane-air mixture oxidation
for two heating rates. The second phase extends from 2850 to 3100 s for the slow reaction and from
from 1430 to 1495 s for the fast reaction.
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2.3.1.6 Explosion Limits
Figure 2.18 shows the simulated thermodynamic state trajectories, for the case with φ = 1.2, along
with the experimental explosion limits obtained for a 2.7% n-hexane in air by Kane et al. (1937).
Figure 2.18 (a) illustrates the temporal evolution whereas Figure 2.18 (b) emphasizes the n-hexane
concentration evolution. As shown in Figure 2.18 (a), in the slow reaction case the mixture spends a
proportionally long time, several hundred seconds, at a temperature slightly below the auto-ignition
temperature 498 K. Due to the extended period the mixture spends at a temperature close to the
auto-ignition temperature, more than 50% of reactants are consumed before entering the explosion
region. This is shown in Figure 2.18 (b). Both figures together show the importance of considering
the evolution, in time and reaction progress, of a particular mixture rather than a simplified threshold
point of view.
Analysis of the chemical composition during the slow reaction case shows that mixtures changes
significantly from the original φ = 1.2 (2.6%) n-hexane air mixtures into a mix of other hydrocarbons,
mainly oxygenated hydrocarbons. The ignition behavior of this mixture is no longer characterized
by the explosion limit of the 2.7% n-hexane air mixtures and no ignition is observed as the mixtures
enters this ignition region. A slight acceleration of the reaction rate is observed just at the entrance
of the explosion region. However, the energy release rate remains too low for ignition to occur and
is balanced by the heat-losses at the wall.
Conversely, the fast reaction case progresses much more rapidly, and the mixture quickly enters
into the explosion region. In the fast reaction case, although a significant fraction of the reactants,
around 10%, is consumed before the mixture enters the explosion region, the composition is not
modified enough to avoid explosion and the reactants consumption occurs according to a fast reaction
driven by chain branching reactions.
Given the configuration of the experiment, the system has an intrinsic thermochemical feedback
loop. By that, we mean the dynamics of the system are controlled by the coupling of the thermo-
dynamic state and the chemical kinetics. Depending on the heating rate, diverging chemical paths
occur and in turn influence the evolution of the thermodynamic state.
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Figure 2.18: Thermodynamic state trajectories along with the explosion limits (Kane et al., 1937)
for a n-hexane-air mixture with different heating rates. Conditions: φ = 1.2; α = 5 and 10 K/min;
(a): temporal evolution (500 s elapsed time between points). (b): n-hexane percentage consumed
in the boxed region of (a)
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2.3.1.7 Parametric Study in α, φ, and P0
Through computational simulation of the heated vessel, it is possible to perform a more complete
investigation of the behavior as a function of equivalence ratio, initial pressure, and heating rate.
The goal is to study the boundary and transformation between a slow reaction and ignition. The
simulation is run holding two of the parameters constant and changing the third variable in small
increments, with results given in Figures 2.19–2.21. The overpressure created by the reaction is the
indicator of ignition and is calculated based on the pressure change relative to the pressure at the
time of ignition. Each simulation is run for 3500 seconds, which is sufficient to heat mixtures with
heating rates above 5 K/min to temperature higher than 550 K.
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Figure 2.19: Peak overpressure as a function of initial pressure for a stoichiometric mixture of
n-hexane in air heated at 10 K/min
The first parameter investigated is the pressure, which was shown experimentally to change
the behavior from slow reaction to ignition as it is increased (see, for example, shots 4 and 7 in
Appendix I). The overpressure is approximately zero until it reaches a critical value and then sharply
transitions to large values consistent with an equilibrium calculation for an adiabatic reactor.
For an adiabatic constant volume process at a fixed composition, the ratio of the pressure jump
to the initial pressure is basically constant.
∆P
P0
∼= constant (2.7)
Equivalently, the ratio between the peak pressure, Pp, and pressure at the time of ignition, Pi, is
very insensitive to the initial pressure P0.
Ξ =
Pp
P0
(2.8)
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In these simulations, the mixture is heated from room temperature until reaction occurs. The
overpressure is the peak pressure minus the pressure at the time of ignition. In the case of slow
reactions the peak pressure is the maximum overpressure beyond that of the prescribed ramp.
∆P = Pp − Pi (2.9)
And the pressure just before ignition is also very insensitive to the initial pressure, because the
ignition temperature, Ti, is basically constant and the change in the number of moles before ignition
can be neglected for this argument. Using the ideal gas assumption, Pi, is given by
Pi = P0
Ti
T0
= kP0 , (2.10)
where T0 is the initial temperature that is held constant. The increasing over pressure with increasing
initial pressure for the ignition cases in Figure 2.19 is thus described by
∆P = Pp − Pi = Pp − kP0 = P0 (Ξ− k) . (2.11)
In the equation above, for the system we have investigated the constants are k = 1.83 and Ξ = 9.5
for a stoichiometric mixture.
The next parameter investigated is the heating rate at atmospheric pressure for a stoichiometric
mixture (φ = 1). This behavior was the focus of the earlier part of this chapter with experimental
results shown in Figures 2.3 and 2.4 for slightly fuel rich mixture (φ = 1.2). The transition point
is shifted to a higher transition heating rate than in the fuel-rich case, which is substantiated by
the next investigation testing the dependence on equivalence ratio. The overpressure shows a sharp
transition from slow reaction cases to ignition cases with increasing α. We see a slight dependence
of the overpressure on the heating rate for the ignition cases, which can be attributed to the fact
that the heat-loss is reduced with increasing heating rate.
The final parameter that was varied is the equivalence ratio while holding the heating rate and
initial pressure constant. The region investigated is between fuel lean to slightly fuel rich mixtures.
As with the other two parameters a sharp jump in overpressure is observed with increasing φ. The
large jump in overpressure for a small change in the equivalence ratio can be attributed to the fact
that the mixture energy increases with increasing fuel percentage in this regime and thus the reaction
rates, which are highly dependent on the temperature increase drastically. As the equivalence ratio is
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Figure 2.20: Peak overpressure as a function of heating rate for a stoichiometric mixture of n-hexane
in air at an initial pressure of one atmosphere
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Figure 2.21: Peak overpressure as a function of equivalence ratio for a mixture of n-hexane in air at
one atmosphere heated at 10 K/min
increased further, the chemistry changes its pathway away from creating CO2 and H2O, which have
large heats of formation, to creating CO, breakup of the hydrocarbons and internal H-abstraction
resulting in smaller heat release. No experimental data are available that could be compared to
simulations run at higher equivalence ratio in an experiment with controlled heating rate.
The final goal of this parametric study is to show the behavior for a range of combinations of
all three parameters. Simulations were performed for heating rates between 5 and 15 K/min, in
increments of 1 K/min, equivalence ratios from 0.7 to 1.4, in increments of 0.05, and for pressures
ranging from 0.5 to 1.2 atmospheres, in increments of 0.1 atm. The results from the atmospheric
pressure case in Figure 2.22 show the interdependence between the influence of composition and
heating rate. The dashed line indicated the crossover points, i.e., the transition from slow reaction
to ignition, extrapolated from the data points, which was performed at each pressure to create
Figure 2.24. To check the validity of this extrapolation we performed calculations with a finer grid,
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increments of 0.2 K/min for the heating rate and 0.2 for equivalence ratio, at atmospheric pressure
only (Figure 2.23). The agreement between the extrapolation from the coarse grid and the fine grid
calculations is good, so we have confidence in the final results.
One can note the gaps in the results in Figure 2.23, which are simulations that “crashed”, i.e.,
failed to converge, when calculating the cooling of the system after the temperature spike from the
ignition. While there is not question that these points represent ignition cases, they were left in
place to stress the difficulty of performing these calculations. For all coarse grid calculations, any
missing points were run again with a limited time step size during the cooling phase.
6 8 10 12 14
α [K/min]
0.7
0.8
0.9
1
1.1
1.2
1.3
ϕ Slow ReactionFast Reaction
Figure 2.22: Fast reaction and slow reaction cases as a function of equivalence ratio and heating
rate at an initial pressure of one atmosphere
The trends shown in the experiments (see Section 2.2.2) for the range we have investigated are
confirmed by the calculations presented in Figure 2.24: transition from a slow reaction to igni-
tion occurs by (1) increasing the heating rate, (2) increasing the pressure, and (3) increasing the
equivalence ratio (limited to the region shown).
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Figure 2.23: Fast reaction and slow reaction cases as a function of equivalence ratio and heating
rate at an initial pressure of one atmosphere (fine grid)
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Figure 2.24: Transition limits from slow reaction case to ignition cases as function of the initial
pressure, equivalence ration, and heating rate
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2.3.2 Modeling with a One-Step Mechanism
The change in behavior from a slow reaction case to an ignition case observed in the experiment and
in the detailed chemical analysis is also present when the chemistry is treated with a simple one-step
mechanism. However, only the effect of the heating rate is explored here as the inclusion of effect of
pressure and chemical composition are very limited in a one-step model and can be accounted for
much more readily in the detailed model.
We follow Semenov’s theory (Semenov, 1940) for thermal ignition again assuming a uniform
mixture with chemically bound energy. The temperature variation with time is computed from the
energy conservation equation, using the nomenclature in Table 2.1,
V ρcv
dT
dt
= q˙r + Sh
(
T 0w + α t− T
)
= q˙r + q˙w . (2.12)
Table 2.1: Nomenclature
Parameter Units Description
T K gas temperature
V m3 volume
ρ kg m−3 density
cv J kg
−1 K−1 specific heat at constant volume
qc J kg
−1 stored chemical energy (heat of combustion)
ω˙i kg m
−3 sec−1 net production rate per unit volume
ui J kg
−1 internal energy
S m2 surface area
h J sec−1 m−2 K−1 heat transfer coefficient
T 0w K initial wall temperature
α K sec−1 wall temperature heating rate
q˙r J sec
−1 energy release rate
q˙w J sec
−1 energy wall loss rate
T˙r K sec
−1 reaction-based temperature change rate
T˙w K sec
−1 wall-based temperature change rate
Tw K wall temperature
Q J m−3 energy density
λ progress variable
A sec−1 pre-exponential
Ea J kmol
−1 activation energy
R˜ J kmol−1 K−1 universal gas constant
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We assume that the reaction progresses in one step from reactants (R) to products (P ):
R→ P. (2.13)
The rate at which this reaction progresses depends to first order on the temperature and to second
order on the amount of reactants still present. This dependence is thus governed by an Arrhenius
rate law (Glassman, 2008) with depletion,
dλ
dt
= A(1− λ) exp
(
− Ea
R˜T
)
(2.14)
where λ is the reaction progress variable such that λ = 0 represents reactants and λ = 1 represents
products. The reaction progress can also be interpreted as the relative mass fraction of the deficient
reactant; for lean mixtures the deficient reactant is the fuel, and for rich mixtures the deficient
reactant is the oxidizer. In the Arrhenius rate, Ea is the activation energy and A is the pre-
exponential coefficient.
The heat release rate into the reactor is thereby the total energy contained in the system times
the consumption rate
q˙r = ρV qc
dλ
dt
= V Q
dλ
dt
. (2.15)
The chemical energy released per unit mass of reactant, qc, can be estimated from an equilibrium
calculation of a given mixture at constant internal energy and volume.
Table 2.2 shows the parameters chosen for the simulation. The first set is chosen to directly
reflect the experimental setup. The heat release and specific heat are calculated using Cantera using
the equilibrium calculations for a constant volume explosion (Goodwin, 2003). The specific heat is
averaged between the initial and final conditions. The activation energy is estimated from the slope
of the ignition delay time at low temperatures in the Arrhenius plot (Figure 2.25) and is consistent
with literature values (Burcat et al., 1996). Finally, the pre-exponential is selected empirically so
that a transition occurs from a slow reaction case to an ignition case when changing the heating rate
from 5 K/min to 10 K/min.
While an upper bound for the pre-exponential can be estimated for an elementary reaction
by calculating the collision frequency between molecules (see Appendix D), this estimate does not
necessarily hold for a global reaction. Nevertheless, the value found here for the pre-exponential, A,
is consistent with values from the literature. Westbrook and Dryer (1984) find A = 5.7 × 1011 s−1,
but consider a lower activation energy of Ea = 30 kcal/mol.
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Figure 2.25: Ignition delay time as a function of reciprocal temperature for a stoichiometric hexane-
air mixture at atmospheric pressure. The activation energy at low temperatures is estimated by the
slope indicated.
Table 2.2: Parameters used in modeling of hexane-air auto-ignition
Parameter Units Description
ρ0 1.24 kg m
−3 unburnt gas density
T 0 298 K initial temperature
T 0w 298 K initial wall temperature
V 427 cm3 gas volume
S 0.05 m2 surface area of the vessel
qc 2.3× 106 J kg−1 stored chemical energy
cv 930 J kg
−1 K−1 average specific heat of the gas
mixture at constant volume
Ea 35075 cal kmol
−1 activation energy
146754 J kmol−1 activation energy
A 3.3× 1014 s−1 pre-exponential
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The results from the simulation using the same heating rates as in the experiments and detailed
chemistry modeling are given in Figures 2.27 and 2.26. The values used are given in Table 2.2.
The slow reaction case shows the gradual progress of the reaction along with the slight increase of
the temperature above the ramp rate. The 10 K/min heating rate case shows the sharp jump in
consumption after has reached approximately 60% products, which is accompanied with the large
increase in temperature above the prescribed ramp rate. These results are in good agreement with
those using the detailed chemical mechanism shown in Figure 2.11.
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Figure 2.26: Simulated slow reaction for a heating rate of α = 5 K/min using one-step chemistry;
(a) reaction progress, (b) temperature
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Figure 2.27: Simulated ignition for a heating rate of α = 10 K/min using one-step chemistry; (a)
reaction progress, (b) temperature
This analysis using the one-step model for the reaction progress demonstrates that slow reactions
are not dependent on the the specific chemical processes that occur, which were explored earlier,
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but rather the combination of the thermodynamic state and the extend to which the reaction has
progressed.
2.4 Theoretical Considerations
Thermal ignition has been analyzed by many authors like Semenov (1940) and Frank-Kamenetskii
(1969) and is described in many text books such as “Combustion” by Glassman (2008). However,
these studies did not include the effect of ramp heating or include the transition between slow and fast
explosions. Our objective is to extend previous work to include the effect of heating rate and examine
the role of the heating rate in the transition from slow to ignition events. The energy equation, given
in Equation 2.16, and the one-step reaction progress equation, given in Equation 2.17, form the basic
set for our theoretical analysis of the ramp-heated vessel.
dT
dt
=
QA
ρcv
(1− λ) exp
(
− Ea
R˜T
)
+
Sh
ρV cv
(
T 0w + αt− T
)
(2.16)
dλ
dt
= A (1− λ) exp
(
− Ea
R˜T
)
(2.17)
The nomenclature is the same as for the one-step model given in Table 2.1. Equation 2.16 can be
rewritten to reveal several time scales that are in competition,
dT
dt
=
Tref
tr
(1− λ) exp
(
− Ea
R˜T
)
− 1
tw
(
T − T 0w
)
+
t Tref
tw tα
, (2.18)
which are the chemical energy release time,
tr =
ρcvTref
QA
, (2.19)
the wall heat transfer time,
tw =
ρV cv
Sh
, (2.20)
and ramp heating time,
tα =
Tref
α
. (2.21)
Tref is a reference temperature, such as the ignition temperature. In the following sections, we will
explore the competition between the physical processes represented by these time scales and the
effect of reaction consumption.
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2.4.1 Ignition With Negligible Consumption
As a first approximation, we can consider a volume of flammable gas where the consumption of
fuel can be neglected. While interesting solutions can be found by neglecting consumption, we
subsequently have to revisit this assumption in order to address the transition between slow and fast
reactions. The set of governing equations in this case reduces to the energy equation with λ = 0,
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T
)
+
Sh
ρV cv
(
T 0w + αt− T
)
. (2.22)
We can investigate the extensions of two classical theories of ignition, the adiabatic explosion and
the explosion with heat-loss and examine how including a wall heating rate changes the results.
2.4.1.1 Dominant Chemical Energy Release
In the limit when the heat release time scale, tr, is much shorter the heat transfer time scale, tw,
the first term Equation 2.18 dominates and the energy equation reduces to the following form:
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T
)
. (2.23)
This situation is the classical adiabatic thermal explosion, in which a mixture is suddenly increased to
a temperature T0 and after a certain induction time, τc, the mixture ignites with a large temperature
spike. The induction time is also called the ignition delay time, as it often studied by elevating the
temperature of a mixture by, for example, a shock wave, and then measuring the delay between the
sudden temperature rise and the ignition event.
The ignition delay time can be found readily by simplifying the analysis one step further and
assuming large activation energy as done by Frank-Kamenetskii (1969) (see C.2.2). The temperature
is expanded for small perturbations about the initial temperature, T = T0 + T
′, resulting in
dθ
dτ
= eθ , (2.24)
where
τ =
t
τc
, (2.25)
θ =
EaT
′
R˜T0
2
. (2.26)
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Equation 2.24 can now be integrated directly.
∫ τ
0
dτ ′ =
∫ θ
0
e−θ
′
dθ′ (2.27)
θ = − ln (1− τ) (2.28)
We can now see see that the temperature will tend to +∞ when τ = 1, which is the induction time
t = τc. The infinite temperature is clearly nonphysical and a consequence of neglecting reaction
consumption.
Two derivations are given Appendix C.2 that build on the one given above and those found in
text books (Law, 2006, Glassman, 2008) leading to the final equation for the ignition delay time, τc,
τc =
ρcv
QA
T 20 R˜
Ea
exp
(
Ea
R˜T0
)
. (2.29)
The equation shows that the ignition delay time has a very strong temperature dependence (Law,
2006) and the results of an ignition delay time study are usually plotted as shown earlier in Fig-
ure 2.25. It is an important design parameter for many combustion applications as it describes the
explosion time for a homogeneous adiabatic reactor, but the ignition delay time is not an appropriate
quantity to estimate the ignition time in low temperature safety situations. In these situations, such
as ignition time of fuel spilled in an engine compartment or leaked to a compartment adjacent to
a fuel tank that is kept at relatively low temperatures, the loss terms and reaction consumption
cannot be neglected.
2.4.1.2 Effect of Ramp Rate on Induction Time
Now that we have established the ignition delay time for an adiabatic system, we now consider the
effect of heating the walls and investigate the effect of the heating rate, α, on the ignition delay
time.
The temperature evolution of a system with a wall temperature ramp and heat transfer in given
in Appendix C.2.3. At late times, the temperature ramp inside follows the prescribed ramp rate
outside
dT
dt
= α . (2.30)
Neglecting reactant consumption, the chemical energy release can now be considered as an ad-
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dition to the temperature ramp:
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T
)
+ α . (2.31)
Since the equation is separable, direct integration is possible,
∫ t
0
dt′ =
∫ T
T0
1
k exp
(
− Ea
R˜T ′
)
+ α
dT ′ , (2.32)
where k = QA/ρcv. However, we must make an approximation to find an analytic solution.
∫ t
0
dt′ =
∫ T
T0
1
k
exp
(
Ea
R˜T ′
)1− α
k exp
(
− Ea
R˜T ′
) +
 α
k exp
(
− Ea
R˜T ′
)
2 − · · ·
 dT ′ (2.33)
This series converges only for
α
k exp
(
− Ea
R˜T ′
) < 1 (2.34)
which is a reasonable assumption, holding true for T ′ > 410 K given the values in Table 2.2 at a
heating rate of 10 K/min. Thus it is possible to determine, by inspecting the integrals, that the
time until ignition, tign is shorter when the external wall temperature is ramped up.
tign =
∫ T
T0
1
k
exp
(
Ea
R˜T ′
)1− α
k exp
(
− Ea
R˜T ′
)
 (2.35)
The detailed behavior, of course depends on the different parameters, such as the activation tem-
perature, Ta = Ea/R˜, or k. Varying the initial temperature, T0, and numerically integrating both
Equation 2.23 and Equation 2.32 gives the ratio, r, between the delay time with and without wall
heating in Figure 2.28. The results show how the addition of a wall temperature ramp decreases the
ignition delay time and its influence is increased the longer the initial ignition delay time is.
r =
∫ T
T0
1
k exp
(
− Ea
R˜T ′
)dT ′/∫ T
T0
1
k exp
(
− Ea
R˜T ′
)
+ α
dT ′ (2.36)
Equation 2.31 does not describe the system accurately because the ramp heating rate is directly
coupled to the heat transfer (see Equation 2.22). The derivation described here is therefore more a
thought experiment of what would happen to the induction time if the mixture temperature were to
increase at a given rate. The main observation from Figure 2.28 is that ratio of induction times is less
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than one, i.e., an added temperature increase will shorten the induction time. For the overall system,
this implies that system which ignite will even ignite faster if the temperature is increased from the
outside or inside. A possibility for this internal temperature ramp could be nuclear reactions not
captured in the chemical energy.
Figure 2.28: Ramp rate reduced induction time
2.4.1.3 Critical Heat Transfer
If we include heat transfer to the wall, but omit the wall temperature ramp (α = 0), we can reach
solutions which depend on the initial temperature of the mixture. This classical scenario is often
called the Semenov problem since he first considered it (Semenov, 1940), and it is discussed in text
books (Glassman, 2008, Law, 2006). The energy conservation equation now becomes
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T
)
− Sh
ρV cv
(
T − T 0w
)
, (2.37)
which can be reduced to the following form with similar approximations as in the previous section
(see Appendix C.2.5 for details)
dθ
dτ
= eθ − hˆθ = T˙r + T˙w . (2.38)
The equation shows the direct competition between the energy release rate and the heat-loss rate.
This competition can be visualized by plotting the reaction-based temperature change rate, T˙r, and
the wall-based temperature change rate, T˙w, as a function temperature, θ, as shown in Figure 2.29. If
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the heat transfer coefficient is below the critical value, hˆ = e, the chemical energy release rate exceeds
the heat-loss rate for all temperature values. At the critical heat transfer value, T˙w = −e · θ, we
can reach an unstable equilibrium point, point “a”, where the heat-loss rate equals the release rate,
but any increase in temperature leads to ignition. For higher values of the heat transfer coefficient,
a stable equilibrium point, point “b”, and a unstable equilibrium point, point “c”, can be reached
depending on the initial temperature. At point “b”, an increase in temperature lead the heat-loss
to exceed the chemical heat release and system will return back to “b”. At point “c” increasing
the temperature creates a runaway reaction, where the heat-loss can never catch up with the heat
release again.
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Figure 2.29: Absolute values of heat release and heat-loss components of the energy equation (af-
ter Law, 2006)
2.4.1.4 Critical Time For Wall Temperature Ramp
Now, we consider the competition between the chemical energy release and heat-loss with an in-
creasing wall temperature. This means we are considering the full energy equation, but are still
neglecting species consumption
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T
)
+
Sh
ρV cv
(T0 + αt− T ) . (2.39)
Here, the initial temperature is the wall temperature since we assume to start far away from the
activation temperature, Ta = Ea/R˜, implying that the initial consumption is small. The evolution
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of the temperature is considered to be a small deviation, T ′, from the initial temperature, T0,
T = T0 + T
′ . (2.40)
The energy equation can then be simplified using the large activation energy assumption (see C.2.2),
dT ′
dt
=
1
τc
R˜T0
2
Ea
exp
(
EaT
′
R˜T0
2
)
+
1
tw
(αt− T ′) , (2.41)
using the previously defined the wall heat transfer time
tw =
ρV cv
Sh
, (2.42)
and the ignition delay time
τc =
ρcv
QA
T0
2R˜
Ea
exp
(
Ea
R˜T0
)
. (2.43)
The temperature, time and other parameters can be nondimensionalized as follows:
τ =
t
τc
(2.44)
θ =
EaT
′
R˜T0
2
(2.45)
hˆ =
τc
tw
(2.46)
α˜ =
αTaτc
T0
2 . (2.47)
The nondimensional energy equation now is
dθ
dτ
= eθ + hˆ (α˜τ − θ) = Θ˙r + Θ˙w , (2.48)
where the nondimensional reaction-based and wall-based temperature change rates are
Θ˙r = e
θ (2.49)
and
Θ˙w = −hˆθ + hˆα˜τ . (2.50)
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As discussed in the previous section, critical solutions can be observed when the right hand side of
the energy equation sums to zero, dθ/dτ = 0, when the heat transfer coefficient is sufficiently large,
hˆ ≥ e. This is observed initially, τ = 0, in a system where the wall temperature is undergoing a
ramp heating (see Figure 2.30).
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Figure 2.30: Heat release and heat-loss with a wall temperature ramp (hˆ = 2e)
In system with wall temperature ramp, however, the heat release will eventually always exceed
the heat-loss. This point is characterized by not only having the right hand side of the energy
equation summing to zero dθ/dτ = 0,
Θ˙r = −Θ˙w ⇐⇒ eθ = hˆθ − hˆα˜τ (2.51)
and also the he heat release term, Θ˙r, and heat-loss term, Θ˙w, being tangent as shown in Figure 2.30
which can be represented as
dΘ˙r
dθ
= −dΘ˙w
dθ
⇐⇒ eθ = hˆ (2.52)
Note that the temperature ramp rate, α˜, is not a function of the temperature. Solving Equation 2.52
for θ and substituting back Eqution 2.51 allows us to solve for the critical time τcrit
hˆ− hˆ ln(hˆ) + hˆα˜τcrit = 0 (2.53)
τcrit =
ln hˆ− 1
α˜
. (2.54)
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This is only of interest for values of hˆ ≥ e, smaller values of hˆ yield solutions that always explode
faster than τcrit.
Figure 2.30 gives a graphical representation of how the wall heat-loss term, Θ˙w, evolves in time
when a heating ramp is applied. For time less than the critical time, τcrit, the behavior of the system
depends on the temperature of the system, i.e., at low temperatures the heat-loss term is greater
than the heat release and at large temperature the heat release is always greater than the heat-loss.
However, at later times, τcrit and above, the heat release will always exceed the heat-loss. This
means that a system that is heated externally will always undergo ignition, as long as consumption
can be neglected.
2.4.2 Ignition With Consumption
Treating thermal ignition without consumption is insufficient to explain slow reaction behavior. In
this final section of the theoretical treatment consumption is included in the analysis; first without
any heat-loss and then considering the full set of equations assuming a one-step model for the
chemical reaction. An example of including reaction consumption in a one-step model can be found
in Radulescu and Maxwell (2010).
2.4.2.1 Induction Time With Consumption
As a first step we consider how the consumption of reactants changes the induction time, or ignition
delay time, explored earlier. Consumption can be reinstated and in the adiabatic case where there
is no heat transfer to the wall, the chemical energy is completely converted to thermal energy. This
allows us to eliminate the consumption equation. A solution of this problem is discussed in Adler
and Enig (1964). The set of equations governing this scenario are the temperature equation from
the energy equation
dT
dt
=
QA
ρcv
(1− λ) exp
(
− Ea
R˜T
)
(2.55)
and one-step reaction progress equation
dλ
dt
= A (1− λ) exp
(
− Ea
R˜T
)
, (2.56)
where λ = 0 represents only reactants and λ = 1 only products. The coupled equations can be
simplified to
ρcv
dT
dt
= Q
dλ
dt
. (2.57)
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Multiplying through by dt and assuming constant specific heat we can integrate the equation from
the initial condition T = T0, λ = 0,
∫ T
T0
ρcvdT
? =
∫ λ
0
Qdλ? . (2.58)
For adiabatic, constant-volume conditions the relationship between chemical and thermal energy
can be obtained from the conservation of energy:
ρcv(T − T0) = λQ . (2.59)
The final temperature can be calculated at the time when all fuel is consumed (λ = 1)
Tf = T0 +
Q
ρcv
. (2.60)
At any time during the explosion, the progress of the reaction, λ, can then be expressed solely in
terms of the fractional temperature rise
λ(Tf − T0) = (T − T0) , (2.61)
and the energy equation expressed in terms of temperature alone becomes independent of the progress
variable
dT
dt
=
QA
ρcv
(
Tf − T
Tf − T0
)
exp
(
− Ea
R˜T
)
. (2.62)
This equation can be integrated for as shown by Hermance (1975) and Parang and Jischke (1975):
∫ t
0
QA
ρcv(Tf − T0)dt
∗ =
∫ T
T0
e
Ea
R˜T∗
Tf − T ∗ dT
∗ . (2.63)
The final answer can be expressed in terms of the exponential integral, Ei(x), which is defined as
Ei(x) = −
∫ ∞
x
e−tdt
t
. (2.64)
The solution to Equation 2.63 can be written as
t(T ) =
ρcv(Tf − T0)
QA
×
[
Ei
(
Ta
T
)
− Ei
(
Ta
T0
)
+ e
Ta
Tf
[
Ei
(
Ta
T0
− Ta
Tf
)
− Ei
(
Ta
T
− Ta
Tf
)]]
. (2.65)
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where Ta = Ea/R˜ and the solution is only valid for large values of Ta/Tf . To find the induction
time a the upper limit should be chosen at Tf −  as it will take an infinite amount of time to reach
Tf yielding a non-physical solution.
As Equation 2.65 shows, the inclusion of consumption results in an analytical solution that is
substantially more complex than when consumption is neglected. Further discussion of the solution
with consumption is discussed in Adler and Enig (1964), Hermance (1975), and Parang and Jischke
(1975).
2.4.2.2 Thermal Ignition with heat-loss, Consumption, and Wall Temperature Ramp
Now, we consider the full set of equations for the ramp heated vessel describing the experimental
setup using a one-step model for the chemical reaction progress. Our final goal is to describe how
the heating rate changes the behavior from a slow reaction case to an ignition case. Again, the
equations describing the system are
dT
dt
=
Q
ρcv
dλ
dt
+
Sh
ρV cv
(
T 0w + αt− T
)
, (2.66)
dλ
dt
= A (1− λ) e− EaR˜T . (2.67)
The numerical solutions, using the values from Table 2.2, show that the transition from an
ignition case to a slow reaction case occurs in a small region of temperature, reaction progress, and
time. Figure 2.31 shows an ignition case and a slow reaction case with the transition region indicated
in the dashed box.
Taking a closer look at the the indicated transition region, we can observe large changes in
temperature, and reaction progress with small changes in time. Computing solutions close to the
transition as shown in Figures 2.32 and 2.33, we can see that the transition behavior occur near
a specific time, t∗. The transition behavior also occurs near a specific temperature, T ∗, and re-
action progress, λ∗, most clearly seen Figure 2.34 that shows the numerical results of considering
temperature as a function of reaction progress
We can compute an approximate solution of the equations by neglecting chemical reactions,
which can serve as a reference case as plotted in Figure 2.34. When setting the heat of reaction to
zero, Q = 0, the temperature will only increase due to the externally imposed by the wall heating
rate (see Appendix C.2.3) and the reaction progress is still governed by the one-step reaction model.
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Figure 2.31: Temperature (a) and reaction progress (b) for a slow reaction case and (8 K/min) and
an ignition case (10 K/min). The highlighted region indicates the region where the transition point
lies.
Figure 2.32: Temperature with varying heating rate, α. The curves are spaced equally with in-
creasing heating rates, with a step size of 1.2 × 10−4 K/min (for the lowest curve α = 9.99546
K/min).
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Figure 2.33: Reaction progress with varying heating rate, α. The curves are spaced equally with
increasing heating rates, with a step size of 1.2 × 10−4 K/min (for the lowest curve α = 9.99546
K/min).
Figure 2.34: Temperature vs. reaction progress with varying heating rate, α. The curves are spaced
equally with increasing heating rates, with a step size of 1.2 × 10−4 K/min (for the lowest curve
α = 9.99546 K/min). The Q = 0 solution is computed for the average heating rate value.
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dT
dt
= α (2.68)
dλ
dt
= A (1− λ) exp
(
− Ea
R˜T
)
(2.69)
These two equations can be combined and rearranged to separate the variables,
dλ
1− λ = A exp
(
− Ea
R˜T
)
dt
dT
dT = A exp
(
− Ea
R˜T
)
1
α
dT . (2.70)
This equation can be integrated numerically to yield the approximate solution shown in Figure 2.34
∫ λ
0
dλ˜
1− λ˜ =
∫ T
T0
A exp
(
− Ea
R˜T˜
)
1
α
dT˜ . (2.71)
The Q = 0 solution initially lies below the actual solution because it does not include any heat
release from the chemical reaction. Later, the Q = 0 solution lies above the full solution for the heat
transfer out of the system is sustained as the reaction progresses.
The numerical solutions show that the transition from an ignition case to a slow reaction case
occurs over a narrow range of temperature, reaction progress, and time near the transition point
(∗). The differential equations can be linearized about this transition point (T ∗, λ∗, t∗).
λ = λ∗ + λ′ (2.72)
T = T ∗ + T ′ (2.73)
t = t∗ + t′ (2.74)
We now examine how small changes in the heating rate alter the behavior of the system. To
this end it is useful to examine the behavior of the temperature directly as a function of reaction
progress, dT ′/dλ′, and then evaluating this dependence that the transition point. Substituting the
perturbation into the temperature equation gives:
dT
dt
=
dT ∗
dt
+
dT ′
dt
=
dT ′
dt
=
Q
ρcv
dλ
dt
+
Sh
ρV cv
(
T 0w + α (t
∗ + t′)− T ∗ − T ′) . (2.75)
The reaction progress equation becomes:
dλ
dt
=
dλ∗
dt
+
dλ′
dt
=
dλ′
dt
= A (1− λ∗ − λ′) exp
(
− Ea
R˜ (T ∗ + T ′)
)
(2.76)
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Dividing Equation 2.75 by Equation 2.76 gives:
dT ′
dλ′
=
Q
ρcv
+
Sh
AρV cv
exp
(
Ea
R˜ (T ∗ + T ′)
)
T 0w + α (t
∗ + t′)− T ∗ − T ′
1− λ∗ − λ′ . (2.77)
Now, we can evaluate Equation 2.77 at the the transition point (T ∗, λ∗, t∗)
dT ′
dλ′
∣∣∣∣
T∗,λ∗,t∗
=
Q
ρcv
+
Sh
AρV cv
exp
(
Ea
R˜T ∗
)
T 0w + αt
∗ − T ∗
1− λ∗ (2.78)
dT ′
dλ′
∣∣∣∣
T∗,λ∗,t∗
=
qc
cv
+
Sh
AρV cv
exp
(
Ea
R˜T ∗
)
T 0w + αt
∗ − T ∗
1− λ∗ . (2.79)
Equation 2.79 gives the trajectory of the solution from the transition point forward. Positive
values indicate ignition, while negative values indicate slow reactions. The switch between the two is
an explicit function of the heating rate, α. The high sensitivity to the heating rate can be shown by
evaluating the derivative over a range of heating rates using the parameters given in Table 2.2. From
the detailed simulations, we can identify roughly where the transition point (T ∗, λ∗, t∗) lies, the
values for which are given in Figure 2.35. From these values, an approximate value for the transition
heating rate, α∗ = 8.1 K/min, can be computed by setting the left-hand side of Equation 2.79,
which is comparable to the critical value found by inspecting the full solutions, αc ≈ 9.995 K/min.
The switch in sign of the right-hand side of Equation 2.79 is calculated as indicated in Figure 2.35,
showing the zero crossing as well as the very large slope indicating the strong dependence on the
heating rate.
At the transition point, the sign of dT ′/dλ′ changes based on the value of the heating rate α.
While the heating rate is not the only parameter, changing it while keeping all other parameters
constant can change the behavior.
The result of the theoretical analysis shows that a switch from slow reaction to ignition can be
controlled by a wall temperature ramping, regardless of the chemical mechanism. This is precisely
the behavior observed experimentally as well as in the simulations using the detailed chemical
mechanism. It underlines the importance of considering the heating rate as one of the parameters
controlling the ignition behavior of a mixtures and thus must be taken into account when making
assessments regarding ignition safety.
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Figure 2.35: Temperature evolution about the transition point as a function of heating rate (T ∗ =
480 K, λ∗ = 0.6, t∗ = 950 s)
2.5 Conclusion
In the classical view of auto-ignition, a minimum temperature exists that leads to the ignition of
a given fuel under specified conditions. It is known that the auto-ignition temperature depends
on many parameters and the present study demonstrates that one of these, the rate at which the
mixture is heated, greatly influences how the reaction progresses, and consequently whether the
mixture ignites. Further, in contrast to a violent ignition event, we have found slow reaction cases,
where it is possible to consume all the fuel without an ignition event at a well-defined temperature.
For instance, increasing the heating rate of the vessel by a factor of 2, from 4.25 to 11 K/min,
produces an ignition event with a rapid pressure rise in a mixture that otherwise would have gener-
ated a slow reaction with no significant pressure rise. The same transition in behavior is shown for
an increase in equivalence ratio from 1 to 1.2. In the range investigated, the minimum heating rate
required for fast reactions decreases with increasing equivalence ratios.
The computations demonstrate that a model based on Semenov theory is capable of capturing the
qualitative behavior of the explosion event. By adding the heating rate, α, to the classical Semenov
model, we are able to reproduce the observed transition from a slow reaction case to an ignition case
with increasing heating rate; with the necessity of determining the lumped heat transfer coefficient
empirically.
The simulations results are not limited to detailed chemical mechanisms, but also hold when the
chemistry is approximated by a one-step model. Through the theoretical treatment, we can clearly
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determine that the heating rate switches the mixture evolution from slow reactions to ignitions.
The type of reaction that the mixture undergoes is a complex function of the mixture composition,
thermochemical feedback loop, residence time, and heat transfer. Consequently, for sufficiently slow
heating rates, it is possible for the fuel to be completely consumed without any rapid pressure
transient at temperatures above the classical auto-ignition value. The experimental results also
indicate that the transitional heating rate is a function of the initial pressure and composition.
The results presented here show that an assessment of safety should include factors such as
the temperature, pressure, mixture composition, and heating rate rather than just a threshold
temperature when considering auto-ignition. For instance, the temperatures at which the reactions
occur are near the listed auto-ignition temperatures for the slow reaction case, but slightly below
for the ignition case. These factors come into play both when designing a standard test procedure
to determine fuel properties as well as assessing the safety of a particular engineering design.
The simulations show that the slow reaction and ignition behavior can be modeled correctly,
however due to the complex chemical pathways and limited data on fuels like n-hexane at low tem-
peratures it is difficult do predict the temperature at the onset of reaction to an accuracy better
than 50 K.
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Chapter 3
Thermal Ignition and Flame
Propagation from a Concentrated
Hot Surface
3.1 Introduction
Hot surface ignition includes ignition by hot wires, pipes carrying hot gases, or malfunctioning
equipment generating heat. One area of particular concern is the aviation industry where flammable
mixtures can ignited by sufficiently hot surface in the fuel tank or surrounding flammable leakage
zones. For aviation applications ignition may occur at any altitude, and therefore a range of pressures
and fuel-air mixtures should be investigated.
Ignition of a gaseous mixture from a rapidly-heated hot surface of small spatial extent occurs
in an inhomogeneous atmosphere in contrast to the homogeneous situation examined in Chapter 2.
There are very significant gradients of temperature next to the ignition surface that play an essential
role in the ignition process. We showed in the previous chapter that homogeneously heated mixtures
can be modeled as a zero-dimensional problem and reasonable results obtained for ignition behav-
ior considering only species and energy balances for the entire volume. Ignition by a hot surface
requires multidimensional calculations of the fluid mechanics, heat transfer, species transport, and
chemical reactions. It is necessary to perform experiments that test specific conditions of interest in
order to obtain reliable results for ignition limits of hydrocarbon fuels like Jet A. Experiments also
provide valuable data for testing numerical simulations of ignition based on approximate reaction
mechanisms.
The approach taken in this study is to control the composition and pressure of the mixture and
power input to the hot surface in order to control the peak surface temperature and determine
64
ignition thresholds.
Key measured properties include the temperature of the hot surface leading to ignition, the
subsequent flame propagation speed and shape, and finally the resulting peak pressure.
3.2 Experimental Setup
The experiment uses a closed 2 liter combustion vessel. For each experiment the vessel is evacuated
and filled with hexane, oxygen, and nitrogen using the method of partial pressures to create a
specified mixture (accurate to 0.01 kPa). The mixture is then mixed using a circulation pump for 2
minutes, and left to settle for 2 minutes before increasing the temperature of the hot surface. Several
different hot surfaces are used in the study, but the majority of the ignition temperature data are
obtained from a Bosch high-temperature glow plug (noncommerical) and an Autolite 1110 glow plug
(commercially available).
The schematic in Figure 3.1 shows a cross section view of the combustion vessel used in the
experiment. The inside of the vessel is a rectangular prism with inner dimensions of 11.4 cm × 11.4
cm × 17.1 cm (width × depth × height) giving an internal volume of approximately 2 liters. Four
access ports, including two windows, as shown in Figure 3.2 allow for schlieren visualization and
simultaneous access for temperature measurements.
The hot surface is mounted inside the field of view of the schlieren system with a reference-
stagnation surface visible at the lower edge (see Figures 3.1 and 3.4). The diameter of the surface is
58 mm, slightly smaller than the window diameter. The mounting fixture is made of aluminum and
the stagnation surface limits the gas motion and helps facilitate the comparison with simulations,
which do not consider the volume beneath the stagnation surface.
During an experiment, the temperatures at glow plug as well as at the top of the vessel are mea-
sured with K-type thermocouples, with response times of 0.5 s and approximately 1 s, respectively.
The pressure is measured with a fast-response (≥ 10 kHz) pressure gage (Endevco Model 8530B-200)
at the top of the vessel.
A schlieren technique is used to visualize the plume of hot gas generated from the hot surface and
the flame front. Settles (2001) has a detailed description of many different schlieren techniques. We
usually used a typical schlieren system with a vertical and horizontal knife edge or dark background
schlieren system (see Figure 3.5). A schematic of the setup used is given in Figure 3.3. Figure 3.4
shows an example of a color schlieren image that is obtained by placing a four color slide at the focus
of the schlieren mirror. In all cases, we exploit the fact that the sharp density gradient across the
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flame front changes the index of refraction of the gas and deflects the collimated light beam passed
through the test section, creating the schlieren effect.
Figure 3.1: Diagram of the vessel, flow plug mounting fixture with stagnation surface, field of view
(FOV), and glow plug (in red), with dimensions in mm
Figure 3.2: Photograph of the hot surface ignition vessel with an array of thermocouples above the
hot surface. The flange on the left side shows a feedthrough for array of thermocouples and the
feedthrough on the right is used for the thermocouple measuring the temperature of the hot surface.
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Figure 3.3: Schlieren setup schematic (the camera is used without a compound lens attached to the camera - the image is focused directly onto the
CMOS with the 75 mm F/L lens)
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Figure 3.4: Example of color schlieren picture taken during the flame propagation of a hexane-air
mixture at an equivalence ratio of φ = 1.9, and initial pressure of P0 = 101 kPa
Figure 3.5 shows a few frames from the high-speed schlieren video. From the video, we can
confirm that the mixture ignited and at what time. The video is synchronized with the temperature
and pressure measurements so that the ignition temperature can be identified. Additionally, the
flame propagation speed is inferred from the video and the size of the window ( = 59.9 mm/2.36
in) is used as the reference scale.
Figure 3.5: Dark background schlieren visualization of the flame propagation of shot 24 for a hexane-
air mixture (φ = 1.2). Typical frame rates were 1000–2000 frames per second (fps) using a 800 ×
800 pixel resolution
The temperature measurement taken at the top of the vessel (Figure 3.6) gives an indication
of the gas temperature before and after ignition. This measurement is mostly used for the initial
temperature of the gas and to confirm whether or not ignition occurred in case other measurements
should fail.
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Figure 3.6: Temperature measurement at the top of the combustion vessel during the ignition of a
hexane-air mixture (φ = 1.2) initially at atmospheric pressure
The choice of hexane as the fuel for the experiments was motivated by its strong similarities to
aviation and industrial hydrocarbon fuels while remaining simpler to handle experimentally. The
hexane sample used in the experiments was characterized by the manufacturer as 89% n-hexane and
11% other hexane isomers. Mixtures of n-hexane/air are of interest at atmospheric pressure and
lower, with equivalence ratios varying from the lower flammability limit at φ = 0.56 to φ = 3.0,
corresponding to fuel concentrations from 1.2 to 6.48% (Zabetakis, 1965). At atmospheric and room
temperature, the maximum partial pressure of hexane used was 6.5 kPa, which is well below the
hexane room temperature vapor pressure of 15.6 kPa (Reid et al., 1977), and thus none of the fuel
is expected to condense.
3.2.1 Composition Uncertainties
As described in the experimental procedure, the composition of the fuel-air mixture is controlled by
filling the initially evacuated vessel using the method of partial pressures. The main uncertainty in
the composition can be attributed to the accuracy of the pressure readings of 0.1 Torr (0.01 kPa). As
part of the experimental procedure, deviations from the targeted pressure of 0.2 Torr were deemed
acceptable. Some uncertainty in the composition is also created by the possibility of dissolving
oxygen in the fuel.
However, additional uncertainty is created by the experimental setup, whose schematic is depicted
in Figure 3.7. In the mixture preparation process, n-hexane is injected first to vaporize the liquid fuel,
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and then oxygen and nitrogen are added in turn to create a fuel-air mixture. When the circulation
pump is turned on next, the space between valve V3 and the tee to its right in the plumbing system
(highlighted in Figure 3.7) will not be fully mixed with the rest of the system. While the exact
mixture trapped in this dead space is not known, it reasonable to assume that the fuel will be
compressed into this volume until the amount of oxygen is sufficient to reach the junction to the
right of V3. This leads to a reduction in the amount of hexane injected by 1.7 % from the values
reported in Appendix I.2. In this chapter, the composition has been adjusted to account for the shift
in equivalence ratio just described. The maximum uncertainty is even greater (∼ 10%) considering
that more of the fuel could be pushed into the dead space mentioned. Combining this uncertainty
with the others gives an overall uncertainty of +3%/-13% in terms of φ, which is either given as
part of the error bars on the equivalence ratio or mentioned in the caption below each figure.
Figure 3.7: Hot surface experiment plumbing diagram (V–ball valve, VAC–vacuum pump, P–
pressure transducer, T/C–thermocouple, S–Septum, Needle–needle valve for metering input)
3.2.2 Peak Pressure
The pressure during combustion is recorded with a fast-response pressure transducer at the top of
the vessel. Pressure measurements such as the one shown in Figure 3.8 are important in assessing
the potential structural damage that could be caused by an explosion. These measurements can be
compared to constant-volume adiabatic equilibrium calculation performed with Cantera (Goodwin,
2003) as shown in Figure 3.9. Heat transfer during the combustion results in the experimental
pressure being lower than those predicted by a constant-volume equilibrium calculation (Shepherd
and Ratzel, 1985). At higher equivalence ratios, φ >∼2, the flame speed is reduced, increasing the
time for losses to occur and increasing the effect of buoyancy thus consuming a decreasing fraction
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the mixture and reducing the peak pressure significantly below that predicted by the equilibrium
calculation.
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Figure 3.8: Pressure during the ignition of a hexane-air mixture (φ = 1.2) initially at atmospheric
pressure. The pressure is measured at the top of the combustion vessel. The peak pressure measured
is 802.2 kPa.
Figure 3.9: Peak pressure as a function of equivalence ratios at P0 = 101 kPa. Experimental results
and equilibrium calculations performed using Cantera (Goodwin, 2003). All mixture compositions
have the associated uncertainty in φ of +3%/-13%, not shown here.
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3.2.3 Hot Surface I — High-Temperature Glow Plug (Bosch)
One of the hot surfaces used in this study is a specialized high-temperature glow plug (Bosch Part
number: 978801-0485). The geometry of the glow plug is shown in Figure 3.10, and typical temper-
ature traces as a function of time are shown in Figure 3.11. This glow plug reaches temperatures in
excess of 1000 K in 10 seconds and temperatures of above 1500 K after 30 seconds. During typical
operation the glow plug was not powered for more than 30 seconds to prolong its lifetime. This glow
plug was used for a large number of experiments. After these experiments, temperature measure-
ments along the glow plug were taken to characterize its temperature distribution and during this
the glow plug failed. Unfortunately only one such glow plug was available. Most of the remaining
experiments were performed with a commercially available glow plug.
Position 1!
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Position 3!
Position 4!
Figure 3.10: High-temperature glow plug schematic
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Figure 3.11: High-temperature glow plug temperature distribution
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3.2.4 Hot Surface II — Standard Glow Plug (Autolite 1110)
The other standard hot surface that was used in this test series is a commerial automobile (diesel)
glow plug (Autolite 1110). It is placed inside the stagnation plate in a similar fashion to the high-
temperature glow plug. The geometry is shown in Figure 3.12 and the temperature profile is shown
in Figure 3.13. It can reach a maximum temperature of 1453 K which fixed the upper limit of
ignition temperature we were able to test.
Position 1!
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Figure 3.12: Autolite glow plug schematic
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Figure 3.13: Autolite glow plug temperature distribution
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3.3 Ignition Temperature
In this section, we investigate how the ignition temperature changes as a function of the fuel-air
mixture, the initial pressure, and surface area of the hot surface. The hot surface temperature
monitored during the experiment at the hottest part of the glow plug by a K-type thermocouple
(bead size:  = 0.3 mm). The glow plug has an approximately 5 second temperature ramp before
ignition. Figure 3.14 shows example of the measured glow plug temperature, beginning at the
latter half of the temperature ramp. The ignition temperature of the gas mixture is defined as the
temperature of the glow plug at the time ignition occurs. Ignition occurs at around 2 seconds as
seen in the sharp increase in temperature slope. The exact time of ignition is inferred from the
accompanying schlieren video. This confirms that the ignition coincides with the change in slope
seen in the temperature reading. However, because the thermocouple has a response time of 0.5
seconds and the temperature of the glow plug is ramped up at ≈ 220 K/s, the ignition temperature
has an uncertainty of +110 K from the measured value.
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Figure 3.14: Temperature of the glow plug during the ignition of a hexane-air mixture (φ = 1.2)
initially at atmospheric pressure
Experiments with and without a thermocouple on the glow plug were performed to check if the
presence of the thermocouple has an effect on the glow plug performance. Schlieren images show
that the ignition location, which occurs on the top of the glow plug or its side, is not affected by
the presence of the thermocouple (see Appendix J). From these images we conclude that the effect
of the thermocouple is negligible as the substantial variability in ignition location is unbiased.
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3.3.1 Hot Surface Ignition Temperature as a Function of Composition
A systematic study has been performed using the Bosch glow plug investigating the ignition temper-
ature as a function of composition expressed by the equivalence ratio, φ, at atmospheric pressure.
Additional experiments have been performed using the Autolite glow plug and a small strip of elec-
trically heated nickel foil. The minimum ignition temperature is observed to be essentially constant
at 920 K ± 20 K for equivalence ratios in the range of φ = 0.75 − −3.0 as shown in Figure 3.15.
Large increase and variability in the ignition temperature is observed at the extreme lean (φ ∼ 0.6)
and rich (φ ∼ 3.0) conditions. Consistent with the literature (Zabetakis, 1965), the lower flamma-
bility limit is observed to be less than φ = 0.6 with a mixture at φ = 0.5 not igniting after heating
for 30 seconds and the glow plug reaching 1520 K. In the literature the upper flammability limit
of n-hexane in air is given as 7.4 %, φ = 3.4 (Zabetakis, 1965). We saw significant variability in
ignition temperature at φ = 3.0, but did not explore richer mixtures to confirm the flammability
limit. The source of the variability in ignition temperature near φ = 3.0 when using the Autolite
glow plug is not clearly understood and should be considered for future study.
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LFL (Zabetakis, 1965)
Model
Ignition - Bosch Glow Plug (A = 0.80 cm²)
NoGo   - Bosch Glow Plug (A = 0.80 cm²)
Ignition - Autolite Glow Plug (A = 1.50 cm²)
NoGo   - Autolite Glow Plug (A = 1.50 cm²)
Ignition - Nickel Foil (A = 0.24 cm²)
Figure 3.15: Hot surface ignition temperature as a function of equivalence ratio at atmospheric
pressure for different hot surface sizes. The uncertainty associated with the ignition temperature
stems from the ramp rate of the glow plug of ≈ 220 K/sec and the response time of the thermocouple
of 0.5 seconds. All mixture compositions have the associated uncertainty of +3%/-13% in φ, not
shown here.
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In addition to the experiments, we present in Figure 3.15 the results of a simple model for ignition
(discussed in the next section). The model captures the minimum ignition temperature and shows
a weak dependence on composition, but does not describe the lower or upper flammability limit.
3.4 Ignition Modeling
3.4.1 Modeling Background
Modeling and predicting the ignition process near a hot surface requires considering the spatial and
temporal evolution of the species and temperature of the gas. Simplified approaches are possible,
but for an accurate prediction it is necessary to solve the fluid mechanical and chemical equations
simultaneously on a grid sufficiently small to resolve the thermal and fluid dynamical boundary
layer around the hot surface as well as including the low-temperature chemistry that has a critical
influence on the ignition process as detailed in Chapter 2. An additional feature of nonhomogeneous
ignition is the differential diffusion of species, a large range of molecular weights exists in the gas
mixtures, which is challenging to accurately simulate.
The main approaches to modeling hot surface ignition have been to use one-dimensional conduc-
tion equation with heat-release from the chemical reactions. Extensions of this are 2-dimensional
steady simulations as done by Adler (1999) and unsteady simulations like the ones performed by Ku-
mar (1989).
Adler (1999) modeled the problem of a circular hot spot, e.g., from a laser, in contact with a
combustible mixture. In his model one, of the main assumptions is that the heated layer of gas is
stagnant and thus the problem is governed by the energy equation including heat conduction and
energy release from the chemical reactions, which in its steady form is usually referred to as the
Frank-Kamenetskii problem (Glassman, 2008).
3.4.2 Simplified Analytical Approach
The minimum ignition temperature may be estimated using a simple analytical model such as that
proposed by Laurendeau (1982). An additional discussion of hot surface ignition as developed
by Semenov (1940) and Kuchta et al. (1965) are given in Appendix E.
The Laurendeau model proposes that ignition occurs when the rate of heat-loss from the reacting
mixture just balance the energy release by chemical reactions. The steady one-dimensional energy
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conservation equation with chemical energy release is modeled as
Qrf = −kd
2T
dx2
, (3.1)
where k is the thermal conductivity coefficient, Q is the chemical energy release, and rf is the
reaction rate given by an empirical model that is slightly more sophisticated than the ones presented
in the previous chapter and includes a dependency on composition and density, but without reactant
consumption
rf = −XmfF XmoO ρnA exp
[
− Ea
R˜T
]
. (3.2)
XF and XO are the initial mole fraction of the fuel and oxidizer, respectively; ρ is the density and
n = mf +mo is the reaction order. Equation 3.1 is integrated across a stagnant thermal boundary
layer subject to the following boundary conditions:
x = 0, T = Tw, (3.3)
x = δ, T = Te, (3.4)
where the wall at x = 0 is at the wall temperature, Tw, and outside the boundary layer (x = δ),
the temperature is relaxes back to the ambient temperature, Te. Laurendeau (1982) evaluates the
density at a geometric mean temperature given by
ρ =
P
R˜
√
TwTe
(3.5)
Prior to integrating Equation 3.1, it is multiplied by (dT/dx)dx = dT
k
d2T
dx2
dT
dx
dx = QX
mf
F X
mo
O ρ
nA exp
[
− Ea
R˜T
]
dT (3.6)
making the integration of the left-hand side into a spatial integral and the right-hand side into a
temperature integral.
k
∫ δ
0
(
d2T
dx2
)(
dT
dx
)
dx = AQX
mf
F X
mo
O ρ
n
e
(
Te
Tw
)n/2 ∫ Te
Tw
exp
[
− Ea
R˜T
]
dT (3.7)
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Using the chain rule, the left-hand side can be simplified and integrated.
k
∫ δ
0
(
d2T
dx2
)(
dT
dx
)
dx = k
∫ δ
0
1
2
d
dx
(
dT
dx
)2
dx =
k
2
[(
dT
dx
)2]δ
0
(3.8)
The spatial derivative of the temperature is zero as we leave the boundary layer, i.e., at x = δ.
Absorbing the minus sign into the integration order of the right-hand side the energy equation
becomes
k
(
dT
dx
)2
w
= 2AQX
mf
F X
mo
O ρ
n
e
(
Te
Tw
)n/2 ∫ Tw
Te
exp
[
− Ea
R˜T
]
dT . (3.9)
In order to evaluate the integral, the standard large activation energy approximation as discussed
in previous chapter and Appendix C.2.2 can be made:
T = Tw + T
′, (T ′ < 0) (3.10)
exp
[
− Ea
R˜T
]
∼= exp
[
− Ea
R˜Tw
+
Ea
R˜Tw
2
T ′
]
(3.11)
Using this approximation, the energy equation simplifies to
k
(
dT
dx
)2
w
= 2AQX
mf
F X
mo
O ρ
n
e
(
Te
Tw
)n/2
exp
[
− Ea
R˜Tw
] ∫ 0
Te−Tw
exp
[
Ea
R˜Tw
2
T ′
]
dT ′ , (3.12)
where by noting that (Te − Tw) is negative, the integral becomes
∫ 0
−(Tw−Te)
exp
[
Ea
R˜Tw
2
T ′
]
dT ′ =
(
R˜Tw
2
Ea
)(
1− exp
[
− Ea
R˜Tw
2
(Tw − Te)
])
≈
(
R˜Tw
2
Ea
)
. (3.13)
Recall that the upper integration limit refers to the wall temperature (see Equation 3.9), which
dominates the energy release due to the high-activation energy assumption. Finally, the energy
equation is
k
(
dT
dx
)2
w
≈ 2AQXmfF XmoO ρne
(
Te
Tw
)n/2
exp
[
− Ea
R˜Tw
](
R˜Tw
2
Ea
)
, (3.14)
so that for steady-state conditions, the heat flux from the gas to the wall due to chemistry is
qchem = k
(
dT
dx
)
w
=
√√√√2kAQXmfF XmoO ρne ( TeTw
)n/2
exp
[
− Ea
R˜Tw
](
R˜Tw
2
Ea
)
. (3.15)
Laurendeau proposes that this must be equal to the heat flux from the wall to the gas as modeled
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by an engineering correlation
qloss =
kNu
L
(Twall − Te) . (3.16)
The condition for ignition is given as (Laurendeau, 1982)
qchem = qloss . (3.17)
Depending on the flow condition (stagnant, free or forced convection) the expression for the
Nusselt number, Nu, changes. For example, for stagnant mixtures, the Nusselt number is constant
and thus the wall temperature scales inversely with the natural log of the length scale (Laurendeau,
1982, Semenov, 1940).
lnL ∝ Ea
2R˜Twall
(3.18)
This dependence on surface size and the obvious limitations will be discussed further in subsequent
sections (see Figure 3.26).
Law and Law (1979) discuss the problem of ignition in a steady boundary layer flow for mixtures
with large activation energies. Their analysis shows that a locally similar region of balanced reaction
and diffusion is present next to the wall, and a nonsimilar diffusion and convection balance outside
this region. The problem is solved using the method of matched asymptotics, and the ignition
behavior is presented as a function of the Damko¨hler number, the ratio of the fluid time scale to
the chemical reaction time scale. The Damko¨hler number defined is the ratio of the heat-loss and
chemical release described in Laurendeau (1982). Ignition is predicted to occur as the Damko¨hler
number reaches unity.
3.4.3 Boundary Layer Modeling Approach 1
The temperature at which the mixture ignites corresponds to a balance between heat-release due
to chemical reactions and heat-loss due to diffusion and convection. An estimate of the ignition
temperature may be determined by comparing the time scales of these processes. As the glow plug
heats up the surrounding mixture, natural convection begins and a boundary layer develops on the
surface of the glow plug. A fluid element passing through the boundary layer is heated up initiating
chemical reaction, whose energy release is in competition with heat conduction and convection away
1A preliminary version of this work was presented at the Eighth International Symposium on Hazards, Prevention,
and Mitigation of Industrial Explosions (8th ISHPMIE) in Yokohama, Japan: “Hot Surface Ignition of Hydrocarbons in
Air — A Comparison of Experimental and Computational Results” (Philipp A. Boettcher, Brian Ventura , Guillaume
Blanquart, and Joseph E. Shepherd).
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from the fluid element.
Figure 3.16: Thermal boundary layer along a vertical hot plate
The full governing equations are adapted from Kee et al. (2003) for Cartesian coordinates.
Continuity:
∂ρ
∂t
+
∂
∂x
(ρu) +
∂
∂y
(ρv) = 0 (3.19)
x - Momentum:
ρ
∂u
∂t
+ ρu
∂u
∂x
+ ρv
∂u
∂y
= −∂P
∂x
+ µ
(
∂2u
∂x2
+
∂2u
∂y2
)
+ ρgβ (T − T∞) (3.20)
y - Momentum:
ρ
∂v
∂t
+ ρu
∂v
∂x
+ ρv
∂v
∂y
= −∂P
∂y
+ µ
(
∂2v
∂x2
+
∂2v
∂y2
)
(3.21)
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Energy:
ρcp
∂T
∂t
+ ρucp
∂T
∂x
+ ρvcp
∂T
∂y
= u
∂P
∂x
+
∂
∂y
(
k
∂T
∂y
)
−
Kg∑
k=1
ρcpkYkVky
∂T
∂y
−
Kg∑
k=1
ω˙kWkhk (3.22)
In general, these equation have to solved by numerical methods. To make analytical progress,
a number of simplifying assumptions will be made. We will assume that density gradients are only
important when multiplied by gravity (Boussinesq approximation). The volumetric expansion co-
efficient, β, will be evaluated at an average temperature value. We assume the gas is composed
of only one species, which does not undergo any chemical composition change following Kaviany
(2002). Additionally, we assume the boundary layer is laminar and steady and neglect pressure
gradients along the x-axis. The boundary layer is also assumed to be thin, such that gradients in
the y-direction are much greater than those in the x-direction, and that u  v. To estimate the
time scales for energy release and energy loss, we consider the development of the boundary layer
separately from the chemical energy release. This assumption simplifies our analysis and is some-
what justified by the Arrhenius rate dependence of the reaction rate on temperature, which implies
that most of the chemical reaction occurs at elevated temperatures close to ignition. The resulting
equations for a steady, non-reacting thermal boundary layer driven by buoyancy are:
Continuity:
∂u
∂x
+
∂v
∂y
= 0 (3.23)
x-Momentum:
ρ
(
u
∂u
∂x
+ v
∂u
∂y
)
= ρgβ (T − T∞) + µ∂
2u
∂y2
(3.24)
y-Momentum:
∂p
∂y
= 0 (3.25)
Energy:
ρcp
(
u
∂T
∂x
+ v
∂T
∂y
)
= k
∂2T
∂y2
(3.26)
The boundary conditions are:
u(x, 0) = v(x, 0) = u(x,∞) = 0 (3.27)
T (x, 0) = Ts and T (x,∞) = T∞ (3.28)
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The most significant approximation, other than neglecting chemical reactions, is the assumption
of constant density. This assumption introduces some error, but greatly simplifies the calculations,
while still clearly illustrating the concept. Cairnie and Harrison (1982) present the variable density
equations, which are more appropriate for large surface-to-ambient temperature differences. While
the pressure remains constant the large temperature at the wall has a significant impact on the
specific volume of the fluid close to the wall, which leads to a shift of the velocity and temperature
away from the wall. This shift can be expressed by using Howarth-Dorodnitsyn (Stewartson, 1964)
transformed coordinate
y¯ =
∫ y
0
ρ
ρ∞
dy . (3.29)
While this transformation is needed for accurate solutions, we do not consider this approach and only
treat the ρ = constant case. Following the derivation given by Gebhart et al. (1988) a similarity
solution for Equations 3.23-3.28 can be obtained by combining the spatial variable into a single
nondimensional coordinate η(x, y) described below
η = b(x)y , (3.30)
where b(x) is the function that links the scaling
b(x) =
1
x
[
gx3
4ν2
β (Ts − T∞)
]1/4
. (3.31)
The velocities are expressed through a stream function, ψ
u = ψy v = −ψx ψ(x, y) = νc(x)f(x, y), (3.32)
where f(x, y) and c(x) are nondimensional functions
c(x) = 4
[
gx3
4ν2
β (Ts − T∞)
]1/4
. (3.33)
The temperature is nondimensionalized via
T ∗ =
T − T∞
Ts − T∞ . (3.34)
The functions b(x) and c(x) are found such that T ∗ and f are only functions of η while also satisfying
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all of the boundary conditions (Gebhart et al., 1988).
The new non-dimensionalized momentum and energy equations are
f ′′′ + 3ff ′′ − 2f ′2 + T ∗ = 0 (3.35)
(T ∗)′′ + 3Prf(T ∗)′ = 0 (3.36)
where ′ denotes differentiation with respect to η. Pr is the Prandtl number
Pr =
ν
α
, (3.37)
where α is the thermal diffusivity and ν is the kinematic viscosity. The stream function ψ is expressed
as a function of the Grashof number based on x,
ψ(x, y) = 4ν
(
Grx
4
)1/4
f(x, y) , (3.38)
Grx =
gβ(Ts − T∞)x3
ν2
, (3.39)
and the similarity parameter η is
η =
y
x
(
Grx
4
)1/4
=
y
x1/4
[
gβ(Ts − T∞)
4ν2
]1/4
(3.40)
The momentum and energy equations can be solved to give the velocity and temperature dis-
tribution as well as the boundary layer thickness along the plate. The temperature distribution is
computed using the similarity solution as a function of the similarity parameter, η, as using the
methods described in text books by Kaviany (2002) and Gebhart et al. (1988).
Figure 3.17 shows the temperature distribution away from the hot surface and indicates the
edge of the laminar, viscous boundary layer at η0.01 = 4.423 defined as the point where T
∗ = 0.01.
Equation 3.40 can be rearranged to solve for the boundary layer thickness, y = δ, a given length,
x = L, away from the start of the plate
δ =
ηδL
(GrL/4)1/4
. (3.41)
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Figure 3.17: Temperature profile in a thermal boundary layer along a vertical hot plate (Pr = 0.72)
Using a simple dimensional analysis, we can extract an approximate time scale for heat con-
duction through the boundary layer. Squaring both sides of Equation 3.41 and multiplying by the
Prandtl number allows for the following simplification.
δ2ν
α
= Pr
η2δL
2
(GrL/4)1/2
(3.42)
δ2
α
= Pr
√
4η4δL
4
GrLν2
(3.43)
δ2
α
= Pr
√
4η4δL
4
ν2
ν2
gβ(Ts − T∞)L3 (3.44)
δ2
α
= Pr
√
4η4δL
gβ(Ts − T∞) (3.45)
The characteristic time scale for heat conduction through the layer then becomes
τdiff =
δ2
α
= Pr
√
4η4δL
gβ(Ts − T∞) . (3.46)
Figure 3.17 shows that an approximation of the temperature profile as a linear function of η, which
is consistent with defining ηδ = 2, gives the diffusion time scale,
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τdiff = 8Pr
√
L
β∆Tg
(3.47)
where L is the height of the glow plug, β is the thermal expansion ratio, and ∆T is the temperature
difference across the boundary layer (Ts− T∞). For a mixture with a Prandtl number of Pr = 0.72,
we obtain τdiff ≈ 250 ms.
The chemical time sale is found by computing the time to ignition of mixture of n-heptane and air
at a given temperature assuming a constant pressure, adiabatic reactor. A mixture is initialized at a
given temperature and the chemical heat-release is allowed to evolve, which leads to a temperature
increase that can be captured by the energy equation
dT
dt
=
q˙r
V ρcp
(3.48)
and the ignition time, τign, is defined as time elapsed until the maximum temperature increase rate
is reached
t = τign when
dT
dt
= maximum . (3.49)
The computations were obtained using the detailed chemical mechanism of Curran et al. (1998)
with the FlameMaster code (Pitsch and Bollig, 1994). Heptane was used in place of hexane since
the chemistry of heptane is better understood, and previous studies have shown that normal alkanes
share very similar ignition properties, such as the shock tube ignition delay time (Shen et al., 2009,
Westbrook et al., 2009).
The ignition temperature is then defined as the initial temperature for which the ignition time,
τign, is equal to the diffusion time, τdiff . For instance, as shown on Figure 3.18, a mixture with
equivalence ratio φ = 1.0 is predicted to ignite within 250 ms if the initial temperature is around
905 K. This analysis is repeated for several different equivalence ratios, and the predicted ignition
temperatures are compared to the temperatures measured experimentally. As shown on Figure 3.15,
both the experiments and the simple model predict a weak dependence of the ignition temperature
on the equivalence ratio. This result is due to the weak dependence of ignition time on equivalence
ratio. However, the model fails to predict the sudden rise in ignition temperature below φ = 0.7.
There could be multiple sources of discrepancies; for instance, the model accounts only for thermal
diffusion and neglects diffusion of key combustion intermediates such as radicals.
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Figure 3.18: Ignition times for n-heptane and air mixtures at atmospheric pressure computed with
the detailed chemical mechanism of Curran et al. (1998) (τdiff = 250 ms, T = 905 K indicated)
Temperature Profile Along Particle Trajectories While the scaling arguments just described
give a simple model for estimating the ignition temperature, a more realistic model for the ignition
event may be investigated by following an individual fluid element through the boundary layer. Using
the similarity solution, we can obtain the trajectory of the fluid element. Recall the nondimensional
equations for x-momentum, energy and the stream function, ψ, from Gebhart et al. (1988), which
can be solved numerically.
f ′′′ + 3ff ′′ − 2f ′2 + T ∗ = 0 (3.50)
(T ∗)′′ + 3Prf(T ∗)′ = 0 (3.51)
ψ(x, y) = 4ν
(
Grx
4
)1/4
f(x, y) (3.52)
The viscosity and thermal conductivity are taken at the mean temperature, (Ts + T∞)/2 - 650
K in this example, using the data from Kadoya et al. (1985) and Stephan and Laesecke (1985),
respectively.
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Table 3.1: Parameters used in modeling of hexane-air hot surface ignition
Parameter Units Description
g 9.81 m s−2 gravitational acceleration
Ts 1000 K surface temperature
T∞ 300 K gas temperature away from the wall
µ 3.257 ×10−5 Pa s dynamic air viscosity at 650 K
ρ0 0.57 kg m
−3 unburnt gas density at 650 K
ν 5.71 ×10−5 m2 s kinematic air viscosity at 650 K
β 1.54 ×10−3 K−1 volumetric thermal expansion coefficient
k 4.862 ×10−2 W m−1 K−1 thermal conductivity of air at 650 K
qc 2.3× 106 J kg−1 stored chemical energy
cp 1357 J kg
−1 K−1 average specific heat of the gas
mixture at constant pressure
Ea 35075 cal kmol
−1 activation energy
146754 J kmol−1 activation energy
A 3.3× 1014 s−1 pre-exponential
We can follow a given fluid element with an initial position (x0, y0) by computing the local
velocity (u(x, y), v(x, y)) and integrating the path.
x = x0 +
∫ t
0
u(x, y)dt′ (3.53)
y = y0 +
∫ t
0
v(x, y)dt′ (3.54)
From the definition of the stream function the velocities are computed
u =
∂ψ
∂y
= 4ν
(
Grx
4
)1/4
∂f
∂η
∂η
∂y
(3.55)
v = −∂ψ
∂x
= − 4ν
41/4
∂ (Grx)
1/4
∂x
f − 4ν
(
Grx
4
)1/4
∂f
∂η
∂η
∂x
(3.56)
where f , and ∂f/∂η are computed as part of the numerical solution. Away from the wall, in the
outer layer, the temperature is low and the contribution of chemical energy release is negligible and
the equations above correctly predict the temperature and flow path of a fluid element.
The chemical energy release becomes important at high-temperatures, which are found in a small
inner layer next to the wall. If the chemical energy release is included in the energy equation, for
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example, using a one-step model, the equation becomes
ρcp
(
u
∂T
∂x
+ v
∂T
∂y
)
− k∂
2T
∂y2
= −qcA exp
[
− Ea
R˜T
]
. (3.57)
The chemical energy release increases the fluid element temperature. This energy release is small
until very high-temperatures due to the large activation energy, Ea. Before ignition occurs the
energy release can be lost through either conduction or convection. At the wall, we can establish
the dominant balance to find whether conduction or convection is responsible for the energy loss. A
version of this calculation is given by Law and Law (1979). 2
Near the wall both temperature and wall velocity are small, which can be expressed in the
nondimensional parameters T ∗ and f .
T ∗ = T ∗w + 1T˜
∗ (3.58)
f = fw + 2f˜ (3.59)
Making the substitution above in the x-momentum equation, while noting that fw = 0 due to the
boundary conditions (nonporous wall and nonslip condition), gives
1f˜
′′′ + 321f˜ f˜
′′ − 221f˜ ′
2
+ T ∗w + 1T˜
∗ = 0 (3.60)
which implies that the deviations are of the same magnitude 1 = 2 = . Via the same substitution
the energy becomes
(T˜ ∗)′′ + 32Prf˜(T˜ ∗)′ = −q˜ (3.61)
where q˜ is the nondimensional chemical energy release. From Equation 3.61 we can see that the
dominant balance at the wall is between the chemical energy release rate and the thermal diffusion,
with the convection an order of magnitude smaller.
Along the path we can now compute the heat transfer as well as the heat-release from a one-step
model as well as the heat diffusion. As a simplifying assumption, we treat the heat-loss as the
dominant in the y-direction so the heat transfer term of the energy equation is
k
∂2T
∂y2
= k(Ts − T∞)∂
2T ∗
∂η2
(
η
y
)2
. (3.62)
2The author would like to thank Jason S. Damazo for his significant contribution in unraveling this argument.
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The one-step energy release rate is given by
ρqcA exp
[
− Ea
R˜T
]
. (3.63)
Figure 3.19 shows the heat-loss rate, the heat-release rate, and temperature as a fluid element,
initially outside the boundary layer (x0 = 0.01 m, y0 = 0.01 m, Trajectory 1 in Figure 3.20), is
entrained by the boundary and heated. The point of ignition is defined as the point where the
heat-release rate and heat-loss rate are equal. Several of these trajectories are shown in Figure 3.20,
which demonstrate how the ignition location changes with the initial location. For Trajectory 3, for
example, the temperature gradients in the boundary layer are higher and thus the heat diffusion is
higher, which leads to the fluid element ignition closer to the hot surface.
If we consider the case where the density is variable the effect will be a stretching of the solution
as described in Equation 3.29, the detailed calculation has been done by Cairnie and Harrison
(1982). For the trajectories considered, this implies that the paths are shifted away from the wall.
However, since both the temperature and velocity profile are shifted away from the wall, the final
dominant balance arguments laid forth are still valid and the qualitative features of ignition should
be predicted correctly in the same manner as presented above, although the precise ignition location
will be incorrect. A more realistic simulation would require considering the full two-dimensional
solution and a detailed chemical reaction mechanism, but this is outside the scope of this thesis.
It should be noted that ignition occurs fairly far away from the wall in Figure 3.20. This is
due to the fact that the wall temperature was too high in this example. A more rigorous study
would require varying the temperature and using non-averaged fluid properties. However, this is
also outside the scope of this thesis.
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Figure 3.19: Energy release rate, energy loss rate, and temperature along a fluid trajectory (x0 =
0.01 m, y0 = 0.01 m); the ignition location is indicated as the point where energy loss rate equals
the energy release rate
Figure 3.20: Trajectories of fluid elements into a boundary layer created by a hot surface at the left
edge; the ignition location is defined as the point where energy release rate equals the energy loss
rate
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(a) (b)
Figure 3.21: Nondimensional (a) temperature profile and (b) velocity profile for a constant and
variable density boundary layer along a vertical hot plate (from Cairnie and Harrison, 1982)
(Tw/T∞ ∼2.3 – Tw ∼ 690 K, T∞ ∼ 300 K)
3.4.3.1 Thermal Ignition Using Tabulated and Detailed Chemistry Modeling 3
The final approach taken in investigating hot surface ignition is the numerical simulations of the
fluid dynamic processes (convection and diffusion) in conjunction with finite rate chemistry. The
hot surface temperature leading to ignition of various flammable mixtures is investigated.
This work utilizes a detailed reaction mechanism for heavy hydrocarbon fuels which has been
validated extensively over a wide range of temperatures, pressures, and equivalence ratios (Blanquart
et al., 2009, Narayanaswamy et al., 2010). Although the fuel used in the experiments is hexane,
the simulations were performed using n-heptane. This is because the chemistry of heptane at low
temperatures is better understood than that of hexane; more experimental data exist for heptane to
validate the chemical model; and previous studies have shown that normal alkanes have very similar
ignition and flame propagation characteristics (Davis and Law, 1998a, Shen et al., 2009, Westbrook
et al., 2009).
Simulation Details Simulations are carried out in a 2D axisymmetric domain with the symmetry
plane established at the center line of the cylinder, which is assigned a Neumann boundary condition,
while all the other surfaces except the glow plug are modeled as closed adiabatic walls.
The experimental observations indicated that the surface temperature of the glow plug is almost
uniform. As a result, in the simulations, the glow plug is initialized spatially with a uniform tem-
3Portions of the following work were submitted but not accepted to 34th Combustion Symposium in the paper
“Investigation of hot surface ignition of a flammable mixture” by S. Menon, P. Boettcher, B. Ventura, J. Shepherd,
G. Blanquart.
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perature. Furthermore, the temperature of the glow plug is kept fixed in time, rather than being
increased up to a final value as in the experiments.
The progress variable at the glow plug surface is set to zero. A zero value for the progress
variable at the wall can be understood in two different ways. First, it means that no increase in
temperature is allowed above the imposed, unburned temperature (Tu). Second, it is representative
of the destruction of radicals at the wall through their recombination into stable species. The surface
itself is inert having no chemical reactions with the mixture. The sensitivity of the simulation results
to this boundary condition is checked by using a Neumann boundary condition at the glow plug
surface. The results indicates no change in the ignition location or delay time.
The solution is obtained on a mesh consisting of 256 grid points in the vertical direction and 128
points in the radial (horizontal) direction. The grid is clustered closer to the glow plug with 128
points for one glow plug height and 32 points for one glow plug diameter. Simulations are performed
using the NGA code (Desjardins et al., 2008). The code relies on high order conservative finite
difference schemes developed for the simulation of variable density flows. A third order WENO
scheme is used to compute scalar transport (Liu et al., 1994).
Figure 3.22 shows contours of the progress variable at the time of ignition corresponding to
different hot surface temperatures. Figure 3.22 (a) and (b) correspond to simulations performed
with the full chemical model, including low temperature reaction pathways. Figure 3.22 and (d)
correspond to simulations performed without the low temperature reaction pathways. The ignition
kernel is illustrated by the black iso-contour.
The numerical simulations predict that ignition occurs above the glow plug surface, consistent
with experimental observations. The location of ignition is found to be insensitive to the surface
temperature when only the high-temperature chemistry is considered. However, when the full model
is used, the ignition location depends on the surface temperature and decreases in height with
increase in surface temperature (Figures 3.22 (a) and (b)). Additionally, the minimum surface
temperature required to ignite the mixture decreases when the full model is used.
Figure 3.23 shows the effect of mixture equivalence ratio on the minimum temperature for igni-
tion. The experimental results are the same as presented in Figure 3.15, however, only the minimum
value corresponding to a particular equivalence ratio is included. For each equivalence ratio the hot
surface temperature is varied until ignition is no longer observed. Lack of ignition is indicated by
an asymptotic behavior for the maximum value of the progress variable in the domain.
The ignition temperature (around 920K) obtained from experiments, appears to be fairly inde-
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The numerical simulations predict that ignition oc-
curs above the glow plug surface, consistent with ex-
perimental observations. The location of ignition is
found to be insensitive to the surface temperature,
when only the high temperature chemistry is consid-
ered. However, when the full model is used, the igni-
tion location depends on the surface temperature and
decreases in height with increase in surface tempera-
ture (Fig. 7(a) and 7(b)). Additionally, the minimum
surface temperature required to ignite the mixture de-
creases when the full model is used.
4.3. Sensitivity to boundary conditions
As mentioned previously, the progress variable is
set to zero on the glow plug surface. The sensitivity
of the simulation results to this boundary condition
was checked by setting a Neumann boundary condi-
tion at the glow plug surface. The results indicated no
change in the ignition location or delay time. This re-
sult suggests that diffusion away from the glow plug
surface is the more dominant dissipative process and
hence validates the analysis by Laurendeau presented
in section 2.3.
4.4. Timescale analysis
The flow field established by the buoyant plume of
hot gases prior to ignition affects the ignition process.
The initial thermal plume is characterized by convec-
tive, diffusive and reaction timescales.
The convective time scale is computed as τC =￿
dx/U along streamlines; the diffusive time scale is
evaluated as the ratio of a characteristic length scale
over the thermal diffusivity τD = L2/D; and the
reactive time scale is evaluated as the ratio of the
progress variable to its source term τR = C/ω˙C . The
length scale for diffusion is taken to be the thickness
of the thermal boundary layer (δ) at the sides of the
glow plug and half the plume width above the glow
plug. Two reaction timescales have to be considered,
one for high and another for low temperature chem-
istry.
For φ = 1.74 and a hot surface temperature
of 1000K, the convective time scale is found to be
greater than 100 ms in the vicinity of the glow plug.
On the other hand, the diffusion timescale is found
to be of the order of 10ms on each side of the glow
plug and about 40 ms at the top. Since the convective
timescale is the largest, ignition can occur at a given
location, if the local reactive timescale is smaller than
the diffusive timescale. In the absence of low temper-
ature chemistry, a smaller reaction time scale can only
be achieved with a higher temperature. This implies
that ignition is more likely to occur 1) very close to
the glow plug surface where the reaction time scale is
smaller and 2) at the top of the glow plug where the
diffusion time scale is larger. This analysis confirms
the results presented in Fig. 7(c) and 7(d).
In the presence of low temperature reaction path-
ways, the situation is more complicated. Even if the
surface temperature is too low to activate high tem-
perature chemistry (as in Fig. 7(a) and 7(b)), ignition
may still occur via low temperature reaction path-
ways. These reaction pathways will be activated at
other locations in the thermal plume where the local
temperature provides for a large reaction rate (ω˙C ).
This reaction rate would be the largest at the end of
the NTC region which at atmospheric pressure occurs
around 600K (Fig. 4(b)). As the surface temperature
increases, this location shifts closer to the glow plug
surface. Once again, this analysis is consistent with
the observations from Fig. 7(b).
Fig. 7: Comparison of ignition locations for different hot
surface temperatures. The full chemical reaction mechanism
is considered in (a) and (b). The low temperature reaction
pathways are neglected in (c) and (d).
4.5. Effect of equivalence ratio
Figure 8 shows the effect of mixture equivalence
ratio on the minimum temperature for ignition. The
experimental results are the same as presented in
Fig. 3, however, only the minimum value correspond-
ing to a particular equivalence ratio is included. In the
simulations, for each equivalence ratio, the hot sur-
face temperature is varied until ignition is no longer
observed. Lack of ignition is indicated by an asymp-
totic constant behavior for the maximum value of the
progress variable in the domain.
The ignition temperature obtained from experi-
ments, appears to be fairly independent of the equiv-
alence ratio (around 920K). A similar behavior, al-
beit at higher temperature (T ≈ 1400K) is observed
for the simulation where low temperature (LT) chem-
istry is excluded. However, when the full chemical
model is used, the simulation results show a consider-
able effect of equivalence ratio on minimum hot sur-
face temperature for ignition and lead to values that
are smaller than that measured experimentally.
From the time scale analysis presented in the pre-
vious section, ignition was found to result from an
imbalance between diffusion and chemical reactions.
The diffusive processes resulting in the formation of
a hot plume by natural convection are well captured
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Figure 3.22: Comparison of ignition locations for different hot surface temperatures; the full chemical
reaction mechanism is considered in (a) and (b), while the low temperature reaction pathways are
negle ted in (c) and (d)
pendent of the equivalence ratio. A similar behavior, at higher temperature (T ≈ 1400K) is observed
for the simulation where low temperature (LT) chemistry is excluded. However, when the full chem-
ical model is used, the simulation results in Figure 3.23 show a considerable effect of equivalence
ratio on minimum hot surface temperature for ignition and lead to values that are smaller than that
measured experimentally.
While the chemical model gives very good results for low temperature ignition under high pres-
sures, it remains unvalidated for atmospheric pressures. The present results may suggest that the
low temperature chemistry is too fast for rich conditions. Despite uncertainties in the low tempera-
ture pathways, the simulations confirm that a mixture with an equivalence ratio less than 0.5 should
not ignite.
The deviation from experimental results seem to be in part due to our incomplete understanding
of the low temperature reaction kinetics an indicates an area of future research.
by the present numerical framework and are indepen-
dent of the chemical model. However, the results
of the reacting flow are only as good as the kinetic
mechanism used. While the chemical model gives
very good results for low temperature ignition under
high pressures, it remains unvalidated for atmospheric
pressures. The present results may suggest that the
low temperature chemistry is too fast for rich condi-
tions. Despite uncertainties in the low temperature
pathways, the simulations confirm that a mixture with
an equivalence ratio less than 0.5 should not ignite.
Fig. 8: Effect of equivalence ratio on minimum temperature
for ignition.
5. Concluding Remarks
A combined experimental and numerical study is
undertaken to characterize the processes leading to
hot surface ignition of a flammable mixture, and iden-
tify the parameters that influence the minimum igni-
tion temperature. The experimental results correlated
by a simple analytical model suggest a hot surface ig-
nition temperature of about 920 K across a range of
equivalence ratios for the current experimental setup.
A numerical framework based on tabulated detailed
chemistry was setup to study thermal ignition. The
simulation results, including the location of ignition,
are only weakly affected by boundary conditions for
the progress variable at the hot surface. The effect
of inclusion of low temperature reaction pathways is
however, seen to considerably influence the ignition
location and minimum surface temperature required
for ignition. Analysis of the convective, diffusive and
reacting timescales inside the plume of hot gas prior
to ignition provides insight into the hot surface igni-
tion process. The deviation from experimental results
are seen to be primarily a result of incomplete under-
standing of the low temperature reaction kinetics and
indicates an area of future research.
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Figure 3.23: Hot surface ignition temperature from tabulated chemistry simulations (with and with-
out low temperature, LT, chemistry) and experiments
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3.4.4 Hot Surface Ignition Temperature as a Function of Pressure
The pressure dependence of the ignition temperature is investigated for two cases while holding the
equivalence ratio constant in the range of total pressure from 25 kPa to 100 kPa. Experimental results
in Figure 3.24 show that the required ignition temperature increases as the pressure is decreased.
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Figure 3.24: Ignition delay times for n-heptane and air mixtures computed with the detailed chemical
mechanism of Curran et al. (1998)
We can apply the model of equating the thermal diffusion time scale to the ignition time scale
to estimate the pressure dependence by calculating the ignition time as a function of pressure. The
thermal diffusion time computed from Equation 3.47 remains basically unchanged as the pressure
is changed from 100 kPa to 25 kPa. Figure 3.25 shows both the temperature calculated leading to
ignition in 250 ms, the ignition temperature, as well as the ignition time at a constant temperature,
1000 K, computed using the chemical mechanism from Curran et al. (1998) in a isobaric calculation
with varying initial pressure4. At both equivalence ratios tested an increase in ignition temperature
with a decrease in pressure is observed.
As in the previous section, the results presented here depend on the size of the hot surface element.
The particular fluid element trajectory as well as the time spend near the hot surface greatly influence
the temperature and reaction history. For a quantitative prediction of the ignition temperature, it
is necessary to solve the nonsteady evolution of the hot surface temperature, the detailed chemical
processes, thermal and species diffusion along with the fluid mechanics, and surface reactions. As
shown in the previous chapter, this is a difficult task even in zero-dimensional calculation.
4The author would like to thank Guillaume Blanquart for performing these simulations.
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Figure 3.25: Simulated ignition temperatures and ignition times as function of pressure
3.4.5 Hot Surface Ignition Temperature as a Function of Surface Area
The ignition temperature is observed to be correlated with the the hot surface size and shape (Kuchta
et al., 1965, Laurendeau, 1982), neglecting any additional effect that catalytic properties of the hot
surface that may be present. Semenov (1940) made some analytical progress, described in Ap-
pendix E, arriving at the following relationship for the ignition temperature, T1 as a function of
radius for heated wires of radius, r, in a vessel of a specified radius, RV , kept a constant tempera-
ture, T0,
r ln
RV
r
=
 Eaλ (T1 − T0)2
2RV T 21QA exp
[
−Ea/(R˜T1)
]
1/2 . (3.64)
This is based on a one-step chemical reaction model, where the reaction energy, Q, is released
according to Arrhenius rate described by the activation energy, Ea, and pre-exponential, A. Kuchta
et al. (1965) simplified this relationship by assuming that the exponential term dominates, expanding
the left-hand side, and keeping only the leading order term,
r ∼ exp
[
Ea/(2R˜T1)
]
. (3.65)
Taking the natural logarithm of both sides yields the approximate T ∼ [ln r]−1 dependence of the
ignition temperature on surface area:
ln r ∼ 1
T1
. (3.66)
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The experimental data presented by Kuchta et al. (1965) support this scaling analysis (see Fig-
ure 3.26) over a range of hot surface sizes between 0.6 cm2 and 70 cm2. Based on our experiments
we found ignition temperatures of up to 300 ◦C lower at a surface area of about 1.5 cm2 and thus
we strongly caution against extrapolation of the Kuchta et al. (1965) results when making safety
assessments.
Kuchta et al. (1965) show ignition temperatures for heat sources of comparable surface area to
that of the glow plug (0.63 cm2) to be 1270 K. When compared using the radius of the glow plug
(0.165 cm), temperatures were observed to be 1070 K (Kuchta et al., 1965). These values were
obtained using heated wires and rods in a 400 cm3 vessel maintained at 150 ◦C. The test gas was
passed through the reactor at 0.35 cm/s calculated from the volumetric flow rate. In contrast, the
vessel wall in the current experiment remained at room temperature and the characteristic flow
velocity in the plume above the glow plug is 40 cm/s based on simulation results. Smyth and Bryner
(1997) performed experiments with a combustible mixture impinging on hot metal surfaces made
from nickel, stainless steel, and titanium at 45◦ at a flow speed of 16 cm/s. The overall average
ignition temperature for n-hexane was 1105 K. Both of these previous studies were performed in
open combustion vessels, which is similar to the technique employed in the standard for auto-ignition
temperature testing (ASTM, 2005), which limits the accuracy of the composition control.
Figure 3.26: Ignition as a function of hot surface size (uncertainty in ignition temperature for CIT
measurements is +110 K). Range in values for CIT measurements is due to a range of compositions
and initial pressure.
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Figure 3.26 demonstrates the overall trend in which the ignition temperature increases with
decreasing hot surface area. The large range in ignition temperatures in the current data are due to
the range of equivalence ratios examined examined in the present study. The higher flow velocity
of Smyth and Bryner (1997) leads to an increase in the ignition temperature relative to the Kuchta
et al. (1965) data. The logarithmic curve fit of the historical data greatly underestimates the
minimum ignition temperatures observed in the current study.
The ignition temperature data includes the auto-ignition experiments presented in the previous
chapter on the far right of Figure 3.26. These ignition temperatures also fall below the historical
values because they were performed in a closed vessel initially at room temperature and heated to
the ignition temperature, rather than introducing the fuel at atmospheric pressure.
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3.5 Flame Propagation
In our studies, we found three different flame regimes, single, multiple ignitions, and puffing flames,
which are continuous flames with large scale instabilities. The flame propagation is discussed in this
section and puffing flames are detailed in the next chapter. A schlieren system was used in order
to confirm that ignition of the mixture occurred. In addition to determining if and where ignition
had taken place, the schlieren movie can be used to observe the flame propagation, determine the
flame speed, and observe instabilities. While the experiment is not specifically designed to determine
laminar flame speeds, the observations can be compared to literature data and simulations by making
reasonable assumptions about the gas motion.
3.5.1 Experiments
The schlieren system records gradients in image intensity corresponding to density gradients, which
are very prominent across the flame front (ρunburnt/ρburnt ∼ 5.5–8). Experiments used a 150 W
Oriel Arc Light Source (P/N 66907), which is focused on a pinhole and then collimated using a
1.5 m focusing mirror. Best results were obtained when using a transparency with a small circular
black spot as the schlieren stop (dark background schlieren). Figure 3.27 shows a dark background
schlieren image, which has clear outlines of the flame shape for all flame orientations. The image
was captured using a Phantom v710 high-speed camera using a resolution of 800×800 pixels with
frame rates of 1000–2000 fps and exposure times of 5–50 µs.
The flame position is digitized using a Matlab digitizing routine5, which manually measures the
position of the flame relative to the top of the glow plug (origin). For the left and right flame
positions, the horizontal distance between the left most edge and right most edge and origin are
used. The diameter of the window visible in the image is used as the reference length scale.
Representative results of the digitized flame position as a function of time are shown in Fig-
ure 3.28. The initial slope is higher than the final value due to the increased gas temperature in
the plume as well as the curvature effects on the flame propagation. The start of the linear regime
is found by inspection of the raw data and the final propagation speed is computed by linear least
squares regression of the data in the linear regime.
5The digitizing routine used here is based on the digitize.m program written by J. D. Cogdell and the digitize2.m
program written by A. Prasad, both available from the Mathworks File Exchange with edits from M. Rubel and J. S.
Damazo. Both programs have been invaluable tools in preparing this thesis.
98
Top  
Left   Right  
Origin  
Figure 3.27: Definition of flame outside and origin location
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Figure 3.28: Representative digitization of the flame location and fit flame speed from shot 33
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3.5.2 Flame Propagation Speed as a Function of Composition
The composition, initial pressure and temperature of the flammable mixture are significant factors in
determining the propagation speed of the flame (Glassman, 2008). Several methods are available to
measure this dependence, including closed combustion vessels (Kelley et al., 2011), and counterflow
burners (Ji et al., 2010), and the laminar unstretched burning velocity SL is reported. Detailed data
from the literature for n-hexane and n-heptane is given in Appendix F and compared to the present
experimental results. Due to the less than ideal conditions of the current setup for measuring flame
speed, we can only make an approximate comparison to the literature value as the effects of flame
stretch and strain, flow out in front of the flame, and heat transfer during the flame propagation are
not taken into account.
As a first idea, we idealize the flame as sphere, and compute the propagation speed, R˙, as the
sum of the flame propagation speed and the flow speed, u, established by the expansion of the hot
gas inside the flame. In order to carry out this computation, we assume that the gas inside the flame
is stationary. Detailed simulations, discussed later, show that this is not the case, but that the error
introduced is acceptable.
!"#!$#
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&#
Figure 3.29: Spherical flame schematic
Another method is to use conservation of mass. The mass flux of burned gas into the flame, m˙b,
is equal to equal to the mass flux of unburned gas through the flame front, m˙u,
m˙b = ρbV˙ = ρb4piR
2R˙ (3.67)
100
m˙u = ρuSLA = ρuSL4piR
2 (3.68)
m˙u = m˙b =⇒ R˙ = ρu
ρb
SL = SL (3.69)
where  is the expansion ratio, ρu/ρb, Equation 3.69 gives an approximate flame propagation speed as
laminar burning velocity given in the literature times the expansion ration, which can be computed
from a constant pressure equilibrium calculation.
Alternatively, we can approximate the lower part of the flame as an expanding cylindrical flame
with inflow at the top. This is can be accomplished by considering the incompressible flow just
inside the flame.
∇ · ~u = 0 (3.70)
From simulations of stoichiometric fuel-air mixtures, the mass inflow at the top can be approximated
by a top hat profile with an inflow velocity, uz, of 2 m/s over a radius of 2 cm, R1. At a point in
time where the flame is about 6 cm, R2, in diameter and 2 cm high, h, the outflow velocity, u
−
r just
behind the flame front can be calculated
∫
~u · nˆdA = 0 (3.71)
∫ R1
0
uz2pirdr =
∫ h
0
u−r 2piR2dz (3.72)
u−r =
uzR1
2R2h
(3.73)
The outflow at the flame front, u−r , is about 10 cm/s, which is small relative to the measured flame
velocities, Vf . The flame propagation velocity is the sum burning speed and the underlying flow
velocity,
Vf = Sl + ur . (3.74)
The effect of the outflow is small except at very large equivalence ratios, where the shape of the flame
is drastically influenced by the fluid motion. Consequently, for comparisons of the flame propagation
speed with literature values the spherical approximation is reasonable.
The experimental flame propagation speed at the left side, right side, and top are given in
Figure 3.30. The vertical burning velocity is clearly influenced by both the flow in the plume
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above the glow plug and the increased temperature in this region, which is discussed in detail in
Section 3.5.4.
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Figure 3.30: Flame propagation speed for n-hexane air mixtures as a function of equivalence ratio
at atmospheric pressure
The measurement uncertainty that arises include the measurements of the reference scale, the
window size, aberrations due collimation errors, and uncertainty in the position of the flame front .
All of these errors result in a total of 8% uncertainty in the flame propagation speed. More rigorous
experiments have been performed by Me´vel et al. (2009) to determine flame speeds in spherical
pressure vessels and found uncertainties of 6%. Given the complicated flame shape arising from
plume temperature distribution the larger uncertainties in our experiment are not unreasonable.
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3.5.3 Computational Modeling of Flame Propagation 6
The governing equations of fluid motion for the simulations performed here are the variable density,
low-Mach, number Navier-Stokes equations.
∂tρ+∇ · (ρu) = 0 (3.75)
∂t(ρu) +∇ · (ρuu) = −∇p+∇ · τ + ρg (3.76)
where τ is the viscous shear stress tensor and g represents the gravity vector.
The simulations are performed using the NGA code (Desjardins et al., 2008). The code relies
on high order conservative finite difference schemes developed for the simulation of variable density
turbulent flows.
The closed vessel is modeled as a sufficiently large volume. The symmetry of the problem
allows the computation to be performed on a 2D axisymmetric structured mesh. The mesh is locally
refined in the vicinity of the glow plug in the horizontal and vertical directions. A Dirichlet boundary
condition consisting of a temperature profile is assigned to the glow plug surface. The temperature
at any location on the glow plug is constant in time but it varies in space along the surface of
the glow plug to match experimentally determined values. The walls of the vessel are modeled as
adiabatic boundaries.
The code utilizes a lookup table procedure to acquire species and mixture properties during
the course of the simulation. Two elements critical in reproducing the experimental results are the
chemistry tabulation and the reaction mechanism.
3.5.3.1 Chemistry Tabulation
Reaction chemistry is incorporated using a lookup table procedure where species and mixture prop-
erties are tabulated as a function of the unburned gas temperature (Tu) and the progress variable
(C). The code utilizes the flamelet progress variable (FPV) approach, which requires the solution
of transport equations for additional scalar variables, namely,the progress variable,
∂t(ρC) +∇ · (ρuC) = ∇ · (ρD∇C) + ω˙C (3.77)
6The numerical simulations were performed by Shyam K. Menon and Guillaume Blanquart using geometries and
temperature distribution from the experimental setup.
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and the transport of the unburned gas temperature
Cp,u [∂t(ρTu) +∇ · (ρuTu)] = ∇ · [λ∇Tu] (3.78)
The progress variable is defined to be the sum of mass fractions of major product species — CO,
CO2, H2 and H2O, and is used to represent the extent (or progress) of the reaction.
The transport equation for temperature relates to the unburned gas and hence it does not have
any chemical source terms in it. The approach pursued here currently uses unburned gas temperature
in-lieu of enthalpy. Since there are no other energy loss or source terms being considered in the
current simulation, the two variables (temperature and enthalpy) are equivalent. Species mass
fractions, production rates, mixture transport properties, flame speeds etc., are tabulated as a
function of the unburned gas temperature and reaction progress variable. Prior to tabulation, these
properties are obtained from calculations for freely propagating laminar premixed flames conducted
with full detailed chemistry using the FlameMaster software (Pitsch and Bollig, 1994).
3.5.3.2 Reaction Mechanism
For 1-D flat flames at constant unburned gas temperature (Tu), the model reproduces the laminar
flame speeds from kinetic models. Hence, the accuracy of the 2-D axisymmetric simulations is limited
by the accuracy of the kinetic model.
The reaction mechanism used in this work is one for heavy hydrocarbon fuels which been ex-
tensively validated over a wide range of temperatures, pressures, and equivalence ratios (Blanquart
et al., 2009, Narayanaswamy et al., 2010). Heptane is used as the fuel in all simulations since the re-
action model is calibrated against numerous heptane experiments. Previous studies have shown that
normal alkanes show very similar ignition and flame propagation characteristics (Davis and Law,
1998a, Shen et al., 2009, Westbrook et al., 2009) so we expect that the results will be comparable
to hexane.
The detailed mechanism is used to estimate flame speeds for n-heptane-air mixtures at different
equivalence ratios and unburned gas temperatures at which experimental data are available from
literature Davis and Law (1998b); Huang et al. (2004); Kumar et al. (2007); Ji et al. (2010); Kelley
et al. (2011); and Van Lipzig et al. (2011). The calculations are carried out using FlameMaster
and results are shown in Figure 3.34. The detailed chemical model is able to predict the effects
of unburned temperatures and equivalence ratios on the burning velocity. The agreement between
simulation and experimental results give us confidence in the model.
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Figure 3.31: Flame propagation speed at room temperature and atmospheric pressure including the
estimated flame propagation speed from Davis and Law (1998b) calculated by multiplying the the
laminar burning velocity by the expansion ratio obtained by equilibrating the mixture at constant
pressure using the reduced Ramirez mechanism (Ramirez et al., 2011)
The overall shape of the flame is well captured in the numerical simulation as shown in Fig-
ures 3.32 and 3.33. As for the experiment, the flame propagation speed in the simulation is deter-
mined by tracking the flame edges as shown in Figure 3.27. Figure 3.31 gives a detailed comparison
of the flame propagation speed obtained in the simulation and the experiments. The agreement is
reasonable and consistent with the estimated uncertainties in the measure flame speed and compo-
sition. The discrepancy between the simulation and experiments ranges from 0.15 to 0.8 m/s with
an average of 0.46 m/s. The flame propagation speeds at the top have a larger discrepancy between
the experiments and simulations, which may be attributed to the uncertainties in the plume tem-
perature, and the fact that the plume temperature is transient in the experiment and steady-state
in the simulations.
The simulation results have several sources of uncertainty and error including a lack of validation
of the chemical mechanism for φ > 1.7, for no laminar flame speed data is available. Additionally,
the flamelet model introduces unquantified uncertainties and the location of the flame is a function
of the progress variable value chosen.
The shape of the plume as indicated by the density of the gas mixture in the (first frame of Fig-
ure 3.33) is in qualitative agreement with that shown in the schlieren images taken in the experiments
(first frame of Figure 3.32).
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Figure 3.32: Dark background schlieren visualization of the flame propagation for a hexane-air
mixture (Bosch glow plug, φ = 1.2)
Figure 3.33: Simulation results for flame propagation phenomena (Bosch glow plug, φ = 1.2)
3.5.4 Effect of the Thermal Plume on the Flame Propagation Speed
As seen above the the flame propagation speed is different at the top of the flame and on the sides.
The major contributing factor to this phenomenon is the elevated temperature in the plume above
the glow plug. Some scaling arguments about the size and temperature in the plume are given in
Appendix G.
The effect of temperature on flame propagation speed has been investigated by experimentally
by Davis and Law (1998b), Huang et al. (2004), Kumar et al. (2007), Ji et al. (2010), Kelley et al.
(2011), and Van Lipzig et al. (2011). Results of simulations based on Blanquart’s CaltechMech
reaction mechanism (Blanquart, 2011) are shown in Figure 3.34. The simulation reproduces the
observed temperature dependence and experimental data. Figure 3.35 illustrates that even a tem-
perature increase of 100 K can raise the laminar flame speed by over 50%. Although data are not
available at the highest temperatures observed in the plume, the extrapolation of the flame speed
shown in Figure 3.36 indicates that the flame speeds could be as high as 200-300 cm/s immediately
above the glow plug (Gaydon and Wolfhard, 1979).
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n-Heptane - C7H16 CaltechMech
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Davis et al., Ji et al.: Counterflow twin-flames, non-linear extrapolation.
Huang et al., Kumar et al.: Counterflow twin-flames, linear extrapolation (about 2cm/s above non-linear).
Kelley et al.: Outwardly propagating spherical flames.
van Lipzip et al.: Heat flux method.
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Figure 3.34: Laminar burning speed as function of equivalence ratio at different temperatures as
calculated using the CaltechMech
Figure 3.35: Comparison between laminar burning speeds calculated using n-heptane-air reaction
mechanism and experimental data by Davis and Law (1998b), Huang et al. (2004), Kumar et al.
(2007), Ji et al. (2010), Kelley et al. (2011), and V n Lipzig t al. (2011)
Figure 3.36: Laminar burning velocity of stoichiometric n-heptane as a function of temperature as
found in experiments, predicted by the CaltechMech (Blanquart, 2011), and quadratic extrapolation
of the simulation results (φ = 1.0)
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In order to make accurate comparisons with simulations, it is necessary to make measurements
of the temperature in the plume in order to calibrate the nonreactive plume model. An array of
thermocouples7 was placed directly above the glow plug as shown in Figure 3.37. The thermocouples
are spaced vertically approximately 1 cm apart along the centerline.
For comparisons of the initial conditions of the experiment with the simulations, the temperature
in the plume is measured with air in the vessel as shown in Figure 3.38 (a). The glow plug is powered
on at∼1 second raising its temperature as well as the plume temperature and then turned off at∼10.5
seconds allowing it cool off. The array was also in place during an ignition and flame propagation
experiment shown in Figure 3.38 (b), but due to the limited time response it is not possible to use
these results to estimate the flame speed or temperature.
(a) (b)
Figure 3.37: (a) Picture of the thermocouple array in the vessel used to determine the plume
temperature; (b) schlieren image during shot 61 with the thermocouple array in place
The simulation of the plume temperature is performed for the Autolite glow plug at 1320 K, which
corresponds to the peak temperatures in Figure 3.38 (a). The simulation, like the experiment, is
performed without chemical heat-release. The results, given in Figure 3.39, indicate reasonable
agreement between the simulation and experiment.
It should be noted that the maximum temperatures observed by the thermocouple in Figure 3.38
(b) are significantly below the adiabatic flame temperature, which is around 2200 K for hydrocarbon
7The thermocouple array was designed and implemented by Brian Ventura.
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Figure 3.38: (a) Temperature distribution above the glow plug without ignition from thermocouple
array; (b) temperature distribution above the glow plug with ignition during shot 61 (φ = 1.0
hexane-air mixture, ignition occurred at 7.0645 s as indicated on the x-axis)
combustion in air (Glassman, 2008). This experiment was not designed to measure adiabatic flame
temperatures. As the flame passes over the thermocouples, the response time of the thermocouple
creates a lag during which the temperature decreases and additionally the thermocouple losses heat
to conduction along the wires as well as radiation.
Figure 3.39: Temperature distribution in air above the glow plug comparing simulations and ther-
mocouple measurements
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3.5.5 Combustion Modes
The experiments show three different combustion modes depending on the composition and initial
pressure. The first mode involves a single flame propagating until it reaches the vessel walls as shown
in the sequence of images from a schlieren video in Figure 3.40. In the second mode, two to three
flames ignite sequentially, as shown in Figure 3.41. The final mode corresponds to a continuously
puffing flame, as shown in Figure 3.42.
!"#$%&'()* +,#+&,'()* ",!#-+&'()* ""+#$%&'()* "!.#!+&'()*
,#,,,'()* ,#!+&'()* ,#$%&'()* %#!+&'()* "%#%&,'()*
Figure 3.40: Schlieren visualization of a single flame ignited at the glow plug at 0.125 ms (P0 = 101
kPa, φ = 1.74)
3.5.5.1 Single Flames
Figure 3.40 shows schlieren images obtained using a vertical knife edge of a fuel-rich hexane air-
mixture, φ = 1.74, igniting at the top of the glow plug and propagating at different speeds in the
horizontal and vertical direction. The high flame speed causes the flame to consume the entire vessel
before any buoyancy effects change the shape of the flame. In most of the cases, ignition occurs at
the top of the glow plug (see Appendix J for ignition locations from various experiments), with some
experiments igniting on the side of the glow plug where the temperature is slightly higher than at the
top (see Sections 3.2.3 and 3.2.4) and very lean mixtures igniting in the plume above the glow plug.
Additionally, the region of reverse curvature (frame 5 of Figure 3.40) develops the initial instability
leading to a highly wrinkled flame before the flame front reaches the windows. The growth of these
instabilities is a function of the composition and curvature of the flame, which will be elaborated in
110
the next section. The initial region of curvature change is due to the flame propagating out of the
plume produced before ignition, which would not be present in typical spark ignition experiments.
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Figure 3.41: Schlieren visualization of a sequence of two flames ignited at the glow plug at t < 0.5
ms and 119.5 ms (P0 = 101 kPa, φ = 2.25)
3.5.5.2 Multiple Flames
As the equivalence ratio is increased for rich mixtures, the flame propagation speed is reduced and
we observe that the flame is lifted away from the glow plug by buoyancy and the second flame
ignites in its wake. Visualization of the flame is crucial to observe multiple ignitions and their
timing. Figure 3.41 shows the established plume above the glow plug in a dark background schlieren
image and the two successive ignitions at t < 0.5 ms and 119.5 ms. Depending on the flame speed,
the re-ignition can occur again with the inflow from the second flame extinguishing the flame at
the glow plug, or the flame transitions to a puffing flame. Multiple flames are a special case of the
puffing flames and like those, a characteristic frequency can be assigned. When investigating the
dependence of the frequency on various parameters, they are considered together with continuously
puffing flames.
3.5.5.3 Puffing Flames
For even richer mixtures, continuously puffing flames are observed as shown in Figure 3.42. The
flame ignited at the glow plug and propagates outward, slowly on the sides and quickly on the
top due to the different temperature. The puffing flame is created by the interaction of the flame
propagation and the flow field. Three different effects contribute the flow field outside the flame.
The volumetric expansion across the flame front creates a dilatation flow that pushes the unburnt
gas outside the flame outward. Second, the burnt gas has a lower density and buoyancy accelerates
the flame upward creating an entrainment flow at the bottom of the flame. Finally, the density
gradient across the flame front is misaligned with the hydrostatic pressure gradient, which leads to
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the creation of vorticity from baroclinic torque. All of these effects combined create an inflow that
exceeds the outward flame propagation leading to an instability of the flame front. The process,
which is discussed in detail in the next chapter, repeats itself periodically until the temperature of
the glow plug decreases sufficiently or the hot products, which fill the vessel from the top, reach the
ignition source. The interface between burned and unburned gases is visible in the last four frames
of Figure 3.42 and reaches the glow plug after 8 seconds.
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 5801.3  ms 6816.4  ms
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 117.0  ms 245.0  ms
Figure 3.42: Schlieren visualization of puffing behavior (ignition at 1 ms, P0 = 101 kPa, φ = 3.0,
shot 42)
3.5.5.4 Combustion Mode as a Function of Richardson Number
The different modes of combustion are a function of the flame propagation speed and the buoyancy
of the burned gases. The buoyancy effect depends on the densities of the burned and unburned gas
and the gravitational acceleration. We suggest that the different regimes can be characterized by
the Richardson number, Ri, which represents the ratio of buoyancy to inertial effects in gas motion
Ri =
AgL
U2
=
(
ρu − ρb
ρu + ρb
)
gL
V 2f
(3.79)
Ri =
buoyancy
inertia
=
∆ρgL
ρ¯V 2f
(3.80)
where A is the Atwood number based on the unburned and burned gas densities (ρu and ρb, re-
spectively), g is gravitational acceleration, L is the height of the glow plug, and U is the measured
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horizontal flame propagation velocity (Vf ). Figure 3.43 shows how the Richardson number changes
with the mixture composition. We observe a single flame when the Richardson number is below 0.4
(see region II in Figure 3.43) with the exception of the 4 lowest equivalence ratios (region I).
In region I near the lean limit, we observe a different ignition and flame propagation phenomenon.
As we approach the lean limit the ignition temperature is raised to above 1170 K, which increases
the size of the plume and ignition is not observed in a small kernel, but in the plume. The flames
propagate quickly in the hot plume and consume the entire volume. This phenomenon is observed
in shots 28, 30, 36, and 37 with mixtures ranging from φ = 0.59 to 0.69. Images showing the
ignition location are available in Appendix J and schlieren sequences in Appendix K. By adding
hydrogen and lowering the ignition temperature it is possible to obtain puffing behavior as discussed
in Section 4.3.5.
For Richardson numbers between 0.4 and 2.5 re-ignition occurs (see region III) and for value
above 3.5 puffing flames are observed (see region IV). This suggests that when the buoyancy and
inertia are of the same magnitude the flame transitions to re-ignition and further decrease in the
inertia leads to puffing flames.
Although the correlation of behavior with Richardson number is reasonable, other explanation
are possible, that are explained in more detail in the next chapter.
Figure 3.43: Ignition behavior as function of Richardson number for varying equivalence ratio at
atmospheric pressure in the 2 liter combustion vessel
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3.6 Conclusion
The ignition of gaseous n-hexane-air mixtures and subsequent flame propagation have been inves-
tigated by varying the mixture composition, initial pressure, and hot surface used to ignite the
mixture. Consistent with the known lower flammability limit, the maximum temperature of the hot
surface was insufficient at igniting the mixture. Away from the lower flammability limit, the ignition
temperature is an almost constant value over a wide range of equivalence ratios (0.75 < φ < 2.7)
with large variations as the upper flammability limit is approached.
A simple model to investigate hot surface ignition is proposed based on the buoyancy driven
flow along a vertical hot plate. In this situation, the fluid elements are entrained into the hot
boundary layer, where the temperature increases as the elements move closer to the hot surface.
Considering a large activation energy assumption, the dominant balance occurs between the diffusion
and convection in the outer region of the boundary layer. In the inner layer, diffusion balances
with the chemical reactions until ignition occurs. The effects of changing composition and initial
pressure can be captured using this dominant balance approach. Further modeling of the ignition
temperature has been done using tabulated detailed chemistry, which improved on capturing the
lower flammability limit, but is still limited by the available low temperature reaction mechanisms,
which are particularly sparse for n-hexane, and indicate an opportunity for future research. A
limited study of the effect of hot surface area also indicates an area of future research. However, the
limited experiments performed show that some historical data indicates ignition temperatures that
are significantly higher that observed in the current study.
The flame propagation that follows the ignition has been studied can compared to simulations
results and literature values. Over the range of equivalence ratios investigated three distinct modes
of combustion are observed: single flame, multiple flames, and puffing. These regimes are captured
by considering the competition between inertia, i.e., flame propagation, and buoyancy, which can be
expressed in the Richardson number. The various regimes are clearly delineated by the Richardson
number and give a direction for studying the puffing phenomenon in detail in the next chapter.
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Chapter 4
Cyclic Flame Propagation in a
Fully Premixed Initially Stagnant
Mixture
4.1 Introduction
This chapter focuses on the periodic flame motion, the puffing flame described in Chapter 3, that
was discovered during the investigation of flame propagation subsequent thermal ignition.
Flames exhibiting a flickering or puffing behavior with frequencies around 10 Hz have been
discussed since the First International Symposium on Combustion in September 1928 (Chamberlin
and Rose, 1948). The oscillation of non-premixed gaseous flames were investigated experimentally
by Kimura (1965), Toong et al. (1965), Grant and Jones (1975), Durao and Whitelaw (1974), and
later by and Tanoue et al. (2010). Theoretical work has been carried out by Buckmaster and Peters
(1988), who investigated oscillations associated with the model problem of an infinite candle. Similar
oscillations have also been observed in fires above pools of liquid fuels (Cetegen and Ahmed, 1993)
and in room fires (Zukoski, 1986).
These oscillations are not limited to non-premixed flames, but can also occur in premixed flames
as shown by Strawa and Cantwell (1989), Durox et al. (1990), Kostiuk and Cheng (1995), Cheng et al.
(1999), Shepherd et al. (2005), and Guahk et al. (2009). In these studies, the frequency of the motion
is also on the order of 10 Hz. In all of the previous experiments of premixed flames, the gaseous
mixture was injected into the burner at a specific injection velocity. In contrast, the experiments
and simulations presented here are performed in a combustible mixture, which is quiescent prior
to the ignition sequence. The following investigation of the cyclic flame propagation in a premixed
environment is conducted using a combined experimental and numerical approach.
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4.2 Experiments
4.2.1 Experimental Setup and Procedure
The experimental setup and procedure for the cyclic flame propagation are the same as used in the
study of hot surface ignition detailed in Chapter 3, with a few additions. Experiments are performed
using a standard diesel glow plug (Autolite 1110), a high-temperature glow plug (noncommercial
Bosch 978801-0485), as well as a nickel foil, and a chromel wire in order to investigate the effect
of the hot surface size. The characteristic dimensions of the different hot surfaces, as well as their
power consumptions are given in Table 4.1. Similarly, two vessels of different sizes, the 2 liter vessel
shown in Figure 3.1 and a 22 liter cylindrical vessel, are used to test the effects of vessel size and
recirculation. The cyclic or puffing flame is visualized using either a regular z-type schlieren system
showing the density gradients (Figure 4.1), or by observing the excited CH radical, CH∗ (Figure 4.2),
which is created in the combustion of hydrocarbon fuels at the flame front.
Figure 4.1: Schlieren images of ignition and subsequent flame propagation in a mixture of hexane
in air at atmospheric pressure (φ = 3.0). The hot surface is an Autolite 1110 glow plug, mounted
in a 60-mm-diameter aluminum cylinder in a closed 22 liter combustion vessel. The hot surface
temperature is measured by a fine wire K-type thermocouple at the hottest point on the glow plug.
The images of CH∗, which emit light between 420 and 440 nm, are acquired by observing the
flame directly through a narrow bandpass filter (center wavelength λc = 450±10 nm, 70±30 nm
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Figure 4.2: Direct imaging of CH∗ molecules through a bandpass filter (λc = 460 nm with FWHM
40 nm) and a short-pass filter (transmittance > 75% in the range of λ = 430–500 nm), φ = 3.0
FWHM) and a short-pass filter (transmittance > 75% in the range of λ = 430–500 nm). Figure 4.3
gives the transmittance curve of the combined optical filter and the CH∗ emission spectrum. Due
to the low light level, the exposure time is increased to 5 ms and the frame rate is reduced to 200
frames per second. Afterwards, the contrast of the images is enhanced in order to the make the
flames more easily visible.
4.2.2 Experimental Observations
The usual combustion mode following ignition in a closed vessel is a singe quasi-spherical flame that
spreads in all directions, and is distorted by buoyancy at low propagation velocities (i.e., very lean
or rich mixtures). As described in Chapter 3, the hot surface establishes a thermal buoyant plume
in the vessel, which induces an initial flow field prior to ignition. This thermal plume is shown in
the first schlieren image in Figure 4.1 for a rich n-hexane-air mixture (φ = 3.0). Then, the mixture
ignites near the tip of the glow plug and propagates quickly upward along the thermal plume. At
this equivalence ratio, the laminar burning velocity is very low – around 20 cm/s (see Figure 3.31).
Due to the temperature increase within the plume and the buoyancy-induced flow, the upward flame
propagation velocity is significantly higher than the flame propagation velocity on the sides. In the
schlieren images, the flame appears not to propagate downward after ignition due to the upward
flow velocity at the glow plug base. As subsequently shown by numerical simulations, the upward
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velocity is induced initially by the thermal plume of the glow plug and subsequently by buoyancy
and vorticity produced by the combustion products.
Once ignition has occurred, the temperature in the region above the hot surface is determined
by combustion products. The upward motion of the buoyant hot products entrains cold premixed,
but unreacted, gas. The entrainment velocity limits the horizontal spreading of the flame. The
puffing behavior appears to be a result of the instability of the flow and the flame sheet due to the
interaction between the entrainment, buoyancy-induced flow, and flame dynamics. Following the
initial ignition transient, the temperature distribution and flow field is determined by the continuous,
but periodically varying, cylindrical flame extending upward from the thermal ignition source. Radial
entrainment provides a continuous source of fresh reactants. The resulting configuration appears to
be an axisymmetric “V-flame” anchored by the ignition source.
The sequence of images showing the CH∗ luminescence in Figure 4.2 further illustrates the
puffing phenomenon. In the images three different sources of light are visible: CH∗ radiation, which
is produced at the flame front; second the tip of glow plug, which radiates over a broad spectrum;
and finally soot, visible in the middle of the flame at later times, which also radiates over a broad
spectrum. This technique is not sensitive to density gradients, so the initial plume is not visible.
In the second image, ignition at the top of the glow plug is clearly visible. The flame propagates
outward, more quickly within the hot plume above the glow plug, but remains a continuously
connected flame and anchored at the top of the glow plug.
The puffing process occurs at a consistent frequency of about 6-15 Hz depending on the initial
composition. The scaling of the puffing frequency and the physics of the puffing phenomenon are
examined in detail in the following sections.
4.2.3 Numerical Simulations 1
Two-dimensional unsteady simulations are performed using the same flamelet model as described
in Chapter 3. Ignition is simulated by creating a small spherical flame sheet at the top of the glow
plug inside the established thermal plume. The initial thermal plume created while the glow plug
heats up to ignition temperature (as discussed previously) was simulated in order to have a realistic
comparison of experimental and computational results.
Simulations are performed for both glow plug geometries (Bosch and Autolite - see Sections 3.2.3
and 3.2.4), resulting in puffing flames over a range of n-heptane-air mixtures from φ = 2.5–3.0 with
1All numerical simulations were performed by Shyam Menon and Guillaume Blanquart
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Figure 4.3: Transmission curve of the combined filter and CH∗ spectrum calculated with Lif-
Base (Luque and Crosley, 1999) superposed on the filter transmission function
small variations in the puffing frequency. The simulations, such as the one in Figure 4.4, show the
flame propagating outward initially before the deformation of the flame front develops as observed
in the experiments. Once it was demonstrated that the simplified numerical model gave realistic
results, it was used to explore the effect of a variety of parameters as well as the details of the flow
field.
4.3 Results — Puffing Frequency
As seen in the previous chapter, the combustion mode depends on the exact composition of the
mixture and possibly other factors such as size of the hot surface. The effect of total vessel volume
is of special interest because for very small vessel sizes the combustion products could force the flow
into a large-scale recirculation or result in coupling to the acoustic modes with the flame motion. The
following section provides details on the effects of these parameters and gives dimensional arguments
on how the frequency changes as function of the flame propagation speed and gravity.
120
Figure 4.4: Simulation results (density contours) for flame propagation phenomena at an equivalence
ratio of φ = 2.5. The black line represents the location of the flame front as marked by the iso-contour
of the progress variable, C = 0.15.
4.3.1 Glow Plug Size and Vessel Size
The experiments were performed with 4 different heat sources as listed in Table 4.1. The mea-
surements show that there is a very limited dependence of the puffing frequency on igniter size, as
well as power input. Similarly, changing the vessel volume from 2 to 22 liters did not change the
puffing frequency noticably. Similar analysis is performed with numerical simulations by changing
the size of the modeled glow plug by a factor of 0.5 and 2 and the size of the vessel from 1 liter to 5
liters2. These observations suggest that the frequency is a function of the flame dynamics and the
flow induced by the flame, and is independent of the igniter and vessel sizes. This rules out that the
periodic motion is caused by a recirculation created by the flame pushing the unburned gas upward
stagnating at the top, pushing fluid down the side and back into the flame. The independence of
frequency from vessel size also rules out acoustic interactions with the enclosure as a possible puffing
mechanism.
2The numerical simulation only models the vessel above the stagnation surface, which is roughly in the middle of
the vessel giving a volume of 1 liter for small vessel. The large vessel is only modeled to a size of 5 liters to limit the
number of grid points and the computational time required.
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Table 4.1: Puffing behavior for fuel-rich hexane air mixture (φ = 3.0)
Hot Surface Power [W] Area [m2] Vvessel [m
3] Tign [K] Freq. [Hz]
Bosch Glow Plug† ≈100 8×10−5 2×10−3 920-975 12-13 (+1/-1)
Autolite 1110 Glow Plug 96 1.5×10−4 2×10−3 775-825 12-13 (+1/-2)
22×10−3 1120 14-15 (+1/-1)
Nickel Foil 0.05 mm ≈400 2.4×10−5 2×10−3 980 20 (+8/-2)
Chromel Wire  0.13 mm ≈10 2.4×10−6 2×10−3 n/a 14 (+3/-2)
† non-commercial Bosch (961) 64 978801-0485 Duraterm
n/a - not available
4.3.2 Scaling Laws
4.3.2.1 Cetegen and Ahmed (1993)
Buoyant plumes and pool fires have instabilities and periodic motions that are very similar to those
observed in the present premixed puffing flames. As a first approximation, the frequency behavior
of plumes and pool fires can be estimated using dimensional analysis. The observed frequency is a
function of the buoyancy-induced flow, with no puffing was observed in zero-g conditions3, making
gravity, g, one of the parameters of interest. The main length scale parameter is the diameter of the
burner, D, through which either a buoyant plume of light gas, such as helium, combustion products
from a preburner, or a pool of evaporating fuel is introduced. Cetegen and Ahmed (1993) suggest
that the following nondimensional ratio
f2D
g
(4.1)
has a universal value. This implies that at a constant gravitational acceleration,
f ∼ D−1/2 . (4.2)
Cetegen and Ahmed (1993) compiled data for many different gaseous and liquid fuels as well as light
gases and showed good agreement using this scaling argument for burner sizes of approximately
10−2 to 101 m.
For pool fires, the size of the pool determines the size of the flame. The fuel from the liquid or
gaseous pool has to mix with the air outside to create a combustible mixture. This mixing interface
originates near the edge of the fuel pool. The diameter of the flame, df , is therefore fixed and
proportional to the pool diameter as shown in Figure 4.5.
3Simulations of the configuration shown in Figure 4.4 were performed without gravity (Menon, 2011).
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(a) (b)
Figure 4.5: (a) Flame diameter, df and pool diameter, D, based on Cetegen and Ahmed (1993). (b)
Flame diameter, df and hot surface, D, for premixed puffing flames
df ∝ D (4.3)
The puffing flames described here, however, are premixed flames. The diameter of the flame
significantly exceeds that of the hot surface since the flame starts at the hot surface and propagates
outward until the flame front becomes unstable and the upward flow sweeps it away. The flame
initially propagates outward spherically so that the radius scales as Sl,ut, where  is the density
ratio across the flame front and Sl,u is the laminar flame speed relative to the unburned gas
4. The
flame diameter increases until the instability takes over, giving the time scale of T ∼ 1/f . We
propose that the characteristic diameter of the flame can be modeled as the sum of the two terms,
df = 2
Sl,u
f
+D . (4.4)
The first term represents the diameter of the flame at the peak of the puffing cycle and the second
term represents the diameter of the hot surface, D, the initial position from which the flame starts.
In the present experimental study, hot surfaces with different diameters, ranging from D =
0.1 mm to D = 5 mm were considered. The puffing period, T , is about 0.1 s for flame propagations
speeds of about 0.2 m/s. Under these conditions, the flame diameter changes by only 12.5% for
a change in hot surface size of almost 2 orders of magnitude. If as an initial approximation the
diameter of the hot surface is neglected, a new nondimensional ratio can be formulated similar to
4In this thesis Sl,u and Sl are used interchangeably to mean the laminar flame speed relative to the unburned gas.
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the one proposed by Cetegen and Ahmed (1993) in Equation 4.1
NB =
fSl,u
g
=
Sl,u
gT
, (4.5)
has a value of 0.2-0.3, which is comparable 0.23 found by Cetegen and Ahmed (1993) 5.
f ∝ g for fixed Sl,u (4.6)
and
f ∝ (Sl,u)−1 for fixed g . (4.7)
These scaling results are compared with experimental data in the subsequent sections.
4.3.2.2 Durox et al. (1996)
Durox et al. (1996) investigated the the flickering of jet diffusion flames and arrived at a different set
of scaling relations. Fuel is introduced through a small nozzle (2–4 mm in diameter) at low velocities
(2 mm/s). Tests were performed at varying pressure and at varying gravitational acceleration, which
was achieved during parabolic flight tests. In these experiments, the mean diameter of the flame is
greater than the nozzle diameter. In contrast, in pool fire experiments, the mean flame diameter is
smaller than the pool diameter.
Through dimensional analysis the frequency, f , is scaled with the gravitational acceleration, g,
and the viscous diffusion, ν,
f3 ∼ g
2
ν
. (4.8)
Durox et al. (1996) perform a more detailed theoretical analysis of the flame instability, where
the flame creates a constant inflow of hot gases in the middle and thus a shear layer is formed across
the flame front. Durox et al. argue that the most amplified frequencies, f , in this flow are given by
f = c
[(
ρu − ρb
ρb
)2
g2
νb
]2/3
(4.9)
where c is a constant, ρu and ρb are the unburned and unburned density, g is the gravitational
acceleration, and νb is the viscosity of the burned gas. This scaling is based on the developments of
the instabilities at a certain height above the nozzle exit, but can also be obtained by dimensional
5Cetegen and Ahmed (1993) give the scaling for pool fires at normal gravity as f = 1.5D−1/2. Squaring both sides
and dividing through by g gives (f2D)/g = 0.23.
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(a) (b)
Figure 4.6: (a) Simulation results for the puffing frequency as a function of gravitational acceleration.
(b) Experimental results for puffing frequency and flame propagation speed as function of initial
pressure at φ = 2.5
analysis when considering only the effects of buoyancy acceleration [m/s2] and kinematic viscosity
[m2/s]. As the viscosity varies with pressure as νb ∼ P−1 (Durox et al., 1996) the frequency can be
written as
f ∝ g2/3 and f ∝ P 1/3 . (4.10)
Note that this model predicts that the frequency is dependent on viscosity rather than burning speed
because the combustion is not premixed. This scaling will be compared to the experimental data
and the ideas of the previous section in the next section.
4.3.3 Effect of Gravity
In the puffing flames described here, the flame front initially spreads out from the hot surface almost
spherically, with a propagation speed equal, Vf , that is close to the product of the expansion ratio, ,
and the laminar burning speed relative to the unburned gas, Sl,u. Gravity creates a buoyancy force
on the burned gas, which is less dense than the surrounding gas, and lifts the flame upward once
it has reached a critical size. The burned gas moves upward more rapidly than it is replenished by
combustion of inward flowing combusted gas. This process appears to be responsible for the puffing
behavior and gives rise to the characteristic frequency. Experiments and simulations confirm that the
frequency of the puffing changes with the flame propagation speed and magnitude of gravitational
acceleration.
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Figure 4.6 (a) shows the results of a computational study of changing the acceleration of gravity.
With increasing values of g, the puffing frequency increases. This is consistent with the flame puff
being lifted by the acceleration of gravity and the hydrostatic pressure, creating an entrainment flow
pinching the flame together. Both of these effects are increased as the acceleration due to gravity is
increased.
Over the range investigated both the linear relation, f ∼ g, as well as the nonlinear relation,
f ∼ g2/3 are both consistent with the simulation results. The nonlinear scaling gives a zero puffing
frequency at zero gravitational acceleration, which is expected from the postulated mechanism and
simulations. The y-intercept of the linear scaling is not zero, which can be attributed to the initial
diameter of the flame being neglected. This indicates that a more general relationship for scaling
should be considered, which is done in the next section.
4.3.4 Effect of Flame Speed
The flame propagation speed can be varied in the experiments by either changing the initial pressure
of the mixture or changing the composition. In Figure 4.6 (b), experimental results are shown for
varying the initial pressure from 25 to 100 kPa for a φ = 2.5 n-hexane/air mixture. As the pressure
is decreased from ambient, the measured flame propagation speed increases, which is consistent with
other data on slow burning flames Lewis (1954), Gaydon and Wolfhard (1979), Kelley et al. (2011),
and the puffing frequency decreases.
A re-analysis of the relationship above is shown in Figure 4.7. The puffing period, T = 1/f , is
plotted versus the flame propagation speed for both experiments and simulations. The experimental
mixtures shown are n-hexane in air from φ = 2.15−3.0 and at initial pressures varying from 25 kPa to
100 kPa, 7% and 8 % hydrogen in air, as well as lean and rich hexane mixtures doped with hydrogen
(see the following section). In agreement with the proposed scaling relationship, the puffing period
increases approximately linearly with flame speed for all experimental and computational results.
The deviation from a linear relationship can be rationalized as being due to neglecting the initial hot
surface diameter (D) in Equation 4.4. The zero flame speed intercept has a finite puffing frequency
that is consistent with the plume and pool fire scaling proposed by Cetegen and Ahmed (1993).
A more general expression may be derived by using the full form of Equation 4.4. Following the
arguments from Cetegen and Ahmed (1993), and assuming that the important length scale is the
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diameter of the hot products, we propose that the following expression must be a constant:
f2df
g
=
2Sl,uf
g
+
f2D
g
= constant = C . (4.11)
We can rearrange this equation to give
Sl,u =
gC
2
T − kD
2
1
T
(4.12)
where the flame propagation speed is a function of the puffing period as plotted in Figure 4.7 which
can be written as a quadratic equation for the puffing period
gC
2
T 2 − Sl,uT − kD
2
= 0 . (4.13)
An additional constant k has been introduced to provide a better fit to the experimental data and
account for the fact that the initial flame diameter may not be exactly D. Using all experimental and
numerical results, the coefficients C and k were found using a least squares minimization (C = 0.64
and k = 3.35).
Figure 4.7 shows both the experimental data and simulation results. The linear relation, (k = 0)
is also shown; while in general agreement with the observations, the nonlinear correlation (4.12) is
a definite improvement.
A direct comparison with the scaling proposed by Cetegen and Ahmed (1993) is also possible by
setting the flame speed to zero. In dimensional form, the frequency in Hz as function of diameter in
meters at 1 g is given by Cetegen and Ahmed (1993) as
f = 1.5D−1/2 . (4.14)
Setting Sl,u = 0 in Equation 4.12 results in expression
T =
√
gC
k
D−1/2 (4.15)
Using the results obtained for the coefficients C and k, the constant of proportionality is
√
gC/k =
1.4 Hz m1/2, which is within 10% of the Cetegen and Ahmed value.
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Figure 4.7: Puffing period vs. horizontal flame propagation speed for n-hexane air mixtures from φ
= 2.15–3.0, 7% and 8% hydrogen in air and hexane/hydrogen/air mixtures at atmospheric pressure
4.3.5 Lean Hexane Puffing Flames 6
Based on the scaling ideas presented above, the phenomenon of puffing flames should not be limited
to rich hydrocarbon mixtures, but should also occur in lean hydrocarbon mixtures if the flame speed
is sufficiently slow. However, tests using lean hexane-air mixtures did not show puffing, apparently
because the lower flammability limit is reached in the experiments before the flame propagation
speed is sufficiently slow.
We were able to show that the puffing phenomenon does occur in lean hydrogen flames. In
hydrogen flames, much lower flame speeds can be obtained with lean mixtures than in n-hexane-
air cases. For lean H2-air mixtures, the flame speed gradually increases as hydrogen concentration
is increased, and for rich mixtures, the flame speed changes quickly with increasing concentration
until the upper flammability limit is reached. Hydrogen-air mixtures have a very wide range of
flammability from 4% to 75% (Zabetakis, 1965). Lean puffing hydrogen flames were observed for
7% and 8% hydrogen in air at frequencies or 10.5 and 8.9 Hz, respectively. For a 5% mixture
only a single puff is visible, which propagates upward and the flame extinguishes. Figure 4.8 shows
the flame speed as a function of hydrogen mole fraction from current experiments and simulations
performed by Bane (2011).
6This work was presented by Brian Ventura in his senior thesis in May 2011
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We can take advantage of the wide flammability range and slow flame speed of lean hydrogen-air
mixtures by adding small amounts of hydrogen to hexane-air mixtures just below the flammability
limit. Adding hydrogen to a mixture of n-hexane-air, which is below the flammability limit makes
it possible to ignite the mixture and obtain slow flame speeds. Figure 4.8 shows flame speeds from
experiments and simulation of n-hexane-air mixtures whose lowest propagation speed is just above
30 cm/s. Initially this increases the propagation speed as shown by the mixtures of 1.1% n-hexane
and 2% hydrogen in Figure 4.8. However, decreasing the amount of hydrogen and n-hexane reduces
the flame propagation speed to 25 cm/s, which leads to a series of puffing flames. The mixture
of 1.05 % n-hexane and 1.5 % hydrogen (highlighted in Figure 4.8) has sufficiently a slow flame
propagation speed that and shows a puffing flame at ∼ 17 Hz (see shot 123).
Figure 4.8: Flame propagation speeds of hydrogen-air, n-hexane-air, and hydrogen-n-hexane-air
mixtures at atmospheric pressure
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4.4 Physics of Puffing
Experiments and simulations have both demonstrated a periodic motion associated with flame prop-
agation in rich premixed hydrocarbon-air mixtures (and lean hydrogen flames). We have also verified
that the frequency of this periodic motion is linked to the flame propagation speed and acceleration
due to gravity. The instability of the flow and flame front leading to the periodic motion apparently
arises from a competition between flame propagation and buoyancy-induced entrainment flow with
additional effects from volumetric expansion and vorticity. In order to get more insight into the
puffing mechanism, the simulation results are used to analyze the instantaneous flow field associated
with the combustion-induced flow as well as the generation of vorticity by the flame and boundaries.
4.4.1 Flow Field Analysis
The flow field is created by three different effects resulting from the combustion process. Across
the flame, the temperature is increased, which lowers the density inside the flame. This volumetric
expansion across the flame front induces a dilatation flow field ahead of the flame front because the
flow is subsonic. The lighter gas inside the flame is also accelerated upward by buoyancy, creating an
entrainment flow at the bottom of the flame. At the flame front, vorticity is created, predominantly
from baroclinic torque arising from the misalignment of the density gradient across the flame front
and the hydrostatic pressure gradient. The inflow created by the motion of the flame and the hot
products opposes the flame propagation at the bottom of the flame.
Part of the effect of the dilation produced by combustion can be estimated by treating the flame
as an ideal cylindrical flame. In Section 3.5.2 the flame propagation speed of a spherically expanding
flame is estimated using a mass balance across the flame front. The result for a cylindrical flame or
radius R with stationary combustion products is
R˙ = Sl (4.16)
where R˙ is the expansion rate of the flame,  is the density ratio across the flame front, and Sl is
the laminar burning speed. The definition of the burning speed is the speed at the which the flame
propagates relative to the underlying flow velocity u,
Sl = R˙− u(R) . (4.17)
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For incompressible, cylindrical flow the mass conservation outside the flame gives the velocity at any
location r > R in terms of the velocity u(R) just ahead of the flame flame
ρuU(R)2piR(t) = ρuu(r)2pir (4.18)
u(r) = U(R)
R(t)
r
= (− 1)SlR(t)
r
for r ≥ R (4.19)
with the assumption that the flow inside the flame is stationary, u = 0 for 0 ≤ r < R. For spherical
flames, a similar derivation gives
u(r) = (− 1)SlR
2(t)
r2
for r ≥ R . (4.20)
(a) Velocity profile along the radial direction (b) Simulation at 50 ms
Figure 4.9: Radial velocity profile
Figure 4.9 (a) shows the radial velocity as a function of radial position from simulation at the
widest part of the flame at 50 ms as indicated in Figure 4.9 (b). The simulations show that inside
the flame, we have nonzero flow towards the center. This is not captured by the simple model and
is due to the upward accelerating flow due to buoyancy and vorticity. Outside the flame, the flow is
outward and the variation with radius is between r−1 and r−2 depending on the distance from the
flame. The induced outward flow opposes the inflow leading to the formation of a puff, as discussed
in the next section. Since the flow is nonzero inside the flame, we cannot use the simple models to
achieve a good estimate of the flow velocity produced by the volumetric expansion across the flame
front.
An alternative estimate of the influence of the volumetric expansion can be obtained by comput-
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ing the pressure jump across the flame. In the reference frame of the flame, the unburned gases flow
into the flame at a speed, w1, the laminar burning speed, and exit the flame at the flame propagation
speed, w2, the product of laminar burning speed and the expansion ratio.
w1 = Sl (4.21)
w2 = Sl (4.22)
The jump relation across the flame front is
P2 + ρ2w
2
2 = P1 + ρ1w
2
1 , (4.23)
where the subscript 1 represents unburned gas and subscript 2 represents burned gas. Substituting
in for the velocities and densities gives
P2 − P1 = ρu
(
S2l −
ρb
ρu
2S2l
)
, (4.24)
with  = ρu/ρb this results in the pressure jump being
∆P = −ρuS2l (− 1) . (4.25)
For a rich n-hexane-air (φ = 3.0) flame that exhibits puffing behavior, the initial density is about 1.2
kg/m3, the laminar flame speed is roughly 0.04 m/s, and the expansion ratio is around 5.5. From
Equation 4.25 the pressure jump across the flame front is about 1×10−2 Pa.
In the quasi-steady flow outside the flame, the flow-induced pressure, (∆P )f , can also be esti-
mated by considering the maximum velocity ahead of the flame from (4.20)
(∆P )f ∼
1
2
ρu2 ∼ 1
2
ρu(− 1)2S2l (4.26)
which using the values from above is ∼ 0.02 Pa.
In comparison to the pressure jump across the flame front and the flow induced pressure, the
pressure difference due to gravity across a 10-cm-diameter flame is
∆P = ρgd = 1.2
kg
m3
· 9.81m
s2
· 0.1m = 1.2 Pa . (4.27)
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The fact that the hydrostatic pressure head dominates the flame and flow-induced pressure
gradients is very relevant to the subsequent discussion on the sources of vorticity at the flame front.
It also points out the very substantial role the buoyancy-driven flow will play in the flow field, which
supports the scaling arguments advanced earlier.
The simulation results provide the instantaneous velocity vectors created by the expanding flame
front. In the lab frame, as shown in Figure 4.10 (a), the flow outside the flame appears to rotates
about a point that translates a the puffing cycle progresses 7. The appearance of rotation and the
location of this point is a function of the reference frame chosen. A more detailed analysis of the flow
field shows that the trajectory of the fluid elements outside the flame result in complex trajectories
due to the competing effects of displacement and entrainment.
(a) Flow field at 150 ms (b) Axial velocity 20 mm above stagnation surface
Figure 4.10: Flow field and axial velocity at 150 ms (height of glow plug is 11 mm)
Buoyancy accelerates the burned gases upward. If we estimate the resulting velocity, V , after
one puffing cycle (T = 0.1 seconds)
V ∼ gT ∼ 9.81m
s2
· 0.1s ∼ 1m
s
. (4.28)
This velocity is on the same order of magnitude as the velocities observed in the center of the flame,
Figure 4.10 (b).
The vorticity equation is derived by taking the curl of the Navier-Stokes equation and can be
expressed as follows:
∂ω
∂t
+ (u · ∇)ω = (ω · ∇) u− ω (∇ · u) + 1
ρ2
[∇ρ×∇p] + ν∇2ω . (4.29)
7The location of the center of apparent rotation is identified using a technique similar to Graftieaux et al. (2001).
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The first term on the right hand side corresponds to vorticity production due to vortex stretching;
the second term arises due to volumetric expansion; the third term is vorticity generation due to
baroclinic torque; and the final term is viscous diffusion. The source term due to diffusion gives a
length scale outside of the flame that is small, on the order of the flame thickness. The pressure field
in Equation 4.29 is obtained from simulation results includes hydrodynamic and hydrostatic effects
and can be expressed as
∇p = ∇p′ + ρag . (4.30)
We now compute the magnitude of the different source terms in Equation 4.29 using the simu-
lation results for a “puffing” flame at an equivalence ratio of φ = 2.5. It is to be noted that, since
the simulations are axisymmetric, only one component of vorticity (which points out of the plane of
the paper) is generated.
Figure 4.11 shows a time-instance of the puffing motion with contours for the following terms
from left to right: source term due to vortex stretching, source term due to volumetric expansion,
source term due to baroclinic torque, sum of all the source terms, and the magnitude of induced
vorticity. As before, the flame location is indicated by a black line corresponding to an iso-contour
of the progress variable. The contour plot for vorticity includes velocity vectors illustrating the
direction of the flow. The source term due to diffusion is small and not plotted here.
Figure 4.11: The vorticity production terms along the flame front and resulting vorticity at t = 50
ms
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The vorticity is primarily generated along the flame front. The source terms due to vortex
stretching and volumetric expansion along the flame front are opposite in direction to that produced
by baroclinic torque. In case of baroclinic torque, the source term is seen to be primarily concen-
trated along the vertical sections of the flame front. The magnitude of this term is also seen to be
considerably larger (100 times) than that due to vortex stretching and volumetric expansion. The
net result is a positive (counter clockwise) generation of vorticity along the vertical edges of the
flame.
Figure 4.12 shows contours of three quantities: density gradient, pressure gradient, and resulting
baroclinic torque as well as the vorticity. The directions of the density and pressure gradients are
further illustrated by arrows.
The location along the flame front where vorticity is generated (primarily due to baroclinic torque
as shown in Fig. 4.11) is coincident with a large density and pressure gradient. These gradients are
seen to be almost perpendicular to each other with the density gradient pointing mostly horizontally
away from the flame front and the pressure gradient pointing predominantly vertically downwards.
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Figure 4.12: Gradients of density, pressure and the resulting baroclinic torque and overall vorticity
along the flamefront at t = 50 ms associated with the incipient puff
Figure 4.13: Detailed vorticity distribution at simulation time of 50, 100, and 150 ms (zero vorticity
contour is indicated by the thin white line); subsequent figures show density, vorticity, and velocity
profiles at the indicated locations 4, 20, and 40 mm above the stagnation surface
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(a) 4 mm above stagnation surface (b) 20 mm above stagnation surface (c) 40 mm above stagnation surface
Figure 4.14: Density as a function of radial location at different locations in the flame
(a) 4 mm above stagnation surface (b) 20 mm above stagnation surface (c) 40 mm above stagnation surface
Figure 4.15: Vorticity as a function of radial location at different locations in the flame
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(a) 4 mm above stagnation surface (b) 20 mm above stagnation surface (c) 40 mm above stagnation surface
Figure 4.16: Axial velocity as a function of radial location at different locations in the flame
(a) 4 mm above stagnation surface (b) 20 mm above stagnation surface (c) 40 mm above stagnation surface
Figure 4.17: Radial velocity as a function of radial location at different locations in the flame
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The vorticity generated at the flame front can also be estimated following the work of Uberoi
et al. (1958). The analysis of Uberoi et al. (1958) can extended to include the effect of gravity to
obtain the vorticity downstream of an irrotational flow
unωθ = −1
ρ
∂P
∂s
− 1
2
∂
∂s
(
u2n + u
2
t
)
+ gt (4.31)
where un is the velocity normal to the flame front, ut is the velocity tangential to the flame front,
ωθ is vorticity out of the page, s is the coordinate along the flame front, and gt is the component of
gravity tangential to the flame front. Using the momentum and mass balance across the flame front
as in Uberoi et al. (1958), the vorticity inside the flame can be shown to be
ωθf =
ρb − ρu
ρun
~g · ~t = ρb − ρu
ρuSl
gt ≈
(
1

− 1
)
g
Sl
≈ 200 s−1 (4.32)
This estimate is consistent with the results obtained in the simulations, which can be seen particularly
clearly in Figures 4.15 and 4.13 as well as the analysis in Emmons (1958).
The velocity that is then induced by a vorticity distribution can be calculated using the Biot-
Savart law (Batchelor, 2007)
~u = − 1
4pi
∫
~s× ~ω(ζ)
s3
dVζ . (4.33)
For a cylindrical sheet of vorticity dVζ = 2pirdrdz and along the centerline s =
√
r2 + (z − z0)2.
If we consider a finite sheet of vorticity of length L, that only extends over the flame front δf for
a flame or radius R,
u = − 1
4pi
∫ L/2
−L/2
∫ R+δf
R
ωθ sin θ
s2
2pirdrdz (4.34)
where sin θ = r/s.
u = − 1
4pi
∫ L/2
−L/2
∫ R+δf
R
ωθr
s3
2pirdrdz (4.35)
Since the flame is thin relative to the flame radius, i.e., δf  R,
u = − 1
4pi
∫ L/2
−L/2
∫ R+δf
R
ωθr
(R2 + (z − z20))3/2
2pirdrdz . (4.36)
This allows us to integrate in r
u = −2piωθ
4pi
∫ L/2
−L/2
1
(R2 + (z − z20))3/2
dz
∫ R+δf
R
r2dr . (4.37)
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Once again because δf  R, the second integral can be approximated as R2δf
u = −2piωθR
2δf
4pi
∫ L/2
−L/2
1
(R2 + (z − z0)2)3/2
dz , (4.38)
which for z0 = 0 becomes
u = −2piωθδf
4pi
[
z
(R2 + z2)
1/2
]L/2
−L/2
(4.39)
u = −2piωθδf
4pi
L
(R2 + L2/4)
1/2
, (4.40)
u = −ωθδf L
(4R2 + L2)
1/2
, (4.41)
For a flame of 10 mm radius and with a 40 mm height the final inflow velocity using the 200
s−1 vorticity is 0.18 m/s, which is about 15 - 20% of the velocity observed inside the flame (see
Figure 4.16).
Therefore the main mechanism responsible for creating the inflow ultimately leading to the
formation of a “puff” is buoyancy with a lesser contribution from flame-generated vorticity.
4.4.2 Onset of Puffing — Flow Velocity vs. Flame Velocity
The flow velocity and flame velocity can be extracted directly from the simulation. In Figures 4.18
and 4.19, both are presented as a function of the coordinate along the flame front, arclength, starting
at the base of the flame at the glow plug and ending at the top of the flame. Figure 4.18 shows the
evolution of the flame propagation speed at various instances in time. The flame speed is strongly
influenced by the temperature and flow velocity in the hot plume above the glow plug, which increase
the flame speed. As the flame propagates out of the plume, the propagation speed asymptotes to
a constant value comparable to the product of the laminar burning velocity, SL, and the expansion
ratio across the flame front, , Vf = SL.
The inflow velocity is computed by taking the negative of the normal component of the flow
velocity (−~u · nˆ) along the flame front. Initially, the flame pushes the gases outward giving a negative
inflow velocity as shown in Figure 4.19. The flow then turns inward and gains in magnitude. This
increase in inflow velocity is due to the entrainment of the buoyant plume of combustion products
and the continuous production of vorticity along the flame front due to the baroclinic torque.
At 50 ms, the inflow velocity exceeds the flame propagation velocity (Fig. 4.20). At this point,
the flame moves back towards the centerline. This is because the flame motion is relative to the
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Figure 4.18: Flame propagation speed along the the flame front as a function of time
incoming flow. After this point on in the puffing cycle, the inflow velocity will be greater than the
burning speed until the puffing cycle is complete. Figure 4.20 shows a direct comparison of the flame
propagation and flow velocity indicating the crossover point between 40 ms and 50 ms and between
140 ms and 150 ms (100 ms later). This analysis also shows the origin of the puffing frequency at 10
Hz. The inflow must be strong enough to exceed flame propagation to generate the periodic motion.
The puff is advected sufficiently fast that the subsequent puff is its own independent event where
entrainment flow is gathered and not influenced by the previous cycle.
141
Figure 4.19: Inflow velocity along the the flame front as a function of time. Positive velocities mean
flow going from unburned to burned side.
Figure 4.20: Inflow velocity and flame propagation velocity along the the flame front as a function
of time showing the 10 Hz frequency observed in experiments and simulations
142
4.5 Conclusions
In experiments of hot surface ignition and subsequent flame propagation a ∼10 Hz puffing flame
is visible in mixtures that are stagnant and premixed prior to the ignition sequence. This dis-
covery extends the range of observed puffing or flickering flames that were previously observed in
non-premixed flame and premixed injection flames. By varying the size of the hot surface, power
input, and combustion vessel volume, we determined that the periodic motion is a function of the
interaction of the flame with the fluid flow induced by the combustion products rather than the
initial plume established by the hot surface. Additionally, the periodic motion is neither caused by
acoustic interaction with the vessel nor by a large-scale recirculation zone. The phenomenon is accu-
rately reproduced in numerical simulations and a detailed flow field analysis revealed a competition
between the inflow velocity at the base of the flame and the flame propagation speed. The inflow
is caused by the entrainment flow due the buoyancy acceleration of the light combustion products
and the vorticity generated at the flame front. The increasing inflow velocity, which exceeds the
flame propagation speed is ultimately responsible for creating a “puff”, which is the accelerated up-
ward, a process that is then repeated periodically until the combustion vessel is filled with products
sufficiently to interrupt the process.
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Chapter 5
Conclusions
In this work, thermal ignition has been investigated for homogeneously heated mixtures that expand
our knowledge of auto-ignition as well as heterogeneously heated mixtures that show how hot surfaces
interact with flammable mixtures as well as the subsequent flame propagation.
The auto-ignition experiment was constructed to allow for precise control of the mixture com-
position as well as temperature history, while simultaneously allowing for measurements of the fuel
concentration in addition to temperature and pressure measurements. The experimental results
showed that the rate at which the mixture is heated to the expected auto-ignition temperature
played an important role. Mixtures heated sufficiently slowly can undergo a slow reaction that does
not lead to a explosion event. Fast heating rates initiate an ignition event that is associated with
rapid consumption of the fuel and a substantial pressure rise. The transition between these two
events can be produced by varying the heating rate by as little as a factor of 2 in the experiments.
Detailed and simplified chemistry models were used to confirm these observations in the context
of the classical Semenov thermal ignition theory. The detailed chemistry showed that the chemical
pathways differ depending on the heating rate. During slow heating, peroxides are formed that react
slowly, while in fast heating case chain branching occurs that results in rapid energy release. The
simplified chemistry model was successfully used to pinpoint the effect the heating rate in transition-
ing a mixture evolution from a slow reaction to an ignition. While the heating rate is acknowledged
as a factor in the literature, this detailed study underlines the importance of considering the heating
rate in safety testing and design.
The hot surface ignition experiments highlight the increased temperature necessary to ignite
flammable mixtures that are heated by an isolated hot surface. The ignition temperature shows
a dependence on mixture composition and initial pressure. The ignition temperature is modeled
to varying degrees of sophistication including the balance between diffusion time scale and ignition
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time scale, to considering the trajectories of fluid elements and their temperature evolution along a
vertical hot plate, and finally using tabulated detailed chemistry in a full fluid mechanics simulation.
All models show reasonable agreement with the experiment away from the rich and lean extremes
and an increasing level of applicability with increasing sophistication.
The flame propagation that follows the ignition is investigated over a range of mixture composi-
tions leading to a range of flame propagation speeds. The measured propagation speed is consistent
with numerical simulations and literature data. As the propagation speed decreases with increasing
fuel concentration above slightly more than stoichiometric, the flame is more and more dominated
by buoyancy effects. This competition between the flame propagation and buoyancy appears to be
characterized appropriately by a Richardson number. As the Richardson number reaches unity, lift-
ing flames and subsequent re-ignition at the glow plug is observed, and further increase in Richardson
number results in puffing flames.
The puffing flame phenomenon is investigated by a detailed analysis of the flow field. The flow
field is extracted from the simulation results and shows an inflow at the bottom of the flame due
to buoyancy and vorticity generated at the flame front. Baroclinic torque is identified as the main
source of vorticity, which is due to the misalignment of the density gradient across the flame front
and the hydrostatic pressure gradient. The puffing motion is initiated because the inflow velocity
exceeds the flame propagation speed. The puff is then accelerated upward leading to a decay in the
inflow velocity so that the flame can again expand and the process repeats itself.
In summary the following observations were made in this study:
1. auto-ignition depends on the heating rate and can results in either a slow or fast reaction
2. A dramatic change in explosion behavior occurs with small changes in heating rate
3. Hot surface ignition temperature is insensitive to composition away from the limits
4. A new premixed combustion mode is observed for the first time: premixed puffing flames
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Appendix A
Absorption Measurements for
Hydrocarbon Fuel
This appendix gives the details of the technique used to measure the direct absorption of laser light
at 3.39 µm by the C-H bond present in hydrocarbon fuels.
A.1 Direct Absorption Measurements
When a beam of collimated light of a specific wavelength, e.g. from a laser, passes through an
absorbing medium, the molecules may absorb photons at that wavelength. Consequently, if the
intensity of photons is measured before and after the medium, the change is proportional to the
initial intensity of light, I0, the path length, dx, and the absorption coefficient of the absorbing
species, α(ν):
I + dI = I − α(ν)Idx (A.1)
dI
I
= −α(ν)dx . (A.2)
Integrating over the entire absorption path gives:
I = I0 exp [−α(ν)(x− x0)] (A.3)
The absorption coefficient α(ν) is equal to the product of the molar density n and the absorption
cross section σν :
α(ν) = σνn . (A.4)
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dx
I I + dI
σν
Figure A.1: Beer’s law diagram
Assuming the perfect gas law:
P = nR˜T (A.5)
α(ν) = σν
P
R˜T
. (A.6)
Let L = (x − x0) be the distance the laser light travels through the absorbing medium, giving the
following form for Beer’s law:
I
I0
= exp
(
−σνPL
R˜T
)
. (A.7)
In order to monitor the power variations of the laser over time the beam is split before it enters the
test cell
I = I1 + I2
where I1 is the reference beam and I2 passes through the test cell as shown in Figure A.2. Now
the necessary expressions can be written for the calibration of the absorption cross section, σν , and
calculating the partial pressure of fuel, Pfuel, where I1
0 and I2
0 are measurements taken when the
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cell is evacuated
σν =
R˜T
PfuelL
[
ln
(
I1(t)
I2(t)
)
− ln
(
I1
0
I2
0
)]
(A.8)
Pfuel =
R˜T
σνL
[
ln
(
I1(t)
I2(t)
)
− ln
(
I1
0
I2
0
)]
. (A.9)
Using the equations above, we can first estimate to what accuracy the absorption cross section
can be measured and then predict the accuracy of the pressure measurement using this technique.
The propagation of uncertainties for the absorption cross section is given by the following equation
dσν
σν
=
dT
T
+
dP
P
+
dL
L
+
dΥ
Υ
, (A.10)
where
Υ =
[
ln
(
I1(t)
I2(t)
)
− ln
(
I1
0
I2
0
)]
. (A.11)
Summing all the uncertainties given in Table A.1 results in a total uncertainty of 2.7%, given the
absorption cross section of 38 ±1 m2/kmol. Using the same scheme we can compute the uncertainty
in the fuel pressure, which is 5.2% of the measured value.
Table A.1: Uncertainty in fuel concentration measurements
(x) d(x) units
T 295 1 K
P 10 .01 kPa
L 90 2 mm
Υ 0.373 3.45E-04 -
In this work a 3.39 µm wavelength HeNe laser is used to provide the collimated laser light
(ThorLabs: H339P2) and passed through an optical chopper (Stanford Research System: SRS 540)
running at 300 Hz allowing the detectors to relax and avoid saturation. The detectors used in this
setup were two PbSe detectors manufactured by Judson Technology (Part Number: PE–0–53) that
can be used at room temperature without cooling, and are sensitive in the infrared spectrum as
shown in Figure A.3. The detector output was amplified using the circuit shown in Figure A.4
The wavelength of the absorption band is at 3.39 µm so that the test cell windows must transmit
at this frequency. Sapphire was chosen as the window material, which transmits for wavelengths as
long as 5 µm. The windows were connected to the Pyrex body of the vessel via Schott specialty
glass and iridium glass (manufactured by M&M Glassblowing in Nashua, NH and the Caltech Glass
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3.39 micron
HeNe
Chopper
Detector
(I1)
Combustion
Vessel
Detector
(I2)
Figure A.2: Fuel detection experimental setup
Figure A.3: Judson PE-0-53 detector sensitivity as function of wavelength (Teledyne Judson Tech-
nologies, 2000)
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Figure A.4: Circuit used to amplify the signal from the detector (D)
Shop). In addition to using special windows, gold mirrors (ThorLabs: PF10-03-M01) were used for
the beam steering due to their higher reflectance in the infrared.
LabView is used for data data acquisition and the program records continuous sets of 2000
samples at 50 kHz. This data is then directly analyzed and averaged giving an effective rate of 8 Hz
during heating and slow reactions generating approximately 15k data points. Further, a second data
acquisition board is triggered during an ignition event recording raw data at 150 kHz for a total of
200k data points. The maximum sampling rate for the optical fuel measurement is limited by the
chopping frequency.
A sample set of raw data for the fuel measurements is shown in Figure A.5. For the fuel
measurement, the intensity of the laser light going through the test cell, I1, the intensity of the
reference beam, I2, and the synchronization output from the optical chopper (SYNC) are sampled
at 50 kHz. The SYNC output, which is a 5 V square wave at the same frequency as the chopper,
is used the trigger for the LabView script to begin recording 2000 samples. The processed chopper
signal (SYNC > 2.5 V) is shown Figure A.5 as “Chopper (logic)”, and then a subset as indicated
by “Chopper (adjusted, logic)” is selected. The signals for I1 and I2, and the time are averaged in
each selected window and thus give one data point for each window in which the chopper is “on”.
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Figure A.5: Raw fuel data from shot 19
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A.2 Absorption Cross Sections
As a reference the absorption cross sections at λ = 3.39 µm for various hydrocarbons including n-hexane are given in Table A.2. Further measurements
of absorption cross sections have been performed by Me´vel et al. (2012).
Table A.2: Absorption cross sections expanded from Klingbeil et al. (2006)
Hydrocarbon Reference Total Pressure σν Uncertainty Technique
[Torr] [m2mole−1] [%]
Methane Klingbeil et al. (2006) 760 21.1 3 HeNe
CH4 Yoshiyama et al. (1996) 760 25.3 N/A HeNe
Tomita et al. (2003) 760 21.9 2 HeNe
Perrin and Hartmann (1989) 760 22.5 5 HeNe
Rothman et al. (2005) 760 21.4 N/A Calculation
Jaynes and Beam (1969) 30.4 36.7 N/A HeNe
Sharpe et al. (2004) 760 19.5 3 FTIR
Ethylene Klingbeil et al. (2006) 760 0.459 3.5 HeNe
C2H4 Rothman et al. (2005) 760 0.386 N/A Calculation
Sharpe et al. (2004) 760 0.426 3 FTIR
Hinckley and Dean (2005) 760 0.391 2 HeNe
Propane Klingbeil et al. (2006) 760 20.2 3.4 HeNe
C3H8 Sharpe et al. (2004) 760 21.2 3 FTIR
Tsuboi et al. (1985) 760 20.7 20 HeNe
Yoshiyama et al. (1996) 760 23.9 N/A HeNe
Jaynes and Beam (1969) 760 48.9 N/A HeNe
Jaynes and Beam (1969) 23 20.3 N/A HeNe
Hexane Jaynes and Beam (1969) 11.4 45 N/A HeNe
C6H14 Drallmeier (2003) 650 38.5 5 HeNe
This Work 760 38 2.6 HeNe
N/A - not available
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Appendix B
Second Harmonic Detection of
Oxygen with Tunable Diode Lasers
The following section gives the details for second harmonic detection of oxygen concentration that
lead to Equation 2.4 in Section 2.2.3. The analysis of second harmonic detection described here was
derived by Reid and Labrie (1981). In order to detect weak absorption features a tunable diode laser
is modulated at a high frequency, while the mean wavelength of the laser is scanned more slowly
across the feature. The intensity only drops very slightly as the wavelength reaches the wavelength
at which the molecules absorb the photons. The change of the wavelength must be accounted for in
the Beer-Lambert law and is written here in terms of the frequency of light ν = c/λ, where λ is the
wavelength and c is the speed of light:
I(ν) = I0(ν) exp (−α(ν)L) (B.1)
Assuming that the absorption lines are weak α(ν)L < 0.05, the following approximation is valid:
I(ν) ' I0(ν) [1− α(ν)L] (B.2)
In order to obtain a harmonic output, the electrical current input to the laser diode is modulated at
a specified frequency, ω, which in turn modulates the wavelength of light emitted by the laser diode:
ν(t) = ν¯ + a cos(ωt) (B.3)
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The mean frequency, ν¯, is ramped slowly (80 Hz) relative to the modulation, ω, (23.5 kHz). For
small ramping amplitude the incident light intensity is constant:
I(ν) ≈ I0(ν0) ≈ I0 (B.4)
Now the received intensity at the detector can be written as:
I(ν) = I0 − I0α(ν)L (B.5)
= I0 − I0α(ν¯ + a cos(ωt))L (B.6)
The time dependent part is then expanded in a Taylor series about ν = ν¯:
α(ν¯ + a cos(ωt)) = α(ν¯) +
dα
dν ν=ν¯
(a cos(ωt)) +
1
2!
d2α
dν2 ν=ν¯
(a cos(ωt))2 (B.7)
+
1
3!
d3α
dν3 ν=ν¯
(a cos(ωt))3 +
1
4!
d4α
dν4 ν=ν¯
(a cos(ωt))4 + · · ·
Using identities for the powers of cosine gives:
α(ν¯ + a cos(ωt)) = α(ν¯) +
dα
dν ν=ν¯
(a cos(ωt)) +
a2
2!
d2α
dν2 ν=ν¯
(
1
2
+
1
2
cos(2ωt)
)
(B.8)
+
a3
3!
d3α
dν3 ν=ν¯
(
1
4
)
(3 cos(ωt) + cos(3ωt))
+
a4
4!
d4α
dν4 ν=ν¯
(
1
8
)
(3 + 4 cos(2ωt) + cos(4ωt)) + · · ·
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Collecting terms with the same frequency gives:
α(ν¯ + a cos(ωt)) = α(ν¯) +
(
1
2
1
2!
d2α
dν2 ν=ν¯
a2 +
3
8
1
2!
d4α
dν4 ν=ν¯
a4 + · · ·
)
(B.9)
+
(
dα
dν ν=ν¯
a+
3
4
1
3!
d3α
dν3 ν=ν¯
a3 + · · ·
)
cos(ωt)
+
(
1
2
1
2!
d2α
dν2 ν=ν¯
a2 +
1
2
1
4!
d4α
dν4 ν=ν¯
a4 + · · ·
)
cos(2ωt)
+
(
1
4
1
3!
d3α
dν3 ν=ν¯
a3 + · · ·
)
cos(3ωt)
+
(
1
8
1
4!
d3α
dν3 ν=ν¯
a4 + · · ·
)
cos(4ωt) + · · ·
Reid and Labrie write the equation above in the following short-hand notation:
α(ν¯ + a cos(ωt)) =
∞∑
n=0
Hn(ν¯) cos(nωt) (B.10)
where
Hn(ν¯) =
21−n
n!
αn
dnα(ν))
dνn ν=ν¯
, n ≥ 1 (B.11)
The sinusoidal modulation amplitude is 4 mV, which small relative to the mean scanning amplitude
of 100 mV (smallest sinusoidal output from SR830 is 4 mV). For very small modulations such that
a 1:
α(ν¯ + a cos(ωt)) ≈ α(ν¯) + adα
dν ν=ν¯
cos(ωt) +
a2
2
1
2!
d2α
dν2 ν=ν¯
cos(2ωt) (B.12)
+
a3
4
1
3!
d3α
dν3 ν=ν¯
cos(3ωt) +
a4
8
1
4!
d4α
dν4 ν=ν¯
cos(4ωt) + · · ·
A lock-in amplifier is used to selectively amplify the second harmonic term, which is proportional
to
a2
2
1
2!
d2α
dν2 ν=ν¯
cos(2ωt) . (B.13)
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Derivatives of α(ν), assuming a Lorentzian line shape, are:
α(ν) =
α0
1 +
[
ν−ν0
∆ν
]2 = α0∆ν2∆ν2 + (ν − ν0)2 (B.14)
dα(ν)
dν
= − 2α0∆ν
2(ν − ν0)
(ν2 − 2νν0 + ν20 + ∆ν2)2
= − 2α0∆ν
2(ν − ν0)
((ν − ν0)2 + ∆ν2)2 (B.15)
d2α(ν)
dν2
=
2α0∆ν
2(3ν2 − 6νν0 + 3ν20 −∆ν2)
(ν2 − 2νν0 + ν20 + ∆ν2)3
=
2α0∆ν
2(3(ν − ν0)2 −∆ν2)
((ν − ν0)2 + ∆ν2)3 (B.16)
Evaluating at ν = ν0 = ν¯ gives:
d2α(ν)
dν2
∣∣∣∣
ν=ν0=ν¯
= − 2α0
∆ν2
(B.17)
d2I
dν2
∣∣∣∣
ν=ν0=ν¯
=
2α0I0L
∆ν2
exp (−α0L) (B.18)
Finally the absorption coefficient, α0 also equal to the product of the absorption cross section,
σν , and the number of molecules in the volume, n, as done in the previous section, α(ν) = σνn,
giving:
d2I
dν2
∣∣∣∣
ν=ν0=ν¯
=
2I0Lσν
R˜T∆ν2
P exp
(
−σνL
R˜T
P
)
(B.19)
In the actual application, the exponential term can be expanded in a Taylor series. A constant
should be added to account for the air outside the test section and the coefficients of the series are
obtained by calibration.
d2I
dν2
∣∣∣∣
ν=ν0=ν¯
= c0 + c1P + c2P
2 + · · · (B.20)
The constants, c0, c1, and c2, must be calibrated before the experiment and for relatively small
amounts of oxygen a linear fit is sufficient.
B.1 Experimental Setup Addendum
The following section gives additional information to the experimental setup for oxygen detector not
covered in section 2.2.3.1.
The laser diode used is a ULM763-03-TN-S46FTT, manufactured by Laser Components. The
laser is tunable from 760 nm to 766 nm via current and temperature control. This allows for scanning
across the absorption line. In our experiments the current is modulated, using a Thorlabs LDC 200 C
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producing 20 mA, and temperature held constant by a Thorlabs TED 2002 C temperature controller.
The detectors used are large-area, visible-spectrum-amplified Si detectors, Thorlabs PDA100A. The
modulation signal is generated by adding the sine wave generated by the lock-in amplifier, Stanford
Research System SR830, with a sawtooth wave generated by a function generator, Stanford Research
Systems DS345, in a summing amplifier, Stanford Research System SIM980 powered independently
without a SIM900 mainframe. The final signal can be amplified and bandpass filtered using a
preamplifier like a Stanford Research Systems SR560.
The sweeping frequency can be adjusted from the 80 Hz mentioned to suit the needs of the
experiment (Rieker et al., 2009), but was not changed significantly during this study. For the
current configuration of 80 Hz sweep and 23.5 kHz modulation frequency a time constant of 100 µs
is found to give good 1f (fundamental harmonic) and 2f (2nd harmonic) signals without excessive
noise. The modulation depth of 4 mA can also be changed to maximize the 2f signal (Rieker,
2009). The signal can be amplified and bandpass filtered either before the lock-in amplifier and
afterwards. An example of the signal is shown in Figure B.1 including the gate signal extracted
from the synchronization signal produced by the signal generator that creates the sawtooth wave.
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Figure B.1: Raw oxygen 2f data from shot 19
The measurements drifted significantly during the test time due to temperature changes of the
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vessel and subsequent beam-steering and internal reflections in the windows (etalon). Some of the
drifting can be accounted for by normalizing the 2f signal by the 1f intensity at the time of the 2f
peak height (see Rieker et al. (2009)). However, for the large temperature changes imposed during
the auto-ignition tests, the effects were generally too large to be compensated for using this method.
The only reasonable data set is shown Figure 2.8 in section 2.2.3.2. The data was obtained by
normalizing the drift using data obtained during the next experiment where the fuel was replaced
by additional nitrogen in the mixture and all other parameters were kept the same.
For experiments with large temperature changes in the optical equipment, such as the windows,
the 2f technique is not recommended.
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Appendix C
Heated Vessel Theory
C.1 Governing Equation and Nomenclature
Recall Equation 2.5 from the discussion using the detailed chemical mechanism
V ρcv
dT
dt
= V
k∑
i=1
ω˙iui + Sh
(
T 0w + α t− T
)
= q˙r + q˙w. (C.1)
with the following nomenclature.
Table C.1: Nomenclature
Parameter Units Description
T K gas temperature
V m3 volume
ρ kg m−3 density
cv J kg
−1 K−1 specific heat at constant
qc J kg
−1 chemical heat release (heat of combustion)
ω˙i kg m
−3 sec−1 net production rate per unit volume
ui J kg
−1 internal energy
S m2 surface area
h J sec−1 m−2 K−1 heat transfer coefficient
T 0w K initial wall temperature
α K sec−1 wall temperature heating rate
q˙r J sec
−1 energy release rate
q˙l J sec
−1 energy loss rate
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We now simplify the model such that we use a first order one-step Arrhenius rate for the consumption
of the fuel, the governing equations for the reactor are:
V ρcv
dT
dt
= V Q
dλ
dt
− Sh (T − Tw) (C.2)
dλ
dt
= A (1− λ) exp
(
− Ea
R˜T
)
. (C.3)
The stored chemical energy per unit mass, qc, is related to the energy density, Q, through the density,
ρ, by
Q = ρqc . (C.4)
Table C.2: Additional nomenclature
Parameter Units Description
Tw K wall temperature
Q J m−3 energy density
λ progress variable
A sec−1 pre-exponential
Ea J kmol
−1 activation energy
R˜ J kmol−1 K−1 universal gas constant
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C.2 Induction Time
If we take the energy equation for a spatially homogeneous reactive material and assume a first order
one-step Arrhenius rate,
ρcv
dT
dt
= QA (1− λ) exp
(
− Ea
R˜T
)
− Sh
V
(T − Tw) (C.5)
dλ
dt
= A (1− λ) exp
(
− Ea
R˜T
)
(C.6)
and now neglect fuel consumption and heat loss.
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T
)
(C.7)
let k = (QA)/(ρcv) and ζ = (Ea)/(R˜T ) and integrate the equation to find the finite time at which
the temperature tends to infinity.
dζ
dT
= −
(
Ea
R˜T
)−1
= − R˜
Ea
ζ2 =⇒ dT = −Ea
R˜
dζ
ζ2
k
∫ t
0
dt′ = −Ea
R˜
∫ ζ
ζ0
exp (ζ)
ζ2
dζ
kt =
Ea
R˜
∫ ζ0
ζ
exp (ζ)
ζ2
dζ (C.8)
Using integration by parts we can proceed until further approximations must be made.
∫
udv =
uv| − ∫ vdu with v = exp (ζ) and u = ζ−n
∫ ζ0
ζ
exp (ζ)
ζ2
dζ =
exp (ζ)
ζ2
∣∣∣∣ζ0
ζ
+
∫ ζ0
ζ
2
exp (ζ)
ζ3
dζ
∫ ζ0
ζ
exp (ζ)
ζ2
dζ =
exp (ζ)
ζ2
∣∣∣∣ζ0
ζ
+ 2
[
exp (ζ)
ζ3
∣∣∣∣ζ0
ζ
+
∫ ζ0
ζ
3
exp (ζ)
ζ4
dζ
)
∫ ζ0
ζ
exp (ζ)
ζ2
dζ =
[
exp (ζ)
ζ2
(
1 +
2
ζ
+ · · ·+ (n+ 1)!
ζn
+ . . .
))ζ0
ζ
To leading order
t =
Ea
kR˜
(
exp (ζ0)
ζ0
2 −
exp (ζ)
ζ2
)
(C.9)
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Note: T → ∞ (i.e., ζ → 0) as t → ∞ because fuel consumption has been neglected. From
equation C.7 we see that dT/dt → (QA) / (ρcv) as T →∞. We must thus chose a criterion for the
temperature, which classifies ignition. Numerical integration of C.7 shows an inflection point in the
temperature, which may be a suitable reference point.
dT
dt
=
QA
ρcv
exp
(
−Ta
T
)
d2T
dt2
=
(
QA
ρcv
)2
Ta
T 2
exp
(
−2Ta
T
)
d3T
dt3
= 2
(
QA
ρcv
)3
Ta (Ta− T )
T 4
exp
(
−3Ta
T
)
d3T
dt3
= 0→ T = Ta
At the inflection point, the temperature has reached the activation temperature, which is corollary
to rapid chemical reaction. T = Ta implies ζ = 1, which now allows us to evaluate C.9
t =
Ea
kR˜
(
exp (ζ0)
ζ0
2 − e
)
Recall that ζ0 = Ta/T0
t =
Ea
kR˜
(
exp (Ta/T0)
(Ta/T0)
2 − e
)
Thus for large activation energy (i.e., large activation temperature), the first term completely dom-
inates and we conclude that the induction time, τc, is
τc =
ρcv
QA
R˜T0
2
Ea
exp
(
Ea
R˜T0
)
(C.10)
C.2.1 Alternative Derivation
We can find the same induction time via a slightly different route. Starting from the heat equation
without losses or consumption
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T
)
, (C.11)
let φ = R˜T/Ea, k = QA/ρcv
dφ
dt
=
kR˜
Ea
exp
(
− 1
φ′
)
(C.12)
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kR˜
Ea
∫ t
0
dt′ =
∫ φ
φ0
exp
(
1
φ′
)
dφ′ (C.13)
where φ0 = R˜T0/Ea, and φmax = R˜Tmax/Ea, where Tmax is the maximum temperature reached if
fuel consumption was included. The temperatures scale as follows
1 < exp
(
1
φmax
)
< exp
(
1
φ
)
< exp
(
1
φ0
)
as φ0  1 =⇒ e
1
φ0  1.
The limit of the integrand as T or φ tend to ∞ is 1 and thus the integral diverges as φ → ∞.
Let us separate the integral into 2 components.
t
kR˜
Ea
=
∫ φ
φ0
exp
(
1
φ′
)
dφ′ =
∫ φ
φ0
(
exp
(
1
φ′
)
− 1
)
dφ′ +
∫ φ
φ0
dφ′ = I + II
However, within finite time, i.e., as φ approaches φmax, I dominates the integral, so the induction
time can be approximated as follows.
τc =
Ea
kR˜
∫ φmax
φ0
(
exp
(
1
φ′
)
− 1
)
dφ′ (C.14)
Make a change of variables as follows.
x =
φ0
φ′
; dφ′ = −φ0
x2
dx ; exp
(
1
φ′
)
= exp
(
x
φ0
)
τc =
Ea
kR˜
φ0
∫ 1

(
exp
(
x
φ0
)
− 1
)
x2
dx (C.15)
This integral is dominated by the contribution at x = 1 and thus we can integrate the equation and
set x = 1.
τc =
Ea
kR˜
φ0
2e1/φ0 (C.16)
Substituting back φ0 and k gives
τc =
ρcv
QA
T 20 R˜
Ea
exp
(
Ea
R˜T0
)
. (C.17)
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C.2.2 Frank-Kamenetskii Approximation
We can follow the linearization by Frank-Kamenetskii (1969) about the initial temperature T0, i.e.,
T = T0 + T
′. Using the geometric series
Ea
R˜T
=
Ea
R˜ (T0 + T ′)
=
Ea
R˜T0 (1 + T ′/T0)
=
Ea
R˜T0
− Ea
R˜T0
2
T ′ +
Ea
R˜T0
3
T ′2 − . . . (C.18)
and neglecting higher order terms gives us
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T0
)
exp
(
EaT ′
R˜T0
2
)
(C.19)
which we can now nondimensionalize the temperature as θ = (EaT
′)/(R˜T02), which will reveal the
correct scaling for the time
dθ
dt
=
QA
ρcv
Ea
R˜T0
2
exp
(
− Ea
R˜T0
)
exp (θ)
τ = t
QA
ρcv
Ea
R˜T0
2
exp
(
− Ea
R˜T0
)
dθ
dτ
= eθ (C.20)
∫ τ
0
dτ =
∫ θ
0
e−θdθ
θ = − ln (1− τ) (C.21)
We can now see see that the temperature will tend to +∞ when τ = 1, which is the induction time
(τc).
τc =
ρcv
QA
R˜T0
2
Ea
exp
(
Ea
R˜T0
)
(C.22)
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C.2.3 Wall Temperature Ramp Without Chemistry
In future section we would like to treat the chemical reaction as a deviation from the underlying
behavior induced by the wall temperature ramp. While the final result is obvious, the details are
still of interest. Neglecting the chemical reaction gives the following equation:
dT
dt
=
Sh
ρV cv
(
T 0w + αt− T
)
. (C.23)
Once cast in the following form the equation can be integrated using the integrating factor,
dT
dt
+
T
tw
=
T 0w + αt
tw
, (C.24)
such that the final solution is found to be
T (t) = T 0w + αt+ αtw
(
e−t/tw − 1
)
, (C.25)
where tw = (ρV cv)/(Sh) is the wall heat transfer time. At early time, we can expand the exponential
term.
T (t) = T 0w + αt+ αtw
(
1− t
tw
+
1
2
(
t
tw
)2
− · · · − 1
)
(C.26)
= T 0w + αt− αtw
t
tw
+
1
2
(
t
tw
)2
− · · · (C.27)
= T 0w +
1
2
(
t
tw
)2
− · · · (C.28)
At later times, as t/tw →∞
T (t) = T 0w + α (t− tw) , (C.29)
which implies that the temperature follows the outside ramping with a lag.
C.2.4 Ramp Rate Reduced Induction Time
The induction can be reduced when the vessel is heated from the outside. This introduces the
heating rate in the energy equation in the following form,
dT
dt
=
QA
ρcv
exp
(
− Ea
R˜T
)
+ α . (C.30)
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The chemical energy release is a perturbation above the rate at which the temperature is increased
externally.
Following the high activation energy arguments we can write equation as follows:
dθ
dt
=
QA
ρcv
Ea
R˜T0
2
exp
(
− Ea
R˜T0
)
exp (θ) +
αEa
R˜T0
2
(C.31)
where
θ =
EaT
′
R˜T0
2
. (C.32)
Now we can substitute
τ = t
QA
ρcv
Ea
R˜T0
2
exp
(
− Ea
R˜T0
)
=
t
τc
(C.33)
a =
αEa
R˜T0
2
(C.34)
which gives
dθ
dt
= exp (θ) +
a
τc
, (C.35)
that can be integrated ∫ τign
0
dτ =
∫ θa
0
1
eθ + aτc
dθ =
∫ θa
0
1
eθ + β
dθ , (C.36)
where β = a/τc.
τ =
[
θ − ln (β + eθ)
β
]θ
0
(C.37)
τ =
1
β
(
θ − ln
(
β + eθ
β + 1
))
(C.38)
τ = τc
R˜T0
2
αEa
(
θ − ln
(
β + eθ
β + 1
))
(C.39)
τ = τc
R˜T0
2
αEa
(
EaT
′
R˜T0
2
− ln
(
β + eθ
β + 1
))
(C.40)
τ =
τc
α
(
T ′ − R˜T0
2
Ea
ln
(
β + eθ
β + 1
))
(C.41)
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C.2.5 Critical Heat-Loss Rate With Constant Wall Temperature
If we take the energy equation with heat loss to the wall, but keep the wall temperature constant
and omit fuel consumption we arrive the classical Semenov model (Semenov, 1940). Following Law
(2006, Combustion Physics, chapter 8.1.3), we can obtain the critical heat transfer coefficient.
ρcv
dT
dt
= QA exp
(
− Ea
R˜T
)
− Sh
V
(T − Tw) (C.42)
Tw is the wall temperature to which the heat is lost, which may or may not be equal to the initial
temperature T0. Following the earlier perturbation and nondimensionalization we get
dθ
dτ
= eθ − hˆ
(
θ +
Ta
T0
(T0 − Tw)
)
(C.43)
where hˆ = τc/τl with τl = ρV cv/Sh, which is the characteristic heat-loss time, and as before
τc = ρcvR˜T0
2/QAEa exp
(
Ea/R˜T0
)
.
For the case where T0 = Tw, there exist solutions for dθ/dτ = 0 as long as hˆ > e. hˆ = e is the
critical heating transfer coefficient with values below e always leading to explosion, while for values
of hˆ higher than e the initial temperature ultimately determines the stability.
dθ
dτ
= eθ − hˆθ (C.44)
dθ
dτ
= 0 =⇒ eθ = hˆθ (C.45)
d
dθ
=⇒ eθ = hˆ (C.46)
critical conditions for θ = 1 and hˆ = e.
C.3 Full Nondimensional Equations
ρcv
dT
dt
= QA (1− λ) exp
(
− Ea
R˜T
)
+
Sh
V
(Tw + αt− T ) (C.47)
dλ
dt
= A (1− λ) exp
(
− Ea
R˜T
)
(C.48)
Here we make no assumptions about the activation energy or fuel consumption. Let Ta = Ea/R˜.
dT
dt
= (1− λ) 1
τc
exp
(
Ta
T0
− Ta
T
)
+
1
τl
(Tw + αt− T ) (C.49)
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d
(
TTa/T0
2
)
d (t/τc)
= (1− λ) exp
(
Ta
T0
− Ta
T0
2
(
T0
2
TTa
))
− τc
τl
(
TwTa
T0
2 + αt−
(
TTa
T0
2
))
(C.50)
let θ = TTa/T
2
0 , θ0 = Ta/T0, θw = TwTa/T0
2, τ = t/τc, hˆ = τc/τl, α˜ = ατcTa/T0
2, A∗ = Aτc
dθ
dτ
= (1− λ) exp
(
θ0 − θ0
2
θ
)
+ hˆ (θw + α˜τ − θ) (C.51)
dλ
dτ
= A∗ (1− λ) exp
(
−θ0
2
θ
)
(C.52)
If we assume that the initial wall temperature is equal to the initial gas temperature, then
θw = θ0, thus slightly simplifying C.51 to:
dθ
dτ
= (1− λ) exp
(
θ0 − θ0
2
θ
)
+ hˆ (θ0 + α˜τ − θ) (C.53)
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Appendix D
Collision Limit Calculation for
Pre-Exponential
For bimolecular reactions,
R1 +R2 → P1 + P2 (D.1)
the reaction rate is limited by the collision limit, i.e., R1 and R2 cannot react faster that the rate
at which they collide. The collision rate between two dislike molecules per unit volume and time is
given in Vincenti and Kruger (1967) as
ZR1R2 = nR1nR2d
2
R1R2
(
8pikT
m∗R1R2
)1/2
. (D.2)
The reaction rate of R1 can thus be expressed as
− d [R1]
dt
= ZR1R2
1
NAV
exp
(
− Ea
R˜T
)
. (D.3)
Assuming that the mixture is slightly off stoichiometric gives
[R1] = [R1]0 (1− λ) (D.4)
[R2] ≈ [R2]0 . (D.5)
Substituting back into the equation gives
dλ
dt
[R1]0 = nR1nR2d
2
R1R2
(
8pikT
m∗R1R2
)1/2
1
NAV
exp
(
− Ea
R˜T
)
. (D.6)
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Noting that nR1 = [R1]NAV = [R1]0 (1− λ)NAV and nR2 = [R2]NAV ≈ [R2]0NAV gives
dλ
dt
[R1]0 = [R1]0 (1− λ)NAV [R2]0NAV d2R1R2
(
8pikT
m∗R1R2
)1/2
1
NAV
exp
(
− Ea
R˜T
)
, (D.7)
which can be simplified to
dλ
dt
= (1− λ) [R2]0NAV d2R1R2
(
8pikT
m∗R1R2
)1/2
exp
(
− Ea
R˜T
)
. (D.8)
The simplified one-step model has been cast in the following way
dλ
dt
= A (1− λ) exp
(
− Ea
R˜T
)
. (D.9)
Thus we can find the limit for A using
A = [R2]0NAV d
2
R1R2
(
8pikT
m∗R1R2
)1/2
. (D.10)
As a upper limit we can assume that R2 is the oxygen concentration, which is
[R2]0 =
P
R˜T
XO2 = 1 atm×
K mol
8.205746× 10−5 atm m3 ×
1
300 K
× 0.20 = 8.13mol
m3
. (D.11)
The collision cross section is
d2R1R2 =
(
2.92× 10−10 m + 5.87× 10−10 m
2
)2
= 1.9× 10−19 m2 . (D.12)
The reduced mass is
m∗R1R2 =
mR1 ×mR2
mR1 +mR2
=
32 amu× 86 amu
32 amu + 86 amu
× 1.66× 10
−27 kg
amu
= 5.39× 10−22 kg . (D.13)
Then A is
A = [R2]0NAV d
2
R1R2
(
8pikT
m∗R1R2
)1/2
(D.14)
A = 8.13
mol
m3
× 6.022× 10
23
mol
× 1.9× 10−19 m2
(
8pi × 1.3806503× 10−23 kg m2 × 300 K
5.39× 10−22 kg s2 K
)1/2
A = 1.29× 107sec−1
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Appendix E
Correlation of Hot Surface Ignition
Temperature with Surface Area
Kuchta et al. (1965) presented their results for hot surface ignition as a function of hot surface
size and created empirical correlations for various fuels. The analysis follows the analytical work
performed by Semenov (1940) for cases considering conductive heat transfer only. The temperature
profile is governed by the energy equation
ρcp
dT
dt
= k
d2T
dx2
+ q˙r . (E.1)
The heat generated by chemical reaction is given by
q˙r = QA (1− λ) exp
(
− Ea
R˜T
)
(E.2)
and the spatial temperature distribution at steady state is given by
− λd
2T
dx2
= q˙r . (E.3)
Using the linearization as discussed in C.2.2 and neglecting consumption (λ ≈ 0), the steady state
equation becomes
λ
d2T
dx2
= QA exp
(
− Ea
R˜T1
)
exp
(
−Ea (T1 − T )
R˜T1
2
)
, (E.4)
where T1 is the temperature of the hot surface. The steady state case allows us to find a critical
condition for the ignition.
The condition leading to ignition is traced back to van’t Hoff and described in 2 different ways.
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First, the condition for ignition is given as a zero temperature gradient at the hot surface, rs,
dT
dr
∣∣∣∣
r=rs
= 0 . (E.5)
Second, as given by Semenov (1940) the point
“at which the plate does not lose heat and all the heat cold plate will be generated by
the reaction taking place in a relatively narrow zone, ζ, near the hot plate.”
This can be expressed by considering that the gas temperature at the wall is slightly higher than
the wall itself and the heat transfer into the wall is equal to the heat transfer out of the gas
− k dTgas
dx
∣∣∣∣
x=0
= h (Tw − Tgas(x = 0)) (E.6)
where k is the conductivity of the gas and h is the conductivity of the wall.
The energy equation (E.4) can be integrated across the small boundary near the heated wall by
first multiplying through by dT/dx and integrating with respect to x:
−
∫ ζ
0
dT
dx
d2T
dx2
dx =
∫ ζ
0
QA
k
exp
(
− Ea
R˜T1
)
exp
(
−Ea (T1 − T )
R˜T 21
)
dT
dx
dx . (E.7)
The left-hand side can be simplified and the right-hand side can be reduced to an integration with
respect to temperature:
−
∫ ζ
0
1
2
d
dx
(
dT
dx
)2
dx =
∫ Te
T1
QA
k
exp
(
− Ea
R˜T1
)
exp
(
−Ea (T1 − T )
R˜T 21
)
dT . (E.8)
(
dT
dx
)∣∣∣∣2
x=0
−
(
dT
dx
)∣∣∣∣2
x=ζ
=
2QAR˜T 21
kEa
exp
(
− Ea
R˜T1
)(
1− exp
(
−Ea (T1 − T )
R˜T 21
))
(E.9)
The gradient at x = ζ is zero and the first term dominates the right-hand side in the regime of
interest (Semenov, 1940, Laurendeau, 1982)
(
dT
dx
)∣∣∣∣
x=0
=
√
2QAR˜T 21
kEa
exp
(
− Ea
R˜T1
)
. (E.10)
Semenov (1940) gives the example of the a flammable gas between two plate, one hot at an elevated
temperature T1, and one cold at T0. Considering only conduction, the temperature gradient is equal
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to the temperature difference divided by the distance between the plates, d.
dT
dx
=
T1 − T0
d
(E.11)
So the ignition temperature T1 can be related to the distance between two plates or equivalently to
the size of a heated vessel (Frank-Kamenetskii, 1969, Kuchta et al., 1965).
d =
√
kEa (T1 − T0)2
2QAR˜T 21
exp
(
Ea
R˜T1
)
(E.12)
For ignition from hot spheres and wires a similar argument can be made. Consider a small hot
sphere of radius RS , which is inside a large vessel of radius, RV (RV  r), filled with flammable
gas.
“By assuming that the zone within which the reaction occurs extends to a distance [ξ]
from the surface of the sphere very much less than the radius of the sphere the problem,
to an accuracy sufficient for our purposes, is reduced to the parallel plate case just
considered.” (Semenov, 1940)
The heat flux due to the chemical energy generated in the reaction zone is given by
Q˜chem = 4pi (RS + ξ)
√
2QAR˜T 21
kEa
exp
(
− Ea
R˜T1
)
. (E.13)
Outside the reaction zone, ξ, the temperature distribution is the same as for a non-reacting mixture,
and given as function of the radial distance, r,
T − T0 = (T1 − T0) (RS + ξ)
r
. (E.14)
The heat flux through a sphere of radius RS + ξ is
Q˜loss = 4pik (T1 − T0) (RS + ξ) . (E.15)
Equating the heat release and loss flux, the relationship for ignition temperature for heated spheres
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is given by Semenov (1940) to be
RS =
 Eak (T1 − T0)2
2RV T 21QA exp
(
−Ea/(R˜T1)
)
1/2 . (E.16)
Similarly, Semenov arrives at the following relationship for the ignition temperature as a function
of radius for heated wires of radius RW ,
RW ln
RV
RW
=
 Eak (T1 − T0)2
2RV T 21QA exp
(
−Ea/(R˜T1)
)
1/2 . (E.17)
Kuchta et al. (1965) simplifies this relationship by assuming that the exponential term dominates
and expands the left-hand side and keeping only the leading order term,
r ∼ exp
(
Ea/(2R˜T1)
)
. (E.18)
Taking the natural logarithm of both sides yields
ln r ∼ 1
T1
(E.19)
which Kuchta et al. (1965) used to fit part of their data.
It seems that Kuchta et al. (1965) extended this relationship from the radius of the wire to the
surface area by assuming a constant length and thus giving a linear relationship between the surface
area and radius.
A = 2pirL (E.20)
The results obtained in the current study are compared to the data and fit in Section 3.4.5 (see
Figure 3.26). The data presented in Section 3.4.5 is limited to the lowest temperature observed as
the equivalence ratio is varied. The higher ignition temperature near lower and upper flammability
limit are not shown. For completeness all ignition data collected at various pressure and equivalence
ratios is given in Figure E.1. We can observe some overlap with the historical data, but while the fit
shown captures the overall trend of increasing the hot surface temperature required for ignition as
the size of the hot surface decreases, it is insufficient in capturing the lowest temperature observed
in this study. We would like to stress that control over composition, pressure as well as careful
characterization of the hot surface temperature and geometry are necessary to fully assess safety
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hazards stemming from hot surfaces in contact with flammable mixtures.
Figure E.1: Ignition as a function of hot surface size (uncertainty in ignition temperature for CIT
measurements is +110 K). Range in values for CIT measurements is due to a range of compositions
and initial pressure.
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Appendix F
Flame Propagation
F.1 Introduction
A limited amount of data is available for the flame and burning speed of n-hexane-air mixtures. Davis
and Law (1998b) used a counterflow twin flame burner to systematically eliminate the effects of
flame stretch. Kelley et al. (2011) performed experiments in a double-chambered vessel, basically
eliminating the pressure rise during the flame propagation, while using schlieren visualization of the
flame propagation and nonlinear extrapolation to the laminar burning speed to account for the effects
of flame stretch. The accuracy of the mixture composition is verified using a gas chromatograph
and flame ionization detector (Kelley et al., 2011). The range of equivalence ratios that can be
investigated using this technique is limited due to the onset of hydrodynamic instabilities and thus
at atmospheric pressure no flame speed data is available for equivalence ratios larger than φ =
1.7 (Kelley et al., 2011).
At the current stage, the CaltechMech (Blanquart, 2011) has validated flame speeds for n-
heptane only. In the simulations performed using the FlameMaster software (Pitsch and Bollig,
1994) n-heptane is substituted for n-hexane, which creates a slightly different mixture composition
for complete oxidation as shown in Equations F.2 and F.3 and thus the results are shown as a
function of equivalence ratio φ, where
φ =
Nfuel/Noxidizer
(Nfuel/Noxidizer)stoichiometric
. (F.1)
The balanced chemical equation give the stoichiometric ratio for n-hexane and n-heptane oxidation
in air.
C6H14 + 9.5O2 + 35.72N2 ⇐⇒ 6CO2 + 7H2O + 35.72N2 (F.2)
192
C7H14 + 11O2 + 41.36N2 ⇐⇒ 7CO2 + 8H2O + 41.36N2 (F.3)
F.2 Flame Propagation Speed as a Function of Composition
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Figure F.1: Laminar burning velocity at room temperature and atmospheric pressure for n-hexane
and n-heptane (Davis and Law (1998b), JetSurF results from Wang et al. (2010))
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Figure F.2: Laminar burning velocity at 353 K and atmospheric pressure for n-hexane and n-
heptane Kelley et al. (2011), Ji et al. (2010)
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Figure F.3: Experimental flame propagation speed on the left and right side with measurement
uncertainties. Initial pressure is one atmosphere with the mixture at room temperature (294 K).
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Figure F.4: Flame propagation speed at room temperature and atmospheric pressure including the
estimated flame propagation speed from Davis and Law (1998b) calculated by multiplying the the
laminar burning velocity by the expansion ratio obtained by equilibrating the mixture at constant
pressure using the thermodynamic data from the Ramirez mechanism (Ramirez et al., 2011)
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F.3 Tabular Flame Speed Data
Table F.1: Laminar burning velocity (sL) for n-hexane and n-heptane at atmospheric pressure (P0
= 101 kPa), room temperature (Tu = 300 K) digitized from Davis and Law (1998b) and at elevated
temperature (Tu = 353 K) digitized from Kelley et al. (2011) and Ji et al. (2010)
Tu = 300 K Tu = 353 K Tu = 353 K
Davis and Law (1998b) Kelley et al. (2011) Ji et al. (2010)
n-hexane n-heptane n-hexane n-heptane n-hexane n-heptane
φ Sl (cm/s) Sl (cm/s) Sl (cm/s) Sl (cm/s) Sl (cm/s) Sl (cm/s)
0.75 23.98 24.52 31.44 32.14 36.66 35.23
0.80 26.82 27.54 35.40 37.25 40.81 40.16
0.85 30.96 31.30 39.85 40.43 - -
0.90 34.79 34.79 41.58 43.95 47.61 46.75
0.95 36.89 36.89 44.80 45.45 - -
1.00 38.82 38.82 46.29 46.95 50.66 50.68
1.05 40.28 40.28 48.27 48.54 50.75 51.32
1.10 40.18 40.18 48.27 48.99 49.98 50.04
1.15 39.62 39.62 48.27 48.55 - -
1.20 38.05 38.05 45.79 46.97 46.16 47.02
1.25 35.84 35.84 43.56 43.63 - -
1.30 32.80 32.80 39.60 40.55 38.44 38.06
1.35 29.35 29.66 34.65 36.69 - -
1.40 25.67 25.98 31.19 32.29 27.83 27.82
1.45 - - 27.72 27.28 - -
1.50 17.97 17.97 23.76 22.88 18.23 19.23
1.55 - - 20.30 18.75 - -
1.60 13.91 13.91 16.83 14.26 - -
1.65 - - - 11.62 - -
1.70 11.78 11.78 10.89 10.13 - -
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F.4 Tabular Expansion Ratio Data
Table F.2: Expansion ratio for n-hexane and n-heptane at atmospheric pressure (P0 = 101 kPa),
room temperature (Tu = 300 K) computed using the thermodynamic data from the Ramirez mech-
anism (Ramirez et al., 2011)
n-hexane n-heptane n-hexane n-heptane
φ   φ  
0.55 5.53 5.55 1.80 7.38 7.46
0.60 5.88 5.90 1.85 7.31 7.39
0.65 6.21 6.24 1.90 7.24 7.32
0.70 6.54 6.57 1.95 7.17 7.25
0.75 6.85 6.88 2.00 7.09 7.18
0.80 7.15 7.18 2.05 7.02 7.11
0.85 7.43 7.46 2.10 6.94 7.03
0.90 7.68 7.72 2.15 6.87 6.96
0.95 7.90 7.94 2.20 6.79 6.88
1.01 8.10 8.14 2.25 6.71 6.81
1.05 8.18 8.22 2.30 6.63 6.73
1.10 8.21 8.25 2.35 6.55 6.65
1.15 8.19 8.23 2.40 6.47 6.57
1.20 8.14 8.19 2.45 6.39 6.49
1.25 8.09 8.14 2.50 6.31 6.41
1.30 8.03 8.09 2.55 6.22 6.33
1.35 7.97 8.03 2.60 6.14 6.24
1.40 7.91 7.97 2.65 6.05 6.16
1.45 7.85 7.91 2.70 5.96 6.07
1.50 7.78 7.85 2.75 5.88 5.99
1.55 7.72 7.79 2.80 5.79 5.90
1.60 7.65 7.72 2.85 5.70 5.81
1.65 7.58 7.66 2.90 5.62 5.73
1.70 7.52 7.59 2.95 5.55 5.66
1.75 7.45 7.52 3.00 5.49 5.60
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Appendix G
Thermal Plume Scaling
We follow the arguments by Tritton (1988) to determine the thermal plume properties above the
hot surface before ignition occurs. For steady flows without chemical reaction and with changes in
density that are negligible except for when they create a buoyancy force (Boussinesq approximation),
the following hold true for changes in density, continuity, momentum, and energy balance.
∆ρ = −αρ0∆T (G.1)
∂ui
∂xi
= 0 (G.2)
uj
∂ui
∂xj
= −1
ρ
∂P
∂xi
− ν ∂
2ui
∂x2j
− gkˆα∆T (G.3)
uj
∂T
∂xj
= κ
∂2T
∂x2j
(G.4)
Neglecting pressure gradients, the inertial, viscous, and buoyancy terms are of the same magnitude
in a laminar plume. In the vertical direction (z, kˆ), this gives the following scaling:
wmax
2
z
∼ νwmax
δ2
∼ gα∆T (G.5)
where wmax is the maximum vertical velocity in the plume, δ is the width of the plume, and z is the
height above the plume. For a plume that is created from a small hot wire the maximum vertical
velocity, wmax, and the maximum temperature difference, ∆Tmax, occur along the centerline. From
Equation G.5, the scaling of wmax and δ can be found as a function of the height above the source,
z,
wmax ∼ [gα∆Tz]1/2 ∝ z1/2 (G.6)
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δ ∼
[
ν2z
gα∆T
]1/4
∝ z1/4 (G.7)
The thermal plume behaves similarly to a jet, where vertical momentum is a conserved quantity
at any cross section of the jet along its axis. For the thermal plume, the energy flux is conserved and
the vertical momentum increases with distance due to buoyancy. Drawing a control volume around
the source, Q˙, and plume and applying energy conservation, we find that the quantity
∫
CV
hρuinidA = Q˙ (G.8)
is constant.
While we have a source of energy, there is not mass source and thus
∫
CV
ρuinidA = 0 (G.9)
which by multiplying both sides by the the constant h0, the enthalpy outside the plume gives
∫
CV
h0ρuinidA = 0. (G.10)
Subtracting equation G.10 from G.8 and applying h = cpT gives
∫
CV
cp (T − T0) ρuinidA = Q˙ = const. (G.11)
This equation must hold true for any control volume that includes the plume and source and thus
d
dz
∫
CV
cp (T − T0) ρuinidA = 0 . (G.12)
For the equation above to hold true, the integrand must be constant with respect to z, which implies
cp∆Tρwδ ∼ constant . (G.13)
Using the scalings in Equation G.5
w ∼ νz
δ2
(G.14)
∆T ∼ ν
2z
δ4gα
(G.15)
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gives
ν2z
δ4gα
νz
δ2
δ = constant , (G.16)
which simplifies to
z2
δ5
= constant . (G.17)
If we suppose a power scaling for the width, δ, with height, z,
δ = zm (G.18)
then m = 2/5 such that the left-hand side of Equation G.17 is constant. This means that the
maximum temperature difference (at the centerline) ∆Tmax, the maximum velocity wmax, and the
width δ scale as follows with the height above the source, z.
∆Tmax ∼ z−3/5, wmax ∼ z1/5, δ ∼ z2/5 (G.19)
With the temperature measurements taken using the thermocouple array, we can confirm the
scaling of the temperature, ∆T , with height above the glow plug as shown Figure G.1. Due to the
fact that the glow plug is an extended source, the scaling holds for the far field readings obtained
further away from the glow plug.
Figure G.1: Plume temperature scaling and thermocouple measurements taken using the thermo-
couple array.
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Appendix H
Refitting Thermodynamic Data 1
Thermodynamic data, including specific heat, enthalpy and entropy for each species, are part of
the chemical mechanism used to compute the ignition in the slowly heated vessel in Boettcher
et al. (2011). In the thermodynamic data included as part of the mechanism published by Ramirez
et al. (2011), many of the species have a discontinuity at the point where the low temperature fit
connects to the high-temperature fit as shown in Figure H.1 for C2H5CO2. These discontinuities
are problematic for some numerical solvers and should be avoided.
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Figure H.1: Original thermodynamic data - cp/R for C2H5CO2
The NASA polynomial representation is used for complex equilibrium calculations as discussed
by Gordon and McBride (1994). Further discussion of the polynomials and fitting is given in Shep-
herd et al. (2006)2. For each species the data has two sets of seven coefficients, an for the low
temperature regime and seven coefficients, bn for the high-temperature regime. For example, the
1The following work was based on a routine for fitting thermodynamic data created by Jack Ziegler and was finished
with help from Vaughan Thomas, Re´my Me´vel, Jason Damazo, and Joseph Shepherd.
2http://www.galcit.caltech.edu/EDL/public/cantera/doc/tex/ShockDetonation/ShockDetonation.pdf
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specific heat at low temperature is given by the following equation
cp
R
=
4∑
n=0
anT
n . (H.1)
In this case we take the available fits and create new ones without discontinuities. The first step
is to select the species whose polynomials require refitting and generating a data set based on the
original fits. A choice has to be made about the step size in which to create the data set, which
creates stable final polynomials. In this case data has been generated every 100 K and at the mid
point the average of the high and low temperature is taken. Then a constrained least squares fitting
of the data is performed while keeping the enthalpy of formation and formation entropy the same.
The new fit must maintain the original values of the enthalpy of formation, ∆fh
◦, and the
formation entropy, s◦(T ◦). Both of these quantities can be computed from the original data. The
enthalpy is computed using the first 6 coefficients using the following equation
h
RT
=
4∑
n=0
anT
n
n+ 1
+
a5
T
, (H.2)
where
a5 =
∆fh
◦
R
−
4∑
n=0
an
n+ 1
(T ◦)n+1 . (H.3)
Thus to maintain the original values of ∆fh
◦, it is computed from the initial data and we solve the
following equation for the first five constants in the least squares fitting using
[
h
RT
− ∆fh
◦
RT
]
org
=
4∑
n=0
an
n+ 1
[
Tn − (T
◦)n+1
T
]
(H.4)
and then Equation H.3 for a5.
The entropy is computed from Equations H.5 and H.6.
s◦
R
= a0 ln (T ) +
4∑
n=1
anT
n
n
+ a6 (H.5)
a6 =
s◦ (T ◦)
R
−
(
a0 ln (T
◦) +
4∑
n=1
an (T
◦)n
n
)
(H.6)
Similarly, to maintain the original value of s◦(T ◦), it is computed from the original data and we
solve Equation H.7 in the least squares fitting
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[
s◦
R
− s◦ (T
◦)
R
]
org
= a0 ln
(
T
T ◦
)
+
4∑
n=1
an (T
n − (T ◦)n)
n
, (H.7)
and then solve for a6 using Equation H.6.
The constrained least squares fitting was carried out with the following constraints applied for
the two polynomials:
1. Match lowest and highest value of cp/R
2. C0 (continuous) cp/R at mid point
3. C1 (1st derivative continuous) cp/R at mid point
4. Match lowest and highest value of h/(RT )
5. C0 (continuous) h/(RT ) at mid point
6. C0 (continuous s◦/R at mid point.
The final result of the fitting in Figure H.2 shows the successful refit of the specific heat.
1000 2000 3000 4000 5000
Temperature [K]
10
15
20
25
30
Cp
/R
Org. Data (every 100 K)
New Low Temp.
New High Temp.
Figure H.2: New thermodynamic data - cp/R for C2H5CO2
In our current version the refitting is performed using MATLAB using the constrained linear
least-squares solver lsqlin (MATLAB, 2010). The function solves the matrix equation Ax = b
using a minimization subject to the constraint equation Aeqx = beq. The lsqlin function is called
in the following way:
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[x] = lsqlin(A, b, [ ], [ ], Aeq, beq, lb, ub, x0)
During the first iteration the starting point is empty, x0 = [ ]. The least squares fitting is
then called an additional 50 times in a loop using the previous result as the initial condition for the
current iteration. The lower and upper bounds, lb and ub, are simply set at -Inf and +Inf.
The least square equation is set up such that x vector contains the new coefficients for the low
temperature, an, and high temperature, bn,
x = [a0, a1, · · · , a5, a6, b0, b1, · · · , b5, b6] . (H.8)
The A matrix is arranged in the following way:
A =

cp/R in the low temperature range (M rows)
cp/R in the high temperature range (N rows)
h/(RT ) in the low temperature range (M rows)
h/(RT ) in the high temperature range (N rows)
s◦/R in the low temperature range (M rows)
s◦/R in the high temperature range (N rows)

, (H.9)
where M is the number of elements in a vector spanning from the lowest temperature to the mid
temperature in increments of 100 K, and N s the number of elements in a vector spanning from the
mid temperature to the highest temperature in increments of 100 K.
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For example, for the specific heat Ax = b is

T 01 T
1
1 · · · T 41 0 0 0 0 · · · 0 0 0
...
T 0mid T
1
mid · · · T 4mid 0 0 0 0 · · · 0 0 0
0 0 · · · 0 0 0 T 0mid T 1mid · · · T 4mid 0 0
...
0 0 · · · 0 0 0 T 0max T 1max · · · T 4max 0 0


a0
a1
...
a4
a5
a6
b1
b2
...
b4
b5
b6

=

cp
R
∣∣
org @ T1
...
cp
R
∣∣
org @ Tmid
cp
R
∣∣
org @ Tmid
...
cp
R
∣∣
org @ Tmax

.
(H.10)
For the enthalpy and entropy equation the entries of b are the left-hand sides of Equations H.4
and H.7, respectively, computed from the original data.
The constrain equations are implemented in a similar way. For example, matching the specific
heat at the mid point is constraint by the following equation:
[
T 1mid T
2
mid · · · T 4mid 0 0 −T 1mid −T 2mid · · · −T 4mid 0 0
]
a0
...
b6
 = 0 . (H.11)
The final step is to compute the remaining error in the fit at the mid point, which in our example
is 1 × 10−14 and thus sufficient for the solver. If the error is too large more iterations of the least
square fitting should be performed.
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Appendix I
Experimental Data
I.1 Heated Vessel Ignition
A series of about 40 experiments were performed to study the ignition of n-hexane in air in a slowly
heated vessel. The experimental conditions and results are summarized in Table I.1. Temperature
and pressure traces as well as fuel concentration measurements are presented for selected shots.
As discussed in section 2.2 the temperature history was estimated from the pressure measure-
ments. This is because the temperature is either measured with a thermocouple (K-type) at the
outside of the glass vessel or internally at the end of a two-bore Pyrex tube with the bead coated.
The two-bore Pyrex tube is heated and fused around the thermocouple. In order to avoid catalytic
effects of the exposed end with the bead was encased in a thin layer of AREMCO-SEAL 4030, a
silicone based high-temperature protective coating. While the layer around the bead is thin, the
response time is still affected and the temperature measurements are not accurate for transient
events.
The response time of the pressure transducer, however, is 10 µs and therefore sufficient to capture
all transients of the combustion event. For the experiments performed in the closed vessel we have no
changes in volume at any time during the experiment. The measurements of the fuel concentration
give a good indication of when the reaction starts. Before the reaction starts, we assumed that the
number of moles is constant and ideal gas law will give following result.
PV = NR˜T (I.1)
P
T
=
NR˜
V
= k (I.2)
The constant k can be determined from the initial temperature and pressure. This method can also
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be used to find the final number of moles of gas based on the measured pressure and temperature,
assuming equilibrium conditions after the reaction has been completed.
Note for shot 14: as it was one of the first shots performed in a new vessel, the target temperature
of the heating system was set to around the ignition temperature. Due to the inertia of the system
heating slowed down and when the reaction started the temperature oscillated around the ignition
temperature. Hence, the effective heating rate is 0 K/min and no pressure rise was observed. The
effective residence time that the gas spends above the temperature at which it ignites is 300 seconds
(5 min).
Note for shot 17: laser absorption measurements during this test show reaction in two stages.
The initial reaction starts at a temperature of 506 K and the partial pressure of fuel decreases
linearly from 0.86 kPa to 0.82 kPa over the course of 65 seconds without noticeable pressure rise.
The reaction then speeds up and produces a slight overpressure of 0.2 kPa.
Note for shot 18: laser oxygen diagnostic have significant interference in the windows, distorting
the concentration measurements. Temperature measurements have error due to wire contact away
from the thermocouple junction and can therefore not be used to normalize the etaloning.
Note for shot 20: we observe a fast reaction with overpressure, but only ∼17kPa.
Note for shot 26: the pressure transducer is destroyed during the ignition event because the flame
is not quenched before it reaches the gage.
Note for shot 37 & 40: no temperature measurement available.
In the temperature measurements during the ignition events electrical noise from the 60 Hz
switching of the AC power can be observed.
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Table I.1: Heated vessel experiments
Shot Date Pn-hexane PN2 PO2 Ptotal φ ∆T/∆t
Fuel Peak Ignition
Result
Consumed Overpressure Temperature
[kPa] [kPa] [kPa] [kPa] [K/min] % [kPa] [K]
1 7/21/08 1.524 78.85 20.96 101.33 0.69 N/A N/A N/A N/A N/A
2 7/22/08 1.520 78.85 20.96 101.32 0.69 N/A N/A N/A N/A N/A
3 7/22/08 2.189 78.31 20.82 101.33 1.00 N/A N/A N/A N/A N/A
4 7/23/08 0.576 20.61 5.48 26.67 1.00 11 (8.3*) 65 0.24 542 (463*) SR
5 7/23/08 2.189 78.31 20.82 101.32 1.00 N/A N/A N/A N/A N/A
6 7/24/08 2.176 99.14 0.0 101.31 0.00 N/A N/A N/A N/A N/A
7 7/25/08 1.440 51.53 13.63 66.66 1.00 14 (8.6*) 85.4 14.6 531 (452*) FR
8 9/4/08 2.178 78.32 20.82 101.32 0.99 5 N/A N/A N/A N/A
9 9/11/08 2.197 78.31 N/A N/A N/A N/A N/A N/A N/A N/A
10 9/16/08 2.189 78.20 20.93 101.32 0.99 6 N/A N/A N/A N/A
11 9/16/08 2.190 78.31 20.82 101.33 1.00 10 N/A N/A N/A N/A
12 11/10/08 2.192 78.31 20.82 101.33 1.00 N/A N/A N/A N/A N/A
13 4/14/09 0.576 20.60 5.50 26.68 1.00 18 77 0.4 523 SR
14 4/19/09 2.189 78.31 20.82 101.32 1.00 0 60 0.0 506 SR
15 4/22/09 1.440 51.54 13.68 66.66 1.00 2 80 0.0 504 SR
16 5/19/09 1.440 51.68 13.56 66.67 1.01 11 N/A 0.7 550 SR
17 5/21/09 0.864 52.00 13.80 66.66 0.59 13 74 0.2 507 SR
18 5/29/09 0.692 20.63 5.35 26.66 1.23 N/A N/A 0.1 N/A SR
19 5/29/09 2.626 77.95 20.74 101.32 1.20 14 92 157.2 524 FR
20 6/15/09 1.725 51.30 13.21 66.23 1.24 15 73 16.7 525 FR
21 6/16/09 0.868 52.85 13.81 66.66 0.60 16 75 0.51 521 SR
22 6/22/09 1.013 79.27 21.08 101.36 0.46 11* 85 6.95 472* SR
23 6/23/09 2.622 77.97 20.65 101.36 1.21 11* 93 329 470* FR
24 6/24/09 2.618 78.01 20.69 101.36 1.20 5* 84 2.53 464* SR
25 6/25/09 1.440 51.56 13.75 66.74 1.00 11* 78 1.03 471* SR
26 6/26/09 2.189 80.30 21.12 103.71 0.98 14* 98 N/A 473* FR
37 2/17/10 0.680 20.54 5.26 26.67 1.20 11* 74 0.2 470* SR
40 3/17/10 1.440 51.53 13.69 66.66 1.00 10* 77 20 449* FR
Notes: SR - Slow Reaction, FR - Fast Reaction, N/A - not available, * - estimated from pressure (see text)
210
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.1: Experimental data from shot 13
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.2: Experimental data from shot 14
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(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.3: Experimental data from shot 16
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.4: Experimental data from shot 17
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(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.5: Experimental data from shot 19
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.6: Experimental data during the ignition event from shot 19
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(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.7: Experimental data from shot 20
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.8: Experimental data during the ignition event from shot 20
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(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.9: Experimental data from shot 21
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.10: Experimental data from shot 22
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(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.11: Experimental data from shot 23
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.12: Experimental data during the ignition from event shot 23
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(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.13: Experimental data from shot 24
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.14: Experimental data from shot 25
217
(a) Temperature (b) Total pressure (c) Partial pressure of the fuel
Figure I.15: Experimental data from shot 26
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(a) Total pressure (b) Partial pressure of the fuel
Figure I.16: Experimental data from shot 37
(a) Total pressure (b) Partial pressure of the fuel
Figure I.17: Experimental data from shot 40
(a) Total pressure (b) Partial pressure of the fuel
Figure I.18: Experimental data during the ignition event from shot 40
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I.2 Hot Surface Ignition
This section includes the conditions for all hot surface experiments performed and also the reference
spark ignition tests. In the cases where the vertical propagation velocity, VF Top, is indicated as
“not available”, but the flame propagation velocity on the sides, VF Left & Right, are given, the top
of the flame was not visible in the schlieren image. The accuracy of the pressure transducer used
in filling the vessel was 0.1 Torr (0.01 kPa) and thus the composition is given to an accuracy of 2
decimal places. Temperature and pressure traces as well as schlieren images have been included for
selected experiments.
Figure I.19: The hot surface ignition vessel experimental setup.
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Table I.2: Hot surface experiments with n-hexane using the Bosch glow plug in a 2 liter vessel
Shot Date Pn-hexane PN2 PO2 Ptotal φ
Peak Ignition VF VF VF Note
Pressure Temperature Left Right Top
[kPa] [kPa] [kPa] [kPa] [kPa] [K] [m/s] [m/s] [m/s]
6 3/24/10 3.75 77.09 20.49 101.32 1.74 N/A N/A 1.36 1.40 3.67
7 3/24/10 2.20 78.30 20.82 101.32 1.00 721.20 N/A 1.92 2.00 3.41
8 3/30/10 3.75 77.07 20.50 101.32 1.74 755.70 N/A 1.03 1.02 3.20
9 3/30/10 3.75 77.09 20.49 101.32 1.74 786.70 N/A 1.19 1.26 3.46
10 4/9/10 3.75 77.09 20.49 101.32 1.74 794.81 1030 1.45 1.43 3.70
11 4/9/10 3.69 77.41 20.22 101.32 1.73 804.03 1058 N/A N/A N/A
12 4/21/10 3.69 77.13 20.50 101.32 1.71 795.00 930 N/A N/A N/A
13 5/12/10 6.32 75.05 19.97 101.34 3.01 - - - - - NoGo
14 5/12/10 5.31 75.86 20.16 101.32 2.50 381.91 N/A N/A N/A N/A f = 9.19 Hz
15 5/12/10 5.80 75.46 20.06 101.32 2.75 212.91 925 0.28 0.31 1.54 f = 9.84 Hz
16 5/13/10 6.31 75.06 19.96 101.32 3.00 N/A N/A N/A N/A N/A
17 5/13/10 6.31 75.05 19.96 101.31 3.00 173.00 922 0.11 0.13 1.24 f = 12.63 Hz
18 5/13/10 1.65 78.73 20.93 101.31 0.75 N/A N/A N/A N/A N/A
20 6/29/10 4.80 76.26 20.26 101.32 2.25 491.86 911 0.39 0.39 1.99 f = 8.40 Hz
21 6/30/10 5.12 75.99 20.21 101.32 2.41 406.30 911 0.39 0.38 1.91
24 7/9/10 2.61 77.98 20.73 101.32 1.20 802.20 939 2.89 3.26 5.43
25 7/12/10 1.65 78.73 20.93 101.31 0.75 648.00 917 1.15 1.17 2.41
26 7/12/10 1.76 78.66 20.90 101.32 0.80 657.00 912 1.28 1.34 2.60
27 7/12/10 1.96 78.47 20.88 101.31 0.89 N/A 910 2.20 2.18 3.85
28 7/12/10 1.33 79.03 20.98 101.35 0.60 460.10 1452 0.33 0.35 N/A
29 7/12/10 2.83 77.82 20.66 101.31 1.30 795.90 893 2.86 2.93 5.50
30 7/13/10 1.33 77.78 21.00 101.31 0.60 479.30 1407 0.26 0.28 N/A
31 7/13/10 3.04 77.65 20.64 101.32 1.40 803.30 891 2.47 2.48 5.16
32 7/13/10 3.25 77.46 20.61 101.32 1.50 803.30 890 1.92 1.95 4.57
33 7/13/10 4.08 76.87 20.42 101.38 1.90 643.20 919 0.69 0.69 2.64
34 7/13/10 4.29 76.67 20.36 101.32 2.00 506.30 929 0.53 0.52 2.31
35 7/14/10 1.21 79.07 21.02 101.32 0.55 - - - - - NoGo
Notes: N/A - not available, NoGo - no ignition with the glow plug reaching 1515 K
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Table I.3: Hot surface experiments with n-hexane using the Bosch glow plug in a 2 liter vessel (continued)
Shot Date Pn-hexane PN2 PO2 Ptotal φ
Peak Ignition VF VF VF Note
Pressure Temperature Left Right Top
[kPa] [kPa] [kPa] [kPa] [kPa] [K] [m/s] [m/s] [m/s]
36 7/14/10 1.45 78.93 20.94 101.32 0.66 579.31 1216 0.52 0.55 N/A
37 7/14/10 1.55 78.83 20.94 101.32 0.70 600.35 1170 0.65 0.66 N/A
38 7/14/10 2.19 78.34 20.80 101.30 1.00 748.31 894 2.46 2.58 4.54
39 7/15/10 3.67 77.14 20.49 101.32 1.70 - - - - - No Trigger
40 7/15/10 3.63 77.15 20.53 101.31 1.68 768.24 940 1.21 1.24 3.60
41 7/15/10 5.31 75.86 20.16 101.32 2.50 201.47 975 0.22 0.20 1.54 f = 10.64 Hz
42 7/15/10 6.31 75.05 19.94 101.30 3.00 160.51 900 0.14 0.14 1.30 f = 12.20 Hz
43 7/20/10 3.03 50.29 13.37 66.69 2.15 252.76 940 0.40 0.38 1.71 f = 6.67 Hz
44 7/20/10 3.49 49.90 13.27 66.66 2.50 123.24 985 0.24 0.21 1.46 f = 10.87 Hz
45 7/20/10 5.31 75.85 20.16 101.31 2.50 180.07 926 0.17 0.16 1.44 f = 11.11 Hz
46 7/20/10 4.60 76.45 20.30 101.35 2.15 435.78 922 0.43 0.42 2.05 f = 7.30 Hz
47 7/20/10 1.21 20.08 5.36 26.65 2.15 122.65 1091 0.79 0.76 2.08
48 7/20/10 1.41 19.97 5.28 26.66 2.54 N/A N/A 0.32 N/A 1.47 f = 7.69 Hz
49 7/21/10 1.40 19.94 5.32 26.66 2.50 57.12 1102 0.29 0.29 1.39 f = 7.87 Hz
50 7/21/10 2.09 29.93 7.97 40.00 2.49 83.02 1049 0.31 0.27 1.44 f = 9.71 Hz
51 7/21/10 1.81 30.17 8.03 40.01 2.15 147.97 1034 0.64 0.60 2.07
Notes: N/A - not available, NoGo - no ignition with the glow plug reaching 1515 K
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Table I.4: Hot surface experiments with n-hexane using the Autolite glow plug in a 2 liter vessel
Shot Date Pn-hexane PN2 PO2 Ptotal φ
Peak Ignition VF VF VF Note
Pressure Temperature Left Right Top
[kPa] [kPa] [kPa] [kPa] [kPa] [K] [m/s] [m/s] [m/s]
52 8/16/10 3.71 76.91 20.68 101.30 1.70 N/A N/A 1.06 1.00 3.53
53 8/16/10 3.69 77.37 20.49 101.55 1.71 679.68 N/A N/A N/A N/A
54 8/27/10 6.23 74.81 20.17 101.20 2.93 128.00 N/A T/C array trips instabilities f = 12.06 Hz
55 10/13/10 3.24 77.46 20.61 101.31 1.49 668.61 N/A T/C array trips instabilities
56 10/13/10 4.80 76.23 20.33 101.36 2.24 376.74 N/A N/A N/A N/A
57 10/13/10 4.79 76.26 20.26 101.31 2.24 366.41 N/A T/C array trips instabilities
58 10/13/10 5.31 75.83 20.18 101.32 2.50 209.22 N/A T/C array trips instabilities f = 9.48 Hz
59 10/20/10 6.19 75.07 20.22 101.48 2.91 N/A N/A N/A N/A N/A
60 10/20/10 6.31 75.06 19.96 101.32 3.00 N/A N/A T/C array trips instabilities f = 12.66 Hz
61 10/20/10 2.19 78.31 20.82 101.32 1.00 667.51 N/A N/A N/A N/A
62 10/20/10 1.33 78.97 21.02 101.32 0.60 - - - - - NoGo
63 10/21/10 1.65 78.74 20.93 101.32 0.75 N/A N/A N/A N/A N/A
64 10/21/10 1.55 78.83 20.94 101.32 0.70 523.97 N/A N/A N/A N/A
95 2/15/11 6.28 75.07 19.97 101.32 2.99 142.06 1146 direct imaging f = 13.39 Hz
96 2/15/11 6.31 75.07 19.94 101.32 3.00 139.48 1200 direct imaging f = 14.35 Hz
99 2/23/11 6.31 75.06 19.96 101.32 3.00 135.79 1300 N/A N/A N/A No Video
100 2/24/11 6.29 75.03 20.00 101.32 2.99 142.80 1162 direct imaging w/ CH∗ filter † f = 13.12 Hz
101 2/24/11 6.31 75.06 19.96 101.32 3.00 141.32 1070 direct imaging w/ CH∗ filter † f = 12.97 Hz
102 2/24/11 6.29 75.07 19.96 101.32 3.00 140.95 1068 direct imaging w/ CH∗ filter ? f = 12.88 Hz
103 3/3/11 6.31 75.06 19.94 101.31 3.00 142.06 1362 direct imaging w/ CH∗ filter ?
104 3/3/11 6.31 75.05 19.96 101.31 3.00 140.95 1417 direct imaging w/ CH∗ filter ? f = 13.02 Hz
113 4/5/11 6.32 75.02 19.98 101.32 3.00 132.84 N/A direct imaging w/ PI-MAX 3 ICCD No Images
114 4/5/11 6.32 75.06 19.94 101.32 3.01 137.63 N/A direct imaging w/ PI-MAX 3 ICCD fps too low
118 5/3/11 4.91 76.15 20.26 101.32 2.30 208.11 881.5 direct imaging w/ CH∗ filter ‡ f = 8.16 Hz
119 5/3/11 5.23 75.91 20.18 101.32 2.46 225.82 897.5 direct imaging w/ CH∗ filter ‡ f = 8.33 Hz
Notes: N/A - not available, NoGo - no ignition with the glow plug reaching 1453 K, fps - frames per second
† Newport Filter 20BPF70-450 (Bandpass Filter, 50.8 × 50.8 mm, 450±10 nm Center, 70±30 nm FWHM)
? Newport Filter 20BPF70-450 (see above) & MellesGriot SPF-500 (Short Pass Filter, Transmittance > 75% 430-500 nm)
‡ Edmund Optics Filter 43-160 (430 nm Center Wave Length, 10 nm Bandwidth, 50.8 × 50.8 mm)
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Table I.5: Hot surface experiments with n-heptane using the Autolite glow plug in a 2 liter vessel
Shot Date Pn-heptane PN2 PO2 Ptotal φ
Peak Ignition VF VF VF Note
Pressure Temperature Left Right Top
[kPa] [kPa] [kPa] [kPa] [kPa] [K] [m/s] [m/s] [m/s]
65 10/21/10 1.89 78.55 20.88 101.32 1.00 658.28 N/A 2.36 2.46 4.30
66 10/21/10 3.73 77.10 20.40 101.23 2.01 685.22 N/A 1.46 1.37 4.74
67 10/26/10 1.19 79.10 21.04 101.32 0.62 - - - - - NoGo
68 10/26/10 4.40 76.39 20.53 101.32 2.36 448.69 N/A T/C array trips instabilities
69 10/26/10 5.35 76.81 20.18 102.34 2.91 395.19 N/A T/C array trips instabilities f = 10.72 Hz
70 10/28/10 3.54 76.59 21.18 101.32 1.84 396.74 N/A T/C array trips instabilities Filling Error†
Notes: N/A - not available, NoGo - no ignition with the glow plug reaching 1453 K
† The mixture was filled using the Endevco gage, which is much less accurate.The final pressure before ignition was 603 Torr due to a
leak through the vacuum valve.
Table I.6: Spark ignition experiments of n-hexane air mixtures in a 22 liter vessel
Shot Date Pn-hexane PN2 PO2 Ptotal φ
VF VF VF Gap C V Energy Note
Left Right Top Width
[kPa] [kPa] [kPa] [kPa] [m/s] [m/s] [m/s] [mm] [µC] [V] [J]
71 1/14/11 6.29 75.08 19.95 101.32 3.00 - - - 4 5 300 0.225 No Ignition After 3 Sparks
72 1/14/11 5.31 75.85 20.16 101.32 2.50 - - - 4 5 300 0.225 No Ignition After 3 Sparks
73 1/14/11 2.19 78.52 20.87 101.58 1.00 2.81 2.83 N/A 4 5 300 0.225
74 1/18/11 6.30 75.07 19.95 101.32 3.00 - - - 6 5 300 0.225 No Ignition After 3 Sparks
75 1/18/11 5.31 76.05 20.16 101.53 2.50 - - - 6 5 300 0.225 No Ignition After 3 Sparks
76 1/20/11 4.28 76.67 20.39 101.33 1.99 0.40 0.46 0.63 6 5 300 0.225
77 1/20/11 5.31 75.85 20.16 101.32 2.50 N/A N/A N/A 6 5 300 0.225 No Video Available
78 1/24/11 6.25 75.12 19.96 101.33 2.98 - - - 2.4-9.5 10 300 0.450 No Ignition After 3 Sparks
79 1/24/11 6.28 75.09 19.96 101.33 2.99 - - - 2.4-9.5 10 300 0.450 No Ignition After 4 Sparks
Notes: N/A - not available, energy of the spark is based on the stored energy E = 12CV
2
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Table I.7: Hot surface experiments with n-hexane using the Autolite glow plug in a 22 liter vessel
Shot Date Pn-hexane PN2 PO2 Ptotal φ
Peak Ignition VF VF VF Note
Pressure Temperature Left Right Top
[kPa] [kPa] [kPa] [kPa] [kPa] [K] [m/s] [m/s] [m/s]
80 1/31/11 6.30 75.07 19.96 101.33 3.00 124.88 N/A 0.07 0.04 0.72 f = 14.93 Hz
81 2/1/11 6.30 75.06 19.96 101.32 3.00 128.14 1123 0.04 0.06 0.75 f = 14.39 Hz
82 2/1/11 6.30 75.07 19.95 101.32 3.00 - - - - - NoGo at 1453 K
83 2/1/11 6.30 75.08 19.95 101.33 3.00 - - - - - NoGo at 1453 K
105 3/3/11 5.30 75.08 19.95 100.33 2.52 - - - - - NoGo
106 3/3/11 4.59 76.42 20.32 101.32 2.15 - - - - - NoGo
107 3/3/11 5.26 75.90 20.16 101.32 2.48 - - - - - NoGo
108 3/3/11 4.60 76.42 20.29 101.30 2.15 - - - - - NoGo
109 3/29/11 2.19 78.02 20.82 101.03 1.00 - - - - - NoGo
110 3/29/11 2.61 77.97 20.74 101.32 1.20 861.67 N/A N/A N/A N/A GP Upside Down
111 3/31/11 6.29 75.06 19.97 101.32 2.99 - - - - - NoGo
112 3/31/11 6.27 75.05 20.00 101.32 2.98 129.68 N/A 0.20 0.03 1.39 f = 14.53 Hz, GP at 24.5◦ angle
Notes: N/A - not available, NoGo - no ignition
Table I.8: Hot surface experiments with n-hexane using varying hot surfaces in a 2 liter vessel
Shot Date Pn-hexane PN2 PO2 Ptotal φ
Peak Ignition VF VF VF Note Area
Pressure Temp. Left Right Top
[kPa] [kPa] [kPa] [kPa] [kPa] [K] [m/s] [m/s] [m/s] [m2]
84 2/2/11 6.31 75.06 19.96 101.32 3.00 - - - - - NoGo, Brass Foil 2.4×10−5
85 2/3/11 6.31 75.06 19.96 101.32 3.00 123.98 982 0.13 0.11 0.92 Copper Foil
86 2/3/11 6.31 75.09 19.93 101.32 3.01 135.05 980 0.04 0.11 0.78 f = 20.42 Hz, Nickel Foil 2.4×10−5
87 2/3/11 6.31 75.09 19.94 101.34 3.00 138.37 N/A 0.13 0.12 0.75 f = 14.45 Hz, Nickel Wire 2.4×10−6
Notes: N/A - not available, NoGo - no ignition
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Table I.9: Hot surface experiments with hydrogen using the Autolite glow plug in a 2 liter vessel
Shot Date PH2 PN2 PO2 Ptotal φ
Peak Ignition VF VF VF Note
Pressure Temperature Left Right Top
[kPa] [kPa] [kPa] [kPa] [kPa] [K] [m/s] [m/s] [m/s]
88 2/8/11 7.60 34.02 9.04 50.66 0.42 N/A N/A N/A N/A N/A
89 2/8/11 7.09 74.43 19.80 101.32 0.18 - - - - - NoGo
90 2/10/11 7.09 74.45 19.78 101.32 0.18 111.4 840 0.12 0.13 1.18 f = 10.53 Hz
91 2/10/11 8.11 74.17 19.69 101.96 0.21 125.8 808 0.17 0.14 1.41 f = 8.89 Hz
92 2/10/11 5.07 76.05 20.21 101.32 0.13 indiscernible 910 0.07 0.05 0.78
93 2/10/11 72.95 22.40 5.97 101.32 6.11 384.1 1038 3.00 2.70 4.84
94 2/10/11 74.97 20.82 5.53 101.32 6.77 361.2 1087 1.66 1.71 2.54
Notes: N/A - not available, NoGo - no ignition with the glow plug reaching 1453 K
Table I.10: Hot surface experiments with hydrogen-hexane-air mixtures using the Autolite glow plug in a 2 liter vessel
Shot Date Pn-hexane PH2 PN2 PO2 Ptotal
Peak Ignition VF VF VF Note
Pressure Temperature Left Right Top
[kPa] [kPa] [kPa] [kPa] [kPa] [kPa] [K] [m/s] [m/s] [m/s]
97 2/15/11 1.47 5.07 74.89 19.90 101.32 649.80 999 1.58 1.44 3.79
98 2/15/11 5.99 5.07 71.31 18.96 101.32 139.50 1001 0.17 0.12 1.15 f = 13.83 Hz
115 4/6/11 1.28 3.05 76.65 20.36 101.34 594.44 935 1.17 1.15 3.68
116 4/7/11 1.47 3.17 76.31 20.32 101.27 650.90 876.8 2.24 1.90 5.38
117 4/7/11 1.39 10.15 70.93 18.88 101.34 668.61 865.9 4.89 4.67 11.84
120 5/26/11 1.09 1.01 78.35 20.82 101.28 - - - - - NoGo
121 5/26/11 1.13 2.03 77.54 20.61 101.31 483.01 1158 0.42 0.37 2.01
122 5/26/11 1.13 1.52 77.94 20.72 101.31 396.30 1180 0.29 0.22 1.60
123 5/26/11 1.07 1.53 77.98 20.73 101.31 327.66 1205 0.20 0.17 1.39 f = 17.37 Hz
Notes: N/A - not available, NoGo - no ignition with the glow plug reaching 1453 K
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Appendix J
Ignition Location
(a) T: Shot 6 (t = 0.375 ms) (b) S: Shot 7 (t = 1.375 ms) (c) T: Shot 8 (t = 0.375 ms) (d) S: Shot 9 (t = 0.2 ms)
(e) T: Shot 10 (t = 0.2 ms) (f) T: Shot 11 (t = 0.3 ms) (g) S: Shot 12 (t = 0.3 ms) (h) T: Shot 15 (t = 0.2 ms)
Figure J.1: Ignition locations observed in schlieren videos (T - top ignition, S - side ignition, P -
plume ignition, time indicated is elapsed from 1 frame before any flame is visible)
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(a) T: Shot 17 (t = 1.0 ms) (b) P: Shot 19 (t = 12.0 ms) (c) T: Shot 20 (t = 0.5 ms) (d) T: Shot 21 (t = 10.0 ms)
(e) P: Shot 23 (t = 10.0 ms) (f) S: Shot 24 (t = 0.5 ms) (g) S: Shot 25 (t = 1.5 ms) (h) S: Shot 26 (t = 2.0 ms)
(i) S: Shot 27 (t = 1.5 ms) (j) P: Shot 28 (t = 16.5 ms) (k) S: Shot 29 (t = 0.5 ms) (l) P: Shot 30 (t = 22.5 ms)
(m) S: Shot 31 (t = 0.5 ms) (n) S: Shot 32 (t = 0.5 ms) (o) T: Shot 33 (t = 0.5 ms) (p) T: Shot 34 (t = 1.0 ms)
Figure J.2: Ignition locations observed in schlieren videos continued (T - top ignition, S - side
ignition, P - plume ignition, time indicated is elapsed from 1 frame before any flame is visible)
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(a) P: Shot 36 (t = 13 ms) (b) P: Shot 37 (t = 11 ms) (c) T: Shot 38 (t = 1.0 ms) (d) T: Shot 40 (t = 0.5 ms)
(e) T: Shot 41 (t = 0.5 ms) (f) T: Shot 42 (t = 1.0 ms) (g) T: Shot 43 (t = 1.0 ms)
(h) T: Shot 44 (t = 1.0 ms) (i) T: Shot 45 (t = 2.0 ms) (j) T: Shot 46 (t = 1.0 ms)
Figure J.3: Ignition locations observed in schlieren videos continued (T - top ignition, S - side
ignition, P - plume ignition, time indicated is elapsed from 1 frame before any flame is visible)
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Appendix K
Schlieren Sequences
(a) t = 0.000 ms (b) t = 0.125 ms (c) t = 0.500 ms (d) t = 1.625 ms
(e) t = 2.750 ms (f) t = 4.000 ms (g) t = 5.125 ms (h) t = 6.250 ms
(i) t = 7.500 ms (j) t = 8.625 ms (k) t = 9.750 ms (l) t = 11.000 ms
Figure K.1: Shot 6
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(a) t = 0.000 ms (b) t = 1.500 ms (c) t = 2.750 ms (d) t = 4.000 ms
(e) t = 5.250 ms (f) t = 6.500 ms (g) t = 7.750 ms (h) t = 9.000 ms
(i) t = 10.250 ms (j) t = 11.500 ms (k) t = 12.750 ms (l) t = 14.000 ms
(m) t = 17.500 ms (n) t = 35.250 ms (o) t = 53.125 ms (p) t = 70.875 ms
Figure K.2: Shot 7
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(a) t = 0.000 ms (b) t = 1.500 ms (c) t = 2.750 ms (d) t = 4.125 ms
(e) t = 5.500 ms (f) t = 6.875 ms (g) t = 8.250 ms (h) t = 9.500 ms
(i) t = 10.875 ms (j) t = 12.250 ms (k) t = 13.625 ms (l) t = 15.000 ms
(m) t = 62.500 ms (n) t = 68.750 ms (o) t = 72.500 ms (p) t = 81.250 ms
Figure K.3: Shot 8
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(a) t = 0.000 ms (b) t = 1.500 ms (c) t = 2.400 ms (d) t = 3.400 ms
(e) t = 4.300 ms (f) t = 5.300 ms (g) t = 6.200 ms (h) t = 7.200 ms
(i) t = 8.100 ms (j) t = 9.100 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 15.000 ms (n) t = 50.000 ms (o) t = 55.000 ms (p) t = 60.000 ms
Figure K.4: Shot 9
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(a) t = 0.000 ms (b) t = 1.500 ms (c) t = 2.400 ms (d) t = 3.400 ms
(e) t = 4.300 ms (f) t = 5.300 ms (g) t = 6.200 ms (h) t = 7.200 ms
(i) t = 8.100 ms (j) t = 9.100 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 13.700 ms (n) t = 24.700 ms (o) t = 35.800 ms (p) t = 46.800 ms
Figure K.5: Shot 10
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(a) t = 0.000 ms (b) t = 1.400 ms (c) t = 13.600 ms (d) t = 25.800 ms
(e) t = 38.200 ms (f) t = 50.400 ms (g) t = 62.600 ms (h) t = 75.000 ms
(i) t = 90.000 ms (j) t = 100.600 ms (k) t = 111.400 ms (l) t = 122.000 ms
(m) t = 132.800 ms (n) t = 143.400 ms (o) t = 154.200 ms (p) t = 165.000 ms
Figure K.6: Shot 15
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 15.000 ms (d) t = 30.000 ms
(e) t = 45.000 ms (f) t = 60.000 ms (g) t = 75.000 ms (h) t = 90.000 ms
(i) t = 108.000 ms (j) t = 120.000 ms (k) t = 133.000 ms (l) t = 146.000 ms
(m) t = 159.000 ms (n) t = 172.000 ms (o) t = 185.000 ms (p) t = 198.000 ms
Figure K.7: Shot 17
238
Figure K.8: Shot 17 montage (∆t = 5 ms between images)
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(a) t = 0.000 ms (b) t = 1.500 ms (c) t = 14.500 ms (d) t = 27.500 ms
(e) t = 40.500 ms (f) t = 53.500 ms (g) t = 66.500 ms (h) t = 80.000 ms
(i) t = 90.000 ms (j) t = 102.500 ms (k) t = 115.500 ms (l) t = 128.500 ms
(m) t = 141.000 ms (n) t = 154.000 ms (o) t = 167.000 ms (p) t = 180.000 ms
Figure K.9: Shot 20
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(a) t = 0.000 ms (b) t = 1.500 ms (c) t = 14.500 ms (d) t = 27.500 ms
(e) t = 40.500 ms (f) t = 53.500 ms (g) t = 66.500 ms (h) t = 80.000 ms
(i) t = 88.000 ms (j) t = 100.500 ms (k) t = 113.000 ms (l) t = 125.500 ms
(m) t = 138.000 ms (n) t = 150.500 ms (o) t = 163.000 ms (p) t = 176.000 ms
Figure K.10: Shot 21
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(a) t = 0.000 ms (b) t = 6.000 ms (c) t = 7.000 ms (d) t = 8.000 ms
(e) t = 9.000 ms (f) t = 10.000 ms (g) t = 11.000 ms (h) t = 12.000 ms
(i) t = 13.000 ms (j) t = 14.000 ms (k) t = 15.000 ms (l) t = 16.000 ms
(m) t = 18.000 ms (n) t = 32.000 ms (o) t = 46.000 ms (p) t = 60.000 ms
Figure K.11: Shot 22
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(a) t = 0.000 ms (b) t = 0.500 ms (c) t = 1.000 ms (d) t = 1.500 ms
(e) t = 2.500 ms (f) t = 3.000 ms (g) t = 4.000 ms (h) t = 4.500 ms
(i) t = 5.000 ms (j) t = 6.000 ms (k) t = 6.500 ms (l) t = 7.500 ms
(m) t = 10.000 ms (n) t = 18.000 ms (o) t = 26.000 ms (p) t = 34.000 ms
Figure K.12: Shot 24
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(a) t = 0.000 ms (b) t = 1.500 ms (c) t = 3.000 ms (d) t = 4.500 ms
(e) t = 6.000 ms (f) t = 8.000 ms (g) t = 9.500 ms (h) t = 11.000 ms
(i) t = 13.000 ms (j) t = 14.500 ms (k) t = 16.000 ms (l) t = 18.000 ms
(m) t = 20.000 ms (n) t = 22.000 ms (o) t = 24.000 ms (p) t = 26.000 ms
Figure K.13: Shot 25
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(a) t = 0.000 ms (b) t = 1.500 ms (c) t = 3.000 ms (d) t = 5.000 ms
(e) t = 6.500 ms (f) t = 8.500 ms (g) t = 10.000 ms (h) t = 12.000 ms
(i) t = 13.500 ms (j) t = 15.500 ms (k) t = 17.000 ms (l) t = 19.000 ms
(m) t = 20.000 ms (n) t = 22.000 ms (o) t = 24.500 ms (p) t = 27.000 ms
Figure K.14: Shot 26
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 14.000 ms (o) t = 16.000 ms (p) t = 18.000 ms
Figure K.15: Shot 27
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 5.500 ms (d) t = 10.500 ms
(e) t = 15.500 ms (f) t = 20.500 ms (g) t = 25.500 ms (h) t = 30.000 ms
(i) t = 35.000 ms (j) t = 40.000 ms (k) t = 45.000 ms (l) t = 50.000 ms
(m) t = 57.000 ms (n) t = 67.000 ms (o) t = 77.000 ms (p) t = 87.000 ms
Figure K.16: Shot 28
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 1.500 ms (d) t = 2.000 ms
(e) t = 3.000 ms (f) t = 3.500 ms (g) t = 4.500 ms (h) t = 5.000 ms
(i) t = 6.000 ms (j) t = 6.500 ms (k) t = 7.000 ms (l) t = 8.000 ms
(m) t = 8.500 ms (n) t = 9.500 ms (o) t = 10.000 ms (p) t = 11.000 ms
Figure K.17: Shot 29
248
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 10.000 ms (d) t = 15.000 ms
(e) t = 20.000 ms (f) t = 25.000 ms (g) t = 30.000 ms (h) t = 35.000 ms
(i) t = 40.000 ms (j) t = 45.000 ms (k) t = 50.000 ms (l) t = 55.000 ms
(m) t = 60.000 ms (n) t = 65.000 ms (o) t = 70.000 ms (p) t = 75.000 ms
Figure K.18: Shot 30
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 1.500 ms (d) t = 2.500 ms
(e) t = 3.000 ms (f) t = 4.000 ms (g) t = 5.000 ms (h) t = 5.500 ms
(i) t = 6.500 ms (j) t = 7.000 ms (k) t = 8.000 ms (l) t = 9.000 ms
(m) t = 10.000 ms (n) t = 20.000 ms (o) t = 30.000 ms (p) t = 39.000 ms
Figure K.19: Shot 31
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 22.500 ms (o) t = 33.000 ms (p) t = 44.000 ms
Figure K.20: Shot 32
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.500 ms
(e) t = 4.500 ms (f) t = 6.000 ms (g) t = 7.500 ms (h) t = 8.500 ms
(i) t = 10.000 ms (j) t = 11.000 ms (k) t = 12.500 ms (l) t = 14.000 ms
(m) t = 20.000 ms (n) t = 80.000 ms (o) t = 140.000 ms (p) t = 200.000 ms
Figure K.21: Shot 33
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 3.000 ms (d) t = 5.000 ms
(e) t = 7.000 ms (f) t = 9.000 ms (g) t = 11.000 ms (h) t = 13.000 ms
(i) t = 15.000 ms (j) t = 17.000 ms (k) t = 19.000 ms (l) t = 21.000 ms
(m) t = 30.000 ms (n) t = 80.000 ms (o) t = 130.000 ms (p) t = 180.000 ms
Figure K.22: Shot 34
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 4.000 ms (d) t = 7.000 ms
(e) t = 10.000 ms (f) t = 13.000 ms (g) t = 16.000 ms (h) t = 19.000 ms
(i) t = 22.000 ms (j) t = 25.000 ms (k) t = 28.000 ms (l) t = 31.000 ms
(m) t = 34.000 ms (n) t = 37.000 ms (o) t = 40.000 ms (p) t = 43.000 ms
Figure K.23: Shot 36
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 4.000 ms (d) t = 7.000 ms
(e) t = 10.000 ms (f) t = 13.000 ms (g) t = 16.000 ms (h) t = 19.000 ms
(i) t = 22.000 ms (j) t = 25.000 ms (k) t = 28.000 ms (l) t = 31.000 ms
(m) t = 34.000 ms (n) t = 37.000 ms (o) t = 40.000 ms (p) t = 43.000 ms
Figure K.24: Shot 37
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 28.000 ms (o) t = 44.000 ms (p) t = 60.000 ms
Figure K.25: Shot 38
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 38.500 ms (o) t = 65.000 ms (p) t = 92.000 ms
Figure K.26: Shot 40
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 17.500 ms (d) t = 34.000 ms
(e) t = 50.500 ms (f) t = 67.000 ms (g) t = 83.500 ms (h) t = 100.000 ms
(i) t = 110.000 ms (j) t = 125.500 ms (k) t = 141.000 ms (l) t = 157.000 ms
(m) t = 172.500 ms (n) t = 188.500 ms (o) t = 204.000 ms (p) t = 220.000 ms
Figure K.27: Shot 41
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Figure K.28: Shot 41 montage (∆t = 2.5 ms between images)
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 12.000 ms (d) t = 24.000 ms
(e) t = 35.000 ms (f) t = 47.000 ms (g) t = 58.000 ms (h) t = 70.000 ms
(i) t = 77.000 ms (j) t = 88.000 ms (k) t = 99.000 ms (l) t = 110.000 ms
(m) t = 121.000 ms (n) t = 132.000 ms (o) t = 143.000 ms (p) t = 154.000 ms
Figure K.29: Shot 42
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Figure K.30: Shot 42 montage (∆t = 5 ms between images)
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 4.000 ms (d) t = 7.000 ms
(e) t = 10.000 ms (f) t = 13.000 ms (g) t = 16.000 ms (h) t = 19.000 ms
(i) t = 22.000 ms (j) t = 25.000 ms (k) t = 28.000 ms (l) t = 31.000 ms
(m) t = 40.000 ms (n) t = 93.000 ms (o) t = 146.000 ms (p) t = 173.000 ms
Figure K.31: Shot 43
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 14.000 ms (d) t = 27.000 ms
(e) t = 40.000 ms (f) t = 53.000 ms (g) t = 66.000 ms (h) t = 80.000 ms
(i) t = 88.000 ms (j) t = 100.000 ms (k) t = 113.000 ms (l) t = 125.000 ms
(m) t = 138.000 ms (n) t = 150.000 ms (o) t = 163.000 ms (p) t = 176.000 ms
Figure K.32: Shot 44
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Figure K.33: Shot 44 montage (∆t = 5 ms between images)
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 15.000 ms (d) t = 30.000 ms
(e) t = 45.000 ms (f) t = 60.000 ms (g) t = 75.000 ms (h) t = 90.000 ms
(i) t = 99.000 ms (j) t = 113.000 ms (k) t = 127.000 ms (l) t = 141.000 ms
(m) t = 155.000 ms (n) t = 169.000 ms (o) t = 183.000 ms (p) t = 198.000 ms
Figure K.34: Shot 45
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Figure K.35: Shot 45 montage (∆t = 5 ms between images)
266
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 4.000 ms (d) t = 7.000 ms
(e) t = 10.000 ms (f) t = 13.000 ms (g) t = 16.000 ms (h) t = 19.000 ms
(i) t = 22.000 ms (j) t = 25.000 ms (k) t = 28.000 ms (l) t = 31.000 ms
(m) t = 40.000 ms (n) t = 90.000 ms (o) t = 140.000 ms (p) t = 154.000 ms
Figure K.36: Shot 46
267
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 4.000 ms (d) t = 7.000 ms
(e) t = 10.000 ms (f) t = 13.000 ms (g) t = 16.000 ms (h) t = 19.000 ms
(i) t = 22.000 ms (j) t = 25.000 ms (k) t = 28.000 ms (l) t = 31.000 ms
(m) t = 34.000 ms (n) t = 37.000 ms (o) t = 40.000 ms (p) t = 43.000 ms
Figure K.37: Shot 47
268
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 5.000 ms (d) t = 9.000 ms
(e) t = 13.000 ms (f) t = 17.000 ms (g) t = 21.000 ms (h) t = 25.000 ms
(i) t = 29.000 ms (j) t = 33.000 ms (k) t = 37.000 ms (l) t = 41.000 ms
(m) t = 125.000 ms (n) t = 150.000 ms (o) t = 175.000 ms (p) t = 200.000 ms
Figure K.38: Shot 48
269
Figure K.39: Shot 48 montage (∆t = 5 ms between images)
270
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 5.000 ms (d) t = 9.000 ms
(e) t = 13.000 ms (f) t = 17.000 ms (g) t = 21.000 ms (h) t = 25.000 ms
(i) t = 29.000 ms (j) t = 33.000 ms (k) t = 37.000 ms (l) t = 41.000 ms
(m) t = 125.000 ms (n) t = 150.000 ms (o) t = 175.000 ms (p) t = 200.000 ms
Figure K.40: Shot 49
271
Figure K.41: Shot 49 montage (∆t = 5 ms between images)
272
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 5.000 ms (d) t = 9.000 ms
(e) t = 13.000 ms (f) t = 17.000 ms (g) t = 21.000 ms (h) t = 25.000 ms
(i) t = 29.000 ms (j) t = 33.000 ms (k) t = 37.000 ms (l) t = 41.000 ms
(m) t = 125.000 ms (n) t = 150.000 ms (o) t = 175.000 ms (p) t = 200.000 ms
Figure K.42: Shot 50
273
Figure K.43: Shot 50 montage (∆t = 5 ms between images)
274
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 3.000 ms (d) t = 5.000 ms
(e) t = 7.000 ms (f) t = 9.000 ms (g) t = 11.000 ms (h) t = 13.000 ms
(i) t = 15.000 ms (j) t = 17.000 ms (k) t = 19.000 ms (l) t = 21.000 ms
(m) t = 31.000 ms (n) t = 87.000 ms (o) t = 143.500 ms (p) t = 200.000 ms
Figure K.44: Shot 51
275
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 45.000 ms (o) t = 78.500 ms (p) t = 112.000 ms
Figure K.45: Shot 52
276
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 14.000 ms (d) t = 27.000 ms
(e) t = 41.000 ms (f) t = 54.000 ms (g) t = 67.000 ms (h) t = 81.000 ms
(i) t = 89.000 ms (j) t = 101.000 ms (k) t = 114.000 ms (l) t = 127.000 ms
(m) t = 140.000 ms (n) t = 152.000 ms (o) t = 165.000 ms (p) t = 178.000 ms
Figure K.46: Shot 54
277
Figure K.47: Shot 54 montage (∆t = 5 ms between images)
278
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 35.000 ms (o) t = 58.500 ms (p) t = 82.000 ms
Figure K.48: Shot 55
279
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 72.000 ms (o) t = 132.000 ms (p) t = 192.000 ms
Figure K.49: Shot 57
280
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 11.000 ms (d) t = 21.000 ms
(e) t = 31.000 ms (f) t = 41.000 ms (g) t = 51.000 ms (h) t = 61.000 ms
(i) t = 67.000 ms (j) t = 76.500 ms (k) t = 86.000 ms (l) t = 95.500 ms
(m) t = 105.000 ms (n) t = 115.000 ms (o) t = 124.500 ms (p) t = 134.000 ms
Figure K.50: Shot 58
281
Figure K.51: Shot 58 montage (∆t = 2.5 ms between images)
282
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 17.500 ms (d) t = 34.000 ms
(e) t = 51.000 ms (f) t = 67.500 ms (g) t = 84.000 ms (h) t = 101.000 ms
(i) t = 111.000 ms (j) t = 126.500 ms (k) t = 142.500 ms (l) t = 158.500 ms
(m) t = 174.500 ms (n) t = 190.000 ms (o) t = 206.000 ms (p) t = 222.000 ms
Figure K.52: Shot 60
283
Figure K.53: Shot 60 montage (∆t = 5 ms between images)
284
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 22.000 ms (o) t = 32.000 ms (p) t = 42.000 ms
Figure K.54: Shot 61
285
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 3.000 ms (d) t = 5.000 ms
(e) t = 7.000 ms (f) t = 9.000 ms (g) t = 11.000 ms (h) t = 13.000 ms
(i) t = 15.000 ms (j) t = 17.000 ms (k) t = 19.000 ms (l) t = 21.000 ms
(m) t = 22.000 ms (n) t = 27.000 ms (o) t = 32.000 ms (p) t = 37.000 ms
Figure K.55: Shot 64
286
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 32.000 ms (o) t = 52.000 ms (p) t = 72.000 ms
Figure K.56: Shot 65
287
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 35.000 ms (o) t = 58.500 ms (p) t = 82.000 ms
Figure K.57: Shot 66
288
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 62.000 ms (o) t = 112.000 ms (p) t = 162.000 ms
Figure K.58: Shot 68
289
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 14.000 ms (d) t = 27.500 ms
(e) t = 41.000 ms (f) t = 54.000 ms (g) t = 67.500 ms (h) t = 81.000 ms
(i) t = 89.000 ms (j) t = 101.500 ms (k) t = 114.500 ms (l) t = 127.000 ms
(m) t = 140.000 ms (n) t = 152.500 ms (o) t = 165.000 ms (p) t = 178.000 ms
Figure K.59: Shot 69
290
Figure K.60: Shot 69 montage (∆t = 5 ms between images)
291
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 25.000 ms (o) t = 38.500 ms (p) t = 52.000 ms
Figure K.61: Shot 70
292
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 3.000 ms (d) t = 5.000 ms
(e) t = 7.000 ms (f) t = 9.000 ms (g) t = 11.000 ms (h) t = 13.000 ms
(i) t = 15.000 ms (j) t = 17.000 ms (k) t = 19.000 ms (l) t = 21.000 ms
(m) t = 25.000 ms (n) t = 50.000 ms (o) t = 75.000 ms (p) t = 100.000 ms
Figure K.62: Shot 73
293
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 4.000 ms (d) t = 7.000 ms
(e) t = 10.000 ms (f) t = 13.000 ms (g) t = 16.000 ms (h) t = 19.000 ms
(i) t = 22.000 ms (j) t = 25.000 ms (k) t = 28.000 ms (l) t = 31.000 ms
(m) t = 40.000 ms (n) t = 146.500 ms (o) t = 253.000 ms (p) t = 360.000 ms
Figure K.63: Shot 76
294
Figure K.64: Shot 76 montage (∆t = 10 ms between images)
295
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 6.000 ms (d) t = 11.000 ms
(e) t = 16.000 ms (f) t = 21.000 ms (g) t = 26.000 ms (h) t = 31.000 ms
(i) t = 36.000 ms (j) t = 41.000 ms (k) t = 46.000 ms (l) t = 51.000 ms
(m) t = 60.000 ms (n) t = 90.000 ms (o) t = 120.000 ms (p) t = 150.000 ms
Figure K.65: Shot 77
296
Figure K.66: Shot 77 montage (∆t = 10 ms between images)
297
(a) t = 0.000 ms (b) t = 0.000 ms (c) t = 8.000 ms (d) t = 16.000 ms
(e) t = 24.000 ms (f) t = 32.000 ms (g) t = 40.000 ms (h) t = 48.000 ms
(i) t = 56.000 ms (j) t = 64.000 ms (k) t = 72.000 ms (l) t = 80.000 ms
(m) t = 100.000 ms (n) t = 124.000 ms (o) t = 150.000 ms (p) t = 174.000 ms
Figure K.67: Shot 80
298
Figure K.68: Shot 80 montage (∆t = 10 ms between images)
299
(a) t = 0.000 ms (b) t = 2.000 ms (c) t = 8.000 ms (d) t = 16.000 ms
(e) t = 24.000 ms (f) t = 32.000 ms (g) t = 40.000 ms (h) t = 48.000 ms
(i) t = 56.000 ms (j) t = 64.000 ms (k) t = 72.000 ms (l) t = 80.000 ms
(m) t = 100.000 ms (n) t = 124.000 ms (o) t = 150.000 ms (p) t = 174.000 ms
Figure K.69: Shot 81
300
Figure K.70: Shot 81 montage (∆t = 10 ms between images)
301
(a) t = 0.000 ms (b) t = 2.000 ms (c) t = 10.000 ms (d) t = 20.000 ms
(e) t = 28.000 ms (f) t = 38.000 ms (g) t = 46.000 ms (h) t = 56.000 ms
(i) t = 64.000 ms (j) t = 74.000 ms (k) t = 82.000 ms (l) t = 92.000 ms
(m) t = 100.000 ms (n) t = 132.000 ms (o) t = 166.000 ms (p) t = 176.000 ms
Figure K.71: Shot 85 (Note the drop of molten copper visible below the hot surface holder in the
last two frames)
302
(a) t = 0.000 ms (b) t = 2.000 ms (c) t = 10.000 ms (d) t = 18.000 ms
(e) t = 26.000 ms (f) t = 34.000 ms (g) t = 42.000 ms (h) t = 50.000 ms
(i) t = 58.000 ms (j) t = 66.000 ms (k) t = 74.000 ms (l) t = 82.000 ms
(m) t = 90.000 ms (n) t = 100.000 ms (o) t = 110.000 ms (p) t = 120.000 ms
Figure K.72: Shot 86
303
Figure K.73: Shot 86 montage (∆t = 10 ms between images)
304
(a) t = 0.000 ms (b) t = 2.000 ms (c) t = 10.000 ms (d) t = 18.000 ms
(e) t = 26.000 ms (f) t = 34.000 ms (g) t = 42.000 ms (h) t = 50.000 ms
(i) t = 58.000 ms (j) t = 66.000 ms (k) t = 74.000 ms (l) t = 82.000 ms
(m) t = 90.000 ms (n) t = 100.000 ms (o) t = 110.000 ms (p) t = 120.000 ms
Figure K.74: Shot 87
305
Figure K.75: Shot 87 montage (∆t = 10 ms between images)
306
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 4.000 ms (d) t = 7.000 ms
(e) t = 10.000 ms (f) t = 13.000 ms (g) t = 16.000 ms (h) t = 19.000 ms
(i) t = 22.000 ms (j) t = 25.000 ms (k) t = 28.000 ms (l) t = 31.000 ms
(m) t = 40.000 ms (n) t = 66.000 ms (o) t = 93.000 ms (p) t = 120.000 ms
Figure K.76: Shot 90
307
Figure K.77: Shot 90 montage (∆t = 10 ms between images)
308
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 16.000 ms (d) t = 31.000 ms
(e) t = 46.000 ms (f) t = 61.000 ms (g) t = 76.000 ms (h) t = 91.000 ms
(i) t = 100.000 ms (j) t = 114.000 ms (k) t = 128.000 ms (l) t = 143.000 ms
(m) t = 157.000 ms (n) t = 171.000 ms (o) t = 185.000 ms (p) t = 200.000 ms
Figure K.78: Shot 91
309
Figure K.79: Shot 91 montage (∆t = 10 ms between images)
310
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 6.000 ms (d) t = 11.000 ms
(e) t = 16.000 ms (f) t = 21.000 ms (g) t = 26.000 ms (h) t = 31.000 ms
(i) t = 36.000 ms (j) t = 41.000 ms (k) t = 46.000 ms (l) t = 51.000 ms
(m) t = 52.000 ms (n) t = 60.000 ms (o) t = 68.000 ms (p) t = 76.000 ms
Figure K.80: Shot 92
311
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 28.000 ms (o) t = 44.000 ms (p) t = 60.000 ms
Figure K.81: Shot 93
312
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 6.000 ms (d) t = 7.000 ms
(e) t = 8.000 ms (f) t = 9.000 ms (g) t = 10.000 ms (h) t = 11.000 ms
(i) t = 12.000 ms (j) t = 13.000 ms (k) t = 14.000 ms (l) t = 15.000 ms
(m) t = 16.000 ms (n) t = 17.000 ms (o) t = 18.000 ms (p) t = 20.000 ms
Figure K.82: Shot 94
313
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 42.000 ms (o) t = 72.000 ms (p) t = 102.000 ms
Figure K.83: Shot 97
314
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 14.000 ms (d) t = 27.000 ms
(e) t = 41.000 ms (f) t = 54.000 ms (g) t = 67.000 ms (h) t = 81.000 ms
(i) t = 89.000 ms (j) t = 101.000 ms (k) t = 114.000 ms (l) t = 127.000 ms
(m) t = 140.000 ms (n) t = 152.000 ms (o) t = 165.000 ms (p) t = 178.000 ms
Figure K.84: Shot 98
315
Figure K.85: Shot 98 montage (∆t = 10 ms between images)
316
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 10.000 ms (d) t = 15.000 ms
(e) t = 25.000 ms (f) t = 30.000 ms (g) t = 40.000 ms (h) t = 45.000 ms
(i) t = 50.000 ms (j) t = 60.000 ms (k) t = 65.000 ms (l) t = 75.000 ms
(m) t = 85.000 ms (n) t = 90.000 ms (o) t = 95.000 ms (p) t = 100.000 ms
Figure K.86: Shot 100
317
Figure K.87: Shot 100 montage (∆t = 10 ms between images)
318
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 10.000 ms (d) t = 15.000 ms
(e) t = 25.000 ms (f) t = 30.000 ms (g) t = 40.000 ms (h) t = 45.000 ms
(i) t = 50.000 ms (j) t = 60.000 ms (k) t = 65.000 ms (l) t = 75.000 ms
(m) t = 85.000 ms (n) t = 90.000 ms (o) t = 95.000 ms (p) t = 100.000 ms
Figure K.88: Shot 101
319
Figure K.89: Shot 101 montage (∆t = 10 ms between images)
320
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 10.000 ms (d) t = 15.000 ms
(e) t = 25.000 ms (f) t = 30.000 ms (g) t = 40.000 ms (h) t = 45.000 ms
(i) t = 50.000 ms (j) t = 60.000 ms (k) t = 65.000 ms (l) t = 75.000 ms
(m) t = 85.000 ms (n) t = 90.000 ms (o) t = 95.000 ms (p) t = 100.000 ms
Figure K.90: Shot 102
321
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 10.000 ms (d) t = 15.000 ms
(e) t = 25.000 ms (f) t = 30.000 ms (g) t = 40.000 ms (h) t = 45.000 ms
(i) t = 50.000 ms (j) t = 60.000 ms (k) t = 65.000 ms (l) t = 75.000 ms
(m) t = 85.000 ms (n) t = 90.000 ms (o) t = 95.000 ms (p) t = 100.000 ms
Figure K.91: Shot 103
322
Figure K.92: Shot 103 montage (∆t = 10 ms between images)
323
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 10.000 ms (d) t = 15.000 ms
(e) t = 25.000 ms (f) t = 30.000 ms (g) t = 40.000 ms (h) t = 45.000 ms
(i) t = 50.000 ms (j) t = 60.000 ms (k) t = 65.000 ms (l) t = 75.000 ms
(m) t = 85.000 ms (n) t = 90.000 ms (o) t = 95.000 ms (p) t = 100.000 ms
Figure K.93: Shot 104
324
Figure K.94: Shot 104 montage (∆t = 10 ms between images)
325
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 3.000 ms (d) t = 5.000 ms
(e) t = 7.000 ms (f) t = 9.000 ms (g) t = 11.000 ms (h) t = 13.000 ms
(i) t = 15.000 ms (j) t = 17.000 ms (k) t = 19.000 ms (l) t = 21.000 ms
(m) t = 25.000 ms (n) t = 45.000 ms (o) t = 65.000 ms (p) t = 85.000 ms
Figure K.95: Shot 110
326
Figure K.96: Shot 110 montage (∆t = 10 ms between images)
327
(a) t = 0.000 ms (b) t = 0.000 ms (c) t = 12.000 ms (d) t = 26.000 ms
(e) t = 40.000 ms (f) t = 54.000 ms (g) t = 66.000 ms (h) t = 80.000 ms
(i) t = 88.000 ms (j) t = 100.000 ms (k) t = 114.000 ms (l) t = 126.000 ms
(m) t = 140.000 ms (n) t = 152.000 ms (o) t = 164.000 ms (p) t = 178.000 ms
Figure K.97: Shot 112
328
Figure K.98: Shot 112 montage (∆t = 10 ms between images)
329
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 42.000 ms (o) t = 72.000 ms (p) t = 102.000 ms
Figure K.99: Shot 115
330
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 2.000 ms (d) t = 3.000 ms
(e) t = 4.000 ms (f) t = 5.000 ms (g) t = 6.000 ms (h) t = 7.000 ms
(i) t = 8.000 ms (j) t = 9.000 ms (k) t = 10.000 ms (l) t = 11.000 ms
(m) t = 12.000 ms (n) t = 38.500 ms (o) t = 65.250 ms (p) t = 92.000 ms
Figure K.100: Shot 116
331
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 1.500 ms (d) t = 2.000 ms
(e) t = 2.500 ms (f) t = 3.000 ms (g) t = 3.500 ms (h) t = 4.000 ms
(i) t = 4.500 ms (j) t = 5.000 ms (k) t = 5.500 ms (l) t = 6.000 ms
(m) t = 7.000 ms (n) t = 14.000 ms (o) t = 21.000 ms (p) t = 28.000 ms
Figure K.101: Shot 117
332
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 10.000 ms (d) t = 15.000 ms
(e) t = 25.000 ms (f) t = 30.000 ms (g) t = 40.000 ms (h) t = 45.000 ms
(i) t = 50.000 ms (j) t = 60.000 ms (k) t = 65.000 ms (l) t = 75.000 ms
(m) t = 85.000 ms (n) t = 90.000 ms (o) t = 95.000 ms (p) t = 100.000 ms
Figure K.102: Shot 118
333
Figure K.103: Shot 118 montage (∆t = 10 ms between images)
334
(a) t = 0.000 ms (b) t = 5.000 ms (c) t = 10.000 ms (d) t = 15.000 ms
(e) t = 25.000 ms (f) t = 30.000 ms (g) t = 40.000 ms (h) t = 45.000 ms
(i) t = 50.000 ms (j) t = 60.000 ms (k) t = 65.000 ms (l) t = 75.000 ms
(m) t = 85.000 ms (n) t = 90.000 ms (o) t = 95.000 ms (p) t = 100.000 ms
Figure K.104: Shot 119
335
Figure K.105: Shot 119 montage (∆t = 10 ms between images)
336
(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 3.000 ms (d) t = 5.000 ms
(e) t = 7.000 ms (f) t = 9.000 ms (g) t = 11.000 ms (h) t = 13.000 ms
(i) t = 15.000 ms (j) t = 17.000 ms (k) t = 19.000 ms (l) t = 21.000 ms
(m) t = 23.000 ms (n) t = 25.000 ms (o) t = 27.000 ms (p) t = 29.000 ms
Figure K.106: Shot 121
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 4.000 ms (d) t = 7.000 ms
(e) t = 10.000 ms (f) t = 13.000 ms (g) t = 16.000 ms (h) t = 19.000 ms
(i) t = 22.000 ms (j) t = 25.000 ms (k) t = 28.000 ms (l) t = 31.000 ms
(m) t = 34.000 ms (n) t = 44.000 ms (o) t = 54.000 ms (p) t = 64.000 ms
Figure K.107: Shot 122
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(a) t = 0.000 ms (b) t = 1.000 ms (c) t = 10.000 ms (d) t = 19.000 ms
(e) t = 28.000 ms (f) t = 37.000 ms (g) t = 46.000 ms (h) t = 55.000 ms
(i) t = 64.000 ms (j) t = 73.000 ms (k) t = 82.000 ms (l) t = 91.000 ms
(m) t = 100.000 ms (n) t = 150.000 ms (o) t = 200.000 ms (p) t = 250.000 ms
Figure K.108: Shot 123
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Figure K.109: Shot 123 montage (∆t = 10 ms between images)
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Appendix L
Selected Color Schlieren Images 1
Color schlieren images were taken for a number of the hot surface ignition experiments. These images
were obtained simultaneously with the high-speed gray-scale movies. Simultaneous capturing was
achieved by splitting the beam using a 5 mm cubic beam splitter about 2.5 cm before the focal
point. The color images were captured using a Nikkon D200 camera.
1All images were taken in the Explosion Dynamics Laboratory with the help of Kliulai Chow-Yee and Brian
Ventura.
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(a) (b) (c)
Figure L.1: Color schlieren images of the thermal plume only from shot 28
(a) (b) (c)
Figure L.2: Color schlieren images from shot 30
(a) (b) (c)
Figure L.3: Color schlieren images from shot 33
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(a) (b) (c)
Figure L.4: Color schlieren images from shot 34
(a) (b) (c)
Figure L.5: Color schlieren images from shot 36
(a) (b) (c)
Figure L.6: Color schlieren images from shot 41
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure L.7: Color schlieren images from shot 42
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure L.8: Color schlieren images from shot 45
346
This page intentionally left blank.
347
Appendix M
Hot Surface Temperature and
Pressure Traces
This appendix contains the temperature traces collected at the glow plug and the top of the vessel
during the experiment as well as the pressure observed. Red lines indicate time of ignition from the
schlieren video.
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.1: Experimental data from shot 7
(a) Pressure (b) Vessel temperature
Figure M.2: Experimental data from shot 8
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(a) Pressure (b) Vessel temperature
Figure M.3: Experimental data from shot 9
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.4: Experimental data from shot 10
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.5: Experimental data from shot 11
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.6: Experimental data from shot 12
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.7: Experimental data from shot 15
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.8: Experimental data from shot 17
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.9: Experimental data from shot 20
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.10: Experimental data from shot 21
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.11: Experimental data from shot 22
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.12: Experimental data from shot 23
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.13: Experimental data from shot 24
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.14: Experimental data from shot 25
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.15: Experimental data from shot 26
(a) Glow plug temperature (b) Vessel temperature
Figure M.16: Experimental data from shot 27
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.17: Experimental data from shot 28
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.18: Experimental data from shot 29
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.19: Experimental data from shot 30
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.20: Experimental data from shot 31
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.21: Experimental data from shot 32
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.22: Experimental data from shot 33
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.23: Experimental data from shot 34
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.24: Experimental data from shot 36
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.25: Experimental data from shot 37
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.26: Experimental data from shot 38
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.27: Experimental data from shot 40
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.28: Experimental data from shot 41
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.29: Experimental data from shot 42
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.30: Experimental data from shot 43
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.31: Experimental data from shot 44
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.32: Experimental data from shot 45
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.33: Experimental data from shot 46
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.34: Experimental data from shot 47
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.35: Experimental data from shot 49
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.36: Experimental data from shot 50
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.37: Experimental data from shot 51
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.38: Experimental data from shot 54
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.39: Experimental data from shot 55
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.40: Experimental data from shot 57
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.41: Experimental data from shot 58
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.42: Experimental data from shot 61
369
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.43: Experimental data from shot 64
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.44: Experimental data from shot 65
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.45: Experimental data from shot 68
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.46: Experimental data from shot 69
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.47: Experimental data from shot 70
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.48: Experimental data from shot 85
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.49: Experimental data from shot 86
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.50: Experimental data from shot 87
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.51: Experimental data from shot 90
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.52: Experimental data from shot 91
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.53: Experimental data from shot 92
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.54: Experimental data from shot 93
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.55: Experimental data from shot 94
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.56: Experimental data from shot 95
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.57: Experimental data from shot 96
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.58: Experimental data from shot 97
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.59: Experimental data from shot 98
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.60: Experimental data from shot 100
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.61: Experimental data from shot 101
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.62: Experimental data from shot 102
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.63: Experimental data from shot 103
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.64: Experimental data from shot 104
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.65: Experimental data from shot 115
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.66: Experimental data from shot 116
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.67: Experimental data from shot 117
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.68: Experimental data from shot 118
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.69: Experimental data from shot 119
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.70: Experimental data from shot 121
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(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.71: Experimental data from shot 122
(a) Pressure (b) Glow plug temperature (c) Vessel temperature
Figure M.72: Experimental data from shot 123
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