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Network Motif Detection: Algorithms, Parallel and Cloud Computing,
and Related Tools
Wooyoung Kim , Martin Diko, and Keith Rawson
Abstract: Network motif is defined as a frequent and unique subgraph pattern in a network, and the search
involves counting all the possible instances or listing all patterns, testing isomorphism known as NP-hard and
large amounts of repeated processes for statistical evaluation. Although many efficient algorithms have been
introduced, exhaustive search methods are still infeasible and feasible approximation methods are yet implausible.
Additionally, the fast and continual growth of biological networks makes the problem more challenging. As a
consequence, parallel algorithms have been developed and distributed computing has been tested in the cloud
computing environment as well. In this paper, we survey current algorithms for network motif detection and existing
software tools. Then, we show that some methods have been utilized for parallel network motif search algorithms
with static or dynamic load balancing techniques. With the advent of cloud computing services, network motif search
has been implemented with MapReduce in Hadoop Distributed File System (HDFS), and with Storm, but without
statistical testing. In this paper, we survey network motif search algorithms in general, including existing parallel
methods as well as cloud computing based search, and show the promising potentials for the cloud computing
based motif search methods.
Key words: network motif; parallel search; MapReduce; HDFS; storm

1

Introduction

In molecular biology, motif is defined as a recurring
sub-pattern that appears more frequently in a set of data,
which is supposed to have biological significance. If
the pattern is detected in a set of DNA or protein
sequences, it is a sequence motif. Structural motif
is a super-secondary structure containing common
biological functions. Unlike molecular biology, systems
biology focuses more on the interactions of molecules
rather than individual molecules. Therefore, it moves
step towards wholist approaches from reductionist, by
building biological networks to show the interactions of
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molecules[1] , and the network motif concept is naturally
generated accordingly.
Network motifs are introduced as recurrent and
statistically significant sub-patterns in the networks, not
only limited to biological networks, but also applied
to social, technological or wireless networks. Network
motif analysis seems like a feasible approach to
understand the system of biological interactions
locally, with the fast growth of biological networks
including Transcriptional Regulation Networks (TRN),
Protein-Protein Interaction (PPI) networks, and
metabolic networks. Applications of network motifs
include discovering basic functional building blocks
in TRN[2, 3] , modeling various types of networks[4, 5] ,
predicting protein interactions[6] , and detecting breastcancer related genes[7] . Network motif analysis,
however, is infeasible, especially in the biological
networks which are huge in nature, because detecting
network motif involves an NP-hard isomorphic testing
as well as statistical testing. Therefore, network
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motif detection algorithms are not limited to an
exact counting, but include various approximation
algorithms.
Sequential network motif algorithms can be
categorized into one of two approaches: networkcentric and motif-centric. The network-centric
approach is to search all the possible patterns of
subgraphs of a given size in the target network and
determine the frequency of each pattern through graph
isomorphic testing. The same process is repeated in
a number of randomly generated networks, usually
10 000 networks, and the frequency of each pattern
is statistically compared with p-value or z-score to
determine the uniqueness of the pattern. If a pattern’s
p-value is less than 0.01 or it’s z-score is larger than 2,
then it is defined as a network motif. The motif-centric
approach first lists all or some graph patterns of a
given size, to have a set of queries. Then, each query is
searched and counted in the target network. Again, this
process is repeated in a number of randomly generated
graphs and the frequency is tested with the p-value or
z-score.
Therefore, sequential algorithms have limitations
either due to the huge time complexity or uncertainty
based on approximated searches. Consequently, parallel
algorithms and cloud computing algorithms are
developed to overcome these problems. Parallel
algorithms have evolved over the years through various
distributing and scheduling strategies, and parallel
network search methods have taken advantage of these
techniques. Since current parallel algorithms are the
parallel extensions of existing sequential algorithms,
they are also categorized to network-centric and motifcentric search. For example, Schatz et al. had followed
Grochow’s motif-centric method[8] by partitioning the
target network into subnetworks or partitioning the
query set[9] . Ribeiro et al.[10] parallelized the networkcentric ESU algorithm[11] . However, these parallel
methods have achieved 32 up to 128 linear speedups,
which have significantly increased the network motif
search capabilities.
Recently, cloud computing systems have been
invented to improve the efficiency and usability while
reducing the level of customization in a given data
set. Various services and libraries have been developed
since, and among them Google’s MapReduce and the
Hadoop Distributed File System (HDFS) were the
pioneers. To take advantage of cloud computing for
network motif searching, Liu et al. developed the
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MapReduce-based Pattern Finding (MRPF) algorithm
based on the MapReduce and HDFS[12] . In addition,
Harrigan et al. utilized a Storm[13] library for
the analysis of dynamic egocentric network motifs
in social networks[14] . Because the network motifs
used in social networks do not require statistical
uniqueness, the detection is limited only to the frequent
patterns. However, the extension is quite promising,
even though the current methods are not directly
applicable to the conventional network motif search.

2

Network Motif

Network motif is a subgraph pattern occurring more
than usual in a network. Although the concept is derived
from the sequence motif, network motif detection does
not involve alignment; instead it involves statistical
testing and graph isomorphic testing, which is one of
those whose exact complexity remains unsolved. Since
isomorphic testing takes non-polynomial time and
statistical testing requires at least a thousand of
repetitions, efficient computing has been a main focus
in this study. This section introduces network motifs
and related issues with them, and reviews existing
algorithms.
2.1

Definition and variances

Introduced as a functional building block in a TRN, the
conventional network motif is defined as follows:
Definition 1 Let G D .V; E/ be a graph, k ranges
from 3 to n  jV j. A network motif m is a connected
subgraph pattern of size k in G, which appears more
frequently than usual.
In the definition, “more frequently than usual”
refers to a structural uniqueness and it is statistically
determined by the p-value as in Eq. (1) or z-score in
Eq. (2) after a number of random graphs generated.
N
1 X
p-value.m/ D
c.n/
(1)
N nD1
(
1; if fR .m/ > fG .m/I
where c.n/ D
0; otherwise.
fG .m/ avg.fR .m//
(2)
std.fR .m//
Here, N is the number of random graphs, fG .m/
and fR .m/ are the frequencies of m in a target
graph G and random graph R, respectively. The
avg.fR .m// and std.fR .m// refer to the average and
standard deviation of frequencies in random networks,
correspondingly. However, there are many factors
z-score.m/ D
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that differ when determining network motifs: the
concept of frequency, evaluation methods, and various
generalization techniques as the followings.
Frequency There are three types of frequencies
in defining “frequent subgraphs”. F1 refers to the
frequency of certain type of graphs which allows
arbitrary node and edge overlaps. F2 refers to that of
graphs where only nodes are allowed to overlap. F3
does not allow any overlaps of nodes or edges. Most
of the network motif algorithms and tools are based on
the concept of F1.
Evaluation A subset of graph patterns is
determined as a network motif based on the frequency
and the uniqueness. Frequency is usually determined by
a pre-defined threshold, and uniqueness is determined
statistically with various measures including p-value
and z-score[15] .
Random network Various random network
generation methods are introduced in Refs.
[2, 3, 16, 17]. Shen-Orr et al. introduced a method
to generate a random network by preserving the
distribution of .n 1/ node subgraphs in the original
network[16] . Milo et al. presented “switching”,
“matching or stub”, and “Go with the winners”
methods[3] . The switching method implements the
Markov Chain algorithm to switch the edges between
the nodes many times, therefore preserving the degree
distribution. The matching or stub algorithm is more
fit for the directed networks as they choose a random
pair of in and out stubs in a network and switch
them to create new edges. The “Go with the winners”
algorithm starts with multiple graphs and carries out
the stubs method, removing unfit graphs as the process
goes. Maslov’s three methods preserve connectivity
rather than the degree distribution[17] ; randomly
rewiring all edges in the network by preserving the
average connectivity; randomly rewiring edges in the
network while preserving each node’s connectivity;
rewiring edges while preserving the number of
neighbors in mutually exclusive subnetworks.
Data sets
Network motif was first
introduced as a functional building block in the
transcriptional regulation network of Saccharomyces
Cerevisiae. Hence, most early works were to search
small size, up to 5, in directed transcriptional regulatory
networks. Later, the search has extended its field to
undirected PPI networks, and Grochow and Kellis were
able to detect up to size 15 of network motifs in the
yeast PPI network[8] . Although the process itself can be
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simplified without direction in PPI, increasing the motif
size is computationally challenging as the number of
patterns increase exponentially. On the other hand,
network motifs have been studied in social networks
or wireless networks as well to understand the local
connections of a specified pattern. The various types of
data sets, whether it is directed or undirected, whether it
is a biological network or a general network, determine
each algorithm’s performance.
2.2

Algorithms and tools

Cirielo and Guerra reviewed algorithms for motif
discovery in PPI networks with two categories:
exact search algorithms and approximation
algorithms[18] . Wong et al. introduced them as
“pattern growth methods”, as they explored the
number of vertices systematically to generate all the
possible graph variations[15] . Then the algorithms
are further divided into enumerating, sampling, and
mapping methods. In this paper, we classify them
into two categories: network-centric and motif-centric
(or subgraph-centric) algorithms. Network-centric
algorithms search all the possible subgraphs in the
target network and identify the patterns to count
the occurrences. On the other hand, motif-centric
algorithms first list a set of query patterns of a given
size, then count the instances of each query in the target
network. The level of approximation is dynamically
applied according to the size of network motif; small
size of motifs, generally less than 5, can be searched
exhaustively while larger motifs should be searched
approximately.
2.2.1

Network-centric

Network-centric motif search algorithms start searches
from the target network, and then classifies them
into one of non-isomorphic graphs. The infeasible
isomorphic testing is practically implemented with a
Nauty program[19] with its stable labeling scheme. After
the frequency of each pattern is determined, some
pattern growth algorithms tend to filter out some of
the infrequent patterns with a predefined threshold, so
that the search is more efficient. Network motifs are
then determined through a statistical test which involves
generating random graphs, and computing p-value or zscore.
MFinder[20] , Mavisto[21] , FANMOD[22] , and
Kavosh[23] are available tools implementing networkcentric methods. Although the tool of NeMoFinder[24]
is unavailable, it is worth noting as it is extended
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to LaMoFinder[25] , which introduces a further
classification of motifs based on GO annotations.
MFinder MFinder is the first tool implementing
the “Exhaustive Recursive Search” (ERS) algorithm
introduced by Milo et al.[3] MFinder enumerates
all the possible subgraphs but only up to size 5
motifs. To overcome the infeasible computing with
more than 5 size of motifs, MFinder utilizes an
edge-sampling method introduced by Kashtan et
al.[20] Approximating method picks an arbitrary edge,
then extends the size of subgraph by choosing one
edge at random, and repeats until it reaches the desired
size. Because of the biased sampling problem, Kashtan
et al.[20] proposed an innovative weighing scheme for
different frequencies. MFinder supports both directed
and undirected networks of simple text file of edge
information. The frequency concept of MFinder is
F1, and motifs are determined with p-value or zscore. MFinder provides three options to generate
random networks introduced in Ref. [3]: switching
with “-ns”, stub with “-rclust” and go winner method
with “-met”. It is a command-based tool and the source
code is available at http://www.weizmann.ac.il/mcb/
UriAlon/groupNetworkMotifSW.html.
FANMOD Wernicke introduced an “Enumerate
SUbgraph” (ESU)[11] , which enumerates all the
possible subgraphs using pattern growth tree structure,
called an ESU-tree in Fig. 1. A node at each level
of ESU-tree extends the size by including one of its
neighbor nodes as the search continues. The process is
repeated recursively until a desired size of all distinct
subgraphs are searched. The subgraphs are labeled
using McKay’s Nauty[19] , and motifs are determined
based on the frequency and statistical measures.
RAND-ESU is an approximated ESU method which

Fig. 1

traverses the ESU-tree only partially. From each level
of ESU-tree, the children nodes are extended with
a probability, which is a predefined user input. That
is, ESU is a special RAND-ESU by setting all the
probability as 1. FANMOD[11] is a tool implementing
RAND-ESU and ensures that the sampling is unbiased
unlike MFinder. FANMOD is a very fast tool,
although the predefined probabilities introduce some
uncertainty. It is in particular fast as a DIRECT
method, which estimates the frequencies of pattern
by computing the concentration in the graph with
the Monte Carlo approach, is used to determine
motifs without random graph generations. DIRECT is
extremely fast compared to the conventional EXPLICIT
method which has to repeat all the process with more
than a thousand of random graphs. Figure 2 shows
FANMOD program running for size three network
motifs in a given network. The software and C-source
code are available freely at http://theinf1.informatik.
uni-jena.de/wernicke/motifs/.
Kavosh Kashani et al. introduced Kavosh that
improves the efficiency of main memory usage[23] . It
consists of four steps to determine network motifs:
enumeration, classification, random graph generation,
and identification. To search all k-size subgraphs in
the enumeration step, it picks a node n and builds an
implicit tree rooted by n with at most k-depth. All
the subgraphs of the node n are extracted based on
the “revolving door ordering” algorithm[26] , which is
considered as the fastest algorithm to generate all the
possible combinations of ordered vertices. Figure 3 and
Fig. 4 from Ref. [23] help us understand the subgraph
enumeration process. After all the subgraphs with the
node n are searched, the node n is removed from the
target network. The processes are repeated until all of

An example of ESU tree that enumerates all the subgraphs of size 3, by courtesy of Ref. [11].
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Fig. 2
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FANMOD program in a window O/S.

software tool which is freely available at http://
lbb.ut.ac.ir/Download/LBBsoft/Kavosh. Although the
program is a command-line based program, it is one
of the plugins for Cytoscape[27] , which is an open
source bioinformatics software platform for visualizing
networks and biological pathways.
2.2.2

Fig. 3

An example network used in Ref. [23].

the nodes in a network are removed.
Classification, random graph generation, and
identification steps are similar to the aforementioned
methods. Each subgraph is labeled by Nauty
and the uniqueness is determined with statistical
scores. Kavosh is implemented in a Kavosh

Motif-centric

Motif-centric or subgraph-centric algorithms first list
subgraph patterns of size k, then the frequency of
each pattern is determined by searching the instances
of each query in the target network. These can be
extensively used to find non-induced subgraphs as well
since the search starts from a given sample. Mavisto,
NeMoFinder, Grochow’s, and MODA are the examples.
Mavisto
Schrieber
and
Schwobbermeyer
developed Mavisto which implements a Flexible Pattern
Finder (FPF) algorithm to extract frequent pattern
from the input file as a Pajet-net, or a GML graph
format[21] . Unlike other algorithms, FPF applies all
three frequency concepts of F1, F2, and F3. With
F2 and F3, the algorithm exploits a downward
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Fig. 4 An example of enumeration of size 4 subgraphs from
Fig. 3 using “Revolving door ordering” algorithm[23] . (a) is
extending the (1, 1, 1) pattern, (b) is from (1, 2) pattern,
and (c) is extending (3, 1) pattern. Lastly (d) is extending the
pattern (3).

closure property stating that the frequency of patterns
decreases monotonically with the size. Unfortunately,
the property does not apply to F1 frequency. FPF
builds a pattern tree whose nodes represent different
patterns at each level, and extends to the next level by
extending one size at a time. A predefined threshold
is applied to each step so that infrequent paths are
filtered out to save redundant computing. Because
of its independent extension from each parent node,
FPF can be easily parallelized. The advantage of
FPF is its computational efficiency as it extends
only promising patterns. However, because it is not
necessarily applicable for F1 concept, it does not
have much benefits for conventional network motif
searching. The method of random network generation
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is stated as an “ensemble of method”, which is assumed
to combine the method introduced in Ref. [3]. Mavisto
is implemented in Java Web Start which is available in
http://gravisto.fim.uni-passau.de/, as shown in Fig. 5.
NeMoFinder and LaMoFinder NeMoFinder[24]
starts with a set of frequent trees of a given size
and extends edges only. It finds all the motifs of
size 3 up to a given size. Given a set of query of
frequent trees, it partitions the target network into
a set of size n graphs. For each query tree, size n
subgraphs with n 1 edges are generated, then extended
to n edges, filtered with a threshold frequency, and
then the process is repeated until all subgraphs of
up to size k are searched. NeMoFinder is later used
for LaMoFinder[25] where motifs are clustered further
with a border informative Functional Class (FC) of
GO terms as similarity measurements. Similar studies
which assign network motifs to biological meanings
can be found as biological significance[28] , as “motif
mode”[29] or “motif theme”[30] .
Grochow and Kellis’ algorithm
Grochow and
[8]
Kellis
originally introduced the term of “motifcentric”. An advantage of this algorithm lies on
the efficient enumeration process with a symmetrybreaking technique that avoids redundant isomorphic
testing, so it can find up to 15-size motifs. Mckay’s
Nauty is used as the conditions for symmetric-breaking
in the automorphism mapping. However, the motifcentric algorithm appears to have another issue since
it needs a set of query graphs to start with. Unless
the query set is determined primarily, enumerating all
the possible patterns might eventually result in many
redundant searches. Table 1 shows the number of nonisomorphic directed and undirected graphs with up
Table 1
Number of non-isomorphic subgraphs for
undirected and directed graphs with up to 10 vertices[31] .
Vertices
1
2
3
4
5
6
7
8
9
10

Number of non-isomorphic subgraphs
Undirected
Directed
1
1
1
2
2
13
6
199
21
9 364
112
1 530 843
853
880 471 142
11 117
1 792 473 955 306
261 080
13 026 161 682 466 200
11 716 571
341 247 400 399 400 000 000
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Fig. 5

Mavisto program.

to 10 vertices, and we can see that the number of
patterns increases exponentially with the size. In other
words, the motif-centric algorithm needs to enumerate
11 716 571 number of patterns in order to search size 10
network motifs, and most of them might not even exist
in the target graph at all.
MODA Omidi et al. introduced a new algorithm
MODA (network MOtif Discovery Algorithm) that
uses a hierarchical expansion tree to extract network
motifs[32] in a similar way as in Mavisto. MODA picks
a subset of query graphs to start with, which potentially
appear frequently in the target network. Each query has
minimal connectivity like a tree, and subgraphs with
one more edge are searched by only one extra mapping
function. The extension of edges is repeated until it
reaches a complete graph with k number of nodes. It
also utilizes a sampling method that samples each node
in the expansion of edges according to the linearly
proportional distribution of node and edges. MODA
uses the F1 frequency concept, and generates random
graphs by preserving the degree distribution of a
target network. MODA software and C source codes
are available in http://lbb.ut.ac.ir/Download/LBBsoft/
MODA/.
2.3
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Applications

Network motifs have been used for various biological
applications. The concept of network motif is originated
from a gene-regulatory networks of E. coli[16] , and

they are presumed to have biological functions. FeedForward Loop (FFL) and Bifan are the most common
motifs discussed in the studies[33-35] . For example,
Kittisopikul showed that FFL architectures have two
functional categories based on their on/off states
by investing all possible FFLs in gene expression
noise[36] . Bhardwaj and Lu discovered that a more
connected hub or network motif is expected to have
an increasing congeniality between their components
compared to random graphs[37] . While network motifs
are commonly analyzed for static properties, Prill et
al. analyzed the dynamic properties of network motifs
contributing to biological network organization[38] . In
the study, network motifs are categorized into
three classes based on the structural stability score:
stable motifs, moderately stable motifs, and unstable
motifs. Then, it concludes that robust dynamical
stability of network motifs determines the network’s
dynamic property. Hallinan and Wipat investigated
the correlation of network motifs and oscillatory
dynamics in a yeast transcriptional network and
a set of computational networks[39] . Experimental
results showed that network motifs are not vital to
network dynamics in context because of the tight
interconnection with other components. It suggests
that the classic motifs are not necessarily involved in
the generation of oscillatory dynamics in biological
transcriptional networks.
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Network motifs are also used for prediction. The
presence of conserved interaction of motifs helps to
predict protein-protein interaction[6] . Protein function is
also predicted using network motifs in Ref. [25]. Zhang
et al. applied 3-node network motifs to recognize breast
cancer susceptibility genes[7] . Each network motif is
ranked based on an activity score, and a number of
motifs are selected as markers, given a threshold. The
markers are the input features for a support vector
machine to predict breast-cancer related genes.
On the other hand, network motifs were used
for building a higher structure of a graph. Dobrin
introduced “motif cluster”, where the instances of FFL
and Bifan motifs are aggregated, and many of the
motif clusters are overlapped with known functional
modules[40] . Zhang et al. validated network motifs in
an enriched form, by combining five types of different
interaction networks, then detecting “motif themes”
using 3-node and 4-node network motifs[30] . Through
the work, the authors asserted that motif themes are
more appropriate to represent fundamental network
design principles. The biological relevance of a motif
theme is often much clearer than the relevance of the
underlying motifs. However, it lacks a comprehensive
analysis for all instances of motifs because only some
examples are provided and analyzed.
Network motifs were used to distinguish certain
networks as a distance measure of “relative graphlet
frequency distance”[4] , or as classifiers[5] , which
selected an artificial model similar to the PPI
networks, by being plugged into machine learning
techniques. Motif frequency is defined as “MotifScore”
in Ref. [41] to score the molecular docking, where the
motif is limited to size 5. Motif frequency profiles are
used to cluster the network into different super-families
in Ref. [42]. As the statistical significance of network
motifs is not considered in undirected networks due
to their high dependency on the size of network, the
measurements are questioned in Ref. [43].
Motifs were investigated for the evolutionary
conservation. In gene-regulatory networks of E. coli
and S. cerevisiae, the genes of different motifs are
not evolutionarily related[44] . However, network motifs
in a PPI network show significantly higher portion of
relations to the known orthologues of five eukaryotes[28]
suggesting that motifs may represent evolutionary
conserved topological units of cellular networks. Lee
et al. investigated network motifs in PPI beyond the
score of motif topology, and introduced a concept
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of “motif mode”, which has different evolutionary
constraints[29] . On the other hand, network motifs
of small size are used as an elementary unit of
organization[45] , that assess the relationship between
the transcription regulatory network and chromosomal
organization in E. Coli and in a budding yeast, yielding
significant biological insight.
Those various applications of network motifs are
somewhat limited as the discovery of motifs is
infeasible in a large network. In fact, exhaustive search
for exact counting is infeasible and approximation
search can lead to false detection. Therefore, parallel
searches for exact counting seem to be an inevitable
solution and many parallel approaches are suggested.

3
3.1

Parallel Network Motif Search
Parallel computing

Bioinformatics is the study of information about life
from a biological perspective. Various applications
have been developed in order to provide insight
into the fundamental structure and processes at the
cellular and subcellular level. These applications
are reliant on computational power to answer key
questions and guide investigations in understanding
living organisms. Parallel computing is the method
that strengthens the similarity between machine
computing and biological processes. The simultaneous
execution of multiple microprocessors that divide the
tasks would normally overwhelm a single, sequential
processor[46] . Trelles presented multiple ways to
address the lack of computer power to handle large
amounts of information, and parallelization is the most
crucial among them[46] . Although this was a new idea
at the time, it was the most promising as it allowed
multiple microprocessors to be used simultaneously.
Trelles indicated that the process of dividing and
conquering is the most common approach used in
engineering parallel software applications[46] . The basic
idea of divide and conquer is that the larger tasks are
broken into smaller tasks in order to be completed by a
number of individual processes, as shown in Fig. 6. The
benefit of this approach is that the smaller problems are
independent of each other, but individually contributing
their results to the larger problem.
Two important topics of parallel computing are
shared memory and distributed memory. A system has
shared memory when any process has direct access to
any local or remote memory in the system. The main
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Fig. 6 How parallel architectures work given single instruction in multiple data versus multiple instruction multiple data, by
courtesy of Ref. [46].

advantage of shared memory is that there is no time
penalty for the communication of the processes since
every byte of memory is accessible in the same amount
of time. The disadvantage is that it does not scale well,
and this is where distributed memory is quite effective.
One of the common applications of parallel
computing in bioinformatics is database search through
alignment. In this paper, however, we discuss how
parallel algorithms can be developed and then answer
questions that previously have been challenging in the
search for network motifs.
3.2

Parallel network motif search algorithms

Ribeiro et al. described three opportunities for
parallelism for network motif search: census, random
network, and significance parallelization[10] . Census
parallelization is a parallel computing that counts
all patterns in parallel in a single network. For this
task, the census parallelization can be conducted in
three ways. The first way is to partition the target
network so that the partitioned network can be a
work unit. Secondly, a search tree can be parallelized
with different search tree branches. The last method
is to partition the query set, where motif-centric
algorithms can be easily applied. Schatz et al. applied
the network partition and query set partition methods in
the parallel network motif search[9] . Random network
parallelization is to distribute the random networks
between the workers. This parallelization, although
it looks natural, cannot solve the computational
infeasibility if each task is yet infeasible. Therefore, in

order to make it practical, census parallelization might
be a necessary preceding process. Significance
parallelization is distributing the significance
calculation. Again, this can be done only after all the
census is computed, which makes census parallelization
a necessary proceeding step as well. Most parallel motif
search algorithms other than the algorithm in Ref. [10],
utilize census parallelization as they parallelize the
pattern-counting steps[9, 47, 48] .
Wang presented a parallel motif search algorithm
which is based on the Breadth First Search (BFS)
technique and network parallelization[47] . The
algorithm first finds neighborhood assignments
for each vertex to avoid overlapping. Therefore, a
set of neighbors is a work unit which is distributed to
each worker in a parallel environment. It uses static
load balancing method; the workload is pre-computed
based on the node degree in each vertex, and the works
are distributed statically. Once all the subgraphs are
gathered from each worker, the graph isomorphism
is checked to determine network motifs. Algorithm
1 summarizes the parallel network motif search
presented in Ref. [47]. This algorithm is tested with
the transcription regulatory network of E. coli and
S. cerevisiae and its scalability is 32.
Schatz et al. parallelized Grochow’s and Kellis’
code[8] and provided two types of parallelization: query
and network parallelization methods[9] . The query
parallelization distributes the query set: Each work unit
is a subset of the query set and each worker gets a
full copy of the target network. For balanced workload,
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Algorithm 1: MotifFinding, by courtesy of Ref. [47]
Step 1: Initialize all nodes in G to be unmarked and
unvisited:
Step 2: On master processor Pmaster , sort all nodes in G such
that 8u 2 V and w 2 V , ind.u/ < ind.w/ iff
Deg.u/ < Deg.w/ and broadcast the list to all processors in
P;
Step 3: Partition nodes to slave processors Pslave such that
working load is balanced.
Step 4: for each Pslave 2 P do
for each node u that is assigned for Pslave do
Obtain proper subnetwork consisting of neighbors of u
Search subgraphs in each subnetwork
Step 5: if subgraph counting is finished all Pslave 2 P then
Gather subgraphs set to Pmaster
Check graph isomorphism
Step 6: Return the frequency for each pattern

a naive and a first-fit schedulers are implemented. A
naive scheduler is a static load distribution and a firstfit distributes the works evenly on demand, with higher
overhead. In network parallelization, the target network
is partitioned with overlaps and each sub-network is a
work unit for each worker. Although it is useful for
larger target networks, partitioning the network and
then merging the results can yield big overhead. The
methods are tested with S. cerevisiae PPI with 1379
vertices and 2493 edges. Query parallelization scheme
obtained a linear speedup up to 64 processors on a
single network for up to motif size of 8, as shown
in Fig. 7. However, network parallelization method
obtains a linear speedup up to 8 processors with small
sub-network size only as shown in the Fig. 8.
Ribeiro et al. utilized a g-tries data structure which
has been introduced in Ref. [49] for an efficient network
motif search[48] . As one of motif-centric methods, the
algorithm with g-tries starts by constructing an efficient
tree structure that represents a given query set. A gtrie is generated by constructing a multi-way tree where
the descendants of a node share a common structure
of a parent. Algorithm 2 and Fig. 9 show the routine
of inserting a graph G in a g-trie T , starting with
a canonical adjacency matrix. With an initial root,
it recursively inserts children nodes ensuring that a
different pattern creates siblings at each level. After the
tree is generated, the algorithm counts the occurrences
of each stored pattern in the g-trie without the expensive
isomorphic testing.
The g-trie is used to parallelize motif search process

Fig. 7 The running times of two different scheduling
schemes decrease with the number of processors up to 32, by
courtesy of Ref. [9].

Fig. 8 The speedups with network parallelization, where
only small size of partitioning has promising speedups,
because of the bottleneck of network partitioning, by
courtesy of Ref. [9].

Algorithm 2: Inserting a graph G in a g-trie T, by
courtesy of Ref. [49].
Procedure insert(G; T )
M := canonicalAdjMatrix(G)
insertRecursive(M; T; 0)
Procedure insertRecursive(M; T; k)
if k < numberRows.M / then
for all children c of T do
if c:value Dfirst k C 1 values of M Œk then
insertRecursive(M; c; k C 1)
return
nc WD new g-trie node nc.value W = first k C 1
values of M Œk
T.insertChild(nc)
insertRecursive(M; nc; k C 1)

Wooyoung Kim et al.: Network Motif Detection: Algorithms, Parallel and Cloud Computing, and Related Tools

Fig. 9

479

The process of constructing g-tries given a set of query graphs with 4 nodes, by courtesy of Ref. [49].

in Ref. [48]. The work unit is a pair of (T , Vused ), where
T represents a g-trie and Vused is a set of vertices that
patch a path in the T . That is, a subset of query subgraph
patterns is distributed among the workers. Algorithm
3 simplifies the parallel algorithm by Ribeiro et al.[48]
which shows recursive processes to request unfinished
works. One of the constraints with g-tries is that the
tree is highly unbalanced, and therefore it requires
a dynamic load balancing technique where a large
overhead can be expected.
Ribeiro et al. had tested the algorithm with five
data networks: baywet, neural, netsc, yeast, and
foldoc[48] . Using dynamic load balancing in masterworker scheme with a centralized work sharing
Algorithm 3: Parallel algorithm for subgraph counting,
by courtesy of Ref. [48].
Procedure ParallelCount()
W=getInitialwork()
while NotFinished() do
recursiveProcess(W )
if receiviedWorkRequet() then
(W; W2 ) = divideWork()
sendWork(W2 )
if W D ∅ then
W = askForMoreWork()
AggregateResults();
Procedure recursiveProcess(W )
if checkMessagesThreshold() then
checkMessages()
if receivedWorkRequest() then
stop and store recursive computation
else
keep doing recursive search

schedule, the overall linear speedup was up to 128.
A more recent parallel algorithm is introduced[10, 50] ,
where the authors parallelized the ESU[11] . Especially
the work in Ref. [10] utilized all three parallelization
methods: census, random network, and significance
parallelization. There are three different work units:
EWU is a part of work in ESU that extends the search, a
single network unit, and a significance unit determining
the significance of a single subgraph. As Algorithm
4 shows, the three different units are distributed to
Algorithm 4: Processing a single work unit, by courtesy
of Ref. [10].
Require: Work Units Queue Q and motif size k
Ensure: A new updated Q and motif dictionary Dic
Procedure processWorkUnit(W)
if type(W ) = id then
for i
1:::jV .G/j do
Iextension
fu 2 N.i/ W u > ig
.id;i/
.id; fi g; Iextension ; i/
Q.pushFront(.id;i/ )
else if type(W)=.id;s/ then
.id; Vsubg ; Vext ; v/
.id;s/
if s DD k then
count[id][canonicalString(Vsubg )]++
else
while VExt ¤ ∅ do
remove random chosen w 2 VExt
0
Vnew
fu 2 Nexet .w; Vsubg / W u > vg
0
0
0
Vext
Vext
[ Vnew
0
.id;sC1/
.id; Vsubg[w ; Vext
; v/
Q.pushFront(.id;sC1/ )
else if type (W )=}g then
if isSignificant (Gg ) then
report(Gg )
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workers and each worker processes differently on a
different unit. If it is EWU, then it explores further
until it finds the target size of pattern, and with a
single network unit, it produces the EWU units. The
significance unit determines the significance of the
pattern. The parallel process is tested with six networks
such as foodweb, social, neural, netabol, protein, and
power networks. The results show that the method can
obtain up to 128 linear speedups with dynamic load
balancing.

4
4.1

Network Motif in Cloud Computing
Cloud computing

Cloud computing, which is a relatively new practice,
allows computers/users to have a shared access point
to resources and data storage[51] . The providers offer
the services with several different fundamental models:
Infrastructure as a Service (IaaS), Platform as a Service
(PaaS), and Software as a Service (SaaS).
The goals of the service include a high throughput
of data by avoiding a high number of processes that
must be executed on the user’s computer while also
streamlining data output to the client. The use of shared
resources also reduces the reliability that the service has
on the client’s computer as no additional software needs
to be installed in order to use the cloud service. Modern
companies such as Amazon, Google, and Microsoft
have begun to offer cloud services for other companies
who wish to host their own database but do not have
space or resources to do so on their own. These services
provide users with steady, fast, and powerful resources
that they can access using the internet service[51] .
The main goal of cloud computing is to offer “shared
computation and storage over long distances”. The cost
comparison for these services makes it much cheaper
in the long-term, allowing users to go longer periods of
time without having to invest in new systems for the
services. From a company standpoint, cloud services
cost about the same, whether it is running 1000 servers
for a one-hour period or one server for 1000 hours.
Cloud computing takes on an immense and
complicated task of providing many users access
to high speed data storage and processing services. Not
only does this service need to provide many users these
services simultaneously, but also to handle variable
loads of connection in order to best facilitate the
load that the servers are experiencing. Armbrust et
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al. explained that if a company finds that it needs
to increase the speed of services or storage space,
companies can easily place new hardware into the
system to accommodate for the demands[51] . These
types of features make cloud computing appealing to
businesses and other organizations that deal with large
amounts of data and demand high data processing
speeds for all users.
Bioinformatics uses the web for data servers and
many software analysis tools in nature. The advent
of fast-throughput technologies enables us to use
petabyte scales of data these days, therefore, the
bioinformatics community can manage the vast data
and overcome computational limitations[52] . Cloud
computing is an emerging technological paradigm that
enables researchers to dynamically build a dedicated
virtual cluster and can represent a valuable alternative
for large computational tools in bioinformatics.
In systems biology, the network motif search
algorithms suffer from not only the vast size of data
in the network, but also the high cost computing
that involves undetermined isomorphic testing as well
as statistical significance testing. Consequently, many
parallel algorithms have been introduced as seen in
Section 3, and in this section, we present how the cloud
computing technology can be used for network motif
search, starting with HDFS.
4.2

MapReduce and HDFS

Cloud computing involves complex algorithms and
file systems in order to provide quality services to
users. We will discuss two of the major frameworks
involved in these systems: Google’s MapReduce and
the HDFS. Successful implementation of a cloud
computing system may involve both of the frameworks
as each provides a specific service.
MapReduce was developed by Google in 2003
and has been labeled “the framework for cloud
computing”[12] . It was designed to help increase the
power and efficiency of cloud computing systems in
the form of task scheduling and balancing[53] . The
efficiency and power come from what is called batchoriented task scheduling, or grouping tasks together
and processing them as a group[54] . MapReduce was
originally designed for efficient data processing with
map and reduce functions. Map function processes a
key and value pair to generate a number of intermediate
key and value pairs, while reduce function merges all
intermediate values associated with the given key. The
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MapReduce system is built with this programming
model to boost the search engines at Google, and
more than 10 000 programs such as large-scale graph
processing and text mining algorithms have been
implemented with MapReduce.
MapReduce, as shown in Fig. 10, creates a map that
is used to quickly search an entire database for the
desired information based on the key or an index given
to each piece of data entered into the database. Keys are
generated by first dividing the data into smaller pieces,
which are then handed to workers which help generate
a key for that given piece of information. Once all of the
smaller pieces have been analyzed, the reduce function
brings in all of the pairs of key and value and combines
them in order to create a new key for the overall data set
that is being entered into the database. Figure 11 gives

Fig. 10 Illustration of Google MapReduce function and
order of operations, by courtesy of Ref. [55].
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more generic view of MRPF by dividing the input data
and tasks to sub-groups in Map phase, processing works
individually then merging into one in Reduce phase.
Algorithm 5 shows an example of map and reduce
functions on counting words in documents. MapReduce
first maps the document to an identifier so that it can
be queried by a single word. After the document has
been called into the map function, the master node,
as visualized in Fig. 10, sends the individual word to
the worker node which returns a map value for that
word. Once all of the words have been associated with a
value, the master node then combines the return values
for the final output which is sent to the user.
Furthermore, Dean and Ghemawat[53] added a fault
Algorithm 5: An example of MapReduce to count all
words in documents.
function map(String name, String document)
/* name: document name
*/
/* document: document contents
*/
for each word w in document do
emit(w,1)
function reduce(String word, Iterator partialCounts)
/* word: a word
*/
/* partialCounts: a list of
aggregated partial counts
*/
sum = 0
for each pc in partialCounts do
sum+=ParseInt(pc)
emit(word, sum)

Fig. 11 It matches with a generic view of MRPF, dividing the input files and tasks up into sub-groups, and then processing
individually. Finally the works are merged into one. Figure is obtained at http://www.broadgateconsultants.com/blog/tag/cloud/.
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tolerance aspect to the MapReduce that accommodates
for any hardware failures. This can be extremely helpful
if MapReduce is run with an improperly formatted
value for input, or if a piece of hardware fails to
give the correct output. A practical application for
MapReduce is used in data mining which requires that
the algorithm effectively handle large data sets and high
complexity problems. MapReduce has also been used
for graph manipulation because of its ability to address
insufficient memory issues and fault tolerance[12] .
While MapReduce manages the batch-oriented task
scheduling, HDFS manages the file storage and access
to a large cloud computing system. Designed to
specifically handle large amounts of files and data,
HDFS focuses on efficient searching and storage
techniques to increase usability[55] . This open-source
tool is modeled after MapReduce in the fact that it
can be run on any type of hardware and be fault
tolerant. However, HDFS is not required to be run in
conjunction with MapReduce.
HDFS offers an efficient way of storing large
amounts of data in, what is called, nodes[55] . The data
is clustered together in a map like arrangement with
different nodes being associated with others, based on
a key that is given to the data. This assists the system
when it comes to searching for a document, as it
makes it easier for the service to process the search by
going between connected nodes to find the data. One
more advantage to HDFS is the technique of “moving
computations”, meaning that when the desired data is
found, the computation is moved close to it as an effort
to reduce the amount of time needed to perform the
action.
One major disadvantage of both MapReduce and
HDFS is the complex nature and implementation of the
systems. Manipulating the data structure and program
flow into the MapReduce and HDFS might take more
time and resources. Another disadvantage is the large
amount of computational resources required, often
using a plethora of processors and hard drives to create
the large databases and facilitate the cloud computing
service. It prevents building its own system and
stimulate to load or rent the system as an outsource. In
addition, HDFS slows down the system irregularly[56] ,
particularly when users are simultaneously updating the
information in a database.
4.3

MapReduce-based pattern finding

Despite some disadvantages, MapReduce and HDFS
are still powerful and offer two advantages to the
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system: batch-oriented task scheduling and a clustered
file system. Lie et al.[12] created a version of
MapReduce that is tailored to network motif pattern
analysis, called the MapReduce-based Pattern Finding
(MRPF) algorithm.
MRPF parallelizes a pattern finding algorithm
introduced in Ref. [57]. Frequent pattern finding
algorithms have been developed within different
frameworks from network motifs as the methods focus
more on data mining in the general graph. The pattern
finding algorithms have two separate settings: graph
transaction setting and single-graph setting. In the graph
transaction setting, the input is a set of relatively small
graphs and the frequency to be found is not the number
of a specific pattern in the set, rather the number of
input graphs where the specific pattern occurs. While
the graph transaction setting does not match with the
network motif search, the single-graph setting can be
considered as one of the steps in the network motif
search as it counts the frequencies of specific patterns
occurring in a single graph. The process is similar to
one of the network-centric methods.
A sequential pattern finding algorithm, shown in
Algorithm 6, begins by enumerating all possible
patterns of size 2, then increases the size one at a
time and classifies them simultaneously. Each pattern
is expanded by one but a predetermined frequency
Algorithm 6: Sequential pattern finding algorithm, by
courtesy of Ref. [12].
Data: Dataset of Graph G, target pattern size s, minimum
support (fmin )
Result: Set P of pattern of target size
P
fall pattern of size 2g
size
2
all matches of p 2
MATCHp2
TPS
∅
while size < target size do
for each pattern p 2 P do
for each match m 2 MATCHp do
for each incident vertex v of m do
S
m0
m fvg
p0
pattern of fm0 g
S
TPS
TPS fpg
S
MATCHp0
MATCHp0 fm0 g
P
∅
for each p 2 TPS do
frequency
sizeof (MATCHp )
if frequency S
> fmin then
P
P fpg
sizeCC
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threshold filters out infrequent patterns in each step. The
process is repeated until the size of patterns is reached
to the target size.
To formulate the cloud computing technique with the
sequential frequent pattern match algorithm described
above, MRPF utilizes iterative MapReduce method and
creates a series of subgraphs that represent different
patterns. MRPF starts with size-2 graph patterns,
classifies each pattern and filters out infrequent patterns
with a given threshold, and extends the size iteratively
until target sized patterns have been searched. At the
first iteration, the MRPF algorithm has four steps as
listed below: distributed storage, neighbor vertices
finding and pattern initialization, pattern extension, and
frequency computing. The third and fourth steps are
iterated until the target size reaches.
Step 1 Distributed storage. At this stage, a set of
blocks are divided and distributed to each node. Each
data is an edge from the target network.
Step 2 Neighbor vertices finding and pattern
initialization. This is a first MapReduce pass, where
two tasks are done. One task is to create an adjacent
table for each vertex, and the other task is to provide
patterns of size 2 and their matches.
Step 3 Pattern extension. Now the size 2 patterns
are extended in this step until it reaches to the target
size. Any duplicated search will be removed at this stage
as well.
Step 4 Frequency computing. The number of
instances per each pattern is computed and the
frequency is computed at this step. Steps 3 and 4 are
in fact iterative MapReduce passes as each pattern is
extended by one per iteration at the same time the
frequency is checked.
In the distributed storage step, the network file is
easily divided into a number of same sized blocks to
be distributed on nodes of the cluster with Hadoop file
system. The advantage of the HDFS is the ability of
processing blocks of data concurrently based on the
nodes that the data is located on, thus creating a maplike environment that the data is stored in.
At Step 2, MRPF uses the divided data to find the
neighbors that are adjacent to each other using two
tasks. One task finds the neighbor, while the other finds
a match of size 2 (one edge and two vertices) to help
find matches within the pattern. This task will return
two types of keys: one key being the vertex label, the
other being the pattern key or canonical label. These
keys are returned at the end of the step, and then used
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to build an adjacent matrix, set of matches, and pattern
list.
The pattern extension step extends the size of
patterns by one at a time, and the last step computes
the frequency of each pattern in order to keep only
“promising” patterns. The filtering process at the last
step helps to reduce the time to extending in the third
step at the next iteration. Steps 3 and 4 are repeated until
the program finds and counts all the frequent patterns
in the network. Algorithms 7-9 describe Steps 2-4 in
detail.
The map and reduce processes in MapReduce
technique are used efficiently at each step. At the second
Algorithm 7: Neighbor vertices finding and pattern
initialization, by courtesy of Ref. [12].
Procedure Mapper(key, value = Edge(Vi W Vj ))
/* p is the canonical label of
Edge(Vi W Vj )
*/
P
getPattern Edge(Vi W Vj )
EmitIntermediate (<key = Vi , value = Vj >)
EmitIntermediate (<key = Vj , value = Vi >)
EmitIntermediate (<key = p, value = Edge(Vi W Vj / >)
Procedure Reduce(key, value = G(key))
/* Adj-List : adjacent vertices list
Match List : matches of the same
pattern
*/
Adj List
Match List
if key is vertex label then
for each item vi in G(key) do
Adj List fvi g
Adj List
Emit (<key, Adj List>)
else
for each item matchi in G(key)
S do
Match List Match List matchi
Emit (<key, Match List>)

Algorithm 8: Pattern extension, by courtesy of Ref. [12].
Procedure Mapper(key, value = Patterni & matchi )
Load Adj Table Load Pattern List if Patterni in
Pattern List or Pattern List is in the Starting state then
for each incident vertex of matchi do
for each combination Ci of detected edges
between the incident vertex and matchi do
S
matchi C1
matchi fCi g
Patterni C1
corresponding pattern of
matchi C1
EmitIntermediate (<key = matchiC1 , value
= PatterniC1 >)
Procedure Reduce(<key = matchi C1 , value = S(key)>)
PatterniC1
one of S(key)
Emit (<key = Patterni C1 , value = matchiC1 >)
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Algorithm 9: Frequency computing, by courtesy of
Ref. [12]
Procedure Mapper(key, value = Patterni & matchi )
/* PL: pattern label
*/
PL : the canonical label of Patterni
EmitIntermediate (<key = PL, value = ’1’>)
Procedure Reduce(<key, value = S(key)>)
Sum = 0
for each item ’1’ in S(key) do
Sum = Sum+1
/* total is the quantity of all
patterns, fmin is minimum required
frequency variable
*/
if Sum > total fmin then
Emit (<key = Patterni C1 , value = Sum>)

step, the key is assigned to each vertex as well as
each pattern of size 2, to be mapped as well as to be
reduced. The extension and frequency counting steps
use the canonical label for each pattern as a key.
Liu et al.[12] applied the MRPF in the detection of
prescription compatibility structure. In this study, the

Fig. 12

Fig. 13

structure of Monarch, Minister, Assistant, and Guide
is the tool for comparing the principle for prescriptions
and for overall efficacy of prescriptions. The goal of this
study is to find the optimal ratio of these four kinds in
Chinese herbal medicines. Generally it maps the pattern
based on the type and the connections of the node that
is being visited.
Figure 12 demonstrates various complex
relationships between the types of nodes that are
being examined. For example, there is only one
Monarch or master node in each pattern, which is
able to talk to every other type of node within the
motif. Based on these relationships, it starts with
Monarch or Minister nodes because of the relatively
large connections.
MRPF was tested on a cloud computing system
which was a blade-based system comprised of 48 nodes
equipped with Intel r XeonTM CPU 2.80 GHz and 1 GB
RAM each. As results, MRPF achieves almost linear
speedups as the number of work nodes increases as
seen in Fig. 13, although search of motif size 5 is a bit

Six motifs of size 4 and size 5, by courtesy of Ref. [12].

Algorithm performance on the cluster, by courtesy of Ref. [12].

Wooyoung Kim et al.: Network Motif Detection: Algorithms, Parallel and Cloud Computing, and Related Tools

slower than that of motif size 4. These trends suggest
that the algorithm is scalable and performs better with
an increased number of computational nodes.
MRPF can find frequent patterns, however it is
different from general network motif search as it does
not involve statistical testing. In addition, while MRPF
extends only promising patterns for each step, motif
search algorithm does not filter out any pattern until it
counts all frequencies. However, MRPF can be easily
modified for the motif search as it realizes the census
parallelization discussed in Ref. [10].
4.4

Storm-based motif search

It has been observed that network motifs have a special
social networking capability[14] . Such structure mimics
social patterns that are observed in human life and
interactions. An egocentric network, or k-neighborhood
subnetwork of a node u is defined as the subnetwork
induced by the set of nodes that have the shortest-path
distance at most k from u. A network motif profile
can be computed from each egocentric network by
counting a subset of subgraph pattern of size l. Although
the authors used network motif profile, in a strict
definition, it is only a frequency of each pattern but not
a uniqueness of the pattern.
To build a network motif profile for each egocentric
network, the authors used a distributed stream
processing system, called Storm[13] , on Amazon’s AWS
platform, to implement a dynamic algorithm[58, 59] that
maintains network motif profiles over time. Storm is
modeled after the Apache Hadoop system allowing a
batch task but bridges a cluster of machines to the
processing of streams of data.
Storm introduces an actor model to distribute the jobs
with dynamic load balancing using new terminologies
that differentiate it from HDFS: topology, sprout, and
bolt. Topologies indicate the way data is processed

Fig. 14
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through systems as data streams. Sprout means entities
that handle the insertion of data tuples into the topology,
while bolts perform computation. The spouts and bolts
are connected to form a directed graph to send signals
to each other. This topology easily breaks a large and
complex computation into simpler elements.
Figure 14 presents an overview of the Storm motif
searching process which relies on different bolts and
sprouts to search for network motifs that may exist
through social interaction of nodes within the data
set. The figure shows how Storm is broken down into
different sprouts and bolts. The system starts with the
input coming from the AWS SQS Edge Sprout that goes
through the Impact Bolt determining the egos that are
affected at each edge passed in by the Edge Sprout. The
Sequencer Bolt then takes the tuples that it has received
from the Impact Bolt and determines the sequence that
is needed for the priority queue. This parallelized nature
as described by Harrigan et al.[14] helps add to the
distributed state of the algorithm. The Ego Bolt then
reassembles the data that is emitted from the Sequencer
bolt and makes sure that the edges and nodes are aligned
according to their identifier.
Harrigan et al.[14] tested the program on two realworld data sets from the financial domain, a Bitcoin
transaction network and a peer-to-peer lending network
from the Prosper.com community. The size of data is
around 10 million edges, and the testing is divided into
two different sizes of data on two types of clusters. The
speedup is dependent on the network structure, but
the results show the horizontal scalability of Storm,
indicating that the larger the cluster size, the more
efficient the system becomes.
However, several issues are involved to directly use
this study for general network motif search. The study
does not match with the conventional network motif
search because of the lack of uniqueness concept. The

Overview of Storm pattern search model by courtesy of Ref. [14].
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scalability is not clearly comparable with other systems
with highly customized settings. In addition, the
size of motif is restricted by 3 in the study for
practical purposes, which does not demonstrate the
potential computational advantages for a larger size of
motifs. Nevertheless, it introduces another way to use
cloud computing techniques which utilize Storm instead
of MapReduce and HDFS.

5

Conclusions

Network motif is first introduced as a functional
building block in a transcriptional regulatory network
and is defined as a frequent and unique subgraph
pattern. The exact search is, in general, exponential
to the size of motif as well as the size of target
network; therefore, the size of motif has been limited
by 3 or 4, or it has been searched in a relatively
small network. Uniqueness of motif is conventionally
determined by p-value or z-score, which requires more
than 10 000 number of random networks to repeat
the processes. Consequently, the study has focused
on improving the efficient usage of computational
resources, and various approximation search algorithms
have been introduced. We presented various sequential
algorithms as well as parallel algorithms in this
paper. In addition, we showed that the emerging cloud
computing services give potentials for secure and easy
implementation of the parallel algorithms.
The sequential algorithms were classified into two
categories in this paper: network-centric and motifcentric methods. Network-centric algorithms search
all possible subgraphs in the network first, and then
determine the pattern with isomorphic testing for
counting the frequency of each pattern. MFinder,
FANMOD, and Kavosh are the existing tools to
implement the motif-centric method. On the other hand,
motif-centric algorithms first list a number of patterns
with given size as a query set, then search and count
the instances of each query in the target network. Tools
implementing motif-centric methods include Mavisto
and MODA. In general, these tools perform an exact
search for small size of motifs (up to 4 or 5) and
approximate search for large size of motifs.
Applications of network motifs include convergence
of evolution, prediction of cancer-causing genes, or new
measurements for network type detection. As the range
of applications extended, the demands for exact but
more efficient methods also increased. Consequently,
many parallel network search algorithms were
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introduced.
Parallel network motif search has three parallelism
opportunities: census,
random network,
and
significance parallelization. Census parallelization
is parallelizing the search in a single network and
most of the current methods[9, 47, 48] utilize this
parallelism. Since these parallel algorithms are
based on the existing sequential algorithms, they are
also classified to network-centric and motif-centric
methods. These methods utilize a static or dynamic
load balancing schedule, various designs of work
units, and different schemes of distribution, and have
achieved 32 to 128 linear speedups. Most recently,
Ribeiro et al.[10] has combined all the three parallelisms
by designing the work units not just within a network,
but also in random networks as well as in the statistical
testing. They presented a parallel method based on
ESU[11, 22] with dynamic load balancing scheduling and
their testing results showed up to 128 linear speedups.
Although they could realize both efficient and exact
motif searches in parallel, we noticed that these parallel
methods are more of reusing and rearranging existing
sequential algorithms, rather than inventing innovative
new algorithms. When looked into them more closely,
we could see that the speedups depend on the design
of work units, the distribution schemes of the works to
workers, and the way of communicating with workers
to balance the workload. In other words, all these tasks
are carefully customized based on data (networks), or
the system configuration, and therefore, the practical
usability is somewhat limited.
Therefore, it was easily predictable that network
motif searching can take advantage of cloud computing
services, with the advent of the new computing
paradigms. Cloud computing provides a wide range of
applications and adaptation to developers as well as to
end-users, because some existing computing platforms,
such as MapReduce and HDFS, give easy use of
distributing the jobs and communicating dynamically
with workers. However, network motif search in cloud
computing has been studied in the context of social
networks, and not in biological networks. Therefore,
instead of searching for frequent and unique patterns,
which is the conventional network motif in biological
networks, relatively frequent patterns have been
detected in the social networks.
Liu et al.[12] developed an MRPF algorithm based
on a MapReduce and HDFS system and utilized the

Wooyoung Kim et al.: Network Motif Detection: Algorithms, Parallel and Cloud Computing, and Related Tools

batch-scheduling task management in HDFS. MRPF
is applied to a prescription compatibility network,
and specific structure of nodes — Monarch, Minister,
Assistant, and Guide — is used to search. However,
MRPF uses a frequency concept without uniqueness
for network motifs. Therefore, the process excludes
random graph generation and statistical testing,
and includes pre-determined frequency threshold for
efficient filtering process. Harrigan et al.[14] also used
network motif with frequency concept only so it does
not involve statistical significance testing. It utilizes
Storm[13] which is an alternative system of HDFS,
to build a network motif profile in a social network
to perform dynamic egocentric analysis. Storm has a
unique structure topology including sprouts and bolts,
in terms of distributing data and the tasks for efficient
load balancing.
In conclusion, both MRPF and Storm cannot be
applied to the conventional network motif search
as they use network motif for frequent pattern
only. However, they show a great potential and
easy extension to develop cloud computing-based
conventional network motif search algorithms, since
the inclusion of statistical testing is just a number
of repetition. Therefore, we can expect the extended
MRPF and Storm based motif search in the near future.
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