Particle Systems arising from an anti-ferromagnetic Ising model by Chhita, Sunil
ar
X
iv
:1
00
8.
23
10
v2
  [
ma
th.
PR
]  
13
 Se
p 2
01
2
PARTICLE SYSTEMS ARISING FROM AN ANTI-FERROMAGNETIC
ISING MODEL
SUNIL CHHITA
Abstract. We study a low temperature anisotropic anti-ferromagnetic 2D Ising model
through the guise of a certain dimer model. This model has a bijection with a one-
dimensional particle system equipped with creation and annihilation. In the thermody-
namic limit, we determine the explicit phase diagrams as functions of temperature and
anisotropy. Two values of the anisotropy are of particular interest - the ‘critical’ value and
the ‘independent’ value. At independence, the particle system has the same distribution as
the two colored noisy voter model. Its limiting measure under a natural scaling window is
the Continuum Noisy Voter Model. At criticality, the distribution of particles on a given
horizontal line, is a Pfaffian point process whose kernel in the scaling window can be written
explicitly in terms of Bessel functions.
1. Introduction
1.1. History. The dimer model is a two-dimensional exactly solvable model, which can be
described in the following manner. A dimer configuration of a planar graph is a subset
of edges in which each vertex is covered exactly once by an edge. The dimer model is a
probability measure on the set of all dimer configurations of the underlying planar graph.
Weights can be applied to the edges so that specific edges have higher or lower probabilities
of being observed.
The dimer model was initially introduced in [Kas61]. [Fis66] noticed the correspondence
between the dimer model and the two-dimensional Ising Model. Since its introduction,
the dimer model has been studied extensively and a vast variety of techniques have been
developed using many areas of mathematics. Much of this work was completed by R. Kenyon
and A. Okounkov during the late 90’s and 00’s (for an excellent survey of their body of results,
see [Ken09]). The dimer model is a rather unique statistical mechanical model - not only
can the partition function be easily computed but by [Ken97] also local statistics can be
computed.
Dimer models on non-bipartite lattices are fundamentally different from dimer models on
bipartite lattices. For instance, we can define a height function if the underlying lattice is
bipartite (see [Ken00]) which leads to connections with random surfaces ([She05]). Recently,
there has been renewed interest in the study of dimer coverings on non-bipartite lattices. In
particular, [BdT10, Li12, Li11] have shown that some but not all of the machinery for the
dimer model on bipartite lattices transfers to dimer models on certain non-bipartite lattices.
In this paper, we study a one-dimensional particle system which comes from a dimer
model on a certain non-bipartite dimer model. Studying one-dimensional particle systems
using dimer models is not an uncommon idea. Indeed, [Bou07] studied non-intersecting
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lattice paths from a dimer model on the honeycomb lattice while [Mat03] studied systems of
annihilating random walks using the dimer model.
1.2. The Dimer model on the Fisher lattice. The so-called Fisher lattice is the graph
obtained from a honeycomb lattice with a triangle decoration assigned to each vertex as
depicted on the left-handside of Figure 1. This type of graph and more general graphs have
been used to study the Ising model using dimer model techniques through the so-called
Fisher correspondence which was first introduced in [Fis66].
a
bb
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zw
Figure 1: The left-handside shows the Fisher lattice. The right-handside shows the funda-
mental domain of the Fisher lattice studied in this paper, with its edge-weights, Kasteleyn
orientation and vertex labels. The edge from v1 to v6 crosses the curve γ1 and the edge from
v2 to v5 crosses the curve γ2 where γ1 and γ2 are curves on the dual of G1 with γ1 parallel
to the vector (−1, 1) and γ2 parallel to the vector (1, 1).
All vertical edges are referred to as a edges. All edges outside the triangle decoration
which are not vertical are referred to as b edges. We give weight a to the a edges, weight b
to the b edges and weight 1 to the remaining edges.
Let G denote the Fisher lattice on the plane. Define the toroidal graph Gn to be the
quotient G/nZ2 where the action nZ2 are translations by (n, 0) and (0, n) (horizontal and
vertical translations). LetM(Gn) denote the set of all dimer coverings of Gn. We can define
a probability measure µn for M ∈ M(Gn) so that the probability of M is proportional to
the product of all the edge weights; that is,
µn(M) =
aN
n
a bN
n
b
Z(Gn)
where Nna = N
n
a (M) and N
n
b = N
n
b (M) are the number of dimers covering a and b edges for
the dimer covering M and, Z(Gn) is the partition function: Z(Gn) =
∑
M∈M(Gn) a
NabNb .
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1.3. Anti-ferromagnetic Ising model and Setup. Let Λn represent the faces of the
dodecagons in Gn. Let Ω := {−1,+1}Λn and let σx ∈ {−1, 1} denote the spin at x ∈ Λn.
For σ ∈ Ω, define the Hamiltonian by
(1.1) H(σ) = −
∑
v∈Λn
∑
v∼w
Jv,w
σvσw + 1
2
where v ∼ w means that v and w are nearest neighbors and Jv,w is the interaction term
between the faces v and w. For σ ∈ Ω, define the probability measure,
νn(σ) =
e−H(σ)
Z(Λn)
where Z(Λn) is the partition function: Z(Λn) =
∑
σ∈Ω e
−H(σ). The above probability mea-
sure is called the Ising model.
The correspondence between the Ising model and dimer model can be seen in Figure 2
and is as follows. Faces sharing an edge have the same spin if there is a dimer covering the
shared edge. Otherwise, the faces have opposite spins.
Jv,w =
{
log a w ∼ v and wv is an a edge
log b w ∼ v and wv is a b edge,
where wv is the shared edge (on the Fisher lattice) between the faces w and v. As there are
two possibilities for the spin configurations for each dimer covering, we have
Lemma 1.1.
Z(Gn) = 2Z(Λn).
We choose a = x and b = ux where x < 1 and u ∈ (0, 1). As we have u < 1/x, then
Jv,w < 0 for v ∼ w. This means that adjacent sites have a high probability of having opposite
spins. This is called an anti-ferromagnetic interaction. Furthermore, Jv,w depends on the
direction of the edge between the sites v and w. This is called an anisotropic interaction.
The temperature of the Ising model is equal to 1/ log(1/x) and the anisotropy is equal to
log(1/u)/ log(1/x). For fixed values of x, the parameter u controls the anisotropy.
Finally, we describe the concept of thermodynamic limit. As previously mentioned, dimer
coverings on the Fisher lattice with weights a = x and b = ux embedded on the torus
Gn give a probability measure µn(u, x). The thermodynamic limit is the measure, µ
u,x =
limn→∞ µn(u, x), i.e. the limiting measure obtained when the system size is sent to infinity.
This measure is a Gibbs measure. This limiting measure was shown to exist for a certain
class of non-bipartite graphs in [BdT10]. Recently, [Li11, Li12] showed that this measure
exists for the dimer model on the Fisher lattice with any choice of weights which is the case
required for this paper.
1.4. The particle model. By considering the horizontal axis as space and the vertical axis
as time, the dimer model, µu,x, is in bijection the space-time diagrams of a one-dimensional
particle system called the particle model. This is a probability measure on the set of all
possible loops and rays with the same starting or finishing points on the diagonal grid.
An example of the correspondence can be seen in Figure 3. Each realization of the particle
model is obtained from a dimer covering of the Fisher lattice by collapsing the a edges and
the triangle decoration. This leaves a diagonal grid, where each dimer covering a b edge in
the dimer model can be thought of as a trajectory of a particle in the particle model. By
the structure of the underlying dimer model, particles can be created or annihilated in pairs.
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Figure 2: The correspondence between the Ising model and dimer coverings on the Fisher
lattice. The blue edges represent dimers covering b edges. The red edges are dimers covering
the decoration and a edges. The ‘+’ and ‘-’ are spins in the corresponding Ising model.
The above construction shows that the particle model is in bijection with the dimer model
of the Fisher lattice. Figure 3 gives a pedagogical example of a dimer covering of the Fisher
lattice along with the corresponding particle trajectories.
The particle model has the property that particles can be created and annihilated in pairs.
We use the terminology creations and annihilations to denote their corresponding dimer
configurations which are defined as follows: a creation is a local configuration of dimers
covering two adjacent b edges which are incident to the same inverted triangle decoration
(i.e. a decoration of the form ▽). Conversely, if two adjacent b edges are incident to the
same oppositely orientated triangle decoration (i.e. a decoration of the form △), then we
call that local configuration of dimers an annihilation. Figure 3 includes an example of a
creation and an annihilation.
1.5. Scaling Limits and Scaling Windows. The scaling limit of grid-based models is a
subtle concept and we make no attempt to define it rigorously. Informally, we can think of
the scaling limit as the limiting measure of some measure when sending the lattice spacing
to zero. For many statistical models, scaling limits are only non-trivial provided that the
model is at criticality. In this context, criticality refers to the correlation length, defined
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Figure 3: A dimer configuration with its corresponding particle model. The bottom two blue
edges represent a creation while the top two blue edges represent an annihilation.
in (1.3), being infinite. See [FFS92] for discussions regarding criticality and [Sch00] for the
underlying philosophy of scaling limits of statistical mechanical models.
The concept of the scaling window is as subtle as the concept of the scaling limit. In this
case, we do provide the probability space for the particle model under the scaling window
(see Section 2). Roughly speaking, a scaling window is the limiting measure of some measure
when sending the lattice spacing to zero while simultaneously sending a certain parameter
to zero. Contrary to the scaling limit, the scaling window preserves microscopic behavior of
the discrete model which means that the scaling window is non-trivial regardless of whether
the model is critical.
In this paper, all scaling windows are taken with respect to the parameter x. The lattice
is re-scaled after the thermodynamic limit has been taken. We will only consider scalings
which give a finite density of particles or creations in the scaling window. Finally, we use the
following terminology: for α, β > 0, the scaling window (xα, xβ) of a measure is the limiting
measure obtained when sending a box of lattice points of size (1/xα, 1/xβ) to a box in the
continuum of size (1, 1), when x→ 0.
1.6. Heuristic Description and Results. Recall that µu,x is the thermodynamic limit
measure. In this paper, we consider u ∈ (0, 1). Define uc := (−1 +
√
1 + x2)/x2, ui :=
(1−√1− x2)/x2, µu,0 = limx→0 µu,x. For x ∈ (0, 1), we have 0 < uc < 1/2 < ui < 1.
Before giving the full statement of results, we first give a heuristic description in terms of
the particle model. Provided that x > 0 and for any value of u, there is a small probability
(dependent on x) of a creation of two particles at each lattice site. Each particle performs
a random walk which can be dependent on the locations of all other alive particles at that
particular time-point. If two particles meet, they annihilate. The dynamics of each particle
depend intrinsically on the chosen values of u and x. Under µu,x, we can think of the
value of u controlling ‘the forces’ between the particles: for u < ui, there is an ‘attraction’
between particles, for u > ui, there is a ‘repulsion’ between particles and u = ui, there is
no interaction between the particles. Under µu,0, there are no creations or annihilations of
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Figure 4: The Phase Diagram in terms of u and x. The solid line represents criticality, where
the partition function is non-analytic. The dashed line represents independence.
particles. It turns out that there are no particles if u ≤ 1/2 and there are particles performing
non-intersecting walks if u > 1/2 with a density of particles dependent on the value of u.
We now give a full description of the results of this paper.
Under µu,x, Theorem 3.1, Corollary 3.2 and Corollary 1 give explicit formulas for the
expected number of b, particles and creations per fundamental domain respectively for
x ∈ (0, 1) and u ∈ (0, 1). By considering a low temperature expansion of the above results,
we find that
Theorem 1.2. Under µu,0, we have
µu,0(particle) =
{
0 if u ≤ 12
2− 2π arccos
(− 12u) if u > 12
and
µu,0(creation) = 0.
In this limit, there is a phase transition at u = 1/2. As there are no creations (or
annihilations), the particles form non-intersecting lattice paths for u > 1/2.
We can now consider the phase behavior for u < 1/2 chosen independently of x, i.e. u is
not a function of x. This leads to choosing a natural re-scaling for the scaling window of the
particle model:
Theorem 1.3. For u < 1/2 chosen independently of x, the paths of the particle model form
loops which contract to points in the scaling window (x, x). In the scaling window (x, x),
these points are given by a Poisson Point process with intensity (1− 2u2 −√1− 4u2)/2.
Under µui,x with x > 0, we find that the locations of particles in the particle model along
a horizontal line are distributed according to an i.i.d. Bernoulli distribution with probability
x/(1+x). Each trajectory of a particle is independent of the trajectories of the other particles
and along each horizontal line, creations are i.i.d. Bernoulli with probability cx2 (where c
is some constant). This leads to the noisy voter model interpretation of the particle model
which is described below.
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The (non-noisy) voter model on Z with two colors is a time dependent probability measure
with state space {R,B}Z. The update of each site is given by randomly choosing the color
of a neighboring site (see [Lig85]). The noisy voter model of two colors with noise p was
introduced in [GM95]. Each site chooses at random the color of a neighboring site with
probability 1 − p or flips its color with probability p. [FINR06] constructed the scaling
window (x, x2) of the noisy voter model with noise cx2 (c is a constant) and called it the
Continuum Noisy Voter Model (CNVM). This construction relies on using the Brownian Web
(see [FINR04]) and the dual Brownian Web. The correspondence for the particle model at
the special case when u = ui and the noisy voter model is as follows: the paths in the particle
model are shown, in Section 6, to represent the boundaries between the two colors in the
noisy voter model. It is not surprising that
Theorem 1.4. Under µui,x, the particle model has the same distribution as the color bound-
aries of the two color noisy voter model. In the scaling window (x, x2), the particle model
converges weakly to the CNVM.
We can now consider the behavior for uγ := (1−
√
1− x2γ)/(γx2) = 1/2+γx2/8+O(x4)
for γ ∈ R\{0} and u0 = 1/2. Notice that we have u−1 is equal to the critical value of u, i.e.
u−1 = uc and that u1 is equal to the independent value of u, i.e. u1 = ui. We can find the
stationary measure for particle locations at time t ∈ R in the scaling window (x, x2):
Theorem 1.5. Let u = uγ with γ ∈ R\{1}. In the scaling window (x, x2) the distribu-
tions of the particles along an arbitrary horizontal line converges weakly to a Pfaffian point
processes,Pγ0 , with kernel
M resγ (y, y) =
(
0 e(γ)
−e(γ) 0
)
for y ∈ R and for y1 ∈ R and for y2 ∈ R with y1 < y2
M resγ (y1, y2) =
( −Eγ1 (y1 − y2|) −Eγ2 (|y1 − y2|)
Eγ2 (|y1 − y2|) Eγ1 (|y1 − y2|)
)
,
where for e1(γ) = 2 +
√
2(1 − γ), e2(γ) = (2 −
√
2(1 − γ))Iγ>−1 + (−2 +
√
2(1− γ))Iγ<−1
and α > 0, we have
e(γ) =
1
πi
∫ e1(γ)
e2(γ)
2− 2γ + p2
2
√
4 + 8γ + 4γ2 − 12p2 + 4γp2 + p4
dp,
Eγ1 (α) = −
1
πi
∫ e1(γ)
e2(γ)
2pe−αp√
4 + 8γ + 4γ2 − 12p2 + 4γp2 + p4
dp
and
Eγ2 (α) = −
1
πi
∫ e1(γ)
e2(γ)
(−2− 2γ − p2)e−αp
2
√
4 + 8γ + 4γ2 − 12p2 + 4γp2 + p4
dp.
When γ > 1, we have e1(γ) = e2(γ). In the special case when γ = −1, we have e(−1) = 2/π,
E−11 (α) = BI(0, 4α) − SL(0, 4α) =
1
π
∫ π
0
e−4α sin θdθ
and
E−12 (α) = BI(0, 4α) − SL(−1, 4α) = −
1
πi
∫ π
0
eiθ−4α sin θdθ,
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Figure 5: A plot of C(0.2, γ), defined in (1.2), for g ∈ (−2, 2).
where BI(n, z) is the modified Bessel Function of the first kind of order n and SL(n, z) is
the modified Struve function of order n.
Recall that a Pfaffian point process is the analog of a determinantal point process for an
anti-symmetric matrix whose entries are given by some integral kernel with the determinant
replaced by a Pfaffian.
From Theorem 1.5, we can determine the covariance between two particles on the same
horizontal line which is given by
(1.2) C(α, γ) := Eγ1 (α)
2 − Eγ2 (α)2
for γ 6= 1, where α is the distance between two particles. For γ = 1, we have C(α, 1) = 0 for
all α ≥ 0. Figure 5 shows a plot of this function for α = 0.2. It can be shown that C(α, γ)
is positive if γ < 1, is negative if γ > 1 and is 0 if γ = 1.
As in [CCFS89], define the correlation length to be
(1.3) ξ(γ) := − lim
α→∞
α
log(|C(α, γ)|) .
This measures the rate of decay of the covariance. In Section 7, we prove the following
lemma.
Lemma 1.6.
ξ(γ) =


1
2e2(γ)
γ < −1
∞ γ = −1
1
2e2(γ)
−1 < γ < 1
0 γ = 1
1
4 γ > 1
where e2(γ) is defined in Theorem 1.5.
The discontinuity at γ = 1 is due to the definition of the correlation length not to any
explicit change in phase behavior. One further interesting consequence of the above lemma
is the following: at criticality, there is still scale invariance after the scaling window (x, x2)
has been taken.
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Finally we make the remark that for u = uγ , the creations (and annihilations) form a
dense set regardless of the value of γ in the scaling window (x, x2). This is a consequence of
µuγ ,x(# of Creations per fundamental domain) = Θ(x2)
where Θ(x2) means bounded above by Cx2 and below by cx2 for small x.
1.7. Overview of the paper. We begin by giving formulas for the dimer model on the
Fisher lattice, the particle model probability space and a inclusion-exclusion formula for
Pfaffian point processes. This is all contained in Section 2. In Section 3, we calculate exactly
the expected number of dimers covering a, b edges and creations in the thermodynamic
limit. This leads to proving Theorem 1.2. In Section 4, we focus on the behavior of the
model when u = uc and provide the proof of Theorem 1.5 when γ = −1. In Section 5,
we prove Theorem 1.3. The case when u = ui is considered in Section 6, and there, we
show the proof that the dimer model when u = ui is equal in distribution to the noisy voter
model. This leads to the convergence to the Continuum Noisy Voter Model. In Section 7,
we prove the rest of Theorem 1.5 (for γ 6= 1,−1) and also find an explicit expression for the
correlation lengths for all values of γ. We also provide an Appendix which gives more of the
details of the model as well as specific examples of the computations we have used. Finally,
we mention that some of the more technical computations have relied on using computer
algebra software.
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his valuable insight through countless hours of discussion. I’m also very thankful for the aid
of Ce´dric Boutillier who gave a lot of comments and assistance while writing this paper. I
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Jon Warren for pointing out the Brownian Web references, Zhongyang Li for comments on
this paper, Richard Arratia for sending a copy of his PhD thesis, [Arr79] and Ben Young for
some useful comments. I also very thankful for the anonymous referee whose comments and
suggestions dramatically improved this paper. The author is supported by the grant KAW
2010.0063 from the Knut and Alice Wallenberg Foundation.
2. Setup
2.1. Partition Function, Local Probabilities and Notation. Here, we explain some of
the theory of dimer models. All the results in this subsection were first proved in [BdT10]
for a certain class of dimer model on non-bipartite graphs and were extended in [Li11, Li12]
to the setting we require.
We refer to the graph G1 as the fundamental domain. Orient the edges of G1 so that the
number of counter clockwise edges per face is odd. This is called the Kasteleyn orientation.
Such an orientation is given in Figure 1 for the fundamental domain. Assume that G (the
infinite planar graph) has the periodic Kasteleyn orientation induced by G1. As G is Z
2
periodic, we can write any vertex of G as a vertex of G1 plus a translation of the fundamental
domain, where the first co-ordinate of the translation is in the direction of the vector (1, 1)
and the second co-ordinate is in the direction of the vector (−1, 1) (i.e. v + (x, y) is the
vertex v in the fundamental domain translated by (x− y, x+ y)).
Let V (G1) = {vi} be the set of vertices of G1 labeled as per Figure 1. Let γ1 (and resp.
γ2) be a path in the dual of G1, winding around the torus in the direction of the vector
(−1, 1) (and (1,1)). Write eij for the weight of the edge −−→vivj. For parameters z and w, let
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wij = z
n1wn2eij , where
n1(resp. n2) =

 1 −−→vivj crosses γ1(resp. γ2) from below0 −−→vivj does not cross γ1(resp. γ2)
−1 −−→vivj crosses γ1(resp. γ2) from above
Let K(z, w) be the 6× 6 anti-symmetric matrix given by
(K(z, w))i,j =


wij if vi ∼ vj, and vi → vj
−wij if vi ∼ vj, and vj → vi
0 otherwise
where vi ∼ vj means that vi and vj share an edge and vi → vj denotes an arrow from vi to
vj in the Kasteleyn orientation. This gives
K(z, w) =


0 −1 1 0 0 b/z
1 0 −1 0 b/w 0
−1 1 0 a 0 0
0 0 −a 0 1 −1
0 −bw 0 −1 0 1
−bz 0 0 1 −1 0


.(2.1)
where a = x and b = ux.
The relevance of the above discussion is that we can write the free energy and probabil-
ities of observing a local configuration in the thermodynamic limit as expressions involving
K(z, w). The characteristic polynomial for the fundamental domain, P (z, w), is defined to
be the determinant of K(z, w). This gives
P (z, w) = a2 + 2b2 + a2b4 + ab(1− b2)(z + 1
z
+w +
1
w
) + b2(1− a2)( z
w
+
w
z
)(2.2)
The free energy can be written in terms of the characteristic polynomial, namely
− logZ := − lim
n→∞
1
n2
logZ(Gn) = − 1
2(4π2)
∫
|z|=1
∫
|w|=1
log P (z, w)
dw
w
dz
z
(2.3)
Let E = {e1 = u1u2, . . . , em = u2m−1um} be a subset of edges, with each ui representing a
distinct vertex. The probability of observing E in thermodynamic limit is given by
(2.4) Pµ(e1, . . . , em) =
(
m∏
i=1
K(u2i, u2i+1)
)
Pf
(
(K−1(ui, uj)
)T
)1≤i,j≤2m
where T represents the transpose of a matrix and assuming v and v˜ are in the same funda-
mental domain,
K−1(v, v˜ + (x, y)) =
1
(2πi)2
∫
T2
K(z, w)−1v,v˜w
xzy
dw
w
dz
z
.
This formula is known as the local statistics formula, originally formulated for dimer models
on bipartite graphs [Ken97].
For the rest of the paper, we use the following notation. We denote vi(n,m) = vi− (n,m)
where i ∈ {1, 6}. In other words, vi(n,m) is the vertex vi in the (−n,−m) fundamental
domain. Note that vi = vi(0, 0) = vi + (0, 0). We also let
(2.5) Hu(m,n) =
1
(2πi)2
∫
T2
zmwn − (−1)m+nδuc(u)
P (z, w)
dz
z
dw
w
.
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2.2. Critical and independent values. In this subsection, we introduce the critical and
independent values. More explicit explanations of how these are obtained can be found in
Appendix B.
A dimer model is said to be critical if there exists values of (z, w) ∈ T2 such that P (z, w) =
0. The dimer model studied in this paper, µu,x is critical when u = (−1 +√1 + x2)/x2 and
u = (1 +
√
1 + x2)/x2. We define uc, the critical value, to be (−1 +
√
1 + x2)/x2, which lies
in (0, 1) for x < 1.
This particular dimer model, µu,x, has other values of interest, namely (1−√1− x2)/x2
and (1 +
√
1− x2)/x2. We define ui, the independent value, to be (1−
√
1− x2)/x2.
2.3. Particle Model probability space. In this subsection, we define the underlying prob-
ability space for the particle model by use of a certain metric. We use the same space defined
in [AB99] and [Cam08]. Let R˙2 denote R2 ∪ {∞}, i.e. the compactification of R2. Let d be
the spherical metric, which is defined to be d : R˙2 × R˙2 → R by
d(u, v) = inf
∫
(1 + |φ|2)−1ds
where the infimum is over all smooth curves connecting u and v, φ is parameterized by the
arc length s and | · | is the Euclidean metric.
Let H be the space of all collections of curves in R˙2. We need to define a metric on H in
order to determine its open sets. Let γ1 and γ2 be two curves with their parametrization at
time t given by γ1(t) and γ2(t). Consider a complete separable metric space S of continuous
curves in R˙2, with distance given by
D(γ1, γ2) = inf sup
t∈[0,1]
d(γ1(t), γ2(t))
where the infimum is over all choices of parametrizations of γ1 and γ2. The collection of all
closed sets of S is exactly H. Let F1 and F2 denote two closed sets of curves. Then, D
induces the Hausdorff metric, DH, defined by
DH(F1,F2)) < ǫ⇒ (∀γ1 ∈ F1,∃γ2 ∈ F2 such that D(γ1, γ2) < ǫ and vice versa)
Therefore, (H,DH) defines a complete separable metric space. Let FH denote the Borel σ
field associated with the metric DH. Let MH be the space of probability measures taking
values in (H,FH). The measures of the particle model are in the spaceMH for all values of
u and x.
2.4. Distribution of many particles. This self-contained subsection gives an inclusion-
exclusion formula for the Pfaffian. More details on Pfaffians can be found in [God93]. For
1 ≤ i ≤ n, let Xi represent the existence of a particle at xi, where xi ∈ Z or xi ∈ R.
This is equivalent to the appropriate a edge not being covered by a dimer in the underlying
dimer configuration. The complement of Xi shall be denoted X
c
i which represents a dimer
covering the appropriate a edge in the underlying dimer configuration. Let P denote the
law of observing the particles. Let Kn(x1, . . . , xn) = {ki,j}2ni,j=1 represent the 2n by 2n anti-
symmetric matrix with k2i−1,2i = v = P(Xci ) for 1 ≤ i ≤ n and ki,j denote the appropriate
inverse Kasteleyn entries multiplied by x, the edges weight of an a edge, so that
(2.6) P(Xc1, . . . ,X
c
n) = Pf(Kn(x1, . . . , xn))
The above definition of Kn ensures that the edge weights are encoded into the Pfaffian (by
linearity of the Pfaffian). Define, Kn(xˆ1, . . . , xˆk, xk+1, . . . , xn) = {kˆi,j}2ni,j=1, with kˆ2i−1,2i =
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−1+v for 1 ≤ i ≤ k and kˆi,j = ki,j. Let Iskn = {ai,j}2ni,j=1 represent the antisymmetric matrix
with a2i−1,2i = 1 for i ∈ {1, . . . , n} and ai,j = 0 otherwise. Then
Lemma 2.1.
P(X1, . . . ,Xn) = Pf(I
sk
n −Kn(x1, . . . , xn)) = (−1)nPf(Kn(xˆ1, . . . , xˆn))
The proof does not require the edges covered to have the same probability of being covered.
The result is stated in this fashion for convenience later in the paper.
Proof. The proof follows by using an iteration, with the key step relying on using the recursive
definition of the Pfaffian. Consider
(2.7) P(X1,X
c
2 , . . . ,X
c
n) = P(X
c
2, . . . ,X
c
n)− P(Xc1, . . . ,Xcn)
with P(Xc2, . . . ,X
c
n) = Pf(Kn−1(x2, . . . , xn)) and P(Xc1, . . . ,X
c
n) is given in (2.6). On the
other hand, by using the recursive definition of the Pfaffian and letting A = Kn(xˆ1, x2, . . . , xn)
Pf(Kn(xˆ1, x2, . . . , xn)) = (−1 + v)Pf(A1ˆ,2ˆ) +
2n∑
i=3
(−1)ik1,iPf(A1ˆ,ˆi)(2.8)
where A1ˆ,ˆi is the matrix obtained by removing both the 1st and i
th row and column. Notice
that Pf(A1ˆ,2ˆ) is exactly Pf(Kn−1(x2, . . . , xn)) while vPf(A1ˆ,2ˆ) +
∑2n
i=3(−1)ik1,iPf(A1ˆ,ˆi) =
Pf(Kn(x1, x2, . . . , xn)). Therefore, substituting (2.8) into (2.7) gives
(2.9) P(X1,X
c
2 , . . . ,X
c
n) = −Pf(Kn(xˆ1, x2, . . . , xn)).
Applying the steps to obtain (2.9) iteratively gives the result.

3. Thermodynamic Limit
By introducing a generic method, we compute the expected number of b edges, particles
and creations per fundamental domain in the thermodynamic limit. We use these expressions
to prove Theorem 1.2.
3.1. Expectations for 0 < x < 1 and 0 < u < 1. Let Nb denote the number of dimers
covering b edges per fundamental domain. By the setup of the model, there are two b
edges in each fundamental domain. Let Nac denote the number of a edges not covered
by a dimer per fundamental domain. Let NX denote the number of creation singularities
per fundamental domain. Write E[·] for the expected value of each of these quantities with
respect to µu,x. In this subsection, we find exact results for E[Nb], E[Nac ] and E[NX ]. Figure
6 shows a plot of E[Nb] and E[Nac ] for x = 0.5.
For Gn, define
N
n
b =
∑
b edges in Gn Ib
n2
=
Nnb
n2
,
N
n
ac = 1−
∑
a edges in Gn Ia
n2
= 1− N
n
a
n2
and
N
n
X =
∑
X in Gn IX
n2
=
NnX
n2
,
where Nnb is the number of b edges covered by dimers for a dimer covering of Gn, N
n
a
denotes the number a edges covered by dimers for a dimer covering of Gn and N
n
X denotes
the number of creations for a dimer covering of Gn.
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Figure 6: A plot of E[Nb] and E[Nac ] against u ∈ (0, 1) for x = 0.5. Notice that the difference
between the two curves is 2E[NX ].
Theorem 3.1. For 0 < x < 1 and 0 < u < 1
E[Nb] = − 2u
2x2
1− u2x2 +


f(x, u, r) if u < uc
f(x, u, 1) if u = uc
f(x, u, 1/r) if u > uc
where f(x, u, r) is a continuous function given by
f(x, u, r) = C(x, u)((u2 + r2u2)(−1 + x2) + r(1 + u4x4 − 2u2(1 + 2x2))K (k)
+ C(x, u)(−1 + r2)u2(−1 + x2)
(
Π(rk, k)−Π
(
k
r
, k
))
(3.1)
for r 6= 1 where
k = k(r, s) =
s− r
rs− 1 ,
C(x, u) =
√
rs(1 + u2x2)
πr(rs− 1)u2(−1 + x)(1 + x)(−1 + u2x2) ,
r = r(u, x) =
1− 2u2 + u4x4 + (1− u2x2)
√
(1− 2u2 + u2x2)(1 + 2u+ u2x2)
2u2(1 + x)2
,
s = s(u, x) =
1− 2u2 + u4x4 + (1− u2x2)
√
(1− 2u2 + u2x2)(1 + 2u+ u2x2)
2u2(1− x)2 ,
K(k) represents the complete elliptic integral of the first kind with modulus k and Π(n, k) rep-
resents the complete elliptic of the third kind with characteristic n and modulus k. Whenu =
uc, we have
f(x, uc, 1) = 2
√
1 + x2
(
1− 2
π
arccotan(x)
)
Furthermore, when u = ui we have
E[Nb] = 1−
√
1− x
1 + x
.
The elliptic integrals are defined for u > uc by an analytic continuation argument (see
[Law89]).
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Proof. As we have defined logZ(Gn) to be the partition function of the dimer covering on
the Fisher lattice embedded in Gn, we have that −b ∂∂b logZ(Gn) is equal to the expected
number of b edges for the dimer covering on the Fisher lattice on Gn. Therefore, we have
(3.2) E[N
n
b ] = −
b
n2
∂
∂b
logZ(Gn).
In order to compute the E[Nb] we have to take limits as n tends to infinity. By [Li11, Li12],
this limit exists for the dimer model on the Fisher lattice and we have
(3.3) E[Nb] = −b ∂
∂b
logZ
where logZ is defined in (2.3). It remains to compute − ∂∂b logZ. This is done in Lemma
D.1.

Lemma 3.2. For 0 < x < 1 and 0 < u < 1,
E[Nac ] = − x
2
1− x2 +


g(x, u, r) if u < uc
g(x, u, 1) if u = uc
g(x, u, 1/r) if u > uc
where
g(x, u, r) = D(x, u)(u2(1 + x2) + r2u2(1 + x2)− r(1− 2u2 + u4x4))K (k)
+D(x, u)(−1 + r2)u2(1 + x2)
(
Π(rk, k)−Π
(
k
r
, k
))
for r 6= 1, where D(x, u) = C(x, u)(−1 + u2x2)/(1 + u2x2), k, C(x, u), r, s, K and Π are
defined in Theorem 3.1. When u = uc, we have
g(x, uc, 1) =
1 + x2
1− x2
(
1− 2
π
arccotan(x))
)
.
Furthermore, for u = ui we have
(3.4) E[Nac ] =
x
1 + x
.
Proof. The proof follows from a similar argument used in Theorem 3.1 and a similar calcu-
lation to Lemma D.1. 
The next lemma shows that E[NX ] can be computed using E[Nb] and E[Nac ].
Lemma 3.3.
E[NX ] =
1
2
(E[Nb]− E[Nac ]) .
Proof. For Gn, the number of dimers covering b edges which do not belong to creations, per
fundamental domain, is equal to N
n
ac . We have that N
n
b − Nnac is equal to the proportion
of fundamental domains with dimers covering both b edges of that fundamental domain.
Hence, we have 2N
n
X = N
n
b −Nnac . Taking expectations gives
(3.5) E[N
n
X ] =
1
2
(
E[N
n
b ]− E[Nnac ]
)
.
By [Li11, Li12], taking limits as n tends to infinity, the left-hand-side converges to E[NX ]
and the right-handside converges to (E[Nb]− E[Nac ])/2.

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As a direct consequence, we have:
Corollary 1. For 0 < x < 1 and 0 < u < 1
E[NX ] = −1
2
x2(1− 2u2 + u2x2)
(1− x2)(1− u2x2) +


1
2 (f(x, u, r)− g(x, u, r)) if u < uc
1
2 (f(x, u, 1)− g(x, u, 1)) if u = uc
1
2 (f(x, u, 1/r)− g(x, u, 1/r)) if u > uc
where the functions f and g are defined in Theorem 3.1 and Lemma 3.2.
We conclude this subsection with some remarks about the model and the modulus of the
elliptic integrals given in Theorem 3.1. The terms r(u, x) and s(u, x) are two of the roots
of a quartic polynomial, A(v) which is defined (B.4). The other two roots of A(v) are given
by 1/r(u, x) and 1/s(u, x). More details of the roots and A(v) can be found in Appendix B.
The modulus of the elliptic integrals is real when u < ui and is complex when u > ui. This
follows from the fact that for u < ui, r(u, x) and s(u, x) are real and for u > ui we have
1/r(u, x) and s(u, x) are complex. Note that when u = uc, we have r(u, x) = 1 and we no
longer have any elliptic integrals in the expression of E[Nb]. Furthermore, when u = ui, the
modulus of the elliptic integrals is zero. Therefore, the model has five cases, namely; u < uc,
u = uc, uc < u < ui, u = ui and u > ui.
3.2. Expectations in the limit x → 0. In this subsection, we first state two Lemmas
which compute the expansions of E[Nb] and E[NX ] around x = 0. Their proofs are given in
Appendix D. We also give the proof of Theorem 1.2.
Lemma 3.4.
E[Nb] =


2u2(4u2−1+√1−4u2)
1−4u2 x
2 +O(x3) if u < uc (fixed)
2x
π +O(x
2) if u = uc
x+O(x2) if u = ui
2− 2 θπ +O(x) if u > ui (fixed)
(3.6)
where θ = arccos(−1/(2u)). Furthermore, we have E[Nb] = E[Nac ] + O(x2) for u = uc and
u = ui and E[Nb] = E[Nac ] +O(x) for u > ui.
The proof is given in Appendix D. It is based on the analysis of the roots of A(v), defined
in (B.4), and the expansions of the elliptic integrals in Theorem 3.1. The expansions of the
elliptic integrals we used do not hold when u tends to 1/2 simultaneously as x tends to 0.
The expansion for E[NX ] can be also computed for certain values of u. The proof of the
following lemma is given in Appendix D.
Lemma 3.5.
E[NX ] =


x2
2 (1− 2u2 −
√
1− 4u2) +O(x3) if u < uc (fixed)
x2
4 +O(x
3) if u = uc
x2
4 +O(x
3) if u = ui
(− 1π
√
4u2 − 1)x2 log x+O(x2). if u > ui (fixed)
We can now prove Theorem 1.2.
Proof of Theorem 1.2. The probability of any cylinder set under µu,x can be computed, using
the Kasteleyn method. Taking the limit as x → 0 gives the probability of the cylinder set
under the measure µu,0. The family of measures µu,x are automatically tight by constructing
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the measures µu,x through the thermodynamic limit. It remains to establish the behavior
under µu,0,
For u ∈ (0, 1), using Markov’s inequality we obtain
(3.7) lim
x→0
µu,x(NX = 0) = µ
u,0(NX = 0) = 1.
As the distribution of the creations is the same as the distribution of the annihilations, (3.7)
implies with probability 1, there are no annihilations or creations for u ∈ (0, 1). By Lemma
3.4, in the limit x → 0 and u > 1/2, particles have density 2 − 2θ/π. For u ≤ 1/2, we can
apply Markov’s inequality to give
µu,0(Nac = 0) = 1

We end this section with a ‘duality statement’ which has important implications in under-
standing the underlying Ising model. For the following lemma, we drop the assumption that
u ∈ (0, 1). Let A denote any configuration of a edges not covered by dimers in the dimer
configuration
Lemma 3.6. For u < 1/x and x > 0, we have
µu,x(A) = µ1/(ux2)(A).
From this lemma, one can immediately determine that the two critical points (−1 +√
1 + x2)/x2 and (1 +
√
1 + x2)/x2 are equivalent (in distribution) in terms of the particle
model because (1 +
√
1 + x2)/x2 = 1/(ucx
2).
Furthermore, if we choose x = 1 and u = uc, the particle model is equivalent to the two
dimensional critical ferromagnetic Ising model on the square grid. Indeed, choosing x = 1,
there is no interaction from the a edges because the spins on each horizontal line have no
contribution to the Hamiltonian (1.1). By Lemma 3.6, when x = 1 the particle model with
u = uc is equivalent to the particle model with 1/uc. When we take u = 1/uc =
√
2 + 1,
we obtain the ferromagnetic Ising model on the square grid at critical temperature (due to
the anti-ferromagnetic and ferromagnetic Ising models are dual to each other on the square
grid).
Proof of Lemma 3.6. For this proof of this lemma, we keep track of the chosen parameters
by writing [α, β] after each expression, where logα−1/ log β−1 is the anisotropy and log 1/β
is the temperature of the Ising model, i.e. the weight of the a edge is α and the weight
of the b edge is b = αβ in this case. Let C(z, w)i,j [u, x] denote the cofactor matrix of
K(z, w)[u, x]. The relevant entries of C(z, w)[u, x] are listed in Appendix C. Finally, let
K−1(vi, vj(n,m))[u, x] for i, j ∈ {3, 4} be the inverse Kasteleyn entry between vertex vi and
vj(n,m). The weight of the a edges is the same in each regime. It remains to check that
Pfaffian for computing local probabilities remains unchanged too.
By a direct substitution we have
(3.8) P (z, w)[u, x] = u4x4P (−z,−w)[1/(ux2), x].
For i, j ∈ {3, 4}, by direct substitution, we also have
(3.9) C(z, w)i,j [u, x] = u
4x4C(−z,−w)i,j [1/(ux2), x].
As we have
K−1(vi, vj(n,m)) =
1
(2πi)2
∫
|z|=1
∫
|w|=1
C(z, w)i,j
P (z, w)
znwm
dw
w
dz
z
,
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Figure 7: A simulation of the particle model on a 100 by 100 grid with u = uc and x = 0.1
made using Glauber dynamics.
by using (3.8) and (3.9), we have
K−1(vi, vj(n,m))(1/(ux2), x) = (−1)n+mK−1(vi, vj(n,m))(u, x).
In other words, the Fourier representations of these inverse Kasteleyn entries differ by a
factor of (−1)n+m. The factor (−1)n+m always affects an even number of rows and columns
and so the Pfaffian remains unchanged by this factor. 
4. The particle model for u = uc
This section focuses on the critical case in which u = uc =
−1+√1+x2
x2
. A realization of the
particle model at this choice of parameterization is depicted in Figure 7 for x = 0.1.
Although the results in this paper for u = uc do not rely on the choice of vertical scaling,
we will impose that the scaling window for u = uc satisfies Donsker’s scaling (i.e. scaling
space by the square root of time) and gives non-trivial paths, that is, paths with length
bigger than ǫ > 0 under the rescaling. A heuristic argument for our choice of re-scaling is as
follows: suppose we choose the scaling window (xα, x2α). It suffices to compute the expected
number of dimers covering b edges in a box of size (x−α, x−2α). Using Lemma 3.4, this is
Θ(x1−3α) because the number of fundamental domains in a box of size (x−α, x−2α) is x−3α.
We see non-trivial paths in the scaling window (x−α, x−2α) if the expected number of dimers
covering b edges is of order x−2α. Therefore, we choose α = 1.
This section is organized as follows: first, we introduce local dynamics in the thermody-
namic limit which gives some intuition for the model at u = uc. We then focus on finding
the appropriate correlation kernel in the scaling window (x, x2) and prove Theorem 1.5 for
u = uc (or γ = −1).
4.1. Local Dynamics. This subsection concentrates on the behavior of the model at u = uc
before the scaling window is taken. We compute random walk estimates for the trajectories
of a pair of particles separated by distance n, where n is considered to be smaller than order
1/x, to provide some intuition of the model before the scaling window is taken.
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The entries of the inverse Kasteleyn matrix for u = uc are linear combinations of Hu
defined in 2.5. We have
Lemma 4.1. For m ≥ n and m = o(1/x)
Huc(m,−n) =
3∑
i=0
xi−2Fi(m,n) +O(x2)(4.1)
where
(4.2) F0(m,n) = (−1)m−n(m+ n),
(4.3) F1(m,n) =
2(−1)m−n(m+ n)2
π
(4.4) F2(m,n) = −1
6
(−1)m−n(m+ n) (1 + 2m2 + 4mn+ 2n2)
and
F3(m,n) =
(−1)m−n
9π
(m+ n)
× (−7− 20m2 + 12m4 + 200mn + 48m3n− 20n2 + 72m2n2 + 48mn3 + 12n4).(4.5)
The proof can be found in Appendix E.2. The expansion also holds for n ≥ m. Recall
that vi(n,m) denotes the vertex vi in the (−n,−m) fundamental domain. For (y, t) ∈
(Z×Z)∪ ((2Z+1)× (2Z+1)), let U(y, t) denote the event that there is a particle at (−y, t)
where we think of y as space and t as time. Let P denote the law of the particles under µuc,x.
Propostion 4.2. The joint probability of two particles separated by distance n at time t with
n = o(1/x), is given by
(4.6) P(U(0, t), U(n, t)) = x2 − 4 + 8n
π
x3 +O(x4).
Proof. The proof of this proposition is a calculation using the inclusion-exclusion formula
given in Lemma 2.1. Using Lemma 4.1 and the cofactor matrix given in Appendix C, we
have that
K−1(v3, v3(n,−n)) = u2x2(Huc(n+ 1,−n− 1)−Huc(n − 1,−n+ 1))(4.7)
= 1− 8nx
π
+ (1 + 4n2)x2 − 4(−3 + 34n+ 32n
3)x3
9π
+O(x4).(4.8)
We have that K−1(v3, v3(n,−n)) = −K−1(v4, v4(n,−n)) by the cofactor matrix given in
Appendix C. Similarly, we can compute K−1(v3, v4(n,−n)) and it is given by
(4.9) K−1(v3, v4(n,−n)) = 2
π
− 2nx+ (10 + 8n)x
2
3π
− 3nx3 +O(x4).
By the antisymmetry of K(z, w) and the cofactor expansion given Appendix C, we have
K−1(v3, v4(n,−n)) = −K−1(v4, v3(n,−n)).
From Lemma 3.2, we have that
P(U(n, t)) = P(U(0, t)) = 1− µuc,x(a edge) = − x
2
1− x2 +
1 + x2
1− x2
(
1− 2
π
arccotan(x)
)(4.10)
PARTICLE SYSTEMS ARISING FROM AN ANTI-FERROMAGNETIC ISING MODEL 19
because a particle is present if there is no dimer covering the corresponding a edge. By
taking a series expansion of the right hand side of the above equation, we have
(4.11) P(U(n, t)) = P(U(0, t)) =
2
π
x− x2 +O(x3).
From the inclusion-exclusion formula (Lemma 2.1), we can expand the Pfaffian and we obtain
(4.12)
P(U(0, t), U(n, t)) = x2K−1(v3, v3(n,−n))2 − x2K−1(v3, v4(n,−n))2 + P(U(0, t))P(U(n, t)).
Substituting (4.8), (4.9) and the expressions for P(U(0, t)) and P(U(n, t)) into (4.12) gives
the result. 
Let U(n, t)→ U(n+1, t+1) denote the event that a particle enters the site (−n−1, t+1)
from the site (−n, t). For the dimer model, this corresponds to a local configuration of
dimers covering the edges (v4, v5) and (v6, v1(−1, 0)) for the appropriate fundamental domain.
However, if the edge (v4, v5) is covered, then the edge (v6, v1(−1, 0)) must be covered by a
dimer. Therefore, the event U(n, t)→ U(n+ 1, t+ 1) in the particle model is equivalent to
a dimer covering the edge (v4, v5) for the corresponding fundamental domain in the dimer
model. Analogously, we can define U(n, t) → U(n − 1, t + 1). We now compute the local
dynamics of a pair of particles after one time step.
Propostion 4.3. For two particles separated by a distance n = o(1/x), we have
• P (U(n, t)→ U(n− 1, t+ 1), U(0, t) → U(1, t+ 1)|U(0, t), U(n, t)) = 1
4
+
x
π
+O(x2)
• P (U(n, t)→ U(n+ 1, t+ 1), U(0, t) → U(−1, t+ 1)|U(0, t), U(n, t)) = 1
4
− x
π
+O(x2)
• P (U(n, t)→ U(n− 1, t+ 1), U(0, t) → U(−1, t+ 1)|U(0, t), U(n, t)) = 1
4
+O(x2)
• P (U(n, t)→ U(n+ 1, t+ 1), U(0, t) → U(1, t+ 1)|U(0, t), U(n, t)) = 1
4
+O(x2).
Proof. We give the proof of the lemma for
P (U(n, t)→ U(n+ 1, t+ 1), U(0, t) → U(−1, t+ 1)|U(0, t), U(n, t)) ,
i.e. the probability that two particles are further apart after one time step. The other
quantities can be found analogously.
The event {U(n, t) → U(n + 1, t + 1), U(0, t) → U(−1, t + 1)} and the event that there
are particles at (0, t) and (−n, t) is the event that a dimer covers the edge (v4(0, 0), v6(0, 0))
and a dimer covers the edge (v4(n,−n), v5(n,−n)), i.e. the particle on the left moves to the
left and the particle on the right moves to the right. By the local statistics formula (2.4),
the probability of this event is given by
Pf


0 K−1(v4, v6) K−1(v4, v4(n,−n)) K−1(v4, v5(n,−n))
. . . 0 K−1(v6, v4(n,−n)) K−1(v6, v5(n,−n))
. . . . . . 0 K−1(v4, v5)
. . . . . . . . . 0

 .(4.13)
We can compute K−1n,−n(v∗, v∗(n,−n)) using Lemma 4.1 and the cofactor matrix given in
Appendix C. These are given by
K−1(v4, v4(n,−n)) = 1− 8nx
π
+ (1 + 4n2)x2 +O(x3),
K−1(v4, v5(n,−n)) = 1 + 1− 8n
π
x+ (3/4 − n+ 4n2)x2 +O(x3),
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K−1(v6, v4(n,−n)) = 1 + 1− 8n
π
x+ (3/4 − n+ 4n2)x2 +O(x3),
and
K−1(v6, v5(n,−n)) = 1 + (2− 8n)x
π
+ (3/4 − 2n+ 4n2)x2 +O(x3).
The expressions for K−1(v4, v5) and K−1(v4, v6) can be found in Lemma D.4. Computing
the Pfaffian given in (4.13) gives
(4.14)
x2
4
− 2nx
3
π
+O(x4).
To compute P (U(n, t)→ U(n+ 1, t+ 1), U(0, t) → U(−1, t+ 1)|U(0, t), U(n, t)), it suffices
to divide (4.14) by the joint probability of seeing two particles separated by distance n
which is given in Proposition 4.2. This gives the second equation in the statement of the
proposition. 
The above propositions provide some intuition about the model before the scaling window
is taken. Using Proposition 4.2, we can compute the covariance between two particles at
distance n. This is given by x2(1− 4/π2)+O(x3) because P (U(y, t)) = 2/πx+O(x2) which
means that there is an attraction between a pair of particles. Proposition 4.3 describes the
one-step transitions of a pair of particles: given two particles at time t, the particles at time
t+1 are closer together with probability 1/4+x/π , further apart with probability 1/4−x/π
or to the left or to the right of their locations at time t with probability 1/2.
4.2. Location of Particles in the Scaling Window. This subsection concentrates on
finding the measure for the locations of particles along a horizontal line in the scaling window
(x, x2) for u = uc. In particular, we prove Theorem 1.5 in the special case when u = uc or
γ = −1.
Under the scaling window (x, x2), the computations from Section 4.1 do not hold. In
order to prove Theorem 1.5, we first find entries of K−1(vi, vj(n, n)) for i, j ∈ {3, 4} under
the scaling window (x, x2) for 1/n of order x.
Lemma 4.4. Suppose that u = uc and nx = α where α ∈ [0,∞). We have
(4.15) K−1(v3, v3(n,−n)) = E1(α) +O(x2)
Furthermore,
(4.16) K−1(v3, v4(n,−n)) = E2(α) + E3(α)x+O(x2)
where E1(α), E2(α) are defined in Theorem 1.5 and
(4.17) E3(α) =
2
απ
− 4BI(2, 4α) + 4SL(−2, 4a)
where BI(n, z) stands for the modified Bessel function of the first kind and SL(n, z) denotes
the modified Struve Function.
Proof. The calculation is only given for K−1(v3, v3(n,−n)) as the other term is analogous
and can be completed with exactly the same steps. The main idea behind the computation is
to re-arrange the underlying integral for K−1(v3, v3(n,−n)) so that the only terms involving
n in the integrand are of the form (1 + xβ + O(x2))n where β is independent of x and n
while ensuring that the integrals are well-defined, then use the fact that (1+xβ+O(x2))n =
eαβ +O(x) for nx = α and finally re-arrange the expression to obtain a standard integral.
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Using the cofactor expansion given in Appendix C we have
(4.18) K−1(v3, v3(n,−n)) = 1
(2πi)2
∫
T2
u2cx
2w−1−nzn−1
(−w2 + z2)
P (z, w)
dz
z
dw
w
A computation shows that
zwP (z, w) = u2cx
2(1 + 2w − x2)(z − y−(w))(z − y+(w))
where
(4.19)
y±(w) =
−1− 3w − w2 − wx2 ±√1 + 4w + 6w2 + 4w3 + w4 + 4wx2 + 8w2x2 + 4w3x2
1 + 2w − x2 .
This means that we can write
(4.20) K−1(v3, v3(n,−n)) = 1
(2πi)2
∫
T2
w−1−nzn−1
(−w2 + z2)
(z − y−(w))(z − y+(w))(1 + 2w − x2)dz dw.
For equation (4.20), we can take a residue with respect to z at y−(w) because |y−(w)| < 1
for all |w| = 1. This results in an integrand containing the term
√
(1 +w)2 + 4wx2 in both
the numerator and the denominator, that is, we obtain
(4.21)
1
2πi
∫
|w|=1
− w
−1−ny−(w)n−1
(−w2 + y−(w)2)
2(w + 1)(1 + 2w − x2)
√
(1 + w)2 + 4wx2
dw
because
(4.22) 1 + 4w + 6w2 + 4w3 + w4 + 4wx2 + 8w2x2 + 4w3x2 = (1 + w)2((1 + w)2 + 4wx2)
We first want to rewrite the integrand in (4.21) without a square root term involving the
term of integration. To do so, set x = 1/2
√−2− 1/s − s and take the change of variables
w = (s− y2)/(1 − y2s). This means that (1 + w)2 + 4wx2 becomes
(4.23)
(−1 + s2)2y2
s(−1 + sy2)2
under the change of variables. This transformation, w = (s − y2)/(1 − y2s), changes the
contour of integration to a unit semi-circle from −1 to 1 passing through the point−i which
shall be denoted C1. Finally, we can set −
√
s = R which removes all the square root terms
from the integrand. After some simplification, we obtain
(4.24) K−1(v3, v3(n,−n)) = 1
2πi
∫
C1
− 8R
2
(−1 +R2) (R − y)(−1 +Ry)
(R+ y)(1 +Ry) (−1− 3R2 +R (3 +R2) y)f(y)dy
where
(4.25) f(y) =
(
(R− y)(3R +R3 − y − 3R2y)
(−1 +Ry)(−1− 3R2 + 3Ry +R3y)
)n
1
(−y +R (3 +R2 − 3Ry)) .
We now rewrite the integrand of (4.24) involving terms of the form (1+βx+O(x2))n where
β is independent of x and n. To do so, we use the transformation y = −t+R−1+tR which moves
the contour C1 to a unit semi-circle from 1 to −1 passing through i. Denote this new contour
by C2. We also set cx = −(4R+ 4R3)/(1 + 6R2 +R4). After simplification, we obtain
(4.26) K−1(v3, v3(n,−n)) = 8R
2
2πi
∫
C2
(
1 +R2 − 2Rt) (t+R(−2 +Rt))(cx + t)n−1
(1 + 6R2 +R4)2tn−1 (cxt+ 1)1+n
dt.
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By undoing the previous transformations, we have that R = −
√
−1− 2x2 + 2√x2 + x4. We
find that R = −i+ ix+O(x2) and that cx = −2ix+O(x3). Setting n = α/x we can take a
series expansion of the integrand in (4.26). This gives
(4.27)
(
2e−(2iα)/t+2iαt
t
)(
1 + x
(1 + t2)(−2α− it+ 2αt2)
t3
)
+O(x2).
Applying the bounded convergence theorem to (4.26) along with the change of variables
t = eiθ gives
K−1(v3, v3(n,−n)) = 1
π
∫ π
0
e−4α sin θ (1 + 2ix cos θ(−1 + 4α sin θ)) dθ +O(x2)(4.28)
=
1
π
∫ π
0
e−4α sin θdθ +O(x2).(4.29)
The above integral can be written exactly in terms of Bessel and Struve functions.

In the proof of Lemma 4.4, we find an argument for the ‘correct’ horizontal scaling. This
can be shown by the series expansion of integrand in (4.26). Taking a larger scaling, i.e.
for ǫ > 0 set n = α/x1+ǫ, leads to (4.26) converging to zero. Taking a smaller scaling, i.e.
set n = α/x1−ǫ, (4.26) converges to 1 as x → 0. In essence, n = α/x provides the right
horizontal scaling to ensure appropriate decay of the inverse Kasteleyn entry.
Lemma 4.4 can also be generalized toK−1(vi, vj(m,n)) for i, j ∈ {1, . . . , 6} and (m−n)x =
α1 and (m+ n)x
2 = α2 for α1, α2 > 0. In other words, it is possible to generalize the above
proof to compute all of the entries of K−1 in the scaling window (x, x2).
For 1 ≤ i ≤ m, let xi ∈ xZ ⊂ R denote possible particle locations on the lattice xZ. Let
ρmx (x1, . . . , xm) denote the m point correlation function of seeing particles at (x1, . . . , xm)
with the corresponding measure on R denoted by Pucx , then
Propostion 4.5. The m-point correlation function for the re-scaled particle locations,
ρm(y1, . . . , ym) is given by
(4.30) ρxm(x1, . . . , xm) = Pf
(
M resuc,x(xi, xj)
)m
i,j=1
+O(x2m+2)
where M resuc,x is antisymmetric matrix with
M resuc,x(xi, xi) =
(
0 2πx− x2
− 2πx+ x2 0
)
(4.31)
and
M resuc,x(xi, xj) =
( −xE1(|xj − xi|) −xE2(|xj − xi|)− xE3(|xj − xi|)
xE2(|xj − xi|) + xE3(|xj − xi|) xE1(|xj − xi|)
)
.
(4.32)
where E1(α), E2(α) and E3(α) are defined in Lemma 4.4
Proof of Proposition 4.5. This is a direct consequence of Lemma 4.4 and the underlying Pfaf-
fian structure of computing the probability of the location of m particles for this particular
dimer model given in Lemma 2.1. 
The above calculations provide a proof for Theorem 1.5 for the case u = uc. The proof
follows an argument from [Bou07].
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Proof of Theorem 1.5 for u = uc. As P
uc
x and P
uc
0 are both defined in the same space of
measures, it is enough to prove that Pucx converges weakly to P
uc
0 . Due to considering
point processes, tightness of the measures is guaranteed (see [DVJ88]). It remains to show
convergence of finite dimensional distributions. Let N(·) denote number of particles in a
set, {A1, . . . , Ak} denote a family of disjoint Borel sets in R and n1, . . . , nk ∈ N0, we need to
show
(4.33) lim
x→0
P
uc
x (N(A1) = n1, . . . , N(Ak) = nk) = P
uc
0 (N(A1) = n1, . . . , N(Ak) = nk).
In order to prove such an equality, we need to write the measures Pucx and P
uc
0 in terms
of their m-point correlation functions, which can be achieved by writing their respective
generating functions. Denote n! =
∏k
j=1 nj!, |n| =
∑k
j=1 nj, z = (z1, . . . , zk) and z
n =
zn11 . . . z
nk
k . The Taylor series of the generating function of P
uc
x about the point z = 0 is
Qx(z) = Ex

 k∏
j=1
(1− zj)N(Aj)!


=
∑
p∈Nk
0
(−z)p
p!
Ex

 k∏
j=1
N(Aj)!
(N(Aj)− pj)!

 .
Qx(z) can also be expressed as a power series with coefficients z
n given by Pucx (N(A1) =
n1, . . . , N(Ak) = nn). The two representations of the generating function give
P
uc
x (N(A1) = n1, . . . , N(Ak) = nn) =
(−1)n
n!
∂n
∂zn
Qx(z)
∣∣∣∣
z=(1,...,1)
.
Similarly, the generating function of Pucx is given by
Q0(z) =
∑
p∈Nk
0
(−z)p
p!
E0

 k∏
j=1
N(Aj)!
(N(Aj)− pj)!

 .
Therefore, (4.33) is equivalent to showing
lim
x→0
∂n
∂zn
(−1)n
n!
Qx(z)
∣∣∣∣
z=(1,...,1)
=
∂n
∂zn
(−1)n
n!
Q0(z)
∣∣∣∣
z=(1,...,1)
.
Without loss of generality, suppose that the family of Borel sets, {A1, . . . , Ak} is open.
Let A˜ = {y ∈ Z : yx ∈ A} for any set open set A. Using Proposition 4.5 gives
Ex

 k∏
j=1
N(Aj)!
(N(Aj)− nj)!

 = ∑
x1∈xA˜1,...,xx|n|∈xA˜k
Pf
(
M resuc,x(xi, xj)
)|n|
i,j=1
where the sum is over distinct edges. Taking the limit in x→ 0, the Riemann sums converge
to ∫
A
n1
1
. . .
∫
A
nk
k
Pf
(
M res−1 (yi, yj)
)|n|
i,j=1
dyn11 . . . dy
nk
k
whereM res−1 (yi, yj) is defined in Theorem 1.5. This is exactly them point correlation function
for Puc0 . By noting that all entries of
(
M resuc,x(xi, xj)
)|n|
i,j=1
are uniformly bounded by 1 (using
24 SUNIL CHHITA
Proposition 4.5), we can use Hardamard’s inequality,∣∣∣∣∣∣Ex

 k∏
j=1
N(Aj)!
(N(Aj)− nj)!


∣∣∣∣∣∣ ≤
k∏
j=1
|Aj |(2|n|)|n|/2.
This implies that Qx(z) is an absolutely convergent series. For z in a compact set, by the
Lebesgue Dominated Convergence the derivatives ofQx(z) converge uniformly toQ0(z) in the
limit x→ 0. This completes the proof of convergence of finite dimensional distributions. 
5. u < 1/2 (not dependent on x):
In this section, we prove Theorem 1.3. Define R(m,n) to be the event of observing a
Figure 8: A simulation of the particle model on a grid of 100 by 100, with u = 0.4 and
x = 0.1 using Glauber dynamics
dimer covering the edge (v6(m,n), v1(m− 1, n)). In order to compute any probabilities, we
need the following lemma.
Lemma 5.1. For u < 1/2 (fixed), we have limx→0 x2Hu(m,n) exists and is given by
(5.1)
H0u(m,n) = lim
x→0
x2Hu(m,n) =
1
(2πi)2
∫
|w|=1
∫
|z|=1
zmwn
(uw + uz + wz)(1 + uz + uw)
dz dw
Let r1 and r2 be the roots of the polynomial u + w + uw
2 with |r1| < 1 and |r2| > 1 and
set s1 = u/(u+ r1) and s2 = u/(u + r2). Then, for n,m ≥ 1,
(5.2) H0u(m,n) =
(−u)m+n(m+ n)!
u(r1 − r2)
(
2F1
(
1,−m, 1 + n, s−11
)
m!n!
− s2
n−1∑
k=0
(−s2)n−1−k
k!(m+ n− k)!
)
where 2F1 is the confluent hypergeometric function of the second kind.
For m,n ≥ 1, we also have
H0u(−m,n) = (−1)n+m
(
1−√1− 4u2
2u
)n+m
.
PARTICLE SYSTEMS ARISING FROM AN ANTI-FERROMAGNETIC ISING MODEL 25
The proof of Lemma 5.1 can be found in Appendix E.1. From the above lemma, as u < 1/2,
we have that both H0u(m,n) and H
0
u(−m,n) decay exponentially. In fact, we can compute
the asymptotic expansion of H0u(m,n): we can write s1 = 1− 1/(2u2)−
√
1− 4u2/(2u2) and
s2 = 1/s1 with |s1| > 1. As 1/s1 = −u2 +O(u4), we have
(5.3) 2F1
(
1,−m, 1 + n, s−11
)
= u2 +O(u3).
The second term in (5.2) is u2/(m+ n)! +O(u4). Setting m = n+ k, we have
(5.4) H0u(n+ k, n) = C
(−u)2n+k(2n+ k)!
(n+ k)!n!
+O(u2n+k+1).
where C is a constant.
From the series expansion of Hu, we have Hu(m,n) = 1/x
2H0u(m,n) + O(1). The next
lemma compute the joint probability of observing two rightward leaving b edges.
Propostion 5.2. For u < 1/2 (fixed) and for m,n ∈ Z and |m| ≥ |n| with k = ||m| − |n||.
(5.5) P(R(0, 0), R(m,n)) = u4x4
(
1− 1√
1− 4u2
)2
+ Cx2(−u)4n+2k +O(u4n+2k+1)
where C is a constant.
Proof. We only compute the result for m ≥ n > 1 as the other cases follow from very similar
calculations. Using the local statistics formula (2.4), P(X(0, 0),X(m,n)) is given by
u2x2Pf


0 K−1(v6, v1(−1, 0)) K−1(v6, v6(m,n)) K−1(v6, v1(m− 1, n))
. . . 0 K−1(v1, v6(m+ 1, n)) K−1(v1, v1(m,n))
. . . . . . 0 K−1(v6, v1(−1, 0))
. . . . . . . . . 0

(5.6)
Two of the interaction terms can be computed using Lemma 5.1 and the cofactor matrix
given in Appendix C. We have
K−1(v6, v6(m,n)) = −K−1(v1, v1(m,n))
= ux2Hu(m− 1, n)− ux2Hu(m+ 1, n)
= uH0u(m− 1, n)− uH0u(m+ 1, n) +O(x2).
(5.7)
It still remains to find K−1(v1, v6(m+ 1, n)) and K−1(v6, v1(m− 1, n)). We have
K−1(v6, v1(m− 1, n)) = 1
x(2πi)2
∫
|z|=1
∫
|w|=1
zm−1wn
uw + uz + wz
dw dz +O(1)(5.8)
=
(m+ n− 1)!
x(m− 1)!(n)! (−u)
m+n−1 +O(1).(5.9)
The remaining interaction entry K−1(v1, v6(m+ 1, n)) is given by
K−1(v1, v6(m+ 1, n)) =
1
(2πi)2x
∫
T2
zm+1wn
(1 + uw + uz)wz
dw dz
+
x
(2πi)2
∫
T2
(u2 + u3w3 + uz + 2u2wz + u3w2z)zm+1wn
(1 + uw + uz)2(uw + uz + wz)
dw
w
dz
z
+O(x3).
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For the right hand side of the above equation, we have the first term is zero for u < 1/2
while the second term is a linear combination of
(5.10) Iu(m,n) =
x
(2πi)2
∫
|z|=1
∫
|w|=1
znwm
(uw + uz +wz)(1 + uz + uw)2
dw dz.
Iu(m,n) can be computed by differentiating xH
0
u(m,n) by r1 and r2. This can be seen by
comparing the single integral formulas of Iu(m,n) and xH
0
u(m,n) after taking the residue
at z = −uw/(u + w) in both double integral formulas where the double integral for-
mula of xH0u can be found using (5.1). We can therefore find, by using Lemma 5.1, that
Iu(m,n) is of order xu
2n+k+1. In the expansion of the Pfaffian given in (5.6), we have
that u2x2K−1(v1, v6(m+ 1, n)) is multiplied to K−1(v6, v1(m− 1, n)) and hence this term
contributes a maximum of O(u4n+2k+1).
To compute K−1(v6, v1(−1, 0)), we can take a series expansion of the integrand in terms of
x and use residue calculus to find the integral following the method given in Appendix D.1.
We obtain
K−1(v6, v1(−1, 0)) = 1
x(2πi)2
∫
|z|=1
∫
|w|=1
1
z(uw + uz + wz)
dw dz
− x
(2πi)2
∫
|z|=1
∫
|w|=1
u3w + 2u2w2 + uw3 + u3z + u2w3z
w(1 + uw + uz)(uw + uz + wz)2
dw dz +O(x3)
= ux
(
1− 1√
1− 4u2
)
+O(x2).
(5.11)
We can use all the expansions computed above and substitute them back into the matrix
given (5.6) and take its Pfaffian which gives the result.

Proposition 5.2 can be generalized to show that the difference between the joint probability
of k edges and the product of the probabilities of each edge is an exponentially decaying
term. This can be achieved using a complete graph representation of the Pfaffian, that is,
the Pfaffian of a matrix A represents counting the weighted number of perfect matchings
of a complete graph with the edge weights given by |Ai,j| (with the signs given by the
Pfaffian orientation), see [God93] for more details. By the complete graph representation,
the joint probability of k edges is equal to the product of the probabilities of each edge plus
an exponentially decaying term. However, we are interested in generalizing Proposition 5.2
to consider the joint distributions of creations as opposed to b edges. Let Y (a, b) denote a
creation at (a, b) with a, b ∈ Z and (a+ b) mod 2 = 0.
Lemma 5.3. Suppose that for each k and l, there exists a constant ck,l such that |(ik, jk)−
(il, jl)| > ck,l/
√
x. We have
P(Y (i1, j1), . . . , Y (im, jm)) =
m∏
k=1
P(Y (ik, jk)) +O(x
2m+1)
The result also holds when the distance between particles is 1/xǫ for ǫ > 0.
Proof. The proof is very similar to the proof of Proposition 5.2. There is a creation if there
are dimers covering the edges (v6, v1(−1, 0)) and (v5, v2(0,−1)). By (2.4), the underlying
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matrix for P(Y (i1, j1), . . . , Y (im, jm)) is a 4m× 4m matrix with diagonal 4× 4 blocks given
by

0 K−1(v6, v1(−1, 0)) K−1(v6, v5) K−1(v6, v2(0,−1))
−K−1(v6, v1(−1, 0)) 0 K−1(v1, v5(1, 0)) K−1(v1, v2(1,−1))
−K−1(v6, v5) −K−1(v1, v5(1, 0)) 0 K−1(v5, v2(0,−1))
−K−1(v6, v2(0,−1)) −K−1(v1, v2(1,−1)) −K−1(v5, v2(0,−1)) 0


and off-diagonal 4× 4 blocks of the form

K−1(v6, v6(m,n)) K−1(v6, v1(m− 1, n)) K−1(v6, v5(m,n)) K−1(v6, v2(m,n − 1))
K−1(v1, v6(m+ 1, n)) . . . . . . . . .
K−1(v5, v6(m,n)) . . . . . . . . .
K−1(v2, v6(m,n+ 1)) . . . . . . . . .


where ‘. . . ’ denotes the appropriate entry. By the cofactor matrix given in Appendix C and
a series expansion around x = 0, each entry of the above off-diagonal block matrix is some
linear combination of H0u(m,n) or Iu(m,n) which is defined in (5.10). By using Lemma 5.1
and the argument for approximating Iu(m,n) given in Proposition 5.2, each entry of the off-
diagonal block matrix decays exponentially with distance. We can use the complete graph
representation of the Pfaffian and ignore the matchings of the complete graph which contain
no exponentially decaying edge weights as they are absorbed into the error term. Therefore,
the largest contribution of P(Y (i1, j1), . . . , Y (im, jm)) comes from the subset of the set of
matchings which do not contain any exponentially decaying edge weights. This is exactly∏m
k=1 P(Y (ik, jk)). 
Let An be the event of seeing a string of b edges crossing an n by n square. This
corresponds to seeing a particle traverse an n by n square in the particle model. We have
Propostion 5.4. For n = xǫ−1 and for all 0 < ǫ < 1, we have
lim
x→0
P(An) = 0.
The above proposition means that the probability of seeing non-trivial paths in the scaling
window (x, x) is zero. In other words, the paths of the particles from each creation contract
to points in the scaling window (x, x).
Proof. The event An is contained in the event of having a b edge at both the top and bottom
of the n by n square at any position. Therefore
P(An) ≤ n2 sup
k
P(X(0, 0) ∩X(n − k, k)).
By a symmetrical consideration, the maximum probability occurs when the L1 distance
between the two b edges is minimized, i.e. in Proposition 5.2 the exponential term is smallest
when k = n/2. Using Proposition 5.2 gives
P(An) ≤ n2
(
u4x4
(
1− 1√
1− 4u2
)2
+Cx2(−u)2n
)
.
By taking n = xǫ−1 with 0 < ǫ < 1, P(An) tends to zero as x tends to zero. 
Finally, we need to check that the creation points are singletons in the scaling window.
Let Bn((a, b)) represent a ball of radius n ∈ Z+ around (a, b) where a, b ∈ Z with (a + b)
mod 2 = 0. Let Y1 and Y2 be the locations of two distinct creations.
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Lemma 5.5. For n = xǫ−1 and for all 0 < ǫ < 1, we have
lim
x→0
P(Y2 ∈ Bn((a, b))|Y1 = (a, b)) = 0.
This lemma implies that given the creation Y1, the probability that there is another
creation which converges to Y1 in the scaling window (x, x) is zero. In other words, given a
creation, the probability that it is a doubleton is zero in the scaling window (x, x). As the
expected number of creations is locally finite in the scaling window (x, x), the probability
that any creation is a doubleton in the scaling window is zero.
Proof. We can write
P(Y2 ∈ Bn((a, b))|Y1 = (a, b)) =
∑
(c,d)∈Bn(a,b)
P(Y2 = (c, d)|Y1 = (a, b)).
P(Y2 = (c, d), Y1 = (a, b)) can be computed explicitly and it is given by a Pfaffian of an 8
by 8 matrix whose 4 by 4 diagonal and off-diagonal blocks are the same as those given in
Lemma 5.3. In fact, we have for a constant C > 0,
P(Y2 = (c, d)|Y1 = (a, b)) ≤ Cx2 +O(x3)
because the maximum of P(Y2 = (c, d), Y1 = (a, b)) is order x
4. Therefore, we can bound the
probability of Y2 ∈ Bn((a, b)) given Y1 = (a, b) which gives
P(Y2 ∈ Bn((a, b))|Y1 = (a, b)) ≤ Cx2n2.
where the factor of n2 comes from multiplying by the area of Bn((a, b)). As we have taken
n = xǫ−1, we get the result.

Using the above lemmas and propositions, we can now prove Theorem 1.3.
Proof of Theorem 1.3. By Proposition 5.4, each loop generated by a string of b edges is
finite and does not appear in the scaling window (x, x). Therefore, each loop of b edges
will be contracted to a single point under re-scaling. As the density of creations is finite in
the scaling window, by Lemma 5.5 all creations are singletons. As tightness is guaranteed
for point processes (see [DVJ88]), it is enough to consider the locations of creations and
show that the finite dimensional distributions of the corresponding measures converge in the
scaling window (x, x). We shall follow the approach developed in the proof of Theorem 1.5
for the case u = uc (see Section 4.2).
Let Px denote the point process in R
2 arising from the locations of creations in a loop.
Let Ai, for i ∈ {1, . . . , k}, be disjoint, non-empty simply connected domains and let A˜i be
the union of lattice points in ((2Z× 2Z)∪ ((2Z+1)× ((2Z+1)) so that xA˜i → Ai as x→ 0.
Let N(Ai) denote the number of creations in a set Ai for 1 ≤ i ≤ k. Denote n! =
∏k
j=1 nj!,
|n| =∑kj=1 nj, z = (z1, . . . , zk) and zn = zn11 . . . znkk . For n ∈ Nk0 , we have
Ex

 k∏
j=1
N(Aj)!
(N(Aj)− nj)!

 = ∑
(i1,t1)∈A˜1
· · ·
∑
(i|n|,t|n|)∈A˜k
P(Y (i1, t1), . . . Y (i|n|, t|n|))
where the sum is over distinct lattice sites. We can split the sum into two with the first
sum having the creations separated by at least 1/x1/2 and the second sum containing the
remaining terms. In other words, for ak = (ik, tk) we have for
A = {(a1, . . . , a|n|) : |ai − aj| > x−1/2 for all 1 ≤ i, j ≤ |n| with a1 ∈ A˜1, . . . , a|n| ∈ A˜k}
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and for Ac = (A˜1 × · · · × A˜k)\A, we can write
Ex

 k∏
j=1
N(Aj)!
(N(Aj)− nj)!

 =
(∑
A
+
∑
Ac
)
P(Y (a1), . . . , Y (a|n|))
The summand is of order x−2|n|. For the second sum of the above equation, we are summing
over less than x−2|n|+1 lattice points which means that in the limit as x tends to zero, the
second sum goes to zero. For the first sum, as each edge is separated by a distance of at
least 1/
√
x, using Lemma 5.3 and taking the limit as x→ 0 gives∫
(A1)n1
. . .
∫
(Ak)
nk
(
1
2
− u2 − 1
2
√
1− 4u2
)|n|
dxn11 . . . dx
nk
k .
Let
Qx(z) =
∑
p∈Nk
0
(−z)p
p!
Ex

 k∏
j=1
N(Aj)!
(N(Aj)− pj)!


and set
Q0(z) =
∑
p∈Nk
0
(−z)p
p!
∫
(A1)n1
. . .
∫
(Ak)
nk
(
1
2
− u2 − 1
2
√
1− 4u2
)|n|
dxn11 . . . dx
nk
k
i.e. a generating function for a Poisson point process. Notice that each generating function
can also be written as a power series whose coefficients are given by the finite dimensional
distribution probabilities for the corresponding measure on the sets A1, . . . , Am. Following
the same convergence argument given in the proof of Theorem 1.5 for u = uc, it is clear that
the derivatives of Qx(z) (with respect to z) converge to Q0(z). This proves the convergence
of finite dimensional distributions. 
6. The particle model for u = ui
In this section, we concentrate on the particle model for u = ui and prove Theorem 1.4 by
showing that the particles in the particle model have the same distribution as the boundaries
of colors for the two colored noisy voter model, i.e. at u = ui the particle model is a Markov
process. Figure 7 shows a simulation of the particle model for x = 0.1 and u = ui.
We can compute Hui(m,n), defined in (2.5), and it is given by
Lemma 6.1. For m,n ≥ 0 and 0 < x < 1, we have
Hui(m,−n) =
(−1)m+n(1 +√1− x2)2
4x3
(√
1− x2
1 + x
)m+n
.
This is an exact result and the proof can be found in Appendix E.3. As a consequence,
we can compute the entries of K−1(vi, vj(n,−n)) exactly.
Lemma 6.2. For u = ui and for 0 < x < 1,
K−1(v3, v3(n,−n)) = −K−1(v3, v4(n,−n))
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Figure 9: A simulation of the particle model on a 100 by 100 grid with u = ui and x = 0.1
made using Glauber dynamics.
Proof. We can compute K−1(v3, v3(n,−n)) using Lemma 6.1 and the cofactor matrix found
in Appendix C which gives
K−1(v3, v3(n,−n)) = −u2x2Hui(n− 1, 1 − n) + u2x2Hui(n+ 1,−n− 1)
= − 1
1− x2
(√
1− x2
1 + x
)2n
.
Similarly, we can compute K−1(v3, v3(n,−n)) using Lemma 6.1 and the cofactor matrix
found in Appendix C which gives
K−1(v3, v4(n,−n)) = 1
1− x2
(√
1− x2
1 + x
)2n
.

As in Section 4, define U(i, t) to be the event that there is a particle at −i at time t.
Propostion 6.3. For n ≥ 1, we have
P(U(0, t), U(n, t)) =
x2
(1 + x)2
.
Proof. We can calculate the joint probability via the inclusion-exclusion formula given in
Lemma 2.1. Hence, we require
Pf


0 P(U(0, t)) −xK−1(v3, v3(n,−n)) −xK−1(v3, v4(n,−n))
. . . 0 −xK−1(v4, v3(n,−n)) −xK−1(v4, v4(n,−n))
. . . . . . 0 P(U(n, t))
. . . . . . . . . 0

(6.1)
where vi for i ∈ {1, . . . , 6} represents a vertex i in the fundamental domain and vi(m,n)
represents vertex i a distance (m,n) from the fundamental domain.
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From Lemma 3.2, P(U(0, t)) = P(U(n, t)) = x/(1 + x). It remains to calculate the in-
teraction between the two edges, which can be found by invoking Lemma 6.1. Due to
K−1(v3, v3(n,−n)) = −K−1(v3, v4(n,−n)) for u = 1−
√
1−x2
x2
, by symmetry (6.1) becomes
Pf


0 P(U(0, t)) 0 0
. . . 0 −xK−1(v4, v3(n,−n)) xK−1(v4, v3(n,−n))
. . . . . . 0 P(U(n, t))
. . . . . . . . . 0

 .
The Pfaffian of the above matrix represents counting the number of weighted perfect match-
ings of a complete graph with four vertices w1, . . . , w4, with the edges weighted given by the
absolute value of the entry of the above matrix, that is, the absolute value of the entry (i, j)
is the weight of the edge (wi, wj). We can only have one possible contribution (the edges
w1w2 and w3w4) which gives the desired result. 
The above method can be generalized to consider the locations of an arbitrary number of
particles.
Propostion 6.4. For i1 < · · · < in,
P(U(i1, t), . . . , U(in, t)) =
xn
(1 + x)n
.
Proof. Using the inclusion-exclusion formula given in Lemma 2.1, P(U(i1, t), . . . , U(in, t))
can be written as a Pfaffian of a matrix with block diagonals given by(
0 P(U(ij , t))
−P(U(ij, t)) 0
)
for 1 ≤ j ≤ n and off-diagonal blocks given by( −xK−1(v3, v3(ik,−ik)) −xK−1(v3, v4(ik,−ik))
−xK−1(v4, v3(ik,−ik)) −xK−1(v4, v4(ik,−ik))
)
for k ∈ {1, . . . , n}. Using −K−1(v3, v3(ik,−ik)) = K−1(v4, v3(ik,−ik)) and applying the
complete graph representation of the Pfaffian inductively described in Proposition 6.3, we
can write
P(U(i1, t), . . . , U(in, t)) =
n∏
j=1
P(U(ij , t)) =
xn
(1 + x)n
.

The locations of the particles are independent and Bernoulli( x1+x ). It now remains to look
at the dynamics.
Propostion 6.5. For an arbitrary horizontal line, dimers covering b edges are iid with
distribution Bernoulli(1/2 −
√
1−x
2
√
1+x
).
Proof. We consider an arbitrary horizontal line. Suppose that Li represents the event that
a dimer covers a b edge going left (i.e. a dimer covers the edge (v5, v2(0,−1))) from the
fundamental domain corresponding to U(i, t) for t fixed. Let Ri denote the event that a
dimer covers a b edge going right (i.e. a dimer covers the edge (v6, v1(−1, 0))) from the
fundamental domain corresponding to U(i, t) for t fixed. We first consider the probability of
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two left going b edges a distance n away. Without loss of generality, we can consider one of
these edges to be located at the origin. This is given by
P(L0, Ln) = u
2x2
Pf


0 K−1(v5, v2(0,−1)) K−1(v5, v5(n,−n)) K−1(v5, v2(n,−n− 1))
. . . 0 K−1(v2, v5(n,−n+ 1)) K−1(v2, v2(n,−n))
. . . . . . 0 K−1(v5, v2(0,−1))
. . . . . . . . . 0


where we have used ‘. . . ’ to denote the lower triangle entries (the matrix is anti-symmetric).
Then, explicit calculation using Lemma 6.1 gives
K−1(v5, v5(n,−n)) = −K−1(v2, v5(n,−n+ 1))
and
K−1(v2, v2(n,−n)) = −K−1(v5, v2(n,−n− 1)).
Therefore, using row and column operations on the above matrix gives
P(L0, Ln) = u
2x2(K−1(v5, v2(0,−1)))2
=
1−√1− x2
2(1 + x)
.
which can be seen by Lemma 3.1 because E[Nb]/2 = uxK
−1(v5, v2(0,−1)) by (2.4).
A similar result for P(R0, Rn) is true, but is reliant on
K−1(v6, v6(n,−n)) = K−1(v1, v6(n + 1,−n)).
and
K−1(v1, v1(n,−n)) = K−1(v6, v1(n − 1,−n)).
The above calculation can be generalized to find the joint probabilities of observing dimers
covering any collection of rightward and leftward b edges located on the same horizontal line.
Again, this joint probability is the product of the probabilities of observing a dimer covering
each edge. Furthermore, we can show that the probability of observing n creations along a
horizontal line, is given by the product of the probabilities of a dimer covering each edge.
For example,
P(L0, R0, Ln, Rn) = u
4x4(K−1(v5, v2(0,−1)))2(K−1(v6, v1(−1, 0)))2.

A further calculation shows that the trajectories of particles are independent. This relies
on computing the possible trajectories of the particles given their locations. This calculation
follows in the same vein as the previous propositions.
Lemma 6.6. Given an a edge (i.e no particle), the probability that there is a creation directly
above (or below) is (1−√1− x2)/2.
Proof. The probability of a creation is equal to u2x2(K−1(v5, v2(0,−1)))(K−1(v6, v1(−1, 0)))
which is equal to (1−√1− x2)/(2+2x). The above event contains the event that there is an
a edge covered by a dimer on the previous level. To find the probability of a creation given
there is no particle on the previous level, it suffices to divide the probability of a creation by
the probability that there is an a edge covered by a dimer. This gives (1−√1− x2)/2.

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Proof of Theorem 1.4. For u = 1−
√
1−x2
x2
, the dimer covering of the Fisher lattice can be
thought as follows:
• Take an arbitrary horizontal line along the a edges. With product measure, we can
place dimers on a edges with an iid Bernoulli ( 11+x) distribution.
• If there is no dimer covering an a edge on the row below (or above), then choose a
dimer to cover either the left or right b edge directly above (or below) with probability
1
2 . This is a direct consequence of seeing one b edge conditioned on there not being a
b edge on the row below (above). The surrounding dimers are automatically selected
from this probabilistic choice.
• If there is a dimer covering an a edge on the row below (above), then with probability
(1−√1− x2)/2, cover both b edges directly above (below) b edges.
Due to the independence of the entries, the model can be viewed as a one dimensional
noisy voter model with two colors, say red and blue. This description of this noisy voter
model differs by the one above in the following sense: for time t, the state space is given
by {R,B}2Z for t ∈ 2Z and {R,B}2Z+1 for t ∈ 2Z + 1. If the two neighboring sites on
the previous level have different colors, the site chooses its color randomly between the two
colors. If the two neighboring sites on the previous level sites have the same color, the site
flips its color with probability (1−√1− x2)/2 to the other color.
The particles in the dimer model represent the boundary between the two colors. A site
contained within a connected region of the same color can flip color with Bernoulli(1 −√
1− x2)/2. This represents the noise. Hence, the particle model is in direct correspon-
dence with the noisy voter model. The scaling window (x, x2) of the noisy voter model was
constructed in [FINR06] and named the Continuum Noisy Voter model.

7. The scaling around uc and ui
This section focuses on the behavior exhibited when u = uγ = (1−
√
1− γx2)/(γx2) with
γ ∈ R\{−1, 0, 1}, u0 = 1/2 and |γ| = o(1/x)(i.e. u = 1/2 − γx2/8). We choose the same
scaling window used for u = uc and u = ui and find the stationary measure for the locations
of particles on a horizontal line in the scaling window (x, x2).
Lemma 7.1. Suppose that nx = α where α ∈ [0,∞), γ ∈ R\{1} and u = uγ. We have
K−1(v3, v3(n,−n)) = Eγ1 (α) +O(x)
and
K−1(v3, v4(n,−n)) = −Eγ2 (α) +O(x)
where
Eγ1 (α) =
1
π
∫ e1(γ)
e2(γ)
2pe−αp√
−4− 8γ − 4γ2 + 12p2 − 4γp2 − p4
dp
and
Eγ2 (α) =
1
π
∫ e1(γ)
e2(γ)
(−2− 2γ − p2)e−αp
2
√
−4− 8γ − 4γ2 + 12p2 − 4γp2 − p4
dp
where e1(γ) = 2 +
√
2(1 − γ) and e2(γ) = (2−
√
2(1− γ))Iγ>−1 + (−2 +
√
2(1− γ))Iγ<−1.
We have that e1, e2 are real for γ < 1 and are complex for γ > 1. Note that E1 and E2
are real for all values of γ 6= 1.
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Lemma 7.1 provides the inverse Kasteleyn entries which can be used to compute cor-
relations. For γ > 1, we have that e1(γ) = e2(γ). For γ < 1, it can be shown that
|Eγ1 (α)| > |Eγ2 (α)|. This implies that any pair of particles is positively correlated. However,
for γ > 1, it can be shown that |Eγ1 (α)| < |Eγ2 (α)|, which shows that any pair of particles is
negatively correlated.
The entry for K−1(v3, v4) can also be computed up to O(x) in a similar fashion as the
other entries in Lemma 7.1 . Let e(γ) = limx→0 1/x(1− x|K−1(v3, v4)|) which is the density
of seeing a particle because
(7.1) x|K−1(v3, v4)| = xPf
(
0 K−1(v3, v4)
−K−1(v3, v4) 0
)
is the probability of seeing an a edge. We have
(7.2)
e(γ) = lim
x→0
1
x
(
1− x|K−1(v3, v4)|
)
=
1
πi
∫ e1(γ)
e2(γ)
2− 2γ + p2
2
√
4 + 8γ + 4γ2 − 12p2 + 4γp2 + p4
dp.
Under the scaling window (x, x2) and the limit x → 0, the particle locations are given by
Theorem 1.5.
Proof of Theorem 1.5 for u 6= uc. The structure of the matrix comes from Lemma 2.1. The
relevant entries come from Lemma 7.1. The proof of weak convergence is the same as the
proof in Theorem 1.5 for u = uc. 
It remains to compute the inverse Kasteleyn entries.
Proof of Lemma 7.1. We only compute K−1(v3, v3(n,−n)) as K−1(v3, v4(n,−n)) can be
computed following the same computational steps. The main idea of the proof is similar
to the main idea of the proof of Lemma 4.4. That is, we rearrange and expand the integral
until we have a term of the form (1+βx+O(x2))n where β is independent of x and n while
ensuring that the integral is well-defined.
By the cofactor expansion given in Appendix C, we have
K−1(v3, v3(n,−n)) = 1
(2πi)2
∫
T2
−u2x2(w−n+1zn−1 − w−n−1zn+1)
P (z, w)
dz
z
dw
w
.
Taking the transformation z = vw gives
K−1(v3, v3(n,−n)) = 1
(2πi)2
∫
T2
u2x2vn−1(v2 − 1)
vwP (vw,w)
dw dv.
Using Appendix B.2, we can write
(7.3) vwP (vw,w) = ux2(1− u2x2)v(1 + v)(w − Y−(v))(w − Y+(v))
where both Y±(w) are defined in (B.3). As we have |Y+(w)| < 1 for |w| = 1 and |Y−(w)| > 1
for |w| = 1, we have
(7.4) K−1(v3, v3(n,−n)) = 1
2πi
∫
|v|=1
uvn−2(v − 1)
(1− u2x2)A(v)dv
where A(v) is defined in (B.4).
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Recall the expressions e1(γ) and e2(γ) and denote e3(γ) = 3−γ+2
√
2(1 − γ) and e4(γ) =
3 − γ − 2√2(1− γ). From Appendix B.4, we have that (A(v))2 is a quartic polynomial in
v. Using the expansions of the roots of (A(v))2 given in (B.9) and (B.10), we can write
(A(v))2 = (v − (1 + e1x+ e3x2))(v − (1 + e2x+ e4x2))
×(v − (1− e1x+ e3x2))(v − (1− e2x+ e4x2)) +O(x3).(7.5)
Taking the change of variables v = 1 − xξ transforms (A(v))2 given in (7.5) into (A˜(ξ))2
which is given by
(A˜(ξ))2 := x4((ξ − (e1 + e3x))(ξ − (e2 + e4x))
×(ξ + (e1 − e3x))(ξ + (e2 − e4x)) +O(x6).
In other words, this transformation ensures that the roots of the quartic polynomial will
not pairwise contract to the same point when taking the limit as x tends to 0. Under these
change of variables, v = 1− xξ, (7.4) becomes
K−1(v3, v3(n,−n)) = − 1
2πi
∫
|ξ−1/x|=1/x
xu(1− xξ)n−2((1 − xξ)− 1)
A˜(ξ)
dξ.
The contour of integration can be deformed to a contour independent of x surrounding the
two roots of A(ξ) with positive real part, namely a contour surrounding e1(γ) and e2(γ)
which means we can now take limits as x tends to 0 of the integrand. The numerator of the
above integrand is equal to
− 1
2
e−αξξx2 +O(x3)
as where A(ξ) is equal to
− 1
4
x2
√
4 + 8γ + 4γ2 − 12ξ2 + 4γξ2 + ξ4 +O(x3)
By the dominated convergence theorem, we obtain
K−1(v3, v3(n,−n)) = − 1
2πi
∫
2e−αξξ√
4 + 8γ + 4γ2 − 12ξ2 + 4γξ2 + ξ4
dξ.
where the integral is over a contour surrounding e1(γ) and e2(γ). Splitting up the contour
into two line integrals gives the required result.

Although Lemma 7.1 incorporates Lemma 4.4, the technique used to calculate Lemma 4.4
is more general. Moreover, we can use the same technique found in Lemma 4.4 when the
exponents of z and w are different. The calculation for Lemma 7.1 cannot be generalized in
this way.
7.1. Correlation Length. This subsection focuses on proving Lemma 1.6. Recall that
the correlation length ξ(γ) given in (1.3), is defined in terms C(α, γ) where C(α, γ) =
Eγ1 (α)
2 − Eγ2 (α)2 for γ 6= 1 and C(α, 1) = 0 for all α ≥ 0.
Proof of Lemma 1.6. We consider first γ < −1 and −1 < γ < 1 simultaneously. When
γ < −1 and −1 < γ < 1 we have e2(γ) < e1(γ). The numerator of the integral expansion of
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Eγ1 (α) +E
γ
2 (α) is −(γ +1)− 2p− 1/2p2 which has roots e1(γ) and e2(γ). Therefore, we can
write
Eγ1 (α) + E
γ
2 (α) =
1
2π
∫ e1(γ)
e2(γ)
e−αp
√
(p− e1(γ))(p − e2(γ))
((e1(γ)− 4)− p)(p− (e2(γ)− 4)) dp.
Similarly, the numerator of the integral expansion of E1(γ) − E2(γ) is γ + 1 − 2p + 1/2p2
which has roots e1(γ)− 4 and e2(γ)− 4. Therefore, we can write
Eγ1 (α)− Eγ2 (α) =
1
2π
∫ e1(γ)
e2(γ)
e−αp
√
(p− (e1(γ)− 4))(p − (e2(γ)− 4))
(e1(γ)− p)(p− e2(γ)) dp.
For large values of α, we can show that Eγ1 (α) ± Eγ2 (α) are approximately e−αe2(γ). Indeed
for γ < −1 and −1 < γ < 1, large values of α and for ǫ > 0, we can write for C1 =
1/(2π)
√
(e1(γ)− e2(γ))/(4(4 − e1(γ) + e2(γ)))
eαe2(γ)(Eγ1 (α) + E
γ
2 (α)) =
1
2π
∫ e1(γ)−e2(γ)
0
e−αp
√
p(p− e1(γ) + e2(γ))
(e1(γ)− e2(γ)− 4− p)(p + 4)) dp.
= C1
∫ ǫ
0
e−αp
√
p dp +O(α−1)
= C1
∫ ∞
0
e−αp
√
p dp +O(α−1)
=
C1
√
π
2
√
α3
+O(α−2)
Using a similar argument, we can write for C2 = 1/(2π)
√
4(4− e1(γ) + e2(γ))/(e1(γ)− e2(γ))
eαe2(γ)(Eγ1 (α) − Eγ2 (α)) =
C2
√
π
2
√
α
+O(α−1).
As |C(α, γ)| = |(E1(γ) + E2(γ))(E1(γ)− E2(γ))|, we have for large values of α
log |C(α, γ)| = −2αe2(γ) + o(log α)
This means that ξ(γ) is equal to 1/(2e2(γ)) for γ < −1 and −1 < γ < 1.
The above argument does not work for γ = −1 or for γ = 1. However, by taking a series
expansion in α of the terms computed in Lemma 4.4, we have C(α,−1) ∼ 1/α2. This means
that ξ(−1) =∞. For γ = 1, we have C(α, 1) = 0 for all α ≥ 0 which implies that ξ(1) = 0.
For γ > 1, the numerator of the integral expansion of Eγ1 (α)+E
γ
2 (α) is−(γ+1)−2p−1/2p2
which has roots e1(γ) and e2(γ) where e1(γ) = e2(γ). Therefore, using the change of variables
p 7→ 2 + ip, we can write
Eγ1 (α) + E
γ
2 (α) =
1
2π
∫ e1(γ)
e2(γ)
e−αp
√
(p− e1(γ))(p − e2(γ))
((e1(γ)− 4)− p)(p− (e2(γ)− 4)) dp
=
e−2α
2π
∫ r
−r
√
r2 − p2
r2 − (p + 4i)2 e
−iαp dp(7.6)
where r = +
√
2(γ − 1). Note that Eγ1 (α) + Eγ2 (α) is real. We have that
1
2π
∫ r
−r
√
r2 − p2e−iαpdp = r
2α
BJ [1, αr]
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where BJ [n, z] is the Bessel J function of the first kind of order n. The right hand side of
the above equation decays at rate α−3/2 as α→∞.
Suppose that
(7.7) lim
α→∞α
3/2
∫ r
−r
√
r2 − p2
r2 − (p+ 4i)2 e
−iαp dp = 0.
We have that 1/
√
r2 − (p+ 4i)2 is analytic on [−r, r]. By Mergelyan’s theorem [Gam69], we
can approximate 1/
√
r2 − (p + 4i)2 uniformly by polynomials on [−r, r]. Therefore we can
write 1/
√
r2 − (p+ 4i)2 = ∑j pj(p) for p ∈ [−r, r] where pj(z) = αjzj where αj ∈ C. By
the assumption, for ǫ > 0 there exists N such that
lim
α→∞
∣∣∣∣∣∣α3/2
∫ r
−r
N∑
j=1
pj(p)
√
r2 − p2e−iαpdp
∣∣∣∣∣∣ < Cǫ
where C is an arbitrary constant. However, we have that
lim
α→∞
∣∣∣∣α3/2
∫ r
−r
pN+1(p)
√
r2 − p2e−iαpdp
∣∣∣∣ 6= 0
because the above integral can be computed explicitly and can be shown to decay at rate
α−3/2. This means that
lim
α→∞
∣∣∣∣∣∣α3/2
∫ r
−r
N+1∑
j=1
pj(p)
√
r2 − p2e−iαpdp
∣∣∣∣∣∣ > Cǫ
which contradicts (7.7). Therefore, we have
(7.8) lim
α→∞α
3/2
∫ r
−r
√
r2 − p2
r2 − (p + 4i)2 e
−iαpdp 6= 0.
We have a similar argument for Eγ1 (α)−Eγ2 (α). The numerator of the integral expansion
of Eγ1 (α) − Eγ2 (α) is given by γ + 1 − 2p + 1/2p2 which has roots e1(γ) − 4 and e2(γ) − 4
where e1(γ)− 4 = e2(γ) − 4. Therefore, using the change of variables p 7→ 2 + ip, we can
write
Eγ1 (α)− Eγ2 (α) =
1
2π
∫ e1(γ)
e2(γ)
e−αp
√
((e1(γ)− 4)− p)(p − (e2(γ)− 4))
(p− e1(γ))(p − e2(γ)) dp
=
e−2α
2π
∫ r
−r
√
r2 − (p+ 4i)2
r2 − p2 e
−iαpdp(7.9)
where r = +
√
2(γ − 1). We have that
1
2π
∫ r
−r
e−iαp√
r2 − p2
dp =
1
2
BJ [0, αr]
where BJ [n, z] is the Bessel function of the first kind of order n. The right hand-side of the
above equation decays at rate α−1/2 as α→∞.
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Suppose that
(7.10) lim
α→∞α
1/2
∫ r
−r
√
r2 − (p + 4i)2
r2 − p2 e
−iαpdp = 0.
We have that
√
r2 − (p + 4i)2 is analytic on [−r, r]. By Mergelyan’s theorem [Gam69], we
can approximate
√
r2 − (p + 4i)2 uniformly by polynomials on [−r, r]. Therefore we can
write
√
r2 − (p+ 4i)2 =∑j pj(p) for p ∈ [−r, r] where pj(z) = αjzj where αj ∈ C. By the
assumption, for ǫ > 0 there exists N such that
lim
α→∞
∣∣∣∣∣∣α1/2
∫ r
−r
N∑
j=1
pj(p)
e−iαp√
r2 − p2
dp
∣∣∣∣∣∣ < Cǫ
where C is an arbitrary constant. However, we have that
lim
α→∞
∣∣∣∣∣α3/2
∫ r
−r
pN+1(p)
e−iαp√
r2 − p2
dp
∣∣∣∣∣ 6= 0
because the above integral can be computed explicitly and can be shown to decay at rate
α−1/2. This means that
lim
α→∞
∣∣∣∣∣∣α1/2
∫ r
−r
N∑
j=1
pj(z)
e−iαp√
r2 − p2
dp
∣∣∣∣∣∣ > Cǫ
which contradicts (7.10). Therefore, we have
(7.11) lim
α→∞α
1/2
∫ r
−r
√
r2 − (p + 4i)2
r2 − p2 e
−iαpdp 6= 0.
Therefore, using (7.6), (7.8), (7.9) and (7.11), we have that for γ > 1 and large values of
α,
log |C(α, γ)| = log |(Eγ1 (α) + Eγ2 (α))(Eγ1 (α) − Eγ2 (α))| = −4α+ o(log(α2)).
We can substitute the above expression for log |C(α, γ)| into the definition of ξ(γ).

8. Conclusion
In this paper, we considered a new parameterization of the dimer model on the Fisher
lattice. We were able to completely determine the behavior in the thermodynamic limit
when x→ 0 and in the scaling window (x, x2) when u = ui and obtain partial results in the
scaling window for u = uγ , γ 6= 1.
For 0 < x < 1 and u = uc, David Wilson conjectured (personal communication) that the
scaling limit of the particle model with appropriate re-scaling is conformally invariant. In
the same way that the scaling limit of percolation (see [CN06]) required SLE and CLE (see
[Wer04] or [Law05]), we expect that under the correct aspect ratio, the scaling limit of the
paths in the particle model are given by a random family of curves and loops belonging to
SLE3.
As noted before, we have been unable to find the limiting measure for the scaling window
(x, x2) when u = (1 −
√
1− γx2)/(γx2) for γ 6= 0 or 1. It remains an open problem to
determine the scaling window measure for γ 6= 1. In particular, we expect that for γ = −1,
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the scaling window measure is scale invariant but not rotationally invariant. This is due to
the underlying dimer model (or Ising model) being anisotropic.
If we take u = ui + ǫ
2 where ǫ is order xα for α ∈ (0, 1), then some computations show
that
(8.1) E[Nb] = E[Na] +O(x) = Cǫ+O(x)
where C is a constant and
(8.2) E[NX ] = x
2 + ǫO(x2 log x).
By taking the scaling window (xα, x2α) implies that the density of particles is of constant
order. For α < 2/3, there is a dense set of creations in the scaling window. For α > 2/3,
then there are no creations or annihilations seen in the scaling window (xα, x2α). We expect
that the limiting measure to be Dyson Brownian motions. For α = 2/3, the creations have a
finite density. Roughly speaking, we expect the repulsion of the particles to be weak enough
to allow some annihilations.
Appendix A. Overview of Appendix
This appendix provides some additional information about the model including details of
the some computations used in this paper. In Appendix B, we analyze the characteristic
polynomial for different values of u and x. In Appendix C, we give some of the entries of
the cofactor matrix. In Appendix D, we give the computations that were used in Section 3.
Finally, in Appendix E we give an expansion of H, defined in 2.5, in terms of x for u < 1/2,
u = uc before taking the scaling window. We also compute H exactly when u = ui.
Appendix B. Analysis of P (z, w)
The characteristic polynomial for the dimer model on the Fisher lattice with parameters
u and x is given by
(B.1)
P (z, w) = x2 + 2u2x2 + u4x6 +
(
ux2 − u3x4)(w + 1
w
+ z +
1
z
)
+
(
u2x2 − u2x4) ( z
w
+
w
z
)
B.1. Critical Values. The critical values of the dimer model is defined to be the parameters
which give P (z, w) = 0 for (z, w) ∈ T2. By [Li12, Li11], for (z, w) ∈ T2 we have P (z, w) = 0
when (z, w) is real. The values of u when P (−1, 1) = 0 and P (1,−1) = 0 do not have much
significance for this paper. By considering P (1, 1) = 0 and P (−1,−1) = 0 we have that
(B.2) x2 ± 4ux2 + 4u2x2 − 2u2x4 ± 4u3x4 + u4x6 = 0
Solving (B.2) for u in terms of x gives u = (−1 ± √1 + x2)/x2 and u = (1 ± √1 + x2)/x2.
Therefore, the critical values for the dimer model on the Fisher lattice with parameters (u, x)
are given by u = (±1+√1 + x2)/x2 because the other two solutions are negative when x > 0.
For fixed x < 1, we have that the critical value u = (−1 +√1 + x2)/x2 ∈ (0, 1) while the
other critical value is not in the interval (0, 1). Recall that we defined uc = (−1+
√
1 + x2)/x2.
40 SUNIL CHHITA
B.2. Factorization of P (z, w). In this subsection, we consider a factorization of the char-
acteristic polynomial for u ∈ (0, 1) and for x < 1. We find that this factorization leads to
a degree 4 polynomial (in one variable) whose roots turn out to govern the behavior of the
model. We introduce these roots and analyze their values for u ∈ (0, 1) and x < 1.
Set z = vw, we have that
P (vw,w)vw = C(u, x, v) (w − Y+(v)) (w − Y−(v))
where
C(u, x, v) = ux2(1− u2x2)v(1 + v),
(B.3) Y±(v) =
−u2 − v − 2u2v − u2v2 + u2x2 + u2v2x2 − u4vx4 ±A(v)
2(uv + uv2 − u3vx2 − u3v2x2) .
and
(A(v))2 = (−4(u + uv − u3x2 − u3vx2)(uv + uv2 − u3vx2 − u3v2x2)+(B.4)
(u2 + v + 2u2v + u2v2 − u2x2 − u2v2x2 + u4vx4)2).
We have that |Y+(v)| < 1 for all |v| = 1 and |Y−(v)| > 1. We have that (A(v))2 is a
polynomial of degree 4 in v and its roots are given by r(u, x), 1/r(u, x), s(u, x) and 1/s(u, x)
where
(B.5) r(u, x) =
1− 2u2 + u4x4 + (1− u2x2)
√
(1− 2u+ u2x2)(1 + 2u+ u2x2)
2u2(1 + x)2
and
(B.6) s(u, x) =
1− 2u2 + u4x4 + (1− u2x2)
√
(1− 2u+ u2x2)(1 + 2u+ u2x2)
2u2(1− x)2
Therefore, we can write
(A(v))2 = u4(1− x2)2(v − r(u, x))(v − r(u, x)−1)(v − s(u, x))(v − s(u, x)−1).
We now consider the values of the roots of (A(v))2 for fixed x < 1 and u ∈ (0, 1).
By plugging in u = uc into (B.5) and (B.6), we obtain s(uc, x) = (1 + x)
2/(1 − x)2 and
r(uc, x) = 1. Therefore, the roots of (A(v))
2 are given by (1 − x)2/(1 + x)2, 1 (twice) and
(1 + x)2/(1− x)2 when we take u = uc.
For fixed 0 < x < 1 and 0 < u < uc, we have that r(u, x) and s(u, x) is real due to
1− 2u+u2x2 > 0. As the denominator of r(u, x) is greater than the denominator of s(u, x),
we have that r(u, x) < s(u, x). We also have that s(u, x) < 1.
When u = ui, we have that r(ui, x) = (1 − x)/(1 + x) and s(ui, x) = (1 + x)/(1 − x).
Furthermore, we can write
A(v) =
(
1−√1− x2
)2
x4
(1− x2)
(
v − 1− x
1 + x
)(
v − 1 + x
1− x
)
when u = ui.
For fixed 0 < x < 1 and uc < u < ui, we still have r(u, x) and s(u, x) are both real due to
1− 2u+ u2x2 > 0 and r(u, x) < s(u, x). However, we now have r(u, x) < 1 < s(u, x).
When u > ui, both r(u, x) and s(u, x) are complex. By manipulating the expression of
r(u, x), we have that r(u, x) = 1/s(u, x). It follows that the roots of (A(v))2 are given by
r(u, x), 1/r(u, x), r(u, x) and 1/r(u, x).
The roots of (A(v))2 can be summarized as follows:
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• For u < uc, the roots are r(u, x), s(u, x), 1/r(u, x) and 1/s(u, x) with r(u, x), s(u, x) ∈
R with 1 < r(u, x) < s(u, x).
• For u = uc, the roots are s(uc, x), 1 (twice) and 1/s(uc, x) where s(uc, x) = (1 +
x)2/(1− x)2 > 1.
• For uc < u < ui, the roots are r(u, x), s(u, x), 1/r(u, x) and 1/s(u, x) with r(u, x) <
1 < s(u, x) and r(u, x), s(u, x) ∈ R
• For u = ui, the roots are r(ui, x) (twice) and 1/r(ui, x) (twice) where r(ui, x) =
(1− x)/(1 + x) < 1.
• For u > ui (u < 1/x), the roots are r, r(u, x), 1/r(u, x) and 1/r(u, x) for r(u, x) ∈ C
with |r| < 1.
Finally, we consider the behavior of the roots defined in (B.5) and (B.6) when x is small.
We have that for u < 1/2 (not a function of x)
(B.7) r(u, x) =
1− 2u2 +√1− 4u2
2u2
− 1− 2u
2 +
√
1− 4u2
u2
x+O(x2)
and
(B.8) s(u, x) =
1− 2u2 +√1− 4u2
2u2
+
1− 2u2 +√1− 4u2
u2
x+O(x2).
When u = uγ = (1−
√
1− γx2)/(γx2) for γ 6= 0 and u0 = 1/2, we have that
(B.9) r(uγ , x) = 1− (2 +
√
2− 2γ)x+ (3 + 2
√
2− 2γ − γ)x2 +O(x3)
and
(B.10) s(uγ , x) = 1 + (2 +
√
2− 2γ)x+ (3− 2
√
2− 2γ − γ)x2 +O(x3).
When u > 1/2 and not a function of x, we have
(B.11) r(u, x) =
1− 2u2 + i√4u2 − 1
2u2
− 1− 2u
2 + i
√
4u2 − 1
u2
x+O(x2)
and
(B.12) s(u, x) =
1− 2u2 + i√4u2 − 1
2u2
+
1− 2u2 + i√4u2 − 1
u2
x+O(x2).
which means that ||r(u, x)| − 1| is Θ(x).
Finally, we make the following remarks based on the above expansions: if we choose
u < 1/2 independently of x, then we have limx→0 r(u, x) − s(u, x) = 0 with lim s(u, x) > 1.
However, for u ≥ uc, we have that limx→0 |r(u, x)| = limx→0 |s(u, x)| = 1.
Appendix C. Cofactor Matrix of K(z, w)
Let C(z, w)i,j be the (i, j)
th entry of the cofactor matrix of K(z, w) defined in (2.1). The
complete cofactor matrix is a rather large expression; we will only list a few important entries
of the cofactor matrix that are required in this paper. Due to K(z, w) is anti-symmetric, we
have C(z, w)i,j = C(z, w)j,i. We have
C(z, w)1,1 = ux
2(w −w−1),
C(z, w)1,2 = x
2(u2x2zw−1 − 1− uw−1 − uz),
C(z, w)1,5 = x(1 + uw + uz − u2wx2z),
C(z, w)1,6 = x(1− u2x2 + uw(1− x2) + uz(1 + u2x4)− u2x2zw−1 − u2wx2z),
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C(z, w)2,2 = ux
2(z−1 − z),
C(z, w)2,5 = x(1− u2x2 + uw(1 + u2x4) + uz(1− x2)− u2wx2z−1 + uz − u2wx2z),
C(z, w)2,6 = x(1 + uw + uz − u2wx2z),
C(z, w)3,3 = u
2x2(zw−1 − wz−1),
C(z, w)3,4 = x(1 + u
4x4 + uw(1− u2x2) + uz(1− u2x2)− u2wx2z−1 − u2x2zw−1),
C(z, w)4,4 = u
2x2(wz−1 − zw−1),
C(z, w)5,5 = ux
2(z − z−1),
C(z, w)5,6 = x
2(1 + uw−1 + uz − u2x2zw−1),
and
C(z, w)6,6 = ux
2(w−1 − w)
where a = x and b = ux.
Appendix D. Computations of Local Probabilities
In this section, we provide some of the explicit computations used to compute the exact
and approximations of the local probabilities of this model. We also provide the proofs of
Lemma 3.4 and Lemma 3.5. Due to the technical nature of these computation, we used the
aid of computer algebra.
We have that
Lemma D.1.
−b ∂
∂b
logZ = − 2u
2x2
1− u2x2 +


f(x, u, r) if u < uc
f(x, u, 1) if u = uc
f(x, u, 1/r) if u > uc
(D.1)
where f(x, u, r) is defined in Theorem 3.1 and b = ux. In the case when u = ui, we obtain
(D.2) − b ∂
∂b
logZ = 1−
√
1− x
1 + x
Proof. From (2.3), we can differentiate both sides with respect to b and we obtain
−b ∂
∂b
logZ = − b
2(2πi)2
∫
|w|=1
∫
|z|=1
∂
∂bP (z, w)
P (z, w)
dz
z
dw
w
by differentiation under the integral sign. Under the change of variables z 7→ wv, we have
− b ∂
∂b
logZ =
1
2(2πi)2
∫
|v|=1
∫
|w|=1
dw dv
u(−(1 + v)(1 + 2u(1 + v)w + vw2) + u(2(1 + v2)w + 3u(1 + v)(1 + vw2))x2 − 4u3vwx4)
vw(−(u + uv + vw)(1 + uw + uvw) + u2(w + v2w + u(1 + v)(1 + vw2))x2 − u4vwx4) .
(D.3)
The roots of the denominator of the integrand of (D.3) with respect to w are given by 0,
Y±(v) which are both defined in (B.3). The residue at w = 0 for the right hand side of (D.3)
gives
(D.4)
1
2
1
2πi
∫
|v|=1
−1 + 3u2x2
v(−1 + u2x2)dv =
1− 3u2x2
2(1− u2x2) .
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As we have |Y+(v)| < 1 for all |v| = 1 and |Y−(v)| > 1 for all |v| = 1, we can compute the
residue with respect to w at Y+(v) for the right hand side of (D.3). This gives
(D.5)
1
2πi
∫
|v|=1
Q(v)
2v(−1 + u2x2)A(v)dv
where
Q(v) = (1 + u2x2)(v + u4vx4 + u2(−1 + x2 + v2(−1 + x2)− 2v(1 + 2x2))).
Recall that the roots of A(v) are given r(u, x), s(u, x), 1/r(u, x), 1/s(u, x), where r(u, x)
and s(u, x) are defined in (B.5) and (B.6). These roots were analyzed in Appendix B.2. For
all values of u ∈ (0, 1), we have |s(u, x)| > 1. For u < uc, we have |r(u, x)| > 1. For u = uc,
we have r(uc, x) = 1 and for u > uc, we have |r(u, x)| < 1. We will consider (D.5) under
the three regimes u < uc, u = uc, u > uc and the special case when u = ui separately. We
denote C(r˜, s˜) to be a positively oriented contour surrounding the points r˜(u, x) and s˜(u, x)
which does not contain the origin where r˜ and s˜ are functions of u and x.
For u < uc, the contour of integration for the integral in (D.5) can be deformed to a
contour surrounding the branch cut from 1/r(u, x) to 1/s(u, x) and a contour around v = 0.
We can take the residue at v = 0 and we find that (D.5) is equal to
(D.6) − 1 + u
2x2
2(1 − u2x2) +
1
2πi
∫
C(1/r,1/s)
Q(v)
2v(−1 + u2x2)A(v)dv.
The integral in the above equation can be rewritten as two line integrals. We have that (D.6)
becomes
(D.7) − 1 + u
2x2
2(1− u2x2) +
1
2πi
∫ 1/s
1/r
Q(v)
v(−1 + u2x2)A(v)dv.
Adding (D.4) to (D.7) we find that for u < uc
−b ∂
∂b
logZ = − 2u
2x2
1− u2x2 −
1
2πi
∫ 1/r
1/s
Q(v)
v(−1 + u2x2)A(v)dv.
As Q(v) is a polynomial in v of degree 2, we have that the above line integral is a linear
combination of elliptic integrals. We can simplify this linear combination of elliptic integrals
to obtain the expression found in (D.1) for u < uc.
For u = uc, the contour of integration for the integral in (D.5) can be deformed to a
contour surrounding the branch cut from 1/s(uc, x) = (1 − x)2/(1 + x)2 to 1 and another
contour around v = 0. We also have that A(v) is given by
(D.8) u2c(1− x2)(v − 1)
√
(v − s(uc, x))(v − 1/s(uc, x)).
Using (D.8), the above contour deformation and computing the residue at v = 0, (D.5)
becomes
− 1 + u
2x2
2(1− u2x2) +
1
2πi
∫
C(1,1/s(uc,x))
Q(v)
2vu2c(1− x2)(v − 1)
√
(v − s(uc, x))(v − 1/s(uc, x))
dv.
The above integral can be reduced to two line integrals and we obtain
(D.9) − 1 + u
2x2
2(1 − u2x2) +
1
2πi
∫ 1/s(uc,x)
1
Q(v)
vu2c(1− x2)(v − 1)
√
(v − s(uc, x))(v − 1/s(uc, x))
dv.
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Adding (D.4) to (D.9) we find that for u = uc
−b ∂
∂b
logZ = − 2u
2x2
1− u2x2+
1
2πi
∫ 1/s(uc,x)
1
Q(v)
vu2c(1− x2)(v − 1)
√
(v − s(uc, x))(v − 1/s(uc, x))
dv.
The line integral in the above equation can be evaluated explicitly by expanding Q(v)/(v(v−
1)) in terms of its partial fractions decomposition which gives a linear combination of stan-
dard integrals. Evaluating gives the expression found in (D.1) for u = uc.
For u > uc, the contour of integration for the integral in (D.5) can be deformed to a
contour surrounding the branch cut from r(u, x) to 1/s(u, x) and a contour around v = 0.
We can take the residue at v = 0 and we find that (D.5) is equal to
(D.10) − 1 + u
2x2
2(1− u2x2) +
1
2πi
∫
C(r,1/s)
Q(v)
2v(−1 + u2x2)A(v)dv.
The integral in the above equation can be rewritten as two line integrals. We have that (D.10)
becomes
(D.11) − 1 + u
2x2
2(1− u2x2) +
1
2πi
∫ 1/s
r
Q(v)
v(−1 + u2x2)A(v)dv.
Adding (D.4) to (D.11) we find that for u > uc
−b ∂
∂b
logZ = − 2u
2x2
1− u2x2 −
1
2πi
∫ r
1/s
Q(v)
v(−1 + u2x2)A(v)dv.
The line integral in the above equation can be evaluated giving the elliptic integral found
in (D.1) for u > uc
Finally, when u = ui, we could either simplify the expression for E[Nb] given in Theo-
rem 3.1 for u > uc because k = 0 for u = ui or we could use residue calculus. We choose the
latter. By setting u = ui and simplifying, we find that (D.5) is equal to
(D.12)
1
2πi
∫
|v|=1
(−1 + v)2 − (1 + (−6 + v)v)x2
2v(1 + v(−1 + x) + x)(−1 + v + x+ vx)√1− x2dv = −
1− 2x√
1− x2
by computing the residues at v = 0 and v = (1 − x)/(1 + x). Adding (D.4) to (D.12) and
setting u = ui gives the result.

We now prove Lemma 3.4.
Proof of Lemma 3.4. For u < uc (fixed), we have that E[Nb] is of the form
(D.13) − 2u
2x2
1− u2x2 + c1(u, x)K(k) + c2(u, x)(Π(rk, k) −Π(k/r, k)).
by Theorem 3.1. We can use the expansions of r(u, x) and s(u, x) given in (B.7) and (B.8)
to find that
(D.14) c1(u, x) = − 2
π
x+
2
π
√
1− 4u2x
2 +O(x3)
and
(D.15) c2(u, x) =
1
π
+
2(2u2 − 1)
π
√
1− 4u2x+O(x
2).
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Using the expansions of r(u, x) and s(u, x) given in (B.7) and (B.8), we can find the expansion
of the modulus of the elliptic integrals. This is given by
(D.16) k =
s− r
rs− 1 =
4u2√
1− 4u2x+O(x
3).
The expansions of the elliptic integrals are given by
(D.17) K(k) = π
2
+
k2π
4
+O(k4)
and
(D.18) Π(rk, k)−Π(k/r, k) = kπ(−1 + r
2)
4r
+
3k2π(−1 + r4)
16r2
+O(k3).
We can substitute the series expansions of k and r into (D.17) and (D.18) to give series
expansions in terms of x which are given by
(D.19) K(k) = π
2
+
4u4π
1− 4u2x
2 +O(x4)
and
(D.20) Π(rk, k) −Π(k/r, k) = πx+ 1− 2u
2
√
1− 4u2πx
2 +O(x3).
These series expansions in x can be substituted into the expression for E[Nb] given in Theo-
rem 3.1 along with the expansions of the coefficients c1(u, x) and c2(u, x) computed in (D.14)
and (D.15) to find the series expansion of E[Nb] for u < uc (fixed).
For u = uc and u = ui, we have explicit expressions for E[Nb] which do not involve elliptic
integrals given in Theorem 3.1. In both cases, we can take a series expansions in x.
For u > ui (fixed), we also have that E[Nb] is of the form
(D.21) − 2u
2x2
1− u2x2 + c1(u, x)K(k) + c2(u, x)(Π(k/r, k) −Π(rk, k)).
by Theorem 3.1. Using the expansions of r(u, x) and s(u, x) given in (B.11) and (B.12), we
have
(D.22) c1(u, x) = −i
√
4u2 − 1
2πu2
+O(x)
and
(D.23) c2(u, x) = −i
√
4u2 − 1
4πu2x
+O(x0).
The modulus of each elliptic integral is given by k = i/k′ where k′ = |s/r− 1|/|s− 1/r| and
i =
√−1. Using the expansions of r(u, x) and s(u, x) given in (B.11) and (B.12), we have
(D.24) k′ =
4u2√
4u2 − 1x+O(x
2)
The expansions of the elliptic integrals with modulus equal to k = i/k′ are given by
(D.25) K
(
i
k′
)
= k′ log
(
2
k′
)
+ k′ log 2 +O(k′2)
and
(D.26) Π
(
i
rk′
,
i
k′
)
−Π
(
ir
k′
,
i
k′
)
= −k′ log 1
r
+O(k′2).
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These expansions are both computed explicitly in Chapter 3 of [Chh11]. We can rewrite the
expansions given in (D.25) and (D.26) in terms of u and x. We obtain
(D.27) K
(
i
k′
)
= i
4u2√
4u2 − 1
(
1
2
log(4u2 − 1)− 2 log u− log x
)
x+O(x2)
and
Π
(
i
rk′
,
i
k′
)
−Π
(
ir
k′
,
i
k′
)
= −i 4u
2
√
4u2 − 1 log
(
1− 2u2 − i√4u2 − 1
2u2
)
x+O(x2)
= −i 4u
2
√
4u2 − 1 arccos
(
1
2u2
− 1
)
x+O(x2)
= −i 8u
2
√
4u2 − 1(θ − π)x+O(x
2)
(D.28)
where θ = arccos(−1/(2u)). We can substitute these expansions of the elliptic integral and
the expansions of the coefficients c1(u, x) and c2(u, x) computed in (D.22) and (D.23) back
into the expression given in Theorem 3.1. Extracting the highest order coefficient of x (i.e.
the x0 term) gives the result.
The last statement follows by finding the expansions E[Nac ] which can be achieved using
the same method.

We now give the proof of Lemma 3.5.
Proof. For u = ui or u = uc, the same method used in Lemma 3.4 holds. Otherwise, notice
that E[NX ] is of the form
c1(x, u)K(k) + c2(x, u)(Π(r/k, k) −Π(1/(rk), k) +O(x2)
where c1(x, u), c2(x, u) represent coefficients of the complete elliptic integrals and k represents
the appropriate modulus of the elliptic integrals, given in Theorem 3.1. For u < uc, c1 and
c2 are both of order x
2, hence the expansions of the elliptic integrals given in the proof of
Lemma 3.4 hold and we can follow the approach used in the proof of Lemma 3.4 to obtain
the result. For u > ui, c1(x, u) and c2(x, u) are both Θ(x), which implies that we can
use the expansions of the elliptic integrals used in the proof of Lemma 3.4 and follow the
computation in the proof of Lemma 3.4. 
D.1. For u < 1/2. When u < 1/2 (independent of x), the roots r(u, x) and s(u, x) defined
in (B.5) and (B.6) are not close to the unit circle when x is small. In this case, we can use a
series expansion in x to find an expansion in x of the inverse Kasteleyn matrix. For example,
Lemma D.2.
K−1(v3, v4) = −1
x
− 2u
2 − 1 +√1− 4u2√
1− 4u2 x+O(x
3)
Proof. We have that
K−1(v3, v4)
=
1
(2πi)2
∫
T2
( −1
x(1 + uw + uz)
+
(u4w2 + u3w3 + 2u4wz + u4z2 + u3z3)x
(1 + uw + uz)2(uw + uz + wz)
)
dz
z
dw
w
+O(x3)
(D.29)
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The first term in equation (D.29) gives −1/x when applying the residue theorem. Computing
the residue at z = −uw/(u + w), the second term in (D.29) becomes
(D.30)
1
2πi
∫
|w|=1
−u
2w2(4u2 + 4uw +w2)x
(u+ w)(u+ w + uw2)2
dw.
Applying the residue theorem at w = −u and w = (−1 +√1− 4u2)/(2u) gives the result.

D.2. For u = uc. In this subsection, we give an example of computing an inverse Kasteleyn
entry for u = uc and a list of some of the inverse Kasteleyn entries we can also compute
using this technique.
Lemma D.3. For u = uc, we have
(D.31) K−1(v3, v4) =
πx2 − 2(1 + x2)arccotan(x)
2πx(1 − x2)
The computation is slightly different to the one used in Lemma D.1 for u = uc – we do
not take the initial change of variables because for these entries it makes the computation
more involved.
Proof. From using the cofactor expansion given in Appendix C, we can write the numerator
of the integrand of the integral we want to compute as
(D.32) − u
2
cx(w
2x2 + z(−2 + x2z)− 2w(1 + (2 + x2)z))
zw
and the denominator is given by
(D.33) zwP (z, w) = u2cx
2(w2(−1+x2− 2z)+ z(−2+ (−1+x2)z)− 2w(1+ (3+x2)z+ z2))
Therefore, we can write K−1(v3, v4) as
(D.34)
1
(2πi)2
∫
T2
−w2x2 + z(2 − x2z) + 2w(1 + (2 + x2)z)
wxz(w2(−1 + x2 − 2z) + z(−2 + (−1 + x2)z)− 2w(1 + (3 + x2)z + z2))
dz
z
dw
w
.
The denominator of the above integrand can be rewritten as xzw(1+2w−x2)(z−y+(w))(z−
y−(w)) where y±(w) are both defined in (4.19), with |y−(w)| < 1, |y+(w)| > 1 for all |z| = 1.
We have that
(D.35)√
1 + 4w + 6w2 + 4w3 + w4 + 4wx2 + 8w2x2 + 4w3x2 = (w + 1)
√
w − s(x))(w − s(x)−1)
where s(x) = −1− 2x2 + 2x√1 + x2.
Computing the residue at z = 0 of (D.34) gives
(D.36)
1
2πi
∫
|w|=1
2− wx2
wx(−2− w + wx2)dw = −
1
x
.
The residue at z = y−(w) gives
1
2πi
∫
|w|=1
−1− 2w + w2x2
wx(1 + 2w − x2)(−2 + w(−1 + x2))
− (1 + w
3x2 + w(3 + 2x2) + w2(2 + x2 − 2x4))
wx(1 + 2w − x2)(−2 + w(−1 + x2))
√
(1 + w2 + w(2 + 4x2))
dw(D.37)
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The above integrand has singularities at w = 0, w = −1/2(1 − x2) and w ∈ [−1, s(x)]. The
residues at w = 0 and w = −1/2(1 − x2) for the integral in (D.37) give
(D.38)
1
x(1− x2) −
x
1− x2 =
1
x
.
Adding the quantities from (D.38) and (D.36), we can rewrite K−1(v3, v4) as a line integral,
namely
(D.39)
K−1(v3, v4) =
2
2πi
∫ s(x)
−1
(1 + w3x2 + w(3 + 2x2) +w2(2 + x2 − 2x4))
wx(1 + 2w − x2)(−2 + w(−1 + x2))
√
(1 + w2 + w(2 + 4x2))
dw.
In the above expression, we can write
(1 + w3x2 + w(3 + 2x2) + w2(2 + x2 − 2x4))
wx(1 + 2w − x2)(−2 + w(−1 + x2))
in terms of partial fractions which means that (D.39) is a linear combination of standard
integrals. Each of these integrals can be computed and summing up gives the result. 
Lemma D.4. For u = uc, we have
K−1(v4, v5) = −K−1(v4, v6)
= −
π
(−1 + x2) (1 +√1 + x2)+√1 + x2 (3− 3x2 +√1 + x2) arccos x
4π (−1 + x2)
+
√
1 + x2
(
−1 + x2 +√1 + x2
)
arctan
(
1−3x2
3x−x3
)
4π (−1 + x2) ,
= −x
π
+
x2
2
+O(x3)
K−1(v5, v6) = −(1 +
√
1 + x2)(π(1 − x2) +√1 + x2(2−√1 + x2)(π − 4 arctan x)
4π(1 − x2)
= −1 + 2x
π
− 3x
2
4
+O(x3),
Proof. These values can be computed in a very similar fashion to Lemma D.3. 
Appendix E. Expansions and Computations of Hu
In this section, we prove Lemma 5.1, Lemma 4.1 and Lemma 6.1.
E.1. u < 1/2 (chosen independently of x). In this subsection, we prove Lemma 5.1.
Proof of Lemma 5.1. We can use the analysis of the roots in Appendix B.2 to show that
P (z, w) is analytic for u < 1/2 for (z, w) ∈ T2 with x→ 0. By letting
(E.1) P˜ (z, w) = lim
x→0
1
x2
zw detK(z, w) = (1 + zu+ wu)(wz + uz + uw),
we can take a series expansion in terms of x to find that
(E.2) Hu(m,n) =
x−2
(2πi)2
∫
|w|=1
∫
|z|=1
zmwn
P˜ (z, w)
dz dw +O(x0).
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by the Dominated Convergence Theorem and soH0u(m,n) = limx→0 x2Hu(m,n) form,n ∈ Z
exists.
As |uw|/|u + w| < 1 for all |w| = 1, using the factorization of P˜ (z, w) in (E.1), we can
compute the residue at z = uw/(u + w) which gives
(E.3) H0u(m,n) =
1
2πi
∫
|w|=1
(
− uw
u+ w
)n wm
u+ w + uw2
dw.
By partial fractions, we have
(E.4)
1
u+ w + uw2
=
1
u(r1 − r2)
(
1
w − r1 −
1
w − r2
)
,
where r1 and r2 are the roots of the polynomial u + w + uw
2 with |r1| < 1 and |r2| > 1.
As |r1| < 1, the contribution for (E.3) obtained by deforming the contour of integration to
|w − r1| = ǫ is given by
(E.5)
(−u)nrm+n1
u(r2 − r1)(r1 + u)n .
The remaining contribution for (E.3) comes from deforming the contour of integration to
|w + u| = ǫ. For v ∈ C with v 6= u, using the residue theorem at w = −u gives
1
2πi
∫
|w+u|=ǫ
(
− uw
u+ w
)n wm
w + v
dw = (−u)m+n(m+ n)!
n−1∑
k=0
(−1)n−k−1
k!(m+ n− k)!
(
u
u− v
)n−k
= −(−1)m
(
− u
u− v
)n
vm+n
− (−u)m+n (m+ n)!
m!n!
2F1(1,−m, 1 + n, 1− v/u).(E.6)
We can substitute v = −r1 and v = −r2 and use the partial fractions decomposition given
in (E.4) which gives the contribution of (E.3) when the contour of integration is deformed
to |w + u| = ǫ. This gives
(−u)m+n(m+ n)!
u(r1 − r2)
(
2F1(1,−m, 1 + n, s−11 )
m!n!
− s2
n−1∑
k=0
(−s2)n−1−k
k!(m+ n− k)!
)
− (−u)
nrm+n1
u(r2 − r1)(r1 + u)n
(E.7)
where s1 and s2 are defined in the statement of the lemma. Adding (E.5) and (E.7) gives
H0u(m,n).
For the third statement of the lemma, without loss of generality, suppose that n ≥ m. We
have
(E.8) H0u(−m,n) =
1
(2πi)2
∫
|w|=1
∫
|z|=1
wn
zm(1 + zu+ wu)(uw + uz + wz)
dz dw.
By a partial fractions decomposition, we have
(E.9)
1
(1 + zu+ wu)(uw + uz + wz)
=
1
u+w + uw2
(
u+ w
uw + uz + wz
− u
1 + uw + uz
)
.
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Completing the residue calculations with respect to z leads to the simplification
H0u(−m,n) =
1
2πi
∫
|w|=1
(−1)mumwn
(u+ w + uw2)(1 + uw)m
dw(E.10)
=
(−1)mumrn1
(1 + ur1)m
√
1− 4u2(E.11)
where r1 is the root lying inside of the unit circle of the polynomial u+w+uw
2. Simplifying
the above equation gives the result. 
E.2. Local dynamics u = uc. In this subsection, we prove Lemma 4.1.
Proof of Lemma 4.1. The denominator of the integrand is equal to P (z, w)zw which can be
rewritten as u2cx
2(1+2w−x2)(z−y+(w))(z−y−(w)) where y±(w) are both defined in (4.19).
As we have |y−(w)| < 1 and |y+(w)| > 1 for all |z| = 1 , we can compute the first integral
with respect to z by taking the residue at y−(w). This gives
(E.12)
Huc(m,n) =
1
2πi
∫
|w|=1
x2
(
−(−1)m−n + w−n
(
−1+w
2+w(3+x2)−
√
(1+w)2(1+2w+w2+4wx2)
1+2w−x2
)m)
2
(
2 + x2 − 2√1 + x2
)√
(1 +w)2 (1 + w2 + w (2 + 4x2))
dw.
Note that there is a branch cut situated along the negative real axis from 1 − 2x2 −
2x
√
1 + x2 to s(x) = −1 − 2x2 + 2x√1 + x2. Therefore, the integral over |w| = 1 in (E.12)
can be deformed to an integral from w = −1 to w = s(x) (above the branch cut), an
integral from w = s(x) to w = −1 (below the branch cut) and a contour integral around
w = 12(x
2 − 1).
The contributions given near the branch cut can be computed as follows. By taking a
series expansion of the numerator about the point w = −1 gives an integral of the following
form
(E.13)
1
2πi
∫ s(x)
−1
x2
2(2 + x2 − 2√1 + x2)
∞∑
k=0
ak
(w + 1)k+1√
(w + 1)2(1 +w2 + w(2 + 4x2))
dw
where ak is a function of m,n and x which can be computed using the integrand given
in (E.12). For example, we find that
(E.14) a0 =
(−1)m−nx2(m+ n−mx2 + nx2)
2(1 + x2)(2 + x2 − 2√1 + x2) .
For i ≥ 1, we define the integrals
(E.15) Ii :=
1
2πi
∫ s(x)
−1
(w + 1)i−1√
(w + 1)2 + 4wx2
dw
which are standard integrals and can be evaluated explicitly. To find a series expansion
of (E.13), it is enough to compute Ii for i = 2 up to i = 5 because Ii = O(x
i−1), each ak is
O(x−2) and there is no I1 in the expression (E.13). By expanding each Ii and ak in terms
of x, we can find a series expansion for (E.13) in x which is given by
−F0(m,n)x−2 + F1(m,n)x−1 − F2(m,n) + F3(m,n)x.
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It remains to calculate the other contribution in (E.12), namely the contour integral around
w = 12(x
2 − 1). Taking a series expansion in x gives
(E.16)
1
2πi
∫
|w+ 1
2
|=ǫ
2(−1)mwm−n
x2(1 + 2w)m(1 + w)2
− 2
(
(−1)mw1+m−n (1 + 2w +m(1 + w)2))
(1 + 2w)m+1(1 + w)4
dw +O(x2).
This can be computed using the following integral
(E.17) G(l) =:
1
2πi
∫
|w+ 1
2
|=ǫ
wm−n
(1 + 2w)m(1 + w)l
dw.
These can all be found by a higher dimensional residue formula and are given by G(1) =
(−1)n, G(2) = (−1)n(m+ n)
(E.18) G(3) =
1
2
(−1)n(−2 +m2 + n+ n2 +m(3 + 2n))
and
(E.19) G(4) =
1
6
(−1)n(2 +m+ n)(−6 +m2 + n+ n2 +m(7 + 2n)).
This means that we can compute (E.16) explicitly and hence we have computed all the terms
which account for (E.12). 
E.3. Local dynamics for u = ui.
Proof of Lemma 6.1. We only provide the calculation for m ≥ n as the other case is anal-
ogous. To simplify calculations, set x to
√
2t− 1/t as this removes the square root term.
Using this simplification, a calculation gives
(E.20) P (z, w) =
((2 + w + z)t− w − z)((w + z + 2wz)t − w − z)
t2(2t− 1)wz
We can compute the residue of Hui(m,n) at z = (w − tw)/(t + 2tw − 1) which gives
(E.21) Hui(m,−n) =
1
2πi
∫
|w|=1
t(2t− 1)w−n(w − tw)m
2(t+ 2tw − 1)m(t+ 2tw + tw2 − w2 − 1)dw.
The singularities of the integrand inside the region |w| ≤ 1 are located at w = (−t +√
2t− 1)/(−1 + t) and w = (1 − t)/(2t). The contribution from the residue at w = (−t +√
2t− 1)/(−1 + t) is given by
(E.22)
1
4
t
√
2t− 1
(
t+
√
2t− 1
1− t
)m+n
.
It remains to find the residue for (E.21) at w = (1 − t)/(2t). This can be achieved by
splitting the term (−1 + t+2tw−w2+ tw2) = (t− 1)(w− c1)(w− c2), where c1 = 1/c2 and
|c1| < 1. Hence, the denominator in (E.21) can be separated into
(E.23)
1
(−1 + t+ 2tw − w2 + tw2) =
1
2
√
2t− 1
(
1
w − c1 −
1
w − c2
)
.
Each term can be computed using the high dimensional residue formula:
(E.24)
1
2πi
∫
|w+ 1
2
1−t
2t |=ǫ
t
√
2t− 1wm−n(1− t)m
2(−1 + t+ 2tw)m(w − c1) = −
1
4
t
√
2t− 1
(
t+
√
2t− 1
1− t
)m+n
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and
(E.25) − 1
2πi
∫
|w+ 1
2
1−t
2t |=ǫ
t
√
2t− 1wm−n(1− t)m
2(−1 + t+ 2tw)m(w − c2) =
1
4
t
√
2t− 1
(
t−√2t− 1
1− t
)m+n
.
Notice that contributions from (E.22),(E.24) and (E.25) sum up to give (E.21). As the
contributions from (E.22) and (E.24) cancel out, we obtain
(E.26) Hui(m,−n) =
1
4
t
√
2t− 1
(
t−√2t− 1
1− t
)m+n
.
Setting t = (1 +
√
1− x2)/x2 gives
Hui(m,−n) =
(1 +
√
1− x2)2
4x3
(
(−1 + x)(1 +√1− x2)
1− x2 +√1− x2
)m+n
which can be simplified to the expression given in Lemma 6.1. 
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