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ABSTRACT
Dust aerosol is abundant and important in the Earth system due to its
influence on the radiation balance, the hydrological cycle, human health
and ecosystems. Reducing the currently large uncertainties in dust ef-
fects requires realistic simulations of the lifecycle of dust aerosol which
depends on the time, location and amount of dust emission. Emis-
sion estimates from models show a large variety, the reduction of which
requires a systematic evaluation of dust-emitting winds. Different pro-
cesses are known, but their relative importance was previously poorly
quantified. This work investigates dust-emitting winds in North Africa
based on single meteorological processes which helps guiding future
model development.
Based on 32 years of ERA-Interim data and a dust model, the emission
amounts associated with nocturnal low-level jets (NLLJs), atmospheric
depressions and mobile, long-lived cyclones are estimated climatologi-
cally for the first time. The results highlight NLLJs as an important driver
for dust emission, particularly in the Bodélé Depression during winter.
Associated maxima in mid-morning emission underline the importance
of temporally high-resolved winds for dust modelling. ERA-Interim sys-
tematically underestimates NLLJ core wind speeds, likely due to arti-
ficially increased mixing in stable boundary layers. Derived emission
frequencies over the Bodélé Depression agree well with observations,
but differ elsewhere.
Atmospheric depressions, often in the form of heat lows and lee depres-
sions, occur frequently and coincide with the majority of dust emission.
Few depressions develop into mobile and long-lived cyclones which co-
incide with particularly intense events. The largest emission fractions
associated with cyclones are found in northeast Africa during spring, pri-
marily at day with a small emission reduction by soil moisture. Smaller
West African areas show similar fractions, likely associated with near-
surface signatures of African Easterly Waves.
Comparing results derived from ERA-Interim against the Earth system
model of the UK Met Office shows considerable disagreement in NLLJ
core wind speeds and dust emissions. In depth analysis underlines
the urgency for model development that improves the synoptic-scale
conditions and the stable boundary layer. Such model improvements
vii
viii
hold the potential to advance the scientific understanding of dust aerosol
in the Earth system.
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CHAPTER 1
Motivation and Background
One of the largest uncertainties in our understanding of the climate system is the
role of aerosols. Aerosol may affect climate directly through scattering and absorp-
tion of radiation (e.g. Lohmann & Feichter, 2005), semi-directly by cloud burn-off
(Ackermann et al, 2000) and indirectly by aerosol-cloud-effects (cloud albedo, top
height and lifetime, Albrecht, 1989; Pincus & Baker, 1994; Twomey, 1974). Pos-
sible aerosol effects also include changes of the photo-synthetically active radia-
tion spectrum on land vegetation (Mercado et al., 2009) as well as altered surface
albedo (Flanner et al., 2007). Aerosol may have a net cooling effect on the global
mean near-surface temperature thereby counteracting the warming through anthro-
pogenically increased green house gas (GHG) concentrations. This implies that
the effect of GHGs might be partially masked, particularly in regions of high aerosol
burden. Despite possibly important climate sensitivity to aerosol, particularly on
regional scales, the Intergovernmental Panel of Climate Change (IPCC) acknowl-
edges in their fifth assessment report (AR5) that studies disagree on the magnitude
and sign of the climate response to aerosol changes resulting in an overall low con-
fidence in our current scientific understanding (Boucher et al., 2013).
The reasons for the gaps in our knowledge of understanding aerosols in the cli-
mate system are attributed to different aspects. Firstly, the presence of aerosols is
spatially and temporally variable making their observation and modelling a challeng-
ing task. Secondly, their atmospheric life cycle and possible climate effect depend
on the meteorological character of the air and the underlying surface (Stevens &
Feingold, 2009). Thirdly, aerosols may interact and trigger chemical reactions pro-
ducing new aerosols of different characteristics than the precursors. A detailed
understanding of influences and possible feedback mechanisms between aerosols
and the climate system would require a global dense network for joint observation
of aerosol and meteorological conditions. Our current knowledge based on direct
observation is largely based on case studies under specific meteorological regimes
and thus incomplete (Stevens & Feingold, 2009).
Numerical modeling is used to compensate some of the shortcomings of the
observational network for aerosol investigations. In contrast to observations, atmo-
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spheric models can provide global information for investigating the role of aerosols
in the climate system over long time periods. Validation studies, however, demon-
strate the limitation of atmospheric models to reproduce aerosol observation. Eval-
uation of global aerosol climate models from the intercomparison projects AERO-
COM indicates uncertainty of 30 70% for the global annual mean aerosol direct
effect (Quaas et al., 2009).
According to AR5 of the IPCC (Boucher et al., 2013) processes involved in
emission of natural aerosol are one of the key aspects causing the large model
spread in the climate sensitivity to aerosol. Atmospheric dust constitutes a large
fraction of the aerosol mass. Dust has important effects on the radiation balance,
the hydrological cycle, ecosystems and human health. Despite the implication of
mineral dust, our understanding of the future development of dust aerosol concen-
trations is poor. Previous work show both increases and decreases of the mineral
dust concentrations under a changing climate (Carslaw et al., 2010, and references
therein). The future development of the wind speed and the vegetation cover have
been highlighted to be important (Carslaw et al., 2010). For instance, a vegeta-
tion decline can be driven by a rainfall deficit and agricultural use. The vegetation
die-back may in turn lead to a larger bare soil fraction but may also decrease the
surface roughness so that the momentum transport to the surface is larger. Such
complex interactions and feedbacks require an Earth system model for studies on
mineral dust in context of climate change. Validation of such models underline their
variety and deviations from observed climate (e.g. Collins et al., 2011; Huneeus
et al., 2011). One of the reasons can be the parameterisation of sub-grid scale pro-
cesses that are crucial in all stages of the life cycle of dust aerosol and their impact
in the Earth system. A systematic analysis of processes involved in the life cycle of
dust aerosol holds the potential to improve the model simulations and to advance
our scientific understanding.
This PhD thesis addresses the emission of mineral dust aerosol in North Africa,
the largest dust source on Earth (e.g. Engelstaedter et al., 2006; Tegen & Schep-
anski, 2009), from where dust aerosol can be transported towards America and
Europe (e.g. Ben-Ami et al., 2009; Kaufman et al., 2005; Koren et al., 2006; Moulin
et al., 1998; Winstanley, 1972). The atmospheric concentration of mineral dust de-
pends strongly on the location, time and amount of dust emission. State-of-the-art
atmospheric models applied to dust aerosol over North Africa show a large diversity
of their emission amount (Colarco et al., 2010; Evan et al., 2014; Huneeus et al.,
2011; Laurent et al., 2008; Schmechtig et al., 2011). Realistic simulations of dust
emission depend on the representation of both soil properties and meteorological
1.1 Mineral Dust in the Earth System 3
processes generating sufficiently large near-surface winds for mobilizing soil par-
ticles (Gillette & Passi, 1988; Reinfried et al., 2009; Shao et al., 1993). The dust
emission depends herein usually non-linearly on the wind speed (e.g. Kok, 2011;
Marticorena & Bergametti, 1995; Tegen et al., 2002). Several studies underline that
misrepresentations of the wind speed in a model has a particularly strong impact
on dust emission (Knippertz & Todd, 2012; Schmechtig et al., 2011).
The present work contributes to our understanding of the relative importance of
meteorological processes generating sufficiently large wind speeds for dust emis-
sion in North Africa and their current representation in atmospheric models. While
different meteorological processes are known to cause dust-emitting wind speeds,
their relative importance from a climatological perspective is poorly quantified (Cuesta
et al., 2009; Knippertz & Todd, 2012). Amongst other atmospheric phenomena,
these include nocturnal low-level jets, atmospheric depressions and mobile cy-
clones which are the subject of the present work. These dust-emitting processes
are investigated with the help of innovative detection tools applied to ERA-Interim
re-analysis from the European Centre for Medium-RangeWeather Forecasts (ECMWF,
Dee et al., 2011) and a dust emission model (Tegen et al., 2002). This approach en-
ables the first climatological estimate of their relative importance for North African
dust emission amounts. The detailed insights in the NLLJ, a layer of relatively high
wind speed in a few hundred metres above the ground during the night, as driver
of dust emission over North Africa and the newly developed tool for their automatic
identification are used to compare the representation of this mechanism in ERA-
Interim to the global Earth system model from the UK Met Office. The following
sections review the literature to give an overview of dust aerosol as part of the
Earth system as well as processes for dust emission and relevant physical param-
eterisations in atmospheric models. At the end the aims of this thesis are defined
in more detail.
1.1 Mineral Dust in the Earth System
Atmospheric dust may affect meteorological conditions and therefore the climate
by interaction with radiation (Haywood et al., 2003; Sokolik & Toon, 1996), cloud-
microphysics (Karydis et al., 2011; Lohmann & Feichter, 2005) and precipitability
(Rosenfeld et al., 2001). The direct radiative effect can be as much as 50Wm 2
in the monthly mean, the missing representation of which may cause substantial
forecast errors in numerical weather prediction models (Haywood et al., 2005). Al-
lan et al. (2011) show that a long-wave radiation bias of 20Wm 2 in the UK Met
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Office forecasting model over summertime North Africa is removed when the radi-
ation effect of dust aerosol is represented. In addition to influences on the radiation
budget, dust impairs the air quality with impacts on human well-being and health
(e.g. De Longueville et al., 2010; Griffin, 2007; Griffin et al., 2001, and references
therein). Dust may also function as fertilizer for near and far-away terrestrial and
oceanic ecosystems through iron transport (e.g. Jickells et al., 2005; Mahowald
et al., 2005; Okin et al., 2004).
Several feedback mechanisms involving dust aerosol have been proposed. Zhao
et al. (2010) use the model WRF-CHEM to study the aerosol climate sensitivity
over Africa and highlight the importance of aerosol feedbacks on the regional cli-
mate. Fertilizing of marine ecosystems through dust-transported iron is proposed
to cause possible feedbacks in the climate system by changing the surface albedo
and altering the carbon cycle, e.g. due to plankton blooms (Jickells et al., 2005;
Schulz et al., 2012; Shao et al., 2011). Dust aerosol may also influence the atmo-
spheric flow through its radiation feedback on the vertical stratification (Schmechtig
et al., 2011). A modelling study with the integrated forecast system from ECMWF
shows the removal of a model bias for the location and intensity of the African
Easterly Jet when changes to the aerosol climatology are included in the model
(Tompkins et al., 2005). Feedbacks of dust aerosol on the dust emission process
are suggested by different model studies, although the signs and magnitudes dif-
fer (Heinold et al., 2007; Miller et al., 2004; Stanelle et al., 2010). Mahowald &
Luo (2003) proposes that changing near-surface winds and source regions under
different climatic conditions alters the atmospheric dust loading. Their modelling
study suggests an emission decrease by 20% under the future climate scenario
A1 when the dust sources are kept constant and an even larger decrease of up to
60% when changing dust sources are included in the model. The uncertainty of
estimating dust aerosol concentrations under a changing climate is, however, large
due to the assumptions made and requires further research (e.g. Isaksen et al.,
2009; Mahowald & Luo, 2003).
Despite the importance of dust aerosol in the Earth system, estimates of the
dust emission amount from North Africa based on satellite retrievals (e.g. Engel-
staedter et al., 2006; Schepanski et al., 2009) and model simulations (e.g. Ginoux
et al., 2001; Huneeus et al., 2011; Shao et al., 2011; Tegen et al., 2002) show a
large diversity. Based on satellite products for aerosol optical properties off the
African coast, the annual mean emission of dust is 130 1600Tg per year (En-
gelstaedter et al., 2006). In contrast to satellite estimates, model calculations for
the North African dust emission amount range between 400Tg and 3000Tg per
year (Cakmur et al., 2004; Duce, 1995; Huneeus et al., 2011; Schepanski et al.,
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2009; Shao et al., 2011; Tanaka & Chiba, 2006; Zender et al., 2004). These es-
timates correspond to 40 70% of the global dust emission under present climate
conditions, making North Africa the dominant dust source on Earth (Engelstaedter
et al., 2006; Schepanski et al., 2009; Tanaka & Chiba, 2006). The year-to-year
variability of the annually averaged North African dust emission is estimated to be
585 759Tg per year for 1996 2001 following Laurent et al. (2008). In addition to
large natural variability, the physical parameterisation of sub-grid scale processes
required in coarse resolution models is an important reason for model diversity. The
atmospheric life cycle of dust aerosol and its impacts is likely affected by improve-
ments of the representation of processes for dust emission which is described in
the next section.
1.2 Dust emission
Dust emission from North Africa is favoured by large areas with fine sediments
and several atmospheric mechanisms that generate winds sufficiently large for dust
mobilization (Engelstaedter et al., 2006). Loose sediments are geomorphologically
formed by soil destabilization caused by mechanical disruption, wetting and subse-
quent drying with clay shrinking as well as soil expansion and contraction by heat
(Ginoux et al., 2001). Looking at small-scale atmospheric factors for dust mobiliza-
tion shows that the effect of wind on grains is twofold (Warner, 2004). Firstly, the air
motion over the grain at the ground causes a decrease in the pressure at the top,
while the one at the bottom remains unchanged. In result of the vertical pressure
gradient an upward motion of the particle is forced. Secondly, the frictional drag
of the wind forces the dust particle to move in the direction of the wind. These
forces created by the wind stream are countered by particle-size dependent forces
related to the grain weight, the packing, the cohesion and adhesion (Marticorena &
Bergametti, 1995; Warner, 2004). The latter two forces refer to molecular bounding
between single particles that are either of the same or different types. These in-
clude Van der Waals, electrostatic, capillary and chemical binding forces. Packing
of soil particles determines the effect of the wind shade of larger particles on dust
emission. The grain weight determines the sedimentation velocity such that large
sand grains have short lifetimes.
The presence of water in the top soil can have an impact on the erodibility,
especially for soils with a high clay content due to their ability to form aggregates
(Cornelis & Gabriels, 2003; Fécan et al., 1999). The annual mean precipitation
does usually not exceed 200mm in most areas in the inner Sahara (Engelstaedter
et al., 2006). Since rainfall supplies soil moisture close to the surface, moisture
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Figure 1.1: Schematic diagram of particle trajectories during dust mobilization. After
Warner (2004).
in the top-soil is usually not a limiting factor in the hot-arid climate types (Kottek
et al., 2006) of the central Saharan desert. Some areas like oases and mountains,
however, show different climates (Warner, 2004). The highest mountain ranges are
the Atlas Mountains (4165m) in Morocco, the Hoggar Masif (2918m) in Algeria,
the Aïr Mountains (2310m) in Niger as well as the Tibesti (3415m) and Ennedi
(1450m) Mountains in Chad. These areas as well as regions along the margins
of the desert may receive much larger, but typically localized rainfalls (e.g. Warner,
2004). Laurent et al. (2008) show that soil moisture limits dust emission at the
northern margins of the continent. Similarly dust emission shows a correlation to
the rainfall deficit in the Sahel along the southern margin of the Sahara, although the
effect of higher soil moisture on dust emission here may be rather indirect through
the growth of vegetation that increases the surface roughness and in turn weakens
wind speeds for dust emission (Chiapello et al., 2005).
As soon as the aerodynamic force overcomes the forces holding particles within
the surface crust, soil particles are available for emission. As a rule of thumb par-
ticles with 0.04 0.4mm diameters are most efficiently mobilized (Warner, 2004).
Particles with diameters of more than 0.1m require more energy to be released
from the surface and have shorter atmospheric lifetimes due to the larger gravi-
tational force. Particles smaller than 0.1m tend to form larger particles through
aggregation. Their availability for aeolian transport is reduced due to the larger
inter-particle forces (Ginoux et al., 2001). The direct wind-driven emission of these
mineral dust particles is therefore inefficient. Indirect effects must be responsible
for the release of large mineral dust amounts from the ground surface as explained
in the following.
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1.2.1 Soil grain trajectories
In general, mobilized particles follow different trajectories as indicated in Figure 1.1.
These are namely creep, reptation and saltation (Warner, 2004). Creeping parti-
cles are usually larger than 2mm and roll over the surface without loosing ground
contact (Marticorena & Bergametti, 1995). Saltation describes the repeated bounc-
ing of particles with typical diameters of 60 to 2000 m within a near-surface layer
(Marticorena & Bergametti, 1995). If the bouncing particle undergoes a single jump
the process is called reptation (Warner, 2004). When saltating particles impact on
the surface (saltation bombardment), their momentum is partly transferred to other
soil grains at the ground. The impact may destroy soil aggregates so that smaller
particles are released from the surface crust.
When the energy transfer of saltating particles is large enough to overcome
forces holding particles at the surface, the saltation bombardment triggers the emis-
sion of particles of different sizes. This process is known as sandblasting and
causes the most intense dust emission events (Laurent et al., 2008). The particle
size, form and weight, and the wind field control the height of the particle trajecto-
ries that define the saltation layer depth, typically 1m (Marticorena & Bergametti,
1995). Measurements summarized by Warner (2004) suggest maximum saltation
layer depths of up to 3m, but most of the saltating grains occur within the lowest
2 cm. Especially particles larger than 6m have short atmospheric life times as
they settle on the surface by gravitation quickly (Tegen & Fung, 1994). It is interest-
ing to highlight that particles with diameters larger than 2mmay represent 98% of
the dust mass distribution but only 12% of the dust number distribution (Foret et al.,
2006). The largest number of particles is found for smaller particle sizes. These
fine particles, dust with diameters smaller than 0.06m, can be further lifted in the
atmospheric boundary layer by turbulent mixing (Marticorena & Bergametti, 1995;
Warner, 2004). The vertical dust emission flux is defined by these dust particles
suspended in air (Marticorena & Bergametti, 1995).
The momentum transfer between the atmosphere and the surface is mainly
maintained by turbulent fluxes. In the Prandtl layer, accounting for roughly 10% of
the entire atmospheric boundary layer (ABL) depth (Holton, 2004), the wind friction
velocity u describes the turbulent momentum flux for eddies in the x-z-plane w0u0
(e.g. Etling, 2008) by:
u2 =
w0u0 : (1.1)
Within the Prandtl layer, the vertical variations of the vertical flux of momentum
w0u0, and therefore the friction velocity, are small (Etling, 2008). Assuming the
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Coriolis and pressure gradient forces are negligible allows to relate the turbulent
momentum transfer to the near-surface wind shear @u=@z (e.g. Etling, 2008) by
u2 = Km
@u
@z
: (1.2)
The turbulent exchange coefficient or eddy viscosityKm is commonly described
by the mixing length theory that assumes eddy diameters as directly proportional
to the distance from the surface (e.g. Holton, 2004). Under neutral stratification the
logarithmic wind profile follows:
u(z) =
u

ln

z
z0

: (1.3)
The mean wind speed u(z) at a specific height z thus depends on the friction
velocity u, the von Karman constant  =0.4, and the roughness length z0. The
roughness length is defined in the Prandtl layer as the height where the mean
wind speed u is zero which is strongly influenced by the orography and the surface
coverage. The process of saltation can be interpreted as part of the surface rough-
ness, as it acts as a momentum sink for the atmosphere (Marticorena & Bergametti,
1995). The friction velocity describes the turbulent transfer of momentum and can
be approximated by an empirical relationship which uses the drag coefficient cd
(Etling, 2008):
u =
p
cdu(z = 10m): (1.4)
The drag coefficient accounts for the state of the ABL and increases with de-
creasing stability. This relationship implies that both wind speed and friction velocity
are dependent so that both variables are suitable to describe dust emission. While
the logarithmic wind relationship is valid for neutral condition, it is also applicable for
non-neutral conditions by applying empirical corrections from the Monin-Obukhov
similarity theory. Wind speeds during extreme stability conditions, however, may
be affected by uncertainties of 10 20% (Folken, 2006). Qualitatively speaking, the
near-surface wind speed is lower (higher) and its vertical gradient is larger (smaller)
than the logarithmic wind profile in case of more stable (unstable) stratifications.
The increase of the mean wind speed with height implies that saltating grains lifted
into the Prandtl layer are increasingly accelerated with height.
1.2.2 Dust sources
Dust emission occurs in distinct regions that are typically covered by no or sparse
vegetation such as grass or shrubs. Dominant North African sources for fine sed-
iments are typically ancient lake basins and paleo rivers, mostly dating back to
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the Holocene and situated in orographic depressions (Ghienne et al., 2002). This
motivated the usage of topographic depressions as preferential sources in global
models (Stier et al., 2005; Tegen & Schepanski, 2009; Tegen et al., 2002). Not only
ancient lakes provide loose material for deflation but also smaller alluvial sources
in complex terrain (Schepanski et al., 2013). Potential dust sources may therefore
be best described by observations. Since the network of ground observation is
sparse, the satellite product for dust source activation frequency from Schepanski
et al. (2009) is a good alternative. In this thesis, dust sources are defined when at
least two events have been observed between March 2005 and February 2010 in
this product following Heinold et al. (2013) and Fiedler et al. (2013a).
For illustrating the geographical position of the most active dust sources in
North Africa, Figure 1.2 shows the annually averaged occurrence frequency of
dust source activation (DSA) derived from satellite observations (Schepanski et al.,
2009, 2012, 2007). The distribution of DSA frequencies highlights that almost the
entire of North Africa north of 10N may act as dust source (Figure 1.2). The
Bodélé Depression in Chad stands out as a particularly important dried out lake
bed with fine clay and silt sediments from the perspective of both the North African
and global dust load (Laurent et al., 2008; Washington & Todd, 2005). This source
may be active throughout the year, but emission events are most frequent during
winter (e.g. Schepanski et al., 2009). Previous work shows that dust aerosol orig-
inating in this area can be transported as far as South America in winter (Koren
et al., 2006).
A larger but less productive source region is situated in Western Africa cov-
ering large parts of Mali and Mauritania (e.g. Engelstaedter et al., 2006; Laurent
et al., 2008; Schepanski et al., 2009). This source region stretches across 900 km
and is primarily active in summer (e.g. Knippertz, 2008). Further source regions are
found between the Atlas Mountains and southern Algeria, in the Libyan Desert, and
the Nubian Desert covering parts of Egypt and Sudan, and also between western
Tunisia and central Algeria (Engelstaedter et al., 2006; Knippertz, 2008; Laurent
et al., 2008). Dust sources in the eastern Sahara are primarily active between
March and May (Laurent et al., 2008; Schepanski et al., 2009). The simulation by
Schmechtig et al. (2011) suggests that this dust source produces amounts of com-
parable magnitude to the maximum over summertime West Africa and may last for
a longer time period of January to June. Their results also show dust sources close
to the Mediterranean Sea which are most active at the beginning of the year. The
activation of dust sources depends on the meteorological conditions that change
in the course of the year. Driving meteorological mechanisms for dust emission
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Figure 1.2: Observation of dust source activation (DSA). Shown is the annual mean DSA
occurrence frequency identified from false-color images from the Meteosat Second Gener-
ation (MSG) Spinning Enhanced Visible and Infrared Imager (SEVIRI) by Schepanski et al.
(2012) with permission of K. Schepanski (TROPOS, Leipzig, 2014). Grey contours show
the orographic height from ERA-Interim re-analysis in steps of 200m.
are reviewed after introducing the physical parameterisation of dust emission in the
following subsection.
1.2.3 Dust emission parameterisation
Dust emission is a sub-grid scale phenomenon in weather and climate models so
that it needs to be parameterised. Different physical parameterisation schemes for
the description of the dust emission flux exist. An early attempt by Gillette & Passi
(1988) describes the vertical dust emission flux Fv by:
Fv = u
n


1  u;t
u

; u > u;t: (1.5)
Here, u;t is the threshold wind friction velocity for emission onset at which forces
lifting soil particles are in balance with forces keeping the particle in the soil crust
and moving it towards it. Soil observation data are required to specify the empirical
coefficient , the exponent n of which varies between three and five, but is often
assumed as four (Shao et al., 2011).
A more recent and sophisticated parameterisation using detailed information
on soil properties is the one by Marticorena & Bergametti (1995) that is also the
basis of the model by Tegen et al. (2002) and Woodward (2001) used in this work.
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These schemes relate the total vertical dust emission flux Fv to the saltation flux
Fh by Fv = Fh. The sandblasting efficiency  is an empirical value derived from
observations for different values of the soil clay content  following (Marticorena &
Bergametti, 1995):
 =
Fv
Fh
= a1exp (a2   a3) : (1.6)
The saltation flux, also termed horizontal dust emission flux, is often described as
a cubic function of the wind friction velocity (e.g. Kok, 2011; Marticorena & Berga-
metti, 1995; Tegen et al., 2002; Woodward, 2001). In the case of Marticorena &
Bergametti (1995) the horizontal dust flux is calculated for several particle sizes Dp
and written as:
Fh = C
a
g
u3

1 +
u;t(Dp)
u
 
1  u
2;t(Dp)
u2
!
; u > u;t: (1.7)
Dust emission may be suppressed if the soil moisture in the upper 10 30 cm
crust reaches a model specific value approaching the field capacity (Tegen et al.,
2002). The uppermost millimetres of the soil, however, dry quickly under high-
wind regimes and allow dust emission, despite saturated conditions in most soil
layers beneath (Gillette, 1999). This argument is used to tune the influence of
the soil moisture on the calculated saltation flux. The soil moisture effect may be
represented by the factor C in the saltation flux.
This dust emission parameterisation by Marticorena & Bergametti (1995) de-
scribes the saltation flux implicitly. Other schemes, e.g. Shao (2001) and Alfaro &
Gomes (2001), calculate dust emission for different dust sizes by saltation bom-
bardment and aggregate disruption by sand particles explicitly (Shao et al., 2011).
These schemes are computationally more expensive so that implicit schemes like
the one by Marticorena & Bergametti (1995) are commonly used in weather and
climate modelling for dust application.
Threshold velocity
The threshold friction velocity u;t in Equations 1.5 and 1.7 controls the onset of
dust emission. It is a function of the particle size and soil properties, e.g. the aggre-
gate size depending on the chemical composition, the roughness length depending
on non-erodible obstacles and the erodible fraction of the grid box (Laurent et al.,
2008). Following Marticorena & Bergametti (1995), the threshold friction velocity is
described by:
u;t = A
s
pgDp
a

: (1.8)
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Figure 1.3: Roughness length and dust sources. Shown are the roughness length for
September (shaded) from Prigent et al. (2005) in potential dust sources derived from SE-
VIRI satellite data (e.g. Schepanski et al., 2007) and the absolute difference of the rough-
ness length between September and March in steps of 1010 5m (brown contours). Grey
contours show the orography in steps of 200m.
Here, the threshold depends on the particle diameter Dp, the gravitational acceler-
ation g, a scaling parameter A, the densities of the air a and of the particle p.
The effect of the roughness length is incorporate in the threshold friction velocity
(Engelstaedter et al., 2006; Tegen & Schepanski, 2009) by drag partition. This
means that the roughness length acting on the atmospheric flow, z0, is divided
into a fraction from non-erodible obstacles and from the erodible soil bed, z0s. Non-
erodible elements act as a sink of atmospheric momentum so that less soil particles
may be mobilized. As a result larger roughness lengths of non-erodible elements
increase the threshold friction velocity.
The roughness length z0 from Prigent et al. (2005) used in the model by Tegen
et al. (2002) is shown for September in Figure 1.3. The roughness length is gener-
ally small in topographic depressions with typical values of 0.001 cm (Schepanski
et al., 2007). Loose sediments and no or sparse vegetation are ideal prerequisites
for dust emission in such areas (Ginoux et al., 2001; Marticorena & Bergametti,
1995; Tegen et al., 2002). The effect of growing vegetation as non-erodible ele-
ments on the roughness length is visible at the end of the rainy season in Septem-
ber, when the roughness length in the Sahel is larger than in March (Figure 1.3).
This effect can be taken into account by monthly varying roughness lengths. The
calculated dust emission fluxes with these roughness lengths, however, misses
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some dust sources identified by the satellite product, so that all potential dust
sources in the calculations in this thesis are set to 0.001 cm, the typical value
for a soil bed (pers. comm. B. Heinold, University of Leeds and now at TROPOS,
Leipzig, 2012).
Experimental studies indicate a minimum of the threshold friction velocity for
particle sizes around 80m with an increase above due to gravitational forces and
below caused by molecular forces (Iversen & White, 1982; Tegen et al., 2002). In
North Africa, the spatially averaged threshold wind speeds for dust mobilization are
around 8ms 1 with a spatial variance from 5ms 1 to 12.5ms 1 (Chomette et al.,
1999; Tegen et al., 2002). The threshold wind velocities in the Bodélé Depression
are about 10ms 1 (Koren & Kaufmann, 2004). Different atmospheric processes
generating dust-emitting wind speeds above those threshold velocities are known
and reviewed in the following section.
1.2.4 Uncertainties
Simulations of dust emission from different models show a large variety affecting the
entire lifecycle of dust aerosol and its impacts. Comparing dust emission estimates
from various studies (e.g. Fiedler et al., 2013a; Laurent et al., 2008; Schmechtig
et al., 2011; Tegen et al., 2004; Woodward, 2001) reveales that the solution for
African emission is diverse for both weather forecast and climate models. The
Northern Africa-Middle East-Europe Node of the “Sand and dust storm warning
advisory and assessment system” (SDS-WAS) of the World Meteorological Orga-
nization illustrates the model diversity in daily forecasts from nine different national
weather services. A set of global aerosol-climate models is used by Huneeus et al.
(2011) to perform the intercomparison project AEROCOM for the year 2000. Their
results indicate that North African emission in climate applications varies by a fac-
tor of six. Likewise, a large uncertainty is likely in CMIP5 models as suggested by
Evan et al. (2014).
Understanding the reasons for the variety in dust emission is a complex prob-
lem due to different aspects: (1) Physical parameterisations of dust emission dif-
fer. For instance, parameters are used to tune the model to observed conditions.
(2) Different treatments of soil properties, particle size distributions and locations
of preferential dust sources can alter the simulations (Laurent et al., 2008; Menut
et al., 2005, 2013; Schepanski et al., 2013). (3) Interactions and feedbacks in Earth
system models can complicate the interpretation and improvement of the simula-
tions. For instance, a coupled land-vegetation component in an atmosphere model
http://sds-was.aemet.es/forecast-products/dust-forecasts/compared-dust-forecasts, as of April
2014
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can lead in case of a rainfall deficit to a vegetation decrease which can imply larger
dust sources and wind speed (e.g. Woodward, 2001). (4) The wind speed distri-
bution differs amongst models and compared to observations. Accurately repre-
senting wind speed in dust models is understood as an important factor due to the
non-linear dependency (e.g. Knippertz & Todd, 2012; Schmechtig et al., 2011). If
meteorological processes generating dust-emitting winds are misrepresented, the
associated dust emission is also affected. Known dust-emitting processes are re-
viewed the next section.
1.3 Meteorological conditions for dust storms in North
Africa
The processes involved in dust emission can be classified by their typical length
and time scale that are schematically depicted in Figure 1.4. The production of
loose sediments by weathering and soil formation characteristically act on long time
scales and could be extended to millions of years for the formation of mountains.
Climate change is also acting on time periods of decades to hundreds of years and
beyond, influencing both geo-physical processes like the formation of deserts as
well as atmospheric conditions. In contrast to these large scales, winds for dust
emission may last for a few hours or may be characterized by short fluctuation of
seconds to minutes. Typical African weather patterns involved in generating these
winds act on time scales of minutes to days, e.g. the breakdown of nocturnal low-
level jets (NLLJs) and changes of synoptic-scale conditions. Weather conditions for
dust storms are described in the following.
Synoptic-scale features dominate the overall weather conditions and influence
dust mobilizing phenomena on smaller scales indicated in Figure 1.5. For instance,
large-scale subsidence in a high pressure system causes clear skies and the as-
sociated high net surface radiation leads to the development of deep atmospheric
boundary layers (ABL, Cuesta et al., 2008). The synoptic-scale conditions are dis-
cussed first (Section 1.3.1) followed by processes acting on smaller scales, namely
cold pool formation due to deep convection and processes in the ABL including the
NLLJ (Sections 1.3.2-1.3.4).
1.3.1 Synoptic-scale flow and cyclones
Harmattan
The general circulation of the atmosphere determines the seasonal changes of
the synoptic pattern over North Africa. Figure 1.6 shows the seasonal mean sea
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Figure 1.4: Schematic diagram of scales. Shown are characteristic temporal and spa-
tial scales of processes involved in dust emissions in the atmosphere (blue) and the soil
(orange), based on Shao et al. (2011)
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Figure 1.5: Schematic summary of meteorological processes for North African dust emis-
sion. Arrows indicate atmospheric flow non-quantitatively. After Cuesta et al. (2009).
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level pressure and the mean winds at 850 hPa. In winter, anticyclonic (cyclonic)
conditions prevail over the north (south) of the continent (Figure 1.6a). Associated
with this pattern are prevailing north-easterly trade winds, known as Harmattan in
North Africa. These winds can cause dust emission and, in extreme cases, long
and fast propagating dust fronts (Knippertz & Fink, 2006; Slingo et al., 2006).
Harmattan winds are caused by the northern-hemisphere Hadley cell, the origin
of which is described in the following. In the annual mean, the net radiation budget
near the equator is more positive than further poleward. In consequence of the net
energy gain, the air masses warm and expand more in low latitudes. The different
expansion leads to a higher pressure near the equator at upper levels compared
to further poleward. The meridional pressure gradient increases with height and
drives a compensating south-westerly flow, due to the deflection to the right by the
Coriolis force on the northern hemisphere, typically between 0 and about 30N.
The associated poleward mass transport leads to an increase of mass in the atmo-
spheric column in higher latitudes. In result the near-surface pressure increases
and forms a low-level high. At the same time, the divergence near the equator at
upper levels causes a decrease of the pressure near the surface. The resulting
low-level pressure gradient results in the north-easterly Harmattan winds the direc-
tion of which is again determined by a balance between the pressure gradient, the
friction and the Coriolis force. For continuity reasons, compensating vertical mo-
tions arise. During the large-scale subsidence, air masses warm dry-adiabatically
and stabilize the lower troposphere. This process can be strong enough to cre-
ate a trade wind inversion. The hot-arid air masses in the low-level high gradually
transition to moister and cooler characteristics towards the equator. This results in
initially shallow convection and then deeper convection towards the equator. At the
same time the trade inversion height increases from higher to lower latitudes and
diminishes near the Inter Tropical Convergence Zone (ITCZ), defined as the zone
of maximum tropospheric water content (Fink, 2006). Here, large-scale ascending
motion favours the development of deep convection.
Along with the seasonal change of maximum insolation, the ITCZ migrates and
affects both strength and extent of the northern-hemisphere Hadley cell. The ITCZ
reaches its southernmost position over the Gulf of Guinea (long-term climatological
mean) during winter (Fink, 2006). During this season north-easterly Harmattan
winds prevail over most of North Africa. In August, the ITCZ is situated furthest
north at 11N (Fink, 2006). At this time of year, the northern hemisphere Hadley
cell is weaker and the Saharan heat low develops over West Africa (Figure 1.6b)
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Figure 1.6: Mean synoptic conditions for North Africa. Shown is the seasonal mean sea
level pressure in steps of 2 hPa (black contours) as well as the seasonal mean wind speed
(color) and direction (vector) at 850 hPa for (a) December to February and (b) June to
August based on ERA-Interim re-analysis for 1981 2010. Thin grey contours show the
orography in steps to 200m.
Saharan heat low
The mean position of the Saharan heat low is 20N and 0 (Lavaysse et al., 2009;
Nicholson, 2000) and shown in Figure 1.6b. The depression forms in response
to strong solar irradiation, the location of which changes in the course of year. In
North Africa the heat low moves from positions near the equator in the east between
November and March towards West Africa between April and October (Lavaysse
et al., 2009). The Saharan heat low during summer is typically quasi-stationary
over several days to weeks (Lavaysse et al., 2009; Todd et al., 2013) and coincides
with high concentrations of dust aerosol (e.g. Knippertz & Todd, 2010).
Horizontal pressure gradients along the margins of the heat low can be large
enough for generating dust storms (Hannachi et al., 2011; Winstanley, 1972) which
may include the NLLJ mechanism (Section 1.3.4). Idealized simulations by Racz
& Smith (1999) show that the pressure minimum and the upward motion in a heat
low is strongest in the late afternoon, when surface heating establishes a well mixed
boundary layer. The drag of the daytime turbulence leads to converging winds in the
centre of the low. In contrast to the day, nighttime conditions lead to a weakening
of the frictional constraint for the acceleration of the flow. In response, the low-
level winds follow a more cyclonic rotation around the low during the night. These
low-level winds may appear in the form of NLLJs that are discussed in Section
1.3.4. Weakened low-level convergence and cooling at night causes the pressure
in the heat low centre to rise to its largest value during the morning. A typical
diurnal amplitude of a heat low is about 1 10 hPa (Racz & Smith, 1999). The heat
low strongly affects the positions of the intertropical discontinuity (ITD), where the
northeasterly Harmattan winds and the southeasterly monsoon winds converge.
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Intertropical discontinuity
The ITD describes the leading edge of the West African monsoon (Lavaysse et al.,
2009) between May and September. Here, the near-surface north-easterly Har-
mattan and the south-westerly monsoon winds converge (Knippertz & Todd, 2010;
Peters & Tetzlaff, 1988). Both a jump in the dewpoint temperature and the conver-
gence of the wind field mark the front at low levels. The ITD can show wave patterns
and changes its position from 20N in northern hemisphere summer to 7N dur-
ing winter (Fink, 2006). Maxima of the monsoon rainfall amount occur south of the
ITD with a most northern position at 15N (Nicholson, 2000). South of the ITD,
favourable conditions for deep convection, namely a usually conditionally unstable
stratification and large-scale ascending motion, result in large rainfall and may also
generate convective dust storms known as haboobs (Section 1.3.2)
Dust emission along the ITD is suggested as a dust-emitting mechanism inWest
Africa by Bou Karam et al. (2008) but may be particularly important for dust trans-
port. Knippertz (2008) presents a case study on the efficient southward transport
of dust north of the ITD. The undercutting of the Saharan air layer by the relatively
cool monsoon air forces slantwise advection of the often dust-loaded Saharan air
about the ITD (Figure 1.5). This up-gliding along the front may force further dust
uplift to elevated levels (Cuesta et al., 2009) where dust aerosol may be transported
over long distances (Marsham et al., 2008a).
African Easterly Waves
 During the monsoon period, African Easterly Waves (AEWs) form at the south-
ern side of the African Easterly Jet (AEJ) at 700 hPa along 10N (Burpee, 1972).
The AEJ results from the horizontal temperature contrast between the hot Saha-
ran air poleward and the cooler air masses equatorward of the AEJ. Burpee (1972)
suggests that the wind shear at the AEJ is the origin of wave-like disturbances.
More recent work suggests deep convection (e.g. Mekonnen et al., 2006; Thorn-
croft et al., 2008) and extra-tropical influence (Leroux et al., 2011) as trigger of
AEWs. The main genesis region of AEWs remains controversial and ranges from
10 E to 40 E (Burpee, 1972; Mekonnen et al., 2006; Thorncroft & Hodges, 2000;
Text passages in the present section on African Easterly Waves are from my publication
currently under review for the second stage in the Journal Atmospheric Chemistry and Physics
with the intended title “How important are atmospheric depression and mobile cyclones for emit-
ting mineral dust aerosol in North Africa?” following my publication “How important are cy-
clones for emitting mineral dust aerosol in North Africa?”, 13, 2013, pp. 32483 32528, in Atmo-
spheric Chemistry and Physics Discussions distributed under the Creative Commons Public License
(http://creativecommons.org/licenses/by/3.0/).
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Thorncroft et al., 2008, and references therein) from where they propagate west-
wards with the mean flow. AEWs occur about every three to five days between
June and September with a peak activity at the beginning of August (Burpee, 1972;
Jones et al., 2003). At 850 hPa, AEW signatures occur both north and south of the
AEJ axis at 10N and 20N (Mekonnen et al., 2006). They are most frequently
found in West Africa with up to six events between May and October around 20N
and 10W (Thorncroft & Hodges, 2000).
AEWs are linked to variability of dust mobilization and concentration over West
Africa although the diurnal cycle seems similarly important (Luo et al., 2004). Jones
et al. (2003) suggest that AEWs maintain 20% of dust uplift into the atmosphere.
However, the most important meteorological processes for dust emission over West
Africa remain controversial. Several studies (Knippertz & Todd, 2010; Laurent
et al., 2008; Schepanski et al., 2009; Schmechtig et al., 2011) address the dust
emission maximum in summer for different time periods (1996 2001, 2006 2008,
1979 1992, and 2006, respectively). Marsham et al. (2008b) relate the central
Western Sahara dust maximum to more frequent haboobs triggered by the mon-
soon flow. Knippertz (2008) and Schepanski et al. (2009) point to the breakdown
of NLLJs causing dust-emitting near-surface winds. Prevailing dust emission due
to the convective boundary layer are concluded by Engelstaedter & Washington
(2007). Knippertz & Todd (2010) argue that dust emission associated with AEWs
is driven by embedded haboobs and NLLJs (Section 1.3.2 and 1.3.4) which leads
to large dust concentrations over West Africa as follows. A few days in advance of
the maximum concentration, an extra-tropical wave interacts with an AEW causing
low-level northerlies to the west and southerlies to the east of an AEW trough. Ad-
vection of moist air into the Sahara behind the AEW trough may lead to the develop-
ment of moist convection with the formation of haboobs (Section 1.3.2). Suspended
dust in the propagating density current is subsequently advected northward, where
further uplift by dry convection occurs. As the AEW propagates westward, the wind
direction turns to northerly directions which re-advects the dusty air towards the
south. The background dust concentration may be further increased by emission
over West Africa, the driving mechanisms of which likely involve the breakdown of
NLLJs in the morning hours (Knippertz & Todd, 2010). AEWs are also important for
atmospheric transport of dust aerosol (Jones et al., 2003) and are linked to tropical
cyclone formation (e.g. Hopsch et al., 2007; Landsea et al., 1992). Dust aerosol
may interact with radiation leading to a feedback on the amplitude of AEWs (Jones
et al., 2004).
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Sudano-Saharan depressions
 Another migrating depression type in low-latitudes than AEW signatures is the
Sudano-Saharan depression the concept of which is described in classical litera-
ture and has recently been revised (Schepanski & Knippertz, 2011, and references
therein). These depressions form in the central Sahara, usually southwest of the
Tibesti Mountain. They initially migrate westwards before turning anticyclonicly over
West Africa to track eastwards over northern parts of the continent. Analysis of 20
years of ECMWF ERA-Interim re-analysis suggests that Sudano-Saharan depres-
sions are rare and too shallow to cause sufficiently high wind speeds for significant
amounts of dust emission (Schepanski & Knippertz, 2011).
Cyclones
y Extra-tropical cyclones affect northern margins of the African continent (e.g. Alpert
& Ziv, 1989; Hannachi et al., 2011; Winstanley, 1972). The core of these cyclones
can either lie over the continent itself or further north in the Mediterranean region
(e.g. Maheras et al., 2001; Schepanski & Knippertz, 2011). Several studies suggest
that cyclones can cause dust storms (Bou Karam et al., 2010; Hannachi et al., 2011;
Knippertz et al., 2009a; Schepanski & Knippertz, 2011; Schepanski et al., 2009),
although a case study by Knippertz & Fink (2006) for the exceptionally strong and
continental-scale dust storm in March 2004 gives evidence that a cyclone only pro-
duces one part of the associated dust emission. The remaining dust mobilization
is linked to strong northeasterly Harmattan winds. These Harmattan surges man-
ifest themselves by an increased horizontal pressure gradient between the post
cold frontal ridge and the prevailing low pressure over the continent. Both the cy-
clone and the Harmattan surge are caused by a wave in upper tropospheric levels.
While the trough is typically associated with the cyclone, the ridge behind causes
the strengthening of anticyclonic conditions over wide areas of the north, which
Text passages and figures in the present section on Sudano-Saharan depressions are from
my publication currently under review for the second stage in the Journal Atmospheric Chemistry
and Physics with the intended title “How important are atmospheric depression and mobile cyclones
for emitting mineral dust aerosol in North Africa?” following my publication “How important are cy-
clones for emitting mineral dust aerosol in North Africa?”, 13, 2013, pp. 32483 32528, in Atmo-
spheric Chemistry and Physics Discussions distributed under the Creative Commons Public License
(http://creativecommons.org/licenses/by/3.0/).
yText passages and figures in the present section on Cyclones are from my publication cur-
rently under review for the second stage in the Journal Atmospheric Chemistry and Physics
with the intended title “How important are atmospheric depression and mobile cyclones for emit-
ting mineral dust aerosol in North Africa?” following my publication “How important are cy-
clones for emitting mineral dust aerosol in North Africa?”, 13, 2013, pp. 32483 32528, in Atmo-
spheric Chemistry and Physics Discussions distributed under the Creative Commons Public License
(http://creativecommons.org/licenses/by/3.0/).
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Figure 1.7: Observations of cyclones and associated dust aerosol over North Africa.
Shown are false-colour images from MSG-SEVIRI (e.g. Schepanski et al., 2009, 2012,
2007) indicating mineral dust aerosol (pink) and clouds (red and black). Circles and ellipse
mark the cyclone-affected area with a radius of 10 and dust emission associated with a
Harmattan surge, respectively. Figure from Fiedler et al. (2013b).
increases the northeasterly Harmattan winds. Harmattan surges may reach con-
tinental scale and cause dust emission, typically involving the NLLJ mechanism,
as far south as the Bodélé Depression and the West African Sahel (Knippertz &
Todd, 2010, and references therein). The dust may then be transported towards
the Sahel, Atlantic Ocean and beyond. Klose et al. (2010) show that about half of
dust suspended over the Sahel may be linked to a pressure pattern typical of Har-
mattan surges: a low over the Arabian Peninsula and the Azores High expanding
eastwards into the continent. The mass of dust emission associated with cyclones
has not been estimated before.
Figure 1.7 shows false colour images derived from thermal and infrared ra-
diation measurements from the “Spinning Enhanced Visible and Infrared Imager”
(SEVIRI) of the geostationary Meteosat Second Generation (MSG) satellite (e.g.
Schepanski et al., 2009, 2007). The typical horizontal extent of these cyclones,
visible by the curling cloud band (red) and indicated by a circle around the cyclone
centre, is on the order of 10. Dust aerosol is visible near the cloud band, but parts
of it are likely obscured by clouds. On 9 March 2013, dust emission also occurs over
southern West Africa (Figure 1.7b), highlighted by an ellipse. These emissions are
not directly related to the cyclone but likely driven by a Harmattan surge associated
with the post frontal ridge (e.g. Knippertz & Fink, 2006; Knippertz & Todd, 2012,
and references therein).
Previous work on cyclones influencing North Africa focuses on the meteoro-
logical analysis in the Mediterranean basin. Alpert et al. (1990) use five years of
analysis data from the ECMWF for analysing Mediterranean cyclones statistically.
A longer time period of 18 years of ECMWF re-analysis is exploited by Trigo et al.
(1999) for cyclone tracking. The contributing factors of cyclogenesis in the Mediter-
ranean region is investigated later by Trigo et al. (2002). Maheras et al. (2001)
present a 40-year climatology of surface cyclones based on re-analysis from the
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National Centers for Environmental Prediction (NCEP) and underline the variability
of both the position and the core pressure of cyclones with the time of day. Since
the method does not have a criterion for cyclone migration, the climatology by Ma-
heras et al. (2001) includes heat lows and orographic depressions. NCEP data is
also used for a springtime climatology of cyclones north of 20N for 1958 2006
(Hannachi et al., 2011). Hodges et al. (2011) compares cyclone climatologies de-
rived from state-of-the-art re-analysis showing spatial differences of track densities
and cyclone intensity.
All of these studies highlight distinct regions that are prone to frequent cycloge-
nesis. These are over the Aegean Sea, the Gulf of Genoa and the Black Sea (Trigo
et al., 2002). Regions of frequent cyclogenesis in northern Africa lie to the south
of the Atlas Mountains, and east of the Hoggar Mountains (Alpert & Ziv, 1989; Ma-
heras et al., 2001; Schepanski & Knippertz, 2011; Trigo et al., 1999; Winstanley,
1972). Cyclones may further form or intensify over Libya, also termed Sharav or
Khamsin cyclones (e.g. Alpert & Ziv, 1989) which are thought to be the main driver
for dust transport towards the eastern Mediterranean (Moulin et al., 1998; Winstan-
ley, 1972). Classically the term “Sharav” is used for heat waves in Israel, for which
cyclones from Africa are one of the meteorological conditions (Winstanley, 1972).
Most of the cyclones in the Mediterranean basin form between December and May,
when the temperature contrast between land and sea is largest.
Cyclogenesis in Northwest Africa occurs east of an upper level trough where
positive vorticity advection supports the formation of a depression near the surface.
These troughs advect cool air masses at their western side towards the Sahara and
transport Saharan air northwards at their eastern side (e.g. Knippertz & Fink, 2006;
Maheras et al., 2001). Their interaction with orography can lead to cyclogenesis on
the lee side of mountain ranges. In North Africa, the position of lee cyclogenesis
is typically the southern side of the Atlas Mountains (e.g. Schepanski & Knippertz,
2011; Trigo et al., 2002). Migrating lee cyclones usually follow east- to northeast-
ward trajectories with propagation speeds around 10ms 1 (e.g. Alpert & Ziv, 1989;
Alpert et al., 1990; Bou Karam et al., 2010; Hannachi et al., 2011). They can ad-
vect hot, dry and dusty air towards the eastern Mediterranean, but may also bring
rainfall (Winstanley, 1972) with flood risk in Israel (Kahana et al., 2002). Unusually
deep cyclones over the western Mediterranean that move from Algeria northwards
are documented for winter that can cause high impact weather (Homar & Stensrud,
2004; Homar et al., 2002, 2007). Suspended dust in the warm sector is frequently
transported towards Europe, known as Sirocco or Khamsin (Warner, 2004).
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Figure 1.8: Observation of deep convection and dust. Shown are false-color images from
MSG SEVIRI of a haboob over Algeria and Mali (highlighted by circle) at 21 June 2011
indicating mineral dust aerosol (pink) and clouds (red) (e.g. Schepanski et al., 2007) (a) at
16 UTC, (b) 18 UTC, (c) 20 UTC and 22 UTC.
1.3.2 Cold pool outflows - haboobs
Synoptic-scale conditions may be favourable for the formation of deep moist con-
vection, which generate density currents in the form of cold pools as driver for dust
storms in North Africa (e.g. Flamant et al., 2007; Heinold et al., 2013; Knippertz
et al., 2009b; Marsham et al., 2011). The generation of a cold pool is initiated by
a convective downdraft. In-cloud water droplets grow and begin to fall, once the
hydrometeors gain more weight than the updraft is able to balance. The sinking
hydrometeors drag the surrounding air downward potentially further enhanced by:
(1) mid-level entrainment of sub-saturated surrounding air that leads to evaporation
of cloud droplets and melting of in-cloud ice, and (2) the evaporation or melting of
falling hydrometeors below the cloud base. Both processes require heat, resulting
in a cooling and associated increase of the air density. The vertical velocity of the
downdraft may reach 5 10ms 1, even to up to 20ms 1 (Knippertz et al., 2009b).
Favourable conditions for intense downdrafts are a deep dry-adiabatic mixed layer,
small hydrometeor sizes and a high in-cloud content of precipitable water and ice
(Knippertz et al., 2009b).
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The downdraft from the convective cell diverges and spreads horizontally once
it gets close to the ground. While horizontally propagating the current undercuts
and lifts the Saharan air in the ABL (Flamant et al., 2007). The horizontal propa-
gation speed depends on the density current height and the temperature gradient
between the current and the environment (e.g. Knippertz et al., 2009b). Temper-
ature contrast to their environment may by at least 7K and winds associated to
cold pools are often strong and gusty with typically 15 25ms 1 (Knippertz et al.,
2009b). These winds can mobilize dust particles, typically near the leading edge of
the cold pool (Flamant et al., 2007; Knippertz et al., 2009b).
The dust emission event over source regions associated with the gust front of
a cold pool outflow is known as a haboob (Arabic haboob for strong wind, Miller
et al., 2008). These dust walls may cross horizontal distances of 100 km from
the convective cell with typical durations of several hours (Flamant et al., 2007;
Knippertz et al., 2009b; Miller et al., 2008; Sutton, 1925). Since they are preceded
by deep moist convection they are most frequently observed during the afternoon
and evening hours (Flamant et al., 2007; Peters & Tetzlaff, 1988).
Haboobs can be associated with meso-scale convective systems (MCSs). Fig-
ure 1.8 shows the development of convective cells along a squall line over Algeria
and Mali for 21 July 2011 as an example illustrating the temporal delay of convec-
tion and the dust lifted by the haboob. During summer, haboobs frequently occur in
association with the West African monsoon (e.g. Bou Karam et al., 2008). In addi-
tion to dust emission, cold pool outflows may dynamically lift air parcels to their level
of free convection. This means that potentially more convective cells are triggered,
often organized along the convex front line of the cold pool (Fink, 2006).
Cold pool outflows are, however, not limited to West Africa, but are also ob-
served in regions south of the Atlas Mountains, Algeria and other semi-arid areas
worldwide (Knippertz et al., 2009b; Miller et al., 2008; Sutton, 1925). Particularly
the frequency of density currents close to the Atlas Mountain in late summer is no-
table (Emmel et al., 2010; Knippertz et al., 2007, 2009b; Schepanski et al., 2009).
Here, orographic effects of the Atlas on the prevailing moist westerly flow in com-
bination with elevated heating favours the formation of clouds near the mountain
tops. Relatively warm and sub-saturated air masses are found in the lee of the
mountain range, where cloud droplets blown out of the cloud and falling precipita-
tion evaporate. The associated cooling increases the density of the air mass so
that it descends and follows the orographic gradient (Knippertz et al., 2007; Rein-
fried et al., 2009; Schepanski et al., 2009). These haboobs are associated with a
mean increase of the near-surface wind speed of typically 8ms 1 and prevailing
northerlies to north-easterlies (Emmel et al., 2010).
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Figure 1.9: Mean diurnal cycle of dust emission over West Africa. Shown are hourly
mean emissions associated with NLLJs and haboobs (blue) from a convection-permitting
simulation of 4 km horizontal resolution for 26 July to 2 September 2006. Reprint of Figure
8 from Heinold et al. (2013) with permission of John Wiley & Sons.
Haboobs are suggested to be the dominant generation mechanism for dust
emission in the afternoon and early night (Heinold et al., 2013; Schepanski et al.,
2009). The occurrence of dust activation in the afternoon seen in satellite products,
however, is small compared to the morning DSA frequencies (Schepanski et al.,
2009). Kocha et al. (2013) suggest that satellite observation of the aerosol optical
depth may miss a substantial fraction because of clouds. Based on a model simula-
tion over West Africa for August 2006, Heinold et al. (2013) suggest that only 10%
of afternoon dust emission occurs under clear sky conditions. Figure 1.9 shows the
diurnal cycle of dust emission from this simulation with explicit convection (Heinold
et al., 2013). These results suggest that a substantial part of the afternoon and
nighttime dust emission is associated with cold pools.
1.3.3 Structure of the Saharan boundary layer
The lowest layer of the troposphere with a typical vertical extend of 100m to a
few kilometres from the ground is known as the ABL. Here, the daily variations
of the radiation budget and surface friction affect the dynamical behaviour of the
atmospheric flow.
The daytime ABL is characterized by turbulence which is driven by both wind
shear and surface heating (dry convection). The turbulent eddies cover a wide
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Figure 1.10: Schematic diagram of ABL structure. Shown are vertical profiles of the hor-
izontal wind speed and the potential temperature in (a) the daytime and (b) the nocturnal
ABL, after Shao (2008) and Stull (1988).
spectrum of size and shape, and reach typical vertical velocities of 1 2ms 1 (Sten-
srud, 2007), which is usually larger than synoptic-scale vertical motion. About half
of the boundary layer is characterized by large eddies with horizontal extensions of
1.5 times the boundary layer depth (Stensrud, 2007).
The vertical structure of the ABL is characterized by its stratification described
by the vertical gradient of the potential temperature (e.g. Etling, 2008). The typical
vertical profiles of the potential temperature along with the mean horizontal wind
speed at day and night are schematically depicted in Figure 1.10. During daytime,
the potential temperature decreases with height near the surface (Figure 1.10a),
which favours vertical fluxes of heat, moisture and momentum. In contrast, an
increase of the potential temperature with height is found in the the entrainment
zone between the boundary layer and the free troposphere (Figure 1.10a). This
capping inversion suppresses or weakens vertical exchange. Entrainment at the
ABL top may contribute to growth or shrinking of the ABL, in addition to surface
heating and cooling as the main driving processes for the ABL structure. Daytime
heating and turbulent mixing results in an increasing ABL depth in the course of the
day.
The Saharan ABL (SABL) is characterized by a relatively large surface sensible
heat flux generating deep dry convection so that the daytime SABL is amongst
the deepest in the world. It can reach depths of up to 6 km (Gammo, 1996) and
can be capped by a strong inversion at its top in summer (Marsham et al., 2008a).
Regional and seasonal differences are important to mention. For instance surface
heterogeneities, e.g. different surface cover and complex terrain (Figure 1.5), cause
differential heating which leads to locally increased surface fluxes and therefore
deeper SABLs (Cuesta et al., 2009).
The SABL structure has important implications for dust emission. The daytime
mixing layer is characterized by relatively large mean near-surface wind speeds
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and frequent wind gusts caused by dry convection (e.g. Stull, 1988). Consequently
more frequent and intense dust emission events are expected during the day. The
largest emission fluxes likely occur when the boundary layer depth is sufficiently
deep to reach levels of large wind speeds in the free troposphere. This may be the
case at mid-day or in the afternoon depending on the rate of growth of the SABL
and the synoptic-scale conditions.
Dry convection in the daytime ABL is suggested to cause up to 30% of the
dust emission based on observation and modelling studies (Koch & Renno, 2005;
Marsham et al., 2008a; Takemi et al., 2006). Koch & Renno (2005) suggest a major
contribution to dust emissions by dust devils and non-rotating convective plumes.
These phenomena occur under a moderate near-surface wind shear, weak mean
winds and a relatively large vertical temperature gradient (Ansmann et al., 2008).
These conditions suggest that dry convective plumes may dominate dust emission
generation at mean wind speeds well below typical threshold velocities necessary
for a saltation flux. Contrary to the day, nighttime cooling at the surface due to
a negative net surface radiation balance may lead to the formation of a surface
inversion (Figure 1.10b). These conditions are favourable for NLLJ formation which
is discussed next.
1.3.4 Nocturnal low-level jets
 Low-level jets (LLJs) are wind speed maxima in the lower troposphere, as defined
in the meteorological terminology database METEOTERMy run by the World Me-
teorological Organization. Different definitions for LLJs, NLLJs, and nocturnal jets
in previous studies and meteorological glossaries show that there is no universal
agreement on the terminology, a problem already raised by Stensrud (1996). For
instance the definition for “nocturnal jets” by METEOTERM follows the idea of an in-
ertial oscillation proposed by Blackadar (1957), while the American Meteorological
Society more generally defines it as “Usually, a low-level jet that occurs at night.”z.
The term LLJ is, herein, used for a wind speed maximum in the lower part of the
troposphere in both glossaries.
Previous studies on LLJs, NLLJs and nocturnal jets can be summarized under
this more general term LLJ. Most of them focus on LLJs in specific parts of the
Text passages and figures in the present section 1.3.4 are based on my publication “Climatology
of nocturnal low-level jets over North Africa and implications for modeling mineral dust emission”,
118, 12, 2013, pp. 6101 6103 in Journal of Geophysical Research - Atmosphere, Copyright 2014
John Wiley & Sons, Inc., This material is reproduced with permission of John Wiley & Sons, Inc (pers.
comm. Paulette Goldweber, Wiley, 2014).
yhttp://wmo.multicorpora.net/METEOTERM as of August 2013
zhttp://amsglossary.allenpress.com/glossary as of August 2013
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world, e.g. north-east Australia (May, 1995), the Nares Strait channel near Green-
land (Samelson & Barbour, 2007), the USA (Banta et al., 2003; Bonner, 1968; Hoxit,
1975; Whiteman et al., 1997), Cabauw in the Netherlands (e.g. Baas et al., 2009),
the Persian Gulf (Giannakopoulou & Toumi, 2012), the Bodélé Depression in Chad
(Washington & Todd, 2005; Washington et al., 2006), and the Sahara (Schepanski
et al., 2009). Some work has been done on compiling a global distribution of LLJs.
These include the qualitative review by Stensrud (1996) and the quantitative inves-
tigation of diurnally varying LLJs based on a 21-year re-analysis data set by Rife
et al. (2010). The focus here is the LLJ that occurs at night. These NLLJs reside
close to the top of the nocturnal surface inversion (Baas et al., 2009; Blackadar,
1957; Gross, 2012). Studies for the Great Plain LLJ indicate that the jet is found in
variable heights above the surface inversion top at night (Bonner, 1968; Whiteman
et al., 1997).
Formation
Different meteorological conditions can generate NLLJs. While some mechanisms
have been identified for specific seasons and regions of North Africa (Parker et al.,
2005; Todd et al., 2008; Washington & Todd, 2005), an assessment of the relative
importance of the mechanisms for the entire of North Africa does not exist. The for-
mation of NLLJs can be explained with the aid of different conceptual approaches.
The classical theory by Blackadar (1957) describes the NLLJ formation using
the concept of an inertial oscillation, a process tied to a decoupling of the air flow
from surface friction. One of the requirements is radiative cooling that stabilizes
the surface layer (Figure 1.10b). The associated weaker dynamical friction due to
reduced eddy viscosity enables an acceleration of the air aloft, a process primarily
occurring over land at night. Blackadar (1957) assumes a complete frictional de-
coupling and a constant horizontal pressure gradient. Under these theoretical con-
ditions the wind change is solely determined by the Coriolis force. The actual wind
then oscillates around the geostrophic wind vector, leading to super-geostrophic
speed and preventing a geostrophic adjustment (Stull, 1988). The actual wind
speed in the core of the NLLJ is determined by both the initial ageostrophic wind
at the time of decoupling and the geostrophic wind (Blackadar, 1957). While the
geostrophic wind is driven by horizontal pressure gradients on the meso to synoptic
scale, surface friction has a strong influence on the ageostrophic wind component.
The oscillation period is a function of the Coriolis parameter f , which depends on
the geographical latitude. The time of maximum enhancement of the wind speed
occurs when the actual wind vector and the geostrophic wind vector are aligned,
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ueq
u0
udev
Figure 1.11: Schematic diagram of the inertial oscillation. Shown are the equilibrium wind
vector ~ueq, the wind vector at the beginning of the oscillation ~u0 and the wind vector describ-
ing the departure from the equilibrium wind ~udev. Grey indicates points during the oscillation
for different times t of the oscillation period T . Figure after Van de Wiel et al. (2010).
which is between a quarter and a half of the oscillation period T . Half a period
(T=2 = =f ) corresponds to 12 hours at 30N and 17.5 hours at 20N. Highest
wind speeds and, therefore, potentially largest mineral dust emission are expected
when the time of maximum enhancement of NLLJs agrees with the time of their
breakdown. Even though the inertial oscillation is a simplified concept of a two-
dimensional problem over flat terrain under neglection of any frictional effects, it is
found to capture observed conditions in the United States reasonably well (Bon-
ner & Paegle, 1970). An even better agreement with the variations of boundary
layer winds is found, when the diurnal cycles of both the eddy viscosity and the
geostrophic wind speed are included (Bonner & Paegle, 1970).
A recent revision of the classical inertial oscillation considers frictional effects in
the nocturnal ABL by replacing the geostrophic wind with a more general equi-
librium wind vector ~ueq = (ueq; veq) (Van de Wiel et al., 2010). The temporal
evolution of the wind vector describing the departure from the equilibrium wind
~udev = (u  ueq; v  veq) for a stationary boundary layer is schematically depicted in
Figure 1.11 and described by the equations (Van de Wiel et al., 2010):
@ (u  ueq)
@t
= f (v   veq) and @ (v   veq)
@t
=  f (u  ueq) : (1.9a,b)
The analytical solution is a function of the equilibrium wind vector and the wind
vector ~u0 = (u0; v0) at time t = 0 given by (Van de Wiel et al., 2010):
u  ueq = (v0   veq)sin(ft) + (u0   ueq)cos(ft) (1.10a)
v   veq = (v0   veq)cos(ft)  (u0   ueq)sin(ft): (1.10b)
This solution describes an actual wind vector oscillating clockwise around the equi-
librium wind (Figure 1.11). Oscillations at a given height are independent of the
ones at other altitudes and undamped because of the assumed balance of the Cori-
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Figure 1.12: NLLJ formation by inertial oscillations. Shown are the vertical profiles of wind
speed predicted by equations 1.10a and 1.10b with an Ekman wind profile for ~u0. Reprint of
Figure 4 from Van de Wiel et al. (2010) with permission of American Meteorological Society
(pers. comm. Jinny Nathans, 2014).
olis and frictional force (Van de Wiel et al., 2010). An equilibrium wind vector equal
to the geostrophic wind results in the solution by Blackadar (1957). The equilibrium
wind vector is not trivial to predict, but for simplicity an Ekman wind profile can be
assumed for ~u0 which describes increasing and clockwise turning wind speeds in
the lower part of the ABL (Van de Wiel et al., 2010). With the Ekman profile typical
NLLJ profiles are predicted by their theory (Van de Wiel et al., 2010). Figure 1.12
shows the temporal development of the vertical profile with NLLJ formation from
equations 1.10a and 1.10b.
Other NLLJ generating conditions include compensating air flows for low-level
baroclinicity in regions of differential heating and cooling. Evidence from the Ara-
bian Peninsula shows that baroclinicity can be a more important forming mech-
anism for LLJs than the inertial oscillation (Giannakopoulou & Toumi, 2012). In
contrast to the concept of an inertial oscillation, LLJ formation due to baroclinic
condition can occur during day and night. However, a nocturnal enhancement of
the LLJ can nevertheless be expected due to the reduction of the eddy viscosity
in the nocturnal ABL. For instance, Stensrud (1996) documents that the enhance-
ment of LLJs at night can occur over regions with land-sea contrasts. Grams et al.
(2010) describe the baroclinicly driven inflow of air from the Atlantic over parts of
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West Africa and show a significant increase of the wind speed in the stably stratified
air behind the sea-breeze front at night.
In addition to coastlines, baroclinic conditions may develop over complex terrain.
After sunset the surface and subsequently the air above higher lying terrain cools
more than in a valley. In response to the horizontal pressure gradient a downhill flow
develops with a wind speed maximum close to the surface. These circulations over
sloping terrain can generate LLJ profiles, a process first documented by Bleeker &
Andre (1951). Schepanski et al. (2009) suggest that a relatively large number of
NLLJs occur over mountainous regions in North Africa, pointing to baroclinicity over
complex terrain as a driving mechanism.
Recently, the application of the NLLJ detection algorithm developed during this
PhD thesis in a simulation with explicit convection revealed that aged cold pools are
also sufficient for generating NLLJs (Heinold et al., 2013). Figure 1.13 schemati-
cally depicts the formation process. The horizontal pressure gradient across the
leading edge of an aged cold pool typically causes a wind speed maximum near
the surface. When the aged cold pool migrates over a stably stratified surface layer,
this may lead to the formation of a NLLJ.
Previous work further indicates that NLLJs are generated by larger-scale baro-
clinicity during the West African monsoon in the Sahel in northern hemisphere sum-
mer. Parker et al. (2005) describe these NLLJs at the southern margins of the Sa-
haran heat low embedded in the monsoon air flow. Observations give evidence
for the nocturnal acceleration of these LLJs (Abdou et al., 2010; Bain et al., 2010;
Pospichal et al., 2010) with largest core wind speeds in the morning (6 7 UTC at
Niamey for 2006, Lothon et al., 2008).
NLLJ structures also emerge as a dynamical response to orographic channeling
(Samelson & Barbour, 2007; Schepanski et al., 2009; Todd et al., 2008; Washington
& Todd, 2005; Washington et al., 2006). Channeling may also cause LLJ structures
throughout the day, but a diurnal cycle of the jet wind speed is nevertheless ex-
pected based on observational evidence over the Bodélé Depression, Chad (Todd
et al., 2008; Washington et al., 2006). The results show a distinct diurnal cycle of
the near-surface wind speed under both weak and strong large-scale forcing (Todd
et al., 2008). This indicates a diurnal variation in the eddy viscosity, which implies
a reduction of frictional effects as conditions for a nocturnal acceleration of the LLJ.
The diurnal amplitude of the near-surface wind speed is, herein, smaller under a
large horizontal pressure gradient compared to a weaker background forcing. This
can be linked to more frequent or more efficient shear-induced turbulence beneath
the NLLJ. It is this interruption of the NLLJ development that keeps the NLLJs rela-
tively short-lived under strong background flows. Both the weakening or intermittent
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Figure 1.13: NLLJ formation by aged cold pools. Schematic depiction for the vertical cross
section of (a) a haboob in the daytime boundary layer and (b) NLLJ formation due to the
horizontal pressure gradient associated with an aged cold pool. Black (red) lines show a
typical vertical profile of the horizontal wind speed (potential temperature). C (W) refer to
relatively cold (warm) air. Reprint of Figure 10 from Heinold et al. (2013) with permission of
John Wiley & Sons.
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erosion of the NLLJ by downward mixing of the momentum and the short time pe-
riods between mixing events for recovering from the momentum loss means that
the nocturnal enhancement of a NLLJ under strong large-scale forcing is overall
smaller. Less net momentum gain of the NLLJ implies that a potential increase
in the near-surface wind speed from a sudden downward mixing event in the mid-
morning is relatively small. This process keeps the amplitude of the diurnal cycle in
both the NLLJ and the near-surface level relatively small when the background flow
is strong.
Impact on Dust Aerosol
The effect of NLLJs on mineral dust aerosol is twofold. On the one hand, NLLJs
efficiently transport uplifted dust (Kalu, 1979). On the other hand, the downward
mixing of NLLJ momentum by turbulence increases the near-surface wind speed
and potentially leads to mineral dust emission in source areas (Heinold et al., 2011;
Schepanski et al., 2009; Todd et al., 2008). This downward mixing of momentum
from the NLLJ is schematically depicted in Figure 1.14. The associated peak winds
and dust emission during the mid-morning can be larger than mid-day values in
wide areas across North Africa (Crouvi et al., 2012; Schepanski et al., 2009). Figure
1.15 shows examples from SEVIRI observations of increased dust aerosol during
the mid-morning over the Bodélé Depression. It is interesting that relatively higher
near-surface wind speed for 4 7 LT than at 9 15 LT has been documented in an
early study over the Sudan, for which theodolite measurements were made twice a
day in 1935 and 1936 at Khartoum (Farquharson, 1939). High wind speeds during
the mid-morning are further observed at Niamey, Niger, and Nangatchori, Benin
(Abdou et al., 2010; Lothon et al., 2008).
Turbulence mixes the NLLJ momentum towards the surface (graphically de-
picted as eddies in Figure 1.14). Lothon et al. (2008) show observational evidence
for this downward mixing from West Africa. A turbulent flow is caused by vertical
wind shear and by surface heating leading to a reduced static stability (Lenschow
& Stankow, 1979; Van de Wiel et al., 2003, and references therein). A useful con-
cept for describing the onset of turbulence in an atmospheric flow, and thereby the
timing of downward mixing of momentum from a NLLJ, is the Richardson number.
The gradient Richardson number is defined as (Stull, 1988):
Ri =
g
v
@v
@z 
@u
@z
2
+
 
@v
@z
2 : (1.11)
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Figure 1.14: Schematic depiction of the NLLJ mechanism for dust emission. Shown is
the downward mixing of NLLJ momentum during the morning hours as proposed by the
literature. Turbulent mixing transports momentum towards the surface, which leads to dust
emission in source areas, when the specific threshold velocity is exceeded. For details see
Section 1.3.4. Figure from Fiedler et al. (2013a) with permission of John Wiley & Sons, Inc.
Ri is a function of the gravitational acceleration g and the vertical gradients in
the mean virtual potential temperature v, in the mean zonal and mean meridional
wind components u and v, respectively. This dimensionless number is defined
as the ratio of the static stability and the vertical wind shear. Turbulence occurs
when the Richardson number is below a critical threshold, e.g. in a situation of a
large vertical wind shear in weakly stable conditions. Banta et al. (2003) show that
the critical bulk Richardson number beneath a NLLJ over flat terrain describes the
onset of turbulent kinetic energy production for values smaller than 0.4. Continuous
turbulence is observed for moderately stable situation characterized by Richardson
numbers smaller than 0.25 0.3. Intermittent turbulence occurs for more stable
situations with Richardson numbers larger than 0.3 (Banta et al., 2003).
The downward mixing of NLLJ momentum has been suggested as an important
mechanism for generating near-surface peak winds, and dust emission in North
Africa during the mid-morning (e.g. Abdou et al., 2010; Knippertz, 2008; Marsham
et al., 2011; Schepanski et al., 2009; Washington & Todd, 2005). A quantification
in terms of dust source activation (DSA) frequency suggests that 65% of the dust
emission events in the entire of North Africa are linked to the morning breakdown
of NLLJs, a result which is based on the time of DSA from satellite observations
1.3 Meteorological conditions for dust storms in North Africa 35
a) 31-01-2013, 10UTC b) 07-02-2011, 09UTC c) 20-01-2010, 11UTC
©2014 EUMETSAT ©2014 EUMETSAT ©2014 EUMETSAT
Figure 1.15: Observation of dust aerosol likely associated with the breakdown of NLLJs.
Shown are false-color images derived from MSG SEVIRI indicating mineral dust aerosol
(pink, highlighted by ellipse) and clouds (red).
for March 2006 to February 2008 (Schepanski et al., 2009). NLLJs occur on 50%
of all nights during winter along an almost cross continental band between 10N
and 20N based on wind speed differences between wind speeds at two near-
surface pressure levels (Schepanski et al., 2009). At the same time dust sources
are most frequently activated between 6 and 9 UTC with a clear spatial maximum
over the Bodélé Depression and in the eastern Sahara in winter (Schepanski et al.,
2009). The time of day and analysis of both ERA-40 re-analysis and a regional
climate model simulation indicate that NLLJs generate the necessary near-surface
winds for these dust emission events. In summer, NLLJs occur more frequently
between 15N to 30N. At the same time, the dust emission frequency increases
in West Africa and near topographic elevations, where both frequent NLLJs and
the availability of fine sediments generated by fluvial erosion may build favourable
conditions (Schepanski et al., 2009, 2013). Heinold et al. (2013) investigate the
emission amounts associated with NLLJs with the aid of the NLLJ identification tool
developed in this thesis. Figure 1.9 suggests that most of the simulated morning
emission in August 2006 is associated with NLLJs. However, a 20 30 year clima-
tology of the NLLJ breakdown, and an estimate of the associated amount of emitted
dust for different seasons has not been quantified yet.
1.3.5 Boundary layer parameterisation
The vertical momentum transport in the ABL is a crucial factor for simulating near-
surface wind speeds for dust emission. The Reynolds stress term, describing the
turbulent momentum transport, needs to be parameterised. Linearisation and tem-
poral averaging the Boussinesque equations of atmospheric motion results in a
description by mean variables and unknown perturbations. While the former are
predicted by the model, the latter need to be specified for solving the equation.
Deriving further equations for the Reynolds stress would lead to a cascade of un-
knowns. To overcome this closure problem, the perturbations are parameterised
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Figure 1.16: Parameterisation for momentum mixing. Shown is the dependency of the
long-tail and sharp function on the Richardson number above values of 0.1.
by values of known mean variables. Different parameterisation schemes are sug-
gested: (1) local closure schemes which relate the Reynolds stress to a variable at
a nearby grid point and (2) non-local closure schemes relating the Reynolds stress
to a variable at any number of grid points (Stensrud, 2007).
Closure schemes
The most common first-order closure scheme used for stably stratified boundary
layers in state-of-the-art atmospheric models is based on the K-diffusion scheme
(Brown et al., 2008; Sandu et al., 2013). The vertical turbulent flux w0 0 of a given
variable  with the vertical wind perturbation w0 is related to the vertical gradient of
its mean value multiplied by a turbulent exchange coefficient K (e.g. Stull, 1988):
w0 0 =  K@ 
@z
: (1.12)
The turbulent exchange coefficient K (also termed diffusivity) is parameterised as:
K = l2
@ 
@z
f(Ri) (1.13)
where l is the mixing length and the function f(Ri) is the long-tail function (Figure
1.16):
f(Ri) =
1
1 + 10Ri2
(1.14)
with the Richardson number Ri (Brown et al., 2008).
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This long-tail function artificially increases the vertical mixing in stable bound-
ary layers so that higher nocturnal near-surface winds are simulated than observed
(Brown et al., 2008, 2006; Sandu et al., 2013). Such an approach is applied to
balance other model errors so that an overall good forecast skill is maintained,
e.g. regarding cyclones and near-surface temperatures, and justified by the cur-
rently missing representation of surface heterogeneities and sub-grid scale vari-
ability (e.g. Brown et al., 2008; Sandu et al., 2013). An upgrade over sea in the
operational forecast configuration and over both land and sea in the climate config-
uration of the Unified Model HadGEM2-ES (e.g. Martin et al., 2011) uses instead
of the long-tail function the sharp function (Figure 1.16) given by:
f(Ri) =
8<: (1  5Ri)2 0  Ri < 0:1  1
20Ri
2
Ri  0:1
(1.15)
which reduces the artificially enhanced mixing and thereby complies better with
Monin-Obukhov similarity theory (Brown et al., 2008).
A major shortcoming of such local closure schemes is the consideration of ed-
dies produced by local gradients only. Daytime turbulent mixing, however, is as-
sociated with eddies which may stretch across the entire boundary layer depth.
Under these conditions K-theory fails which can be explained with the aid of the
vertical turbulent heat transport w00. The daytime surface layer is characterized
by decreasing potential temperatures with height close to the surface (@=@z <0,
Figure 1.10a). This means that the turbulent heat transport is directed upwards
(w00 >0, Equation 1.12). In the convective mixing layer, however, K-theory predicts
no turbulent fluxes during the day (@=@z= 0, thus w00= 0), which is inconsis-
tent with observations. In the entrainment zone, the mean vertical heat transport
is directed downwards (@=@z >0, thus w00 <0). Entrainment, however, incorpo-
rates both up- and downward motion. K-theory is therefore suggested to be used
for boundary layers with small eddies only, conditions which can be found in the
free troposphere and close to the surface (up to 200m; Blackadar, 1979). Daytime
boundary layers are often parameterised by non-local closure schemes instead
(e.g. Zhang & Zheng, 2004). Following (Stensrud, 2007), they may be classified
into mixed layer schemes (Betts, 1973; Carson, 1973; Lilly, 1968), penetrative con-
vection schemes (Blackadar, 1978; Estoque, 1968; Zhang & Anthes, 1982), non-
local diffusion schemes (Hong & Pan, 1996; Troen & Mahrt, 1986) and others (Stull,
1993). Due to the large variety of these parameterisation schemes and the focus
on nocturnal boundary layers, no review of them is presented here.
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Effect of ABL parameterisation on wind speed
ABL parameterisation schemes perform differently. In a model study for the sum-
mertime USA under a weak synoptic-scale pressure gradient, the daily cycle of
10m-wind speed is not well captured, even though the 2m-temperature is well sim-
ulated (Zhang & Zheng, 2004). They found a general underestimation of the 10m-
wind speed in all tested ABL schemes during daytime and an overestimation by
some schemes at nighttime, although the mean vertical wind profile is reasonably
well captured (Zhang & Zheng, 2004). Particularly the parameterisation of noctur-
nal boundary layers is difficult due to a number of reasons: (1) Nocturnal turbulence
may be present in the form of intermittent or continuous mixing; (2) The nocturnal
ABL is tightly coupled to other parameterised processes including radiative transfer,
vegetation and soil properties; (3) The occurrence of drainage flows, gravity waves,
fog and low-level stratus influence the nocturnal ABL, which are difficult to simulate
themselves; (4) Heterogeneities of land use smaller than the grid resolution are dif-
ficult to represent (e.g. Holtslag et al., 2013; Sandu et al., 2013; Steeneveld et al.,
2006, 2008; Svensson et al., 2011). In addition, the ABL can be used to balance
other shortcomings of a model, e.g. the vertical exchange under stable stratification
is artificially increased in order to maintain an overall good model performance at
the synoptic scale (Sandu et al., 2013). As a side effect, the NLLJ may be weaker
and higher than observed (Sandu et al., 2013). Higher vertical resolution is sug-
gested to improve the diurnal cycle, in particular surface inversions and the NLLJ
(Zhang & Zheng, 2004), but the results from other studies show little improvement
for the NLLJ from the resolution alone (Schepanski et al., 2014; Svensson et al.,
2011; Todd et al., 2008). The daily cycle of the near-surface wind speed in the
Bodélé Depression in a regional model is underestimated with all ABL schemes
investigated, even when the model setup is tuned for the regional characteristics
and more vertical levels are added close to the surface (Todd et al., 2008). Using
another regional model over West Africa and the NLLJ identification technique de-
veloped in this PhD research shows that both increased resolution and changes
of the ABL parameterisation have overall small effects on the diurnal cycle of wind
speed and the occurrence of NLLJs (Schepanski et al., 2014).
In common practice, the underrepresented high end of the wind distribution
can be compensated for by tuning the dust emission towards observations or re-
analysis. For instance, the emission is changed such that the amount from dynami-
cal downscaling of re-analyzed winds is matched. This can be done by lowering the
threshold velocities for dust emission in grid boxes where the re-analysis predicts
larger small-scale fluctuations than a global model (Cakmur et al., 2004). However,
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re-analysis data are produced by atmospheric global models themselves. They as-
similate observations in order to calculate a three-dimensional estimate of the past
state of the atmosphere with the aid of a forecast system. Uncertainties from the
model system and observations influence the accuracy of this estimate. In fact,
Koren & Kaufmann (2004) show an underestimation of wind speeds along dust
fronts in the Bodélé Depression in NCEP re-analysis data by a factor of two. Sim-
ilarly, near-surface winds from ECMWF re-analysis are underestimated compared
to local measurements from March 2005 (Bouet et al., 2007). Also, Schmechtig
et al. (2011) found a systematic underestimation of the high end of the wind speed
distribution from the ECMWF operational analysis product for the Bodélé Depres-
sion and adapted the simulated winds to station observations by linear regression
such that the intensity of dust events is tuned, while the frequency is kept constant.
The effect of the changed wind speeds on the simulated dust emission from the
Bodélé Depression is of the order of a factor of ten (Schmechtig et al., 2011), which
demonstrates the importance of accurate winds for dust emission.
1.4 Aims of this thesis
The atmospheric life cycle of dust aerosol and its impacts in the Earth system de-
pend on the time, location and amount of dust emission. Estimates from atmo-
spheric models for dust emission, most of which originates in North Africa, show a
large variety. Both the physical parameterisation of the dust emission process and
the soil (Section 1.2.3) as well as winds for emitting dust are sources of uncertainty
(Section 1.3.5). The latter is, herein, important due to non-linear parameterisa-
tions of the emission flux as function of the wind speed (Section 1.2.3). A small
error in wind speed therefore has a large impact on the calculated dust emission
flux, but a systematic evaluation of meteorological mechanisms generating those
winds does not exist. Different meteorological processes are known for generating
dust-emitting winds. From a climatological perspective, their relative importance is,
however, not well quantified (Section 1.3). Improving the simulation of important
meteorological processes for dust-emitting winds over North Africa can contribute
to decreasing the model spread in dust emission estimates and thereby holds the
potential for reducing uncertainties in Earth system models. This would contribute
to further increase our scientific confidence in future climate change projections.
This PhD work provides the first-ever systematic evaluation of meteorological
processes for North African dust emission based on long-term data and innova-
tive automatic identification. Firstly, the relative importance of NLLJs for the North
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African dust emission amount is assessed, which has not been well quantified be-
fore (Section 1.3.4). Secondly, uncertainties are analysed regarding the NLLJ and
the dust emission based on re-analysis data as previous studies indicate that these
have limitations in representing 10m-winds (Sections 1.3.5). Thirdly, the importance
of atmospheric depressions and mobile cyclones for North African dust emission
which has been proposed in the literature (Section 1.3.1) is investigated for the first
time. Moreover, the new climatology of NLLJs for dust emission is compared to the
Earth system model of the UK Met Office. This helps identifying systematic model
behaviour affecting North African dust emission and guide future model develop-
ment.
The individual chapters address the following questions:
1. Importance of NLLJs for emitting mineral dust aerosol
(a) When and where do NLLJs most frequently occur over North Africa?
(b) Do they show spatio-temporal varying characteristics?
(c) How do NLLJs affect the near-surface wind speed distribution?
(d) How much of the total dust emission amount is associated with them?
(e) What is the relative contribution from night-time and mid-morning emis-
sions?
2. Uncertainties of the baseline climatology
(a) What is the performance of ERA-Interim forecasts for simulating NLLJs
and their characteristics?
(b) How does the dust emission calculation compare against observational
data sets?
(c) What is the uncertainty of synoptic-scale dynamics from re-analysis prod-
ucts?
(d) How large are differences of the total dust emission amount with winds
from a set of re-analysis products?
(e) What are the implications for model evaluation of dust emission?
3. Mineral dust aerosol emission associated with atmospheric depressions
and cyclones
(a) How often and where do atmospheric depressions and mobile cyclones
most frequently form?
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(b) What are the lifetimes and migration distances of mobile cyclones?
(c) How much dust emission is associated with cyclones and atmospheric
depressions?
(d) What is the role of embedded NLLJs in atmospheric depressions and
cyclones?
(e) How much dust emission is suppressed due to the presence of soil mois-
ture?
4. Evaluation of dust emission in HadGEM2-ES and HadGEM3-A
(a) Is the climatology of dust emission in a state-of-the-art Earth system
model different to re-analysis?
(b) How large is the effect of different wind speeds in the same dust emission
model on the emitted amount?
(c) What is the role of the NLLJ for dust emission in the Earth systemmodel?
(d) How does the synoptic-scale dynamics compare against re-analysis?
(e) What are the implications for modelling mineral dust emission?
1.5 Research method and data
Achieving the aims of this thesis requires a systematic analysis of meteorological
processes in context of dust emission. The investigation of dust-emitting processes
from a climatological perspective, require long-term data with sub-daily resolution.
Since such observations are sparse over North Africa, the thesis is based on sev-
eral years of model data with at least 6-hourly resolution. An automated detection
algorithm for NLLJs is developed (Section 2.2.2) and depressions tracks (Section
4.2.1) are used for investigating the importance of NLLJs, atmospheric depressions
and mobile cyclones for North African dust emission. An overview on the data is
given in the following section. Details on the different methods and the data are
given in each of the thesis chapters.
1.5.1 Data
ERA-Interim forecasts and re-analysis data from ECMWF (Dee et al., 2011, Details
in Section 2.2.1) are used for the majority of the work. For validation, the re-analysis
data sets from the National Center for Environmental Prediction (NCEP, Kalnay &
Coauthors, 1996) and the “Modern-era Retrospective Analysis for Research and
Applications” (MERRA, Rienecker et al., 2011) from NASA are used. Based on
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Model Horizontal resolution Levels Time sampling Time period
ERA-Interim re-analysis 1o 60 6-hourly 1979 2010
ERA-Interim forecasts 1o 60 3-hourly 1979 2010
MERRA re-analysis 0.6x0.5o 72 hourly 1979 2010
NCEP re-analysis 2.5o 28 00 UTC June 2011
HadGEM2-ES 1.875x1.25o 38 hourly 1980 2009
HadGEM3-A 1.875x1.25o 85 hourly 2003 2007
HadGEM3-A nudged 1.875x1.25o 85 hourly 2003 2007
Table 1.1: Overview on model data
results from ERA-Interim, the latest Earth system model HadGEM2-ES and the
atmosphere only model version HadGEM3-A from the UK Met Office are evaluated
(Bellouin et al., 2011; Collins et al., 2011; Martin et al., 2011, Details Section 5.2.1).
The characteristics of the model data used in this thesis are summarized in Table
1.1.
Since ERA-Interim does not provide dust emission, these are calculated with
the dust emission model by Tegen et al. (2002). The uncertainty in comparing dust
emission (Section 1.2.4) derived from ERA-Interim and calculated by the Earth sys-
tem model HadGEM2-ES in Chapter 5 is reduced by using the winds of HadGEM2-
ES to drive the dust emission model by Tegen et al. (2002). Details about the
calculations are provided in the Chapters where they are relevant (Section 2.2.3,
4.2.2 and 5.2.2).
Wind observation is used for assessing the model performance of ERA-Interim
in Chapter 3, namely radiosondes, pilot baloon, SODAR and LIDAR measure-
ments (Section 3.2). Satellite observation of the dust source activation frequency
by Schepanski et al. (2012) and observations during BoDEx (Washington et al.,
2006) is used for evaluating the dust emission calculation (Details in Section 3.2).
CHAPTER 2
Importance of Nocturnal Low-Level Jets for dust
emission
2.1 Motivation
 Further improvements of simulating the mineral dust budget for weather forecast
and climate applications require a systematic analysis of individual meteorologi-
cal processes relevant for dust emission. Different meteorological processes have
been identified as potential generators for dust-emitting peak winds near the sur-
face. The understanding of the relative importance of these mechanisms is, how-
ever, incomplete (Chapter 1). One of the relevant meteorological processes is the
downward mixing of momentum from the NLLJ (Chapter 1.3.4). While a frequent
occurrence of NLLJs and their contribution to mineral dust emission in North Africa
has been suggested qualitatively (Knippertz, 2008; Schepanski et al., 2009; Wash-
ington & Todd, 2005), a climatological estimate of the phenomenon is missing.
This chapter presents a climatological assessment of NLLJs and their contribu-
tion to the dust emission amount from North Africa (Fiedler et al., 2013a). A new au-
tomatic algorithm for detecting NLLJs in atmospheric models has been developed
and applied to ECMWF ERA-Interim re-analysis and forecasts for 1979 2010 for
this purpose, which is described along with the data in Section 2.2. The climatology
of the NLLJ frequency, of the jet characteristics, of the dust emission, and the rela-
tive importance of NLLJs for dust emission are presented in Sections 2.3.1 2.3.3.
A discussion of the findings and their implication for mineral dust modeling are given
in Section 2.4. Section 2.5 draws conclusions from this chapter.
Text passages and figures in the present chapter 2 are from my publication “Climatology of
nocturnal low-level jets over North Africa and implications for modeling mineral dust emission”, 118,
12, 2013, pp. 6100 6121 in Journal of Geophysical Research - Atmosphere, Copyright 2014 John
Wiley & Sons, Inc., This material is reproduced with permission of John Wiley & Sons, Inc (pers.
comm. Paulette Goldweber, Wiley, 2014).
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2.2 Method
2.2.1 ECMWF ERA-Interim
The basis for the statistical investigation of NLLJs in North Africa is the ERA-Interim
data from the European Centre for Medium-Range Weather Forecasts (ECMWF)
for 1979 2010 (Dee et al., 2011). The choice of ERA-Interim for the present work
instead of radiosonde observations was based on (1) the sparse observation net-
work, (2) the lack of long-term records over most of North Africa, and (3) too few
radiosonde ascents per night. These shortcomings do not enable to capture the
nocturnal development of NLLJs by observations in most areas of North Africa, es-
pecially in remote regions of the Sahara desert that are particularly interesting from
the perspective of dust emission.
The six-hourly re-analysis provides instantaneous fields on a 11 horizon-
tal grid and 60 vertical levels, which are terrain following close to the surface and
gradually adjust to pressure coordinates in the free troposphere. The re-analysis
of the horizontal wind components, the air temperature, and the specific humidity
are used for the NLLJ climatology. Temporally higher resolved data is beneficial for
understanding the development and the breakdown of NLLJs as well as the asso-
ciated mineral dust emission flux. In order to increase the temporal resolution of
the diurnal cycle for process studies, three-hourly ERA-Interim forecasts are used.
The present work uses the forecasts for +3 to +12 hours initialized at 00 UTC and
12 UTC. All variables from ERA-Interim forecasts are instantaneous values, except
the 10m-wind gusts that are representative for the last three hours.
A crucial factor for simulating the NLLJ is the treatment of the ABL. The tur-
bulent transport in stable ABLs in ERA-Interim is parametrized by a K-diffusion
scheme (Beljaars & Viterbo, 1999; Louis et al., 1982). Artificially higher values for
the diffusion coefficient K from a long-tail function (Chapter 1.3.4) are used for sta-
ble ABLs in order to achieve a better overall performance of the numerical weather
prediction system (Bechtold et al., 2008; Sandu et al., 2012). Undesired side ef-
fects are too smooth vertical profiles of meteorological variables in the nocturnal
ABL, and comparably weak and higher residing NLLJs (Sandu et al., 2012). Fur-
ther improvements in the representation of stable ABLs in the ECMWF model is
subject of ongoing research.
The increased turbulent mixing within inversion layers (Bechtold et al., 2008)
affects the time and amount of momentum transfer to the surface. The associated
momentum loss at the NLLJ level decelerates or even erodes the jet in the course
of the night. The NLLJ strength in ERA-Interim during the morning is, therefore,
likely to be underestimated. This can have an impact on the simulated diurnal cycle
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of the near surface wind speeds, and the mineral dust emission. Nevertheless, re-
analysis give the best estimate of the past state of the atmosphere. Observation
records with comparable resolution and record length are not available for this part
of the world.
2.2.2 Automated NLLJ detection
The different definitions of LLJ structures in previous studies is tightly connected to
the applied identification methods. The variety of methods range from plain wind
speed maximum analysis to more complex, physically motivated, and automated
approaches. Each of the different techniques have their own advantages and dis-
advantages for the specific research interests. A short summary is given in the
following.
Nocturnal jets are identified in radiosondes over north-east Australia by find-
ing a wind speed maximum below 1,500 m above ground level (a.g.l.) that shows
an increase of the wind speed over night and decays around sunrise (May, 1995).
This approach is tailored towards inertial oscillations. Other studies more gener-
ally address NLLJs with more generous identification criteria. For instance, Banta
et al. (2003) investigate NLLJs in observations averaged over fifteen minutes for
ten nights over Kansas by choosing the lowest wind speed maximum in the vertical
profile as the NLLJ. This approach does not consider a critical vertical wind shear
above the NLLJ, which is useful for confining the NLLJ to a vertically narrow band
as suggested by Stensrud (1996). While the confinement beneath the jet core is
naturally given due to the effect of surface friction, a restriction of the vertical extent
of the NLLJ above the nose is a useful addition for the identification.
A criterion for the decrease of wind speed above the NLLJ core is applied by a
number of previous studies (e.g. Baas et al., 2009; Bonner, 1968; Whiteman et al.,
1997). The study by Bonner (1968) determines NLLJs in two years of radiosondes
observations across the United States by using four criterion sets of an absolute
core wind speed of at least 12ms 1 and a certain wind speed decrease above the
LLJ nose. This classification scheme by Bonner (1968) has been used later by
Whiteman et al. (1997) to study LLJs over the USA independent of the time of day.
Baas et al. (2009) identified NLLJs when the maximum resides below 500 m, is at
least 2ms 1, and 25% faster than the following minimum. While this height range
works well for typical mid-latitude ABLs over the Netherlands, observations from
Africa show that NLLJs can reside in altitudes exceeding 500m a.g.l. (Pospichal
et al., 2010; Rife et al., 2010; Todd et al., 2008).
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Rife et al. (2010) use 21-years of re-analysis data to compile a global clima-
tology of the “NLLJ index” defined as the wind speed at a fixed height of 500 m
a.g.l. at mid-night that is larger than the wind speed twelve hours earlier and than
the wind speed at 4000 m. Their spatial distribution of the “NLLJ index” indicates
where diurnally varying LLJs are located, but does not provide the absolute wind
speed and height of the jet core. Further, this approach does not take into account
that the synoptic conditions may change in a twelve hour period. Re-analysis data
have also been used to compile a mean NLLJ climatology over the Bodélé Depres-
sion in Chad based on pressure levels by Washington & Todd (2005). Schepanski
et al. (2009) and Crouvi et al. (2012) use wind speed differences between stan-
dard pressure levels as indicator for NLLJs for entire North Africa. This approach
does not provide the absolute wind speed and height of the NLLJ core and is not
applicable over mountains.
The objective of the present work is to identify NLLJs that develop at night
and potentially lead to mineral dust emission during the following morning (Sec-
tion 1.3.4). Based on this research aim and following METEOTERM, NLLJs over
North Africa are defined in this study as wind speed maxima in the nocturnal ABL
that form above a stably stratified surface layer and have an appreciable vertical
wind shear. This NLLJ definition is a more restrictive form of the relatively general
term LLJ. The present work includes but is not limited to jets of super-geostrophic
speed, as proposed by Blackadar (1957).
NLLJs are detected in the ECMWF ERA-Interim re-analysis and forecasts at
all available times by using a newly developed automatic detection algorithm. Two
desirable key characteristics of this algorithm are: (1) the terrain independent iden-
tification that enables determining the exact wind speed and height of the NLLJ core
and (2) the consideration of the reduced frictional effects for the nocturnal acceler-
ation in some distance to the surface. These features have not been combined in
a single detection method for NLLJs before. The first characteristic is implemented
by choosing data on the original model levels from ERA-Interim. Depending on the
surface pressure, the depth of the three lowest model layers is 18 22 m, 27 33 m,
and 39 48 m, which is assumed to provide a sufficient vertical resolution of the
ABL. Using meteorological fields on model levels has the additional advantage of
avoiding interpolation uncertainty. The second characteristic is achieved by requir-
ing the presence of a surface inversion.
The main criteria of the detection algorithm in the present work are summarized
in Figure 2.1. A NLLJ is identified as a wind speed maximum between the lowest
model level and approximately 1,500m a.g.l.
http://wmo.multicorpora.net/METEOTERM as of March 2013
2.2 Method 47
Vertical gradient of
virtual potential
temperature in 100m
deep surface layer
> 0.1 K (100m)-1
Vertical wind shear
in a 500m deep layer
above jet core
< -0.5 ms-1 (100m) -1
Wind speed
maximum between
30m and 1500m
Virtual potential temperature [K]
Wind speed [ms-1]
Figure 2.1: Schematic diagram showing the criteria for the NLLJ detection. Shown is an
example of the vertical profiles of wind speed and virtual potential temperature from six-
hourly ERA-Interim re-analysis. Figure from Fiedler et al. (2013a) with permission of John
Wiley & Sons, Inc.
1. that is situated above a stably stratified surface layer of at least 100 m depth
measured by a vertical gradient of the virtual potential temperature exceeding
0.001Km 1,
2. and has a vertical wind shear stronger than - 0.005 s 1 in a 500m-deep layer
above the jet core.
The first criterion reflects the reduced frictional effects in the nocturnal ABL as a
necessary prerequisite for the formation of a NLLJ (Section 1.3.4). The choice of
this rather weak stratification threshold enables intermittent and continuous turbu-
lent mixing beneath the NLLJ (Section 1.3.4). Using a criterion for the vertical wind
shear above the jet core confines wind maxima to vertically-narrow jets which is
suggested by Stensrud (1996). This wind shear criterion implies a wind speed of
at least 2.5ms 1 in the jet core. The height range of up to 1,500m is a generous
definition of possible NLLJ heights (see Section 2.3.2) that is in agreement with the
identification by Lothon et al. (2008). The NLLJ height corresponds to the upper
boundary of the model grid box where the maximum wind speed is found and is
calculated using the time-dependent surface pressure.
A night is defined as a “NLLJ night” if a NLLJ occurred between 18 and 6 UTC
in the re-analysis. In order to analyse the evolution of NLLJs and the contribution
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to mineral dust emission after sunrise, NLLJs and additionally “NLLJ survivors” are
detected in ECMWF forecasts. “NLLJ survivors” are defined as wind speed maxima
which fulfil the criterion for the vertical wind shear three hours after the occurrence
of a NLLJ or a previous NLLJ survivor.
The choice of the threshold values in the NLLJ detection algorithm is subjec-
tively derived from ERA-Interim re-analysis. Possible uncertainties are assessed
by sensitivity tests. The main findings are:
1. An increased threshold for the vertical gradient of the virtual potential temper-
ature from 0.001Km 1 to 0.01Km 1 reduces the number of identified NLLJs
by about 60% in the annual and spatial mean. Dropping the criteria of the
virtual potential temperature gradient leads to a spatially and annually small
mean increase of 7% of the NLLJ frequency at 0 UTC, but this increase is het-
erogeneously distributed across the continent. In this test, NLLJs at 0 UTC in
regions of baroclinic conditions are pronounced, e.g. along the West African
monsoon front and along coasts. The increase of detected LLJs is larger
during the day when surface inversions are usually absent. Since reduced
frictional effects at night are expected to enable a nocturnal acceleration of
a LLJ (Section 1.3.4), but cases with turbulence beneath the NLLJ need to
be included to investigate dust emission associated with NLLJs, the weak
stability criterion of 0.001Km 1 is chosen.
2. Reducing the mean vertical wind shear to -0.0025 s 1 in the 500m-deep layer
increases the number of NLLJs across the domain by up to 80%. In contrast
requiring -0.005 s 1 in a shallower layer of 300m decreases the number of
jets by up to 50%. Since the geographical structures of the NLLJ occurrence
frequency is robust, the intermediate threshold seems to be a reasonable
approach that successfully excludes NLLJs of a large vertical extent.
The result showing an almost unchanged areal extent of the NLLJ hot spots but
fairly large frequency changes with different thresholds for the vertical wind shear
is similar to findings from LLJ detections in other studies. For instance Bonner
(1968) shows that the regions of most frequent LLJ occurrence over the United
States remains similar but the actual number of identified jets varies by a factor
of six when the threshold values for identifying NLLJs are changed. These tests
clearly underline the sensitivity of the method to the choice of threshold values.
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2.2.3 Dust emission
Since ERA-Interim does not have a prognostic aerosol scheme, mineral dust emis-
sion is calculated offline with the mineral dust emission model developed by Tegen
et al. (2002). This dust emission calculation has been provided by B. Heinold
(University of Leeds and now at TROPOS, Leipzig, 2011). The model is driven
by 10m-wind speeds and the moisture content in the uppermost soil layer from
ECMWF ERA-Interim forecasts. Soil particles are mobilized in a source, when the
near-surface wind speed exceeds the particle-size-dependent threshold velocities
(Section sub:dustemi). The dust emission model by Tegen et al. (2002) has been
validated and is implemented in global and regional models (e.g. Heinold et al.,
2011; Zhang et al., 2012).
Potential sources for mineral dust aerosol are prescribed by the map of DSA
frequency (Section 1.2.2), where sources are identified from the MSG SEVIRI infra-
red dust index product (Schepanski et al., 2009, 2012, 2007). A grid box of 11 is
defined as a potential dust source if at least two dust events were observed between
March 2006 and February 2008. The surface roughness length of dust sources is
set to a constant value of 10 3 cm as in Schepanski et al. (2007). The activation
of dust sources is limited to non-saturated soils, expressed by soil moisture values
below the field capacity. Dust sources, i.e. silt and clay soil types, are assumed
to have a field capacity of 0.28m3m 3. The sensitivity to this parameter has been
tested and was found to be negligible in the Sahara, which is in agreement with
previous literature (Laurent et al., 2008). Dust emission is parametrized for four soil
particle-size distributions, namely coarse sand (500 1000m), fine and medium
sand (50 500m), silt (2 50m), and clay (0 2m). The relative content of the
different populations has been derived from the global soil-texture data from the
Food and Agriculture Organization (FAO) on a horizontal grid of 0.5. The threshold
10m-wind speed is determined for each of the four particle size bins. This threshold
10m-wind speed for dust emission is not parameterised as a function of the NLLJ
wind speed.
2.3 Results
2.3.1 NLLJ climatology
NLLJs are a frequent phenomenon in North Africa. In the annual and spatial mean,
NLLJs are detected in 29 +/- 4% (mean +/- standard deviation) of the nights in
the ERA-Interim re-analysis for 1979 2010 over North Africa. Figure 2.2 shows
the seasonal cycle by the monthly mean frequency of NLLJ nights and the mean
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geopotential height at 975 hPa that is a strong control of wind speed at any fixed
point with constant roughness. In January, NLLJs occur in 5-25% of all nights be-
tween 20N and 30N (Figure 2.2a). South of 20N, the NLLJ frequency reaches
higher values, typically 25% to 50 %. The most active regions show NLLJ fre-
quencies of up to 80%, namely the Bodélé Depression, the Vallée de Tarka, the
Nubian desert, the Darfur region, and the Hoggar-Tibesti channel. These hot spots
in terms of occurrence frequency, summarized as blue areas in Figure 2.3, remain
active in February (Figure 2.2b), but decrease in their dominance in March (Figure
2.2c) before they disappear between April and September (Figures 2.2d i). In the
latter period, the NLLJ climatology shows hot spots in the western Sahel, and in
areas along the Atlantic and the Mediterranean coast lines. Maxima during this
time of the year, are summarized as orange areas in Figure 2.3. NLLJs in the west-
ern Sahel and Sudan occur in 40 65% of the nights between April and September
(Figures 2.2d i). The overall maximum for April September is found in the Atlantic
ventilation hot spot, which is named after the advection of relatively cool maritime
air to hot areas further inland. Here, the amount of NLLJ nights is comparable to
the frequency in the Bodélé Depression for November March (Figures 2.2k l, and
a c). In contrast, NLLJs in the Mediterranean ventilation occur only during up to
60% of the nights.
Specific environmental conditions, such as (1) orographic channelling and (2)
low-level baroclinicity, may favour the development of NLLJs (Section 1.3.4). Pre-
vious studies suggest orographic channeling as driving mechanism for NLLJs over
the Bodélé Depression (e.g. Todd et al., 2008; Washington & Todd, 2005). A cli-
matology of the wind direction and speed in the core of NLLJs is depicted as a
wind rose for the Bodélé Depression in Figure 2.4a. Here, the majority (68%) of
the NLLJs are north-easterly between November and March. The narrow distribu-
tion around the prevailing wind direction indicates channeling of the north-easterly
Harmattan winds between the Tibesti and Ennedi Mountains. This can be further
supported by the horizontal gradient of the 975 hPa isohypses (Figures 2.2k l, and
a c), which show a ridge upstream of the channel and a trough in the lee of the
Mountains. The air is accelerated down-gradient and frequently forms NLLJs above
the stably stratified surface layer at night. Half of the NLLJs in the Bodélé Depres-
sion hot spot are characterized by wind speeds of 12 20ms 1. These core wind
speeds agree well with the range of measured and simulated NLLJs in the area
from Todd et al. (2008). In addition to the Bodélé Depression hot spot, orographic
channeling of the Harmattan winds might also play a role between the Hoggar and
the Tibesti Mountains.
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Another NLLJ forming in response to the effects of orography is the jet along
the northern slopes of the Ethiopian Highlands described by Rife et al. (2010) and
part of the Nubian desert hot spot in Figure 2.3. The spatial distribution of the
NLLJ index by Rife et al. (2010) is not directly comparable to the NLLJ frequency
presented here, but the results by Rife et al. (2010) enable calculating a frequency
of non-zero NLLJ indices of 94% in the Ethiopian NLLJ at 12.8N and 34 E for
January. The largest indices for the Ethiopian NLLJ by Rife et al. (2010) occur in
the area 10 15N and 30 38 E. Based on this spatial extend, the Ethiopian jet
occurs in up to 70% of the nights in the climatology for January presented here.
The difference between the results is caused by the different methods for the NLLJ
identification (Section 2.2.2).
Between April and September (Figures 2.2d i), the location of NLLJ hot spots
along the margins of the Saharan heat-low point to favourable conditions due to
low-level baroclinicity. NLLJs are, here, embedded in the large-scale inflow from the
Mediterranean, the Atlantic, and in the West African Monsoon flow over the west-
ern Sahel. The Atlantic ventilation hot spot coincides with an increased horizontal
gradient of the 975 hPa isohypses (Figures 2.2d i) between the Azores High and
the northwestward expanding heat low. NLLJs are embedded in this inflow, most
frequently between April and June (Figures 2.2d f). Deflection of the air masses
by the Atlas Mountains causes prevailing northerly NLLJs (Figure 2.4b). Half of the
NLLJs have maximum core wind speeds of 8-16ms 1. The NLLJs between 15N
and 20N have previously been described as part of the Atlantic inflow by Grams
et al. (2010). The results of the present work indicate that the Atlantic ventilation
extends even further north to the southern foothills of the Atlas Mountains. Simi-
larly, low-level baroclinicity may cause the Mediterranean ventilation hot spot over
northern Libya between May and September (Figures 2.2e i). Here, the horizontal
pressure gradient evolves between the ridge over the Mediterranean Sea, and the
Saharan heat-low. NLLJs over the western Sahel follow the latitudinal migration
of the heat-low along with the West African Monsoon. This result shows that the
frequent formation of NLLJs along the margins of the Saharan heat low, previously
proposed by observational studies for parts of West Africa (Abdou et al., 2010; Bain
et al., 2010; Parker et al., 2005; Pospichal et al., 2010), is not limited to the southern
margins of the heat low.
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Figure 2.3: Overview of NLLJ hot spots in North Africa for November February (blue)
and April September (orange). Contours show the terrain height in steps of 200m. The
arrows indicate the prevailing wind direction for each hot spot. Geographical locations are
indicated. Based on Figure from Fiedler et al. (2013a) with permission of John Wiley &
Sons, Inc.
a) b)
Figure 2.4: Wind roses for NLLJs (a) in the Bodélé Depression hot spot for
November March and (b) in the Atlantic ventilation hot spot for April June, based on six-
hourly ECMWF ERA-Interim re-analysis 1979 2010. Regions are defined in Figure 2.5a.
Figure from Fiedler et al. (2013a) with permission of John Wiley & Sons, Inc.
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2.3.2 Characteristics of NLLJs
Height and Core Speed
The detection algorithm enables a statistical assessment of the height and wind
speed of NLLJs over North Africa. The median NLLJ height and core speed across
North Africa is 350m a.g.l. and 10ms 1 in the annual statistics. In order to identify
regional differences, seven sub-domains are defined (Figure 2.5a): three regions
across the northern Sahara (N1, N2, and N3) and four sub-domains across the
southern Sahara and Sahel (S1 S4). The geographical placement of the sub-
domains is motivated by the sampling areas used by Schepanski et al. (2009). The
lowest NLLJs are found in the Mediterranean ventilation regions N3 with a median
of 300m a.g.l. and a 99%-percentile of 620m a.g.l., followed by N2 with 350m a.g.l.
as median height and a 99%-percentile of 670m a.g.l. (Figure 2.5b). NLLJs over
the Bodélé Depression, as part of S3, frequently reside at heights around 380m
a.g.l. (median) to up to 770m a.g.l. (99%-percentile). The regional differences
for the NLLJ core wind speeds are shown in Figure 2.5c. NLLJs are fastest in N1
and S3 with up to 18ms 1 in the spatially averaged 99%-percentile, but the overall
difference between the sub-domains is small.
The statistics of NLLJs in North Africa represent observed conditions reason-
ably well. Validating ERA-Interim against PIBAL observation at Chicha indicates
that the statistic for the height of the NLLJ in S3 is well represented (Section 3).
The core speed, however, is underestimated by 37% averaged over the BoDEx pe-
riod at Chicha. Todd et al. (2008) uses another re-analysis data set to determine a
maximum core wind speeds of the NLLJ over the Bodélé Depression of 12ms 1 at
17N, 19 E, which is close to the upper quartile of the S3 sub-domain. Rife et al.
(2010) finds core speeds of 12ms 1 and a height of 400m a.g.l. for the Ethiopian
NLLJ, which is close to the upper quartile of the statistics for S4 of the present
work. Upper air measurements at Khartoum by Farquharson (1939) show a NLLJ
in a mean level of 305m a.g.l. and an annual mean wind speed of 9ms 1. This
observation lies close to the lower quartile of the computed NLLJ height and wind
speed statistics of sub-domain S4 which covers but is not limited to the Sudan.
Heights and wind speeds from AMMA radiosondes (Chapter 3) are well captured
in S2 by ERA-Interim, but the high and fast jets are underrepresented in the statis-
tics (Section 3). The typical heights of the NLLJ of 200 400m from observations
at Niamey (Abdou et al., 2010; Lothon et al., 2008) is well in agreement with the
presented statistic for S2. The wind speeds are in the same range but tend to be
underestimated in S2 compared to wind profiler observations at Niamey by Lothon
et al. (2008).
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Figure 2.5: Climatology of NLLJ characteristics. (a) Geographical location of the sub-
domains (black boxes) and ERA-Interim model orography (grey) in 200 m steps. (b) Box-
and-whisker plots for the core height and (c) core wind speed for all NLLJs (solid) and
NLLJs emitting dust at the same time (dashed). Based on six-hourly ECMWF ERA-Interim
re-analysis for 1979 2010. Figure from Fiedler et al. (2013a) with permission of John Wiley
& Sons, Inc.
56 2. Importance of Nocturnal Low-Level Jets for dust emission
6 8           10 12         14 16 18
NLLJ wind speed [ms-1]
700
N
L
L
J
h
e
ig
h
t
[m
]
0 20 40 60 80
100
200
300
400
500
600
Figure 2.6: Scatter plot for NLLJ core heights against wind speeds. Shown are values
at 0 UTC over North Africa from the six-hourly ERA-Interim re-analysis for 1979 2010.
Colours indicate the number of data pairs in the bin. Linear regression (solid line) is given
by f(x) = -95.1 + 42.7 x with a Pearson correlation coefficient R2 = 0.98. Figure from Fiedler
et al. (2013a) with permission of John Wiley & Sons, Inc.
Core height and wind speed of NLLJs shows a linear relationship (Figure 2.6).
This finding is robust and not sensitive to single sub-domains or seasons. At the
same geographical latitude and for the same geostrophic wind speed, NLLJs can
be expected to develop faster core wind speeds over longer roughness lengths.
Variations of the background pressure gradient, the surface roughness and the ge-
ographical latitude can, therefore, cause the spread around the linear regression.
Figure 2.6 shows further that most NLLJs have intermediate heights of 300 350m
a.g.l. and wind speeds of 9 11ms 1. Fewer jets are observed at the lower and
upper end of the distribution. Assuming calm conditions at the ground and a con-
stant stratification, a strong NLLJ closer to the surface is more likely to become
dynamically unstable, so that the NLLJ momentum is transferred to lower levels
by turbulence. Stronger NLLJs close to the surface are therefore less likely to be
detected in the temporally coarse resolution data. The less frequent occurrence of
strong NLLJs at higher altitudes can be linked to a dependency of the jet height on
the depth of the surface inversion layer (Baas et al., 2009; Blackadar, 1957) and the
strength of the geostrophic wind (Gross, 2012). The growth of the surface inversion
can be disturbed by turbulent mixing in the course of the night, which will be further
explored in the following section.
Nocturnal Evolution
Shear-induced turbulence beneath a NLLJ affects ABL characteristics with implica-
tions for the diurnal cycle of mineral dust emission. ECMWF ERA-Interim forecasts
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are used for investigating the nocturnal evolution of NLLJ characteristics with higher
temporal resolution.
Figure 2.7a shows the nocturnal evolution of the fraction of grid boxes that have
a NLLJ or a NLLJ survivor. At 18 UTC, NLLJs are found in 10% of the grid boxes
over North Africa, which is defined as an area covering all seven sub-domains plus
the edges: 15W 35 E and 10N 32N. Jets at this time of day are predomi-
nantly found in the east of the domain (not shown). As the night progresses, the
number of grid boxes with NLLJs increases and reaches the maximum of 80% at
3 UTC. The subsequent decrease of the number of NLLJ grid boxes is linked to
the onset of the NLLJ breakdown in the east, where 6 UTC is after local sunrise.
NLLJs survive in 30% of all North African grid boxes at 9 UTC, and 5% at 12 UTC,
the latter of which are limited to the western boundaries of North Africa. The NLLJ
statistic at 15 UTC is not shown due to the small sampling size at this time of day.
It is worth noting, that the presented diurnal cycle is influenced by the differ-
ence between UTC and local time (LT). Local times across North Africa range from
approx. UTC + 2 in the east to UTC - 1 in the west. In eastern regions 9 UTC
corresponds to 11 LT which is too late for the expected NLLJ breakdown at 9 LT. In
fact, 11 LT in the west (12 UTC) clearly shows an abrupt reduction in the number of
NLLJ survivors. Here, 9 UTC corresponds to 08 LT which can be too early for the
NLLJ breakdown. This means that the peak in the near-surface wind speed is not
captured in all areas. The associated mineral dust emission is, therefore, likely to
be underestimated.
The temporal development of the NLLJ core height and wind speed is shown in
Figures 2.7b c. Between 18 UTC and 21 UTC, the median NLLJ height decreases
from 400m a.g.l. to 300m a.g.l. while the median core wind speed increases from
9ms 1 to 10ms 1. The wind speed increase indicates an acceleration of NLLJs.
Decreasing spatial mean heights of the NLLJ are linked to generally shallow in-
version layers at the beginning of the new NLLJ generation across large areas at
21 UTC. The NLLJ formation at 18 UTC is limited to S4 in all months and S3 be-
tween December and February, where the NLLJs reside relatively high (not shown).
The nighttime development between 21 UTC and 6 UTC shows an increase of
both the core height and the number of NLLJ grid boxes, which points to an ongo-
ing NLLJ evolution. However, the NLLJ wind speed does not show the expected
acceleration in the course of the night. This hints at downward mixing of momen-
tum due to shear-induced turbulence during the night. If the static stability is not
high enough for balancing the vertical wind shear, turbulence transfers momentum
to lower levels. The associated loss of momentum at and beneath the NLLJ nose
decelerates the jet or even erodes the wind speed maximum. New NLLJs may start
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Figure 2.7: Temporal development of NLLJs and NLLJ survivors over North Africa. (a)
Nocturnal cycles of the mean fraction of grid boxes with a NLLJ (solid) and DSA (dashed),
box-and-whisker plots showing 99%-, 75%-, 50%-, 25%- and 1%-percentiles of (b) the
NLLJ core height and (c) core wind speed as function of time in UTC. Based on three-
hourly ECMWF ERA-Interim forecasts for 1979 2010. Figure from Fiedler et al. (2013a)
with permission of John Wiley & Sons, Inc.
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to form where they have been eroded earlier in the night. Both the weakening of
pre-existing NLLJs and the beginning of new NLLJ formations explains the missing
increase of the jet wind speed in the statistic. The decreasing number of grid boxes
with a NLLJ after 3 UTC suggests that NLLJs are eroded and that less new NLLJ
form towards the end of the night. The increasing height of NLLJs during the night
can be linked to the depth of the surface inversion (Baas et al., 2009; Blackadar,
1957). The inversion depth depends on both the cooling rate, determined by the
net radiation budget at the surface, and the entrainment of air from the residual
layer, under constant environmental conditions. Entrainment can be efficient dur-
ing shear-driven turbulence beneath a NLLJ near the top of the surface layer (Van
de Wiel et al., 2010). It is this entrainment due to the vertical mixing beneath the
NLLJ that can increase the inversion depth and therefore lift the NLLJ core to higher
altitudes.
The median NLLJ core wind speed decreases and the height increases after
6 UTC. In combination with a decreasing number of grid boxes with NLLJs or
NLLJ survivors, this development illustrates the expected breakdown and erosion
of NLLJs during the following mid-morning. Dust emission due to the downward
mixing of NLLJ momentum occurs when the increase in the 10m-wind speed is
sufficiently high to exceed the threshold for dust mobilization.
Characteristics during Emission
The distributions of the NLLJ core wind speed and height are different during dust
emission events as has been calculated by the offline dust emission model (Fig-
ures 2.5b-c). Dependent on the sub-domain, the median NLLJ speed and height
during dust emission ranges from 14 16ms 1, and 430 510m a.g.l., respectively.
The distributions of the dust-emitting sub-sample of NLLJs are shifted to the up-
per quartile of the distributions of the enclosing NLLJ sample in all sub-domains.
In some regions, even the 25%-percentile of wind speed of dust-emitting NLLJ is
shifted to the upper quartile of the background climatology. This shift reflects the
necessity of low-level wind speeds exceeding the threshold value for dust emission
onset. The 1 % percentile of core wind speed of dust-emitting NLLJs has values of
12 13ms 1 at relatively low levels of 250 350 m, which can be interpreted as the
threshold NLLJ characteristics for mineral dust emission.
2.3.3 Dust emission amount associated with NLLJs
The near-surface winds from the ECMWF ERA-Interim forecasts generate a total
annual dust emission flux of 428 +/- 46Tg for 1979 2010 over North Africa. This
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Region
Time of year Bodélé North West North
Depression Sahara Sahara Africa
December February 24 57 10 124
March May 14 104 13 174
June August 2 26 39 87
September November 8 18 8 42
Annual 48 205 70 428
Table 2.1: Estimate of mean mineral dust emission in Tg based on ECMWF ERA-Interim
forecasts and the offline dust model by Tegen et al. (2002) for 1979 2010. Table from
Fiedler et al. (2013a) with permission of John Wiley & Sons, Inc.
dust emission amount lies within the computed dust emission range of 130 1600Tg
per year over North Africa from previous studies (Engelstaedter et al., 2006, and
references therein). The most recent assessments of the mean annual dust emis-
sion in North Africa are: 2077Tg per year for 2006 estimated by Schmechtig
et al. (2011), 670 +/- 60Tg per year for 1996 2001 by Laurent et al. (2008),
and 400 2200Tg per year from the AeroCom model intercomparison for 2000
(Huneeus et al., 2011). Most dust aerosol from North Africa is emitted during north-
ern hemisphere spring with 41%, followed by winter with 29%, summer with 20%,
and fall with 10% of the annual emission flux. Spatially integrated dust emission
fluxes over North Africa and different sub-domains are shown in Table 2.1. The
choice of the three sub-domains is, here, motivated by dominant dust sources in
terms of emitted mass.
Seasonal Climatology
Seasonal and spatial variations of the mineral dust emission are shown in Fig-
ure 2.8. From December to February (Figure 2.8a), a maximum of dust emis-
sion is found over the Bodélé Depression with typical dust emission values around
50gm 2. The seasonal mean over the area from 15N 19N and 15 E 20 E
is 24Tg (Table 2.1). The dust emission amount from this source decreases as the
year progresses to 14Tg for March May down to a minimum of 2Tg in June August.
Between September and November, the seasonal mean dust emission increases
again to 8Tg.
Regions along the northern margins of the Sahara desert have the highest min-
eral dust emission of around 50 gm 2 between March and May compared to mostly
6-30 gm 2 in the rest of the year (Figure 2.8b). In northern hemisphere spring, the
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Figure 2.8: Dust emission climatology. Seasonal mean dust emission for (a)
December February, (b) March May, (c) June August and (d) September November,
based on three-hourly ECMWF ERA-Interim forecasts for 1979 2010. Contours show the
terrain height in steps of 200m. Figure from Fiedler et al. (2013a) with permission of John
Wiley & Sons, Inc.
dust emitted in the area from 25N 35N and 10W 25 E contributes 104Tg or
25% of the annual total dust emission budget of North Africa. The dominant dust
sources between June and August are found in western North Africa with values
between 20 gm 2 and 50 gm 2 (Figure 2.8c). Here, 39Tg of dust aerosol is emit-
ted in the seasonal mean over the region covering 20N 28N and 18W 10W.
The three dominant dust sources contribute 73 81% of the seasonally averaged
dust emission over North Africa (Table 2.1). The relative importance of individual
sources for dust emission varies seasonally.
The new NLLJ detection algorithm in the present work enables for the first time
a calculation of the relative contribution of NLLJs to the dust emission amount in
a quantitative manner. Other dominant meteorological drivers for generating peak
winds and, therefore, dust emission are assumed to be negligible during the occur-
rence of a NLLJ or a NLLJ survivor. The validity of this assumption is assessed by
the statistical analysis of 10m-wind speeds at times when a NLLJ event is detected
and when no NLLJ is present. Figure 2.9 shows the frequency distribution of both
the instantaneous 10m-wind speed and the 10m-wind gusts during the mid-morning
spatially averaged over North Africa. It is the mid-morning when the largest impact
of NLLJ momentum on the near-surface wind speed and dust emission is expected
(Section 1.3.4). During the occurrence of NLLJs and NLLJ survivors the 10m-wind
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Figure 2.9: Frequency distribution of the 10m-wind speed during the mid-morning. Spa-
tially averaged frequency distribution over North Africa of (a) the instantaneous 10m-wind
speed at 6 UTC and 9 UTC and (b) the 10m-wind gusts at 9 UTC and 12 UTC when a
NLLJ or a NLLJ survivor has been detected (grey), and when no NLLJ structure has been
identified (black), based on three-hourly ECMWF ERA-Interim forecasts for 1979 2010.
Figure from Fiedler et al. (2013a) with permission of John Wiley & Sons, Inc.
speed and the gustiness shows a distinct shift towards higher wind speeds com-
pared to the distribution when no NLLJ is simultaneously detected. This result from
the frequency distribution can be interpreted as the linkage between the occurrence
of a NLLJ and dust emission, since the latter is a function of the 10m-wind speed.
It is interesting to note that the upward shift of the wind speed characteristics
during the presence of a NLLJ or a NLLJ survivor during the mid-morning is largest
in bins of medium wind speeds, 5 9ms 1 for the 10m-wind speed and 9 14ms 1
for the gustiness, respectively (Figure 2.9). The tail of the frequency distributions
shows only small differences between NLLJ and no-NLLJ cases. This finding points
towards a similar importance of NLLJs and other meteorological processes for the
generation of the highest peak winds between 6 and 12 UTC. One of these pro-
cesses can be a strong large-scale forcing that regularly transfers momentum to
the surface. Even under these conditions, NLLJs can insert a diurnal variation of
the near-surface wind speed but cause a smaller diurnal amplitude (Section 1.3.4).
The frequent vertical mixing under strong background flows with an associated dis-
ruption of the nocturnal LLJ enhancement and the occurrence of other meteorolog-
ical processes generating peak winds explain the rather small difference between
NLLJs and other events for generating wind speeds at the upper end of the wind
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Figure 2.10: Seasonal mean NLLJ contribution to dust emission for (a)
December February, (b) March May, (c) June August and (d) September November,
based on three-hourly ECMWF ERA-Interim forecasts for 1979 2010. Contours show the
terrain height in steps of 200m. Figure from Fiedler et al. (2013a) with permission of John
Wiley & Sons, Inc.
distributions.
The coherence of increased 10m-wind speeds during NLLJ events is used in
the following to estimate the NLLJ contribution to dust emission which is based on
the simultaneous occurrence of dust emission and a NLLJ or a NLLJ survivor. In the
annual and spatial mean over North Africa, 15% of dust is emitted when NLLJ mo-
mentum mixing occurs. The seasonal mean climatology of the NLLJ contribution
to dust emission in Figure 2.10 shows distinct regional characteristics. Between
December and February, the NLLJ contribution is largest south of 20N and east
of 0 (Figure 2.10a). The expected peak of the NLLJ contribution to dust emission
over the Bodélé Depression is well reproduced with up to 60% of the dust gen-
erated by NLLJs. This region remains distinctive in the climatology for March to
May with 30 40% NLLJ contribution (Figure 2.10b), but the largest contribution of
around 50% is now shifted to areas south of the Hoggar-Tibesti channel. At the
same time, the relative importance of NLLJs over the western Sahel increases to
values of 10 35%. From June to August, NLLJs contribute more substantially to
dust emission north of 20N with regional maxima of up to 35% over Algeria, Mali,
Mauritania, and Libya (Figure 2.10c). Between September and November, the rel-
ative importance of NLLJs decreases in most regions in the north and west. In
contrast, an increase of the NLLJ contribution to dust emission is found south of
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the Hoggar-Tibesti channel, over the Bodélé Depression, and over Nubia, where
NLLJs contribute regionally 30 50% to the dust emission (Figure 2.10d).
Diurnal Cycle
The diurnal cycle of the NLLJ contribution to dust emission is analyzed to under-
stand the relative importance of NLLJ momentum for nighttime and morning dust
emission. One perspective on the diurnal variations is given by the number of
grid boxes with active dust emission in Figure 2.7a. The spatial mean number of
dust-emitting grid boxes increases from 10% during the night to up to 30% in the
mid-morning. The timing is consistent with the expected mechanisms for NLLJ mo-
mentum mixing, namely turbulence in the course of the night and the breakdown
of NLLJs during the mid-morning. This suggests a mean relative importance of the
NLLJ breakdown of up to 30% in terms of DSA frequencies without accounting for
the dust emission amount. The diurnal cycle of DSA based on satellite observa-
tion, however, shows nighttime emission of 1 5% and morning DSA frequencies of
65% (Schepanski et al., 2009). This suggests an overestimation of nighttime and
underestimation of morning DSA frequencies of the dust emission compared to the
satellite observation, although the length of the time periods for the two climatolo-
gies differ. The relatively high nighttime DSA is in agreement with the too strong
mixing in the ABL at night (Section 2.3.2).
In order to analyse the annual and diurnal cycle of the NLLJ contribution in more
detail, the approach based on the dust emission amount is used in the following.
Figures 2.11 and 2.12 show the spatial mean annual cycle of the three-hourly dust
emission at the top and the contribution of NLLJs to dust emission at the bottom
for each of the seven sub-domains given in Figure 2.5a. Whether NLLJs are a
key driver for dust emission in specific regions can be concluded from considering
(1) a phase comparison of the annual cycles of mineral dust emission and NLLJ
contribution, (2) the total amount of dust emission, and (3) the frequency of NLLJs.
Northern Sub-domains
In the northern sub-domains, the spatial mean dust emission is largest in N1 (Figure
2.11a) and N2 (Figure 2.11b). The largest spatial mean dust emission is simulated
during mid-day, up to 4 gm 2 at 12 UTC and 5gm 2 at 15 UTC, respectively. N3 has
smaller mid-day maxima of dust emission with values around 2gm 2 for 12 UTC.
Maxima at 09 UTC in March and May have values of 1 2gm 2 (Figure 2.11a c).
Nighttime emission is substantially smaller with maximum values around 0.5 gm 2
for 21 UTC and 0 UTC.
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Figure 2.11: Contribution of NLLJs to mineral dust emission. Annual cycle of the monthly
mean dust emission (lines) and the monthly mean of the relative contribution of NLLJs to
the total dust emission (bars) at different times of the day (colours) as spatial mean per sub-
domains (a) N1, (b) N2, and (c) N3 based on three-hourly ECMWF ERA-Interim forecasts
for 1979 2010. Regions are defined in Figure 2.5a. Figure from Fiedler et al. (2013a) with
permission of John Wiley & Sons, Inc.
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NLLJ and NLLJ survivors generate 1 19% of the total dust emission flux in the
spatial mean (Figure 2.11a c). Maximum contributions of 10 19% are found in N1
for March September (Figure 2.11a), in N2 for May September (Figure 2.11b),
and N3 for April June and August September (Figure 2.11c). The overall maxi-
mum in the northern domains is 19% in N2 for June (Figure 2.11b). Here, NLLJ
contributions remain high with values larger than 10% until September, which coin-
cides well with the more frequent occurrence of NLLJs along the northern margins
of the Saharan heat low in these months (Section 2.3.1).
N2 and N3 have larger values of the NLLJ contribution to dust emission at
21 UTC than at 9 UTC in most months, which points to turbulent mixing at night
(Figures 2.11b c). The total dust emission fluxes at night are, however, small. Fur-
thermore, the annual cycle of dust emission is not in phase with the NLLJ contri-
bution cycle, and the large mid-day dust emission are not related to the breakdown
of NLLJs. This indicates other processes as driving mechanisms along the north-
ern margins of the Sahara. A potential underestimation of the NLLJ strength in the
model (Sandu et al., 2012), the temporal resolution, and the uncertainty in the NLLJ
detection algorithm are likely to have a small impact on this result.
Southern Sub-domains
Maxima of the spatial mean dust emission at single hours are generally smaller
in the southern sub-domains than the northern ones. For example, S1 and S2
emit 0.5 1gm 2 dust at 12 and 15 UTC between January and March. S1 has a
secondary maximum in July, when the spatial mean dust emission reaches val-
ues of 0.4 1gm 2 at all times of the day (Figure 2.12a). Both western sub-
domains have comparably small emission fluxes of up to 0.5 gm 2 at 9 UTC (Figure
2.12a b). In contrast, the dust emission in S3 is largest at 9 UTC throughout the
year and reaches maximum values around 2gm 2 between January and March
(Figure 2.12c). The diurnal cycle of dust emission in S4 is similar to S3, but pro-
duces peaks of only up to 0.5 0.7 gm 2 at 9 UTC (Figure 2.12d).
The NLLJ breakdown appears generally more important for dust emission in the
southern sub-domains (Figure 2.12). The spatial mean contribution varies between
5% and 28%. More than 20% is found in S1 and S2 for April (Figure 2.12a b),
in S3 for November May (Figure 2.12c), and in S4 for November April (Figure
2.12d). In S2, S3, and S4, maxima of the mineral dust emission flux at 9 UTC
coincide well with peak contributions from the NLLJ breakdown.
The phases of the annual cycles correspond well in S3 and S4, where clear
regional NLLJ maxima are identified. At the same time, the mineral dust emis-
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Figure 2.12: As Figure 2.11 for sub-domains (a) S1, (b) S2, (c) S3 and (d) S4. Note the
different scale for the dust emission. Figure from Fiedler et al. (2013a) with permission of
John Wiley & Sons, Inc.
68 2. Importance of Nocturnal Low-Level Jets for dust emission
sion and the relative contribution to the total dust emission show clear mid-morning
maxima at 9 UTC. This suggests NLLJs as an important driver for dust emission
in the southeastern sub-domains, which is in agreement with other studies (Schep-
anski et al., 2009; Washington & Todd, 2005). In contrast, the annual cycles of
the contribution of NLLJs and dust emission in S1 are not in phase. The driving
meteorological processes here and for the northern sub-domains will be discussed
further in Section 2.4.
2.4 Discussion
2.4.1 NLLJs as a driver for dust emission
The present chapter estimates the dust emission amount associated with NLLJs.
The simultaneous occurrence of NLLJs and dust emission is frequent in southeast-
ern areas of North Africa including the Bodélé Depression, which is in agreement
with the literature (Schepanski et al., 2009; Washington & Todd, 2005). S1, how-
ever, shows no agreement in the annual cycle of dust emission and NLLJ contribu-
tion, but comparably large dust emission amounts between June and September.
Here, the West African Monsoon system determines the meteorological conditions.
Different peak-wind generating processes have been suggested, but the key drivers
for dust emission remain controversial (Section 1.3.1). The results of the present
work suggest a 5 35% contribution from NLLJs along the margins of the Saharan
heat-low to West African dust emission during the monsoon season. Uncertainty
due to the three hourly resolution that misses 9 LT remains in this area.
NLLJs are not a major generator of dust emission for most source areas north
of 25N suggested by a relatively small NLLJ frequency in most months, a small
total contribution, and a shift in the phases of the annual cycles for the dust emis-
sion fluxes and the NLLJ contribution. The small NLLJ contribution to dust emission
north of 25N is in agreement with the geographical distribution of DSA frequency
during the morning from Schepanski et al. (2009). An underestimation of the NLLJ
contribution during the morning due to the weakening of jets by turbulence at night
appears unlikely, as the dust emission amount is substantially larger at 12 UTC
and 15 UTC when the NLLJ breakdown can not be the driving mechanism. Other
processes have to generate the dust-emitting peak winds in this case. Fronts as-
sociated to cyclones along the northern margins of the Sahara and in the Mediter-
ranean region (e.g. Alpert et al., 1990) are proposed as a dust-emitting process in
the north during this time of year which will be analysed in Chapter 4.
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2.4.2 Implications for dust modeling
Satellite observations suggest that dust emission peaks in the mid-morning and
decreases in the afternoon (Schepanski et al., 2009). The morning peak has been
associated with the breakdown of NLLJs. The dust emission maximum of NLLJs is
expected around 9 LT, when the vertical mixing in the convective ABL erodes the
nighttime surface inversion over a certain depth. The six-hourly re-analysis data
does not include this time since 6 UTC corresponds to about 5 8 LT and 12 UTC to
11 14 LT across North Africa. This has the following implications for dust emission
modeling:
1. Calculating offline dust emission with temporally coarse (several hours) reso-
lution data may not simulate realistic results due to the importance of meteo-
rological processes at intermediate times.
2. Results for the total dust emission and the dust emission associated with
NLLJs in North Africa are likely to be underestimated when the offline simu-
lation is based on ECMWF re-analysis alone.
The present work uses three-hourly data for dust emission simulations in North
Africa, which fills the gap at 9 UTC (8 11 LT) to some extent. It has been shown
that the DSA frequency and the amount of mineral dust emission increases in most
North African regions in the mid-morning based on the ECMWF ERA-Interim fore-
casts. The satellite based DSA frequency by Schepanski et al. (2009) documents
less frequent dust emission events at night by a factor of 16 84 dependent on
their defined region. The nocturnal DSA in the present work is only three times
smaller than the DSA during the mid-morning. At the same time, the contribution
of NLLJ momentum for 21 3 UTC in terms of dust emission amount is surprisingly
large. The magnitude of dust emission due to nocturnal mixing is comparable to the
emission from the morning breakdown in four of seven sub-domains. Whether the
nighttime emissions are realistic needs to be assessed by comparing with long-term
observational data. An estimate of the diurnal cycle of the dust emission amount
from observation is not given in the literature.
2.4.3 Limitations
Limitations of the present work arise from the relatively coarse temporal and spatial
resolution as well as the physical parameterisations of both dust emission and the
near-surface wind speed in the nocturnal ABL. Relevant variables for the NLLJ cli-
matology for dust emission are validated in the following Chapter 3. Further uncer-
tainties are due to the sensitivity of the detection algorithm to the chosen threshold
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values for the strengths of the surface inversion and the vertical wind shear above
the jet core (Section 2.2). It is essential to acknowledge the chosen NLLJ definition
for interpreting the presented results. The robustness of the NLLJ contribution to
dust emission shall be evaluated with a sensitivity test of the detection algorithm
applied to the ERA-Interim forecasts in the following. Although a vertically narrow
layer of high wind speed has been defined as a criterion for the NLLJ definition,
the shape of the NLLJ is not necessarily relevant for the associated dust emis-
sion. Especially under relatively strong large-scale forcing, NLLJs may not show a
strong wind speed decrease above the NLLJ core. In order to test how the shape
influences the NLLJ contribution to mineral dust emission, the vertical wind shear
criterion is switched off. The result shows that the spatial mean contribution of NLLJ
structures to dust emission increases by a factor two to three due to more identified
jets in the test. The annual cycle and the relative importance of different times of
the days, however, are not substantially affected. This finding gives confidence in
the presented results for the NLLJ contribution to dust emission, but the absolute
amount of NLLJ contribution to dust emission need to be treated with caution.
2.5 Conclusions
In this chapter, a quantitative NLLJ climatology was produced for North Africa,
based on ECMWF ERA-Interim data for 1979 2010. Detailed characteristics of
the wind speed maxima and the contribution of the downward mixing of their mo-
mentum to mineral dust emission were analyzed in a climatological sense. The
work is based on a newly developed automatic NLLJ detection algorithm. A wind
speed maximum between the lowest model level and 1,500m a.g.l. is detected as
a NLLJ, if the surface layer is stably stratified and the vertical wind shear above the
jet core exceeds a certain threshold.
The results emphasize a frequent NLLJ occurrence of 29% in the annual and
spatial mean over North Africa. NLLJ frequencies of up to 80% are found in NLLJ
hot spots. Here, low-level baroclinicity and orographic channeling are suggested to
favour their formation. Baroclinicity has been identified as favourable condition for
the NLLJ hot spots along the margins of the heat-low between April and September.
A NLLJ hot spot due to mountain channelling is the Bodélé Depression between
November and March. Typical median heights and wind speeds of NLLJs in ERA-
Interim are 350m a.g.l. and 10ms 1, respectively.
NLLJs are a source of momentum for mineral dust emission in North Africa. The
downward mixing of NLLJ momentum by nocturnal turbulence and the morning
breakdown is associated with 15% of North African dust emission annually and
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spatially averaged. Up to 60% of the total dust emission can be associated with
NLLJs, dependent on the region and the time of year. Breakdowns of the NLLJ
are particularly important for dust emission in the southeast of North Africa at the
beginning of the year. The peak contributions of NLLJs to mineral dust emission
around 9 LT over North Africa underline the importance of using wind speed data
of sufficient temporal resolution in a dust emission model. Six-hourly wind speeds
do not capture the mid-morning maximum over North Africa. Uncertainties of the
results remain due to the sensitivity of the NLLJ detection algorithm to the threshold
values, physical parameterisations, temporal and spatial resolution. The following
Chapter 3 presents a validation of the results.
Other meteorological processes than the vertical mixing of NLLJ momentum
appear to be relatively more important for dust emission west of 10 E and gener-
ally north of 25N. The main driving meteorological condition for dust emission in
the western Sahara remains controversial, but the present work suggests seasonal
mean NLLJ contributions to the mineral dust emission of 5 35%. Extra-tropical
cyclones are suggested as driving mechanisms for dust emission along the north-
ern margins of the Sahara desert that will be addressed in Chapter 4 (Fiedler et al.,
2013b).
The new automated detection algorithm for NLLJs presented here will be used
for evaluating the wind speed maxima and associated dust emission in HadGEM2-
ES in Chapter 5. It contributes to identifying model systematic behaviour which
helps guiding future model development for improved dust emission amounts.
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CHAPTER 3
Validation of the baseline climatology
3.1 Motivation
The new NLLJ climatology and associated dust emission in Chapter 2 is based
on the ERA-Interim re-analysis and forecasts for 1979 2010. It is known that
weaknesses in the boundary layer parameterisation for stable stratification affect-
ing NLLJs remain, the improvement of which is subject of ongoing research (e.g.
Holtslag et al., 2013; Sandu et al., 2013). Despite shortcomings of ERA-Interim,
this data is chosen to compile the baseline climatology for process analysis and
model evaluation since the upper-air observation network is sparse and lacks con-
tinuous long-term observations over most of North Africa. Any attempt to study
NLLJs in a climatological sense requires wind observation in the lowest 1500m of
the troposphere in the diurnal cycle for a time period of 20 30 years. Radiosondes
are not launched sufficiently frequent over such long time periods in most remote
areas of the Saharan desert, which are especially interesting from the perspective
of dust emission. A long-term analysis of NLLJs based on observations for the en-
tire of North Africa as well as a systematic validation of the vertical profile of wind
speed in ERA-Interim are therefore not possible. In the following, the vertical profile
of wind speed in ERA-Interim and observations are compared at different North
African locations to indicate how the model system performs. In addition to the val-
idation with radiosondes at single stations a set of re-analysis products is used to
evaluate the uncertainty in the best estimate of the past state of the atmosphere in
North Africa.
3.2 Method
For the purpose of wind speed validation in ERA-Interim forecasts, observations
from three field campaigns in North Africa have been chosen that are summarized
in Table 3.1. These are quality controlled radiosondes from the African Monsoon
Multidisciplinary Analysis (AMMA, Parker et al., 2008; Redelsperger et al., 2006),
pilot balloons (PIBAL) from the Bodélé Dust Experiment (BoDEx, Todd et al., 2008;
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Data type Project Time period Locations
Radiosondes AMMA 2006 Tombouctou, Agadez, Niamey
Radiosondes Fennec 2011 Bordj Badji Mokhtar, Zouerat
Pibal balloon BoDEX March 2005 Chicha
SODAR, LIDAR Fennec June 2011 Bordj Badji Mokhtar
Table 3.1: Overview on observation data for the vertical profile of wind speed from field
campaigns used in this chapter. Geographical locations of the stations are indicated in
Figure 2.3.
Washington et al., 2006), as well as radiosondes, SODAR and LIDAR from the
Fennec field campaign (Allen & Washington, 2014; Marsham et al., 2013b; Todd
et al., 2013). SODAR (LIDAR) measurements allow to derive information on the
wind speed by using Doppler radial velocities from different directions. These ve-
locities are derived from the shift in the frequency of an acoustic (optical) signal of
objects in relative motion to each other. In the case of SODAR, the temperature
gradient leads to the reflection of sound towards the receiver. For LIDAR, aerosol
scatters light of the emitted laser beam towards the receiver. An important differ-
ence is the spatial representation of the sample which is much smaller for LIDAR
both vertically and horizontally (pers. comm. B. Brooks, University of Leeds, 2013).
All atmospheric soundings provide observations of wind speeds at night including
NLLJs. The stations used for validation are Tombouctou, Agadez, Niamey, Bordj
Badji Mokhtar (BBM), Zouerat and Chicha (Table 3.1), the geographical locations
of which are shown in Figure 2.3. The higher temporal resolution of some of these
observations over limited time periods even enables a comparison of the temporal
development of the wind profile in the course of the night. The results of the valida-
tion of NLLJ characteristics with AMMA radiosondes and the qualitative comparison
with PIBAL measurements are published in Fiedler et al. (2013a).
The different characteristics of the wind speed from observations and the nu-
merical model system needs to be considered for the comparison. Wind speed
data in ERA-Interim represents a spatial mean value for grid boxes with an edge
length of roughly 100 km horizontally and of the order of 50 100m vertically in the
lowest 1500m. Contrary, the measured wind speed from a radiosonde is an instan-
taneous value at a point, the position of which varies horizontally with height. In
order to keep uncertainties to a minimum, radiosonde stations have been identified
as suitable for the model validation if the surroundings are sufficiently horizontally
homogeneous. In addition to the spatial differences between a radiosonde and the
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Observation
yes no
Forecast
yes a (hit) b (false alarm)
no c (miss) d (correct negative)
Table 3.2: Contingency table with notation for event classification. The total number of
counted events is the sample size n. Following Jolliffe & Stephenson (2003).
model, the vertical resolution as well as the temporal mismatch of the radioson-
des and the model cause uncertainty. Radiosonde profiles are selected that were
launched close to the three-hourly model data. For instance soundings between
22.30UTC and 01.30UTC are used for comparison at mid-night from the model.
Measurement uncertainty of the wind from instrument accuracy and swinging of
the radiosonde beneath the balloon are likely smaller than the uncertainty from the
resolution differences.
Each of the selected profiles has been manually examined for the occurrence
of a NLLJ profile. If a NLLJ is found in the observation, it is matched to the corre-
sponding profile from ERA-Interim in the grid box enclosing the station. Here, no
automatic detection has been applied for identifying NLLJs, because the threshold
values from the model study are not directly transferable to the more fluctuating
values from a radiosonde ascent, which has been tested by Allen & Washington
(2014). Given the small number of suitable radiosondes data, it is felt to be more
appropriate to do the NLLJ identification in the radiosondes by eye instead of de-
veloping and testing a new set of threshold values for the automated detection
algorithm. A NLLJ profile is here solely defined by the characteristic wind speed
maximum in the lowest 1500m. The low-level stability is not examined on a case-
by-case basis but a stable stratification near the surface can be assumed as the
majority of profiles at Agadez and Tombouctou show an increase of the virtual po-
tential temperature with height close to the surface.
A contingency table as in Table 3.2 is used for measuring the categorical fore-
cast skill of ERA-Interim to produce NLLJ events. On the basis of the contingency
table a range of different measures for the accuracy of the forecasts are defined
(e.g. Jolliffe & Stephenson, 2003). The hit rate H is the ratio of events correctly
forecasted to the sample size:
H =
a+ d
n
;H 2 [0; 1]: (3.1)
An H value of one indicates a perfect forecast. The probability of detection POD is
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the ratio of the events correctly forecasted to the number of events observed:
POD =
a
a+ c
; POD 2 [0; 1]: (3.2)
POD does not take false alarms into account, so that a system overpredicting
events could have a high POD. Therefore the false alarm ratio FAR is also con-
sidered. FAR is defined as the fraction of false alarms to the number of forecasted
events:
FAR =
b
a+ b
; FAR 2 [0; 1] (3.3)
In contrast to POD and H, a perfect forecast has a FAR of zero. The skill of the
forecasts are measured with two more complex scores. The Hanssen and Kuipers
discriminant HK is given as:
HK =
ad  bc
(a+ c)(b+ d)
;HK 2 [ 1; 1]: (3.4)
A random forecast has a HK of zero, a forecast worse than one created by random
chance negative values and a perfect forecast one. This measure is independent
of the frequency of events in the sense of having larger values for rare and fre-
quent events. The Heidke score HSS determines the hit rate as a result of random
chance:
HSS =
(a+ d)  1n((a+ b)(a+ c) + (b+ d)(c+ d))
n  1n((a+ b)(a+ c) + (b+ d)(c+ d))
;HSS 2 ( 1; 1]: (3.5)
The interpretation of the value is similar to that of HK, where positive values indicate
skill of the forecast (e.g. Jolliffe & Stephenson, 2003).
Since the radiosonde information gives a benchmark at single locations over
rather short time periods only, an intercomparison of different re-analysis data is
used for assessing possible uncertainties on the synoptic scale. The mean sea
level pressure (MSLP), temperature and geopotential height at 850 hPa from the
current re-analysis ERA-Interim (Dee et al., 2011) and the previous product ERA-
40 (Uppala et al., 2005) from ECMWF, the Modern-Era Retrospective Analysis for
Research and Applications (MERRA Rienecker et al., 2011) from NASA and the re-
analysis from NCEP/NCAR (Kalnay & Coauthors, 1996) are used for comparison
of synoptic-scale conditions for case studies at Zouerat. The intercomparison of
the MSLP is extended thereafter to a climatology intercomparison for the whole
overlapping time period of 1979 2001 from ERA-Interim, ERA-40 and MERRA re-
analysis. Systematic differences of pressure patterns alter the horizontal pressure
gradient which changes the geostrophic wind as the first-order driver of wind speed.
The 10m-wind speed from ERA-Interim re-analysis and short-range forecasts (12
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hours) are also compared. Differences of the large-scale flow between short-range
forecasts and re-analysis are expected to be small (Milton et al., 2008).
The validation of the dust emission amount is not possible due to a lack of
quantitative observations of the emitted mass. In order to assess the credibility of
the climatology of dust emission in Fiedler et al. (2013a), two simulations with the
dust emission model by Tegen et al. (2002) are used driven by near surface wind
speeds from ERA-Interim forecasts and MERRA re-analysis, respectively. Here,
soil moisture is not taken into account in order to investigate the pure effect of dif-
ferences in the atmospheric dynamics on dust emission. This approach is justified
since the comparison of the dust emission amount with ERA-Interim in this section
compared to the experiment used in Fiedler et al. (2013a) shows that soil mois-
ture does not suppress dust emission in most areas of North Africa. A suppressing
effect of moisture is limited to areas at the margins of the Sahara (Chapter 1). Abso-
lute differences between both dust emission fields are calculated as MERRA minus
ERA-Interim. Model results from MERRA are interpolated to the coarser horizon-
tal grid of ERA-Interim while conserving the total dust mass. The mean difference
DIFF of meteorological fields are calculated for the two modelsM1(t; i) andM2(t; i)
for all times t = [1; T ], t 2 N at each grid points i = [1; N ], i 2 N by
DIFF =
1
T
TX
t=1
[M1 (t; i) M2 (t; i)] : (3.6)
The chosen times t in the statistics are a selection of all times for annual statistics
and subsets of different months for seasonal differences, respectively. Spatially
averaged seasonal differences are also shown in this chapter. Root mean square
differences are calculated as spatial average by
RMSD =
vuut 1
N
NX
i=1
[M1 (t; i) M2 (t; i)]2 : (3.7)
and based on data subsets for different seasons. Spatial and temporal correlation
coefficients are calculated with the routines fldcor and timcor from CDO, respec-
tively. Fldcor(t) correlates two data sets M1(t; i) and M2(t; i) over all grid points i
separately at each time t while timcor(i) correlates the data over all times t at each
grid point i separately.
Climate Data Operators, https://code.zmaw.de/projects/cdo as of April 2014
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Radiosonde
yes no
ERA-Interim
yes 217 10 (13)
no 9 (10) 6 (12)
Table 3.3: Contingency table for NLLJ events at Agadez launched around mid-night be-
tween 20 January 2006 and 10 October 2006. Note that few nights are missing in the
record period so that 242 profiles are used in total. Ten radiosonde profiles show some am-
biguity, i.e. are not pronounced enough to derive a NLLJ speed, and are therefore included
in the statistics shown in brackets.
3.3 Case studies
3.3.1 Seasonal NLLJ characteristics
AMMA radiosondes at Agadez
 The representation of NLLJ characteristics in the course of the year is tested with
quality controlled radiosondes launched during AMMA. The longest record of ra-
diosonde profiles around 0 UTC is available at Agadez in Niger (16N, 7 E, Figure
2.3) for January October 2006. This data set is exploited for testing the forecast
skill of ERA-Interim for producing NLLJ events. Table 3.3 shows the contingency
table for Agadez. Some of the profiles show some ambiguity and are added to the
statistics in brackets. The hit rate is 0.92 (0.91) for the short-range forecasts of
NLLJ occurrence. HSS is 0.42 (0.47) indicating that the hit rate is not a result of
random chance. The probability of detection is 0.96 (0.96) while the false alarm
ratio is 0.04 (0.06). These values indicate a good forecast performance for NLLJ
events. The HK score is 0.28 (0.44), also pointing to some skill for forecasting NLLJ
events. The small sample size limited to one station and year, however, does not
allow to generalize this finding for the forecasting skill for NLLJs by ERA-Interim.
Especially taking into account that the occurrence of NLLJs is a frequent event in
both the model and the observation, the statistical assessment of the forecasting
skill is rather uncertain.
In addition to the occurrence frequency of NLLJs, their height and speed need
to be evaluated due to the importance for dust emission (Fiedler et al., 2013a). The
analysis of these characteristics is undertaken at Agadez and extended to profiles
measured at Tombouctou in Mali (16N, 3 E, Figure 2.3) for August October 2006
Text passages and figures in the present section 3.3 are based on my publication “Climatology
of nocturnal low-level jets over North Africa and implications for modeling mineral dust emission”,
118, 12, 2013, pp. 6105 6108 in Journal of Geophysical Research - Atmosphere, Copyright 2014
John Wiley & Sons, Inc., This material is reproduced with permission of John Wiley & Sons, Inc (pers.
comm. Paulette Goldweber, Wiley, 2014).
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Figure 3.1: Scatter plots of NLLJs in ERA-Interim in different months. Column on the left
shows the NLLJ wind speed for (a) Agadez and (c) Tombouctou and on the right the NLLJ
height with error bars indicating the calculated model layer thickness for (b) Agadez and (d)
Tombouctou, based on mid-night data in 2006 from radiosondes launched during AMMA
and ERA-Interim forecasts initialized at 12 UTC on the previous day. Figure and caption
from Fiedler et al. (2013a) with permission of John Wiley & Sons, Inc.
(Fiedler et al., 2013a). Figure 3.1a b shows the wind speed and height in the jet
core from ERA-Interim forecasts against radiosonde measurements for the longer
record at Agadez. The wind speed in the NLLJ core at Agadez shows a relatively
large spread of data points with more points indicating an underestimation of the
wind speed by the model (Figure 3.1a). Especially core wind speeds larger than
9ms 1 tend to be too weak in ERA-Interim. Although the seasonal dependency is
not strongly pronounced and the sample relatively small, NLLJ wind speeds in ERA-
Interim tend to be more often underestimated than overestimated between Septem-
ber and March while the wind speed in the remaining year is roughly equally often
too weak and too strong. The former time period coincides with the occurrence of a
NLLJ hot spot around Agadez when northeasterly Harmattan winds prevail (Figure
2.2, Chapter 2).
The scatter diagram for the calculated height of NLLJs in Figure 3.1b shows
that the expectation for typical heights below 1500m is verified by the observations
at Agadez. Data points for the height, however, show a rather large spread with a
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tendency for underestimation of the NLLJ height by ERA-Interim when the observed
height exceeds 300m. A changing performance skill by season can, herein, not
be concluded. The validation of ERA-Interim at Agadez indicates that particularly
strong and high NLLJs may be underrepresented in the model statistic although the
data sample is small. These large wind speeds in the NLLJ core have been shown
to be important for dust emission (Chapter 2).
AMMA radiosondes at Tombouctou
Other stations need to be analyzed to test whether the tendency for underestimation
of NLLJ wind speed and height at Agadez by the model is an exception (Fiedler
et al., 2013a). AMMA radiosondes from Tombouctou enable comparison of the
NLLJ characteristics at another location, although the time period is shorter (Fiedler
et al., 2013a). Figures 3.1c d show scatter diagrams for the wind speed and height
of NLLJ cores for August October 2006, the first two months of which coincide
with a NLLJ hot spot over the region (Figure 2.2). The spread of the data points
is smaller than at Agadez, but this can be caused by the overall smaller number of
data points at Tombouctou. Both the height and wind speed in the jet core tend to be
underestimated by the model for values larger than 200m and 7ms 1, respectively.
The underestimation by the model at Tombouctou is in agreement with the findings
for Agadez and suggests a rather systematic underestimation by the model. This
finding is in agreement with the artificially increased mixing in the stable boundary
layer of ERA-Interim (Sandu et al., 2013). The resulting momentum loss at the
NLLJ level reduces the wind speed in the core of the NLLJ.
3.3.2 The temporal development of NLLJs
The comparison of NLLJ characteristics from ERA-Interim against radiosondes
launched during AMMA in 2006 suggest an underestimation when the jets reside
higher than 200 300m and are faster than 7 9ms 1. It can be speculated that
the acceleration of the NLLJ in the course of the night is not well represented due
to the artificially increased vertical mixing in the model (Chapter 2). In the following,
this aspect is further analyzed with the diurnal cycle based on shorter but tempo-
rally higher resolved observation data sets. Such data is available at four different
locations in West Africa during June of 2006 from AMMA (Fiedler et al., 2013a) and
2011 from Fennec. During June the region is under the influence of the Saharan
heat low where NLLJs form frequently (Chapter 2).
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Figure 3.2: Vertical profile of horizontal wind speed at Niamey. Shown are (a) 12 June
2006 at 18 UTC, (b) 13 June 2006 at 0 UTC and (c) 13 June 2006 at 6 UTC based on
radiosondes (red) and ERA-Interim forecasts (black). Figure and caption from Fiedler et al.
(2013a) with permission of John Wiley & Sons, Inc.
AMMA radiosondes at Niamey and Agadez
Figure 3.2 shows the development of a NLLJ at Niamey, Niger (13N, 2 E) for the
night of 12 13 June 2006 that is well reproduced by ERA-Interim (Fiedler et al.,
2013a). The exact height and speed, however, is not accurately forecasted. While
the observations suggest a wind speed of 11ms 1 in the jet core at 6 UTC, the
model has a core wind speed of only 8ms 1. This example also indicates that the
difference between the radiosondes observation and the model grows in the course
of the night. Whether this is created by chance or possibly a systematic behaviour
is analyzed by comparing the height and speed of the NLLJ core at Niamey and
Agadez during June 2006 next.
The scatter diagram of the NLLJ wind speeds and heights from the model
against the radiosondes at Agadez and Niamey is shown in Figure 3.3 (Fiedler
et al., 2013a). Similar to earlier findings, the validation at Niamey also suggest that
particularly high and fast NLLJs tend to be underestimated, namely above 400m
and 6ms 1 (Figure 3.3c d). Although the sampling size is not large enough for
drawing a statistically robust conclusion, the data suggest that the underestima-
tion of wind speed in the jet core is growing with time. This would imply that the
necessary acceleration of the jet in the course of the night is not well simulated
by ERA-Interim. However, the underestimation of the height of the NLLJ does not
show a comparable temporal dependency. Also the scatter diagram for Agadez for
June 2006, shown in Figure 3.3a b, further supports that there is no clear diurnal
dependency of the over- and underestimation. Nevertheless, the data at Agadez
and Niamey support the finding that fast and high NLLJs are underestimated by
ERA-Interim. The underestimation is likely caused by the overestimated vertical
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Figure 3.3: Scatter plots of NLLJs in ERA-Interim for different times in June 2006. Column
on the left shows the NLLJ wind speed for (a) Agadez and (c) Niamey and on the right the
NLLJ height with error bars indicating the calculated model layer thickness for (b) Agadez
and (d) Niamey, based on radiosondes launched during AMMA and ERA-Interim forecasts
in June 2006. Figure and caption from Fiedler et al. (2013a) with permission of John Wiley
& Sons, Inc.
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Figure 3.4: LIDAR profiles at BBM. Shown is the time series of the vertical profile of the
horizontal wind speed at BBM during Fennec at 16 and 17 June 2011 measured by LIDAR.
mixing in stable boundary layers (Sandu et al., 2013).
Fennec radiosondes at Bordj Badji Mokhtar
An interesting aspect influencing the development of NLLJs are haboobs that have
been observed during the Fennec field campaign in 2011 (e.g. Marsham et al.,
2013b). Haboobs have been identified as a generating mechanism for NLLJs
(Heinold et al., 2013), but are currently not parameterised in ERA-Interim. Ex-
amples for the temporal development of NLLJ profiles during the occurrence of an
haboob and one during the absence of haboobs are shown in Figure 3.4 and 3.5
from LIDAR and SODAR observations at BBM (21N, O, Figure 2.3), respectively.
The morning of 16 June 2011 is free of the influence of haboobs. The wind speed
profile from LIDAR shows a 700m deep layer with wind speeds exceeding 20ms 1
(Figure 3.4). This NLLJ mixes momentum towards the surface in the course of the
night with near-surface winds around 9ms 1 as seen by the SODAR instrument
(Figure 3.5). Downward mixing is more efficient during the following morning and
increases the wind speed near the ground between 6.30 and 9.30 UTC to values
of 12 15ms 1.
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Figure 3.5: As Figure 3.4 but measured by SODAR. Dotted areas indicating backscatter
ratio larger than 15 that are assumed to give reliable results (pers. comm. J. Marsham and
B. J. Brooks, University of Leeds, 2013).
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During the following night an haboob passes and influences the station obser-
vations. The associated NLLJ is weaker with a peak wind speed of 18 19ms 1
(Figure 3.4). The downward mixing of the jet momentum to the surface is, however,
more efficient than during the previous night. Nighttime wind speeds near the sur-
face reach values around 11ms 1 between 1 and 3 UTC (Figure 3.5). Since the
vertical wind shear below the NLLJ is smaller in this night, the temperature inver-
sion near the surface is likely weaker during the haboob leading to more mixing.
The associated momentum loss weakens the NLLJ with wind speeds smaller than
14ms 1 after 3 UTC. During the morning of 17 June 2011, a NLLJ with values
smaller than 12ms 1 remains that is associated with maximum near-surface wind
speeds of around 9ms 1 at 6 UTC.
The NLLJ wind speeds and heights from the radiosonde observations during
the influence and absence of haboobs at BBM are shown in the scatter diagram
in Figures 3.6a b. Haboobs are a relatively frequent phenomenon at this station,
the times of which have been provided by J. Marsham (University of Leeds, 2013)
and are highlighted by colour in the figure. Three of four NLLJs coinciding with
a haboob passage are too weak and occur at too high altitudes in ERA-Interim,
suggesting that the model forecasts NLLJs when real conditions are determined by
haboobs. NLLJs form after the occurrence of a haboob driven by the horizontal
pressure gradient along the leading edge of an aged and lifted cold pool (Heinold
et al., 2013). This mechanism is not parameterised in ERA-Interim leading to a
larger underestimation of the NLLJ height and speed than during times without ha-
boob influence. This suggests that the horizontal pressure gradient associated to
the aged cold pool is important for NLLJ formation, but is currently missing in atmo-
spheric model with parameterised convection. Contrary, NLLJ speeds are better
represented by ERA-Interim during the absence of haboobs, but the largest wind
speeds above 10ms 1 are still underestimated. In these cases the artificially in-
creased vertical mixing in stable boundary layers likely causes the underestimation
of NLLJ characteristics. This finding is in agreement with the validation results for
the other stations discussed above.
Fennec radiosondes at Zouerat
Observations at Zouerat, Mauritania (22N, 12W, Figure 2.3) are used to test
whether the evaluation of NLLJs at BBM are similar at this location. Figures 3.6c d
show the scatter diagrams of NLLJ characteristics at Zouerat which is less fre-
quently influenced by haboobs. Todd et al. (2013) document the days when ha-
boobs affect the measurements at the station that are highlighted in Figure 3.6c d,
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Figure 3.6: Scatter plots of NLLJs in ERA-Interim in June 2011. Column on the left shows
the NLLJ wind speed for (a) Bordj Badji Mokhtar and (c) Zouerat and on the right the
NLLJ height with error bars indicating the calculated model layer thickness for (b) Bordj
Badji Mokhtar and (d) Zouerat, based on data from mid-night in June 2011 from radioson-
des launched during Fennec and ERA-Interim forecasts. Colour and shape indicate cases
with simultaneously observed haboobs (Circle/Purple), after an observed haboob (Trian-
gle/Blue) and free of haboob passage (Square/Black).
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but direct passages of haboobs are not observed. The speed of the NLLJs is mostly
underestimated by ERA-Interim. As at BBM, the model performance for NLLJ sim-
ulations is better during the absence of haboob influence while the largest wind
speeds are underestimated in agreement with the validation at the other stations.
Zouerat is located in one of the identified NLLJ occurrence hot spots (Figure
2.2) motivating more detailed evaluation of the model performance at this location
in individual nights, here 9 11 June 2011. This weather episode is characterized
by the change between two large-scale pressure patterns, namely the shift from
the maritime phase to the heat low phase (Todd et al., 2013). The maritime phase
of the first night has an eastward displaced heat low visible in the geopotential
height at 975 hPa in Figure 3.7a b. The following night is characterized by the
northwestward extension and deepening of the heat low that leads to a decrease of
the geopotential height at 975 hPa over wide areas of West Africa (Figure 3.8a b).
The subsequent episode is the heat low phase where the flow is determined by
an anomalously westward displaced Saharan heat low and the Azores High lying
anomalously far west (Todd et al., 2013). The strength of the heat low weakens
in the course of both nights implying a slackening of the horizontal gradient of the
geopotential height (Figures 3.7a b and 3.8a b). This phenomenon is well known
for heat lows from idealized modelling (Racz & Smith, 1999) showing a connection
to surface cooling at night. This cooling is especially strong in both nights at Zouerat
due to a relatively large outgoing long-wave radiation flux that is enabled by cloud
free conditions and low aerosol concentrations, seen in the SEVIRI product (Figure
3.7d and 3.8d). The associated development of surface temperature inversions
(Todd et al., 2013) weakens the effect of surface friction on the air flow as an ideal
pre-requisite for the formation of NLLJs.
Figure 3.7c shows the NLLJ development at Zouerat for the first night, 9 10
June 2011. ERA-Interim forecasts a NLLJ that gradually accelerates at a constant
height of 350m to a maximum of 10ms 1 at 6 UTC. The radiosonde, however,
shows a stronger NLLJ that occurs earlier in the night and resides in lower levels,
namely a core wind speed of 11ms 1 at 200m a.g.l. at 0 UTC. At 6 UTC, this NLLJ
is largely eroded with a core wind speed of 7ms 1 (Figure 3.7c). It is possible that
the NLLJ continued accelerating after mid-night leading to a larger wind speed in
its core before becoming dynamically unstable and transferring momentum to the
ground that is not captured by the observations. ERA-Interim therefore underesti-
mates the core wind speed by at least 1ms 1 and overestimates the height of the
jet by 150m in the maritime phase, although the uncertainty from the model layer
thickness needs to be taken into account. The resulting vertical wind shear at 6
UTC between the jet level and the surface is underestimated by a factor of two.
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Figure 3.7: Meteorological condition for 9 10 June 2011 at Zouerat (22 N, 12W).
Geopotential height (shaded) and wind vectors at 975 hPa for (a) 09 June 2011 at 18 UTC,
(b) 10 June 2011 at 0 UTC from ERA-Interim forecasts and (c) vertical profile of the wind
speed based on Fennec radiosonde and ERA-Interim forecast for different times. The fore-
casts are initialized for 09 June 2011 at 12 UTC. (d) MSG SEVIRI satellite observation for
10 June 2011 at 0 UTC.
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Figure 3.8: As Figure 3.7 but for 10 11 June 2011.
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The observed NLLJ in the following night, 11 June 2011, is stronger with 14ms 1
at 0 UTC (Figure 3.8c). The most likely reason is the increased horizontal pressure
gradient compared to the previous night. ERA-Interim forecasts a NLLJ, but under-
estimates the maximum wind speed by around 3ms 1 at both 0 UTC and 3 UTC.
The height of the modelled NLLJ is the same as in the previous night but is now
closer to the observed value of 250m a.g.l. at 0 UTC and lies within the uncer-
tainty of the vertical resolution of the model. Interestingly, the simulated jet speed is
overestimated but at a similar height at 6 UTC. As in the previous night the overes-
timation is 1ms 1 at 6 UTC, which implies a larger vertical wind shear in the model
at this time. The overestimation of the core wind speed and the associated vertical
wind shear at 6 UTC is surprising as the artificially increased vertical mixing implies
an underestimation of the wind speed during the following morning. A possible rea-
son is that the momentum from the NLLJ has not yet been mixed downwards in
the model but has been eroded in reality. Simulating the transition between the two
large scale pressure patterns in this night may cause uncertainty so that another
case during the well-established heat low phase is studied in the following.
The NLLJ at Zouerat of the night from 15 to 16 June 2011 occurs under prevail-
ing northerlies (Figure 3.9). Relatively strong cooling due to the absence of clouds
and relatively low aerosol optical depth (Todd et al., 2013) as well as a relatively
large horizontal gradient in the geopotential height over West Africa enable the de-
velopment of a strong NLLJ. The jet reaches a core wind speed of 19ms 1 at 450m
a.g.l. at 0 UTC and 20ms 1 at 550m a.g.l. at 6 UTC (Figure 3.9c). ERA-Interim
reproduces the nighttime maximum of 19ms 1 at 500m a.g.l. but later at 3 UTC
than observed which is in agreement with the artificially increased mixing slowing
the acceleration. The core wind speed at 6 UTC is underestimated with 16ms 1. It
is plausible that a large vertical wind shear along with the increased vertical mixing
in the model leads to an earlier momentum transfer to the surface than would be
observed. Whether the jet is underestimated at the time of re-coupling in the morn-
ing and therefore provides less momentum for downward mixing and dust emission,
can not be concluded with the coarse temporal resolution.
NLLJ wind speeds from the radiosondes at 0 UTC are not reproduced by ERA-
Interim at any of the available times during two out of three nights. The core height
of NLLJs tends to be overestimated and constant during the night although the
height differences are similar to the vertical resolution of the model. The artificially
increased vertical mixing during stable stratification in ERA-Interim (Sandu et al.,
2013) is likely an important cause of this mismatch. Further improvement of the
representation of stable boundary layers is subject of ongoing research. In addition
to the parametrization of the stable boundary layer, the large-scale conditions of
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Figure 3.9: As Figure 3.7 but for 15 16 June 2011.
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Figure 3.10: Synoptic-scale condition for 16 June 2011 around Zouerat (22 N, 12W).
Shown are the geopotential height (shaded), air temperature (contours) and wind vectors
at 850 hPa for 16 June 2011 at 0 UTC from (a) ERA-Interim 12 hour forecasts, (b) ERA-
Interim re-analysis, (c) MERRA re-analysis and (d) NCEP re-analysis.
ERA-Interim forecasts could further contribute to the uncertainty that is analyzed at
Zouerat next.
Synoptic-scale conditions at Zouerat
The case studies at Zouerat illustrate that the NLLJ wind speed is faster during
the presence of a stronger geostrophic wind. Since the horizontal gradient of the
geopotential height is a strong control of the wind, any uncertainty in the synoptic-
scale conditions in ERA-Interim may contribute to a mismatch of NLLJs compared
to observations. Different patterns of the geopotential height and the MSLP in dif-
ferent re-analysis products give a rough estimate of regions where the wind speed
has a relatively large uncertainty.
Figure 3.10 shows the geopotential height at 850 hPa for the night of 15 16
June 2011 from ERA-Interim forecasts and re-analysis, as well as MERRA and
NCEP re-analysis. The forecasts from ERA-Interim is closest to the re-analysis
product from the same numerical model at 0 UTC, but the geopotential height is
consistently lower by 1 gpdm in the analysis. Comparing ERA-Interim to the re-
analysis products of MERRA and NCEP, shown in Figure 3.10c d, reveals that
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Figure 3.11: MSLP for 16 June 2011 around Zouerat (22 N, 12W). Shown are values at
0 UTC from (a) ERA-Interim re-analysis, (b) MERRA re-analysis and (c) NCEP re-analysis.
the general pattern of the geopotential height and the air temperature at 850 hPa
in ERA-Interim agree reasonably well with MERRA re-analysis (Figures 3.10a c),
which has a higher spatial resolution (Decker et al., 2012). ERA-Interim, however,
tends to have a lower geopotential height and higher temperatures at 850 hPa. The
MSLP from ERA-Interim and MERRA are on the same order of magnitude (Fig-
ures 3.11), but ERA-Interim produces a deeper pressure at sea level than both
MERRA and NCEP. NCEP shows the largest deviations for all three variables from
ERA-Interim and MERRA products, which is at least partly related to the coarser
horizontal resolution. Validating the two nights for 9 11 June 2011 leads to simi-
lar conclusions. These differences motivate a climatological analysis of the differ-
ences in the synoptic-scale conditions between ERA-Interim and MERRA which is
presented in Section 3.4.1.
3.3.3 NLLJs and dust emission in the Bodélé Depression
One of the hot spots for dust emission and the occurrence of NLLJs is the Bodélé
Depression in Chad. During the BoDEX field campaign (Washington et al., 2006)
pilot balloon (PIBAL) measurements at Chicha (16.9N, 18.5 E, Figure 2.3) docu-
ment the vertical profile of wind speed every three hours for the period of 28 Febru-
ary to 13 March 2005. Although the applied single theodolite technique for tracking
the balloon has uncertainties, the unique data from PIBAL are nevertheless a useful
benchmark for evaluating NLLJs in ERA-Interim over this area.
Wind speed profile
Figure 3.12a shows the vertical profile of horizontal wind speed in ERA-Interim
during BoDEx. The time series clearly indicates the presence of a NLLJ in every
night, although the NLLJs on 1 2 March 2005 and 8 9 March 2005 are rather
weak with less than 10ms 1 in the NLLJ core. The core wind speed of the NLLJs
in the other nights exceed 11ms 1. The development of the strongest NLLJ in this
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Figure 3.12: Time series for the low-level profile of horizontal wind speed at Chicha for
28 February to 13 March 2005. (a) Horizontal wind speed (shaded) and time of automatic
NLLJ detection (black bar) from ERA-Interim forecasts. Dust emission flux (contour) and
time of DSA (orange bar) based on the dust model by Tegen et al (2002) and ERA-Interim
forecasts, Figure and caption from Fiedler et al. (2013a) with permission of John Willey &
Sons, Inc. (b) Horizontal wind speed from the pilot balloon observation from the BoDEX
field campaign (shaded, data provided by M. Todd) and ERA-Interim forecasts (contours).
3.3 Case studies 95
time period was simulated for the 4 March 2005 with a core wind speed of 19ms 1.
The same jet is a good example for the downward mixing of momentum from the
jet level to the surface. The associated increase in near-surface wind speed from
6ms 1 at night to 12ms 1 during the morning of 4 March 2005 is apparent in Figure
3.12a.
The vertical structure of wind speed from ERA-Interim is remarkably similar
to the profile observed with PIBAL shown in Figure 3.12b (Fiedler et al., 2013a).
The mean maximum wind speed is 17ms 1 with a mean jet core height at roughly
400m from PIBAL (Todd et al., 2008). Qualitatively, the typical height of NLLJs is
captured by ERA-Interim, although the vertical resolutions of the observation and
the model do not enable a comparison of exact NLLJ heights. Maximum core wind
speeds from PIBAL are 22ms 1 for 6 7 March 2005, more than 25ms 1 for 4
March and 9 March 2005 and potentially even larger values for 10 12 March 2005,
when a strong dust storm prevented all measurements (Todd et al., 2008). Com-
pared to these values, the NLLJ core wind speed in ERA-Interim is systematically
smaller, e.g. the maximum core wind speed in ERA-Interim is 19ms 1 whereas
PIBAL shows values exceeding 25ms 1. This underestimation of the wind speed
by the model is in agreement with the result from Todd et al. (2008) for the re-
gional model MM5. The MM5 experiment setup with the closest match to observed
conditions underestimated the mean maximum wind speed in the jet at 6 UTC by
roughly 15%. ERA-Interim underestimates the NLLJ core wind speed by 24 50%
compared to PIBAL data at Chicha depending on the day. This larger underes-
timation by ERA-Interim relative to observations than the regional MM5 might be
explained by different factors including the coarser resolution of ERA-Interim affect-
ing the height of mountains, differences of physical parametrization schemes and
the lack of tuning of ERA-Interim to match the regional conditions of the Bodélé
Depression.
Dust emission
The offline dust emission model by Tegen et al. (2002) driven by ERA-Interim wind
speed simulates dust emission on about half of the days in the BoDEx observation
period (Fiedler et al., 2013a). This occurrence frequency of dust emission events
in the Bodélé Depression is in good agreement with the BoDEx field observations
for 28 February until 4 March 2005 (Todd et al., 2008) and the satellite observation
for December 2003 to May 2004 (Koren et al., 2006). These dust emissions occur
mostly during the mid-morning in ERA-Interim and the observations by Todd et al.
(2008) and Koren et al. (2006) which points to downward mixing of NLLJ momentum
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to the surface. In the first half of the BoDEx period, 0.5 gm 2 dust is emitted in the
morning of the 28 February 2005 and 1.4 gm 2 of the 4 March 2005 based on
the offline dust emission model driven with ERA-Interim wind speeds. These dust
emissions occur simultaneously with NLLJs that are well detected by the automatic
algorithm (Chapter 2), the occurrence of which are indicated by yellow and black
bars in Figure 3.12a, respectively.
Particularly large amounts of dust aerosol are emitted during the mornings of
and after 10 March 2005, when the rapid formation of a post frontal ridge over
North Africa occurs (Todd et al., 2008). The relatively strong horizontal pressure
gradient between this Libyan high and the low pressure over the continent drives
north-easterly trade winds over Chicha. The low-level wind speed is reinforced by
channelling between the Tibesti and Ennedi Mountains. In combination with weak-
ened frictional effects at night NLLJs form over the Bodélé Depression. ERA-Interim
clearly simulates these NLLJs that are successfully identified by the automatic de-
tection algorithm for 10 12 March 2005 (Figure 3.12a). These NLLJs are not doc-
umented in the PIBAL observation due to strong near-surface winds causing dust
storms that prevented all measurements (Todd et al., 2008). Such dust stroms as-
sociated with prevailing north-easterly winds are typical for the area as suggested
for the entire of the winter-spring period of 2003 2004 by Koren et al. (2006). In
contrast, the periods 1 3 March 2005 and 6 9 March 2005 are simulated as dust
free in agreement with the observations by Todd et al. (2008). The study by Todd
et al. (2008) links the lack of DSAs on these days to low pressure systems over the
Mediterranean basin, disturbing the formation of strong north-easterly Harmattan
winds that prevail during the remaining period (Todd et al., 2008).
3.3.4 Discussion
The validation of NLLJs in ERA-Interim with radiosondes from field campaigns at
different locations and seasons in North Africa suggests that the highest core wind
speeds are underestimated by ERA-Interim. This is likely caused by the artificially
increased mixing under stable stratification in the model. Sandu et al. (2013) show
an underestimation of the strengths of inversions and NLLJ wind speeds due to tun-
ing of the physical parameterisation scheme of ERA-Interim under European condi-
tions. Moreover, the findings here are in agreement with underestimated NLLJ wind
speeds in the operational analysis from ECMWF over Kansas for 23 26 October
1999 during the “Cooperative Atmosphere-Surface Exchange Study” (CASES-99,
Steeneveld et al., 2008). Analysis of the diurnal development of NLLJs in ERA-
Interim and observations over North Africa points to the underestimation occurring
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throughout the night. This finding implies that nocturnal turbulence in ERA-Interim
and, therefore, the calculated dust emission with the offline dust model by Tegen
et al. (2002) might be overestimated at night. The diurnal cycle could be altered
such that the mineral dust emission and the NLLJ contribution in Chapter 2 are
underestimated during the mid-morning due to less available NLLJ momentum at
sunrise.
Besides the vertical mixing of momentum weakening the acceleration of NLLJs
in ERA-Interim, NLLJs may form in response to the presence of an aged and lifted
cold pool (Heinold et al., 2013). The missing parametrization of haboobs in ERA-
Interim has been shown to cause an underestimation of the NLLJ wind speed when
an haboob is observed at the same time as the NLLJ or earlier in the same night.
Both further improvements of the parameterisation for stable stratification as well as
the development of an haboob parameterisation are subject of ongoing research.
Quantifying the net effect of misrepresented NLLJ characteristics on dust emis-
sion is highly uncertain due to the parameterisation of dust emission as a non-linear
function of the near-surface wind speed. A validation of NLLJs in ERA-Interim with
a long-term observational data set over North Africa would be necessary to de-
termine the uncertainty accurately, but such data are not available. The effect of
nocturnal turbulence associated with NLLJs on the diurnal cycle of dust emission
north of 25N is, however, expected to be negligible in most months and source
areas as other meteorological processes appear to generate dust-emitting peak
winds more efficiently (Chapter 2) and will be addressed in Chapter 4. The time
series of dust emission from the BoDEx field campaign, in the Bodélé Depression
as a key region for simulating dust emission, is qualitatively captured by the dust
emission model driven by near-surface winds from ERA-Interim. Further evalua-
tion of the dust emission climatology derived with the model by Tegen et al. (2002)
driven by ERA-Interim data will be performed in the following section.
Another aspect potentially causing a mismatch of observed and simulated NLLJ
wind speeds is the synoptic-scale pressure gradient as a first-order driver of wind.
The comparison of ERA-Interim forecasts with ERA-Interim re-analysis products for
three case studies suggest that both are in reasonable agreement with differences
on the order of +/-1 gpdm in single nights of June 2011 over West Africa. ERA-
Interim is also similar to the higher resolved MERRA re-analysis but substantially
different to NCEP. The investigation of the synoptic-scale differences shall be ex-
tended to continental and climatological scales for a more systematic assessment
of re-analysis uncertainty for the near-surface wind speed in the following.
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3.4 Climatology
3.4.1 Mean sea level pressure
Re-analysed MSLP from ERA-Interim, ERA-40 and MERRA are intercompared for
the overlapping time period 1980 2001 to estimate the re-analysis uncertainty
in the synoptic-scale conditions. The mean differences of MSLP between ERA-
Interim and ERA-40 are on the order of +/- 1 hPa. The MSLP from MERRA, how-
ever, differs more from ERA-Interim with distinct temporal and spatial character-
istics. These differences between ERA-Interim and the higher-resolved MERRA
re-analysis are the focus in the following.
Figure 3.13a b shows the MSLP of ERA-Interim and MERRA re-analysis for
winter, respectively. The mean pressure pattern is dominated by the heat low be-
tween the equator and 10N and a ridge over North Africa between 25N and
35N (Figure 3.13a). The horizontal pressure gradient in between drives the north-
easterly Harmattan winds that prevail in this season (Chapter 1). Both products
represent the general pattern in a similar way. However, the low pressure east of
20 E and South of 10N is deeper in MERRA than in ERA-Interim at 18 UTC (Fig-
ure 3.13c). One part of this difference coincides with the Ethiopian Highlands and
may reflect differences in the interpolation technique applied by the forecast centres
to derive the MSLP, but the pattern grows in terms of spatial extent as the night pro-
gresses pointing to a systematic difference. At 0 UTC, MERRA simulates a deeper
pressure of around 3 hPa east of 10 E and south of 15N (Figure 3.13d). Areas
further north away from mountains show no difference between both re-analysis
products, which implies a stronger pressure gradient force exerted on the atmo-
spheric flow over northern Sudan and southern Libya at mid-night in MERRA. This
difference weakens slightly at 6 UTC (Figure 3.13e), but is even larger at 12 UTC
(Figure 3.13f). At this time, pressure differences of 1.5 3hPa are found across the
entire of North Africa which can be linked to a different development of the daytime
boundary layer in the models. The margin of these differences is pushed to ar-
eas over North Algeria, Libya and Sudan suggesting a smaller geostrophic wind in
ERA-Interim than in MERRA. The temporal correlation of mostly 0.5 indicates little
temporal coherence of meteorological conditions in both models in winter. This may
be caused by temporally different development of disturbances in the re-analysis.
It is, however, unclear which of the re-analysis products is closer to real conditions
due to the lack of long-term observation records over most of the continent.
In March May the heat low is deeper and lies further north compared to winter
in both re-analysis products. MSLP values smaller than 1012 hPa are now found as
far north as 25N compared to 15N in winter. The mean centre of high pressure
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a) ERA-Interim00UTC
b) MERRA 00UTC d) MERRA - ERA-Interim00UTC f) MERRA - ERA-Interim12UTC
c) MERRA- ERA-Interim18UTC e) MERRA - ERA-Interim06UTC
Figure 3.13: Seasonal MSLP for December February. Shows are (a) ERA-Interim re-
analysis and (b) MERRA re-analysis at 0 UTC for 1980 2001 and mean difference of the
MSLP of MERRA relative to ERA-Interim for (c) 18 UTC, (d) 0 UTC, (e) 6 UTC and (f) 12
UTC.
is shifted to the Mediterranean basin causing an increased pressure gradient over
wide areas of Algeria, Libya and Egypt that drives north-easterly Harmattan winds.
The pattern of springtime differences between the two re-analysis data sets is com-
parable to winter differences. The Harmattan winds may therefore be weaker in
ERA-Interim than in MERRA over the same areas as during winter. Also the mean
pressure patterns and differences for September to November are similar to spring
but with a weaker low and stronger high over the Mediterranean Sea.
Summertime conditions in North Africa are characterized by the Saharan heat
low over West Africa seen at a mean location of 5 0W and 22.5N in Figure
3.14a b. The Saharan heat low is deepest at 18 UTC with a core pressure below
1006hPa in both MERRA and ERA-Interim re-analysis. Low MSLPs also dominate
further to the east with a trough axis extending from the Arabian Peninsula over
the Red Sea towards Sudan. The MSLP pattern is influenced by the complex ter-
rain modifying the atmospheric flow through interaction with mountain barriers. The
differences between MERRA and ERA-Interim are again similar to the differences
described for winter (Figure 3.14c f). The implications, however, are different due
to the heat low position. The deeper core pressure south of 20N and east of
10 E at night, results in a weaker horizontal pressure gradient force over parts of
Sudan and Chad in MERRA compared to ERA-Interim. Contrary to this weaker
synoptic-scale driver at the south-eastern margins of the heat low at night, a larger
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a) ERA-Interim00UTC c) MERRA- ERA-Interim18UTC e) MERRA - ERA-Interim06UTC
d) MERRA - ERA-Interim00UTC f) MERRA - ERA-Interim12UTCb) MERRA 00UTC
Figure 3.14: Seasonal MSLP for June August. Shown are (a) ERA-Interim re-analysis
and (b) MERRA re-analysis at 0 UTC for 1980 2001, Differences of the mean climatology
from MERRA relative to ERA-Interim are shown for (c) 18 UTC, (d) 0 UTC, (e) 6 UTC and
(f) 12 UTC.
horizontal pressure gradient is found along the northern margins over parts of Al-
geria and Libya at 12 UTC. The temporal correlation is better in summer than in
winter. Particularly the north of the domain shows a temporal correlation of around
0.9 indicating good temporal agreement between both products. Again a different
temporal development of the daytime boundary layer may cause the largest differ-
ences in MSLP at 12 UTC.
Mean statistical values for the inter-comparison of ERA-Interim and MERRA per
season are shown in Figure 3.15. The mean spatial correlation ranges between 0.6
and 0.9 (Figure 3.15a). The highest values are found for summer during daytime,
while the lowest correlation is found in spring at 6 UTC. The spatially averaged
difference shows a tendency to overall smaller MSLPs in MERRA than in ERA-
Interim (Figure 3.15b). The largest mean difference is found at mid-day with around
-1.5 hPa. Route mean square differences (RMSD) between both re-analysis are
similar at all times of day per season (Figures 3.15c). The largest RMSD is roughly
4 hPa for December to February and the smallest RMSD around 2.7 hPa occurs
between June and August.
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Figure 3.15: Statistics for re-analysis intercomparison of MSLP. (a) Mean spatial correlation
coefficient, (b) bias and (c) root mean square difference from MERRA compared to ERA-
Interim assessed at different times of day and seasons temporally and spatially averaged
for 1980 2001.
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3.4.2 Dust emission
 ERA-Interim winds are used to calculate dust emission over North Africa offline
with the model by Tegen et al. (2002). The emissions shall be compared to obser-
vation in this section. Unfortunately a quantitative estimate for the emitted mass is
currently unavailable from long-term observations over North Africa. As an alterna-
tive, the DSA frequency from satellite observations (Schepanski et al., 2009, 2012,
2007) is used for a qualitative comparison of the number of dust emission events
from the dust emission calculation in the period March 2006 to February 2010. The
inter-annual variability of DSA frequency can be large (e.g. Schepanski et al., 2009;
Tegen et al., 2013) so that the same time period is chosen from the model calcu-
lation for the comparison. Simulated dust emission events with fluxes exceeding
10 5 gm 2s 1 are taken into account only, as smaller amounts are unlikely to be
detected by the instrument (e.g. Laurent et al., 2010).
Figure 3.16 shows the annual mean DSA frequency from the dust emission cal-
culation forced with meteorological fields from ERA-Interim (Fiedler et al., 2013b).
The DSA frequencies below 5% compare well against the model simulation over
large areas in the central Sahara. Maxima between the Hoggar and the Tibesti
Mountains as well as over the Bodélé Depression with up to 35% DSA frequency
are also well represented. In the Bodélé Depression, the largest number of DSA
events occurs between 03 and 9 UTC in the satellite product indicating the impor-
tance of NLLJ momentum mixing for dust emission discussed in Chapter 2. How-
ever, the high DSA frequencies from the model at the western coast of the continent
are not seen in the satellite product (Figure 3.16). During spring and summer, the
western coast may be influenced by moist air advected from the Atlantic Ocean.
Atmospheric moisture can prevent dust detection in the satellite product (Brindley
et al., 2012), although the visual identification by Schepanski et al. (2012) might
be less affected than an automatic algorithm (Ashpole & Washington, 2013). Also
the tendency to larger DSA frequencies over the north compared to the south in the
model simulation is not in agreement with the satellite DSA frequency. In winter and
spring clouds associated with cyclones may obscure parts of the dust emission in
observations along the northern margins of the desert (Figure 1.7), previously indi-
cated by Schepanski et al. (2009). It is important to highlight that these differences
of DSA frequency do not allow a conclusion on the quality of the dust emission
Text passages and figures in the present section 3.4.2 are from my publication currently un-
der review for the second stage in the Journal Atmospheric Chemistry and Physics with the in-
tended title “How important are atmospheric depression and mobile cyclones for emitting min-
eral dust aerosol in North Africa?” following my publication “How important are cyclones for
emitting mineral dust aerosol in North Africa?”, 13, 2013, pp. 32483 32528, in Atmospheric
Chemistry and Physics Discussions distributed under the Creative Commons Public License
(http://creativecommons.org/licenses/by/3.0/).
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Figure 3.16: DSA frequency based on satellite observations and ERA-Interim data. Annual
mean DSA frequency based on the dust emission model by Tegen et al. (2002) driven by
the near-surface wind speed and soil moisture from three-hourly ERA-Interim forecasts
(shaded). Dust emission events larger than 10 5 gm 2s 1 are considered only, as smaller
dust amounts are unlikely to be detected in the satellite product (Laurent et al., 2010).
Black contours show the annually averaged DSA frequency derived from SEVIRI satellite
observation by Schepanski et al. (2012, 2007) in steps of 5%. The time period considered
is March 2006 to February 2010 following the satellite observation. Grey contours show
orography in steps of 200m. Figure from Fiedler et al. (2013b).
amount. The model can have higher DSA frequencies, but these events could be
weaker than the detected source activations, and vice versa (Tegen et al., 2013).
Since assessing the quality of the calculated emission amount with ERA-Interim
data would be useful, these emissions are compared against a simulation with
the dust model by Tegen et al. (2002) driven by near-surface wind speed from
MERRA re-analysis. Figure 3.17 shows the seasonal climatology of the dust emis-
sion amount and the DSA frequency calculated from MERRA wind. Dust emission
amounts are given in gm 2 per season in the following. The general pattern of the
dust emission climatology derived from ERA-Interim (Figure 2.8 in Chapter 2) is
reproduced, even though MERRA has a horizontally higher resolution. The most
important dust emission maxima in winter and spring are here also the Bodélé
Depression with more than 50 gm 2 and wide areas in North Africa with values
around 30 gm 2 (Figures 3.17a b). The frequency of DSA is particularly large in
the Bodélé Depression with 20%. Areas along the northern margins of the desert
have DSA frequencies of 2-8%, pointing to fewer but more intense dust storms.
Summertime maxima of 10 40gm 2 and DSA frequencies around 14% are also
situated over West Africa (Figure 3.17c). Autumn is characterized by generally low
dust emission activity over most of the Sahara (Figure 3.17d).
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a) DJF b) MAM
c) JJA d) SON
[gm-2]
Figure 3.17: Seasonal climatology of dust emission with MERRA winds. Dust
emission amount (shaded) and dust emission frequency in percent (contours) for (a)
December February, (b) March May, (c) June August and (d) September November
for 1979 2010 based on the dust emission model by Tegen et al. (2002) driven by the
near-surface wind speed from MERRA re-analysis without soil moisture effects.
c) JJA d) SON
a) DJF b) MAM
[gm-2]
Figure 3.18: Absolute differences of the dust emission climatologies. Shown are differ-
ences as MERRA minus ERA-Interim forecasts of the dust emission amount (shaded) and
the DSA frequency in percent (contours) for (a) December February, (b) March May, (c)
June August and (d) September November for 1979 2010 based on the dust emission
model by Tegen et al. (2002) driven by the near surface wind speed from MERRA re-
analysis and ERA-Interim forecasts without soil moisture.
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Differences between the dust emission climatologies using MERRA and ERA-
Interim data are quantified in Figure 3.18. MERRA wind speeds produce less dust
emission over North Africa by up to 20 gm 2 in winter and spring (Figures 3.18a b).
The activation frequency is smaller, particularly in spring when the number of DSAs
is smaller by 2%. These differences primarily over the north disagrees with the
location of MSLP differences between both re-analysis products (Section 3.4.1).
This points to the importance of deviations from the mean synoptic-scale conditions
and processes at smaller scales for dust emission in the north (Chapter 4).
Interestingly the dust emission in the area of the North Atlantic ventilation is also
smaller in the simulation with MERRA winds compared to ERA-Interim, namely by
4% in spring and up to 14% during summer (Figures 3.18b c). Misrepresenta-
tions of surface properties in dust models are currently under discussion for this
area where stony surface coverage, known as hammadas, is suggested to pre-
vent dust emission that is not accurately represented in dust models (pers. comm.
R. Washington, University of Oxford, 2013). The present results with re-analysis,
however, suggests that the representation of the wind speed in the dust model is
an important factor in this area. Further differences are the peak dust emissions in
central Algeria that are more pronounced with MERRA than ERA-Interim in sum-
mer and autumn (Figures 3.18c d). Here, the amount is larger by values around
10gm 2 and the activation frequency higher by up to 4%. The horizontal resolution
may explain the larger values due to the complex terrain in this area that is better
resolved by MERRA.
3.4.3 Near-surface wind speed
The differences in dust emission derived from ERA-Interim forecasts and MERRA
re-analysis motivate a comparison of the representation of the 10m-wind speed in
both data sets. Figure 3.19 shows the frequency distributions of the near-surface
wind speed at different times of the day seasonally and spatially averaged for North
Africa. ERA-Interim simulates the largest wind speeds during the day in both winter
and summer (Figures 3.19a and d) in agreement with the expected diurnal cycle
of the near-surface wind speed (Section 1.3.3). MERRA has more frequent wind
speeds of 6 9ms 1 in winter and summer that are typically sufficient for dust emis-
sion (Figures 3.19b and e). These winds occur primarily at night in MERRA point-
ing to even more frequent nocturnal events of downward momentum mixing than
in ERA-Interim which has a artificially increased diffusion coefficient under stable
stratification (Chapter 1). This larger number of wind speeds for dust emission at
night is likely the cause for the larger dust emission over the northern areas of the
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continent in winter and in the west in summer. ERA-Interim has more frequent
events at the upper end of the wind speed distribution above 11ms 1 in both sea-
sons for all times of day that are likely connected to strong dust emission events.
These are not represented in MERRA despite its higher temporal and spatial reso-
lution.
ERA-Interim forecasts are used instead of the re-analysis due to the tempo-
rally higher resolved wind speeds from the forecasts. The frequency distribution
of the near-surface wind speed from the forecasts are compared to ERA-Interim
re-analysis at 18UTC, 00UTC, and 06UTC as spatial mean over North Africa in
Figure 3.20. These times of day are chosen due to their importance for the NLLJ
development. The result highlights that differences at the high end of the frequency
distribution are negligible, which encourages the usage of ERA-Interim forecasts
for model evaluation and process studies.
3.4.4 Discussion
Possible uncertainty of ERA-Interim in the synoptic-scale conditions, the derived
dust emission and near-surface winds is estimated by comparison to different re-
analysis products. Given the few observations available over North Africa for con-
straining the re-analysis products, the spatial patterns of the MSLP in MERRA and
ERA-Interim are in reasonable agreement. The largest differences are found during
mid-day but these likely have a small effect on the simulation of NLLJs. The mid-
night pressure gradient force is larger in MERRA over northern Sudan and southern
Libya in winter and spring. Spring shows the smallest spatial correlation between
both products pointing to differences in disturbances of the MSLP.
Calculating the dust emission climatology from both re-analysis shows smaller
amounts with MERRA in the north of the continent and also in the Bodélé De-
pression from winter to spring, while the climatologies agree generally better in
summer. An overestimation of the dust emission with winds from ERA-Interim is,
however, unlikely as the overall dust emission computed with ERA-Interim lies at the
lower end of the spectrum of dust emission estimates from models (Huneeus et al.,
2011). ERA-Interim is known to overestimate the nocturnal wind speed (Sandu
et al., 2013; Steeneveld et al., 2008). Nocturnal wind speeds above the threshold
for dust emission occur in MERRA even more frequently while the daytime wind
speeds are smaller. This result is in agreement with Decker et al. (2012) showing
that ERA-Interim agrees best with flux tower observations over land. Also the re-
sults by Ridley et al. (2014) point to an underestimation of the 10m-wind speed in
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Figure 3.19: 10m-wind speed frequency distribution from MERRA and ERA-Interim.
Shown are frequency distributions of the 10m-wind speed from ERA-Interim forecasts (top)
and MERRA re-analysis (middle) as well as the differences between them (bottom) for
December February (DJF, left) and June August (JJA, right) at different times of the day
(shaded) averaged for 1979 2010 and North Africa (15W 35 E, 10 N 32 N).
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Figure 3.20: 10m-wind speed frequency distribution from ERA-Interim forecasts and
re-analysis. Shown are values at 18UTC, 00UTC, and 06UTC from ECMWF ERA-
Interim six-hourly re-analysis (black) and three-hourly forecasts (grey) over North Africa
for 1979 2010. Note the logarithmic scale in the zoom for the high end of the wind speed
distribution, which is relevant for mineral dust emission. Figure from Fiedler et al. (2013a)
with permission of John Wiley & Sons, Inc.
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MERRA resulting in too little dust emission over North Africa. Dust emission cal-
culated with winds from ERA-Interim are therefore likely better than with MERRA.
The temporally higher resolved wind speeds from ERA-Interim forecasts are used
for the dust emission calculation in this thesis which is justified by a good agree-
ment of the 12-hour forecasts with the re-analysis product (Fiedler et al., 2013a).
Both the MSLP and the wind speed distribution from the forecasts are close to the
re-analysis from ERA-Interim.
3.5 Conclusions and recommendation
The ability of ERA-Interim for simulating NLLJs and dust emission is analyzed with
case studies and climatological intercomparison of re-analysis in this chapter. The
most important findings from the case studies are:
1. ERA-Interim forecasts reproduce NLLJs from radiosondes launched during
AMMA (Redelsperger et al., 2006) and Fennec (e.g. Marsham et al., 2013b)
successfully.
2. The largest wind speeds of NLLJs are underestimated by the model in agree-
ment with the artificially increased vertical mixing in stably stratified boundary
layers in the ECMWF forecast system (Sandu et al., 2013). Particularly the
wind speed of NLLJs connected to haboobs is underestimated which is not
surprising given that haboobs are not parameterised in ERA-Interim.
3. Based on the comparison to the BoDEx field campaign (Todd et al., 2008), the
frequency of DSA, their general intensity classification, the frequency of NLLJ
occurrence and the NLLJ height are well represented by the model chain used
here.
Since the Bodélé Depression is a key region for simulating the dust emission in
North Africa, the good performance of the model chain compared to BoDEx gives
confidence in the dust emission climatology based on ERA-Interim calculated with
the dust model by Tegen et al. (2002). The underestimation of the highest NLLJ
wind speeds have implications for the dust emission associated with NLLJs shown
in Chapter 2, but the net effect of the underestimation of high NLLJ wind speeds on
dust emission is uncertain because of the non-linear dependency of dust emission
on the near-surface wind. An underestimation of the upper end of the wind speed
distribution of NLLJ wind speeds needs to be considered when the NLLJ process is
evaluated in other atmospheric models based on ERA-Interim, e.g. HadGEM2-ES
in Chapter 5.
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The climatology of DSA frequency from satellite observation (Schepanski et al.,
2012) is compared against the model chain used here (Fiedler et al., 2013b) indicat-
ing good agreement in the key region of the Bodélé Depression. DSA frequencies
in the north and west of North Africa, however, differ, which may be partly caused by
clouds and atmospheric moisture obscuring dust in the satellite product and partly
due to limitations of the dust emission and winds in the model setup used (Brindley
et al., 2012; Schepanski et al., 2009; Tegen et al., 2013). It is important to under-
line that the DSA frequency does not allow a conclusion on the simulated emission
amount, which is not available from observation. Alternatively different re-analysis
products are compared leading to the following main results:
1. The synoptic-scale pressure gradient in ERA-Interim, ERA-40 and MERRA
shows an overall good agreement during the night over most areas of North
Africa.
2. The dust emission amount from calculations with MERRA and ERA-Interim
winds differ in northern areas in winter and spring as well as the western
coast in spring and summer.
3. Nocturnal 10m-wind speeds of 6 9ms 1 occur more frequently in MERRA
re-analysis than in ERA-Interim forecasts while wind speeds at the upper end
of the distribution during the day are smaller and less frequent in MERRA.
The smaller dust emission with MERRA is likely due to its different diurnal cycle and
smaller maximum wind speeds. ERA-Interim has been identified to have an artifi-
cially increased vertical mixing under stable stratification (Sandu et al., 2013) that
dominates at night. The number of nocturnal wind events above typical thresholds
for dust emission onset is even larger in MERRA so that ERA-Interim likely gives a
better estimate for the diurnal cycle of wind speed in agreement with Decker et al.
(2012). In conclusion, the dust emission calculation with ERA-Interim likely gives
a reasonable estimate with state-of-the-art tools for the entire of North Africa over
the 32-year period.
CHAPTER 4
Dust emission associated with atmospheric
depressions and mobile cyclones
4.1 Motivation
 A systematic analysis of mechanisms generating peak winds strong enough for
mobilizing dust provides the basis for evaluating dust emission from atmospheric
models. Chapter 2 investigated the importance of NLLJs for North African dust
emission (Fiedler et al., 2013a). The main meteorological driver for the largest dust
emission amount of the continent that occurs north of 20N between December
and May (Fiedler et al., 2013a), however, is not well quantified. During this time of
year migrating and long-lived cyclones and Harmattan surges affect the region, but
dust emission associated with them has not been estimated before. The aim of the
present chapter is to reveal how much dust emission is linked to cyclones affecting
North Africa.
The presence of soil moisture can have important implications for dust emission
(Chapter 1). While precipitation amounts and therefore soil moisture are generally
small in large areas of the Sahara, cyclones are an important source for rainfall in
North Africa (Hannachi et al., 2011) and may be able to moisten the soil sufficiently
for increasing the threshold of dust emission onset. This soil moisture effect is pre-
dominantly expected for cyclones along the North African coast between December
and May, and near-surface signatures of AEWs at the southern fringes of the Sa-
hara desert between May and September. The magnitude of the soil moisture effect
during cyclone passage is, however, not well quantified.
The present chapter provides the first climatological estimate of the mass of
emitted dust aerosol associated with atmospheric depressions and migrating, long-
lived cyclones in North Africa. The latter are herein a subset of atmospheric depres-
Text passages and figures in the present chapter 4 are from my publication currently un-
der review for the second stage in the Journal Atmospheric Chemistry and Physics with the in-
tended title “How important are atmospheric depression and mobile cyclones for emitting min-
eral dust aerosol in North Africa?” following my publication “How important are cyclones for
emitting mineral dust aerosol in North Africa?”, 13, 2013, pp. 32483 32528, in Atmospheric
Chemistry and Physics Discussions distributed under the Creative Commons Public License
(http://creativecommons.org/licenses/by/3.0/).
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sions. Depressions are defined as minima in the geopotential height at 925 hPa
that are identified and tracked with an automatic algorithm. Minima in the field of
geopotential height are termed cyclones if they migrate, live for more than two days,
and have a decreasing core pressure at the beginning of their life cycle. The de-
pression and cyclone tracks are combined with dust emission calculations driven
by ECMWF ERA-Interim data. Details of the method are explained in Section 4.2.
Section 4.3 presents the results for the climatology of depressions and cyclones for
dust emission. Conclusions are drawn in Section 4.4.
4.2 Method
4.2.1 Depression and cyclone identification
The analysis uses the depression tracks over North Africa for 1989 2008 retrieved
by Schepanski & Knippertz (2011). Schepanski & Knippertz (2011) investigate
Sudano-Saharan depressions by using the tracking algorithm fromWernli & Schwierz
(2006) with modifications for low latitudes. Threshold values are adapted and the
original input fields of mean sea level pressure are replaced by the geopotential
height at 925 hPa that represent North African conditions better. The automated
algorithm determines minima relative to the adjacent grid cells and is applied to the
ERA-Interim re-analysis with a horizontal resolution of 1 (Dee et al., 2011). Even
though the input data set is six-hourly, minima are identified daily at 0 UTC in order
to avoid erroneous tracking caused by the large diurnal cycle of the geopotential
height at low levels over North Africa (Schepanski & Knippertz, 2011). The influ-
ence of the time of day on a depression identification is shown by Maheras et al.
(2001).
Once a minimum is identified, the corresponding area of the depression is de-
termined by the closed contour that lies furthest away from the centre. The value of
the contour interval is 4 gpm corresponding to about 0.5 hPa (Schepanski & Knip-
pertz, 2011). Depressions are connected to a track if two consecutive positions
lie within 1000 km. This criterion allows for a maximum speed of 11.6ms 1 that
is sufficient for the majority of systems in North Africa (Schepanski & Knippertz,
2011).
The investigation of depressions and migrating cyclones over North Africa pre-
sented here is broader than that by Schepanski & Knippertz (2011). Here, de-
pressions are all identified minima in the geopotential height at 925 hPa without
a geographical restriction. The selection of migrating cyclones from all identified
depressions requires generalized criteria applicable for the entire domain and time
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period. Note that migrating cyclones include both near-surface signatures of AEWs
and cyclones. Both are termed cyclones and identified by the following filter criteria
that have to be fulfilled simultaneously:
1. Cyclones have to be identified in at least three consecutive nights reflecting a
life time of 48 hours as the minimum time period for a complete life cycle of a
cyclone. This assumption complies with life times given in the literature (Bou
Karam et al., 2010; Hannachi et al., 2011).
2. Each cyclone has to propagate over a pre-defined horizontal distance be-
tween genesis and lysis. The mean propagation speed is defined as the
maximum displacement during the life time of the system calculated from the
range of longitudes and latitudes of centre positions. The threshold for the
propagation speed is 5 per day corresponding to a mean cyclone speed of
5 6ms 1. This generous criterion is well below migration speeds reported
for cyclones over North Africa (Alpert & Ziv, 1989; Bou Karam et al., 2010;
Knippertz & Todd, 2010; Schepanski & Knippertz, 2011).
3. The propagation speed alone does not successfully exclude all identified
cases of the Saharan heat low, the mean position of which migrates over
time. In order to exclude most heat lows, the identified cyclones have to
have a decreasing core pressure between the first and second night. This
criterion reflects cyclogenesis and successfully reduces the number of iden-
tified cyclones in summertime West Africa. Tracks of filling cyclones in the
Mediterranean region are also excluded by this criterion, particularly frequent
in the east during spring. Sensitivity tests show that reducing the number
of cyclones in the Mediterranean basin has a negligible effect on the dust
emission coinciding with cyclones (Section 4.3.4). This suggests that filling
cyclones with centres away from dust sources do not generate wind speeds
sufficiently large for mobilizing dust.
4.2.2 Dust emission
Mineral dust emission is calculated for 1989 2008 with the dust emission model
by Tegen et al. (2002) following the experiment setup from Fiedler et al. (2013a)
and Heinold et al. (2013) also used in Chapter 2 (refer to Section 2.2.3). Here an
additional experiment without soil moisture is run for estimating the effect of water
in the top soil on dust emission.
Calculating the dust emission associated with depressions and cyclones re-
quires the definition of an area affected by associated peak winds. The tracking
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algorithm determines an area for the grid boxes lying within the outermost closed
contour of the geopotential height at 925 hPa at mid-night. This centre area is used
for analysing the track density per season (Section 4.3.1 and 4.3.1). Dust emis-
sion, however, may occur in an area larger than the centre, e.g. near the fronts. In
order to include these dust emissions in the climatology, a cyclone-affected area is
approximated by a circle around the identified minimum in the geopotential height.
This area is calculated at mid-night and used for selecting the three-hourly dust
emission associated with the depression or cyclone between 15 UTC of the pre-
vious day and 12 UTC of the same day (Section 4.3.3 and 4.3.4). The radius of
this circle is set to 10, a value corresponding to a latitudinal distance of 964 km at
30N. The choice of 10 is motivated by previous studies (e.g. Bou Karam et al.,
2010), the typical radius seen in Figure 1.7 and tested by sensitivity experiments.
These show that even when the radius of the circle is doubled, the spatial pattern
of the fraction of dust emission associated with cyclones shown in Section 4.3.4 is
robust.
4.3 Results
4.3.1 Occurrence frequency of depressions and cyclones
Climatology of depressions
Figure 4.1 shows the seasonally averaged occurrence frequency of depressions
identified by the algorithm. In winter, depressions are found over the Mediterranean
basin during 4% of the time (Figure 4.1a) corresponding to up to five depressions
per winter. Maxima of similarly large depression occurrence frequencies lie to the
south of the High Atlas and to the west of the Ethiopian Highlands (refer to Figure
4.4 for geographical terms). The origin of these depressions may be partly related
to lee troughs that are associated with closed contours in the geopotential height at
925 hPa. In the case of the Ethiopian Highlands, the heat low that is located here
during winter (Lavaysse et al., 2009) may explain another large portion of identified
depressions. The general location of depressions over the Mediterranean Sea and
the lee maximum of the Atlas Mountains are in agreement with previous studies
(Maheras et al., 2001; Trigo et al., 1999). The exact frequency and location of max-
ima, however, depend on the underlying data set and identification technique (e.g.
Hannachi et al., 2011; Hodges et al., 2011; Maheras et al., 2001, and references
therein).
Depressions over the continent in spring are generally more frequent than in
winter (Figure 4.1b). The maximum south of the High Atlas dominates the clima-
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Figure 4.1: Track density of all identified depressions. Climatology of the occurrence fre-
quency of depressions for (a) December  February, (b) March May, (c) June August, and
(d) September November for 1989 2008 based on the depression centre defined by the
outermost closed contour in the geopotential height at 925 hPa from the tracking algorithm
(Section 4.2.1). Contours show orography in steps of 200m. Figure from Fiedler et al.
(2013b).
tology in the north with occurrence frequencies of up to 30% corresponding to ten
depressions per spring. A secondary maximum can be identified at the northern
side of the Hoggar Mountains with an occurrence frequency of up to 8%. These
two maxima agree with the formation of springtime cyclones from the literature, al-
though the exact locations and frequencies differ (Hannachi et al., 2011; Maheras
et al., 2001). Other studies for springtime North Africa find a single maximum for
depressions (Trigo et al., 1999). Reasons for these differences are the choice of a
different data basis, time period, identification method, as well as the time of day
due to the influence of the diurnal cycle of the net radiation budget on heat lows
(Maheras et al., 2001). Further maxima that can be related to lee troughs are found
southwest of all mountains in the central Sahara due to the prevailing northeasterly
Harmattan winds during this season. Maxima of the occurrence frequency in the
vicinity of the Ethiopian Highlands and the Ennedi Mountains are, herein, particu-
larly large with around 20%.
Between June and August, occurrence frequencies of up to 20% are found
over West Africa (Figure 4.1c). Here, the Saharan heat low dominates the climatol-
ogy while AEWs regularly influence the meteorological conditions (Lavaysse et al.,
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Figure 4.2: Seasonal and interannual variations of long-lived and migrating cyclones.
(a) Seasonal distribution of cyclones and (b) time series of cyclones in the sub-domain
0 40 N and 20W 45 E for 1989 2008. Figure from Fiedler et al. (2013b).
2009; Luo et al., 2004; Thorncroft & Hodges, 2000). Particularly the atmospheric
depressions close and offshore of the West African coast point to the presence
of AEWs. Similar track densities are found in the vicinity of mountains where the
Saharan heat low influences the occurrence of depressions, predominantly at the
Hoggar Massif (Lavaysse et al., 2009).
The heat low over West Africa and the maxima near mountains in the central
Sahara are also present in autumn but the relative importance changes (Figure
4.1d). In autumn, the frequency of depressions west of the Ethiopian Highlands is
larger with up to 30%, while the values over West Africa decrease to less than 6%.
This pattern is coherent with the shift of the heat low from West Africa towards the
southeast near the equator (Lavaysse et al., 2009). Heat lows and depressions in
the vicinity of mountains seem to dominate the climatology of depressions through-
out the year. Migrating cyclones and surface signatures of AEWs are investigated
in the next section.
Climatology of cyclones
Migrating cyclones and surface signatures of AEWs are filtered as described in
Section 4.2.1. The term cyclone is used for both types in the following. Cyclones
regularly form over North Africa and the Mediterranean region, but the number of
events is substantially smaller than the number of depressions. In the annual mean,
ten cyclones occur in the sub-domain investigated, namely 0 to 40N and 20W to
45 E. Figure 4.2a shows the seasonal fraction of the total number of 196 cyclones
that pass the filter. The analysis reveals that most of the cyclones form between
March and May with 37%. The remaining seasons have fewer events with roughly
20% each.
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Figure 4.3: Track density of long-lived and migrating cyclones. Climatology of the
occurrence frequency of cyclones for (a) December  February, (b) March May, (c)
June August, and (d) September November for 1989 2008 based on the cyclone cen-
tre defined by the outermost closed contour in the geopotential height at 925 hPa from the
tracking algorithm (Section 4.2.1). Contours show orography in steps of 200m. Figure from
Fiedler et al. (2013b).
The time series of the total number of cyclones per year is shown in Figure 4.2b.
The year-to-year variability of cyclone activity is relatively large with a factor three
to four. The years with most identified events are 2003 with 19 cyclones, followed
by 2002 with 16, 1996 and 1999 with 14 events each. The most inactive years are
1998, 2000, 2001 and 2007 with five to seven cyclones each. Most of this variability
can be explained by the cyclone activity during spring. The year-to-year variability
for this season is particularly large. Years with a large event number experience
6 12 cyclones, while years with low activity have one to three events between
March and May.
Figure 4.3 shows the seasonal distribution of cyclone occurrence frequency in
the 20-year period. The dominant cyclone track between December and February
stretches from the Aegean Sea to Cyprus (Figure 4.3a). Some areas in this track
have occurrence frequencies of up to 0.8% corresponding to one cyclone every
second year. Including filling cyclones doubles the number of cyclones passing
the eastern Mediterranean. Few cyclones are situated over the African continent
during winter. A maximum cyclone frequency of 0.4% is limited to areas along
the northern coast between Tunis, Tunisia, and Tobruk, Libya. The High Atlas is
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Figure 4.4: Schematic overview on regions of most frequent cyclone occurrence. Contours
show orography in steps of 200m based on ERA-Interim. Geographical terms used in the
text are indicated. Figure from Fiedler et al. (2013b).
the region where lee depressions may lead to cyclogenesis. The present results
indicate that only a few of these lee depressions develop into migrating and long-
lived cyclones. Similar values are found north of the Great Eastern Erg, the south-
eastern side of the Tell Atlas, Algeria and Tunisia, north of the Hoggar Mountains,
Algeria, and south of the High Atlas Range, Morocco.
Between March and May, cyclones occur most frequently over North Africa (Fig-
ure 4.3b). Cyclones at the southern side of the High Atlas are identified in up to
0.5% of the time between 1989 and 2008. Cyclones over areas of the Great East-
ern Erg between the Tell Atlas Mountains and the Hoggar Massif, Tunisia and Al-
geria occur in up to 0.8% of the time. This cyclone frequency is comparable to the
cyclone track in the wintertime Mediterranean Sea (Figure 4.3a b). The eastern
side of the Al-Hamra Plateau, Libya, also shows a frequency around 0.8%, which
is consistent with the reported ideal conditions in this region (Alpert et al., 1990;
Pedgley, 1972).
The peak cyclone activity north of 25N in winter and spring rapidly decreases
as the year progresses (Figure 4.3c). Maxima of the track density are shifted from
the north to West Africa where cyclones occur in up to 0.6% of the time. These
occur primarily over Mali and Mauritania around 20N, a region known for frequent
occurrence of AEW signatures at higher altitudes (Mekonnen et al., 2006; Thorn-
croft & Hodges, 2000). Here, the cyclones are connected to AEWs that are strong
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enough to form a signature near the surface. Agustí-Panareda et al. (2010) sug-
gest that AEWs are too weak in the ECMWF model over the eastern North Atlantic.
This could imply that fewer AEWs are strong enough to be detected with the track-
ing algorithm used here. It is interesting that the track density peaks in the lee of
mountains similar to the springtime maximum in the north. These maxima are situ-
ated at the western sides of the Tibesti, Aïr, and Adrar des Iforas mountains. The
location suggests that the interaction of the flow with mountains aid the deepening
and formation of closed contours in the geopotential height at 925 hPa. This result
is in agreement with Bou Karam et al. (2009) who show that vortices form in the
lee of mountain barriers during summer. Autumn shows the smallest cyclone ac-
tivity with occurrence frequencies below 0.3% (Figure 4.3d). The regions of most
frequent cyclone occurrence are summarized in Figure 4.4. These are the northern
fringes of North Africa between December and May and West Africa from June to
August. The characteristics of the cyclones are investigated in the following.
4.3.2 Characteristics of cyclones
Figure 4.5 shows the life time and zonal displacement of the identified cyclones for
areas north and south of 20N over the continent. In the north, cyclogenesis occurs
56 times during the 20-year period, more than half of which form between March
and May (32 cyclones). Most of these cyclones have their origin in the vicinity of
the Atlas Mountains with 26 cyclones between 15W and 10 E. Cyclones in the
north frequently live for three days in spring (Figure 4.5a). Life times between five
and seven days are similarly common for the season. Springtime cyclones predom-
inantly follow eastward tracks in the north (Figure 4.5c). The migration distance is
most often 30 to the east, closely followed by 20 and 10. Some cyclones with
eastward trajectories also form south of 20N during spring (Figure 4.5d). Winter-
time cyclones have a similar distribution of the migration direction. The prevailing
eastward migration in the north is in agreement with previous studies (e.g. Alpert
et al., 1990; Hannachi et al., 2011).
South of 20N, the seasonality of cyclogenesis is different. Out of 50 cyclones
forming here in total, 36% occur between June and August followed by 26% and
28% in autumn and spring, respectively. Figure 4.5b shows the cyclone life time for
the south. Here, the majority of cyclones are identified over three to four days. Sum-
mertime cyclones also live frequently for six days. The prevailing migration direc-
tion during summer and autumn is westwards by mostly 20 30 (Figure 4.5d) that
is consistent with the propagation of AEWs (Burpee, 1972; Thorncroft & Hodges,
2000).
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Figure 4.5: Histograms of characteristics from long-lived and migrating cyclones. Cyclone
life times for 1989 2008 forming (a) in the north (15W 35 E, 20 N 32 N), and (b) in
the south (15W 35 E, 0 N 20 N); and zonal displacement of cyclone centres during
their life time forming (c) in the north, and (d) in the south. Figure from Fiedler et al. (2013b).
4.3.3 Dust emission associated with depressions
Annually and spatially averaged across dust sources of North Africa, 55% of the
dust emission is associated with atmospheric depressions. Regionally even larger
fractions of dust emission coincide with depressions shown along with the occur-
rence frequency of depressions in Figure 4.6. Particularly areas in northern and
western Africa have dust emission associated with depressions of up to 80%. Since
the influence of depressions on dust emission is limited to a radius of 10 (Section
4.2), nearby maxima of the depression occurrence frequency can be associated
with them. For instance, the large dust emission amounts associated with depres-
sions in the north and also close to the Ethiopian Highlands are associated with
maxima in occurrence frequency. In contrast, dust emission in the northeast and
west coincide with few depressions suggesting that these events are particularly
intense.
The seasonal distribution of the dust emission fraction associated with atmo-
spheric depressions is shown in Figure 4.7. Depressions coincide with 50% of the
dust emission in winter over most of North Africa (Figure 4.7a). Larger fractions
are associated with depressions in Libya, Tunisia, and Sudan with values of up
to 80%. These maxima coincide with the frequent formation of depressions over
the Mediterranean region and in the lee of the Ethiopian Highlands. The frequent
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Figure 4.6: Annual fraction of dust emission amount associated with depressions. Shown
is the fraction of total dust emission associated with depressions in percent averaged for
1989 2008 (shaded). Dust emission within a radius of 10 from the depression centre
is considered (Section 4.2). Black contours show the annually averaged occurrence fre-
quency of depressions in steps of 2%. Grey contours show orography in steps of 200m.
Figure from Fiedler et al. (2013b).
formation close to the High Atlas is not associated with a dust emission maximum
suggesting weak winds over the potential dust sources. The large fractions of dust
emission in West Sahara occur away from a location with frequent depression for-
mation pointing to rare but strong depressions. Spring shows even larger dust
emission associated with depressions in wide areas to the north of 25N and west
of 10 E with up to 90% (Figure 4.7b). These areas lie within or close to regions
where depressions frequently form.
Depressions in summer are associated with up to 90% of the dust emission
across most of North Africa (Figure 4.7c). Depressions are abundant in this sea-
son. Most of them, particularly over West Africa, are likely Saharan heat lows given
the spatio-temporal agreement with the climatology by Lavaysse et al. (2009). Ar-
eas of their frequent formation enclose most of the dust emission coinciding with
them. In autumn, similarly large values are found along the northern and west-
ern margins of the continent, west of the Hoggar Massif and west of the Ethiopian
Highlands (Figure 4.7d). The frequent formation of depressions within a radius of
10 coincides with these maxima. This large and widespread agreement between
dust emission and depressions in summer is surprising as other dust-emitting pro-
cesses have been suggested in the literature (e.g. Fiedler et al., 2013a; Heinold
et al., 2013) and shall be briefly discussed here.
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Figure 4.7: Seasonal fraction of dust emission amount associated with depressions.
Shown are fractions of total dust emission associated with depressions in percent for (a)
December  February, (b) March May, (c) June August, and (d) September November
averaged for 1989 2008 (shaded). Dust emission within a radius of 10 from the depres-
sion centre is considered (Section 4.2). Areas within the black contour have an occurrence
frequency of depression of more than 2% (Figure 4.1). Grey contours show orography in
steps of 200m. Figure from Fiedler et al. (2013b).
Estimating the dust emission amount associated with the heat low likely involves
a number of mechanisms. Emissions can be directly caused by the horizontal pres-
sure gradient around the heat low, but this alone may not always be sufficient to
cause substantial dust mobilization. Mid-morning winds can be enhanced through
the NLLJ mechanism (Fiedler et al., 2013a), which depends on the horizontal pres-
sure gradient around the heat low, but also on the diurnal evolution of the boundary
layer. Using the NLLJ identification method from Fiedler et al. (2013a) to estimate
the amount of dust emission associated with NLLJs within depressions results in
an annual and spatial average of 12%. Between March and October 12 16% of
the dust emission is associated with both phenomena, while values are below 10%
during the rest of the year. This result is in agreement with results from Chapter
2 showing frequent NLLJ formation along the margins of the Saharan heat low.
Another process potentially embedded in depressions are haboobs, which are pre-
sumably not well represented in ERA-Interim data due to the physical parameteri-
sation of moist convection. Dust emission coinciding with NLLJs and haboobs may
also occur along with mobile and long-lived cyclones as a subset of depressions.
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Figure 4.8: Seasonal dust emission associated with long-lived and migrating cyclones.
Shown are mean emissions (shaded) for (a) December  February, (b) March May, (c)
June August, and (d) September November averaged for 1989 2008. Black contours
show orographic height in steps of 200m. Blue contours show the number of intense dust
emission events, defined by a flux larger than 10 5 gm 2s 1 following Laurent et al. (2010),
in steps of three events. Figure from Fiedler et al. (2013b).
4.3.4 Dust emission associated with cyclones
Seasonal climatology
The absolute emission amount associated with cyclones is shown first followed
by the presentation of the fraction of associated dust emission. Figure 4.8 shows
the seasonal total of dust emission and the number of intense emission events
associated with cyclones averaged over the 20-year period. Intense emission is
defined for fluxes greater than 10 5 gm 2s 1 following Laurent et al. (2010). Across
the continent and throughout the year, the seasonal total of dust emission within the
cyclone-affected area (Section 4.2.2) is most frequently less than 1 gm 2. Single
regions and seasons, however, show distinct maxima of dust emission of up to
10 gm 2 north of 20N. Between December and February, peak emissions near
the Atlas and Hoggar Mountains as well as in Libya are 2 4gm 2 (Figure 4.8a).
Areas with more than three intense emission events per season lie mostly away
from dust emission maxima. This points to moderate but frequent dust emissions
in winter maxima, while rather small total emissions in some regions are generated
by a few intense events.
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Figure 4.9: Annual fraction of dust emission amount associated with cyclones. Shown
is the fraction of total dust emission associated with long-lived and migrating cyclones in
percent averaged for 1989 2008 (shaded). Dust emission within a radius of 10 from the
cyclone centre is considered (see Section 4.2). Black contours show the annually averaged
occurrence frequency of cyclones in steps of 0.1 percent. Grey contours show orography
in steps of 200m. Figure from Fiedler et al. (2013b).
Springtime dust emission of 4 10gm 2 associated with cyclones occur over
a wider area (Figure 4.8b). The overall largest dust emission associated with cy-
clones are found in this season. Cyclones are particularly frequent then due to the
large temperature contrast between land and sea which favours their development.
Peak emissions coinciding with cyclones are found south of the Atlas Mountains,
and west of the Libyan desert. More than three intense emission events occur over
most of the region north of 20N. Maxima of the emission amount coincide with
more than six, in some areas even nine, intense emission events. This suggests
that intense events substantially contribute to the largest emission amounts asso-
ciated with springtime cyclones.
The findings change dramatically in summer when maximum emissions asso-
ciated with cyclones are situated over West Africa with up to 6 gm 2 (Figure 4.8c)
coinciding with more than six intense emission events. Here, surface signatures
of AEWs may be deepest and cause the highest wind speeds (e.g. Thorncroft &
Hodges, 2000). The coastal effect may be a contributing factor for strong winds in
this region. In autumn, the number of intense emissions in the west is smaller with
three events and the total dust emission associated with cyclones is smallest with
typically less than 1 gm 2 (Figure 4.8d). This is in agreement with few cyclones
identified for this season.
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Figure 4.10: Seasonal fraction of dust emission amount associated with cyclones. Shown
are fractions of total dust emission associated with long-lived and migrating cyclones
in percent for (a) December  February, (b) March May, (c) June August, and (d)
September November averaged for 1989 2008 (shaded). Dust emission within a radius
of 10 from the cyclone centre is considered (Section 4.2). Areas within the black con-
tour have an occurrence frequency of depression of more than 0.2% (Figure 4.1). Grey
contours show orography in steps of 200m. Figure from Fiedler et al. (2013b).
The fraction of the dust emission associated with migrating and long-lived cy-
clones relative to the total amount emitted per year is 4% annually and spatially
averaged over dust sources. Figure 4.9 shows the distribution of these fractions
and the occurrence frequency of cyclones annually averaged. Single regions in
the northeast have dust emission associated with cyclones exceeding 10%. These
regions are close to areas where cyclones occur most frequently.
The dust emission fraction is larger regionally in single seasons which are
shown in Figure 4.10. From December to February, substantial dust emission
fractions associated with cyclones occur in areas north of 20N only, because of
the limitation of cyclone tracks to northern locations (Figure 4.10a). The largest
dust emission amounts associated with cyclones reach values of 5 15% between
15W and 15 E. Cyclones tracking over the eastern Mediterranean Sea in win-
ter are not associated with large amounts of North African dust emission indicated
by dust emission fractions below 5% in regions east of 15 E. In spring, however,
larger dust emissions of 10 25% are associated with cyclones in this region (Fig-
ure 4.10b) when the main cyclone track shifts southwards onto the continent (Figure
126 4. Dust emission associated with atmospheric depressions and mobile cyclones
4.3b). This is the overall largest area and magnitude of dust emission coinciding
with cyclones in North Africa. Smaller areas with similar springtime fractions of dust
emission lie to the south of the Atlas Mountains, northeast of the Hoggar Massif and
in the Tibesti Mountains. These are within a distance of 10 from the areas of most
frequent cyclone presence.
Between June and August, dust emission fractions in regions north of 25N
drop to values below 5% while cyclones in isolated areas in Mali and Mauritania
are associated with 5 15% of the dust emission amount (Figure 4.10c). Over West
Africa, surface signatures of AEWs occur along 20N and enclose these maxima of
the dust emission fraction. Dust emission associated with cyclones remain similar
in autumn but the spatial location of maxima changes (Figure 4.10d). The highest
values of around 15%, now, occur in the centre of the Sahara, the Western Great
Erg and the Libyan Desert (Figure 4.10c d). These occur away from areas of fre-
quent cyclone passage suggesting that rare events are associated with relatively
strong emission. It is, however, important to underline that the dust emission con-
nected to cyclones is relatively small in autumn with typical totals below 1gm 2.
This implies that, even though the relative importance is comparable to the north
in winter and spring, the importance in terms of total dust mass is smaller (Figure
4.8d).
In light of the large relative importance of depressions for dust emission (Section
4.3.3), the overall fraction associated with migrating cyclones is small. Springtime
depressions are associated with up to 90% of dust emission in the lee of the High
Atlas but considering migrating cyclones as a subset of depressions changes the
fraction of dust emission to less than 15% (compare Figure 4.7b and 4.10b). Over
Libya, springtime dust emission associated with depressions are with values around
50% also larger than the ones with cyclones with maxima around 25%. Particularly
in the lee of the Atlas Mountains the dust emission associated with cyclones is six
times smaller than the amount associated with depressions. There are also no
large and widespread dust emission associated with surface signatures of AEWs
during summer.
Despite their coincidence with a small total dust emission amount in the north,
intense emission fluxes are regularly associated with migrating cyclones in spring
(Figure 4.10b). This aspect is analyzed further by defining a dust emission anomaly
as the quotient of the dust emission associated with cyclones and the 20-year mean
of the dust emission flux in the same month. Figure 4.11 shows this anomaly
factor for both depressions and cyclones along with the dust emission flux spatially
averaged across dust-emitting grid boxes. The largest dust emission fluxes occur
between February and May with values larger than 1.510 6 gm 2s 1. During this
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Figure 4.11: Intensity of dust emission fluxes associated with long-lived, migrating cy-
clones and atmospheric depressions. Annual cycle of the dust emission flux associated
with cyclones (red) and the anomaly factor of cyclones (blue) and depressions (cyan) av-
eraged over dust-emitting grid boxes for 1989 2008. The anomaly factor is a measure of
emission intensity and defined as the quotient of the dust emission flux associated with the
cyclone/depression and the 20-year mean of the dust emission flux of the same month.
Figure from Fiedler et al. (2013b).
time of year the largest total dust emission occur over the north (Fiedler et al.,
2013a). The anomaly factor of cyclones during these months has values between
four and eight, i.e. the dust emission associated with springtime cyclones is four to
eight times larger than the long-term mean of the dust emission flux. From March
to May, the anomaly factor of cyclones exceeds the values for depressions pointing
to mobile cyclones as an important source for intense emission in spring, despite
their rare occurrence.
The dust emission is generally smaller during summer with 0.7 1.310 6 gm 2s 1
while the anomaly factors of cyclones increases to values of five to nine. During July
the anomaly factor of cyclones is again larger than the one of depressions. Even
larger anomaly factors of cyclones exceeding the values for depressions are found
between September and November with up to 20, but both the dust emission flux
and the number of cyclones is then smallest. These results underline that even
though the total emission associated with migrating cyclones is rather small com-
pared to the absolute emission in the north, the emission events during cyclone
passage are particularly intense. For depressions, the emission intensity is more
moderate throughout the year, but still clearly above the climatological mean.
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Figure 4.12: Fraction of dust emission in quadrants of long-lived and migrating cy-
clones. Shown are monthly values averaged for the northern sub-domain (15W 40 E
and 20 N 40 N) and for 1989 2008. Figure from Fiedler et al. (2013b).
Dependency on cyclone quadrant
The areas of largest dust emission amounts associated with cyclones reside close
to maxima of cyclone tracks (Section 4.3.1). However, maxima of cyclones and dust
emission (Figure 4.3 and 4.10) do not match perfectly due to two factors. On the
one hand the location of peak winds within the cyclone-affected area is often away
from the actual centre. On the other hand the parameterisation of dust sources
restricts the region of active emission within the cyclone-affected area. The map
of potential dust sources enables dust emission in most areas of North Africa so
that the location of peak winds is expected to be the dominant factor. The spatial
distribution of the dust emission within the cyclone-affected area is investigated in
the following. Since the emitted mass associated with cyclones is relatively small
south of 20N in general (Section 4.3.4), only the northern sub-domain is taken into
account. Here, dust emission is analyzed in four quadrants the position of which
follow their geographical orientation depicted in Figure 4.12.
Figure 4.12 shows the annual cycle of the fraction of dust emission per quadrant
of the cyclones north of 20N spatially averaged. The results highlight that most
dust is emitted in the northern quadrants with typical mean values of 30 55% be-
tween November and March. In April, dust emission prevails in the northeast and
southeast with about 30% contribution each. Dust emission associated with cy-
clones in May is roughly equally distributed across the quadrants. June to Septem-
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ber have clear maxima of dust emission in the southwest with 60 80%. The total
mass emitted between June and September, however, is smaller than at the begin-
ning of the year. Cyclones in October have most dust emission in the southeast,
but the integrated mass of dust emission is smallest during autumn (Figure 4.8d).
These results can be linked with the position of the highest wind speeds. In the
case of a well-defined extra-tropical cyclone, the cold front typically lies to the west
of the cyclone centre initially and moves towards the south and east thereafter.
Peak winds, and therefore dust emission, are most likely at and behind the cool
front as well as close to the cyclone centre due to the increased horizontal gradient
of the geopotential height in these areas. Dust emission would primarily occur in
the southwest initially, followed by prevailing emission in the southeast. At a later
life stage, an extra-tropical cyclone typically forms an occlusion causing peak winds
near the cyclone core. Dust emission may then form in all quadrants similarly. In-
tegrated over the entire life time, most dust emission may be expected in southern
quadrants if the cyclone has an extra-tropical character. While this is not found
for the spatial average, examination of the spatial distribution of dust emission per
quadrant reveals that areas south of the Atlas Mountains show indeed more than
50% of the dust emission in the southwest or southeast quadrants between Febru-
ary and May. This distribution complies with the expectation for extra-tropical cy-
clones. However, the lack of a southern maximum in the spatial mean in winter and
spring suggests that cyclones do not show typical characteristics of extra-tropical
cyclones everywhere. Evaluating the spatial distribution of the dust emission per
quadrant shows that dust emission in northern quadrants primarily occur in the cen-
tral Sahara during spring. Here, the heat low lies typically to the south and relatively
higher pressure northwards. This implies that instead of a classical frontal struc-
ture, a large horizontal gradient in the geopotential height occurs at the northern
side of a large fraction of cyclones.
Summertime dust emission is mainly situated in the southwest of the cyclone
centre in the spatial mean. Over West Africa, even larger emission fractions of up to
90% occur in the southwest. The majority of cyclones during this season live partic-
ularly long and migrate westwards (Figure 4.5a,c) pointing to surface signatures of
AEWs. The dominant quadrant during this time of year is well in agreement with the
position of emission in front of the AEW trough where NLLJs are expected (Knip-
pertz & Todd, 2010). The automated detection algorithm from Fiedler et al. (2013a)
is used for estimating the mean fraction of dust emission within the cyclone-affected
area that coincide with the occurrence of NLLJs. Figure 4.13a shows the fraction
of dust emission within the cyclone-affected area that is associated with NLLJs for
all areas north of 20N. During summer, 10 20% of dust emission are associated
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Figure 4.13: Annual cycle of dust emission associated with cyclones. Monthly means
of (a) the fraction of dust emission associated with long-lived and migrating cyclones and
NLLJs and (b) the total dust emission associated with cyclones at different times of the day
(colours). Values are spatially integrated over the northern sub-domain (15W 40 E and
20 N 40 N) and monthly averaged over 1989 2008. NLLJ events are identified as in
Fiedler et al. (2013a). Figure from Fiedler et al. (2013b).
with NLLJs within the cyclone-affected area. Over parts of West Africa, the contri-
butions from NLLJs to the dust emission associated with cyclones can be larger to
up to 30%. Another important driver for dust emission in association with AEWs
are haboobs typically developing to the east of an AEW (Knippertz & Todd, 2010).
Their missing physical parameterisation may cause an underestimation of the dust
emission to the east of AEWs. The diurnal cycle of dust emission indicates driving
mechanisms on a sub-daily scale that is analyzed next.
Diurnal cycle
Figure 4.13b shows the annual cycle of the total dust emission for different times
of the day within the cyclone-affected area north of 20N. Cyclones are associated
with a substantial amount of mineral dust in late winter and spring. Maxima occur
during mid-day with peaks of 90 110gm 2 in March, and 70 90gm 2 in May in
contrast to values below 20gm 2 between June and January (Figure 4.13b). The
dust emission during the influence of cyclones has a diurnal cycle with a distinct
maximum during the daytime. Emission at night has typical values around 10gm 2
and never exceeds 30 gm 2 during spring (Figure 4.13b). At 9 UTC dust emission
is often twice as large with maximum values of 60 gm 2 in May. Emissions at 12
and 15 UTC are even larger by a factor of two to four.
These diurnal differences for late winter and spring in the north can be explained
by the development of the boundary layer in the context of the synoptic-scale con-
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ditions. Dust emission occurs when the momentum transport to the surface is suf-
ficiently large to exceed the threshold for emission onset. Reduced stability dur-
ing the day enables downward turbulent momentum transport, which increases the
near-surface wind speed. This effect is expected to be largest, when the daytime
boundary layer is sufficiently deep for reaching layers of high wind speed in the free
troposphere. Strong winds prevail relatively close to the surface during cyclone pas-
sage in winter and spring. These cyclones form in a baroclinic zone between the
warm (deep) North African air mass compared to the cold (shallow) air polewards.
The contrast between the air masses causes a particularly strong thermal wind, i.e.
an increase of the geostrophic wind with height in the lower troposphere. Along
with typically deep daytime boundary layers over North Africa momentum from the
free troposphere is efficiently transported towards the surface. In the Sahara, the
boundary layer reaches a sufficiently large depth at or closely after mid-day (Culf,
1992), which coincides well with the mid-day peak of dust emission found here. The
time of maximum dust emission is in agreement with the observation of suspended
dust in cyclones shown in Figure 1.7.
The emission flux at 9 UTC in May, however, is almost as large as the mid-
day values pointing to embedded NLLJs as a driving mechanism. Dust-emitting
NLLJs are not frequently embedded in the cyclone-affected area with less than
10% in winter and spring. This finding is well in agreement with the generally
small dust emission amount associated with NLLJs during winter and spring in the
north (Fiedler et al., 2013a). The larger dust emission flux from cyclones at 9 UTC
in May is, therefore, not predominantly linked to NLLJs. It seems most plausible
that the momentum from the free troposphere is more efficiently mixed downwards
in May than earlier in spring and winter. This is likely caused by a larger solar
irradiation and longer days in late spring, aiding the development of the daytime
boundary layer. NLLJs that can be embedded in AEWs are linked to 20% of the
dust emission in the cyclone-affected area in June and around 10% in July and
August.
Impact of soil moisture
While arid conditions prevail in North Africa, cyclones can produce rainfall that feeds
soil moisture. The presence of soil moisture may weaken or suppress dust emission
(Chapter 1). The magnitude of this effect is studied with two dust emission calcula-
tions with and without accounting for soil moisture, respectively (Section 4.2.2). Fig-
ure 4.14 shows the annual cycle of the fraction of dust emission suppressed by the
presence of soil moisture along with the total dust emission when moisture is taken
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Figure 4.14: Emission fraction associated with cyclones and weakened by soil moisture.
Annual cycle of the total dust emission associated with long-lived and migrating cyclones
(red) and the fraction of dust emission suppressed by soil moisture (blue). Values are
spatially integrated over the northern sub-domain (15W 40 E and 20 N 40 N) and
monthly averaged over 1989 2008. Figure from Fiedler et al. (2013b).
into account as a benchmark. During late winter and spring, the time when dust
emission associated with cyclones show a clear maximum of 250 380gm 2, soil
moisture suppresses roughly 10% of the dust emission spatially averaged across
the north. Other months show values ranging from 5% to 20%, but the total dust
emission is smaller than 100 gm 2 in July and smaller than 80 gm 2 during the rest
of the year. It is interesting that the value for the emission reduction by soil moisture
during cyclone passage for the 20-year period is of the same order of magnitude
as the soil moisture effect for haboobs in a 40-day convection-permitting regional
simulation for August 2006 (Heinold et al., 2013) despite the underestimation of
precipitation and soil moisture over West Africa in August 2006 by the ECMWF
model (Agustí-Panareda et al., 2010, and references therein).
4.4 Conclusions
The present chapter provides the first climatological estimate of the amount of dust
emission associated with atmospheric depressions and mobile, long-lived cyclones
over North Africa for 1989 2008. Atmospheric depressions are tracked following
Schepanski & Knippertz (2011). While these depressions may be stationary or
mobile with varying lifetimes, a subset of cyclones is defined which has to fulfil filter
criteria, namely a certain horizontal displacement, a lifetime longer than 48 hours
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and a decreasing core pressure during the first day. The key findings from the
depression and cyclone climatologies are:
1. Depressions are abundant over North Africa due to the frequent formation of
lee troughs in spring and heat lows in summer with a maximum occurrence
frequency of 40%, while the occurrence frequency of cyclones is smaller by a
factor of ten. This suggests that only few depressions become migrating and
long-lived cyclones.
2. The cyclone climatology highlights that 37% of cyclones affecting North Africa
occur in spring. Their centres most frequently lie north of 20Nwith a clear cy-
clone track stretching from south of the Atlas Mountains towards the eastern
Mediterranean in agreement with previous studies (Alpert et al., 1990; Han-
nachi et al., 2011; Maheras et al., 2001; Thorncroft & Hodges, 2000; Trigo
et al., 1999). Springtime cyclones predominantly migrate eastwards, and live
for three to seven days. The year-to-year variability is largest during this sea-
son.
Dust emission is simulated as in Chapter 2 which show large values north of 20N
for December to May. Dust emission amounts are associated with depressions and
cyclones within a radius of 10 from the centres. The highlights of the results are:
1. Depressions coincide with 55% of the dust emission annually and spatially
averaged over North African dust sources. Regionally and seasonally up to
90% of the dust emission amount is associated with them. Embedded mech-
anisms such as the NLLJ, defined as in Chapter 2, coincide with 12% of the
dust emission associated with depressions annually and spatially averaged.
This result is in agreement with findings from Chapter 2 (Fiedler et al., 2013a)
indicating that NLLJs form frequently along the margins of the Saharan heat
low.
2. In contrast to depressions, migrating and long-lived cyclones are rare and
associated with only 4% of the dust emission annually and spatially averaged.
The largest emission coinciding with cyclones occurs during spring over Libya
and small areas south of the Atlas mountains with 15 25%. Despite this
small total fraction, their associated emission is particularly intense exceeding
the climatological mean by a factor of four to eight which is larger than the
anomaly factor for depressions in most months.
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3. In summer, 5 15% of the dust emission is associated with cyclones in iso-
lated areas in West Africa. Here, AEWs amplify sufficiently to form near-
surface signatures (Thorncroft & Hodges, 2000). The majority of the emis-
sions within the cyclone-affected area is found in the southwestern quadrant,
where northerly winds and potentially NLLJs occur (Knippertz & Todd, 2010).
NLLJs coincide with 10 20% of the monthly emissions associated with cy-
clones during summer while less than 10% coincide with NLLJs and cyclones
during the rest of the year. Larger dust emissions at the eastern side of AEWs
would be expected, if haboobs were represented more realistically. Their
missing parameterisation and the underestimated strength of AEWs in the
ECMWF model (Agustí-Panareda et al., 2010) probably lead to an underesti-
mation of associated winds and dust emission.
4. Dust emission associated with springtime cyclones is substantially larger dur-
ing mid-day than at night by a factor of three to five. This result suggests
that the growth of the boundary layer into the baroclinic zone of the cyclone is
important for generating dust-emitting winds.
5. The reduction of dust emission through soil moisture is on the order of 10%.
6. Large parts of the climatological dust emission maximum between November
and May north of 20N shown in Chapter 2 (Fiedler et al., 2013a) are not as-
sociated with depressions and cyclones investigated here. Harmattan surges
developing in consequence of post cold frontal ridging are proposed as an-
other mechanism capable of emitting large amounts of dust aerosol. This
dust storm type will be subject of future work.
CHAPTER 5
Evaluation of dust emission in the Earth system
model from the UK Met Office
5.1 Motivation
Studies on aerosol-climate effects and estimates of the atmospheric dust load are
often based on a global aerosol-climate model (GACM). Inter-comparing the annual
and monthly climatologies of mineral dust simulations from different models show
large uncertainties (e.g. Huneeus et al., 2011; Textor et al., 2006). Global dust
emission estimates range from 500Tg to 4400Tg per year for size bins mostly
below 10m while the mean aerosol optical depth (AOD) has values of 0.02 0.035
(Huneeus et al., 2011, AeroCom for year 2000). North Africa as the globally largest
dust source region is herein particularly important with estimates of the mineral dust
emission varying between 400Tg and 2200Tg per year (Huneeus et al., 2011).
Determining the dominant reason for the variety of dust emission simulations is
rather complicated due to different processes involved and feedbacks within a cou-
pled GACM. Textor et al. (2006) suggests that dust emission between models varies
because of different wind speed distributions. The near-surface wind speed in a
model represents the mean value of the grid box which are typically 100 200 km
wide in a GACM. This suggests that a coarser model resolution implies lower wind
speeds. However, physical parameterisations account for sub-grid scale processes
which can include resolution-dependent tuning factors. Also wind-generating me-
teorological processes may be represented differently. For instance, a model of
coarser spatial resolution can have larger wind speeds than a higher resolution
configuration, if the synoptic-scale pressure patterns differ (e.g. Marsham et al.,
2011).
A systematic approach is needed to understand model differences affecting dust
emission. Here, the wind speed and dust emission from the Earth system model
HadGEM2-ES are analyzed. Previous studies found that HadGEM2-ES produces
global dust emissions at the upper end of the AeroCom range with 3311 +/- 227Tg
per year for particles smaller than 10m (Bellouin et al., 2011; Huneeus et al.,
2011). The annual global dust emission amount by HadGEM2-ES for dust particle
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sizes of 0.03 30m is even larger with 8000Tg per year (Bellouin et al., 2011). The
large dust load affects the model performance for AOD which agrees only well with
station observations when mineral dust aerosol is absent (Bellouin et al., 2011).
Collins et al. (2011) and Woodward (2011) show that HadGEM2-ES produces sub-
stantially more dust aerosol than the atmosphere-only model version HadGEM2-A.
African dust emission is overestimated over the Sahel, which is assigned to an in-
creased fraction of bare soil due to vegetation die-back and higher near-surface
wind speeds in the coupled model (Collins et al., 2011).
Here, seasonal and diurnal differences of the wind speed for mineral dust emis-
sion in HadGEM2-ES are analyzed and compared against the climatology of ERA-
Interim for a time period of 30 years. The historical simulation of HadGEM2-ES
from the Coupled Model Intercomparison Project Phase Five (CMIP5) is chosen
due to its usage in the AR5 of the IPCC. Since CMIP5 does not require data with
hourly resolution as a standard output, the historical experiment for 1980 2010
was re-run by Nicolas Bellouin, University of Reading, for the purpose of this PhD
work. This data set offers the opportunity to gain new insights into the performance
of a GACM from the perspective of meteorological processes for dust emission.
Compared to the coarser temporal resolution available from CMIP, this data set is
unique for analysing processes on sub-daily scales over a climatological time pe-
riod. The focus is set on the NLLJ as an important driver for dust emission (Chap-
ter 2). In addition to HadGEM2-ES, results from the developmental model version
HadGEM3-A are evaluated by comparing a free-running against a nudged simula-
tion. These simulations with HadGEM3-A were run by Kirsty Pringle, University of
Leeds for this PhD work and served also as the data basis for the trainee project
of Master student Christian Weder, University of Hamburg, who was supervised in
collaboration with Peter Knippertz.
5.2 Method
5.2.1 HadGEM2-ES
The Earth system model HadGEM2-ES is chosen for investigating the representa-
tion of dust emission and NLLJs for generating winds sufficiently large for emitting
dust. HadGEM2-ES was developed at the UK Met Office (Bellouin et al., 2011;
Collins et al., 2011; Martin et al., 2011). It operates at a horizontal resolution of
1.875x1.25 with 38 vertical levels up to 39 km. The coupled ocean has a hori-
zontal resolution of 1 increasing to 1/3 towards the equator and 40 vertical layers.
While the temporal integration in the atmospheric component has a time step of 30
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Table 5.1: Particle size distributions.
Particle size bin Woodward (2001) Tegen et al. (2002)
1 0.0316 0.1m 0.1 0.288m
2 0.1 0.316m 0.0288 0.871m
3 0.316 1m 0.871 2.63m
4 1 3.16m 2.63 7.94m
5 3.16 10m 7.94 23.99m
6 10 31.6m 23.99 72.44m
7 72.44 218.77m
8 218.77 660.69m
minutes, the coupling to the ocean is hourly. The model is run with the historical
CMIP5 setup (Bellouin et al., 2011; Jones et al., 2011) for the period 1980 2010
with hourly output of variables relevant for this PhD work.
Dust emission in HadGEM2-ES is calculated interactively every time step (30
min) with the dust emission scheme from Woodward (2001) and updates described
in Woodward (2011). The parameterisation of dust emission is based on Marti-
corena & Bergametti (1995) where the horizontal dust emission flux FWoodwardh is
calculated by
FWoodwardh = 2:61(1  Vfrac)u3

1 +
ut
u
 
1 

ut
u
2! mrel
g
; u > ut:
(5.1)
The flux is calculated for nine particle size bins capturing 0.06 2000m and listed
in Table 5.1. Here,  is the air density, Vfrac the vegetation fraction, u the surface
friction velocity, u;t the threshold friction velocity, mrel the relative mass of dust in
the size bin and g the gravitational acceleration. The air density, friction velocity
and vegetation fraction are interactively calculated in the model. Bagnold (1941)
serves as the basis for the threshold friction velocities that are adapted to account
for different spatial and temporal scales in HadGEM2-ES. The description of the
effect of soil moisture follows Fécan et al. (1999) and is also adjusted to account
for different scales. A global data set of the clay, silt and sand content with a hori-
zontal resolution of 1 (Wilson & Henderson-Sellers, 1985) is used for deriving the
relative mass mrel under the assumption of size distributions. The vertical flux Fv
is calculated for six particle size bins of up to 60m with
FWoodwardv = F
Woodward
h  10(13:6fc 6) (5.2)
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where fc is the clay fraction of the grid box (Marticorena & Bergametti, 1995).
The effect of surface roughness on dust emission has been omitted in Woodward
(2001). Potential dust sources are parameterised following Ginoux et al. (2001)
with a preferential source term S that depends on the surrounding orography:
S =

zmax   z
zmax   zmin
3
(5.3)
with the local altitude z and maximum (minimum) altitude zmax (zmin) in the sur-
rounding area of less than 10o distance. This parameterisation describes oro-
graphic sinks as preferential dust sources, but observations indicate that also other
areas may emitt dust aerosol (compare Section 1.2.2).
5.2.2 Intercomparison
Climatologies of HadGEM2-ES are compared against ERA-Interim forecasts which
serve as a benchmark. The ERA-Interim data gives a reasonable estimate for
the past state for the atmosphere over North Africa (Chapter 3). Meteorological
variables from the models are compared directly. However, conclusions from the
direct comparison of the dust emission from HadGEM2-ES (H2ES-I) against the
results of the dust emission model by Tegen et al. (2002) driven by ERA-Interim
wind speeds (T-EI-O) would make it difficult to seperate the effect of wind speed and
the dust parameterisation on the emitted amount. Although both parameterisation
schemes are based on ideas proposed by Marticorena & Bergametti (1995), they
use different soil libraries, potential dust sources, particle size distributions and
tuning settings. The scheme by Tegen et al. (2002) uses eight particle size bins
shifted towards larger particle radii (Table 5.1) which suggests a larger emission
mass compared to the parameterisation by Woodward (2001). The saltation flux
F Tegenh in Tegen et al. (2002) is calculated for these bins by:
F Tegenh =

g
u3

1 +
ut
u

1  u
2t
u2

s

; u > ut: (5.4)
where s is the relative surface of the particle size. The vertical dust emission flux
F Tegenv is:
F Tegenv = F
Tegen
h AeffEmoist (5.5)
with the effects of soil moisture Emoist and a particle-size dependent scaling param-
eter  that is set to 10 5 cm 1 in potential dust source. The reduction of emission
by vegetation increase is considered in Aeff given by
Aeff = 1  4 (Vmaxfshrub + Vmonthfgrass) : (5.6)
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This factor decreases with a growing fraction of shrub fshrub and maximum vegeta-
tion cover Vmax as well as monthly varying vegetation Vmonth and fraction of grass
fgrass. Soil types are based on Kaplan (2001) and vegetation cover is prescribed
as monthly climatology from Tucker et al. (2005). Potential dust sources in the
simulations with Tegen et al. (2002) are derived from the SEVIRI satellite product
(Schepanski et al., 2009, 2007) as areas with at least two observed dust emission
events (Fiedler et al., 2013a,b; Heinold et al., 2013). The simulation with Tegen
et al. (2002) use a roughness length of 0.001 cm in potential dust sources, moti-
vated by otherwise missed emission from observed dust sources in complex terrain
(pers. comm. B. Heinold, 2012).
Further uncertainties would result from the half hourly emissions online against
three-hourly emission offline. In order to reduce uncertainties for the desired inter-
comparison of dust emission, the offline dust emission model by Tegen et al. (2002)
is run with instantaneous 10m-wind speeds from HadGEM2-ES (T-H2ES-O). The
results of T-H2ES-O are compared against the calculation with three-hourly instan-
taneous 10m-wind speeds from ERA-Interim forecasts (T-EI-O, details in Chapter
2). Instead of the six-hourly re-analysis product from ERA-Interim, the short-term
forecasts are used due to the higher temporal resolution of three hours that is im-
portant for the diurnal cycle of dust emission. These forecasts are close to the
re-analysis product at 18, 00 and 06 UTC (Chapter 3, Fiedler et al., 2013a). An-
other offline dust emission calculation is driven with hourly instantaneous 10m-wind
speeds from MERRA re-analysis (T-ME-O) as in chapter 3. The seasonal mean
dust emission from T-ME-O is shown along with T-EI-O to illustrate the diversity of
the best estimates of dust emission with state-of-the-art data sets. More detailed
analysis of the diurnal cycle of dust emission from the calculations with MERRA
is not shown for the purpose of validation because of the overestimation of near-
surface wind speeds causing dust emission at night and the underestimation of
wind speeds for dust emission during the day in MERRA (Chapter 3). An overview
of the data sets used in this chapter is given in Table 5.2.
Soil moisture is not included in these offline calculations for ruling out the influ-
ence of different soil moisture fields of the models. The presence of soil moisture
weakens dust emission along the southern margins of the Saharan desert between
May and September and along the northern fringes of the continent between De-
cember and May (Chapter 4). Other external driving data sets for the offline dust
model, e.g. potential dust sources, are chosen as previously (Fiedler et al., 2013a).
These are described in Chapters 1 2 and are the same for all offline calculations
here. Dust emissions are calculated for the entire period of the HadGEM2-ES sim-
ulation (1980 2009). December 2000 and December 2005 are excluded from the
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Experiment Dust emission Wind speed Soil moisture Time period
H2ES-I interactive HadGEM2-ES yes 1980 2009
T-H2ES-O offline HadGEM2-ES no 1980 2009
T-EI-O offline ERA-Interim forecasts no 1980 2009
T-ME-O offline MERRA re-analysis no 1980 2009
H3ES-I interactive HadGEM3-A yes 2003 2007
H3ES-I-N interactive HadGEM3-A nudged yes 2003 2007
Table 5.2: Experiment overview used in this chapter. The interactive dust emission param-
eterisation scheme is described in Woodward (2011) and the offline dust emission model
in Tegen et al. (2002). Nudging of H3ES-I-N is six-hourly with meteorological fields from
ERA-Interim.
presented analysis due to unrealistic large wind speeds of up to 130ms 1 and miss-
ing data for some hours towards the end of the months in HadGEM2-ES. These
winds are likely caused by unrealistic “gridpoint storms” leading to a model crash
(pers. comm. N. Bellouin, University of Reading, 2014). Including these unrealis-
tic wind speeds would cause an overestimation of the emitted mass in December
by 30% in T-H2ES-O illustrating the importance of realistic wind speeds for dust
emission.
5.2.3 HadGEM3-A
The model performance of the developmental model version HadGEM3-A is also
investigated for evaluating the progress of identified model differences between
HadGEM2-ES and ERA-Interim. For HadGEM2-ES dust-emitting winds are evalu-
ated with the aid of the offline dust emission model. While such an approach could
have been chosen for winds from HadGEM3-A too, an analysis of HadGEM3-A
winds in context with the interactive dust scheme would be beneficial for under-
standing the model behaviour as a whole. For the purpose of this validation two
HadGEM3-A experiments are run and provided by Kirsty Pringle (University of
Leeds, 2012): (1) a free-running model simulation (H3ES-I) and (2) an experiment
where the potential temperature and the horizontal wind components are nudged
six-hourly to ERA-Interim re-analysis (H3ES-I-N). The nudging is applied at model
levels but likely not within the boundary layer (pers. comm. Sean Milton, 2014). The
solution within the boundary layer is nevertheless influenced by the nudging of the
free troposphere, e.g. by changes in the synoptic-scale pressure gradient that af-
fects NLLJs. Both experiments provide hourly information for wind speed and dust
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emission for the time period 2003 2007. The atmosphere model version is based
on the UM 7.7 Global Atmosphere 3.0 in which the boundary layer and convection
parameterisation were updated compared to HadGEM2 (Bellouin et al., 2013, and
references therein). Especially the improved representation of the boundary layer
is expected to have a positive effect on the modelled dust emission compared to
HadGEM2-ES.
5.3 Evaluation of HadGEM2-ES
5.3.1 Dust emission intercomparison
Comparing the annually averaged dust emission amount shows substantial differ-
ences exceeding one order of magnitude. The largest emission amount is simu-
lated by H2ES-I with an annual mean of 4067Tg for particle sizes of 0.1 60m.
About half of this emission amount is obtained with T-H2ES-O, namely 1947Tg for
particle radii of 0.1 660m. T-H2ES-O is five times larger than the dust mass emit-
ted by T-EI-O with 425Tg per year. Compared to T-ME-O with 280Tg per year, the
T-H2ES-O is even larger by about a factor of six.
Figure 5.1 shows the fraction of dust emission per season for H2ES-I and all
offline dust emission calculations with the model by Tegen et al. (2002). T-EI-O pro-
duces 30% of its annual dust emission between December and February, 40% in
March to May, 20% in June to August and a minimum of 10% between September
and November. Dust emission in T-ME-O is coherent with this seasonal distribution
of the total dust amount in winter and summer, but has relatively less emission in
spring and larger values in autumn by roughly +/-10% each. T-H2ES-O and H2ES-I
should ideally lie within the spread between T-EI-O and T-ME-O of 10% in spring
and autumn and 5% in winter and summer. The seasonal fraction of the H2ES-I
shows good agreement for winter and lies within the spread for autumn and spring.
The summertime emission fraction, however, is overestimated by 10%. Looking at
T-H2ES-O gives a rather different perspective on the model performance for simu-
lating the seasonal fraction of dust emission. While the spring and autumn fractions
from T-H2ES-O are within the re-analysis spread, the seasonal fractions for sum-
mer and winter in T-H2ES-O are under- and overestimated by 10%, respectively.
The different seasonal fractions from the intercomparison of H2ES-I and T-H2ES-O
against T-EI-O underlines the influence of other factors than wind speed resulting
from the different treatment of dust emission. In order to identify the regions with
the largest differences, spatial patterns of the seasonal mean dust emission are
analyzed next .
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Figure 5.1: Climatology of seasonal contributions to annual dust emission. Seasonal
fraction of total dust emission for December February, March May, June August and
September November based on online dust emission scheme from HadGEM2-ES (H2ES-
I, light blue) and offline dust emission model driven by three-hourly 10m-wind speed from
HadGEM2-ES (T-H2ES-O, dark blue), driven by three-hourly 10m-wind speed from ERA-
Interim forecasts (T-EI-O, red) as well as hourly 10m-wind speeds from MERRA re-analysis
(T-ME-O, orange) for 1980 2009.
The dust emission is shown in Figure 5.2 averaged in gm 2 per season. In win-
ter and spring, the largest dust emissions in H2ES-I are simulated for the southern
fringes of the Saharan desert and parts of West Africa with seasonally 80 600gm 2
(Figures 5.2a b). These areas keep being active in the remaining months of the
year, although peak emissions decrease to values below 100gm 2 per season in
most areas (Figures 5.2c d). The dust emission from these areas in the Sahel are
dominant in H2ES-I while little emission is produced in T-H2ES-O. This is associ-
ated with larger bare soil fractions due to vegetation die-back in H2ES-I caused by
a precipitation deficit during the West African monsoon (Birch et al., 2014; Collins
et al., 2011; Woodward, 2011). The small emission over parts of Mali and Mauri-
tania in H2ES-I coincide with small values of the preferential source term used in
the dust emission scheme by Woodward (2011). The Bodélé Depression is active
throughout the year with maxima of up to 600 gm 2 between September and May.
Northern margins of the Sahara have maximum dust emission amounts of up to
400 gm 2 in spring and summer (Figures 5.2b c). Interestingly, dust emission in
West Africa is larger in winter and spring with around 100 gm 2 per season than
in summer. Summer is, however, the season when the maximum is expected over
West Africa from T-EI-O and T-ME-O.
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At a first glance, T-H2ES-O shows a similar annual cycle like H2ES-I (Figures
5.2e h). The dust emission patterns, however, are smoother than in H2ES-I. Peak
emissions are mostly reduced to values of 100 200gm 2 in winter and spring (Fig-
ures 5.2e f). Similar to H2ES-I, dust emission in the Bodélé Depression remain
comparably large between September and May with maximum emissions of sea-
sonally 400 600 gm 2. The West African dust maximum in winter and spring is
more pronounced in T-H2ES-O with seasonally 60 80gm 2 over large areas in
Mali, Mauritania and Algeria. Similar dust emissions are calculated for the north-
ern fringes of the continent in winter that increases in some areas to seasonally
100 200 gm 2. Maximum emissions between June and November are mostly
smaller with 20 80gm 2 (Figures 5.2g h).
Compared to T-EI-O (Figures 5.2i l), the dust emission in T-H2ES-O are sub-
stantially larger throughout the year. The larger dust emission is most apparent in
winter and spring over large areas of West Africa (Figures 5.2i j). Here T-H2ES-O
has widespread emission of seasonally 200 gm 2 which is ten times larger than
values in T-EI-O. Emissions in T-H2ES-O remain larger in summer and autumn
with typically 60 100gm 2 per season compared to mostly 10 40gm 2 in T-EI-
O (compare Figures 5.2g h against 5.2k l). T-ME-O is shown for providing an
uncertainty estimate for the baseline dust emission. T-EI-O and T-ME-O show the
same spatial patterns for each of the seasons, although the latter has smaller peak
emission in springtime North Africa and summertime West Africa (more details in
Chapter 3). These differences are, however, small compared to the differences
found between T-EI-O and T-H2ES-O. Also the general level of the dust emission
amounts in T-H2ES-O is closer to H2ES-I than to T-EI-O. This result indicates that
the wind speeds used in the same dust emission model have a larger impact on the
calculated dust emission amount than differences between dust emission parame-
terisations. Possible differences of meteorological processes for dust emission in
T-H2ES-O and T-EI-O are investigated in the following.
5.3.2 Diurnal cycle of dust emission and 10m-wind speeds
The diurnal cycle of dust emission and 10m-wind speed provides first indications
for the meteorological processes driving dust emission. Heinold et al. (2013) show
that the downward mixing of momentum from NLLJs dominates the dust emission
during the mid-morning while haboobs are the prevailing mechanism in the late af-
ternoon and evening based on a 40-day convection permitting simulation for sum-
mertime West Africa. Nighttime emissions in these calculations are a mixture of
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Figure 5.2: Dust emission climatology. Seasonal mean dust emission for (from left to
right) December February, March May, June August and September November based
on (first row, H2ES-I) the online dust emission scheme from HadGEM2-ES, (second
row, T-H2ES-O) offline dust emission model driven by three-hourly 10m-wind speed from
HadGEM2-ES, (third row, T-EI-O) offline dust emission model driven by three-hourly 10m-
wind speed from ERA-Interim forecasts and (forth row, T-ME-O) offline dust emission model
driven by hourly 10m-wind speed from MERRA re-analysis for 1980 2009. Please note
the non-linear scale for dust emission (shaded). Contours show the terrain height in steps
of 200m.
5.3 Evaluation of HadGEM2-ES 145
2
4
6
8
10
12
14
16
18
00 03 06 09 12 15 18 21
2
4
6
8
10
12
D
u
s
t
e
m
is
s
io
n
[g
m
−
2
]
1
0
m
−
w
in
d
s
p
e
e
d
[m
s
−
1
]
2
4
6
8
10
12
14
16
18
00 03 06 09 12 15 18 21
2
4
6
8
10
12
D
u
s
t
e
m
is
s
io
n
[g
m
−
2
]
1
0
m
−
w
in
d
s
p
e
e
d
[m
s
−
1
]
2
4
6
8
10
12
14
16
18
00 03 06 09 12 15 18 21
2
4
6
8
10
12
D
u
s
t
e
m
is
s
io
n
[g
m
−
2
]
1
0
m
−
w
in
d
s
p
e
e
d
[m
s
−
1
]
Time of day [UTC]
    H2ES-I
T-H2ES-O
T-EI-O
2
4
6
8
10
12
14
16
18
00 03 06 09 12 15 18 21
2
4
6
8
10
12
D
u
s
t
e
m
is
s
io
n
[g
m
−
2
]
1
0
m
−
w
in
d
s
p
e
e
d
[m
s
−
1
]
Time of day [UTC]
a) DJF b) MAM
c) JJA d) SON
Figure 5.3: Diurnal cycle of dust emission and 10m-wind speed per season in S1. Dust
emission from HadGEM2-ES online (H2ES-I, dashed), HadGEM2-ES offline (T-H2ES-O,
blue) and ERA-Interim forecasts offline (T-EI-O, black) at top. Box-and-whisker plots of the
10m-wind speed from HadGEM2-ES (dashed) and ERA-Interim (solid) at bottom. Figure
shows three hourly values spatially averaged for sub-domain S1 as seasonal means for (a)
December February, (b) March May, (c) June August and (d) September November for
1980 2009.
both processes. The occurrence of haboobs is not expected in HadGEM2-ES be-
cause of the missing parameterisation of the momentum transport in convective
downdrafts and underrepresentation of convective organization (Marsham et al.,
2013a). In HadGEM2-ES, dominating emission during mid-day and in the after-
noon may rather be linked to the downward mixing of momentum from a layer of
large wind speed in the free troposphere when the daytime boundary layer is suf-
ficiently deep. Nighttime and morning emission are expected to be linked to the
vertical mixing of momentum from NLLJs (Chapter 2, Fiedler et al., 2013a). The
diurnal cycle is used as an indication whether these mechanisms are responsible
for larger dust emission in T-H2ES-O compared to T-EI-O.
Figure 5.3 shows the diurnal cycle of dust emission from H2ES-I, T-H2ES-O
and T-EI-O as well as box-and-whisker plots of the near-surface wind speed from
HadGEM2-ES and ERA-Interim forecasts seasonally averaged for 1980 2009 in
the sub-domain S1 over West Africa. The geographical location of S1 is defined as
in Chapter 2 and shown in Figure 2.5a. In this region, the differences in the dust
emission between T-H2ES-O and T-EI-O are again larger than the differences be-
tween T-H2ES-O and H2ES-I. The largest differences of the dust emission between
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Figure 5.4: As Figure 5.3 but for S3.
T-H2ES-O and T-EI-O occur between December and May (Figure 5.3a b). While
T-H2ES-O has peak emissions of 8 gm 2 in spring and 12gm 2 in winter, emission
in T-EI-O do not have values larger than 2 gm 2 in both seasons. H2ES-I has dust
emission closer to T-H2ES-O with lower values by up to 2 gm 2. These peak dust
emissions occur at 09 UTC in winter and 12 UTC in spring with prior increasing
emissions beginning at 06 and 09 UTC, respectively. The diurnal variations in sum-
mer and autumn are similar with peaks in the morning, although the magnitude is
generally below 4gm 2 (5.3c d). These mid-morning emissions point to NLLJs as
driving mechanisms for dust emission.
Also the diurnal variations of the near-surface wind speed have a clear maxi-
mum during the morning and at mid-day, the former of which supports the hypoth-
esis of NLLJs as driving mechanism for dust emission. The largest wind speeds,
here shown by the 99%-percentile of the 10m-wind speed, are 11ms 1 at 09 UTC
and 12ms 1 at 12 UTC in HadGEM2-ES, compared to 8ms 1 at 12 UTC in ERA-
Interim. These wind speeds are well above typical threshold velocities for dust
emission. A perfect correlation between the wind speed and dust emission max-
ima, however, is not seen. For instance the largest wind speeds in HadGEM2-ES
occur at 12 UTC, but the peak emission is earlier at 09 UTC. This can be due
to surface properties that suppress dust emission in parts of the sub-domain, i.e.
the high wind speeds at 12 UTC occur away from dust sources. As a result dust
emission may not occur even if a sufficient wind speed is given in the grid box.
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A similar diurnal cycle is found in the sub-domain S3 that encloses the Bodélé
Depression shown in Figure 5.4 (compare Figure 2.5a for geographical location).
Dust emissions are largest at 09 UTC in winter and spring with 12 gm 2 in T-H2ES-
O, 8 gm 2 in H2ES-I and 3 gm 2 in T-EI-O (Figures 5.4a b). The 99%-percentile of
the wind speed in HadGEM2-ES at that time is 11ms 1 spatially averaged. Maxima
from HadGEM2-ES are also found at 09 and 12 UTC in summer and autumn, but
the dust emission amount from T-H2ES-O does not exceed 2gm 2 and 4 gm 2,
respectively. ERA-Interim has less events at the upper end of the 10m-wind speed
distribution and also T-EI-O has much smaller dust emission amounts than T-H2ES-
O.
In summary, the mid-morning maxima of both the 10m-wind speeds and the
dust emission from T-H2ES-O and H2ES-I in West Africa for December February
and the Bodélé Depression for December August suggest that the NLLJ is a key
driver for emission. Both regions have been identified for frequent NLLJ occurrence
based on ERA-Interim (Fiedler et al., 2013a). The NLLJ is further analyzed in the
following Section 5.3.3. The mid-day maximum of dust emission and peak winds
in springtime West Africa points to strong synoptic-scale pressure gradients in the
lower troposphere which will be addressed in Section 5.3.4.
5.3.3 Representation of NLLJs
Occurrence frequency and associated dust emission
The diurnal cycle of dust emission and near-surface wind speed indicates that
NLLJs play a role for dust emission. Using the automated NLLJ detection algo-
rithm (Chapter 2) enables a more detailed analysis. The NLLJ occurrence fre-
quency is defined as the percentage of nights showing a NLLJ. In the annual and
spatial mean, the NLLJ occurrence frequency from HadGEM2-ES is 27% that is re-
markably close to 29% found in ERA-Interim for 1980 2009. Figure 5.5 shows the
spatial distribution for the occurrence frequency of NLLJs in HadGEM2-ES, in ERA-
Interim and the difference between both climatologies. While both models show
NLLJ occurrence hot spots with frequencies exceeding 30% along a distinct band
over the southern parts of the Sahara, NLLJ occurrence hot spots in HadGEM2-ES
are shifted southwards and appear in a band that is narrower over West Africa than
the one in ERA-Interim. Computing the difference between both models shows that
NLLJs occur up to 12% more frequently in southern West Africa in HadGEM2-ES.
In contrast to the larger numbers of NLLJ events in the south, nights with NLLJs in
the centre, north and west of North Africa are up to 20% less frequent. Up to 20%
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Figure 5.5: Annual mean climatology of nocturnal low-level jets. Annual mean NLLJ oc-
currence frequency for (a) HadGEM2-ES, (b) ERA-Interim forecasts and (c) absolute differ-
ence of NLLJ frequency from HadGEM2-ES relative to ERA-Interim for 1980 2009.
more NLLJ nights are found in central Africa. These differences, however, have no
implication for dust emission because of the lack of dust sources near the equator.
The seasonal distributions are investigated to identify the time of largest differ-
ences. Figure 5.6 shows the seasonal distribution of NLLJ occurrence frequencies
in HadGEM2-ES and the differences between HadGEM2-ES compared to ERA-
Interim. During winter NLLJs occur more frequently over West Africa in HadGEM2-
ES with typical differences of 4 20% (Figure 5.6a). At the same time, areas in
the central Sahara are characterised by less events. In spring, an underestimation
compared to ERA-Interim is more widespread, when the west coast and north-
ern parts of Africa have fewer events by -8% to -20%, but the Bodélé Depression
shows more NLLJs by up to 10% (Figure 5.6b).
Summertime West Africa shows fewer NLLJs in HadGEM2-ES, while areas fur-
ther south have larger numbers of NLLJ nights (Figure 5.6c). More NLLJs are also
detected over southern areas of Algeria and Libya in summer. At the same time
fewer events are detected along the northern coast of Libya. This pattern strongly
suggests a southward displacement of NLLJ hot spots along the margins of the
Saharan heat low. The shift of the heat low and, therefore, the NLLJ hot spots, may
be connected to the southward displaced monsoon in HadGEM2-ES (pers. comm.
G. Martin, UK Met Office, 2013). The pattern of more NLLJ in the south and less
in the north of West Africa is also found in autumn, but now accompanied by more
NLLJ nights in the Bodélé Depression (Figure 5.6d).
The importance of NLLJs for dust emission in T-H2ES-O is measured by quan-
tifying the dust emission amount associated with NLLJs. Figure 5.7 shows the
fraction of dust emission in T-H2ES-O that coincides with NLLJs in HadGEM2-ES
and the difference to T-EI-O. Particularly winter shows that 25 50% of the dust
emission is associated with NLLJs south of 25N in T-H2ES-O (Figure 5.7a). Here,
T-H2ES-O has larger fractions in western areas compared to T-EI-O by partly more
than 30% (Figure 5.7a). In the Bodélé Depression around 50% of the emission
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Figure 5.6: Seasonal mean climatology of nocturnal low-level jets. Seasonal mean NLLJ
occurrence frequency for (left, a d) HadGEM2-ES and (right, e h) absolute difference of
NLLJ frequency from HadGEM2-ES relative to ERA-Interim for 1980 2009.
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Figure 5.7: Fraction of dust emission associated with NLLJs. Seasonal mean fraction
of dust emission from T-H2ES-O associated with NLLJs for (a) December February, (b)
March May, (c) June August and (d) September November 1980 2009.
is associated with NLLJ in T-H2ES-O, which is of the same order of magnitude as
in T-EI-O. The spatial distribution in spring is similar, but shows NLLJ contributions
exceeding 50% over larger areas in the south than in winter (Figure 5.7b). West
Africa south of 20N has again larger fractions by more than 30% in T-H2ES-O
than with T-EI-O. Dust emission associated with NLLJs increases to values larger
than 25% over most of the north in spring which is at least 10% larger than in T-EI-
O (Chapter 2). The spatial distribution in summer and autumn is similar to spring
(Figure 5.7c d). In Libya, 40% of the dust emission is associated with NLLJs dur-
ing summer which is typically by 20% larger than in T-EI-O. Characteristic amounts
of dust emission coinciding with NLLJs over West Africa in summer and autumn
are 30%, which is regionally larger by 10 20% compared to T-EI-O.
In summary, NLLJs occur more frequently in HadGEM2-ES than in ERA-Interim
in southern parts of West Africa throughout the year and in the Bodélé Depression
in spring and autumn. Over West Africa, particularly south of 20N, the fraction
of dust emission associated with NLLJs is also larger in HadGEM2-ES. The more
frequent number of NLLJs in HadGEM2-ES and the large contributions of NLLJs to
dust emission in distinct regions of North Africa support the hypothesis that a dif-
ferent representation of NLLJs in HadGEM2-ES is a cause for larger dust emission
during the mid-morning. It is herein interesting to understand whether this is an
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effect of more frequent NLLJ formation only or whether the wind speed and height
of the NLLJ plays a role. The NLLJ characteristics are therefore analysed next.
NLLJ characteristics
The speed and height of NLLJs are important for the downward mixing of momen-
tum to the surface. These variables are investigated for a thorough evaluation of
the NLLJ in HadGEM2-ES for the two key regions S1 and S3 covering West Africa
and the Bodélé Depression, respectively (compare Figure 2.5a for geographical lo-
cation of sub-domains). Figure 5.8 shows the NLLJ core wind speed and height in
HadGEM2-ES for these sub-domains. In S1, the median wind speed in the NLLJ
core is around 11ms 1 at the beginning of the night (Figure 5.8a). Between 21 UTC
and 03 UTC their median core wind speed increases to 13ms 1 and persists at this
value until 06 UTC. Like in ERA-Interim, a nocturnal or near-morning wind speed
maximum in the NLLJ core does not exist, which is consistent with artificially in-
creased vertical mixing in both models (Chapter 1, Brown et al., 2008, 2006; Sandu
et al., 2013). The median core wind speed in HadGEM2-ES, however, is larger by
2ms 1 compared to ERA-Interim (compare Figure 2.5 in Chapter 2), probably at
least partly related to a weaker enhancement of vertical mixing in HadGEM2-ES
(Chapter 1, Brown et al., 2008). The upper end of the wind speed distribution in
the core of NLLJs has values of up to 23ms 1, which is higher than in ERA-Interim
with 17ms 1. This upper end of the distribution is particularly important for dust
emission due to the non-linear dependency on the wind speed. The distribution of
core wind speeds in S3 shows an earlier increase of the median wind speed from
11ms 1 at 18 UTC to 12.5ms 1 at 22 UTC (Figure 5.8b). The highest value of the
99%-percentile in the early morning is, here, 22ms 1, therefore slightly lower than
in West Africa, but substantially larger than in ERA-Interim with 18ms 1 (Chapter
2).
While the NLLJ wind speed is shifted to higher values in HadGEM2-ES, the
NLLJ core height is comparable between both models in S1 (Figure 5.8c). After a
sharp decrease of NLLJ core heights in the first evening hours, HadGEM2-ES has
median NLLJ heights around 250m increasing to 350m for 03 06 UTC. The height
during the morning is of the same order of magnitude as the ERA-Interim long-
term median for this region. The median NLLJ height in S3 with typically 450m in
HadGEM2-ES differs from ERA-Interim with 380m (Figure 5.8d), but this difference
is too small for being resolved by HadGEM2-ES with levels at 250m, 410m and
610m a.g.l. It is interesting that the NLLJ height is not as sharply decreasing in the
early evening in S3 as in S1. This difference is likely caused by a more advanced
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Figure 5.8: Temporal development of NLLJ characteristics. Hourly box-and-whisker plots
showing (from top to bottom) the 99%-, 75%-, 50%-, 25%- and 1%-percentiles of the LLJ
core wind speed spatially averaged (a) for sub-domain S1 and (b) S3 and the NLLJ core
height spatially averaged (c) for S1 and (d) S3 based on HadGEM2-ES 1989 2009.
nocturnal development at 18 UTC in S3 located in the east of the continent. Here
18 UTC is about 19 local time (LT). In contrast, 18 UTC in the west is 17 LT which
is too early for NLLJ formation over wide areas.
The nocturnal development suggests substantial differences of the NLLJ wind
speed between ERA-Interim and HadGEM2-ES. Figure 5.9 shows the comparison
of the NLLJ wind speed and height seasonally averaged for S1 and S3. In S1, the
NLLJ wind speed is clearly larger in HadGEM2-ES (Figure 5.9a) while the height of
the NLLJs is similar (Figure 5.9c). The largest median values of NLLJs in S1 occur
in winter with 13ms 1 at 320m and gradually decrease in the following seasons
to 11ms 1 at 270m in autumn. Compared to ERA-Interim, these median wind
speeds are larger by 2 3ms 1 while the 99%-percentiles of the NLLJ wind speed
are even larger by up to 5ms 1. NLLJs in HadGEM2-ES occur at slightly higher
altitudes by 50m in spring and summer, but the coarse vertical resolution does
not allow to distinguish between both models. S3 shows similarly large NLLJ wind
speeds (Figure 5.9b) at similar altitudes of the NLLJ core (Figure 5.9d). Reasons for
larger NLLJ wind speeds at similar altitudes in HadGEM2-ES may be due to model
differences in the representation of synoptic-scale conditions and the stability in the
nocturnal boundary layer which are investigated in the next two sections.
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Figure 5.9: Seasonal climatology of NLLJ characteristics. Box-and-whisker plots of the
NLLJ core wind speed spatially averaged (a) for sub-domain S1 and (b) S3 and the NLLJ
core height spatially averaged (c) for S1 and (d) S3 at 00 UTC based on HadGEM2-ES and
ERA-Interim.
5.3.4 Synoptic-scale conditions
The synoptic-scale conditions are compared by analysing the monthly mean geopo-
tential height. The 925hPa level is chosen as a representative height for the core of
NLLJs in HadGEM2-ES. Figure 5.10 shows the monthly climatology of the geopo-
tential height at this level at 00 UTC, the time of day when the re-analysis spread
is smallest (Chapter 3) and when NLLJs occur. January to April is characterised
by a ridge extending from the Azores towards northern Africa and the heat trough
in the south. The horizontal pressure gradient across the continent is larger in
HadGEM2-ES during these months and particularly strong in January and Febru-
ary (Figure 5.10a b). As a result, the horizontal gradient of the geopotential height
at 925 hPa is larger in HadGEM2-ES which has implications for the geostrophic
wind as a first-order driver of the actual wind speed.
In order to quantify the contribution from differences in the synoptic-scale con-
ditions between both models, the geostrophic wind at 925 hPa j~vgj =
q
u2g + v
2
g is
calculated from the geopotential height  and the latitude-dependent Coriolis pa-
rameter f following (e.g. Stull, 1988):
ug =
1
f
 
y
(5.7)
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Figure 5.10: Climatology of geopotential height at 925 hPa at 00 UTC. Monthly mean
geopotential height at 925 hPa from HadGEM2-ES (shaded) and difference of HadGEM2-
ES minus ERA-Interim re-analysis (contours) for 1989 2009. Note that 925 hPa lies below
the surface in mountainous terrain causing differences between the model there.
vg =   1
f
 
x
: (5.8)
Figure 5.11 shows the seasonal mean geostrophic wind at 925 hPa. At that level
j~vgj is larger in HadGEM2-ES by up to 4ms 1 over all southern sub-domains during
winter (Figure 5.11a). Similarly, larger geostrophic winds are found during spring,
but the spatial extent of areas with larger j~vgj in HadGEM2-ES is smaller. Since j~vgj
is a strong control of the NLLJ wind speed, their larger values in HadGEM2-ES in
S1 and S3 during winter and spring are likely causally related.
The conditions at 12 UTC shows similar results for these months. Differences in
the geopotential height between HadGEM2-ES and ERA-Interim are larger than the
spread in the re-analysed mean sea level pressure, although the spread amongst
different re-analysis products is largest at mid-day (Chapter 3). The stronger geo-
strophic Harmattan winds at that time, consistent with a larger gradient in the
geopotential height, likely cause the larger 10m-wind speeds and dust emission
during mid-day in S1 and S3 during winter and spring in HadGEM2-ES.
May to September is dominated by the establishment of the heat low over West
Africa (Figure 5.10e i). The heat low is shifted southwards in HadGEM2-ES which
is connected to a southward displaced West African monsoon system (pers. comm.
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Figure 5.11: Climatology of geostrophic wind at 925 hPa at 00 UTC. Seasonal mean geo-
strophic wind at 925 hPa from HadGEM2-ES (shaded) and difference of HadGEM2-ES
minus ERA-Interim re-analysis (contours) for 1989 2009. Note that 925 hPa lies below the
surface in mountainous terrain causing differences between the model there.
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G. Martin and C. Birch, UK Met Office, 2013). Along with the shift of the heat low the
position of NLLJ occurrence hot spots along the margins change (compare Figure
5.6g). At the same time smaller geostrophic winds are found for HadGEM2-ES
over most areas in the north and in the central Sahara, contrary to areas along
the southern margins of the heat low with geostrophic wind speeds partly larger by
4ms 1 (Figure 5.11c). Smaller values of j~vgj over most of S1 are not consistent with
the larger NLLJ wind speeds in summer, so it is likely that mechanisms other than
the synoptic-scale conditions dominate here. Similarly, S3 has not as large a model
difference in j~vgj during summer as earlier in the year, so again other mechanisms
are likely to contribute more to strong NLLJs.
From October onwards, the heat low retreats to the southeast while the ridge
over the north strengthens again (Figure 5.10j l). These conditions are similarly
simulated by HadGEM2-ES and ERA-Interim forecasts. Since the mean pressure
gradient over West Africa is not affected as much as at the beginning of the year, the
geostrophic wind speed differences are smaller (Figures 5.11d). Only areas close
to the wintertime heat low in the east and in the Bodélé Depression show larger
geostrophic winds in HadGEM2-ES. Over West Africa, weaker boundary layer mix-
ing under stable stratification in HadGEM2-ES (Brown et al., 2008) may contribute
more to the larger NLLJ wind speeds during summer and autumn which is analysed
next.
5.3.5 Stability associated with NLLJs
In addition to the geostrophic wind, the strength of NLLJs is determined by the low-
level stability and the potential momentum loss at the NLLJ level due to vertical mix-
ing (Chapter 1 and 2). Figures 5.12 and 5.13 show the seasonally averaged diurnal
cycle of stability characteristics associated with NLLJs for the sub-domains S1 and
S3, respectively. The 1%-percentile of the vertical gradient of the virtual-potential
temperature as a measure of the minimum stability below the NLLJ core is similar
in both models due to the applied threshold for NLLJ detection. However, also the
median is often similar in both models, particularly in S1 during spring from 21 to
06 UTC (Figure 5.12b). A small tendency towards larger nocturnal stability below
the NLLJ core in HadGEM2-ES is found for S1 during summer and autumn (Figure
5.12c d) and towards less stable conditions for S3 during winter and spring (Fig-
ure reffig:ri-stab-seas-MEa b). The larger stability suggests a stronger frictional
decoupling and therefore the possibility of developing larger NLLJ wind speeds de-
spite the smaller geostrophic winds in this region and season. Weaker stability,
however, could imply weaker winds in the NLLJ if all other conditions are similar,
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Figure 5.12: Seasonal mean diurnal cycle of stability characteristics associated with
NLLJs. Shown are the mean diurnal cycles for (a) December February, (b) March May,
(c) June August and (d) September November for 1980 2009 of the 1% (orange) and
50% (red) percentiles for (top) the vertical gradient of the virtual potential temperature
v/z and (bottom) the gradient Richardson number Ri spatially averaged for NLLJ events
in sub-domain S1 for HadGEM2-ES (empty circles) and ERA-Interim (filled circles). Values
are calculated between the NLLJ core and the lowest model level. Sample sizes at 12 and
15 UTC are too small for a robust statistical analysis and therefore not shown.
which contradicts the larger NLLJ wind speeds found for HadGEM2-ES in S3 at the
beginning of the year. In this case the synoptic-scale conditions cause larger geo-
strophic winds that are particularly favourable for stronger NLLJs. It is interesting
that both regions show larger stability in HadGEM2-ES during winter in the early
morning. This implies that NLLJ may survive for a longer time in HadGEM2-ES
before being weakened by turbulent mixing.
Vertical wind shear below the NLLJ level is taken into account by analysing the
gradient Richardson number Ri, which describes the onset of turbulence and is
defined in Section 1.3.5. Both sub-domains show substantially larger values of the
median of Ri in ERA-Interim throughout the year (Figures 5.12 and 5.13). Since the
differences in the stability below NLLJs are relatively small, the smaller Ri numbers
in HadGEM2-ES give a strong indication that the vertical wind shear below NLLJs
is much larger in HadGEM2-ES which is consistent with larger NLLJ wind speeds in
HadGEM2-ES at similar heights. Based on S1 in spring, when the stability in both
models agree particularly well, the vertical wind shear between the median NLLJ
height and the ground is larger by 30% in HadGEM2-ES (0.045 s 1) compared to
ERA-Interim (0.031 s 1).
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Figure 5.13: As Figure 5.12 but for sub-domain S3.
The 1%-percentile of Ri in HadGEM2-ES is mostly lower than in ERA-Interim
suggesting that HadGEM2-ES is even more prone to nocturnal mixing during NLLJ
events. Like in ERA-Interim, the vertical exchange coefficient for momentum in
HadGEM2-ES is also artificially increased (Chapter 1, Brown et al., 2008, 2006;
Sandu et al., 2013). This leads to an overestimation of vertical momentum mixing,
weakening the NLLJ and increasing the near surface winds at night (Fiedler et al.,
2013a; Sandu et al., 2013). These winds can also be large enough for nocturnal
dust emission in T-H2ES-O (compare Figures 5.3 and 5.4). As a result the NLLJ
accelerates to a certain speed and remains at that wind speed level during the
night similar to ERA-Interim. The NLLJ core wind speed, however, is larger in
HadGEM2-ES likely due to the smaller enhancement of the vertical mixing than in
ERA-Interim (Brown et al., 2008; Sandu et al., 2013). This contributes to stronger
NLLJs in HadGEM2-ES independent of the geostrophic wind speed, but the effect
is expected to be larger where the geostrophic wind is also stronger.
5.3.6 Discussion
The Earth system model HadGEM2-ES is analysed regarding the simulation of dust
emissions and NLLJs as driving mechanism. Dust emissions are calculated offline
with the model by Tegen et al. (2002) which is driven with 10m-wind speeds from
HadGEM2-ES (T-H2ES-O) and ERA-Interim forecasts (T-EI-O) for investigating the
effect of wind speed on dust emission. The level of the dust emission amount
from the interactive emission scheme in HadGEM2-ES (H2ES-I) is closer to the
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offline version T-H2ES-O than T-H2ES-O to T-EI-O, suggesting that the impact of
the wind speed is larger than the choice of the dust emission parameterisation
scheme. T-H2ES-O has substantially larger dust emission over North Africa com-
pared to T-EI-O particularly in winter and spring. These differences of the emitted
dust amount are particularly pronounced in West Africa and the Bodélé Depression
where stronger winds are simulated compared to ERA-Interim. The origin of these
larger wind speeds and dust emissions are addressed by evaluating the NLLJ fre-
quency, their characteristics and the synoptic-scale conditions. The key findings of
the evaluation from the two key regions, captured by the sub-domains S1 and S3,
are summarized in Tables 5.3 and 5.4.
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S1 over West Africa
Sub-domain S1, situated over West Africa, shows clear evidence for larger dust
emission in T-H2ES-O in winter due to a more frequent formation of NLLJs accom-
panied by stronger wind speeds in their core (Table 5.3). The results highlight that
the horizontal gradient of the geopotential height at 925 hPa, a typical height for
NLLJs, is substantially larger in HadGEM2-ES due to a stronger ridge stretching
from the Azores High to northern Africa. The geostrophic wind is, therefore, larger
in winter aiding the formation of stronger NLLJs and also stronger Harmattan winds
during the day. The stronger geostrophic wind is likely the most important reason for
larger NLLJ wind speeds in this region and season. In addition to the geostrophic
winds, low-level static stability and the vertical wind shear are contributing factors to
the NLLJ strength. The nocturnal vertical gradient of the virtual-potential tempera-
ture between the NLLJ core and the lowest level, as indicator for the static stability,
agree well in both models. At the same time the vertical wind shear is larger in
HadGEM2-ES due to the larger wind speeds in the NLLJ core. In results the gra-
dient Richardson numbers are smaller and more often below the critical value for
vertical mixing. These mixing events of NLLJ momentum likely contribute to higher
nocturnal 10m-wind speeds and dust emission in HadGEM2-ES. The stronger geo-
strophic wind likely aids the wind speed in the NLLJ core to recover from the noc-
turnal momentum loss so that the NLLJ core wind speeds remain large during the
entire night leading to substantial dust emission at the following morning (Table
5.3).
Conditions in spring over West Africa (Table 5.3) are similar regarding the dust
emission associated with NLLJs, the NLLJ speed, the geopotential height and the
geostrophic wind. Regions with larger NLLJ frequencies in HadGEM2-ES, however,
are limited to southern West Africa while the centre shows little differences in NLLJ
occurrence and areas along the coast show a reduction compared to ERA-Interim.
The time of maximum emission and wind speed is also later at 12 UTC, suggesting
that the downward mixing of momentum in the daytime boundary layer in spring
is more important for producing the majority of dust emission than the stronger
NLLJs. The Harmattan winds are also driven by the larger horizontal gradient in
the geopotential height that is present throughout the day.
Summer is characterized by a shift of NLLJ occurrence hot spots due to the
more southern position of the Saharan heat low in HadGEM2-ES. As a result large
dust emission occurs over southern West Africa and a substantial fraction of this
is associated with NLLJs in T-H2ES-O. NLLJs are stronger here like earlier in the
year. Differences in the horizontal gradient of the geopotential height, however, are
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smaller in HadGEM2-ES than in ERA-Interim. The weaker artificial enhancement
of the vertical mixing in the stable boundary layer in HadGEM2-ES compared to
ERA-Interim (Brown et al., 2008; Sandu et al., 2013) may therefore have a larger
net impact on the strength of NLLJs in summer. The spatial shift of NLLJs persists
until September and vanishes with the retreat of the heat low from West Africa
thereafter.
S3 enclosing the Bodélé Depression
The Bodélé Depression is one of the most active places for dust emission and
is located in sub-domain S3. Here, T-H2ES-O shows larger dust emission com-
pared to T-EI-O throughout the year, particularly in winter and spring when peak
emissions at 9 UTC point to the importance of NLLJs (Table 5.4). NLLJ core wind
speeds are particularly large in both seasons linked to stronger geostrophic winds
which are due to a larger horizontal gradient in the geopotential height at 925 hPa
in HadGEM2-ES. Interaction of the atmospheric flow with the Tibesti and Ennedi
Mountains likely contributes to these larger geostrophic winds over the Bodélé
Depression. NLLJs, however, occur less frequently in winter compared to ERA-
Interim. This result is surprising as winter is the time of year when the channeling
of the prevailing north-easterly Harmattan winds cause favourable conditions for
NLLJ formation (Chapter 2, e.g. Fiedler et al., 2013a; Todd et al., 2008; Washing-
ton & Todd, 2005). It is plausible that the vertical shear below the larger geostrophic
winds in winter leads to so much vertical mixing that the formation of NLLJs is pre-
vented in some nights as discussed in Chapter 2.
From spring onwards, the NLLJ wind speed as well as the 9 UTC maximum in
both dust emission and 10m-wind speed suggest that the NLLJ is important for dust
emission (Table 5.4). The geostrophic winds in HadGEM2-ES are larger during
spring and autumn, pointing to a substantial contribution from the synoptic-scale
conditions. While the stability below the NLLJ core is remarkably similar in both
models for those season, the gradient Richardson number is smaller in HadGEM2-
ES and points to more nocturnal mixing events. Here, the larger geostrophic winds
may again aid NLLJs to recover from the weakening effect of vertical momentum
mixing during the night. The stronger geostrophic winds are likely the first-order
driver of stronger NLLJs and associated dust emission. A contributing factor to
stronger NLLJs is the weaker enhancement of mixing during stable stratification in
HadGEM2-ES (e.g. Brown et al., 2008).
In conclusion, the NLLJ is found to be a key driver for dust emission in T-H2ES-
O. The stronger ridge over northern Africa in winter and the southward displaced
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heat low in summer result in other locations and strengths of NLLJs than in ERA-
Interim. Particularly the larger geostrophic winds associated with the stronger ridge
have a strengthening effect on NLLJs over West Africa in winter. Stronger NLLJs in
summertime West Africa may rather result from an artificially increased mixing co-
efficient under stable stratification that is weaker compared to ERA-Interim (Brown
et al., 2008; Sandu et al., 2013). Also NLLJs in the Bodélé Depression are af-
fected by stronger synoptic-scale pressure gradients in HadGEM2-ES. Wintertime
geostrophic winds might even be so strong that the associated vertical wind shear
prevents the formation of NLLJs in some night.
5.4 Effect of nudging in HadGEM3-A
5.4.1 Dust emission amount
The results from the evaluation of dust emission in HadGEM2-ES motivate an
analysis of the newer model version HadGEM3-A. A free-running experiment of
HadGEM3-A (H3ES-I) is compared against a nudged model simulation (H3ES-I-
N) for 2003 2007 with focus on the dust emission and synoptic-scale conditions
which show the largest differences between HadGEM2-ES and ERA-Interim (Sec-
tion 5.3). Figure 5.14 shows the seasonally and annually integrated dust emis-
sion mass from H2ES-I, H3ES-I and H3ES-I-N. Compared to an annual mean of
4164Tg per year integrated over North Africa from H2ES-I for 2003 2007, H3ES-I
shows substantially less emission with 2264Tg per year. Using nudging in order to
force the model to be closer to ERA-Interim re-analysis (H3ES-I-N) results in even
smaller North African dust emission of 1853Tg per year. These results imply that
the total dust emission amount in the newer model version H3ES-I is substantially
closer to H3ES-I-N representing atmospheric conditions close to ERA-Interim re-
analysis. The same hierarchy of largest dust emission in H2ES-I and the smallest
emission amount in H3ES-I-N is found for the seasonal totals of winter and sum-
mer, but surprisingly not during spring and autumn. In spring, the dust emission in
H3ES-I-N is slightly larger than in H3ES-I. The opposite is true for autumn, but this
season is the least active in terms of total emission. In the following section the
wind speed is analysed as driver of dust emission in H3ES-I and H3ES-I-N.
5.4.2 Diurnal cycle of 10m-wind speed
The mean diurnal cycle of the 10m-wind speed for different seasons and the prob-
ability distribution of the 10m-wind speed at 09 UTC from both HadGEM3-A are
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Figure 5.14: Seasonal and annual total dust emission. Total dust emission amount for
2003 2007 from H2ES-I, H3ES-I and H3ES-I-N integrated over North Africa.
shown in Figures 5.15 and 5.16 for the northern and southern sub-domains (as de-
fined in Figure 2.5a), respectively. Mid-morning is the time of day when the effect of
NLLJs on the near-surface wind speed and dust emission is expected to be largest
(Section 2). Both model simulations show an increase in the mean 10m-wind speed
in all seasons at the morning in all northern sub-domains (Figure 5.15a c). In N1,
the mean 10m-wind speed during spring is larger in H3ES-I-N while the opposite is
the case in autumn (Figure 5.15a). Summer and winter in N1 show similar diurnal
cycles so that the net effect on the annual mean diurnal cycle is small. The probabil-
ity distribution at 9 UTC in N1 (Figure 5.15d) underlines, however, that dust-emitting
wind speeds of 6 9ms 1 occur more frequently in H3ES-I-N, but the highest winds
of 10ms 1 and above are less frequent. The mean diurnal cycle of wind speed in
N2 (Figure 5.15b) shows similar results for spring and autumn, while the summer-
time wind speeds at night are comparable to the daytime values. Looking at the
probability distribution highlights that H3ES-I-N produces generally more events
with wind speeds above 3ms 1 compared to H3ES-I (Figure 5.15e). In N3, mean
mid-morning wind speeds are again large in spring but dust-emitting winds are sim-
ulated more often in H3ES-I-N above 9ms 1 only (Figure 5.15f). The time of day
points to differences of the NLLJ between both simulations.
The wind conditions for the southern sub-domains are shown in Figure 5.16. All
southern sub-domains have the large daytime mean wind speeds in H3ES-I during
winter, particularly in S1 and S2. As a result also the annual mean of the diurnal
cycle is larger (Figure 5.16a d). In all southern sub-domains, wind speed events
above 6ms 1 at 9 UTC occur more frequently in H3ES-I (Figure 5.16e h), thus just
opposite to the model comparison for the northern sub-domains. The larger wind
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Figure 5.15: Diurnal cycle of 10m-wind speed from HadGEM3-A. Hourly mean 10m-wind
speed for different seasons and in the annual mean (a c, left) as well as the probability
density function of the 10m-wind speed at 09 UTC in the annual mean (d f, right) from
H3ES-I and H3ES-I-N for 2003 2007 spatially averaged for the northern sub-domains.
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speeds at 9 UTC in the south particularly over West Africa in winter and spring
suggests similar synoptic-scale conditions in HadGEM3-A like in HadGEM2-ES.
Whether a stronger ridge is still simulated in HadGEM3-A is investigated in the next
section.
5.4.3 Mean sea-level pressure differences
The wind speed distributions suggest that differences in dust-emitting wind speeds
occur between H3ES-I and H3ES-I-N. As differences in the geostrophic winds be-
tween HadGEM2-ES and ERA-Interim are identified as a main cause, the aim here
is to reveal whether synoptic-scale conditions still differ in the newer model version
HadGEM3-A. Figure 5.17 shows the seasonal MSLP in H3ES-I and the differences
to H3ES-I-N. During winter the ridge stretching from the Azores High into northern
Africa is stronger in H3ES-I (Figure 5.17a) similar to H2ES-I. The associated larger
horizontal pressure gradient force can be linked to the larger wind speed seen in
the southern sub-domains and the larger dust emission amounts of winter, while
little difference is seen in the centre of the High over the north of the continent.
Springtime is characterized by a the heat low over West Africa and high pressure
over Europe that are both weaker in H3ES-I-N so that the mean horizontal gra-
dient is not substantially different between both experiments (Figure 5.17b). At
first sight this result appears inconsistent with the larger dust emission amount and
wind speeds in H3ES-I-N for spring. Synoptic-scale variability may explain these
differences which will be analysed further.
Summer shows a southward displaced heat low in H3ES-I similar to HadGEM2-
ES (Figure 5.17c) likely contributing to the larger wind speeds over the southern
areas. In autumn, the larger wind speeds over the south in H3ES-I are likely asso-
ciated with the larger horizontal pressure gradient between the stronger high and
the deeper heat low (Figure 5.17d).
The MSLP does not reflect the influence of atmospheric disturbances like extra-
tropical cyclones and Harmattan surges (Chapter 1 and 4). Figure 5.18 shows the
standard deviation of the MSLP as a first indication whether disturbances are of
different importance in the experiments. In winter, the standard deviation of both
simulations is in fair agreement over the central Sahara but shows some differ-
ences over southern North Africa (Figure 5.18a). Spring, however, has much larger
standard deviations over the north in H3ES-I-N (Figure 5.18b). Deviations from the
MSLP pattern may therefore play a more important role in H3ES-I-N for generating
dust-emitting wind speeds in spring. Summer and autumn show larger standard
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Figure 5.16: As Figure 5.15 but for the southern sub-domains.
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Figure 5.17: Seasonal mean sea level pressure. Shown are H3ES-I (shaded) and the
difference as H3ES-I minus H3ES-I-N (contours) for 2003 2007.
Figure 5.18: Standard deviation of the MSLP. Shown are values at 00 UTC for different
seasons in H3ES-I (red) and H3ES-I-N (blue) for 2003 2007.
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deviations in the MSLP in H3ES-I (Figure 5.18c d) in addition to the larger hori-
zontal gradient in the MSLP over southern sub-domains. These results for summer
and autumn are in agreement with larger wind speeds in southern sub-domains
(Figure 5.16) and larger seasonal dust emission in H3ES-I (Figure 5.14).
Both the mean horizontal gradient and the standard deviations in the MSLP
are important for near-surface wind speeds in H3ES-I that are likely linked to the
dust emission differences. Since these synoptic-scale conditions between H3ES-I
and H3ES-I-N differ in a similar way as for HadGEM2-ES against ERA-Interim, the
strength and position of NLLJs is likely similarly affected, the analysis of which is
left for future investigations.
5.5 Conclusion
This chapter addresses the differences of dust-emitting winds between HadGEM2-
ES and ERA-Interim. Dust emission with HadGEM2-ES winds is five and six times
larger than the simulation with ERA-Interim and MERRA, respectively. Calculating
the dust emission with the same dust emission model driven by wind speeds from
two atmospheric models enables an isolation of the effect of wind speed on dust
emission and subsequently a systematic investigation of the meteorological pro-
cesses causing these winds. The key findings from HadGEM2-ES in the CMIP5
model setup for 1989 2009 are:
1. The downward mixing of NLLJ momentum is an important mechanism for
dust emission in HadGEM2-ES in agreement with findings for the ERA-Interim
climatology (Chapter 2, Fiedler et al., 2013a). Annually and spatially aver-
aged, the occurrence frequency of NLLJs is remarkably similar between both
models, but the location of most frequent NLLJ formation shows distinct dif-
ferences. For instance the NLLJ occurrence hot spots at the margins of the
summertime heat low are shifted to the south consistent with the southward
displaced heat low in HadGEM2-ES.
2. The wind speeds in the NLLJ core and near the surface as well as the dust
emission amount are substantially larger with HadGEM2-ES winds, despite
the coarser spatial resolution. More detailed analysis of the underlying rea-
sons points to combinations of a weaker artificial enhancement of the vertical
mixing in stable boundary layers and larger geostrophic winds at 925 hPa
caused by a stronger ridge over northern Africa in HadGEM2-ES.
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3. Over West Africa, the larger geostrophic winds in HadGEM2-ES are likely
more important for the stronger NLLJs than the effect of stability from autumn
to spring while the opposite is true during summer.
4. In the Bodélé Depression, the geostrophic winds during winter in HadGEM2-
ES usually aid the occurrence of stronger NLLJs. However, the geostrophic
wind may also become so large that the vertical wind shear prevents NLLJ
formation in some nights.
While the parameterisation of the stable boundary layer was expected as a pos-
sible source for differences in dust emission investigated here, the stronger ridge
over North Africa during winter relative to ERA-Interim is surprising. The develop-
mental Earth system model HadGEM3-A is analyzed for investigating whether the
representation of the synoptic-scale conditions for dust emission are improved in a
newer model version. The main results are:
1. The dust emission amount in HadGEM3-A is much closer to dust emission
with winds from ERA-Interim. Annually averaged the total dust emission from
North Africa in HadGEM3-A is remarkably close to a simulation nudged to
meteorological fields from ERA-Interim re-analysis. Comprehensive tuning of
the dust emission in the new model version may explain the reduction of the
dust emission amount in the free-running model (pers. comm. S. Woodward,
UK Met Office, 2014).
2. The free-running experiment simulates more dust emission than the nudged
simulation for most of the year, except in spring. The results point to larger
wind speeds over the north in the nudged model during spring, but this is
inconsistent with the smaller horizontal gradient in the MSLP in that season.
Larger springtime winds may rather be caused by more synoptic-scale vari-
ability in the nudged experiment. Relevant processes during spring are cy-
clones, that are suggested as driver of particularly intense emission events,
and also Harmattan surges (Chapter 4). The more detailed analysis of these
differences are left for future investigations.
3. The stronger ridge over northern Africa in winter and the shifted heat low
during summer persist in HadGEM3-A, likely affecting NLLJs in a similar way
as in HadGEM2-ES. Dynamics over summertime West Africa are currently
investigated at the UK Met Office (pers. comm. G. Martin and C. Birch, UK
Met Office, 2014).
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Weaknesses of the parameterisation of stable boundary layers are a known short-
coming of weather and climate models, further improvements of which are subject
of ongoing research at the UK Met Office, ECMWF and elsewhere (e.g. Holtslag
et al., 2013; Sandu et al., 2013). Future research on the reasons for differences
of the ridge over northern Africa during winter between HadGEM2/3-ES and ERA-
Interim would be useful for future model development leading to a better represen-
tation of meteorological processes. Since NLLJs and near-surface wind speeds
depend on the pressure gradient force, any progress on representing the synoptic-
scale conditions holds the potential to positively affect dust emission and therefore
effects of dust aerosol in the Earth system.
CHAPTER 6
Synthesis
6.1 Scientific implication of this work
Dust aerosol is an important component of the Earth system, but state-of-the-art
model estimates for dust emission show a large variety. While different meteoro-
logical processes are known to cause dust emission, their efficiency in terms of the
emitted dust mass is poorly quantified. This work contributes to our understanding
of the relative importance of processes for North African dust emission. Based on
these findings, important dust-emitting processes can be evaluated in atmospheric
models to help reducing the currently large uncertainties in dust modelling.
This PhD thesis provides the first-ever systematic investigation of North African
dust emission amounts associated with NLLJs (Chapter 2), atmospheric depres-
sions and mobile, long-lived cyclones (Chapter 4) from a climatological perspective.
Based on ERA-Interim data from the ECMWF and with the aid of a newly developed
detection algorithm for NLLJs, their occurrence frequencies, spatio-temporal char-
acteristics and associated emission amounts are comprehensively analysed for the
first time. Combining the climatology of emission associated with NLLJs and de-
pressions illustrates the influence of the synoptic-scale conditions on NLLJs via
their frequent formation along the margins of the Saharan heat low, previously ob-
served over shorter time periods in single regions (Abdou et al., 2010; Bain et al.,
2010; Parker et al., 2005; Pospichal et al., 2010). NLLJs are found to be embedded
in AEWs, which has been suggested before in a case study (Knippertz & Todd,
2010), but is here climatologically estimated for the first time. In addition to NLLJs,
mobile and long-lived cyclones over springtime North Africa have been proposed
as a dust-emitting mechanism in the literature (Bou Karam et al., 2010; Hannachi
et al., 2011; Schepanski & Knippertz, 2011; Schepanski et al., 2009). Using ERA-
Interim data and depression tracks at a near-surface atmospheric level, cyclones
are found to have an overall small contribution to the total dust emission amount,
but they coincide with particularly intense emission events (Chapter 4). These new
climatologies of the relative importance of meteorological processes for dust emis-
sion in North Africa serve as a benchmark for identifying systematic behaviour in
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other atmospheric models for dust applications.
This thesis contributes to document model uncertainties with implication for
North African dust emission. Validation with upper-air soundings points to an under-
estimation of the largest wind speeds in the core of NLLJs consistent with artificially
increased mixing in the stable ABL of ERA-Interim (Sandu et al., 2013), which likely
affects dust emission (Chapter 3). NLLJs that form in response to haboobs are not
well captured by ERA-Interim which is likely a general shortcoming of state-of-the-
art coarse-resolution models with parameterised convection.
The statistical analysis of dust emission and wind speeds on sub-daily scales
identifies systematic differences between the CMIP5 simulation of HadGEM2-ES
and ERA-Interim (Chapter 5). These disagreements are likely associated with dif-
ferences in the physical parameterisation of the stably stratified ABL and the posi-
tion of the Saharan heat low in summer, but also with a disagreement in the strength
of the mean ridge over northern Africa in winter. The associated changes in the
synoptic-scale pressure gradients affect NLLJ characteristics and dust emission in
HadGEM2-ES and are also found in HadGEM3-A. Adressing these differences in
the synoptic-scale conditions during future model development will help to reduce
uncertainties in North African dust emission. As a direct consequence, weather
forecasts of dust storms in North Africa would become more accurate allowing bet-
ter warnings to reduce adverse impacts of dust aerosol. Since this region is a
dominant dust source, any improvements of the emission here could positively in-
fluence simulations of the atmospheric dust load and its effects in the entire of the
Earth system.
6.2 Summary of main results
The major findings in response to the questions raised in Chapter 1 are summarized
in the following.
1. The importance of NLLJs for the mineral dust emission amount from
North Africa has been quantified for the first time (Fiedler et al., 2013a).
(a) Based on 32-years of ERA-Interim re-analysis, NLLJs occur in 29% of
the nights in the annual and spatial mean. The NLLJ climatology shows
a distinct annual cycle with regional differences. Maxima of up to 80%
NLLJ frequency are found where low-level baroclinicity and orographic
channels cause favourable conditions, e.g. over the Bodélé Depression,
Chad, for November to February and along the Saharan heat low for
April to September.
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(b) NLLJs have spatio-temporal varying characteristics with a median core
height and wind speed of 350m a.g.l. and 10ms 1 spatially and tempo-
rally averaged. The nocturnal acceleration is relatively small most likely
due to the artificially increased vertical mixing in stable boundary layers
suggested by Sandu et al. (2013).
(c) The near-surface wind speed distribution during the presence of NLLJs
is shifted to larger values, but the highest values are less sensitive to the
occurrence of NLLJs. These largest winds are likely caused by strong
horizontal pressure gradients which would not allow a sufficient decou-
pling from surface friction for NLLJ formation.
(d) Downward mixing of NLLJ momentum to the surface causes 15% of
mineral dust emission in the annual and spatial mean and can be asso-
ciated with up to 60% of the total dust amount in specific areas, e.g. in
the Bodélé Depression and south of the Hoggar-Tibesti Channel. This
is the first quantitative estimate for the dust emission amount associated
with NLLJs in North Africa from a climatological perspective.
(e) The dust emission associated with NLLJs is often larger during the mid-
morning than during the night, but the fractions are likely influenced by
the artificially increased boundary layer mixing. The sharp diurnal cycle
of dust emission underlines the importance of using wind speed infor-
mation with high temporal resolution as driving fields for dust emission
models.
2. Uncertainties of the baseline climatology regarding NLLJ characteris-
tics and dust emission have been analysed highlighting the implica-
tions of artificially increased mixing in stably stratified ABLs (parts from
Fiedler et al., 2013a,b).
(a) ERA-Interim reproduces NLLJs over North Africa observed during AMMA
and Fennec, but underestimates the largest core wind speed, particularly
when associated with haboobs.
(b) The DSA frequency over the Bodélé Depression from SEVIRI (e.g. Schep-
anski et al., 2009) is well captured by the Tegen et al. (2002) model
driven with ERA-Interim data. Regions to the north and west of North
Africa show larger differences in the DSA frequencies, but these do not
allow a conclusion on the calculated dust amount.
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(c) The spread in the MSLP from ERA-Interim, ERA-40 and MERRA re-
analysis is smallest at night pointing to little uncertainty in the first-order
driver of wind speed.
(d) Differences in the dust emission amount calculated with MERRA and
ERA-Interim winds are found in northern areas in winter and spring as
well as along the western coast in spring and summer, but the wind
speeds from MERRA are found to contain even more nocturnal wind
events above typical emission thresholds than ERA-Interim.
(e) Dust emission calculations with ERA-Interim winds likely give a better
estimate than with high-resolved MERRA re-analysis, but the artificially
increased mixing during stable stratification likely leads to an underesti-
mation of the NLLJ strength.
3. The dust emission amount associated with atmospheric depressions
and cyclones has been estimated for the first time indicating their im-
portance for the total emission amount and the emission intensity, re-
spectively (Fiedler et al., 2013b).
(a) Atmospheric depressions are abundant, e.g. over summertimeWest Africa.
Only a small fraction of depressions develop into mobile and long-lived
cyclones which are most frequent over northern regions of North Africa
in spring.
(b) Springtime cyclones predominantly migrate eastwards, and live for three
to seven days.
(c) Atmospheric depressions are associated with 55% and cyclones with
4% of the annually averaged dust emission from North Africa.
(d) NLLJs are embedded at the margins of the Saharan heat low and asso-
ciated with 12% of the dust emission associated with atmospheric de-
pressions during summer. Up to 20% of the dust emission associated
with AEW signatures coincide with embedded NLLJs.
(e) Soil moisture has an overall small weakening effect on dust emission
associated with cyclones and AEW signatures on the order of 10%.
4. Comparison of the Earth system model from the UK Met Office against
ERA-Interim underlines considerable differences in dust emission asso-
ciated with synoptic-scale conditions and NLLJs.
(a) The climatology of dust emission calculated with winds from the histori-
cal CMIP5 experiment with HadGEM2-ES differs from the dust emission
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simulated with ERA-Interim in terms of total amount, spatial and sea-
sonal distribution.
(b) Using HadGEM2-ES winds to drive the dust model by Tegen et al. (2002)
results in a five (six) times larger annually averaged dust emission amount
compared to ERA-Interim (MERRA) due to stronger near-surface winds
alone.
(c) HadGEM2-ES shows systematically larger wind speeds in the NLLJ core
and a different seasonal distributions of their occurrence. The stronger
wind speeds in the NLLJ core are likely associated with larger geo-
strophic winds and a weaker artificial enhancement of the vertical mixing
in stable ABLs.
(d) The ridge over North Africa in winter is stronger in both HadGEM2-
ES and a free-running experiment with HadGEM3-A, most likely driving
larger winds in the NLLJ core and near the surface. HadGEM2/3-ES
has a southward-displaced heat low in summer causing a spatial shift of
NLLJs situated along the margins.
(e) Considerable differences in the synoptic-scale pressure gradients affect
the dust emission amounts over North Africa. Addressing the origin
of the synoptic-scale differences potentially aids further model improve-
ments in order to decrease the model spread in dust emission.
6.3 Future research
This PhD thesis presents the first climatological estimates for the importance of
NLLJ, atmospheric depressions and mobile, long-lived cyclones for the dust emis-
sion amount from North Africa. Future research regarding estimating the role of
different meteorological processes for dust emission could include a long-term cli-
matology of the dust emission amount associated with Harmattan surges which
may be responsible for large dust emission in springtime North Africa (Chapter
4). In addition to strong Harmattan winds, haboobs are thought to be a key driver
for summertime North Africa based on a 40-day convection permitting simulation
(Heinold et al., 2013). Since haboobs are currently not parameterised in atmo-
spheric models, several years of wind speed data from a model experiment with
explicit convection and sub-daily resolution would offer the possibility to estimate
the dust emission amount associated with haboobs during all seasons and from
a climatological perspective. Quantifying the emission associated with NLLJs in
such a data set would also be interesting since aged cold pools may form NLLJs.
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More quality-controlled observations from remote areas of the Saharan desert with
sub-daily resolution are herein essential to validate model simulations better. The
present availability of such observations is mostly restricted to single stations and
short time periods.
Atmospheric models should be further improved regarding the simulation of
NLLJs as an important driver of North African dust emission (Chapter 2). Cur-
rent limitations for the representation of stably stratified ABLs need to be solved in
order to overcome the underestimation of the largest NLLJ wind speed shown for
ERA-Interim over North Africa in Chapter 3. While problems of modelling stable
ABLs are known for decades, little progress has been made for better simulating
NLLJs (Holtslag et al., 2013). This is attributed to the physical parameterisation of
the ABL but also to weaknesses of other model components, e.g. the parameterisa-
tion of the soil, surface and radiation (e.g. Holtslag et al., 2013; Sandu et al., 2013;
Steeneveld et al., 2006, 2008). Higher spatial resolution of models is suggested
to improve the representation of stable ABLs but this does not entirely solve the
problem (Steeneveld et al., 2006; Svensson et al., 2011) so that future research on
the physical parameterisations is needed for simulating North African dust emission
more realistically.
Physical parameterisations of the soil, the surface coverage, the orographic
drag and mixing in the stable boundary layer have already been altered and the spa-
tial resolution has been increased between the model version of ERA-Interim (cycle
Cy31r2) and the currently operational forecast system (cycle Cy40r1). Therefore
it would be interesting to study the climatology of NLLJs, particularly the NLLJ wind
speed and the associated dust emission amount with a new re-analysis product
from ECMWF in the future. Such a data set could serve as an even better bench-
mark for process evaluation in atmospheric models with dust applications. As a
interim solution for dust applications, research on representing winds generated by
the breakdown of NLLJs would be useful to estimate associated emission amounts.
In addition to the stably stratified ABL, the model evaluation of HadGEM2/3-
ES (Chapter 5) highlights a stronger ridge over northern Africa compared to ERA-
Interim which affects the strength of NLLJs, 10m-winds and dust emission. Future
research should firstly focus on the underlying reasons for these synoptic-scale
differences. Secondly, the improvement of the physical parameterisation of stable
boundary layers in models will help to better simulate NLLJs and their effect on dust
emission. Such developments hold the potential for further model improvements
in the diurnal cycle of the near-surface wind speed. Thirdly, further research for
improving dust emission include the representation of the particle size distributions,
http://www.ecmwf.int/products/changes/ as of February 2014
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potential dust sources, surface properties and dust entrainment without saltation
(e.g. Klose & Shao, 2012; Menut et al., 2005, 2013; Schepanski et al., 2013).
Such improvements could contribute to reducing the model diversity of emission
estimates for North Africa with possibly positive influence on the simulated atmo-
spheric dust load and dust-aerosol effects in the Earth system model. The cho-
sen approach of isolating the effect of winds on dust emission and subsequently
analysing single meteorological processes generating these winds proved valuable
for identifying model systematic behaviour in this thesis. Expanding the analysis to
other regions and models in the future holds the potential to reduce the currently
large diversity in global emission estimates.
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