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RESTRICTION OF FOURIER TRANSFORMS TO CURVES
AND RELATED OSCILLATORY INTEGRALS
JONG-GUK BAK DANIEL M. OBERLIN ANDREAS SEEGER
Abstract. We prove sharp endpoint results for the Fourier restriction
operator associated to nondegenerate curves in Rd, d ≥ 3, and related
estimates for oscillatory integral operators. Moreover, for some larger
classes of curves in Rd we obtain sharp uniform Lp → Lq bounds with
respect to affine arclength measure, thereby resolving a problem of Drury
and Marshall.
1. Introduction
For a Schwartz function f defined on Rd, d ≥ 2 consider the restriction
of its Fourier transform to the curve t 7→ (t, t2, . . . , td) i.e.,
Rf(t) = f̂(t, t2, . . . , td).
The problem of Lp(Rd)→ Lq(R) bounds is understood, namelyR is bounded
from Lp(Rd) to Lq(R) if and only if
(1.1) 1 ≤ p < pd :=
d2 + d+ 2
d2 + d
and p′ =
d(d+ 1)
2
q;
likewise, if I is a compact interval, then, for the same range of p, R is
bounded from Lp(Rd) to Lq(I) when p′ ≥ d(d+ 1)q/2.
In two dimensions the sharp boundedness result is due to Zygmund [37]
who extended earlier work by Fefferman and Stein ([18]) (see also [12], [19]
for estimates on more general oscillatory integral operators). Initial results
in higher dimensions for the smaller range 1 ≤ p < (d2 + 2d)/(d2 + 2d − 2)
are due to Prestini [28], with strict inequality p′ > d(d+ 1)q/2 for the local
result. For the same range of p, Christ [13] showed boundedness on the
edge p′ = d(d + 1)q/2. The full range (1.1) has been obtained by Drury
[14]. The necessity of the condition p′ ≥ d(d+ 1)q/2 follows by scaling and
the necessity of the condition 1 ≤ p < pd follows from work by Arkhipov,
Chubarikov and Karatsuba [1] (cf. also [24], [2] and [9]).
The first problem considered in this paper is what can be said about
estimates for the endpoint p = q = pd. In two dimensions p2 = 4/3 and
Beckner, Carbery, Semmes and Soria [6] showed by a Kakeya set argument
that the restricted weak type 4/3 estimate fails; in fact R does not even
J.B. was supported in part by grant R01-2004-000-10055-0 of the Korea Science and
Engineering Foundation, D.O. was supported in part by NSF grant DMS-0552041, and
A.S. was supported in part by NSF grant DMS-0200186.
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map L4/3,1(R2) to L1,∞(I). Using a result by Keich [23] this can be further
quantified for functions supported in DR := {x ∈ R
2 : |x| ≤ R}, namely one
gets for large R the lower bound in the equivalence
(1.2) sup
{
‖Rf‖L1,∞(I) : ‖f‖L4/3,1(R2) ≤ 1, supp(f) ⊂ DR
}
≈ [logR]1/4.
The upper bounds can be deduced from the method or results in [19] and
indeed the analogue of (1.2) for the L4/3(R2)→ L4/3(I) inequality holds as
well, for functions supported in DR (see also [36] for a related estimate).
In higher dimensions the arguments by Drury are not promising to obtain
similar endpoint bounds. He obtained his result by an elegant iteration
procedure where it is shown that if the La → Lb inequality for the adjoint
operator holds on the critical edge for some range b > b0 > qd := p
′
d =
(d2 + d + 2)/2, then it also holds for b > ρ(b0) where b0 > ρ(b0) > qd and
the sequence recursively defined by bi+1 = ρ(bi) is decreasing and converges
to qd. We note that the constants in the estimates increase exponentially
with the number of iterations, so that a sensible endpoint bound for R on
functions in Lpd,1 seems out of reach with this method. Given also the lower
bounds (1.2) in two dimensions, it is somewhat surprising that the restricted
weak type endpoint bound does hold in three and higher dimensions; in fact
the better restricted strong type estimate is true:
Theorem 1.1. Let d ≥ 3 and pd =
d2+d+2
d2+d . Then
R : Lpd,1(Rd)→ Lpd(R)
is bounded.
Note that all Lp → Lq inequalities for R can be deduced by interpolation
with trivial estimates for L1 functions. Arguments in [2] or [9] show that
the source space Lpd,1 cannot be replaced by a larger Lorentz space. The
argument in §5 below also shows that the target space Lpd cannot be replaced
by a smaller Lorentz space. It would be interesting to investigate whether
the validity of the endpoint bounds in higher dimensions has implications
to some integral geometric or Kakeya type problems.
The estimate for R is deduced from an estimate for the adjoint operator
which after some rescaling leads to a problem about more general oscillatory
integral operators given by
(1.3) Tλf(x) =
∫
eiλφ(x,t)a(x, t)f(t)dt
where λ ≫ 1, the amplitude a is C∞ and compactly supported in Ω × I ⊂
R
d×R and φ is a real valued phase function in C∞(Ω× I). Following [3] we
impose the curvature condition that for each x ∈ Ω the curve s 7→ ∇xφ(x, s)
is nondegenerate, in the sense that
(1.4) det
(
∂t(∇xφ), ∂
2
t (∇xφ), . . . , ∂
n
t (∇xφ)
)
6= 0
in Ω× I.
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Theorem 1.2. Suppose that d ≥ 3 , λ > 0, and that (1.4) holds in Ω × I.
Let qd =
d2+d+2
2 . Then
(1.5)
∥∥Tλ∥∥Lqd(I)→Lqd,∞(Rd) ≤ C(1 + λ)−d/qd .
Moreover,
(1.6)
∥∥Tλ∥∥Lqd (I)→Lqd (Rd) ≤ C( log(2 + λ))1/qd(1 + λ)−d/qd .
Again (1.5) and even the weaker restricted weak type inequality fail in
two dimensions, by a Kakeya set argument ([6], [35]). Calculations with
f ∈ C∞0 and the phase for the extension operator, φ(x, t) = −〈γ(t), x〉, show
that (1.6) is sharp; moreover the space Lqd,∞(Rd) in (1.5) cannot be replaced
by a smaller Lorentz space Lqd,s, see [2], [9]. Finally we shall show in §5
that for the case of the extension operator in (1.5) Lqd cannot be replaced
by any Lorentz space Lqd,ρ with ρ > qd. We point out an important aspect
of the proof of Theorem 1.2, namely the idea that in order to prove a weak
type (q, q) bound for very large q one estimates a multilinear expression with
many symmetries on the space Lr,∞, for some r < 1, and takes advantage
of the r-convexity of this space (cf. §2).
We now turn to classes of curves for which the nondegeneracy condition
is not satisfied. It has long been known that restriction theorems such
as Theorem 1.1 hold under a finite type condition, if p is taken from a
sufficiently small interval [1, 1 + ǫ) with ǫ depending on the “type”; for the
known results of this type see the papers by Sjo¨lin [30] and Sogge [31] in two
dimensions and by Christ [13] and Drury and Marshall [16], [17] in higher
dimensions. Another direction that has been pursued is to prove a sharp
universal restriction theorem in the full range p ∈ [1, pd), on the critical edge
1/q = d(d + 1)/(2p′). Now the standard measure needs to be replaced by
the affine arclength measure given by w(t)dt where
w(t) ≡ wγ(t) = |τ(t)|
2
d(d+1) ,(1.7)
τ(t) ≡ τγ(t) = det
(
γ′(t), γ′′(t), . . . , γ(d)(t)
)
.(1.8)
The objective is then to prove the endpoint inequality
(1.9)
(∫
I
|f̂(γ(t))|qw(t)dt
)1/q
≤ C‖f‖p, p
′ = d(d+1)2 q,
for all p < pd, see e.g. [15] for a general discussion.
Note that the arclength measure is invariant under reparametrization.
Moreover, an important feature of the inequality (1.9) on the critical edge
is its invariance under general linear change of variables.
In two dimensions, inequality (1.9) has been proved by Sjo¨lin [30] for
large classes of convex curves, see also Oberlin [26]. Moreover Drury and
Marshall [17] proved a positive result for large classes of finite type curves
in higher dimensions, in the partial range p < d
2+2d
d2+2d−2
(i.e. p < 15/13 in
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three dimensions), and Drury [15] improved the result for some curves in
three dimensions, obtaining a better partial result for p < 36/31.
It is conceivable that the inequality (1.9) is true for all curves, as to our
best knowledge no counterexamples are known. However, in three and higher
dimensions, very few positive results have been known for all p < pd. For
example given the family of monomial curves with nonvanishing curvature,
i.e. (t, t2, tβ), the only three cases for which (1.9) has been known in the
full range p < p3 = 7/6 are (i) the trivial case β = 2 where the weight
w vanishes identically, (ii) the nondegenerate case β = 3, and, (iii), the
curious exceptional case β = 9, which follows via a change of variables from
an estimate for “rough” nondegenerate curves, due to the first two authors
[4], cf. also Theorem 1.4 below.
We prove sharp and uniform Lp → Lq estimates for all monomial curves.
Theorem 1.3. For given real numbers a1, . . . , ad, d ≥ 2, consider the curve
t 7→ γ(t) = (ta1 , ta2 , . . . , tad), 0 < t <∞,
let w be as in (1.7) and suppose 1 < p < pd =
d2+d+2
d2+d
, and p′ = d(d+1)2 q.
Then there is C(p, d) <∞ so that for all f ∈ Lp(Rd)
(1.10)
(∫ ∞
0
|f̂(γ(t))|qw(t)dt
)1/q
≤ C(p, d)‖f‖Lp(Rd).
It should be emphasized that the finite constant C(p, d) does not depend
on the choice of exponents a1, . . . , ad. Some related results for classes of
‘simple’ curves (t, t2, . . . , td−1, φ(t)), but with possibly flat φ will be treated
in a subsequent paper [5].
Finally, it is natural to ask whether a restricted strong type estimate with
respect to affine arclength measure holds at the endpoint p = pd, d ≥ 3, for
some class of “degenerate curves”. This remains largely open, and we have a
positive result only for special cases. We formulate such a result for certain
curves in R3; note that the critical exponent is p3 = 7/6.
Theorem 1.4. Let γ(t) = (t, tα, tβ), and w(t) = |det(γ′(t), γ′′(t), γ′′′(t))|1/6.
Then there is a universal constant C so that the inequality
(1.11)
(∫ ∞
0
∣∣f̂(γ(t))∣∣7/6w(t)dt)6/7 ≤ C∥∥f∥∥
L7/6,1(R3)
.
holds in the following two cases:
(i) α+ β = 5, α /∈ (2, 3),
(ii) β = 5α− 1, α /∈ (1/3, 1/2).
The proof of this result is a combination of the method in §3 with ideas
in [4].
Structure of the paper: In §2 we discuss preliminaries on Lorentz spaces,
multilinear interpolation and the Drury-Marshall bound on a class of multi-
linear operators involving Vandermonde determinants (the proof is given in
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an appendix). The weak type estimates for nondegenerate curves are proved
in §3, and the strong type bound (1.6) is proved in §4. §5 contains a lower
bound for the norms of the extension operator proving the sharpness of the
weak type qd bound. Theorem 1.3 is proved in §6 and Theorem 1.4 in §7.
Acknowledgement. This paper relies substantially on ideas in the articles
by M. Christ [13], S. Drury [14] and by S. Drury and B. Marshall [16], [17].
We have added an exposition of some of their work hoping that the paper
becomes more accessible. We also thank the referees for their comments.
2. Preliminaries
Lorentz spaces. We use the standard quasi-norm on the Lorentz space
Lp,q, namely for p, q <∞
‖f‖p,q =
(q
p
∫ ∞
0
[
t1/pf∗(t)
]q dt
t
)1/q
, q <∞
where f∗ is the nonincreasing rearrangement of f . Moreover
‖f‖p,∞ = sup
t>0
t1/pf∗(t) = sup
λ>0
λ
[
meas
(
{x : |f(x)| > λ}
)]1/p
.
This does not define a norm unless 1 ≤ p = q; however Lp,q is normable if
1 < p < ∞ and 1 ≤ q ≤ ∞. For this and many other useful properties on
Lorentz spaces we refer to [20] or [33].
We state some facts on Lorentz spaces needed later. First, there is the
following variant of Ho¨lder’s inequality for the Lr,∞ quasinorms, namely
(2.1)
∥∥∥ n∏
i=1
hi
∥∥∥
r,∞
≤ n1/r
n∏
i=1
∥∥hi∥∥rsi,∞, r > 0, n∑
i=1
1
si
= 1.
This follows by observing that the set Ω = {x :
∏n
i=1 |hi| > λ} is contained
in the union of the n sets
Ωj :=
{
x :
|hj(x)|
‖hj‖rsj ,∞
>
( λ∏n
i=1 ‖hi‖rsi,∞
)1/sj}
.
Next, as mentioned in the introduction, we shall use bounds for multilin-
ear operators on Lr,∞ for r < 1. The advantage of working with the spaces
Lr,∞, r < 1 (as opposed to L1,∞, say) is that they are r-convex, that is, the
inequality
(2.2)
∥∥∥ N∑
l=1
hl
∥∥∥
X
≤ Cr
(∑
l=1
‖hl‖
r
X
)1/r
holds for X = Lr,∞ with Cr independent of N . This is a result of Stein,
Taibleson and G. Weiss [32] who prove (2.2) with Cr = (
2−r
1−r )
1/r; indepen-
dently the r-convexity of Lr,∞ was shown by Kalton [22] (who states that
Pisier and Zinn also proved an equivalent result). Note that in contrast L1,∞
is not 1-convex, however a useful precursor to (2.2) in this case had been
found by Stein and N. Weiss in [34].
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We note the following immediate consequence of (2.2).
Lemma 2.1. Let 0 < r < 1, r ≤ p < ∞, and let Y be a complete r-
convex space of measurable functions. Suppose that the linear operator S
maps simple functions to measurable functions in Y and that for every for
every measurable set E, and for every simple f with |f(x)| ≤ χE(x) a.e.,
the inequality ‖Sf‖Y ≤ C|E|
1/p holds. Then S maps Lp,r boundedly to Y .
In particular we may consider Y = Lr,∞, r < 1; thus a linear operator S
which is restricted weak type r is also of weak type r. To verify Lemma 2.1 let
f∗ be the nonincreasing rearrangement of f and let El be the set of all x for
which f∗(2l) < |f(x)| ≤ f∗(2l−1); thus the measure of El does not exceed 2
l.
Define gl(x) = χEl(x)f(x)/|f
∗(2l−1)| if El has positive measure (otherwise
put gl = 0). By assumption ‖Sgl‖Y ≤ C|El|
1/p. Since f =
∑
l f
∗(2l−1)gl we
get by (2.2) ‖Sf‖Y ≤ C(
∑
l[f
∗(2l−1)]r|El|
r/p)1/r ≤ C(
∑
l[2
l/pf∗(2l−1)]r)1/r
which implies the assertion of the Lemma.
We shall use an analytic interpolation theorem for Lorentz spaces, for all
parameters; this is due to Y. Sagher [29] who extended a version of the Riesz-
Thorin theorem for Lorentz spaces by Hunt [20]. These results were proved
for all indices using the harmonic majorization of subharmonic functions.
We state the following consequence of Sagher’s theorem:
Proposition 2.2. Let T be a multilinear map defined on n tuples of simple
functions, with values in measurable functions (on some measure space) so
that the inequality∥∥T (f1, . . . , fn)∥∥ri,si ≤ Ai n∏
j=1
‖fj‖pj,i,qj,i
holds for i = 0, 1. Then there is a constant C depending only on the expo-
nents ri, si, pj,i, qj,i so that∥∥T (f1, . . . , fn)∥∥r,s ≤ CA1−ϑ0 Aϑ1 n∏
j=1
‖fj‖pj ,qj
holds for
(
1
pj
, 1qj ,
1
r ,
1
s
)
= (1− ϑ)
(
1
pj,0
, 1qj,0 ,
1
r0
, 1s0
)
+ ϑ
(
1
pj,1
, 1qj,1 ,
1
r1
, 1s1
)
.
This follows from Sagher’s theorem by normalizing each entry fj in L
p,q,
so that ‖fj‖p,q = 1 and then imbedding each entry in an analytic family
fj,z, so that fj = fj,ϑ, fj,z = e
i arg(fj)G1−zj,0 G
z
j,1 with suitable Gj,0, Gj,1, and
‖Gj,i‖pi,qi ≤ C, i = 0, 1. See [20] and also [29].
We shall use a version of a multilinear interpolation argument introduced
by M. Christ in [13], often referred to as the multilinear trick. The result is
summarized in
Proposition 2.3. Let 0 < βj <∞, j = 1, . . . , n, let
H = {x ∈ Rn :
n∑
j=1
β−1j xj = 1},
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and let K be a compact subset of H∩ [0,∞)n. Denote by conv(K) the convex
hull of K and by (convK)o its interior (with respect to the subspace topology
on H induced by Rn).
Let r ≤ 1, let pj ≥ r, j = 1, . . . , n, and let Y be an r-convex Lorentz space
(i.e. if r < 1 then Y = Lρ,q for ρ ∈ [r,∞), q ∈ [r,∞], or Y = L∞). Let T be
an n-linear map with values in Y , defined on n-tuples of simple functions,
so that
(2.3) ‖T (f1, . . . , fn)‖Y ≤
n∏
j=1
‖fj‖Lpj ,r , (p
−1
1 , . . . , p
−1
n ) ∈ K,
here, pj =∞ is allowed but L
∞,r should be interpreted as L∞.
Then, for (p−11 , . . . , p
−1
n ) ∈
(
conv(K)
)o
and
∑n
j=1 q
−1
j = r
−1,
(2.4) ‖T (f1, . . . , fn)‖Y ≤ C
n∏
j=1
‖fj‖pj ,qj .
For Banach spaces Y this is due to Christ [13]. The version for all Lorentz
spaces can be proved using results on analytic interpolation in the form of
Proposition 2.2 in combination with Christ’s method and Lemma 2.1. We
sketch Christ’s argument for the case r < 1. First, Proposition 2.2 yields
the inequality (2.3) for all (p−11 , . . . , p
−1
n ) ∈ conv(K). Next, the main idea
is to assume that |f1(x)| ≤ χE(x) a.e., and then to prove, for k = 1, . . . , n,
and all (p−11 , . . . , p
−1
n ) in the interior of conv(K), the inequality
(2.5) ‖T (f1, . . . , fn)‖Y ≤ C(p1, . . . , pn)|E|
1/p1
k∏
j=2
‖fj‖pj ,∞
n∏
j=k+1
‖fj‖pj ,r;
with the obvious interpretation that the first product is 1 if k = 1 and
the second product is 1 if k = n (we are interested in this last case). We
argue by induction and assume that (2.5) is true for some k = ko < n (the
case k = 1 has been already obtained, in all of conv(K)). We freeze pi
for i /∈ {1, ko + 1} and consider the line segment ℓ obtained by intersecting
conv(K) with the two-dimensional plane {x : xi = p
−1
i , i 6= 1, i 6= ko + 1}.
If X = (p−11 , . . . , p
−1
d ) is in the interior of conv(K) then it is in the interior
of that line segment. We interpret the inequality (2.5) as a linear operator
acting on fk and, by real interpolation (i.e. the Marcinkiewicz theorem in
its general form) we get (2.5) for k = ko + 1 on the open line segment.
Let Sn be the group of permutation on n letters. Given any ̟ ∈ Sn we
can apply (2.5) for k = n to the operator T̟ defined by T̟(f1, . . . , fn) =
T (f̟(1), . . . , f̟(n)), with K modified appropriately. By using also Lemma
2.1 we get, for k = 1, . . . , n,
‖T (f1, . . . , fn)‖Y ≤ C
′(p1, . . . , pn)‖fk‖pk,r
∏
j 6=k
‖fj‖pj ,∞.
This is already a special case of the assertion and the general case follows
by further multiple applications of Proposition 2.2.
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Remark: Alternatively a more general result can be obtained for Lions-
Peetre interpolation spaces; an elegant version for r-convex quasi-normed
spaces which in several respects is more general is due to Janson [21], and
Proposition 2.3 can be seen as a special case of his result.
Vandermonde operators. We now discuss a result by Drury and Mar-
shall which concerns certain multilinear operators involving the Vander-
monde determinants. For a vector x ∈ Rd let Vd(x) be the determinant of
the d× d Vandermonde matrix (xj−1i )i,j; i.e.
(2.6) Vd(x) =
∏
1≤i<j≤d
(xj − xi).
For h = (h1, . . . , hd−1) ∈ (R+)
d−1 define κ(h) ∈ [0,∞)d by
(2.7) κ1(h) = 0, κj(h) = h1 + · · ·+ hj−1, 2 ≤ j ≤ d,
and
(2.8) v(h) ≡ vd(h) = Vd(κ(h)).
Define
V[f1, . . . , fd](t, h) := v(h)
−1
d∏
i=1
fi(t+ κi(h)).
Let LAv (L
B) denote the weighted mixed norm space consisting of functions
(t, h) 7→ G(t, h) with ‖G‖LAv (LB) = (
∫
‖G(·, h)‖ABv(h)dh)
1/A <∞; then
(2.9) ‖V[f1, . . . , fd]‖LAv (LB) =( ∫ (∫ ∏
|fi(t+ κi(h))|
Bdt
)A/B
v(h)1−Adh
)1/A
.
Proposition 2.4. (cf. [16], [17]).
(i) Let, for α > 0,
Ωd(α) = {h ∈ (0,∞)
d−1 : vd(h) ≤ α}
and assume d ≥ 2. Then Ωd(α) has (d− 1)-Lebesgue measure ≤ Cdα
2/d.
(ii) Suppose that 1 < A < d+2d , 1 < A ≤ B <
2A
d+2−dA , and set σ =
2/(d + 2 − dA). For ν = 1, . . . , d let Qν be the point in R
d for which the
νth coordinate is B−1 and the other coordinates are equal to (σA)−1, and let
Σ(A,B) be the d−1 dimensional closed convex hull of the points Q1, . . . , Qd.
Suppose that (p−11 , . . . , p
−1
d ) ∈ Σ(A,B). Then
(2.10)
∥∥V[f1, . . . , fd]∥∥LAv (LB) ≤ C d∏
i=1
‖fi‖Lpi,1 .
The proof is given in Appendix §A. As has been pointed out in [17]
the Lorentz spaces Lpj ,1 can be replaced by larger Lpj ,qj , provided that
(p−11 , . . . , p
−1
d ) belongs to the interior of Σ(A,B) and
∑d
j=1 q
−1
j = 1; this
follows from Proposition 2.3. However this improvement of Proposition 2.4
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does not seem to be relevant for the critical estimates on the extension
operator.
3. Proof of Theorem 1.2: the weak type estimate
Instead of a single oscillatory integral operator it will be convenient to
consider classes of operators with certain uniform estimates, depending on
the derivatives of phase and amplitude.
Definition. (i) Let N ≫ d be fixed. Let B ≥ 3, and 0 < b ≤ 1/2. Denote
by A(B) the class of functions a ∈ CN (Rd × R) which are supported in the
cylinder Z := {(x, t) : |x| ≤ 1, |t| ≤ 1} and which satisfy the inequalities∣∣∂αx ∂jt a(x, t)| ≤ B, |α| ≤ N, j ≤ N,
for all (x, t) ∈ Z.
(ii) Let Z2 := {(x, t) : |x| ≤ 2, |t| ≤ 2} and let Φ[B, b] be the class of phase
functions φ ∈ CN for which the inequalities
|det
(
∂t(∇xφ), ∂
2
t (∇xφ), . . . , ∂
n
t (∇xφ)
)
| ≥ b
and ∣∣∂αx ∂jt φ(x, t)| ≤ B, 1 ≤ j ≤ N, 1 ≤ |α| ≤ N,
hold, for all (x, t) ∈ Z2.
(iii) Let
(3.1) AR(B, b) := sup
λ≤R
sup
{
(1 + λ)d/qd‖Tλf‖qd,∞
}
where the inner supremum is taken over all f ∈ Lqd with ‖f‖Lqd ≤ 1 and all
oscillatory integral operators Tλ of the form (1.3) for which the amplitude a
belongs to A[B] and the phase φ belongs to Φ[B, b].
Clearly AR(B, b) is increasing in R and finite for any choice of R,B, b; an
immediate estimate is AR(B, b) = O(R
d/q) as R→∞. However we need to
prove that
AR(B, b) = O(1), R→∞,
with the implicit constant only depending on B, b. By suitable rescaling
arguments one can show some stability of the constants AR(B, b), namely:
Lemma 3.1. The inequality
AR(B, b) . C(B, b)(1 +AR(3, 2
−1))
holds for b ≤ 1/2, B ≥ 3.
The notation . indicates a constant which does not depend on the pa-
rameters B, b,R (but may depend on the dimension). It is easy to see that
Lemma 3.1 is equivalent with
(3.2) AR(2B, 2b) . C˜(B, b)(1 +AR(B, b))
for b ≤ 1/2, B ≥ 3. We shall first take Lemma 3.1 for granted and give a
proof at the end of this section.
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Proof of Theorem 1.2. We need to show that AR(B, b) in (3.1) is bounded,
uniformly in R. We may assume that the support of a is in a small ball of
radius ≤ (b/Bd)1000. We fix R ≫ 1 and we shall estimate the Lqd → Lqd,∞
operator norm ‖Tλ‖ for λ ≤ R, provided that a ∈ A(B) and φ ∈ Φ(B, b).
We may assume that λ ≥ C0(B, b) (suitably chosen).
We now choose an integer n > qd and estimate the n-linear expression
(3.3) Mλ(g1, . . . , gn) =
n∏
j=1
Tλgj ;
observe that ‖Tλf‖qd,∞ = ‖Mλ(f, . . . , f)‖
1/n
qd/n,∞
. We will take n = dqd
(although a similar argument works for any n > qd). Using the symmetry
of Mλ we may factor it in various ways and first derive estimates for the
d-linear expression
Mλ(f1, . . . , fd) =
d∏
i=1
Tλfi.
Let χk be the indicator function of
Sk = {t ∈ R
d : 2−k−1 ≤
∏
1≤i<j≤d
|ti − tj | < 2
−k}.
Following [3] split Mλ =
∑
k∈ZMλ,k, where
Mλ,k(f1, . . . , fd) =
∫
eiλ(φ(x,t1)+...φ(x,td))
d∏
i=1
[
a(x, ti)fi(ti)χk(t)
]
dt1 . . . dtd.
We first use a by now standard L2 estimate (for the complete details see [3]).
One may introduce the singular change of variables y =
∑d
i=1 φ(x, ti), apply
a standard L2 estimate for singular integrals and change variables back and
it follows that
‖Mλ,k(f1, . . . , fd)‖2 ≤
C1(B, b)(1 + λ)
−d/2
(∫
Sk
2k
∣∣f1(t1) · · · fd(td)|2dt1 · · · dtd)1/2.
The factor 2k is comparable to the reciprocal of the Jacobian, which is
(
∏
1≤i<j≤d |ti − tj|)
−1. The measure of the t1-section of Sk (i.e. the set of
all (t2, . . . , td) for which (t1, . . . , td) ∈ Sk) is O(2
−2k/d) (cf. Proposition 2.4,
(i)). Thus also
(3.4) ‖Mλ,k(f1, . . . , fd)‖2 . C1(B, b)2
(d−2)k/(2d)(1+λ)−d/2‖f1‖2
d∏
i=2
‖fi‖∞.
Now let u(h1, . . . , hd−1) = h1 · · · hd−1
∏
1≤i<j≤d−1 |hi − hj |. Then
Mλ,k(f1, . . . , fd) =
∫
h:2−k−1≤u(h)≤2−k
∫
eiλψ(x,s,h)a(x, s, h)F (s, h)dsdh
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where
F (s, h) = f1(s)
d−1∏
i=1
fi+1(s+ hi),
ψ(x, s, h) = φ(x, s) +
d−1∑
i=1
φ(x, s + hi),
and
a(x, s, h) = a(x, s)
d−1∏
i=1
a(x, s+ hi).
Then it is easy to check that
a(·, h) ∈ A(CB), ψ(·, h) ∈ Φ[CB,C−1b],
for some absolute constant C, uniformly for the h under consideration.
Define
Sh,λF (x) =
∫
eiλψ(x,t,h)a(x, t, h)F (t)dt
then by the definition of AR(CB, b/C)
(1 + λ)d/qd‖Sh,λF‖qd,∞ ≤ AR(CB, b/C)‖F‖Lqd .
Using the (integral form of the) triangle inequality
(1 + λ)d/qd
∥∥Mλ,k(f1, . . . , fd)∥∥qd,∞
≤
∫
h:2−k−1≤u(h)≤2−k
(1 + λ)d/qd‖Sh,λF (·, h)‖qd ,∞dh
≤ AR(CB, b/C)
∫
h:2−k−1≤u(h)≤2−k
‖F (·, h)‖qddh
≤ AR(CB, b/C)
∫
h:2−k−1≤u(h)≤2−k
‖f1‖qd
d∏
i=2
‖fi‖∞ dh
≤ C ′AR(CB, b/C)2
−2k/d‖f1‖qd
d∏
i=2
‖fi‖∞;
here we used again, that meas({h : |u(h)| ≤ 2−k}) ≈ 2−2k/d.
By Lemma 3.1 (cf. (3.2)) we also get
(3.5) (1 + λ)d/qd
∥∥Mλ,k(f1, . . . , fd)∥∥qd,∞
≤ C2(B, b)(1 +AR(B, b))2
−2k/d‖f1‖qd
d∏
i=2
‖fi‖∞.
Now we interpolate the L2 and Lqd,∞ bounds (3.4) and (3.5) by the real
method (based on the familiar argument by Bourgain [8] for the spherical
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maximal function, see also [11]). Let ϑ ∈ (0, 1) be defined by
(1− ϑ)
d− 2
2d
+ ϑ(
−2
d
) = 0,
then notice that
(3.6) ϑ =
d− 2
d+ 2
and
1− ϑ
2
+
ϑ
qd
=
d
qd
,
and 0 < ϑ < 1 if d ≥ 3.
Thus, for fixed f2, . . . , fd, the linear operator f1 7→
∑
kMλ,k(f1, . . . , fd)
is of restricted weak type (qd/d, qd/d); in fact∥∥∥∑
k
Mλ,k(f1, . . . , fd)
∥∥∥
qd/d,∞
≤ C3[C1(B, b)(1 + λ)
−d/2]1−ϑ
× [(1 + λ)−d/qd(1 +AR(B, b))]
ϑ‖f1‖qd/d,1
d∏
i=2
‖fi‖∞
≤ C4(B, b)(1 + λ)
−d2/qd(1 +AR(B, b))
ϑ‖f1‖qd/d,1
d∏
i=2
‖fi‖∞.
By the symmetry and various interpolations this estimate leads to a re-
stricted weak type (or even improved Lorentz type) estimate for Tλ; however
to prove the stronger weak type estimate we now set n = dqd and consider
the n-linear operator (3.3).
We use (2.1) to bound
∥∥∥ dqd∏
i=1
Tλgi
∥∥∥
1/d,∞
≤ C
qd−1∏
k=0
∥∥∥Mλ(gkd+1, . . . , g(k+1)d)∥∥∥
qd/d,∞
≤ C4(B, b)
qd(1+λ)−d
2
(1+AR(B, b))
ϑqd
qd−1∏
k=0
[
‖gkd+1‖qd/d,1
d∏
i=2
‖gkd+i‖∞
]
.
Using the symmetry of the operator we get for any permutation π on
n = dqd letters
∥∥∥ dqd∏
i=1
Tλgi
∥∥∥
1/d,∞
≤ C5(B, b)(1 +AR(B, b))
ϑqd(1 + λ)−d
2
dqd∏
j=1
‖gπ(j)‖pj ,rj
(3.7)
where (p−11 , . . . , p
−1
dqd
) is in the set
K = {P π = (P π1 , . . . , P
π
qd
) : π ∈ Sdqd},
with P π defined by
P ππ(i) =
{
d/qd, i = 1, . . . , qd,
0, qd + 1 ≤ i ≤ dqd,
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and with rj = 1 if 1 ≤ j ≤ qd and rj = ∞, j > qd (so that L
∞,∞ = L∞ in
(3.7)). The convex hull of the set K is a simplex on the hyperplane {X ∈
R
dqd :
∑dqd
i=1Xi = d} with vertices P
π. Using the multilinear interpolation
result of Proposition 2.3, part (ii), we obtain that
∥∥∥ dqd∏
i=1
Tλgi
∥∥∥
1/d,∞
≤ C5(B, b)(1 +AR(B, b))
ϑqd(1 + λ)−d
2
dqd∏
j=1
‖gπ(j)‖pj ,sj
(3.8)
for all (p−11 , . . . , p
−1
dqd
) ∈ (conv(K))o and
∑dqd
j=1 s
−1
j = r
−1 ≡ d. The cen-
ter (q−1d , . . . , q
−1
d ) lies in (conv(K))
o and we can choose sj = qd, for j =
1, . . . , dqd.
Setting gj = f we get∥∥Tλf∥∥dqdqd,∞ = ∥∥[Tλf ]dqd∥∥1/d,∞
≤ C5(B, b)(1 +AR(B, b))
ϑqd(1 + λ)−d
2
‖f‖dqdqd .
Thus, by definition of AR,
AR(B, b) ≤ C6(B, b)(1 +AR(B, b))
ϑ/d
which gives AR(B, b) = O(1) as R→∞. 
Remark: It is perhaps instructive to compare this argument with one in
differentiation theory, namely Christ’s simplification of the Lp boundedness
result (p > 1) by Nagel, Stein and Wainger [25] on differentiation in lacunary
directions. In [25] a bootstrap argument is used which is formally similar to
Drury’s argument. Our argument resembles the simplification which avoids
this iteration, see e.g. Theorem B in [10] for an exposition.
Proof of Lemma 3.1. Let φ in Φ(B, b) and let a ∈ A(B). We wish to bound
the Lq → Lq,∞ operator norm of Tλ where
Tλf(w) =
∫
eiλφ(w,s)a(w, s)f(s)ds.
Let χ ∈ C∞(R) be a function supported in (−1, 1) satisfying∑
n∈Z
χ(s− n) = 1
for all s ∈ R. The argument will involve rescalings depending on two small
numbers ε≪ 1 and δ ≪ ε, in fact we shall see that
ε =
(
10(d!)2Bdb−1
)−d
,(3.9)
δ = 10−2Nd
2
(d!)−1(d!Bdb−1)−Nd
2
(3.10)
is an admissible choice.
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We begin by observing the trivial estimate
(3.11) ‖Tλ‖Lq→Lq,∞ ≤ Cd ≤ C
′
d(1 + δ
−1)d/q(1 + λ)−d/q,
if λ ≤ min{δ−1, R}.
This takes care of the case λ ≤ δ−1, and in what follows we shall assume that
λ ≥ δ−1. We decompose the symbol into pieces supported in ( δ2 , . . . ,
δ
2 , ε)
boxes. To this end we set, for µ ∈ Z and ν ∈ Zd,
aµν(w, s) = a(w, s)χd(4δ
−1w − ν)χ(2ε−1s− µ)
where χd(w) :=
∏d
i=1 χ(wi). We also set s(µ) = εµ/2, w(ν) = δν/4, Pµν =
(w(ν), s(µ)). Let Jµνφ be the d× d matrix with(
Jµνφ
)
jk
= ∂js∂wkφ(Pµ,ν).
By assumption |detJµνφ | ≥ b. Let L
µν be the inverse matrix of Jµνφ . By the
cofactor formula we see that its entries have the bound
(3.12)
∣∣[Lµν ]jk∣∣ ≤ (d− 1)!Bd−1b−1.
We also denote by Jµνφ [ε] the matrix whose i
th row is εi∂is∇wφ(Pµν). Let
Lµν [ε] be its inverse so that the kth column of Lµν [ε] is equal to ε−k times
the kth column of Lµν . Let T µνλ be the oscillatory integral operator with
phase φ and amplitude aµν . Then, by the support properties of a and aµν ,
(3.13) ‖Tλf‖q,∞ ≤ 10
d+1δ−dε−1max
µ,ν
‖T µνλ f‖Lq,∞
and it suffices to estimate the individual operators T µνλ .
In what follows we fix µ, ν and usually drop the superscripts µ, ν in Lµν
and Lµν [ε].
Define a rescaled operator SΛ ≡ S
µν
Λ by
SΛg(x) =
∫
eiΛψ(x,t)u(x, t)g(t)dt
where
(3.14) ψ(x, t) = δ−1φ(w(ν) + L[ε]δx, s(µ) + εt)
and
u(x, t) ≡ aµν(w(ν) + δL[ε]x, s(µ) + εt)(3.15)
= a(w(ν) + δL[ε]x, s(µ) + εt)χ(2t)χd(4L[ε]x).
Then
T µνλ f(w(ν) + δL[ε]x) = εSλδ [f(s(µ) + ε·)](x)
and it follows
(3.16) ‖T µνλ ‖Lq→Lq,∞ ≤ ε
1−1/q |detL[ε]|1/qδd/q‖Sλδ‖Lq→Lq,∞ .
FOURIER RESTRICTION FOR SPACE CURVES 15
We verify that |detL[ε]| ≤ b−1ε−d(d+1)/2, by the lower bound for det Jµνφ
and that ‖L[ε]‖∞ ≤ ε
−d(d−1)!Bd−1b−1; here ‖L[ε]‖∞ := maxi,j |Lij [ε]|. We
shall then check that
(3.17) ψ ∈ Φ(3, 1/2)
and
(3.18)
u
‖χ‖d+1
CN
(8d!dBdb−1ε−d)N
∈ A(1).
Given (3.17) and (3.18) it follows that, for δ−1 ≤ λ ≤ R,
‖Sλδ‖Lq→Lq,∞ ≤ (1 + λδ)
−d/q‖χ‖d+1CN (8d!dB
db−1ε−d)NAR(3, 1/2)
and thus, combining this estimate with (3.13) and (3.16) we obtain
(1 + λ)d/q‖Tλ‖Lq→Lq,∞ ≤ δ
−d/q(1 + λδ)d/q‖Tλ‖Lq→Lq,∞
≤ 10d+1δ−dε−(d
2+d+2)/2qb−1/q‖χ‖d+1
CN
(8d!dBdb−1ε−d)NAR(3, 1/2).
for λ ≥ δ−1. If we also take into account the trivial bound (3.11), and the
dependence of δ and ε on B and b then we get
AR(B, b) ≤ C(B, b,N, d)AR(3, 1/2).
It remains to check (3.17) and (3.18). The latter follows by straightfor-
ward applications of the Leibniz rule. Concerning (3.17) we consider the
matrix Jψ with entries [Jψ(x, t)]jk = ∂
j
tψxk(x, t). By definition Jψ(0, 0) is
the identity matrix. We expand using Taylor’s formula
(3.19) ∂jtψxk(0, t) =
d−j∑
l=0
tl
l!
∂j+lt ψxk(0, 0) +
td−j+1
(d− j + 1)!
∂d+1t ψxk(0, t˜)
and notice that the first sum equals (with P ≡ Pµν)
d−j∑
l=0
tl
l!
d∑
m=1
∂j+ls φwm(P )ε
j+lLmkε
−k =
{
0 if k < j
tk−j
(k−j)! if k ≥ j.
The absolute value of the remainder term in (3.19) is∣∣∣ td−j+1
(d− j + 1)!
d∑
m=1
∂d+1s φ(w˜, s˜)ε
d+1Lmkε
−k
∣∣∣ ≤ 2dBε‖L‖∞ ≤ 2d!Bdb−1ε.
There is also another error term for the expansion about x = 0, and we have
∂jtψxk(x, t)− ∂
j
tψxk(0, t) =
d∑
l=1
∂jtψxkxl(x˜, t)xl
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with∣∣∂jtψxkxl(x˜, t)∣∣ = ∣∣δ−1εj−k−lδ2 d∑
m,n=1
LmlLnk∂
j
sφwnwm(w˜, s˜)
∣∣
≤ δ−1+2εj−l−kBd2(b−1(d− 1)!Bd−1)2 ≤ δεj−l−k(d!Bdb−1)2.
Thus, for all (x, t) ∈ Z2,
(3.20)
[
Jψ(x, t)
]
jk
=
{
tk−j
(k−j)! + Ejk(x, t), if k ≥ j
Ejk(x, t), if k < j,
with
(3.21) |Ejk(x, t)| ≤ 2d!B
db−1ε+ 2δε1−2dB(b−1d!Bd−1)2.
By straightforward considerations using cofactor expansions we see that
|detJψ(x, t) − 1| ≤ (d!− 1) max
1≤κ≤d
max
jk
|Ejk(x, t)|
κ,
and thus, by our choice of ε, we have
(3.22) det Jψ(x, t) ≥ 1/2, (x, t) ∈ Z2,
moreover, using also our choice of δ and the assumption |t| ≤ 2
(3.23)
∣∣∂jtψxk(x, t)∣∣ ≤ 3, 1 ≤ j ≤ N.
The above estimates for the second derivatives can be extended in a
straightforward manner to higher derivatives and we obtain for j ≤ N ,
and multiindices α = (α1, . . . , αd) with |α| :=
∑d
i=1 αi that∣∣∂jt ∂αxψ(x, t)∣∣ ≤ 1δ εj−α1−2α2−···−dαdδ|α|(d!Bdb−1)|α|.
Observe that when we have at least two x-differentiations then the smallness
of δ can be used. By our choice (3.10)
(3.24)
∣∣∂jt ∂αxψ(x, t)∣∣ ≤ 2, 1 ≤ j ≤ N, 2 ≤ |α| ≤ N,
and it follows from (3.22), (3.23) and (3.24) that ψ ∈ Φ[3, 2−1]. 
The extension operators for nondegenerate curves. The model case
for our class of phase functions is φ(x, t) = −〈x, γ(t)〉 where γ : I → Rd
is defined on the compact interval I and has the property that for each t
the derivatives γ′(t), ..., γ(d)(t) are linearly independent. Define the Fourier
extension operator
Ef(ξ) =
∫
I
f(t)e−i〈ξ,γ(t)〉dt
and let B(λ) be a ball in Rd of radius λ. Then by a change of variable
Theorem 1.2 implies that there is C > 0 so that for all α > 0
meas
(
{ξ ∈ B(λ) : |Ef(ξ)| > α}
)
≤
[
Cα−1‖f‖qd
]qd .
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By letting λ→∞ and using the monotone convergence theorem we see that
E : Lqd(I) → Lqd,∞(Rd). A duality argument shows the local version of
Theorem 1.1, namely ∥∥f̂ ◦ γ∥∥
Lpd (I)
≤ cI‖f‖Lpd,1(Rd).
A nonisotropic scaling using the dilations x 7→ (ux1, u
2x2, . . . , u
dxd) can be
used to deduce the global version of Theorem 1.1.
4. Proof of the Lqd bound
We now show (1.6). Recall the bounds for Mλ,k. As Tλ has bounded
operator norms the estimate (3.4) is wasteful for large k and the term
2k(1/2−1/d)(1 + λ)−d/2 can be replaced by a constant.
Note that for all k ≥ 0∥∥Mλ,k(f1, . . . , fd)∥∥qd,∞ . (1 + λ)−d/qd2−2k/d‖f1‖qd,1 d∏
i=2
‖fi‖∞,
which follows from (3.5) since we have already established the restricted
weak type bound for qd. By real interpolation,
(4.1)
∥∥Mλ,k(f1, . . . , fd)∥∥qd/d,1 . (1 + λ)−d2/qd‖f1‖qd,1 d∏
i=2
‖fi‖∞,
but there is also the trivial bound
(4.2)
∥∥Mλ,k(f1, . . . , fd)∥∥qd/d,1 . (1 + λ)−dϑ/qd2−2kϑ/d‖f1‖qd/d,1 d∏
i=2
‖fi‖∞,
with ϑ = (d− 2)/(d + 2). Let
Nλ = 10d
3 log λ
then certainly by (4.2)
(4.3)
∥∥∥ ∑
k>Nλ
Mλ,k(f1, . . . , fd)
∥∥∥
qd/d,1
. (1 + λ)−d
2/qd‖f1‖qd/d,1
d∏
i=2
‖fi‖∞.
Furthermore one can show, for 1 ≤ τ ≤ ∞,
(4.4)∥∥∥ ∑
0≤k≤Nλ
Mλ,k(f1, . . . , fd)
∥∥∥
qd/d,τ
. N
1/τ
λ (1 + λ)
−d2/qd‖f1‖qd/d,1
d∏
i=2
‖fi‖∞.
This follows from the case τ = 1 which holds by (4.1) and the case τ = ∞
which is the restricted weak type estimate that follows from Bourgain’s
interpolation argument. All together
(4.5)
∥∥∥ d∏
j=1
Tλfj
∥∥∥
qd/d,τ
. N
1/τ
λ (1 + λ)
−d2/qd‖f1‖qd/d,1
d∏
i=2
‖fi‖∞,
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and similar bounds with the fi permuted. We apply this with τ = qd/d and
use the multilinear trick for the qd-linear expression
∏qd
j=1 Tλfj on L
1. We
have for all permutations π on qd letters∥∥∥ qd∏
j=1
Tλfj
∥∥∥
1
≤
∥∥∥ d∏
i=1
Tλfπ(i)
∥∥∥ qd
d
,1
∥∥∥ qd∏
j=d+1
Tλfπ(j)
∥∥∥ qd
qd−d
,∞
≤
∥∥∥ d∏
i=1
Tλfπ(i)
∥∥∥ qd
d
,1
qd∏
j=d+1
∥∥Tλfπ(j)∥∥qd,∞
. Nλ(1 + λ)
−d‖fπ(1)‖qd/d,1
d∏
i=2
‖fπ(i)‖∞
qd∏
j=d+1
‖fπ(j)‖qd,1.
The multilinear interpolation result of Proposition 2.3, for Y = L1, yields∥∥∥ qd∏
j=1
Tλfj
∥∥∥
1
. Nλ(1 + λ)
−d
qd∏
i=1
‖fπ(i)‖pi,ri
for (p−11 , . . . , p
−1
qd
) in a neighborhood of (q−1d , ..., q
−1
d ), satisfying
∑qd
i=1 p
−1
i =
1, and for
∑qd
i=1 r
−1
i = 1. Now Nλ ≈ log λ for λ ≥ 2 and the asserted result
follows if we set pi = ri = qd, fi = f . 
5. A lower bound
We show that the extension operator for the nondegenerate case does not
map Lqd,r(I) to Lqd,∞(Rd) for r > qd. By the uniform boundedness principle
it suffices to consider smooth and compactly supported functions and show
that the operator norm is not finite. We may assume that I = (−1, 1).
By a linear change of variable we may also assume that γ(j)(0) = ej , for
j = 1, . . . , d.
Let χ be a nonnegative C∞0 function supported in (−1/8, 1/8) with χ(t) =
1 for t ∈ (−1/10, 1/10). For n ∈ N define
(5.1)
un(t) = 2
n/qdχ(2n(t− 2−n)),
fN (t) =
2N∑
n=N+1
un(t).
It is easy to see that for N ≥ 2
(5.2)
∥∥fN‖Lqd,r(I) ≤ CN1/r ,
and thus it suffices to show that for large N
(5.3)
∥∥EfN‖Lqd,∞(Rd) ≥ CN1/qd .
In order to achieve this we need the following van der Corput type asymp-
totics which is taken from Lemma 5.1 in [9].
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Asymptotics. Let 0 < h ≤ 1, I = [−h, h], I∗ = [−2h, 2h] and let
g ∈ C2(I∗). Suppose that h ≤ 10−1(1 + ‖g‖C2(I∗))
−1 and let η ∈ C1 be
supported in I and satisfy the bounds
(5.4) ‖η‖∞ + ‖η
′‖1 ≤ A0, and ‖η
′‖∞ ≤ A1.
Let k ≥ 2 and define
(5.5) Iλ(η, x) =
∫
η(s) exp
(
iλ(
k−2∑
j=1
xjs
j + sk + g(s)sk+1)
)
ds.
Let αk =
2
kΓ(
1
k ) sin(
(k−1)π
2k ), if k is odd and αk =
2
kΓ(
1
k ) exp(i
π
2k ), if k is
even. Suppose that |xj | ≤ ελ
(j−k)/k, j = 1, . . . , k − 2. Then there is an
absolute constant C so that, for λ > 2,
|Iλ(η, x) − η(0)αkλ
−1/k| ≤ C[A0ελ
−1/k +A1λ
−2/k(1 + δ2,k log λ)];
here δ2,2 = 1, and δ2,k = 0 for k > 2.
Proof of (5.3). We shall get good lower bounds for the set where |EfN | ≥ β
provided that β ≪ 2−2N . Consider large ξ with ξd ≈ |ξ|. By the implicit
function theorem the equation 〈γ(d−1)(t), ξ〉 = 0 has a unique solution tcr(ξ)
which is homogeneous of degree zero.
For each n ∈ [N, 2N ] we let λn = 2
nd/qdβ−d and set
Vn = {ξ : |ξ
′| ≤ c|ξd|, λn ≤ |ξd| ≤ 2λn, tcr(ξ) ∈ (
9
102
−n, 11102
−n),
|〈γ(j)(tcr(ξ)), ξ〉| ≤ ελ
j/d
n , j = 1, . . . , d− 2}.
Note that if t ∈ supp(uk) and k 6= n then |t − tcr(ξ)| ≥ c2
−n and there-
fore |〈γ(d−1)(t), ξ〉| ≥ c′2−n|ξ|. By van der Corput’s lemma with (d − 1)
derivatives we get the bound
|Euk(ξ)| ≤ C2
n/qd2n/(d−1)λ−1/(d−1)n , ξ ∈ Vn, k 6= n.
By the asymptotics above, if ε > 0 is sufficiently small, then
|Eun(ξ)| ≥ c2
n/qdλ−1/dn − 2
2n/qdλ−2/dn ≥ c
′2n/qdλ−1/dn = c
′β, ξ ∈ Vn.
Combining the last two inequalities we obtain
(5.6) |EfN (ξ)| ≥ c
′′β, ξ ∈ ∪2Nn=NVn.
The measure of Vn is ≥ cε2
−nλ
(d−2)(d−1)
2d
+2
n = cε2
−nλ
qd/d
n = cεβ
−qd and the
sets Vn, N ≤ n ≤ 2N are disjoint if N is large. Thus for N large (5.3)
follows. 
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6. Proof of Theorem 1.3
We first note that it suffices to assume that the powers bi are mutually
distinct and also bi 6= 0; in the other cases the weight vanishes identically.
We only need to prove the result for I = (0, 1] here, by a scaling argu-
ment we can easily extend the result to I = (0,∞), using the linear isomor-
phisms x 7→ (sb1x1, ...., s
bdxd). Following [17] we will use the exponential
parametrization, replacing t by e−t. Setting ai = −bi we may assume, after
a further linear change of variables, that
(6.1) γ(t) = (a−11 e
a1t, · · · , a−1d e
adt), 0 < t <∞,
where the aj are real numbers so that either (i) a1 < · · · < ad < 0, or (ii)
0 < a1 < · · · < ad, or (iii) a1 < · · · < am < 0 < am+1 < · · · < ad, for some
m ∈ {1, · · · , d}. We shall give the argument for case (iii), and the proofs for
the other cases require only notational changes.
Fix any point (1/p, 1/q) on the critical line segment 1/p+(d2+d)/(2q) = 1,
0 < 1/q < 1/qd, where qd = (d
2 + d+ 2)/2. Let us fix a number R > 1 and
set IR = [0, R] and let
TRf(x) =
∫ R
0
f(t)w(t)e−i〈x,γ(t)〉dt.
It suffices to show
(6.2) ‖TRf‖Lq(Rd) ≤ C‖f‖Lp(wdt)
with a constant C independent of R > 1. We need to prove this for 2 < p <
qd, q = d(d + 1)p
′/2 (and qd > 2 if d ≥ 3); the estimate for p ≤ 2 follows
then by interpolation with the trivial case p = 1.
Observe that (6.2) holds with some C = C(a,R) < ∞, by the estimates
for the nondegenerate curve γ (restricted to IR); notice that indeed |w(t)| ≥
C(a)min{1, eR(
P
j aj)2/(d
2+d)} > 0 on IR. Let now BR,a be the infimum over
all C for which (6.2) holds. BR,a is finite and we have to establish that BR,a
is uniformly bounded in R ≥ 1 and a = (a1, . . . , ad).
We shall estimate the d-linear expression
d∏
j=1
TRfj(x) =
∫
IdR
ei〈x,γ(t1)+···+γ(td)〉
d∏
j=1
[fj(tj)w(tj)] dt1 · · · dtd.
We change variables κj(h) =
∑j−1
i=1 hi as in (2.7), and let JR denote the set
of all h ∈ [0, R]d−1 satisfying κd(h) ≤ R. For h ∈ JR let IR,h = [0, R−κd(h)],
and define for any permutation π on d letters
(6.3) F π(h, t) = χJR(h)χIR,h(t)
d∏
i=1
fπ(i)(t+ κi(h)).
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For fixed h let
(6.4) Γ(t, h) =
d∑
j=1
γ(t+ κj(h))
and
(6.5) H(t, h) =
d∏
j=1
w(t+ κj(h)).
Define an operator SR,h by
SR,h[F ](x) = χJR(h)
∫
IR,h
ei〈x,Γ(t,h)〉F (t, h)H(t, h) dt.
Then
(6.6)
d∏
j=1
TRfj(x) =
∑
π∈Sd
∫
SR,h[F
π](x)dh.
We first give an estimate on the operators SR,h which will put us in the
position to apply the Vandermonde estimate (2.10).
Proposition 6.1. Fix 1 < p < qd =
d2+d+2
2 and let q =
d(d+1)
2 p
′. For
ϑ ∈ (0, 1) define
(6.7)
1
A
= 1−
ϑ
2
,
1
B
=
1
p
+ ϑ(
1
2
−
1
p
),
1
s
=
1− ϑ
q
+
ϑ
2
, η = 1−
d+ 1
2q
(1− ϑ).
Then (with v as in (2.8))
(6.8)
∥∥∥ ∫ SR,h[F ]dh∥∥∥
s
≤ CB1−ϑR,a
(∫ ( ∫ ∣∣F (t, h)H(t, h)η− d+14 ϑ∣∣Bdt)AB v(h)1−Adh) 1A .
Proof. The proof relies on arguments in the papers by Drury and Marshall
[16], [17]. We begin with a few remarks on the affine arclength measure for
the curve γ and for the “offspring” curves t 7→ Γ(t, h). Let τ and w be as in
(1.8), (1.7) (for the curve γ in (6.1)). Then
|τ(t)| = v(a) exp
(
t
d∑
i=1
ai
)
with a = (a1, . . . , ad), and
H(t, h)1/d = w(t) exp
(
2
d2(d+1)(
d∑
i=1
ai)(
d∑
j=2
κj(h))
)
.
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Next, Γ(t, h) = γ(t)E(h), where E(h) is a d× d diagonal matrix with the
diagonal entries
Eii(h) =
d∑
j=1
eaiκj(h)
so that 1 ≤ Eii(h) ≤ d, for 1 ≤ i ≤ m and e
aiκd(h) ≤ Eii(h) ≤ de
aiκd(h),
for m + 1 ≤ j ≤ d (for the definition of m see the paragraph after (6.1)).
Moreover, if τh is the expression (1.8) for the curve Γ(·, h) then
τh(t) = v(a) exp
(
t
d∑
i=1
ai
) d∏
k=1
Ekk(h).
We first establish the inequality
(6.9)
∥∥SR,h[FH− d−1d ]∥∥q ≤ CBR,a( ∫ |F (t, h)|pH(t, h)1/ddt)1/p
with a constant C uniform in h. Notice that the quotient of H(t, h)1/d and
wh := τ
2/(d2+d)
h is independent of t, namely
Q(h) :=
H(t, h)1/d
wh(t)
=
exp
(
2
d2(d+1)
(
∑d
j=1 aj)(
∑d
j=2 κj(h))
)
(∏d
i=1(
∑d
j=1 e
aiκj(h))
) 2
d(d+1)
.
Since Γ(t, h) = γ(t)E(h) we have by affine invariance(∫ ∣∣ ∫
IR,h
ei〈x,Γ(t,h)〉g(t)wh(t)dt
∣∣qdx)1/q ≤ BR,a( ∫ |g(t)|pwh(t)dt)1/p
and thus with g(t) := F (t, h),∥∥SR,h[FH−(d−1)/d]∥∥q ≤ BR,aQ(h)1−1/p(∫ |F (t, h)|pH(t, h)1/ddt)1/p.
Thus, the estimate (6.9) will follow once we establish the inequality that
Q(h) is bounded. But note that
Q(h)d(d+1)/2 ≤ exp
(
1
d(
m∑
j=1
aj)(
d∑
j=2
κj(h))
)exp (1d (∑dj=m+1 aj)(∑dj=1 κj(h)))∏d
i=m+1 e
aiκd(h)
≤ exp
(
1
d(
d∑
j=m+1
aj)(
d∑
j=1
(κj(h) − κd(h)))
)
≤ 1
since κd ≥ κd−1 ≥ κ2 ≥ κ1 = 0 and ai < 0 for i ≤ m, ai > 0 for i > m.
Thus (6.9) is proved.
We may replace F by FH(d−1)/d and integrate the resulting estimate with
respect to h. This yields
(6.10)
∫ ∥∥SR,h[F ]∥∥qdh ≤ CBR,a ∫ ( ∫ |F (t, h)H(t, h)d−1d + 1dp |pdt)1/pdh.
Note that this implies the claimed estimate (6.8) for the case ϑ
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Now as in [16], [17] one can perform the change of variables (t, h) 7→ Γ(t, h)
(justified in [17], p. 549) and use Plancherel’s theorem, to obtain
(6.11)
∥∥∥ ∫ SR,h[F ]dh∥∥∥
2
≤ C
(∫∫ ∣∣F (t, h)H(t, h)J(t, h)−1/2∣∣2dt dh)1/2
where J(t, h) is the Jacobian of this transformation.
Interpolating these two estimates gives
(6.12)
∥∥∥ ∫ SR,h[F ]dh∥∥∥
s
≤ CB1−ϑR,a
( ∫ (∫ ∣∣F (t, h)H(t, h)ηJ(t, h)−ϑ/2∣∣B(ϑ)dt)A(ϑ)/B(ϑ)dh)1/A(ϑ)
where 0 ≤ ϑ ≤ 1 and A,B, s, η are as in (6.7).
We now use a crucial estimate concerning the determinant of the d × d
matrix E(a, s) :=
(
eaisj
)
i,j=1,...d
.
A total positivity bound by Drury and Marshall. [17], p.546. The
estimate
(6.13)
det E(a, s)∏
1≤i<j≤d
(
(aj − ai)(sj − si)
) ≥ cd exp (1
d
( d∑
j=1
aj
)( d∑
j=1
sj
))
holds for all real a1, . . . , ad and all real s1, . . . , sd with a constant cd that
depends only on the dimension d.
This means J(t, h) ≥ cd v(h)H(t, h)
(d+1)/2 and therefore∥∥∥∫ SR,h[F ]dh∥∥∥
s
≤ C(BR,a)
1−ϑ×(∫ ( ∫ ∣∣F (t, h)H(t, h)η− d+14 ϑ∣∣Bdt)A/Bv(h)−ϑA/2dh)1/A.
Now observe that A−1 = 1− ϑ/2 means −ϑA/2 = 1−A and thus the proof
of the proposition is complete.

Proof of Theorem 1.3, continued. Proposition 6.1 enables us to apply the
inequality (2.10). We wish to use it for the value
(6.14) ϑ = ϑ(p) =
4(d− 1)
(d+ 1)dp′ − 4
=
2(d − 1)
q − 2
and we let A = Ap, B = Bp, s = sp and η = ηp be the values which
correspond to ϑ = ϑ(p) via (6.7). The reason for this choice is that the
exponent of H in (6.8) becomes
(6.15) ηp −
d+ 1
4
ϑ =
1
p
;
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moreover
(6.16) sp =
q
d
=
d+ 1
2
p′.
In order to apply (2.10) we need the additional restriction 1 < Ap <
d+2
d ,
which corresponds to ϑ(p) < 4/(d+2). A short calculation reveals that this
requirement is equivalent with our assumption p < d
2+d+2
2 .
We also set σp = 2/(d + 2− dAp) and obtain after a short computation
1
Apσp
=
d+ 2
Ap
−
d
2
=
p−1 − q−1
1− 2q−1
and
1
Bp
=
1
p
+
(12 −
1
p)
d−1
dp′
d+1
4 −
1
dp′
.
We check that B−1 > p−1 > (Apσp)
−1 since 2 < p and we have
(6.17)
d− 1
Apσp
+
1
Bp
=
d
p
.
Now let Σ(Ap, Bp) be the simplex defined in the statement of Proposition
2.4. We apply this proposition to the right hand side of (6.8) with F = F π
as in (6.3); then by (6.6)
(6.18)
∥∥∥ d∏
j=1
TRfj
∥∥∥
q/d
≤ CB
1−ϑ(p)
R,a
d∏
j=1
‖fjw
1/p‖pj ,1,
for all (p−11 , . . . , p
−1
d ) ∈ Σ(Ap, Bp).
We continue to argue as in the proof of Theorem 1.2 and consider now
the qd-linear expression
MR[g1, . . . , gqd ] =
qd∏
k=1
TR[gjw
−1/p].
Consider the setKp consisting of the points P
̟ = (P̟1 , . . . , P
̟
qd
), ̟ ∈ Sqd
(i.e. a permutation on {1, . . . , qd}) with P
̟ defined by
P̟̟(i) =

1/Bp, i = 1,
1/(Apσp), 2 ≤ i ≤ d,
1/p, d+ 1 ≤ i ≤ qd.
The (closed) convex hull of Kp is a simplex on the hyperplane {X ∈ R
qd :∑qd
i=1Xi = qd/p} with vertices P
̟, and center (p−1, . . . , p−1).
By (6.18) and Ho¨lder’s inequality∥∥MR[g1, . . . , gqd ]∥∥q/qd ≤ C(BR,a)(1−ϑ)qd/d qd∏
k=1
‖gk‖pk,1
for all (p−11 , . . . , p
−1
qd
) ∈ Kp. We now apply Proposition 2.3 and observe that
since q > qd our multilinear operator takes values in a Banach space.
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Thus we get∥∥MR[g1, . . . , gqd ]∥∥q/qd ≤ C(BR,a)(1−ϑ)qd/d qd∏
k=1
‖g̟(k)‖pk,qd ,
for all (p−11 , . . . , p
−1
qd
) ∈ (convKp)
o. Clearly the center (p−1, . . . , p−1) belongs
to (convKp)
o and it follows that for gi = fw
1/p,
‖TRf‖q =
∥∥MR[g1, . . . , gqd ]∥∥1/qdq/qd ≤ C(p, d)(BR,a)(1−ϑ)/d‖fw1/p‖p,qd.
By p < qd and the continuous imbedding L
p ⊂ Lp,qd we have
‖fw1/p‖Lp,qd ≤ ‖fw
1/p‖Lp =
(∫
|f(t)|pw(t)dt
)1/p
.
Thus BR,a ≤ C
′(p, d)(BR,a)
(1−ϑ)/d and the assertion of the theorem follows.

7. Proof of Theorem 1.4
Let α < β, α, β /∈ {0, 1}. We first note that the affine arclength measure
w(t)dt for the curve (t, tα, tβ), t > 0, is given via w(t) = c(α, β)t(α+β−5)/6
with c(α, β)6 = αβ(α − 1)(β − 1)(β − α). We consider the case α + β = 5
which clearly plays a special role as the affine arclength measure is now a
constant multiple of Lebesgue measure on R. The case α = 2, β = 3 has
been handled in §3, and part (i) of Theorem 1.4 asserts that it holds also
true for α = 5− β < 2.
To prove this assertion we consider a more general class of curves
(7.1) t 7→ (t, y(t), z(t)), t ∈ I = (0, b); 0 < b <∞
where y, z ∈ C3(I) and satisfy a strong nondegeneracy condition introduced
in [4], namely
(7.2) ∆(s, t) :=
∣∣y′′(s)z′′′(t)− y′′′(s)z′′(t)∣∣ ≥ δ > 0, s, t,∈ I;
moreover it is assumed that
(7.3) z′′′(t) 6= 0, t ∈ (0, b),
however no upper bounds for the third derivatives are required on the open
interval (0, b). Note that the determinant in (7.2) cannot change sign. In
particular, if h1, h2 ≥ 0, h1 + h2 < b, and if we consider the offspring curves
Γ(t, h) = 13
∑3
i=1 γ(t+ κi(h)), t < b− h1 − h2, then Γ(t, h) = (t, yh(t), zh(t))
where (yh, zh) satisfies (7.2) (with the same δ) on the interval (0, b−h1−h2).
This follows from an expansion using the multilinearity of the determinant.
Let
Ef(x) :=
∫ b
0
e−i〈x,γ(t)〉f(t)dt.
Proposition 7.1. Let γ be as in (7.1), (7.2). Then
(7.4) ‖Ef‖L7,∞(R3) ≤ Cδ
−1/7‖f‖L7(I)
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Proof. Let K(b, δ) be the class of curves γ satisfying (7.1), (7.2) on (0, b) and
let
(7.5) Aδ(b,R) := sup
ρ>0
(1 + R−1ρ)−2d sup
γ∈K(a,δ)
0<a≤b
sup
‖f‖L7(0,a)≤1
∥∥Ef∥∥
L7,∞(BR)
.
ClearlyAδ(a,R) ≤ C(b,R) <∞ for a ≤ b and we need to show thatAδ(a,R)
is uniformly bounded in a and R.
Now let a ≤ b and let γ ∈ K(a, δ). As in §1.2 we estimate the trilinear
expression M(f1, f2, f3) =
∏
Efi(x) and split M =
∑
kMk where
Mkf(x) =
∫
Sk
e−i〈x,
P3
i=1 γ(ti)〉
∏
fi(ti)dt1dt2dt3
with Sk = {(t1, t2, t3) : 2
−k−1 < V3(t) ≤ 2
−k}.
It was observed in Lemma 2 of [4] that the map (t1, t2, t3)→
1
3
∑3
i=1 γ(ti)
is one-to-one, when restricted to {t1 < t2 < t3} (this uses (7.3)). Denote
the Jacobian of this mapping by J(t1, t2, t3). Also as in [14], [4] one uses
a generalized mean value theorem ([27], V.1.95) to obtain the inequality
J ≥ δV . As before this leads to the L2 bound
(7.6) ‖Mk(f1, f2, f3)‖2 ≤ Cδ
−1/22k/6‖f1‖2‖f2‖∞‖f3‖∞.
On the other hand, applying the definition of A to the off-spring curve and
the fact that the measure of {(t2, t3) : (t1, t2, t3) ∈ Sk} is O(2
−2k/3) leads to
(7.7) ‖Mk(f1, f2, f3)‖L7,∞(BR) ≤ CAδ(b, 3R)2
−2k/3‖f1‖7‖f2‖∞‖f3‖∞.
From here on we argue as in the proof of Theorem 1.2. Applying Bour-
gain’s interpolation lemma we get
‖M(f1, f2, f3)‖L7/3,∞(BR) ≤ Cδ
−2/5Aδ(b, 3R)
1/5‖f1‖7/3,1‖f2‖∞‖f3‖∞
and applying the multilinear interpolation arguments to the symmetric n-
linear expression
∏n
i=1 Efi, for n > 7 (e.g. n = 21 as in §3) yields∥∥∥ n∏
i=1
Efi
∥∥∥
L7/n,∞(BR)
≤ Cδ−2n/15Aδ(b, 3R)
n/15
n∏
i=1
‖fi‖L7,ri (I)
where
∑n
i=1 r
−1
i = n/7. We may set fi = f , ri = 7 and obtain
Aδ(b,R) ≤ Cδ
−2/15Aδ(b, 3R)
1/15
and since from definition (7.5) it follows that Aδ(b, 3R) . Aδ(b,R) we obtain
Aδ(b,R) . δ
−1/7 which is the assertion. 
Conclusion of the proof of Theorem 1.4. We first consider part (i). By sym-
metry we may assume α ≤ 2. The cases α = 0 and α = 1 are triv-
ial since then wγ ≡ 0, and the case α = 2 has been already handled
in §3. Thus suppose α = 5 − β < 2, and α 6= {0, 1}. Then by the
discussion in the beginning of this section the affine arclength measure is
c
1/6
α (5 − 2α)1/6dt with cα = |α(5 − α)(α − 1)(4 − α)|. Moreover ∆(s, t) =
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cα|(3−α)s
α−2t2−α+(2−α)s3−αtα−3| and c−1α ∆(s, t) has its minimum (5−2α)
at (1, 1). From this part (i) of the theorem follows easily. Part (ii) follows
from part (i) by the change of variable u = tα, and interchanging the first
and second components of γ. 
Appendix A.
Vandermonde operators: Proof of the Drury-Marshall bound
For the sake of self-containedness we give the full proof of Proposition
2.4, due to Drury and Marshall. This is done by first checking (i) for d = 2
and d = 3, and then by arguing by induction, applying a special case of (ii)
in d− 2 dimensions to prove (i) and (ii) in d dimensions.
We note that by a homogeneity argument it suffices to prove that the set
Ωd(1) has finite measure in R
d−1. It is obvious that the measure of Ω2(1)
is equal to 1. If d = 3 then v3(h) = V3(κ(h1, h2)) = h1h2(h1 + h2) and the
set {h : v3(h) ≤ 1} is contained in the union of two sets E1 ∪ E2 where
E1 = {h ∈ (0,∞)
2 : h1h
2
2 ≤ 1, h1 ≤ h2} and E2 = {(h1, h2) : (h2, h1) ∈ E1}.
Both sets have area equal to
∫∞
0 min{s, s
−2}ds = 3/2.
Now we assume that (ii) has been established in all dimensions ≤ d − 1,
and we shall prove that Ωd(1) has finite measure in (R+)
d−1, and that (2.10)
holds in d dimensions.
We now set r ≡ r(h) = κd(h) = h1 + · · ·+ hd−1, t ≡ t(h) = h1/κd(h) and
τi(h) = hi+1/κd(h), i = 1, . . . , d − 3. We use the change of variable h 7→
(t, τ1, . . . , τd−3, r) and observe the determinant of its derivative is r(h)
−d+2.
Set κ˜(τ) = (κ˜1, . . . , κ˜d−3), with κ˜1(τ) = 0 and κ˜i(τ) =
∑i−1
k=1 τk, for
2 ≤ i ≤ d− 2. Then we can write
vd(h) =
( d∏
j=2
κj(h)
)( ∏
2≤i<j≤d−1
κj(h)− κi(h)
)( d−1∏
k=2
(κd(h) − κi(h))
)
= κd(h)
d(d−1)
2
( d∏
j=2
κj(h)
κd(h)
(
1−
κj(h)
κd(h)
))( ∏
2≤i<j≤d−1
κj(h)− κi(h)
κd(h)
)
= r(h)
d(d−1)
2
d−2∏
j=1
[(t+ κ˜j(τ))(1 − t− κ˜j(τ))]
( ∏
1≤i<j≤d−2
(κ˜j(τ)− κ˜i(τ))
)
.
Thus, if U(s) :=
(∏d−2
i=1 [si(1− si)]
)
Vd−2(s), defined on Σd−2 := {s ∈ R
d−2 :
0 ≤ s1 ≤ ... ≤ sd−2 ≤ 1}, then
|Ωd(1)| ≤
∫
Σd−2
∫ U(s)− 2d(d−1)
0
rd−2drds ≤
∫
Σd−2
U(s)−2/dds
=
∫
(R+)d−3
∫ ∞
0
d−2∏
i=1
|g(t+ κ˜i(τ))|
Adt [vd−2(τ)]
1−Adτ ;
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here vd−2(τ) := Vd−2(κ˜(τ)), A = (d+ 2)/d, g(s) = s(1− s)
−2/(d+2)χ[0,1](s).
Thus the last expression is the Ath power of the LAv (L
A) norm of the Van-
dermonde operator in d − 2 dimension, applied to the functions fi = g,
i = 1, . . . , d−2. The value A = (d+2)/d < d/(d−2) is permissible for the ap-
plication of part (ii) in (d−2) dimensions. Now with σ = 2(d−(d−2)A)−1 =
d/2 we need to verify that g ∈ Lp,1 with (d − 2)/p = A−1(1 + (d − 3)/σ)
(which corresponds to the point in the center of the (d − 3)-dimensional
simplex Σ(A,A)). Note that p = (d+ 2)/3, and as g belongs to Lr[0, 1] for
all r < (d + 2)/2 it belongs surely to Lp,1. Thus part (i) is verified in d
dimensions.
We now turn to the proof of (2.10) in d dimensions. First notice that the
allowable pi’s are given by the equation
∑d
i=1 p
−1
i = (d − 1)(σA)
−1 + B−1
and that (p−11 , . . . , p
−1
d ) belongs to Σ(A,B) if and only if
1
pi
=
1
σA
+
( 1
B
−
1
σA
) 1
ri
where ri ∈ [1,∞] with
∑d
i=1 r
−1
i = 1.
It suffices to prove the estimate (2.10) for fi which is pointwise dominated
by characteristic functions of measurable sets Ei, i = 1, . . . , d, and by mono-
tonicity properties of the operator we may assume that fi = χEi . Thus we
need to prove
(A.1)
∥∥V(χE1 , . . . , χEd)∥∥LAv (LB) ≤ C d∏
i=1
|Ei|
1/pi .
We use a duality argument for the h integral in (2.9). By part (i) the function
|v|1−A belongs to Lσ
′,∞(Rd−1) for σ′ = 2d−1(A − 1)−1. Note that because
of our assumption on A we have σ′ ∈ (1,∞); moreover σ′ is the conjugate
exponent to σ = 2/(2 + d− dA). Define
Φ(h) =
∫ d∏
i=1
|χEi(t+ κi(h))|dt,
as a function defined on (0,∞)d−1. As χEi assumes only the values 0 and 1
it suffices to show that
∥∥ΦA/B∥∥
Lσ,1
.
∏d
i=1 |Ei|
A/pi which follows from
(A.2) ‖Φ‖LAσ/B,A/B ≤ C
d∏
i=1
|Ei|
B
pi .
We now use the familiar inequality
(A.3) ‖G‖LP,s ≤ C(P, s)‖G‖
1/P
1 ‖G‖
1−1/P
∞
which holds for all P ∈ (1,∞) and all s ∈ (0,∞); and we apply this for
G ≡ Φ, and P = Aσ/B > 1, s = A/B ∈ (0, 1]. It is easy to see that
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‖Φ‖1 ≤
∏d
i=1 |Ei| and, by Ho¨lder’s inequality, ‖Φ‖∞ ≤
∏d
i=1 |Ei|
1/ri for all
r1, . . . , rd ∈ [1,∞] satisfying
∑d
i=1 r
−1
i = 1. Now by (A.3),
(A.4)
∥∥Φ∥∥
LAσ/B,A/B
≤ c(A,B)
d∏
i=1
|Ei|
B
Aσ
+(1− B
Aσ
) 1
ri
where ri ∈ [1,∞] with
∑d
i=1 r
−1
i = 1. By the above description of the
simplex Σ(A,B) this inequality yields (A.2) and thus the assertion. 
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