Given an integer base b > 1, a set of integers is represented in base b by a language over {0, 1, ..., b − 1}. The set is said to be b-recognisable if its representation is a regular language. It is known that eventually periodic sets are b-recognisable in every base b, and Cobham's theorem implies the converse: no other set is b-recognisable in every base b.
Introduction
Let b > 1 be an integer base. We let b = {0, 1, . . . , b − 1} denote the canonical alphabet of base-b digits. If u = u · · · u 0 belongs to b * , we let u denote the value of u in base b, i.e., u = i=0 u i b i . Note that the leftmost digit is the most significant one. We let n denote the (shortest) base-b representation of n. We set 0 to be the empty word ε. If reference to the base b is needed, we write n b . Thus n is the unique word u over b not starting with 0 and such that u = n. Moreover, for every u ∈ b * such that u = n, there exists i ≥ 0 such that u = 0 i n .
Our contribution
Let b > 1 be an integer base. In this paper, we develop an algorithm to decide whether a given deterministic automaton A over the alphabet b accepts, by value, an (eventually) periodic set of integers. More precisely, the question is to decide whether there exist integers p ≥ 1 and N ≥ 0 such that, for all words u ∈ b * , if u ≥ N , then u is accepted by A if and only if u + p is accepted as well. Acceptance by value means that words sharing the same value are either all accepted or all rejected. Stated otherwise, a word u is accepted by A if and if only if 0u is accepted. The main result of this paper is the following one.
In combinatorics on words, when studying morphic words (for details and definitions, for instance, see [2, 5] ), Cobham's theorem can be reformulated as follows. Let b, c > 1 be two multiplicatively independent integers. An infinite word x is both b-automatic and c-automatic if and only if x is of the form uv ω where u, v are finite words. Indeed, a set of integers is b-recognisable if and only if its characteristic sequence is b-automatic. The decision problem considered in our Theorem 1 is well known to be decidable.
Theorem (Honkala, [13] ). It is decidable whether or not a given b-automatic word is ultimately periodic.
Complexity issues are however not all considered in Honkala's paper. The decidability of our problem of interest can also be obtained using a first-order logic characterization of b-recognisable sets given by Büchi's theorem, and the fact that Presburger arithmetic is decidable [9, 1] . These independent approaches all lead to decision procedures with exponential complexity.
Using LSDF convention, efficient decision procedures are known. First, Leroux obtained a quadratic decision procedure [14] for utimately-periodic b-recognisable sets of integers. Then, the result was improved as follows.
Theorem (Marsault, Sakarovitch, [15] ). Given an integer base b > 1 and a n-state deterministic automaton A over the alphabet b , it is decidable in O(b n log n) time whether or not A accepts, with LSDF convention, some eventually periodic set of integers.
Leroux's result is stated in a multi-dimensional setting, i.e., the problem is to decide whether or not a b-recognisable subset of N d is semi-linear. In that direction, see [19, 17, 14] .
Generalisation to real numbers
Real numbers can be encoded in a base b > 1 by extending positional encoding to infinite words: A word encoding a real is composed of a finite prefix corresponding to an integer part, followed by a single occurrence of a distinguished symbol acting as a separator, and an infinite suffix representing a fractional part. Infinite-word automata are then able to recognise sets of reals. It has been established that weak deterministic automata, a restricted class of infinite-word automata, are sufficiently expressive for recognising all sets definable in mixed integer and real first-order additive arithmetic [7] .
The properties of sets of real numbers that can be recognised by weak deterministic automata in all bases b > 1 have been investigated [6] . Such sets generalise to the real domain the notion of eventual periodicity; they precisely correspond to finite combinations of eventually periodic sets of integers, and intervals of [0, 1]. Checking whether an automaton recognises such a set can be done by first splitting this automaton into finite-state machines operating on the integer and fractional parts of encodings. The former are then checked in the same way as for MSDF integer encodings, and the latter by verifying that they obey the simple structure documented in [6] , which is a simple operation. As a consequence, the algorithm developed in this paper also leads to an efficient procedure for checking that a weak deterministic automaton recognises an eventually periodic set of reals.
Generalisation to other numeration systems
Automatic words form a particular class of morphic words. Similarly, integer-base systems are special cases of more general numeration systems such as those built on a linear recurrent sequence. One can define a numeration system as a one-to-one map s from N to a language L over a finite alphabet. The integer n is mapped to its representation s(n) within the considered system. Hence, it is natural to ask, for given a numeration system s and a subset M of L accepted by a finite automaton A, whether or not the s-recognisable set s −1 (M ) ⊆ N is eventually periodic.
On the one hand, Honkala's result is extended as follows. It is decidable whether or not a given morphic word is ultimately periodic [12, 16] . On the other hand, Büchi's theorem can be extended to linear numeration systems whose characteristic polynomial is the minimal polynomial of a Pisot number. See, for details, [8] . In that setting, several decision problems in combinatorics on words, including the ultimate periodicity problem, are decidable [10] . Using Honkala's techniques, the decision problem considered in our Theorem 1 is generalized to a large class of numeration systems in [4] . In particular, there are systems in this class for which the logical setting may not be applied. For all these decidability results presented in a wider context, no efficient procedure is known.
Preliminaries
In this paper, we only consider deterministic accessible finite automata with an input alphabet of the form b . We use the acceptance-by-value convention. Thus, we may assume that the initial state bears a loop with label 0. In particular, this will always be the case after minimisation. Let A be an automaton. Its set of states (resp. its initial state, its set of final states) is denoted by Q A (resp. i A , F A ). If the considered automaton is clear from the context, (s · u) is the state s such that s u − − → s . The language accepted by A is denoted by L(A). In this section, we recap basic results about automata.
Automaton morphisms and pseudo-morphisms
Definition 2. Given two (accessible) automata A and M over b , an automaton morphism A → M is a function φ : Q A → Q M that satisfies:
Definition 3. If a function φ satisfies (1), (2) and (3) but not necessarily (4), then we say that we have an automaton pseudo-morphism. The next result is classical. See, for instance, [18] . 
If A is an automaton and u is a word, we write (A · u) as a shorthand for (i A · u), i.e., the state reached by the run of u in A. Proof. Forward direction. Since a pseudo-morphism φ respects transitions and the initial state, it follows that, for every word u, (M · u) = φ(A · u). The statement follows immediately.
Backward direction. For every state s, we choose a word u s such that (A · u s ) = s (such a word exists because A is accessible). We define a function φ : Q A → Q M as follows. For every state s ∈ Q A , φ(s) = (M · u s ). Let us show that φ is an automaton pseudo-morphism.
Let s be a state of A and let u be a word such that (A · u) = s. Since (A · u) = (A · u s ), the hypothesis implies (M · u) = (M · u s ). The definition of φ is therefore independent of the choice of the words u s .
In particular, φ(i A ) = (M · u i A ) = (M · ε) = i M hence φ satisfies (1). Moreover, since both A and M are complete, and since φ is a total function, φ also satisfies (2) . Let t a − − → t be a transition of A. By definition φ(t) = (M · u t ) and since the definition of φ does not depend on the choice of the words u s , we may assume that u t = u t a. It then follows that
In other words, φ(t) a − − → φ(t ) is a transition of M.
Ultimately-equivalent states
Our decision procedure involves the determination of ultimately-equivalent states defined as follows.
Two states are ultimately-equivalent if they are m-ultimately-equivalent for some m ≥ 1. Considering an automaton A over b , the computation of this relation is easy. Let us build a directed graph G = (V, E) as follows. The vertex-set is V = Q A × Q A and the edge set is:
In particular, vertices of the form (s, s) never qualify for the above condition and thus never have outgoing edges. Observe that two distinct states s, t of A are ultimately-equivalent if and only if (s, t) may not reach in G a strongly connected component.
Computing the strongly connected components of a graph is done in linear time (see, for instance, Tarjan's algorithm [20] ). Hence, the set of the pairs of states of A that are ultimately-equivalent may be decided in time O(bn 2 ). This complexity can be improved as follows.
Proposition 9 (Béal, Crochemore, [3] ). Let A be an automaton over b . We write n the number of states of A. The set of the pairs of states of A that are ultimately-equivalent may be decided in time O(bn log n).
Sketch. We take verbatim the algorithm in [3] . Start from the trivial partition and iteratively merge states. Each step of the algorithm consists in merging two states that are 1-ultimatelyequivalent. The purpose of Béal and Crochemore was to show that starting with a so-called AFT automaton A, the result is the minimisation of A. Starting with any automaton A, the resulting automaton is not necessarily minimal. However, one can observe that its states are precisely the ultimate-equivalence classes of A.
As a direct consequence of the definition of an automaton morphism, ultimate-equivalence commutes with automaton morphisms. 
2
Purely periodic b-recognisable sets Notation 11. Let p > 0 and b > 1 be two integers. Throughout this section, the quantities k, d, j, ψ are fixed as follows.
Let k, d be the unique integers such that p = k d where k is the greatest divisor of p coprime with b. In particular, the prime factors occurring in the prime decomposition of d all appear in the prime decomposition of b. Moreover,
Let s < k and t < d be two integers. We let s, t denote the (unique) integer of Z/pZ congruent to s modulo k and t modulo d. Note that if n is an integer less than p, then n = n%k, n%d where n%k denote the remainder of the division of n by k.
The automaton A (p,R) and its minimisation
The following definition is ubiquitous when dealing with periodic sets of integers. It is an easy exercise to show that this automaton accepts base-b representations of integers whose remainder modulo p belongs to R.
When we are only interested in the transitions of the automaton A (p,R) , it is sometimes convenient to leave the set of final states unspecified. In that case, we write A (p,?) for the automaton where the final/non-final status of the states is not set. The next lemma states that the automaton A (p,?) is the product automaton A (k,?) × A (d,?) . This easily follows from the Chinese remainder theorem and Lemma 15. 
The fact that k is coprime with b implies the following result.
Lemma 18.
With the definition introduced in Notation 11, the automaton A (k,?) is a group automaton: each letter induces a permutation on the set of states.
Proof. Since k is coprime with b, the function f 0 : Z/kZ → Z/kZ defined by s → sb is a permutation of Z/kZ. Hence, so is the function f a defined by s → (sb + a), for every letter a ∈ b . The action of a in A (k,?) is exactly f a , a permutation of the states.
Nerode-equivalence and ultimate-equivalence in A (p,R)
Within the setting of Example 14 where rows (resp. columns) of the product automaton A (p,R) ≈ A (d,?) × A (k,?) correspond to the equivalence classes modulo d (resp. modulo k), the forthcoming Proposition 20 shows that Nerode-equivalent states in A (p,R) must belong to the same column. See, for instance, Figure 2 . Then, we show that all states belonging to the same column are ultimately-equivalent. 
) as well as modulo d (since both are obviously congruent to m) hence modulo p. The same reasoning also applies to the second state, finally yielding:
The first state belongs to R and is thus final while the second does not belong to R and thus is not final. The word u is then a witness of the fact that id and i d are not Nerodeequivalent. Proof. Proof by contrapositive. Let i and i be two states that are not congruent modulo k. By definition of j, see Notation 11, the states (i · 0 j ) and (i · 0 j ) are both congruent to 0 modulo d. However the operation i → ib is a permutation of Z/kZ, hence (i · 0 j ) and (i · 0 j ) are not congruent modulo k. It follows that (i · 0 j ) = ld and (i · 0 j ) = l d for some distinct l, l ∈ Z/kZ. Lemma 19 then yields that these states are not Nerode-equivalent, hence that i and i are not either. Similarly (s · u) = ib j + u , u = (s · u).
Circuits labelled by the digit 0
A circuit whose every arc is labelled by the digit 0 is called for short a 0-circuit. For instance, the automaton A (12,{5,7}) depicted in Figure 1 has two such circuits: one reduced to the state 0 and one made of the states 4 and 8. We will see that the number of states belonging to 0-circuits has a special meaning. Proof. Forward direction. It is enough to show that every state of the form id, for i ∈ Z/kZ, has a predecessor by 0 of the form i d, i ∈ Z/kZ. Simple arithmetic yields that
Backward direction. Proof by contrapositive. Let s be a state which is not a multiple of d. The state (s · 0 j ) is a multiple of d. Therefore, for every integer i ≥ j, the state (s · 0 i ) is a multiple of d, hence is not equal to s. Since A (p,R) is deterministic, (s · 0 i ) cannot be equal to s for i < j either. The next proposition follows from Lemmas 22 and 19. Recall that k is the largest integer coprime with b such that p = k d and d ≥ 1 (see Notation 11) .
Proposition 23. If (p, R) is proper, the minimisation of A (p,R) possesses exactly k states that belong to 0-circuits.
Characterisation of automata accepting purely periodic sets
The next result will allow us to decide whether a deterministic automaton A over b , given as input, is such that L(A) is a purely periodic set of integers, i.e., whether or not it is of the form R + pN for some R and p.
Theorem 24. Let b > 1 be a base and A be a minimal automaton over b bearing a self-loop labelled by 0 on the initial state. Let be the number of states in A that belong to 0-circuits. The automaton A accepts by value a purely periodic set of integers if and only if the following two conditions are fulfilled. a. There exists a pseudo-morphism φ : A → A ( ,?) . b. The equivalence relation induced by φ is a refinement of the ultimate-equivalence relation.
Proof of forward direction. Since A accepts by value a purely periodic set of integers, there exists a smallest period p and a remainder-set R ⊆ {0, . . . , p−1} such that L(A) = 0 * R+pN . Note that (p, R) is proper by choice of p. We make use of Notation 11. In particular, k is the greatest divisor of p that is coprime with b.
Since A is minimal, it is isomorphic to the minimisation of any automaton accepting L(A), in particular, to the minimisation of A (p,R) . It then follows from Proposition 23 that = k.
To prove that there exists a pseudo-morphism φ : A → A (k,?) , we will apply Lemma 6. 
Remark 25. In the proof of the forward direction, it was stated that = k (where k is the greatest divisor of the period which is coprime with the base). It is also the case in the backward direction. Indeed, the automaton A is shown to accept a purely periodic set of integers. Let (p, R) denotes the proper parameter of this set (it is not necessarily the one given in the proof). Since A is minimal, it is the quotient of A (p,R) . It then follows from Proposition 23 that, , the number of states belonging to 0-circuits, is equal to k, the greatest divisor of the period which is coprime with the base.
Complexity and algorithmic issues
Theorem 24 yields an algorithm to decide whether a given deterministic automaton A accepts by value a purely periodic set of integers: 0. if necessary, minimise A and make it complete; 1. count the number of states of A that belong to 0-circuits; 2. build the automaton A ( ,?) ; 3. construct, if it exists, the pseudo morphism φ : A → A ( ,?) ; 4. check whether, for all x ∈ Z/ Z, the states of φ −1 (x) are ultimately-equivalent.
Let us denote by n the number of states of A.
Step (0) can be carried out in O(bn log n) time. Steps (1), (2) can obviously be performed in O(bn) time. A morphism between deterministic automata, if it exists, can be computed by a single traversal of the bigger automaton; the same algorithm also works for pseudo-morphisms:
Step (3) 
Remark 27. Remark 25 gives a very fast rejection test. Indeed, before Step (2) we may check whether the integer (computed by
Step (1)) is coprime with b. If it is not the case, A may be rejected already.
Example 28. We start with the minimal automaton A depicted in Figure 3 .
Step (1) is shown in Figure 4 : A has five states belonging 0-circuits and thus, = 5.
Step (2) then consists in constructing A (5,?) , shown in 5. There is a pseudo-morphism A → A (5,?) , whose equivalence classes are represented in Figure 6 . Finally, one could check that Step (4) holds: all states belonging to the same class are 3-ultimately-equivalent. Hence A accepts an eventually periodic set of period 2 3 × 5. It is indeed the minimisation of A (40,{0,3}) . Figure 4 The 0-circuits of A have 5 states in total 4
Figure 3 An automaton A

Impurely periodic b-recognisable sets
In this section, we will study the eventually periodic sets of integers that are not purely periodic (see Definition 12) . We say that such sets are impurely periodic. For denotational XX:12 An efficient algorithm to decide periodicity of b-recognisable sets with MSDF Figure 6 Equivalence classes of the relation induced by the pseudo-morphism A → A (5,?) reasons, we will describe eventually periodic sets S with three parameters: a period p, a remainder-set R ⊆ {0, . . . , p − 1} and a finite set I ⊆ N of "mismatches" with a purely periodic set. Such a triplet (p, R, I) is a parameter of S if
where ⊕ is the exclusive disjunction operation: an integer belongs to S if it belongs either to (R + pN) or to I, but not both. One can also find the terminology symmetric difference or disjunctive union (and the notation ∆).
Example 29. The set S = {0, 6} ∪ ({4, 5} + 4N) can be described by the parameter (4, {0, 1}, {1, 6}). Indeed, the purely periodic set P = {0, 1} + 4N and the set S differ only by the fact that 1 ∈ P \ S and 6 ∈ S \ P }.
This way of describing eventually periodic sets has several advantages: the parameter has only three components, the set I is uniquely defined and it allows to determine if S is purely periodic (Lemmas 30 and 31), Lemma 30. Let S be an eventually periodic set of integers. There is a unique purely periodic set P ⊆ N and a unique finite set I ⊆ N of mismatches such that S = I ⊕ P .
We then say that the triplet (p, R, I) is the proper parameter of an eventually periodic set S if S = (R + pN) ⊕ I and p is the smallest positive period for which such R, I exist. We take the convention that the proper parameter of a finite set S is p, R, I = (1, ∅, S), (instead of considering that the period equals 0); this is why the smallest period is assumed to be positive in the previous sentence. Notation 32. In what follows, we consider impurely periodic sets of integers, hence a finite non-empty set I ⊆ N of mismatches is given. Moreover, we still follow the convention of Notation 11 recapped hereafter. A period p and a remainder-set R ⊆ {0, . . . , p − 1} are given. We let k denote the greatest divisor of p that is coprime with the base b, d is the integer such that kd = p and j is the smallest integer such that d divides b j .
4.1
The automata B I and C (p,R,I) = A (p,R) ⊕ B I We will describe an automaton accepting, by value, an eventually periodic set with parameter (p, R, I). We first have to deal with the set I of mismatches.
Definition 33. We denote by m the greatest element of I. We denote by B I the automaton:
where δ if defined as follows.
Simple and formal verification yields the following properties of B I . We write scc for strongly connected component. A trivial scc is a state belonging to no circuit. In the next definition, the exclusive disjunction ⊕ is extended to sets of pairs of states.
Definition 35. Given two complete automata A and B over the alphabet b . We define the exclusive disjunction A ⊕ B as usual:
where δ is defined as follows.
It is quite obvious that a word u is accepted by A ⊕ B if and only if it is accepted by A or B, but not by both of them. The relationship of C (p,R,I) with its minimisation is stated by the next lemma. It is similar to the one of A (p,R) with its minimisation. Proof. Item (a) follows directly from Lemmas 19 and 37(b).
(b). From item (a) and Lemma 38, it suffices to show that there is no state s = (xd, ⊥) which is Nerode-equivalent to the initial state. For the sake of contradiction let us assume that such a state exists.
We denote by i the initial state of C (p,R,I) . Let v be any word whose run reaches s, hence satisfying i · v = s. Since i bears a loop labelled by 0, the run of 0v reaches s, hence, without loss of generality, we may assume that |v| ≡ 0 [ψ].
Since s and i are Nerode-equivalent, so are s · v and (i · v) = s. By iterating this reasoning, we obtain that i is Nerode-equivalent to (i · v k ). Similarly, i is Nerode-equivalent to the state (i · v k 0 j ), that we denote by s . Moreover, since s is reachable from s and since s belongs to the ⊥-scc (complete from Lemma 37(b)), s belongs to the ⊥-scc as well.
Since
Since v k 0 j is obviously a multiple of d, it is also a multiple of p = kd. In other, words s = (0, ⊥) and the initial state is Nerode-equivalent to (0, ⊥). This contradicts the fact that I is non-empty.
(c). Let us denote by X the Nerode-equivalence class of the initial state. Since the initial state bears a loop labeled by 0, the set X is stable by reading the digit 0. Therefore, if X were containing a non-initial state, then it would contain a whole 0-circuit (distinct from the initial state), contradicting item (b).
The next statement can then be established using Lemma 39(b) much like Proposition 20 was shown using Lemma 19. It follows from Lemma 38 that C (p,R,I) has (k + 1) states that belong to 0-circuits and from Lemma 39(b) that such states are not merged by the minimisation process, hence the next proposition holds. Proof. Since by hypothesis, (s, t) and (s , t ) are not initial, there exists a bound m such that for every word u longer that m, the states (s, t) · u and (s, t ) · u belong to the ⊥-scc. Without loss of generality, we may assume that m ≥ j.
Let u be a word longer than m. Then, (s, t) · u = (sb |u| + u , ⊥) and (s , t ) · u = (s b |u| + u , ⊥) .
Since s and s are congruent modulo k, and since k is coprime with b, it holds:
Moreover, since |u| ≥ j, and since d divises b j ,
Finally, since d and k are coprime, (9) and (10) yield
Lemma 43. The initial state of C (p,R,I) is not ultimately equivalent to any other state.
Proof. The only state from whom the initial state may be reached is the initial state itself. Moreover, as the initial state bears a loop labelled by 0, the words of 0 * are witnesses of the fact that no state is ultimately equivalent to the initial state.
Characterisation of automata accepting impurely periodic sets
Theorem 44. Let b > 1 be a base and A be a minimal automaton over b . We write ( + 1) for the number of states in A that belong to 0-circuits. The automaton A accepts by value an impurely periodic set of integers if and only if the following conditions are met. a. There exists a pseudo-morphism φ : A → A ( ,?) . b. The initial state excluded, the equivalence relation induced by φ is a refinement of the ultimate-equivalence relation. c. The initial state bears a self-loop labelled by the digit 0 and features no other incoming transitions.
Proof of forward direction. Conditions (a) and (b) are obtained much like it was done in Theorem 24. We simply apply Propositions 41 and 40 instead of 23 and 20.
Since A is minimal and accepts by value an impurely periodic set, there exists a parameter (p, R, I) such that A is the minimisation of C (p,R,I) . A simple verification yields that Condition (c) is satisfied by C (p,R,I) . Besides, it follows from Lemma 39(c) that the minimisation process does not merge any state of C (p,R,I) with the initial state. As a result, the incoming transitions to the initial state are the same in A and C (p,R,I) .
Proof of backward direction. There are finitely many ultimate-equivalence classes. Hence there exists an integer m such that, if two states s and s are ultimately equivalent, then they are m-ultimately-equivalent.
Note also that since A is complete, Condition (c) implies that ≥ 1. Let u, u be two words whose respective values are congruent modulo b m and greater than b m . Thus, there are words v, v , w, w , |w| = |w | = m, satisfying u = vw, u = v w and such that v, v both possess a non-zero digit. In particular, neither A · v nor A · v is the initial state. With exactly the same proof as was given in Theorem 24, it may then be shown that A · u = A · u .
In other words, A accepts an ultimately periodic set of integers S of period b m . (In general, this period is not the smallest one, which would be d for some d dividing b m .) We moreover write I the set of mismatches (existence and unicity ensured by Lemma 30). Let us show that it is not purely periodic, or equivalently that I is not empty (Lemma 31).
We denote by s the state reached by the run of the word b m , i.e., s = A · b m . Since ≥ 1, this word possesses a non-zero digit, hence s is not the initial state of A (Condition (c)). Since A is minimal, s and i A are not Nerode-equivalent. Hence there exists a word w such that exactly one of the states in {s · w, i A · w} is final. Since w and b m w are obviously congruent modulo b m , w is a mismatch: it belongs to I.
As stated below, Theorem 44 gives an algorithm to decide whether an automaton accepts an ultimately periodic set of integers. It is the same as the one from Section 3.1 with an additional Step (5) at the end. It consists in verifying that Condition 44(c) holds.
Corollary 45. Let b be a base and A be a n-state deterministic automaton over b . It is decidable in O(bn log n) time whether A accepts by value an impurely periodic set of integers.
Since an eventually periodic set is either purely or impurely periodic, Theorem 1 is a direct consequence of Corollaries 26 and 45.
