Abstract-Brain-computer interface (BCI) is a hardware and software communication system that enables humans to interact with their surrounding without the involvement of peripheral nerves and muscles by using control signals generated from electroencephalographic activity. In this paper, we report on results of developing motor imagery feature extraction method for BCI. The wavelet coefficients were used to extract the features from the motor imagery EEG and the Bayes Net, SVM and RBFN were utilized to classify the pattern of left, right hand movement and forward imagery. The performance was tested using dataset from BCI competition III and satisfactory results are obtained with accuracy rate as high as 99.0674%.
I. INTRODUCTION
A brain computer interface (BCI) or a brain machine interface (BMI), refers to a technology which attempts to provide communication methods between human brain and the outside world without the involvement of peripheral nerves and muscles by using control signals generated from electroencephalographic activity. BCI creates a new non-muscular channel for relaying a person's intentions to external devices such as computers, and assistive appliances that is particularly attractive for individuals with severe motor disabilities. The interface would improve their quality of life and at the same time reduce the cost of intensive care [1] . BCI system can be divided into two categories in term of recording methods: an invasive and a non-invasive BCI [2] . The invasive approaches provide a much higher spatial resolution and signal-to-noise ratio (SNR) in comparison to the non-invasive one. However, the non-invasive BCI type is considered to be very safe and more practical; hence, it is widely used by researchers worldwide to monitor brain activities. A normal non-invasive BCI requires electrodes to be attached into the human scalp to monitor brain electrical activities, which are also known as electroencephalogram (EEG).
Other non-invasive BCIs include magnetoencephalography (MEG) and positron emission tomography (PET) [3] - [8] . EEG-based BCIs are divided into two classes based on the operation mode: dependent (cue-paced or synchronous) and independent (self-paced or asynchronous) [9] . In any case, the functionalities of EEG-based BCIs can be divided into four subsystems: signal acquisition, signal processing, translation of signal features into commands, and the application of the BCI for a specific purpose [10] . The schematic diagram of BCI is described as in Fig. 1 . For the EEG signals recognition method, there are many methods that have been proposed. For example, P. A. Pour et al. [5] , and Y. Wang et al. [11] extracted event-related synchronization and desynchronization (ERD/ERS) from EEG during right and left hand motor imagery then used for the pattern recognition. L. Yong et al. [12] utilized motor imagery pattern recognition method based on wavelet transform.
In this work, we have extracted a significant component for pattern identification from motor imagery. These components appear in various frequency bands and dominant bands usually depend on a subject. Therefore, we will identify significant frequency bands by using multi-resolution analysis in order to extract these components.
II. MATH METHODOLOGY

A. EEG Data Acquisition.
The data sets were obtained from BCI competition III, with the following information; 3 normal subjects, 4 non-feedback sessions. The subjects were sat in a normal chair, with relaxed arms resting on their legs. There were 3 tasks; 1) Imagination of repetitive self-paced left hand movements (left class). 2) Imagination of repetitive self-paced right hand movements (right class). 3) Generation of words beginning with the same random letter (forward class). All four sessions of a given subject were acquired on the same day, each lasting 4 minutes with 5-10 minutes breaks in between. The subject performed a given task for about 15 seconds and then switched randomly to another task at the operator's request. EEG data are not split in trials since the subjects are continuously performing any of the mental tasks. The algorithm should provide an output every 0.5 seconds using the last second of data. Sampling rate was 512 Hz. Raw EEG signals contain the 32 EEG potentials acquired at a given time instant in the following: (Fp1, AF3, F7, F3, FC1, FC5, T7, C3, CP1, CP5, P7, P3, Pz, PO3, O1, Oz, O2, PO4, P4, P8, CP6, CP2, C4, T8, FC6, FC2, F4, F8, AF4, Fp2, Fz, and CZ. 
B. Procedure
The procedure step of raw EEG data is presented in Fig. 2 . First, the data were filtered using low and high pass band filters (preprocessing), decomposition of EEG signals into the frequency sub-bands using The Continuous Wavelet Transform (CWT), a set of features were extracted from the sub-bands to represent the distribution of wavelet coefficients according to the characteristics of motor imagery EEG signals. The combination features of wavelet coefficients are used as an input vector. Finally different classification methods were utilized to classify the computed features. 
C. Feature extraction using Continues Wavelet Transforms
Classic Fourier transform has succeeded in stationary signals processing. However, an EEG signal contains non-stationary characteristics. Thus, it is not suitable to directly apply Fourier transform to such signals. Short time Fourier Transform (STFT) was applied to analyze EEG signals which were a time-frequency analysis method. However, it has been noted that the short time Fourier transform depends critically on the choice of the window. Wavelet transform brings a solution to this problem which has advantages of a multi-resolution analysis method that could give a more accurate and signal temporal localization [13] .
Continuous Wavelet Transform (CWT) is a method based on the short time Fou w shifting process [14] . Continuous wavelet decomposition of a signal via a mother wavelet is given by equation (1).
The resulting coefficients ( , ) wt a t represent the similarity of the original signal with each many shifted and scaled mother wavelet functions (a, τ), where (τ) and (a) represent a shift and a scale factors, respectively. The transformation product is a set of coefficients structured in a way that enables not only spectrum analyses of the signal, but also spectral behaviors of the signal in time. This is achieved by decomposing the signal, breaking it into two components, each component carrying information about the source signal. Filters from the filter bank used for decomposition come in pairs; they are low pass and high pass filters. The filtering is succeeded by down sampling (obtained filtering result is "re-sampled" so that every second coefficient is kept) [15] . The filter bank implementation of wavelet transform for three-level wavelet decomposition is shown in Fig. 3 . In this work, the multi-resolution analyses of four different wavelet functions, namely Daubechies (db2 and db4), symlets (sym4 and sym5) were used to decompose the EEG signals into five different frequency bands (delta, theta, alpha, beta and gamma). These wavelet functions were chosen due to their near optimal time-frequency localization properties. Moreover, the waveforms of these wavelets were similar to the waveforms to be detected in the EEG signal. Therefore, the extraction of EEG signal features was more likely to be successful. Table I presents the bandwidth and frequencies at different levels of decomposition with sampling frequency of 512 Hz. The decomposition labels are chosen to retain those parts of the signal that correlate well with the frequencies required for the classification of the signal. Since the EEG signals do not have useful frequency components above 30 Hz, the computed wavelet coefficients provide a compact representation that shows the energy distribution of the signal in time and frequency. Therefore, the computed detail and approximation wavelet coefficients of the EEG signals were used as the feature vectors representing the signals. These features represent the frequency distribution and the amount of changes in the frequency distribution. D6 decomposition which is within the mu rhythm and D5 which is within the beta rhythm were chosen to represent the feature vectors. Statistical analyses over the set of wavelet coefficients were computed to reduce the total dimension of the feature vectors.
The seven levels decompositions are shown in Fig. 4 . 
D. Classification by Conventional Methods
In this work the different classification methods such as Support vector Machine (SVM), Bayes Net and Radial Basis Function Network (RBFN)) were applied into the different wavelet family in order to choose the best wavelet function that will give higher accuracy.
III. RESULTS
From the study we have got 2 wavelet coefficients (D5, D6) for each channel, giving a total of 14 features for a motor imagery task. These features were selected as inputs for the classification. Classification results of the system were reported by using a m-fold cross-validation method. The data from each set were randomly divided into (m) complementary subsets; one of the subsets was used as the validation set and the other nine subsets were put together to form training sets. Then in order to reduce variability, this procedure was repeated (m) times and the average classification results were computed. In this study, all obtained results were presented by using 10-, 15-and 20-fold cross-validation and four wavelet functions (represented in the MATLAB Wavelet toolbox) such as Daubechies (db2 and db4), Symlets (sym4 and sym5) with decomposition level of 7 being examined and compared. Fig. 5 . Shows wrongly classified and rejection classification of sample for different wavelets by using a 20-fold cross-validation. We can see that the sym4 wavelet offers lower wrongly classified sample, and rejection rate and the db4 is marginally higher than the sym4. Hence, the sym4 wavelet was chosen for this application. Table II -IV describe the classification of test samples using 10-, 15-, and 20-fold cross-validation, respectively. The number of sample correctly classified, wrongly classified, rejected and true/false positive rate classification were tested with 2-, 5-and 10-fold cross-validation, respectively. We can see that the best result is 99.07% correctly classified with 0.8808 rejected samples. In Table V , the average performance was achieved by using 10-, 15-, and 20-fold cross-validation. It can be seen that the 20-fold cross-validation achieves the best performance. The reason for this could be that there are more training samples in this test. However, the difference is small and the average accuracy is above 99% which demonstrates the generalization ability of our method. In this works, we implemented the wavelet transform feature extraction method to acquire fewer feature spaces of motor imagery task, and in combination with the cross-validation, with deferent classification method. The proposed method was successfully applied to EEG signals for motor imagery task. The results including classification accuracy and reject rate showed that the proposed system cans effectively possible movement. The average classification performance was generally better than or near to some literatures. The best accuracy can achieve 99.067%. Our proposed system using EEG can provide an important assistant to directly control a wheelchair so as to help the patient with severe paralysis. Future work will consider other more exotic classifiers such as fuzzy logic, neural networks or other hybrid pattern classifiers. 
