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Abstract
We consider the problem of learning the link parameters as well as
the structure of a binary-valued pairwise Markov model. We propose
a method based on l1- regularized logistic regression, which estimate
globally the whole set of edges and link parameters. Unlike the more
recent methods discussed in literature that learn the edges and the
corresponding link parameters one node at a time, in this work we
propose a method that learns all the edges and corresponding link
parameters simultaneously for all nodes, in a global manner. The
idea behind this proposal is to exploit the reciprocal information of
the nodes between each other during the estimation process. Detailed
numerical experiments highlight the advantage of this technique and
confirm the intuition behind it.
Keywords: Ising models; Pairwise Markov Graphs; l1 penalty; Logistic re-
gression
1 Introduction
Ising models are fundamental undirected binary graphical models that cap-
ture pair-wise dependencies between the input variables. They are well-
studied in the literature and have applications in a large number of areas
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such as physics, computer vision and statistics ([3]; [5]; [9]). One of the core
problems in understanding graphical models is structure learning, that is, re-
covering the structure of the underlying graph given a random samples from
the distribution. This is a very old problem, for example [2] gave a greedy
algorithm for undirected graphical models assuming the underlying graph is
a tree. There have been many works for learning Ising models under various
assumptions on the structure of the underlying graph (e.g., [7]; [10]). How-
ever, the first assumption-free result (that is, no assumptions are made on
the underlying graph other than sparsity) was given by [8] who proposed to
learn the graphical structure by a node-wise approach using an l1-penalized
logistic regression. In that paper for the first time the authors were also
interested in estimating the link parameters, or more precisely their sign. At
the same time, in [4], exploiting the same idea, attention was paid to both
aspects, namely the estimation of the graph’s structure as well as estimation
of the link parameters and not only their sign.
We start from these last two works and propose a modification that allows
us to estimate the structure of the graph and the link parameters in a global
manner and not one node at a time. The proposed global approach appears
to be a sort of parallelization of the node-wise approach, in the sense that
it learns all the nodes simultaneously, thus using the mutual information of
each node on the others.
The paper is organized as follows. In Section 2 we present the mathemat-
ical and statistical formulation of the problem. In Section 3 we present the
node-wise approach which represent the state of the art of literature in such
a problem, and in the same section we propose our global approach. In the
last section, we show a simulation study comparing the node-wise and the
global approach confirming the advantage of the proposed methodology.
2 Mathematical framework: the Ising model
For a complete and exhaustive treatment of graphs theory we refer to [6];
below we give only definitions and properties necessary for this work. A finite
graph G = (V,E) consists of a finite collection of nodes V = {1, 2..., p} and
a collection of edges E ⊆ V × V . For the scope of this work, we consider
graphs that are undirected, namely graphs whose edges are not ordered, i.e.
there is no distinction between the edges (i, j) and (j, i) ∈ E. Moreover, for
any i ∈ V , N(i) := {j ∈ V : (i, j) ∈ E} is the set of neighbours of node i
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and C ⊂ V is a clique if (i, j) ∈ E for all i, j ∈ C such that i 6= j.
In this paper the notion of a graph is used to keep track of the conditional
dependence relationship between random variables of a complex system. By
complex system here we mean a jointly distributed vector of random variables
(X1, X2, ..., Xp) that interact with each other. In the following, a formal
definition of conditional independence relationship is given:
Definition: Two random variables (Xi,Xj) of a random vector (X1, . . . , Xp)
are conditionally independent, Xi ⊥ Xj|XV \{i,j}, if
f(Xi, Xj|XV \{i,j}) = f(Xi|XV \{i,j})f(Xj|XV \{i,j})
m
f(Xi|XV \{i}) does not depend from Xj
(1)
where f(·) stands for density distribution or probability mass function
and XS := (Xs, s ∈ S).
Associated with an undirected graph G = (V,E) and a system of random
variablesXV indexed in the vertexes set V there is a range of different Markov
properties which establish how much the graph is explanatory of the condi-
tional independence property of the random variables, see [6]. Specifically,
in this work we deal with system of random variables which are pair-wise
Markov with respect to an undirected graph G = (V,E), so it holds that
Xi ⊥ Xj |XV \{i,j} ⇔ (i, j) /∈ E,
which establish conditional independence among two variables Xi and Xj iff
their corresponding nodes in the graph G are not connected. Another way
an undirected graphical model can encode the conditional dependency rela-
tionships between the system variables is through the factorization property.
Let C be the set of all possible cliques in a graph G, then the distribution
factorizes as
f(x1, ..., xp) =
∏
C∈C
φ(XC), (2)
where φ(XC) is a positive function (potential function) winch depends only
on the variables corresponding to the nodes in C. Under the hypothesis that
the joint distribution f(x1, ..., xp) is positive, the pair-wise Markov property
and the factorization property are equivalent as claimed by the Hammersley-
Clifford theorem proved in ([6] cfr. Theorem 3.9).
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In this paper, we work under such hypothesis, in particular with a system
of binary random variables with values in {−1, 1} and for which the multi-
variate distribution (probability mass function in such a case) factorizes in
the following way:
P (x1, . . . , xp) =
1
Z(θ)
exp

 p∑
i=1
θixi +
∑
(i,j)∈E
θijxixj

 (3)
with θi and θij ∈ R some parameters and Z(θ) a constant making the prob-
abilities sum to one (usually called partition function). The set E represents
the edges’ set of the undirected graph which is pair-wise Markov with respect
to the distribution and it represents the conditional dependency relations
among the system variables. This model is known as Ising model and it is
used in many application of spatial statistics such as modelling the behaviour
of ferromagnets, since in such case the discrete variables represent magnetic
dipole moments of atomic spins arranged in a graph that can be in one of
two state {+1,−1}. In particular, in this paper we consider model with no
first order terms, which corresponds to have a zero external field interacting
with the ferromagnets’ system:
P (x1, . . . , xp) =
1
Z(θ)
exp

 ∑
(i,j)∈E
θijxixj

 . (4)
From probabilistic point of view, no first order terms condition makes the
model symmetric under switching the value of the variable in all the graph
nodes, i.e. P (x1, . . . , xp) = P (−x1, . . . ,−xp). This is the model considered
in [8].
Note that, since in graph G = (V,E) there is no distinction between edge
(i, j) and (j, i), in expression (4) there is no distinction between parameter θij
and θji, from a physical point of view this mean that the interaction strength
between two variables is a reciprocal/symmetric relation. For convenience of
exposition, we define the symmetric zero diagonal matrix Θ by which it is
possible to express the joint probability in (4) by the following formula
P (x1, . . . , xp) =
1
Z(θ)
exp
(
xtΘx/2
)
.
Matrix Θ is a sort of adjacency matrix; its support encoding the edges’ set E
of the graph, its p(p − 1)/2 upper extra-diagonal elements representing the
link parameters.
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Table 1: Example of a sample of size n from a generic distribution
P (x1, x2, . . . , xp)
X1 X2 . . . Xp
x(1) −1 +1 . . . +1
x(2) +1 −1 . . . −1
x(3) −1 −1 . . . +1
x(4) −1 −1 . . . +1
x(5) −1 −1 . . . −1
...
...
...
...
x(n) −1 −1 . . . +1
Our perspective is inferential, therefore, given a statistical sample ex-
tracted from the unknown distribution P (x1, x2, . . . , xp), we want to learn
as much as possible about it. In particular we want to learn the depen-
dence/independence conditional relations between the system variables (i.e.
the pair-wise Markov graph structure) as well as the strenght of these re-
lations (i.e. the numerical value of link parameters θij). We can now give
a mathematical formulation of the problem we are interested in. Given a
sample of size n extracted from a distribution P (x1, x2, . . . , xp) of form (4),
as the one represented in Table 1, we want to learn both the structure of the
undirected graph G which is Markov with respect to the distribution as well
as estimate the link parameters itself. Both of these objectives are achieved
if matrix Θ is correctly estimated, i.e. if the whole vector (θij)i<j of its upper
extra-diagonal elements are correctly estimated.
3 Estimation methods
In the milestone paper [8] the authors propose one of the most efficient meth-
ods for recovering the graph G associated to an Ising model as well as the
sign of its link parameters, sign(θij). Their method does not make hypothe-
ses on the graph’s structure apart from the sparsity that is necessary for high
dimensional systems of variables. From that work many others have emerged
in the literature, lastly [11] where the supremacy of this type of approach is
definitively proven. In the following we revise it to make our proposal clearer.
Let us consider the conditional distribution of one system’s variable with
respect to the others. Let us fix a variableXr, with r ∈ {1, 2, ..p} and consider
5
the set of the remaining variables XV \{r}; define E−r = E \{(i, r) : i ∈ N(r)}
as the subset of edges not involving the r-th node, hence we have
Pθ·r(xr|xV \{r}) =
P (xV )
P (xV \{r})
= P (x1,...,xp)
P (x1,...,xr−1,1,xr+1...,xp)+P (x1,...,xr−1,−1,xr+1...,xp)
=
exp
(∑
i∈N(r) θirxixr+
∑
(i,j)∈E−r
θijxixj
)
exp
(∑
i∈N(r) θirxi+
∑
(i,j)∈E−r
θijxixj
)
+exp
(
−
∑
i∈N(r) θirxi+
∑
(i,j)∈E−r
θijxixj
)
=
exp(2
∑
i∈N(r) θirxixr)
exp(2
∑
i∈N(r) θirxi)+1
.
Evaluating the previous formula for xr = 1, it follows that
P (Xr = 1|xV \{r}) =
exp
(∑
i∈N(r) 2θirxi
)
exp
(∑
i∈N(r) 2θirxi
)
+ 1
= logistic

 ∑
i∈N(r)
2θirxi

 ,
where logistic(∗) = e∗/(e∗+1). It is then possible to learn vector θ·r solving
a l1-penalized logistic regression problem, where Xr and XV \{r} play the role
of response variable and covariates respectively.
In particular, let {x(i) ∈ {+1,−1}p}i=1,...,n be the sample of size n ex-
tracted from the unknown population, then the loglikelihood function for
the unknown parameter vector θ·r = (θlr)l 6=r is the following function
loglike(θ·r) =
n∑
i=1
logPθ(x
(i)
r |x
(i)
V \{r})
with
Pθ(x
(i)
r |x
(i)
V \{r}) =
exp
(
x
(i)
r
∑
l 6=r 2θlrx
(i)
l
)
exp
(∑
l 6=r 2θlrx
(i)
l
)
+ 1
. (5)
Since we expect that the elements of the unknown vector corresponding to
the neighbours of node r are different from zero (θlr 6= 0 iff l ∈ N(r)), while
the elements corresponding to the no-neighbours of node r are zero (θlr = 0
iff l /∈ N(r)), the following l1-penalized logistic regression problem is solved
θˆ·r = arg min
θ∈Rp−1
−
1
n
n∑
i=1
logPθ(x
(i)
r |x
(i)
V \{r}) + λ‖θ‖1. (6)
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Under certain assumption, the authors prove that solution of problem (6)
consistently estimates the signed set of node r neighborhood, i.e. Nˆ±(r) =
{sign(θˆir)i : i ∈ V \ {r}, θˆir 6= 0}. The reason why the authors do not
consider θˆir as estimate of the link parameter θir lies in the fact that they
solve problem (6) for each node r ∈ V independently of the other nodes
so that θˆir 6= θˆri. This means that, if for each variable Xr we place the
estimate of its link parameter vector θˆ·r into the extra diagonal elements of
the corresponding column of matrix Θˆ, then this leads to a non-symmetric
estimated matrix. For this reason in [4] two procedures for symmetrizing this
method are proposed. The first procedure works in the following way:
θˆij = θˆji =
{
θˆij if |θˆij | > |θˆij|
θˆji if |θˆij | ≤ |θˆij |
, (7)
similarly, the second procedure works in the following way:
θˆij = θˆji =
{
θˆij if |θˆij | < |θˆij|
θˆji if |θˆij | ≥ |θˆij |
. (8)
We can therefore name the two methods just described as Neigborhood-
based Logistic minimum (N-L-m) and Neigborhood-based Logistic Maximum(N-
L-M), both consist of two steps: in a first step for each node r ∈ V we
estimate vector θˆ·r by solving (6), in a second step procedure (7) and (8) is
applied respectively.
3.1 Global Logistic method
In this paper we propose a new method for learning both the graph G =
(V,E) as well as the link parameters (θij)i<j . The idea behind our proposal
is to learn matrix Θ globally instead of column-wise as in the previous two
methods. Our idea can be seen as a kind of parallelization of the node-
wise approach, in the sense that we learn all the nodes simultaneously, thus
using the reciprocal information of each node on the others. In fact, when
solving problem (6) for node r, parameter θir also come into play when solving
problem (6) for node i. This fact is more clear if we write the p independent
problems in one system of problems:
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

argmin− 1
n
∑n
i=1 logPθ·1(x
(i)
1 |x
(i)
V \{1}) + λ1
∑
i 6=1 |θi1|
argmin− 1
n
∑n
i=1 logPθ·2(x
(i)
2 |x
(i)
V \{2}) + λ2
∑
i 6=2 |θi2|
...
argmin− 1
n
∑n
i=1 logPθ·p(x
(i)
p |x
(i)
V \{p}) + λp
∑
i 6=p |θip|
(9)
We stress that the solution of system (9) are p vectors each of length p− 1,
hence a total of p(p−1) parameters are obtained instead of p(p−1)/2 of real
interest. Our proposal is to solve the following single problem:
argmin−
1
np
p∑
r=1
n∑
i=1
logPθ·r(x
(i)
r |x
(i)
V \{r}) + λ
∑
i<j
|θij | (10)
where Pθ·r(x
(i)
r |x
(i)
V \{r}) is given in eq. (5) and the number of unknown
parameters is exactly p(p − 1)/2. To highlight the fact that this method
learns the graph in a global fashion and not node-wise, we call this procedure
Global Logistic (G-L). In the following section we show how this procedure
improves with respect to the N-L-m and N-L-M presented above. Finally, we
stress that, from computational point of view, there is almost no difference in
solving p independent l1-penalized logistic regression problems of size n and
dimension p − 1 each, and solving one single l1-penalized logistic regression
problem with size np and dimension p(p− 1)/2. On the other hand, there is
difference in selecting p different regularization parameters (λ1, . . . , λp) when
applying N-L-m and N-L-M procedures, and selecting one single parameter λ
when applying G-L procedure. Hence, in principle, this is another important
advantage of the global approach with respect to the node-wise approach.
4 Numerical experiments
In this section we show some numerical experiments to study the perfor-
mance of the proposed method. Before presenting results it is necessary
to specify how we generated data, what algorithm we used, how we chose
the regularization parameter and what kind of indexes we used to measure
performance.
data generation: let us denote χ the data matrix of dimension n × p
which represents n independent realizations of an Ising model of type (4).
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This means that we fix a matrix Θ and we generate samples from distribution
given in (4). While in the case p << this is possible for any computer
resource, in case p >> the set of possible realizations of system variables, 2p,
is prohibitive. For this reason, we describe the Gibbs sampling scheme we
have adopted to generate samples from distribution (4) when its dimension
p is high.
• randomly choose an initial state:
x(0) ∈ {+1, 1}p
• for k=1,...generate a new sample x(k) by the following procedure:
for r = 1 : p
sample x
(k)
r from P (x
(k)
r |x
(k)
1 , ..., x
(k)
r−1, x
(k−1)
r+1 , ..., x
(k−1)
p ) given in (5)
end
of course the n samples are taken after an appropriate burn-in time.
algorithm: in order to solve problems (9) and problem (10), we adopted
the coordinate-wise descendent algorithm described in [1] and efficiently im-
plemented in the free Rpackage grpreg . While for solving problem (6) we use
the r-th column of data matrix χ·r as regressor and the remaining columns
as covariates, for solving problem (10) the construction of regressor and co-
variates is more complicated. For completeness we describe it in the simplest
case p = 3 for which we have:
P (X1 = 1|x2, x3) = exp(θ12x2 + θ13x3)/exp(θ12x2 + θ13x3) + 1
P (X2 = 1|x2, x3) = exp(θ12x1 + θ23x3)/exp(θ12x1 + θ23x3) + 1
P (X3 = 1|x1, x2) = exp(θ13x1 + θ23x2)/exp(θ13x1 + θ23x2) + 1.
In this case the regressor vector, the covariates matrix and the unknown
parameters vector are the following:


Y
χ·1
χ·2
χ·3




X˜1 X˜2 X˜3
χ·2 χ·3 0
χ·1 0 χ·3
0 χ·1 χ·2




θ
θ12
θ13
θ23

,
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being Y a vector of length pn = 3n and p(p− 1)/2 = 3 the effective number
of unknown link parameters. With this choice indeed we have that
P (Y = 1|x˜1, x˜2, x˜3) = logistic(θ12x˜1 + θ13x˜2 + θ23x˜3)
= exp(θ12x˜1 + θ13x˜2 + θ23x˜3)/exp(θ12x˜1 + θ13x˜2 + θ23x˜3) + 1
.
choice of λ: according to the literature, in order to be fair in a compar-
ative study it is legitimate to fix regularization parameter λ =
√
log(p)/n,
with p number of unknown parameter and n sample size, which is known from
the theory to be order of the optimal parameter. The same choice is indeed
done in the numerical experiments of both [8] and [4] respectively. Hence, in
our experiment in each logistic regression of (9) we fix λ =
√
log(p− 1)/n,
while in logistic regression (10) we fix λ =
√
log(p(p− 1)/2)/pn.
performance indexes: since we are interested both in reconstructing the
structure of the graph and in estimating the link parameters, we calculate two
different indexes of performance. The first index measures how the method
correctly estimates the structure of the graph and it is defined as:
accuracy = (TP + TN)/(TP + TN + FN + FP ), (11)
where
TP is the number of edges present in the graph and correctly identified
(i.e. θij 6= 0 ∧ θˆij 6= 0),
TN is the number of edges not present in the graph and correctly
identified (i.e. θij = 0 ∧ θˆij = 0),
FN is the number of edges present in the graph and not correctly
identified (i.e. θij 6= 0 ∧ θˆij = 0) and
FP is the number of edges not present in the graph and not correctly
identified (i.e. θij = 0 ∧ θˆij 6= 0).
In all previous definitions θˆ is the estimator obtained in eqs (7), (8) and
(10) respectively. Note that measure in (11) is a scaled measure inherit from
the binary classification literature, 0 ≤ accuracy ≤ 1, being more accurate
methods with higher accuracy.
10
The second index measures how the method correctly estimates the link
parameters and it is defined as the l2-norm of the difference between the true
and estimated parameters’ vector:
Err =
∑
i<j
(θij − θˆij)
2. (12)
We can now describe the specific setting we chose for numerical experi-
ments. We propose two examples of different sizes. The first example, which
we refer asG5, considers a graph with 5 nodes for which the probability distri-
bution follows the law defined in (4) and for which 6 out of 10 link parameters
are no-zero, while the second example, which we refer as G25, considers a
graph with 25 nodes for which the probability distribution follows the law
defined in (4) and for which 30 out of 300 link parameters are no-zero. For
each of the two examples we consider four different sample sizes mimicking
different dimensional regimes. While for the first example we generated data
by using the exact distribution, for the second example we generated data by
the Gibbs sampling scheme previously defined. In Figures 1 and 2 we plot
the accuracy obtained on 20 independent data sets by all the three methods
N-L-m, N-L-M,G-L for the first and the second example respectively, in each
figure four different sample sizes are reported. In Figure 3 and 4 we plot the
corresponding Err index obtained on the same independent data sets and
setting.
For both examples, representing different sparsity and dimensional regimes,
we can observe a certain gain in both accuracy and Err performance of G-L
method with respect to N-L-m and N-L-M. This numerical experiments con-
firm our intuition of getting advantage in recovering the whole set of edge
simultaneously instead of recovering the edge for each node independently.
We conclude observing that the gain of G-L method is preserved through
the four different sample sizes showed in the figure but it tends to decrease
when sample size increases (not showed in the text). This is justified by the
fact that when sample size increase the problem becomes less difficult and
the methods all work well.
The Matlab and R codes used to produce results of this paper are available
at http://www.iac.cnr.it/∼danielad/software.html.
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N-L-m N-L-M G-L
0.4
0.6
0.8
p= 5   n=15
N-L-m N-L-M G-L
0.4
0.5
0.6
0.7
0.8
p= 5   n=30
N-L-m N-L-M G-L
0.5
0.6
0.7
0.8
0.9
p= 5   n=60
N-L-m N-L-M G-L
0.4
0.6
0.8
1
p= 5   n=90
Figure 1: accuracy box-plot obtained in 20 independent runs for the first
example (G5) and sample size n=15,30,60,90 respectively.
N-L-m N-L-M G-L
0.9
0.91
0.92
p= 25   n=25
N-L-m N-L-M G-L
0.91
0.92
0.93
0.94
p= 25   n=50
N-L-m N-L-M G-L
0.93
0.94
0.95
0.96
p= 25   n=75
N-L-m N-L-M G-L
0.93
0.94
0.95
0.96
0.97
p= 25   n=100
Figure 2: accuracy Box-plot obtained in 20 independent runs for the second
example (G25) and sample size n=25,50,75,100 respectively.
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N-L-m N-L-M G-L
0.8
1
1.2
1.4
1.6
p= 5   n=15
N-L-m N-L-M G-L
0.6
0.8
1
1.2
1.4
p= 5   n=30
N-L-m N-L-M G-L
0.5
1
1.5
p= 5   n=60
N-L-m N-L-M G-L
0.5
1
1.5
p= 5   n=90
Figure 3: Err box-plot obtained in 20 independent runs for the first example
(G5) and sample size n=15,30,60,90 respectively.
N-L-m N-L-M G-L
6.5
7
7.5
p= 25   n=25
N-L-m N-L-M G-L
5
5.5
6
6.5
7
p= 25   n=50
N-L-m N-L-M G-L
4.5
5
5.5
6
p= 25   n=75
N-L-m N-L-M G-L
4
4.5
5
5.5
6
p= 25   n=100
Figure 4: Err box-plot obtained in 20 independent runs for the second
example (G25) and sample size n=25,50,75,100 respectively.
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