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We present an experimental investigation on the spectral characteristics of an artificial atom
“transmon qubit” constituting a three-level cascade system (Ξ-system) in the presence of a pair of
external driving fields. We observe two different types of Autler-Townes (AT) splitting: type I, where
the phenomenon of two-photon resonance tends to diminish as the coupling field strength increases,
and type II, where this phenomenon mostly stays constant. We find that the types are determined
by the cooperative effect of the decay rates and the field strengths. Theoretically analyzing the
density-matrix elements in the weak-field limit where the AT effect is suppressed, we single out
events of pure two-photon coherence occurring owing to constructive quantum interference.
PACS numbers: 42.50.Ct, 42.50.Gy, 85.25.-j
I. INTRODUCTION
Recently, circuit-quantum electrodynamics (c-QED)
three-level systems have attracted much attention [1–10]
because they are ideal solid-state systems to investigate
quantum interference phenomena, for instance, electro-
magnetically induced transparency (EIT) [11, 12]. The
EIT phenomenon is a key factor in such a three-level sys-
tem mainly because of its potential application in quan-
tum information processing as a photonic information
storage device [13, 14]. However, when field strengths
are large, the EIT can be mixed with, or affected by,
the so-called Autler-Townes (AT) effect [15, 16], which
is a generic type of ac-Stark splitting. For this reason,
the experimental discrimination between these two dif-
ferent yet similar effects becomes an important task [17].
In fact, recent studies [18, 19] suggest possible methods
to discriminate between multi-photon processes and to
single out the pure two-photon process, which is a re-
sult of constructive or destructive quantum interference,
depending on the ratio of the decay rates [20, 21]. Nev-
ertheless experimental analyses on the quantum inter-
ference phenomena in terms of decay rates for c-QED
systems have seldom been carried out.
In our work, we experimentally investigate the charac-
teristics of the spectral splitting phenomenon occurring
in a three-level cascade system (Ξ-system) driven by a
pair of external fields. The three-level artificial atom
is realized by a transmon qubit which is integrated in
a superconducting cavity [22]. We find that there are
two generically different types of AT splitting cooper-
atively depending on the relative strength of the two
driving fields and the relative decay rates. In the weak-
field limit where the AT effect is suppressed, we ana-
∗Present address: Department of Physics and Astronomy, Seoul
National University, Seoul 151-747, Korea
lyze the measured level population by decomposing the
density matrix elements and find that a constructive,
rather than destructive, interference phenomenon oc-
curs in the configuration of the decay rates in our sys-
tem. Considering that the quantum interference phe-
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FIG. 1: (Color online) (a) Schematic diagram of the mea-
surement set-up. Each level transition frequency is modu-
lated by flux bias I and the qubit is excited with excitation
frequencies ωL and ωU , which are combined at room temper-
ature with 10 dB attenuators and then further attenuated by
60 dB at cold stages (70 dB in sum). (b) Energy diagram of a
Ξ-system in bare states, which are dressed by coupling fields
ΩU and ΩL. (c) Cavity responses to the applied frequency
resonant with the transition frequencies ω10(blue dots) and
ω20/2(green dots), in agreement with the theory. (d) The
excitation frequency profile at flux ϕ = 0. Single-tone spec-
trum (blue) with strong field and two-tone spectrum (red).
The two-tone spectrum is obtained by frequency sweep while
applying a continuous wave tuned to the transition frequency
ω10.
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2nomena are rarely observed in a single-atom level [23],
and are mostly seen in ensemble states of a many-atom
system in quantum optics [11, 24], our work is very sig-
nificant in itself although it is done in an artificial single-
atom system. Furthermore our work has also shown
that an appropriate pumping-probe configuration with
the right decay-rate ratio is required to establish an EIT
device for future application in c-QED systems.
II. EXPERIMENTAL SETUP
Figure 1(a) depicts our experimental setup. The sam-
ple is fabricated on a 300-nm-thick SiO2 layer ther-
mally grown on a high-purity silicon substrate through
conventional electron-beam lithography and aluminum
double-angle evaporation. The qubit is located on
the voltage antinode of a quarter-wavelength coplanar
waveguide resonator [25] with a resonance frequency of
ωR/2pi ≈ 5.05 GHz and an energy damping rate of
ΓR/2pi ≈ 4 MHz. Figure 1(b) specifies various sym-
bols for our Ξ-system, defining the relaxation rates Γ10
and Γ21 from levels |1〉 and |2〉, respectively, as well as
the energy gaps, ~ωjk = Ej − Ek, etc. The system is
maintained at a temperature of 40 mK on the mixing
chamber of a dilution refrigerator.
The vacuum Rabi splitting for the lower-level transi-
tion is g1/2pi ≈ 100 MHz, whereas the coupling rate of
the upper level transition is g2/2pi ≈ 140 MHz from
spectroscopy, which approximates to the transmon-
resonator coupling strength ratio gj+1/g1 ∼
√
j + 1.
We record phase changes by the dispersive shift of
resonance frequency [1] from the reflection signal (S11)
with a vector network analyzer. The average photon
numbers of cavity probe tone are less than unity to ob-
tain the spectra of ω10 and ω20 over the flux bias, as
shown in Fig. 1(c).
We extract the charge energy EC/h ≈ 0.63 GHz and
the maximum Josephson energy EmaxJ /h ≈ 12.6 GHz
based on a model for transmon qubit [22]. We tune
EJ/EC to be its maximum at ϕ/ϕ0 = 0 or 1 (ϕ0 is
the magnetic-flux quantum) to reduce the cavity effect
which can modify the spontaneous decay rates, i.e., the
Purcell effect [26], meaning that we have ω10/2pi = 7.3
GHz and ω21/2pi = 6.8 GHz. The two-photon process
for ω20 = ω10 + ω21 can be identified from the separate
measurements of single-tone (blue line) and two-tone
(red line) spectroscopy in the saturation limit of a dis-
persive shift in the cavity frequency, as shown in Fig.
1(d). Here, we also obtain the heights of the peaks α
and β in the saturation limits, which will determine the
ratio of the level populations via S11 ∼ Aρ11 + Bρ22,
where ρii is the density-matrix element for energy level
i, and A and B are weighting factors (this is discussed
later).
On the other hand, we obtain the decay rates of each
level from time domain measurements based on the the-
ory of damped Rabi oscillations [27, 28]. The results
indicate that Γ10/2pi ≈ 0.44 MHz, γϕ10/2pi ≈ 0.99 MHz,
Γ21/2pi ≈ 1.63 MHz, and γϕ20/2pi ≈ 1.89 MHz, where Γij
and γϕij are the relaxation rate and the pure dephasing
rate from states |i〉 to |j〉, respectively [29].
III. AVOIDED CROSSING
After the experiment is set up as described, we carry
out the level population mapping over the (ωU , ωL)
plane for varying values of ΩL while keeping the value
of ΩU fixed, as shown in Figs. 2(a)–2(d). The archety-
pal quantum behavior of avoided crossing [30, 31] is
manifested throughout the figures, which is, of course,
a direct result of the level splitting induced by the driv-
ing fields. However, a much more interesting feature is
that the direction of the anticrossing borderline turns by
90 degrees, as seen from Figs. 2(a)–2(d). This rotation
of lines implies that the AT splitting is brought about
by the stronger field of the two because the stronger
field acts as “pump,” whereas the weaker field acts as
“probe.” Therefore, if ΩL is greater than ΩU , the for-
mer splits level |1〉 and the latter probes this splitting,
and vice versa. In our view, this interesting feature has
not been clearly pointed out in the literature. When
the two Rabi frequencies are comparable to each other,
i.e., ΩU ≈ ΩL as shown in Fig. 2(b), level |1〉 suffers
double splitting induced by the two fields (called super-
splitting by some) [31], which eventually blurs the spec-
trum around the bare resonance point. The correspond-
ing numerical-calculation results, based on the master-
equation formalism [32–35], reproduce our results very
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FIG. 2: (Color online) The AT avoided crossing for a few
combinations of driving power PL(U) (source output reading)
as a function of ωL and ωU . Rabi frequencies corresponding
to the respective field strength are ΩL/2pi= (a) 95.4, (b) 30.2,
(c) 9.5, and (d) 3.0 MHz for a fixed upper field strength of
ΩU/2pi= 26.5 MHz.
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FIG. 3: (Color) (a),(b) Density plots of phase change caused by resonance shift over the pump power PL(U) (instrument
output reading value) and probe frequency ωU(L), resulting in the AT splitting. (c),(d) Spectra of the phase changes for
various driving powers corresponding to the horizontal dotted lines in (a) and (b), respectively, over detuning ∆L = ω10−ωL
and ∆U = ω21 − ωU . (e) and (f) are the simulation results corresponding to (c) and (d), respectively. In (e), the pump
frequency ωL is blue detuned by 2pi×2 MHz from transition frequency ω10 to fit the asymmetries shown in (c). (g) Variation
of the peak heights in (e) and (f) vs the ratio of the pump strength to the decay rate of the pumped transition pair (black
solid circles and triangles). Solid and dashed red lines represent the inverted ratio γ20/γ10. (h) The peak separation (δU,L)
as a function of the pump power P for two driving field configurations, with characteristic impedance z0 = 50 Ω.
well (refer to Appendix A for further discussions on the
numerical methods and simulation results).
IV. CHARACTERIZATION OF AT
SPLITTING
We now compare the responses of the system when (1)
the lower transition is pumped and (2) the upper transi-
tion is pumped, as shown in Figs. 3(a) and 3(b), respec-
tively. To obtain the responses presented in Fig. 3(a),
we fix ΩU/2pi = 8.5 MHz and scan the probe frequency
ωU around upper transition ω21 for increasing values
of ΩL, such that ΩL > ΩU , with the pump frequency
tuned to the lower transition (ωL = ω10). To obtain the
responses presented in Fig. 3(b), we fix ΩL/2pi = 5.3
MHz and scan the probe frequency ωL around lower
transition ω10 for increasing values of ΩU , such that
ΩU > ΩL, with the pump frequency tuned to the up-
per transition (ωU = ω21). In both cases, as the pump
strength [i.e., ΩL in Fig. 3(a) and ΩU in Fig. 3(b)] in-
creases, the spectral splitting widens as expected. How-
ever, we can clearly see a striking difference between the
two cases in that the brightness of the peaks diminishes
in Fig. 3(a), whereas it remains essentially constant in
Fig. 3(b). Let us therefore call the case of Fig. 3(a)
type I and the case of Fig. 3(b) type II. This feature
is quantitatively demonstrated in Figs. 3(c) and 3(d).
The colors of each of the lines in Figs. 3(c) and 3(d)
correspond to those of the horizontal dots indicating
the pump strength in Figs. 3(a) and 3(b), respectively.
Figures 3(e) and 3(f) present the numerical calculations
for quantity Aρ11 + Bρ22 for both cases, agreeing well
with the experimental data presented in Figs. 3(c) and
3(d), respectively. The weighting factors A = 1.06 and
B = 1.65 are extracted from the resonance pull of the
cavity using the relationship α/β = A/B [36], where α
and β are defined in Fig. 1(d).
Then, we investigate the cause for the significant
difference between type I and type II. We first as-
sumed that this difference may occur due to the cor-
responding pump configuration. However, further in-
vestigation indicates that the atomic decay rates play
an important role as well. First, we define the de-
cay rates, γ10/2pi ≡ (Γ10 + γϕ10)/2pi ≈ 1.43 MHz and
γ20/2pi ≡ (Γ21 + γϕ20)/2pi ≈ 3.52 MHz. Therefore, ob-
viously γ20 > γ10 in our system. Given this case, we
trace the heights of the resonance peaks under the con-
ditions presented in Figs. 3(e) and 3(f) by scanning the
corresponding pump strengths. The result is indicated
by the solid circles and triangles in Fig. 3(g). The solid
triangles in Fig. 3(g) correspond to the condition in Fig.
3(e), i.e., ΩU < ΩL, which shows the peak heights de-
creasing with increasing ΩL values, agreeing well with
the trend shown in Fig. 3(e), i.e., type I. On the other
hand, the solid circles corresponding to the condition in
Fig. 3(f), i.e., ΩU > ΩL, show the peak heights hardly
varying over a wide range of ΩU values, agreeing well
4with the trend in Fig. 3(f), i.e., type II. The red solid
and dotted lines in Fig. 3(g) are obtained by just re-
versing the size of the decay rates, i.e., γ20 < γ10. The
red solid line corresponds to the condition ΩU < ΩL,
and the red dashed line corresponds to ΩU > ΩL. Quite
surprisingly, the result indicates that the types of split-
ting are essentially interchanged upon reversal of the
corresponding decay strengths. The underlying physics
of this interesting phenomenon must be simple but it is
yet to be explored theoretically. In Fig. 3(h), we mea-
sure the dependence of the peak separations δL,U on
field power P from Figs. 3(a) and 3(b). The results
for both cases are linear as expected in the strong field
regime because ΩU(L) = δU(L), giving a slope ratio of
∼1.4 (= 2.0 GHz·V−1/1.4 GHz·V−1), which is another
manifestation of the ratio g2/g1 ∼
√
2. Thus, the field
power unit is translated to Rabi frequency via linear ex-
trapolation to amplitude zero. This agrees well with the
model introduced in Ref. [1].
V. QUANTUM INTERFERENCE
In order to observe the sheer quantum coherence ef-
fects, we investigate the weak-field regime, where the
Rabi frequencies are not greater than the decay rates
of the system, so as to avoid complications such as the
power splitting discussed previously. To obtain the re-
sults presented in Fig. 4(a), we fix the pump strength
ΩU/2pi = 3.8 MHz at resonant with the upper transition
frequency, i.e., ωU = ω21, given the total decay rate of
the system, γ21/2pi ≡ (γ10+γ20)/2pi = 4.95 MHz. Then,
we scan the probe frequency ωL around the lower tran-
sition ω10 for varying values of probe strength ΩL, such
that ΩL < ΩU < γ21. The thin smooth lines are theoret-
ical curves corresponding to Aρ11+Bρ22 with the afore-
mentioned values of A and B. A dip clearly develops as
the probe strength decreases, such that ΩL/γ10 < 1.
We discuss the cause for the formation of this dip in the
following paragraphs.
The population profile of the probe (∼ S11) is known
to be proportional to Imρ10 [37]. We decompose the
corresponding theoretical spectrum of Imρ10 for the
red line in Fig. 4(a), i.e., the line for ΩL/2pi = 0.55
MHz, into three components—pure one-photon coher-
ence, pure two-photon coherence, and mixed coherence
component—as shown in Fig. 4(b); this is a strategy
developed in the previous studies on three-level sys-
tems [18, 19], further details of which are presented
in Appendix B. The black dotted line represents one-
photon coherence, i.e., the step-by-step excitation from
the ground state to the level top via the intermediate
level. On the other hand, the pure two-photon coher-
ence represented by the blue dashed line is the process in
which the level populations do not change. The mixed
coherence component represented by the green dotted
line is determined by subtracting the values of the one-
photon and pure two-photon coherences from the total
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FIG. 4: (Color) (a) The phase change caused by the res-
onance shift for various probe Rabi frequencies ΩL. (b)
Decomposition of the absorption spectrum Imρ10 into three
terms as mentioned in the text, for the experimental parame-
ters ΩU/2pi = 3.8 MHz and ΩL/2pi = 0.55 MHz. (c) Spectral
behavior of pure two-photon process for various relative de-
cay rates. The blue line corresponds to our experimental
condition of γ20/γ10 = 2.5. (d) Changes in the three lines
in (b) for a much weaker value of ΩL/2pi= 0.05 MHz. Insets
in (b) and (d) are double Lorentzian fits (black dashed line)
for Imρ10.
5absorption strength. This is relevant to the two-photon
absorption process where the level population oscillates
between the ground state and the level-top. Figure 4(b)
clearly shows that the pure two-photon coherence pro-
cess (blue dashed line) causes the dip at the center.
We now investigate the variation of the pure two-
photon coherence signal against the relative decay rate
γ20/γ10, as shown in Fig. 4(c), where we fix γ10 at
the value of our qubit, and vary γ20. The blue line
(γ20/γ10 = 2.5) in the figure corresponds to the experi-
mental situation of our qubit.
The figure clearly shows that the dip gets deeper as
the ratio γ20/γ10 decreases. It is known that destruc-
tive (constructive) interference is expected when the de-
cay ratio γ20/γ10 is smaller (larger) than unity [20, 21].
Therefore, according to the theory, for the condition,
γ20/γ10 = 2.5, constructive interference is expected to
occur in our system. Even though the calculated two-
photon coherence terms have not shown a qualitative
change, they provide reasonable evidence for the con-
structive interference. The inset in Fig. 4(b) indicates
that the depth of the total spectrum dip for our ex-
perimental condition, i.e., for γ20/γ10 = 2.5, is shal-
lower than the double Lorentzian dip (black dashed line)
which is another signature of the constructive interfer-
ence, although the difference is small where we assume
double Lorentzian fits the AT splitting.
Considering the possibility that the non-negligible
probe strength may wash out the coherence and result
in poor resolution, we look at the case of an even smaller
value of probe strength ΩL/2pi = 0.05 MHz, as shown
in Fig. 4(d). There are no significant differences ob-
served in comparison to Fig. 4(b) except for the mixed
term which is influenced mainly by the probe field in-
tensity. Thus, we conclude that the experimentally ob-
served spectral dip in Fig. 4(a) is most likely due to
constructive quantum interference. We have come to
the conclusion of constructive interference taking into
account both spectra of absorption and pure two pho-
ton altogether, as discussed above.
On the other hand, when the decay-rate ratio is re-
verted as γ20/γ10 = 0.1, for instance, a Fano-profile dip
due to the destructive interference is theoretically pre-
dicted in Appendix C. Currently, quantum interference
in the case of lower-level driving is yet to be explored
because the spectral signal still remains unresolved in
the weak-field limit. In this configuration, only con-
structive interference is theoretically expected to occur,
regardless of the ratio of the decay rates [20, 21].
VI. CONCLUSION
We investigated the Autler-Townes splitting effects
in the strong-field limit in a three-level cascade system
of an artificial atom. We found that both the rela-
tive strength between the applied fields and the relative
level decay rates cooperatively determine the character-
istics of the Autler-Townes spectrum. In the weak-field
limit, we analyzed the resonance dips by decomposing
the density matrix into three different coherence com-
ponents, thereby discriminating between the multipho-
ton processes. We have singled out the event of a pure
two-photon coherence process and observed constructive
quantum interference in the atomic spectrum.
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Appendix A: Survey on cavity effects
The Hamiltonian for the qubit of a three-level
(|0〉, |1〉, |2〉) Ξ-system, pumped by a pair of external
fields (we denote them EU and EL), interacting with a
cavity mode is given by
H = ~ωCa†a+ ~ω10|1〉〈1|+ ~(ω10 + ω21)|2〉〈2|
+i~g1
(
a†|0〉〈1| − a|1〉〈0|)+ i~g2 (a†|1〉〈2| − a|2〉〈1|)
+i~
(
ΩL
2
)(
e−iωLt|1〉〈0| − eiωLt|0〉〈1|)
+i~
(
ΩU
2
)(
e−iωU t|2〉〈1| − eiωU t|1〉〈2|) (A1)
under DA (dipole approximation) and RWA (rotating-
wave approximation), where ωC is the cavity resonant
frequency; a†(a) is the boson creation (annihilation) op-
erator for the cavity mode; ωj,k is the transition fre-
quency between the qubit energy levels |j〉 and |k〉; gj
is the dipole coupling strength between the resonator
mode and the level transition between |j〉 and |j − 1〉;
and ΩU(L) and ωU(L) are the Rabi frequency and the an-
gular frequency of the external field EU(L), respectively.
Without a cavity driving field, the response of the sys-
tem is given by the steady-state solution of the Marko-
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vian master-equation formalism [32–35], i.e.,
ρ˙ = −1
~
[H, ρ]
+
2∑
i=1
Γi,i−1
2
(2|i− 1〉〈i|ρ|i〉〈i− 1| − |i〉〈i|ρ− ρ|i〉〈i|)
+
2∑
i,j=0,(i 6=j)
γϕij
2
|i〉〈i|ρ|j〉〈j|
+
ΓC
2
(
2aρa† − a†aρ− ρa†a) (A2)
where ΓC is the cavity photon decay, Γi,i−1 is the relax-
ation rate from state |i〉 to |i − 1〉, and γϕi,j is the pure
dephasing rate.
Care must be taken in solving the master equation,
given by Eq. (A2), in order not to accumulate the nu-
merical error in view of the fact that the system is in-
volved with so many different frequencies, which are
highly detuned from each other—particularly when the
cavity is turned on. The complexity of the problem is
quadrupled, when cavity interaction is involved, and ac-
cordingly the computing time increases markedly. We
resort to the International Mathematics and Statistics
Library (IMSL) subroutine DIVPAG, one of the double
precision ordinary differential equation (ODE) solvers
of the initial-value problems. Figures 5(a)–5(d) present
the behavior of the mean intracavity photon number
〈a†a〉 on the (∆U ,∆L) plane, where ∆U ≡ ω21 − ωU
and ∆L ≡ ω10 − ωL. Although the exchanges of ex-
citation between the qubit and cavity mode are highly
unlikely in the dispersive coupling regime, there is still
nonzero probability of excitation of the cavity field. Fur-
thermore, the spectral behavior of 〈a†a〉 is essentially
identical to that of the qubit excitation, in comparison
to Figs. 2(a)–2(d) in our main text, except for the size
of the excitation which is merely of the order of 10−3
photons.
However, the numerical simulations for the system
with and without the cavity indicate that the role of
cavity is negligible owing to its extreme far-off resonance
from the atomic transitions, other than slightly shifting
the spectral lines as a whole from that of the system
without the cavity by an amount precisely predicted by
the dispersive Hamiltonian [22, 38]. In the dispersive
coupling regime, the level shift owing to the cavity ef-
fect is given by χj = g
2
j /(ωj,j−1 − ωC) [22, 30]. For
convenience, we treat the dressed frequency ω′j,j−1 ≡
ωj,j−1 + χj as the “bare” transition frequency ωj,j−1.
Appendix B: Decomposition of the three
components of quantum coherence
For a ladder-type three-level configuration, the
density-matrix equations are given by
ρ˙00 = γ10ρ11 + ΩL Im ρ10 (B1a)
ρ˙11 = γ20ρ22 + ΩU Im ρ21 − ΩL Im ρ10 (B1b)
ρ˙22 = −γ20ρ22 − ΩU Im ρ21 (B1c)
ρ˙10 = (i/2) [∆1ρ10 − ΩUρ20 + ΩL (ρ11 − ρ00)] (B1d)
ρ˙20 = (i/2) [∆0ρ20 + ΩLρ21 − ΩUρ10] (B1e)
ρ˙21 = (i/2) [∆2ρ21 + ΩLρ20 + ΩU (ρ22 − ρ11)] (B1f)
where ∆0 = 2(∆L + ∆U ) + iγ20, ∆1 = 2∆L + iγ10,
and ∆2 = 2∆U + i(γ10 + γ20), and ∆L and ∆U are the
detuning of the probe and pump fields from their own
target levels, respectively.
The decay rates γij = γji are the sum of the relax-
ation rate Γij and the pure dephasing rate γ
ϕ
i0. We
neglect the relaxation rates induced by thermal excita-
tions, i.e., Γ01 = Γ12 = 0 and the direct relaxation rate
from |2〉 to |0〉 in a three-level Ξ-system, i.e., Γ20 = 0 .
Following the method introduced in our previous con-
tributions [18, 19], the one-photon resonance component
is obtained by equating ρ20 to zero in the above equa-
tions, such that
(Im ρ10)one = Im
[
ΩL
∆1
(
ρ
(0)
00 − ρ(0)11
)]
(B2)
where ρ
(0)
00 and ρ
(0)
11 represent the populations of the |0〉
and |1〉 states under the condition ρ20 = 0, respectively.
7The pure two-photon coherence component is obtained
when all of the populations of the intermediate and ex-
cited states are ignored, i.e., ρ00 = 1 and ρ11 = ρ22 = 0
such that
(Im ρ10)two = Im
[
ΩL
∆1
ρ20
]
(B3)
The mixed coherence term is given by subtracting the
one-photon and pure two-photon coherence components
from Imρ10, i.e.,
(Im ρ10)mixed = Im ρ10−(Im ρ10)one−(Im ρ10)two (B4)
Appendix C: Quantum interference and relative
decay rates
Figure 6 shows two distinguished total absorption
spectra; Fig. 6(a) shows a single merged peak while
Fig. 6(b) shows an EIT-induced Fano-profile dip for
the respective parameter values, which are written on
the figures. The signal of the pure two-photon process
shows an increase in amplitude as the relative decay rate
changes in the way already mentioned in the main text.
Our simulation results are consistent with the author′s
argument [21] that relative decay rates determine the
characteristics of the quantum interference in a three-
level Ξ-system, for instance, constructive interference
for γ20 > γ10 or destructive interference for γ20 < γ10
when the upper transition level is driven with the probe
field applied to the lower one. For the minimization of
the probe field effects, we set ΩL/2pi to be as low as
0.05 MHz, while ΩU/2pi is set to be 1 MHz to guarantee
the two photon coherence effects. As simulation results
illustrate, the condition of relative decay rate γ20 > γ10
is required for EIT to be observed in a three-level Ξ-
system.
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FIG. 6: (Color online) Calculated absorption spectrum
Imρ10 decomposed into three terms, as mentioned in the
text, for two different relative decay rates (a) γ20/γ10 = 1.9
and (b) γ20/γ10 = 0.1 for ΩU/2pi = 1.0 MHz and ΩL/2pi =
0.05 MHz.
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