The list strength effect, in which strengthening some memories has a detrimental effect on the retrieval of other memories, has generally not been found in item recognition. The present study shows that the list strength effect does occur in associative recognition. Study materials were sets of overlapping word pairs (A-B, A-C, D-B, etc.). Within critical sets of words, strong pairs were presented three times at study, as compared with one presentation for weak pairs. In Experiment 1, associative recognition for weak pairs was less accurate than that for baseline pairs, and response times for hits were slower. In Experiment 2, receiver-operating characteristic curve data provided further evidence of poor accuracy for weak pairs. These findings support a qualitative distinction between item and associative recognition.
Do strong memories interfere with the retrieval of weaker memories? There has been little evidence for such interference in recognition memory (Murnane & Shiffrin, 1991a , 1991b Ratcliff, Clark, & Shiffrin, 1990; Shiffrin, Huber, & Marinelli, 1995; Yonelinas, Hockley, & Murdock, 1992) , with two notable exceptions. Murnane and Shiffrin (1991b) observed a list strength effect when individual words were repeated in the context of different sentences, but not when they were repeated within identical sentences. They argued that differentcontext repetitions result in the formation of separate memory representations. This effectively increases the length of the study list in the different-context condition, and it is well-known that list length interferes with recognition. In contrast, they suggested that identical-context repetitions lead to the strengthening of a single representation and that, under these conditions, there is no list strength effect. , on the other hand, did observe a list strength effect in item recognition, using identical repetitions as a means of strengthening. He failed to find a reliable effect in a second experiment but did observe a list strength effect when subjects judged whether the plurality of recognition probes had changed from study to test. Plurality discrimination has been shown to involve recollective processing (Hintzman, Curran, & Oppy, 1992; Rotello, Macmillan, & Van Tassel, 2000; Westerman, 2001) . Accordingly, Norman framed his results in terms of dual-process theory: Strength-based interference affects the recollection of specific episodic or associative memory but does not affect nonspecific familiarity. The list strength effect may be elusive in recognition because the contribution of recollection is not typically isolated or controlled. The fact that only the plurality judgments produced a list strength effect in the second experiment in consistent with this conclusion.
In the present study, we were interested in associative recognition, which requires discriminating intact from rearranged word pairs. That memory for specific associations is required by the task suggests the predominant role of recollection, and this intuition is supported empirically by critical differences between associative and item recognition in time course (Dosher, 1984; Nobel & Shiffrin, 2001; Rotello & Heit, 1999 , receiveroperating characteristic (ROC) curves Yonelinas, 1994 Yonelinas, , 1997 , and susceptibility to some manipulations (for a review, see Clark & Gronlund, 1996) . If strength-based interference is specific to recollection, as is suggested by its presence in recall (Tulving & Hastie, 1972; Wixted, Ghadisha, & Vera, 1997) and plurality recognition , a list strength effect should be readily observed in associative recognition. Such a finding would lend further support to the view that item and associative recognition rely on qualitatively different retrieval processes.
EXPERIMENT 1
The study list consisted of word pairs belonging to a number of overlapping sets. For example, lake-monkey, lake-chest, and bread-monkey might be members of the same set. In the baseline condition, all eight pairs in a set were studied once during study. In the critical condition, half of the pairs in a set were studied once (weak condition), and half were studied three times (strong condition). The crucial comparison is between baseline pairs and weak pairs. If the strength of related pairs has no effect on recognition, performance should not differ between these two conditions. On the other hand, if strengthening some pairs in a set makes memory for weaker pairs less accessible, one would expect decreased accuracy and, perhaps, increased response time (RT) for the weak pairs, as compared with the baseline pairs. To decrease the likelihood that the subjects might differentially rehearse strong and weak items, they were not warned of the memory test. Instead, the word pairs were studied in the guise of an imagery-rating task.
Method
Subjects. Forty undergraduates from the University of Massachusetts at Amherst participated in the study for course credit.
Materials and Design. The subjects were assigned to individual computers, which controlled list generation, stimulus presentation, and response recording. The assignment of items to experimental conditions and the order of items within lists were uniquely randomized for each subject. The stimuli were drawn from a pool of 156 six-letter, low-frequency nouns.
Each interference set of word pairs was created from six unique words. Assigning three words to the left position and three to the right position allowed nine possible word pairings (A-D, A-E, A-F, B-D, B-E, B-F, C-D, C-E, and C-F), of which eight were chosen to make up the interference set. Nine sets were created (72 unique word pairs in all). Six sets were assigned to the critical condition, and three sets to the baseline condition. In the critical condition, half of the pairs in a set (A-E, B-D, C-D, and C-F) were presented three times at study (strong condition), whereas the other half (A-D, A-F, B-F, and C-E) were presented once (weak condition). Each individual word appeared in both strong and weak pairs within the set, so strength was defined at the level of the word pair or association. In the baseline condition, all the pairs in a set were presented once during study.
The study list consisted of 120 randomly ordered pairs. The test list consisted of 144 randomly ordered pairs: 72 unique pairs from the study list, as well as 72 rearranged pairs. Rearranged pairs were created by pairing two words from different sets but belonging to the same condition (strong, weak, or baseline).
Procedure. The 30-min session consisted of a study phase followed by a test phase. During the study phase, the subjects were not informed of the memory test to follow. They were simply asked to rate word pairs for imagery. On each trial, a single pair was presented on the screen for 2,000 msec, then was replaced by the prompt ??????. The subjects were instructed to form an image using both words and to respond as soon as the ?????? appeared. The subjects used the z and / keys to indicate whether it was easy or difficult to form a vivid image with the two words.
Following study, the subjects were given instructions for the surprise memory test, including a four-trial practice test. During each trial of the associative recognition test, a single pair was presented on the screen. The subjects used the z and / keys to indicate whether the probe was an intact or a rearranged pair.
Results
Test of the hypothesis that strengthening some pairs has a detrimental effect on memory for related pairs (those within the same set) required two comparisons for each dependent measure: strong condition versus baseline and weak condition versus baseline. An alpha of .05 was adopted for each comparison. Accuracy and RT data are shown in Table 1 .
Recognition sensitivity (d′) was calculated for each subject from hit and false alarm rates. 1 Sensitivity for the strong condition (d′ ϭ 1.82) was greater than that for the baseline condition (d′ ϭ 1.27; t ϭ 5.64, p Ͻ .001). Sensitivity for the weak condition (d′ ϭ 1.03) was less than baseline (t ϭ 2.54, p Ͻ .05).
The correct identification of old pairs was faster for the strong condition (1,320 msec) than for the baseline condition (1,413 msec; t ϭ 3.22, p Ͻ .01). However, the hit RT was longer for the weak condition (1,504 msec), as compared with baseline (t ϭ 2.42, p Ͻ .05). None of the conditions differed reliably with respect to the correct rejection of rearranged items. Miss and false alarm RTs were not analyzed, due to missing cells for some subjects.
Both the RT and the accuracy data show list strength effects in associative recognition. To our knowledge, this is the first report of such an effect.
EXPERIMENT 2
In Experiment 2, our goal was to replicate the findings of Experiment 1 while examining more closely the effect of list strength on accuracy. When there are different classes of test items, it is a concern that people may use different decision criteria for different classes. Under such conditions, accuracy measures based on binary old -new judgments (such as d′) can be misleading (Donaldson, 1993; Verde & Rotello, 2003) . In the present experiment, confidence ratings were collected and used to construct ROC curves, which provide a more detailed view of recognition performance and also allow the measurement of accuracy independently of response bias (Macmillan & Creelman, 1991) . The procedure was otherwise identical to that in Experiment 1.
Method
Subjects. Thirty-one undergraduates from the University of Massachusetts, Amherst, participated in the study for course credit.
Materials and Design. The materials and design were identical to those in Experiment 1.
Procedure. The procedure was identical to that in Experiment 1, except that the binary (intact-rearranged) recognition judgment was replaced by a confidence rating on a 6-point scale (6 ϭ very confident intact, 1 ϭ very confident rearranged).
Results
Recognition performance is shown in Table 2 . Hit and false alarm rates were derived by combining confidence ratings 1-3 to form the rearranged response category and ratings 4-6 to form the intact response category. The confidence ratings were then used to construct an ROC curve for each experimental condition for each subject, using maximum likelihood estimation. The slope of the z-transformed ROC curve (zslope), combined with normalized hit and false alarm rates, provides a measure of sensitivity (d a ) that takes account of the variances of the distributions (measured with zslope) and is independent of response bias (Macmillan & Creelman, 1991) :
where z is the inverse normal function. The use of this alternative measure of sensitivity is important in this experiment, since the z-transformed ROC slopes were not equal to 1. Recognition sensitivity for the strong condition (d a ϭ 1.89) was greater than that for the baseline condition [d a ϭ 1.28; t(31) ϭ 7.05, p Ͻ .001]. Sensitivity for the weak condition (d a ϭ 1.05) was less than baseline [t(31) ϭ 3.01, p Ͻ .01]. Thus, even when we use a measure that adjusts for different zROC slopes and decision criteria, the list strength effect is observed. These differences in sensitivity are graphically evident in the ROC curves for each condition (Figure 1 ): The strong condition ROC falls above the baseline condition ROC, which falls above the weak condition ROC.
We also noted that the slope was marginally greater for the weak condition (slope ϭ 0.79) than for the baseline condition [slope ϭ 0.71; t(31) ϭ 3.01, p Ͻ .10], although the difference between the strong (slope ϭ 0.80) and the baseline conditions was not reliable. The theoretical significance of this slope difference is unclear, and indeed, explaining empirically observed changes in slope remains a weakness for most recognition models (Heathcote, 2003) .
GENERAL DISCUSSION
In the present study, we found a robust list strength effect in associative recognition. Strengthening some pairs via repetition had an adverse effect on both RT and accuracy for related nonrepeated pairs. Studies in which item recognition has been looked at have almost uniformly failed to show such an effect. Only Norman (2002) observed a list strength effect in item recognition, and he found the effect difficult to replicate. Ratcliff et al. (1990) noted that the null findings were a problem for a number of familiarity-based recognition models, which describe familiarity as based on a global match between a probe and the contents of memory. If making some items in memory stronger leads to a greater match not only to identical probes, but also to mismatching probes, the resulting increase in noise (the variability of familiarity distributions) drives down sensitivity. Thus, the prediction of a list strength effect: For weak items studied with strong items, increased noise at retrieval leads to worse accuracy than that for weak items studied only with other weak items.
Subsequent models have been developed to account for the null list strength effect. However, the present results present a challenge for single-process models that assume that item and associative recognition rely on the same mechanism. For example, Ratcliff et al. (1990) pro- Note-FA, false alarm. Figure 1 . Receiver-operating characteristic data from the three conditions of Experiment 2. Note that memory performance is higher when the hit rate is higher for a given false alarm rate, so curves that fall higher in the space indicate better discrimination.
posed a modification of the SAM model in which repetition leads to differentiation, so that repeated items do not cause an increase in global match for mismatching probes (an idea that also appears in other models). Although the differentiation parameters might be flexible enough to accommodate a list strength effect in some instances and not others, there should be a compelling argument for why item and associative recognition require different parameter values.
An alternative to the single-process approach is to assume that multiple component processes underlie recognition, with the contribution of these components varying across tasks. Intuitively, recollection of specific information, rather than global familiarity, should predominate in associative recognition for functional reasons: The familiarity of individual words does not help one to discriminate intact from rearranged pairs. This is supported empirically by findings that associative recognition is not very susceptible to manipulations thought to target familiarity (Cameron & Hockley, 2000; Westerman, 2000 Westerman, , 2001 but is particularly diminished in older adults, whose memory deficits may be primarily recollective in nature (Naveh-Benjamin, 2000) . This may be why associative recognition often resembles recall rather than item recognition, as in the present findings (for other examples, see Clark, 1992; Clark & Burchett, 1994; Nobel & Shiffrin, 2001; Verde, in press ).
The use of recall in a recognition task is often invoked to explain aspects of data not sufficiently accommodated by a familiarity-based model (e.g., Clark, 1999; Clark, Hori, & Callan, 1993; Mandler, 1980; Shiffrin et al., 1995) . Might recall serve as a model for recollection in recognition? Recall is typically described as a probabilistic sampling process, and in some models, interference can occur because the presence of strong memory items makes the sampling of weaker items less likely (Rohrer, 1996; Wixted et al., 1997 ; see also Raaijmakers & Shiffrin, 1981; Rundus, 1973) . On the surface, such models predict patterns of interference in both accuracy and RT similar to those observed here. However, given the difference in quality of the retrieval cues available in recall and recognition, as well as the issue of how familiarity might interact with recollection, it is unlikely that models of recall can be adapted without considerable modification. A useful step would be to directly compare cued recall and associative recognition. Ratcliff et al. (1990) found the list strength effect in cued recall to be small and somewhat unreliable. This was not the case for associative recognition in the present study, but our use of overlapping sets of pairs made for a very strong manipulation of interference. 2 
OTHER ISSUES
The present findings are also relevant to recent debates concerning the theoretical significance of the shapes of ROC curves. Yonelinas's (1994) dual-process model of recognition describes recollection as a single all-or-none threshold, which implies that tasks relying primarily on recollection should produce ROC curves that are more or less linear. Although such curves have been observed Yonelinas, 1994 Yonelinas, , 1997 , it is clear from the present findings and others that both source and associative recognition commonly produce ROC curves that are unquestionably curvilinear (Kelley & Wixted, 2001; Qin, Raye, Johnson, & Mitchell, 2001; Slotnick, Klein, Dodson, & Shimamura, 2000) . This is strong evidence against recollection as a single-threshold process (cf. Malmberg, 2002) , but there is no reason that recollection has to be characterized in this way. Kelley and Wixted (2001) , for example, have described a some-ornone model in which both item and associative information are continuously distributed variables that can produce both relatively linear and curvilinear ROCs.
A final point of interest is that in both experiments, the effect of list strength was observed only in the hit rates, with the false alarm rates of the strong, weak, and baseline conditions being statistically indistinguishable. Kelley and Wixted (2001) also found in associative recognition that repeating word pairs increased hits but had no effect on false alarms. These results are puzzling given other evidence that the familiarity of individual words can influence associative recognition (Cleary, Curran, & Greene, 2001; Kelley & Wixted, 2001) . If this were true, one would expect an increase in false alarms with repetition. Kelley and Wixted suggested that repetition not only made individual words more familiar, but also increased the likelihood of retrieving the original studied pair so that it could be used to reject the rearranged lure. These opposing tendencies canceled each other, leaving no apparent change in the false alarm rate. This explanation seems reasonable considering the abundant evidence for recall-to-reject strategies in recognition (e.g., Cleary et al., 2001; Hintzman et al., 1992; Jacoby, Jones, & Dolan, 1998; Rotello & Heit, 2000; . However, it is quite a coincidence that the effect of increasing familiarity would exactly cancel the effect of increasingly likely recall-to-reject across experiments that differed in design and materials. Future work in which varying the relative magnitude of these opposing tendencies can be shown to have different effects on the false alarm rate would make this explanation more persuasive.
