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MORI’S PROGRAM FOR THE MODULI SPACE OF CONICS IN GRASSMANNIAN
KIRYONG CHUNG AND HAN-BOM MOON
ABSTRACT. We complete Mori’s program for Kontsevich’s moduli space of degree 2 stable maps to
Grassmannian of lines. We describe all birational models in terms of moduli spaces (of curves and
sheaves), incidence varieties, and Kirwan’s partial desingularization.
1. INTRODUCTION AND RESULTS
1.1. Rational curves in Grassmannian of lines. The space of rational curves in Gr(2, n) and its
compactifications has been studied in various context. In the study of Fano manifolds, the space
of lines in Gr(2, n) has been one of the main tools to study the geometry of the linear or quadratic
sections of Gr(2, n) ([31]). In fact, the codimension two linear section of Gr(2, 5) is the answer for
Hirzebruch’s question in dimension 4: Classify all minimal compactifications of C4.
On the other hand, a compactified moduli space of conics in Gr(2, n) for n = 5 has been an
essential ingredient in the construction of a new compact hyperka¨hler manifold. For example,
in [18], by following the general construction of a symplectic two-form on the moduli space of
sheaves or rational curves ([11, 21]), the authors proved that a certain contraction of the Hilbert
scheme of conics in Gr(2, 5) ∩ H1 ∩ H2 where Hd is a hypersurface of degree d, is a hyperka¨hler
manifold discovered by O’Grady in [28].
In the study of homological mirror symmetry, it is important to present a pair of Calabi-Yau
threefolds which are derived equivalent but not birationally equivalent. Only few examples of
such pairs have been known. In [15], the authors provided new such a pair by using the double
cover (the so-called double symmetroid) of the determinantal symmetroid in the space of quadrics
P(Sym2C5∗). One of the main steps of the construction is to find an explicit birational relation
between the double symmetroid and the Hilbert scheme of conics in the Grassmannian Gr(3, 5) ∼=
Gr(2, 5) of planes. This relation has been established in [16] in a broader setting, namely, for
the space of quadrics in P(Sym2Cn+1∗) and the Hilbert scheme of conics in Gr(n − 1, n + 1) ∼=
Gr(2, n+ 1).
1.2. Main results. The main result of this paper is the completion of the projective birational ge-
ometry of the space of conics in Gr(n−1, n+1) in the viewpoint of Mori’s program. Mori’s program,
or the log minimal model program for a projective moduli space M aims the classification of all
rational contractions of M . If M is a Mori dream space, then for each effective divisor D, one can
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construct a projective model
M(D) := Proj
⊕
m≥0
H0(M,O(mD))
and a rational contraction M 99K M(D). Provided by being a Mori dream space, there are only
finitely many projective models.
For the moduli space M0,0(X, d) of stable maps, which is a compactification of rational curves
in a projective variety X , Mori’s program has been studied in [6, 3]. When X = Gr(k, V ), the
Grassmannian of subspaces in V and d = 2, 3, the stable base locus decomposition was obtained
by Chen and Coskun in [2], as a first step toward Mori’s program.
In this paper, we complete Mori’s program for M0,0(Gr(n− 1, V ), 2). Furthermore, we describe
all birational models in terms of moduli spaces, incidence varieties, and partial desingularizations
([20]).
Let V be a vector space of dimension n+ 1 ≥ 5. For the precise definition of the divisors in the
statement below, see Definition 2.1.
Theorem 1.1. For an effective divisor D onM := M0,0(Gr(n− 1, V ), 2),
(1) If D = aHσ1,1 + bHσ2 + cT for a, b, c > 0, thenM(D) ∼= M.
(2) If D = aHσ1,1 + bHσ2 for a, b > 0, thenM(D) ∼= C := Chow1,d(Gr(n− 1, V ))ν , the normaliza-
tion of the main component of Chow variety.
(3) If D = aHσ1,1 + bHσ2 + cP for a, b, c > 0, thenM(D) ∼= H := Hilb2m+1(Gr(n− 1, V )).
(4) IfD = aT+b∆ for a > 0 and b ≥ 0, thenM(D) ∼= U := U0,0(Gr(n−1, V ), 2), the normalization
of the closure of the image ofM in P(∧n−1V ∗ ⊗ sl2)//SL2.
(5) If D = aHσ2 + bDdeg + c∆ for a > 0 and b, c ≥ 0, thenM(D) ∼= K := P(V ∗⊗ gl2)//SL2×SL2,
which is isormorphic to a connected component of the moduli space MPV (v) of semistable sheaves
with v = 2ch(OPn−1) (Definition 3.2).
(6) If D = aHσ2 + bT + c∆ for a, b > 0 and c ≥ 0, thenM(D) ∼= X1//SL2 × SL2, which is the first
step of the partial desingularization ofK (Section 5.2).
(7) If D = aHσ2 + bP + cDdeg for a, b > 0 and c ≥ 0, thenM(D) = G˜ (Section 3.2).
(8) If D = aDunb + bP + cDdeg for a, b > 0 and c ≥ 0, thenM(D) = G := Gr(3,∧2S) where S is
the universal subbundle over Gr(4, V ∗).
(9) If D = aHσ1,1 + bP + cDunb for a, b, c > 0, then M(D) ∼= B := BlOG(3,∧2S)σ(2)∗Gr(3,∧
2S)
(Definition 6.8).
(10) If D = aHσ1,1 + bDunb + c∆ for a, b > 0 and c ≥ 0, thenM(D) ∼= KS := P(S∗ ⊗ gl2)//SL2 ×
SL2 ∼= MPS(m2 + 3m+ 2), the relative moduli space of semistable sheaves (Definition 6.4).
(11) If D = aHσ1,1 + bT + c∆ for a, b > 0 and c ≥ 0, then M(D) is the normalization R of the
incidence variety in MPV ∗(m2 + 3m+ 2)×U.
(12) If D = aHσ1,1 + b∆ for a > 0 and b ≥ 0, thenM(D) ∼= L, the normalization of the closure of the
locus of sheaves supported on a smooth quadric surfaces in MPV ∗(m2 + 3m+ 2) (Definition 6.5).
(13) If D = aP + bDdeg for a > 0 and b ≥ 0, thenM(D) ∼= G, which is the normalization of the image
of the envelope map env : H→ Gr(3,∧2V ∗) (Definition 3.3).
(14) If D = aHσ1,1 + bP for a, b > 0, thenM(D) is the blow-up Ĝ ofG along a subvariety isomorphic
to OG(3,∧2S).
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(15) If D = a∆ + bDdeg for a, b ≥ 0, thenM(D) is a point.
(16) If D = aDunb + b∆ for a > 0 and b ≥ 0, or D = aDunb + bDdeg for a > 0 and b ≥ 0, thenM(D)
is Gr(4, V ∗) ∼= Gr(n− 3, V ).
When n = 3, the description of birational models is simpler because of the self-dual map on
Gr(2, 4). See Theorem 6.2 for the statement.
Note that there are only few examples of completed Mori’s program when the complexity of
the moduli space is large. Except toric varieties and moduli spaces with Picard number two (for
instance [6, 25]), the completed examples are very rare (see [27] for such an example). Theorem
1.1 provides one additional example with Picard number three.
1.3. Application to the motivic invariants. Let us finish this section by mentioning some related
works. One of birational models ofM turns out to be the moduli space of quiver representations
with dimension vector (2, 2) and n+ 1 arrows between them (Item (5) of Theorem 1.1). We call the
moduli space of such quiver representations by the moduli space of Kronecker modules of type
(n+ 1; 2, 2), or simply, the Kronecker moduli space. The Kronecker moduli space has been studied in
the context of curve counting invariants (In particular, GW/Kronecker correspondence). For the
detail, see [32].
The Kronecker moduli space of type (6; 2, 2) is birational to the moduli space of semistable
sheaves on P2 with Hilbert polynomial 4m + 2. The birational map can be explicitly described
in terms of Bridgeland wall-crossing ([1, Section 6]). Combining with our analysis, we obtain the
virtual Poincare´ polynomial of MP2(4m+ 2) from that ofM. For a detail, see Section 7.
1.4. Structure of paper. This paper is organized as the following. In Section 2, for the reader’s
convenience, we recall the stable base locus decomposition of M obtained by Chen and Coskun.
Section 3 introduces many birational models obtained in [2, 16]. In Section 4, we study geomet-
ric properties of the moduli space K of Kronecker modules, which is a key ingredient on the
moduli theoretic interpretation of biratoinal models. In Section 5 we show that the partial desin-
gularization of K is indeed M and investigate the geometry of the birational contraction. After
introducing some more natural models, in Section 6 we prove Theorem 1.1. Finally, in the last
section we compute topological invariants of some moduli spaces.
1.5. Notation. We work on C. A projective space PV is the space of one-dimensional subspaces
of V . For a partition λ, let Σλ be an associated Schubert variety in Gr(k, V ). Its Poincare´ dual is
denoted by σλ. For a partition λ, λ∗ is the dual partition. For a direct sum of sheaves, we will use
additive notation. For instance, 2OX means O⊕2X .
2. STABLE BASE LOCUS DECOMPOSITION
In this section, we fix an integer n ≥ 3. Let V be an (n + 1)-dimensional vector space and let k
be an integer such that 2 ≤ k ≤ n− 1.
When one runs Mori’s program for a given moduli space M , the first step is the computation of
the rank of Neron-Severi vector space N1(M) and the effective cone Eff(M). For the moduli space
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M0,0(Gr(k, V ), 2), dim N1(M0,0(Gr(k, V ), 2)) = 3 ([29, Theorem 1]). Its effective cone was com-
puted by Coskun and Starr in [10]. To describe the result, we need to introduce several effective
divisor classes on M0,0(Gr(k, V ), 2).
Definition 2.1. (1) Let ∆ be the locus of stable maps with singular domains.
(2) Fix an n− 1− k-dimensional subspace W of V . Let Ddeg be the locus of stable maps f such
that the projection of the smallest linear subspace in V generated by the image of f onto
V/W is a proper subspace of V/W . If k = n − 1, Ddeg is the locus of stable maps whose
image is in Gr(n− 1, V ′) for some n-dimensional subspace V ′ ⊂ V .
(3) For a stable map f : P1 → Gr(k, V ), let 0 → E → OP1 ⊗ V be the induced subbundle
of rank k of degree −2. If k = 2, let Dunb be the closure of the locus of stable maps such
that E 6= 2OP1(−1). When k > 2, for a general stable map f and its associated subbundle
0 → E → OP1 ⊗ V , there is a trivial subbundle E′ := (k − 2)OP1 ⊂ E which induces an
(k−2)-dimensional sub vector space VE′ ⊂ V . Let Dunb be the closure of the locus of stable
maps such that VE′ ∩W 6= {0} for a fixed (n + 3 − k)-dimensional subspace W ⊂ V . In
other words, Dunb = a∗(OGr(n+3−k,V )(1)) for a : M0,0(Gr(k, V ), 2) 99K Gr(n+ 3− k, V ).
(4) Let Hσ1,1 (resp. Hσ2) be the locus of stable maps whose image in Gr(k, V ) intersects a fixed
codimension two Schubert variety Σ1,1 (resp. Σ2).
(5) Let T be the locus of stable maps whose image in Gr(k, V ) is tangent to a fixed hyperplane
Σ1.
(6) If we compose a general stable map f : C → Gr(k, V ) with the Plu¨cker embedding
Gr(k, V ) ↪→ P(∧kV ), then we obtain a conic in P(∧kV ), which spans a two-dimensional
subspace in P(∧kV ). Thus we obtain an element in Gr(3,∧kV ). Thus there is a rational
map p : M0,0(Gr(k, V ), 2) 99K Gr(3,∧kV ). Let P := p∗OGr(3,∧kV )(1).
Theorem 2.2 ([10, Section 2]). The effective cone of M0,0(Gr(k, V ), 2) is generated by Dunb, Ddeg and
∆. In particular, the effective cone is simplicial.
The next step is the computation of the stable base locus decomposition, which is the first ap-
proximation of the Mori chamber decomposition of the effective cone. This was done by Chen
and Coskun in [2, Theorem 3.6]. In particular, there are 8 open chambers as in Figure 1. Also the
divisor classes of T , Ddeg, Dunb, and P are calculated in terms of ∆, Hσ1,1 , and Hσ2 in [10, Section
4, 5] and [2, Lemma 3.4].
For the computation of the stable base locus decomposition, Chen and Coskun introduced many
curve classes on M0,0(Gr(k, V ), 2) in [2, Section 3]. Since these curves will have a prominent role
in the proof of Theorem 1.1, for a reader’s convenience, we leave the definition.
Definition 2.3. (1) LetC1 (resp. C2) be a general pencil of conics in a fixed plane of class Σ(1,1)∗
(resp. Σ(2)∗).
(2) Let C5 be a one-parameter family of conics in a fixed Σ(1,1)∗ tangent to four general lines.
(3) Let C6 (resp. C7) be a one-dimensional family of singular stable maps obtained by attach-
ing a fixed line to the base point of a pencil of lines in a fixed Σ(1,1)∗ (resp. Σ(2)∗).
(4) Let C8 be a one-parameter family of two-to-one covers of a fixed line.
The intersection numbers of curve classes with divisors are summarized in [2, Table 1].
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Dunb Ddeg
∆
T
Hσ1,1 Hσ2
P
FIGURE 1. Stable base locus decomposition of M0,0(Gr(k, V ), 2)
3. SOME BIRATIONAL MODELS
From this section, we focus on k = n− 1 case, that is, M = M = M0,0(Gr(n− 1, V ), 2).
After the computation of the stable base locus decomposition, the next step of Mori’s program
of M is to determine a birational model M(D) for each effective divisor D. Since M is a Mori
dream space ([2, Corollary 1.2]), there are finitely many birational models for each cone in the
stable base locus decomposition.
For M, there has been two prior results. A family of birational models is obtained in [2] from
the moduli theoretic viewpoint. On the other hand, by using multilinear algebra and incidence
varieties, another family of birational models is obtained by Hosono and Takagi in [16]. In this
section, we review these birational models.
3.1. Moduli theoretic models. SinceM is a compactification of the moduli space of smooth conics
in Gr(n − 1, V ), we obtain several natural birational models from different compactifications of
moduli spaces of smooth conics. Here we review such birational models.
Definition 3.1. (1) LetH := Hilb2m+1(Gr(n−1, V )) be Hilbert scheme of conics in Gr(n−1, V ).
(2) Let C := Chow1,2(Gr(n − 1, V ))ν be the normalization of the main component of Chow
variety of dimension 1, degree 2 algebraic cycles in Gr(n− 1, V ).
Definition 3.2. For a projective space PW , there is a divisorial contraction ([14, Section 11], [30,
Theorem 0.1])
M0,0(PW, 2)→ P(W ∗ ⊗ SymdC2)//SL2.
This map is indeed the partial desingularization ([20]) when d = 2 ([19, Theorem 4.1]). Let U :=
U0,0(Gr(n− 1, V ), 2) be the normalization of the image of the composition
M ↪→ M0,0(P(∧n−1V ), 2)→ P(∧n−1V ∗ ⊗ sl2)//SL2.
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It is well-known thatH is smooth ([7, Proposition 3.6]), and there is a diagram
M
 !!
oo // H
~~
U C.
Definition 3.3. For each conic C ∈ H = Hilb2m+1(Gr(n − 1, V )) ⊂ Hilb2m+1(P(∧n−1V )), the
smallest linear subspace 〈C〉 of P(∧n−1V ) containing C, the so-called linear envelope of C, is P2.
Thus we have a regular morphism
env : H→ Gr(3,∧n−1V )
C 7→ 〈C〉.(3.1)
For any conic C, 〈C〉 ∩ Gr(n − 1, V ) ⊂ P(∧n−1V ) is either C or 〈C〉 ∼= P2. The second case
happens precisely when 〈C〉 ⊂ Gr(n− 1, V ). The moduli space of planes in Gr(n− 1, V ) has two
connected components. One is the moduli space of Schubert planes Σ(1,1)∗ , which is isomorphic to
a partial flag variety Fl(n− 3, n, V ). The other component is the moduli space of Schubert planes
Σ(2)∗ , which is isomorphic to Gr(n− 2, V ).
When n = 3, env is a birational morphism. Indeed, env is the blow-up along two disjoint
orthogonal Grassmannians OG(3,∧2V ) which parametrize σ(1,1)∗ (resp. σ(2)∗) planes in Gr(2, V )
([2, Lemma 3.9]). We denote them by OG(3,∧2V )σ(1,1)∗ (resp. OG(3,∧2V )σ(2)∗ ) whenever we want
to distinguish them.
In summary,
(3.2) Hilb2m+1(Gr(2, V )) ∼= Bl2OG(3,∧2V )Gr(3,∧2V ).
3.2. Models from birational geometry of determinantal varieties. With a motivation in the con-
text of homological projective duality, Hosono and Takagi studied birational geometry of Tr,
which is a double cover of the space Sr of rank ≤ r quadric hypersurfaces in PV ([16]). More
precisely, for 1 ≤ r ≤ n + 1, let Sr ⊂ P(Sym2V ∗) be the locus that the associated quadratic form
has rank≤ r. When r is even, there is a double cover Tr of Sr ramified along Sr−1 ([16, Proposition
2.3]).
Set theoretically, T4 \ S3, which is an e´tale double cover of S4 \ S3, parametrizes pairs (Q,P )
where Q is a rank 4 quadric hypersurface and P is a pencil of Pn−2 in Q. Furthermore, they show
that when n ≥ 3, T4 is birational toH and there is a contraction diagram:
H

G

oo // G˜
   
G T4,
where
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(1) G := Gr(3,∧2S) is the Grassmannian bundle where S is the rank 4 universal subbundle
over Gr(4, V ∗);
(2) G is the normalization of the image of env : H→ Gr(3,∧n−1V ) (see Definition 3.3);
(3) G˜ is the D-flip ofG overG;
(4) G˜ is a divisorial contraction ofH, which contracts the curve class C1, and hence Ddeg.
Furthermore, the following properties are studied in [16, Proposition 4.22, 4.11, and 4.5].
(1) The map G˜→ T4 is a divisorial contraction which contracts the image of ∆;
(2) The normalizationG→ im env is bijective;
(3) If n = 3, then G ∼= G ∼= Gr(3,∧2V ). If n > 3, then G → G is a small contraction whose
exceptional fibers are Pn−3;
(4) The map G˜ → G is a contraction of the image of the locus of conics in a Σ(2)∗-plane. So
for an exceptional point, its fiber is P5. If n = 3, it is a blow-up, but if n > 3, this is a small
contraction.
4. MODULI SPACE OF KRONECKER MODULES
In this paper, the moduli space of Kronecker modules has a central role to connect moduli
spaces of sheaves and that of rational curves. In this section, we review its definition and basic
properties.
4.1. Definitions and GIT stability. Fix two positive integers a, b and let W be a vector space. A
Kronecker W -module is a quiver representation of an n-Kronecker quiver
• && 88//... •
with a dimension vector (a, b). Two Kronecker W -modules φ = (φi) and ψ = (φi) are equivalent
if there are A ∈ SLa and B ∈ SLb such that φ = B ◦ ψ ◦A. We may regard the GIT quotient
PHom(W ⊗ Ca,Cb)//SLa × SLb
as a moduli space of semistable Kronecker W -modules. The GIT stability was obtained by Drezet
([13, Proposition 15]).
Theorem 4.1. A closed point M ∈ PHom(W ⊗ Ca,Cb) is (semi)stable with respect to SLa × SLb-action
if and only if for every nonzero proper subspace V1 ⊂ Ca and V2 ⊂ Cb such that M(W ⊗ V1) ⊂ V2,
dimV2
dimV1
(≥) > b
a
.
From now, we restrict ourselves to a special case that a = b = 2.
Corollary 4.2. A closed point M ∈ PHom(W ⊗ C2,C2) ∼= P(W ∗ ⊗ gl2) is (semi)stable with respect to
SL2 × SL2 if and only if for every one-dimensional subspace V1 ⊂ C2, dim im M(W ⊗ V1)(≥) > 1.
From now, let V be an (n+ 1)-dimensional vector space, as before. We may describe M ∈ X :=
PHom(V ⊗ C2,C2) = P(V ∗ ⊗ gl2) as a 2 × 2 matrix of linear polynomials with n + 1 variables
x0, · · · , xn. Then M is semistable if and only if even after performing row/column operations,
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there is no zero row or column. M is stable if and only if M has no zero entry. In summary, we
have the following result.
Lemma 4.3. Let M ∈ X := P(V ∗ ⊗ gl2).
(1) If M is unstable, then M is equivalent to[
g h
0 0
]
or
[
g 0
h 0
]
for some g, h ∈ V ∗.
(2) If M is strictly semistable, then M is equivalent to[
g k
0 h
]
for some g, h ∈ V ∗ \ {0} and k ∈ V ∗.
(3) If M is strictly semistable and has a closed orbit in the semistable locus, then k = 0, so M is
equivalent to [
g 0
0 h
]
for some g, h ∈ V ∗\{0}. If g is proportional to h, then Stab M ∼= SL2nZ2. If g is not proportional
to h, then Stab M ∼= C∗ n Z2.
Remark 4.4. The description of stabilizers is different from that in [9, Lemma 6.4], because in this
paper we are taking the SL2 × SL2 quotient instead of the PGL2 × PGL2 quotient.
4.2. Moduli space of Kronecker modules as a moduli space of semistable sheaves. The moduli
spaces of Kronecker modules can be understood as moduli spaces of semistable sheaves. Some
explicit examples can be found in [13] and [24, Section 3]. In this section we investigate a general-
ization toward moduli spaces of sheaves on higher dimensional projective spaces.
The following lemma is a direct generalization of [9, Lemma 5.2].
Lemma 4.5. Let n ≥ 2. Let F ∈ Coh(Pn) has a resolution
(4.1) 0→ 2OPn(−1) M→ 2OPn → F → 0
such that M is a semistable Kronecker module. Then F is isomorphic to either
(1) F = IPn−2,Q(1) for some quadric hypersurface Q of rank 3 or 4;
(2) F is an extension of OH by OH′ for two hyperplanes H,H ′.
In particular, F is semistable. Furthermore, in the case of (1), F is stable.
Proof. By composing M with an injective morphism OPn(−1)→ 2OPn(−1), we obtain an injective
morphism 0 → OPn(−1) → 2OPn whose cokernel is isomorphic to either IL,Pn(1) for a linear
subspace L of dimension n− 2, or OH ⊕OPn .
Case 1. Suppose that the cokernel is isomorphic to IL,Pn(1).
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We have a commutative diagram
0 // OPn(−1) //

2OPn // IL,Pn(1)

// 0
0 // 2OPn(−1) // 2OPn // F // 0.
Apply the snake lemma, then we obtain
0→ OPn(−1)→ IL,Pn(1)→ F → 0.
From the sequence 0 → IL,Pn(1) → OPn(1) → OL(1) → 0 and the snake lemma again, we obtain
F ∼= IL,Q(1) for some quadric hypersurface Q. Here Q is the support of OPn(−1)→ OPn(1). Since
the defining equation of Q is in H0(IL(2)), it has rank at most 4.
If Q has rank 3 or 4, it is irreducible and reduced. Then every subsheaf of IL,Q(1) is of the form
IZ,Q(1) for some subscheme L ⊂ Z ⊂ Q. If dimZ = dimL, then clearly p(IZ,Q(1)) < p(IL,Q(1))
where p is the reduced Hilbert polynomial. If dimZ = dimQ, since Q is irreducible and reduced,
Z = Q and IZ,Q(1) = 0. Thus IL,Q(1) is stable.
If Q has rank ≤ 2, then Q = H ∪ H ′ or 2H for two hyperplanes H,H ′. Suppose that L ⊂ H ′.
From 0→ IH′,H∪H′(1)→ IL,H∪H′(1)→ IL,H′(1)→ 0, we obtain
0→ OH′ → IL,H∪H′(1)→ OH → 0.
ThusF = IL,H∪H′ is semistable. Furthermore, since p(OH′) = p(IL,H∪H′(1)), F is strictly semistable.
Q = 2H case is similar.
Case 2. Assume that the cokernel is OH ⊕OPn .
In this case, it is straightforward to see that M is represented by a matrix in item (2) or (3) in
Lemma 4.3. Then F = IL,H∪H′(1) (in the case of (2)) or F = OH ⊕ OH′ (in the case of (3)) and F
fits in an exact sequence 0→ OH′ → F → OH → 0. 
Proposition 4.6. Let MPV (v) be the moduli space of sesmistable pure sheaves F with v := ch(F ) =
2ch(OPn−1). Then K := P(V ∗ ⊗ gl2)//SL2 × SL2 is isomorphic to the connected component of MPV (v)
containing IPn−2,Q(1).
Proof. Let MPV (v)c (resp. MPV (v)m) be the connected (resp. irreducible) component of MPV (v)
containing IPn−2,Q(1). We will show thatK ∼= MPV (v)m ∼= MPV (v)c.
By Lemma 4.5, the universal family of quiver representations over P(V ∗⊗ gl2)ss induces a mor-
phism f : P(V ∗ ⊗ gl2)ss → MPV (v) and f is SL2 × SL2-invariant. Thus the map f descends to the
quotient map
f¯ : K := P(V ∗ ⊗ gl2)//SL2 × SL2 → MPV (v).
From the description of cokernels in Lemma 4.5, it is clear that f¯ is injective. Furthermore, at a
general stable point [F ] ∈ im f¯ , dimT[F ]MPV (v) = Ext1(F, F ) = 4n − 3 = dimK. Therefore
im f¯ = MPV (v)
m. Since K is normal and f¯ is injective, K is isomorphic to the normalization of
MPV (v)
m.
Now it is sufficient to show that MPV (v)c is irreducible and normal. From the standard con-
struction of moduli spaces of semistable sheaves, MPV (v) is an SLP (m)-GIT quotient of the quot
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scheme Quot(H, P ) where H = W ⊗ OPV (−m), dimW = P (m) = P (F (m)) for some m  0.
From the resolution (4.1), it is straightforward to see that Ext2(F, F ) = 0. Since F is m-regular for
some m 0, we may assume that Ext1(H, F ) = 0. Thus if we denote the kernel ofH → F → 0 by
K, then Ext1(K,F ) = 0. This implies that the irreducible component of Quot(H, P )ss containing
H → IPn−2,Q(1) → 0 is smooth and hence coincides with the connected component. In particular,
its quotient, MPV (v)c, is irreducible and normal. Therefore MPV (v)c = MPV (v)m = K. 
When n = 3, it was shown that MPV (v) is indeed irreducible ([24, Proposition 3.6]). Since
P (F )(m) = m2 + 3m + 2 for a semistable sheaf F of class v, we will use the notation MPV (m2 +
3m+ 2) for MPV (v) if it is better in the context.
Question 4.7. Is there any extra component of MPV (v) if n > 3?
4.3. Birational models of moduli spaces of rational curves in a Grassmannian. When the di-
mension vector is (2, d) where d < n + 1 = dimV , the moduli space of Kronecker V -modules
PHom(V ⊗ C2,Cd)//SL2 × SLd provides a birational model of M0,0(Gr(d, V ∗), d) ∼= M0,0(Gr(n −
d+ 1, V ), d). This is a direct generalization of [9, Section 6.1].
Proposition 4.8. There is a birational map
(4.2) Φ : PHom(V ⊗ C2,Cd)//SL2 × SLd 99K M0,0(Gr(d, V ∗), d).
Proof. Let S → PHom(V ⊗ C2,Cd) ∼= P(Hom(C2,Cd)⊗ V ∗) be a morphism. It induces a family of
sheaf morphisms
2OS×PV (−1) M−→ dOS×PV .
By taking the pull-back by the projection q : S × PV × P1 → S × PV , we obtain
2OS×PV×P1(−1, 0) q
∗M−→ dOS×PV×P1 .
By composing with the tautological inclusion ι : OS×PV×P1(−1,−1) → 2OS×PV×P1(−1, 0), we
have
OS×PV×P1(−1,−1) q
∗M◦ι−→ dOS×PV×P1 .
Take the dual
dOS×PV×P1
(q∗M◦ι)∗→ OS×PV×P1(1, 1),
take the push-forward p∗ for p : S × PV × P1 → S × P1, and finally take the tensor product with
OS×P1(−1), we have:
(4.3) dOS×P1(−1)
p∗((q∗M◦ι)∗)⊗OP1 (−1)−→ V ∗ ⊗OS×P1 .
For a general point, it defines a family of rank d, degree d subbundle of a trivial bundle V ∗ ⊗OP1 .
Thus we obtain a family of stable maps to Gr(d, V ∗) (or equivalently, to Gr(n− d+ 1, V )).
So we have a rational map PHom(V ⊗ C2,Cd) 99K M0,0(Gr(d, V ∗), d). This map is (on the
domain) SL2 × SLd-equivariant since SL2 acts as the change of coordinates of P1, and SLd acts as
the change of coordinates of dOP1(−1). Therefore the rational map induces a quotient map
Φ : PHom(V ⊗ C2,Cd)//SL2 × SLd 99K M0,0(Gr(d, V ∗), d).
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This map is birational since a general balanced, non-degenerate stable map can be obtained from
a unique stable Kronecker module. 
In the next section, we will show that when d = 2, the inverse of Φ is indeed a partial desingu-
larization in the sense of Kirwan ([20]). In particular, Φ−1 is regular. In general, Φ−1 is a rational
contraction.
Question 4.9. For d ≥ 3, is Φ−1 regular?
4.4. Moduli of Kronecker modules as a double cover. Fix a natural number n ≥ 3. In this section,
we show that the contraction T4 ofH in Section 3.2 is isomorphic to a moduli space of Kronecker
modules.
Proposition 4.10. Let V be an (n+ 1)-dimensional vector space. Then
K := P(V ∗ ⊗ gl2)//SL2 × SL2 ∼= T4.
Proof. There is the determinant map
det : K→ P(Sym2V ∗),
which maps M to detM . The image of det is exactly S4. It is straightforward to check that
(1) det is finite, and generically two-to-one since detM = detM t and M 6≡M t;
(2) it is ramified along S3.
Let
U4 := {([Π], [Q]) | P(Π) ⊂ Q} ⊂ Gr(n− 1, V )× P(Sym2V ∗)
be the incidence variety. There is a morphism pi : U4 → T4 with connected fibers. Consider the
(C2 − {0})2 \∆-bundle
E4 := {(`1, `2, [Π], [Q]) | `i|Π = 0, `i 6= 0,P(Π) ⊂ Q} ⊂ (V ∗)2 ×Gr(n− 1, V )× P(Sym2V ∗)
over U4. Let f ∈ Sym2V ∗ be the defining equation of Q. Then f = m1`1 + m2`2 for mi ∈ V ∗ and
mi’s are defined uniquely up to scalar multiple. There is a morphism m : E4 → Kwhere
m(`1, `2, [Π], [Q]) =
[
`1 −m2
`2 m1
]
.
Note that this map is well-defined since a scalar multiple to the second column defines the same
point in the quotient.
Now it is straightforward to check that m descends to U4 and to T4, so we obtain a map m :
T4 → K, which is an S4-morphism. Since both T4 and K are two-to-one to S4, m is bijective. It is
an isomorphism since it is a bijective morphism between two normal varieties. 
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5. PARTIAL DESINGULARIZATION
When d = 2, the birational map Φ−1 in (4.2) is indeed a regular contraction. Furthermore, it can
be understood as the partial desingularization in the sense of [20]. In this section, we prove the
following result. Let V be a fixed (n+ 1)-dimensional vector space.
Theorem 5.1. The partial desingularization of K := P(V ∗ ⊗ gl2)//SL2 × SL2 is isomorphic to M :=
M0,0(Gr(n− 1, V ), 2).
This result is a generalization of [9, Section 6] with minor modifications. For the reader’s con-
venience, we give a detailed proof here.
5.1. GIT stratification onXss. LetX := P(V ∗ ⊗ gl2). By using the description of semistable locus
in Lemma 4.3, we can define a stratification
Xss = Y0 unionsq Z0 unionsqY1 unionsq Z1 unionsqXs,
as the following. For notational simplicity, let G = SL2 × SL2.
Let Y0 ⊂ Xss be the locus of matrices equivalent to scalar matrices. More precisely, let Y′0 be
the image of
ρ0 : P(gl2)× PV ∗ → X, (A, g) 7→ A
[
g 0
0 g
]
and letY0 := Y′0 ∩Xss. Then Y0 = ρ0(PGL2 × PV ∗) and ρ0 is an embedding on this locus. Thus
Y0 is an (n + 3)-dimensional smooth closed subvariety. At each closed point M = g · Id ∈ Y0,
the normal bundle NY0/Xss |M is naturally isomorphic to H ⊗ sl2, where H ∼= V ∗/〈g〉 is an n-
dimensional quotient of V ∗.
Let Z0 ⊂ Xss be the locus of matrices equivalent to upper triangular matrices whose diagonal
entries are proportional to each other. Formally, we can define Z0 as the following. Let Z′0 be the
image of
τ0 : G× P((V ∗)2)→ X, ((A,B), (g, k)) 7→ A
[
g k
0 g
]
B−1.
Then Z0 = (Z′0 ∩Xss) \Y0. Let Z0 := Z0 unionsqY0, the closure of Z0 in Xss. A general fiber of τ0 is
3-dimensional, so Z0 is a (2n+ 4)-dimensional subvariety. The normal cone CY0/Z0 is an analytic
locally trivial bundle, whose fiber at M = g · Id ∈ Y0 is isomorphic to Stab M · (H ⊗ 〈e〉) =
Stab M · (H ⊗ 〈f〉). Here {h, e, f} is the standard basis of sl2. In P(NY0/Z0 |M ) ∼= P(H ⊗ sl2),
P(CY0/Z0 |M ) ∼= PH × PGL2 · P〈e〉 ∼= PH × P1.
Let Y1 ⊂ Xss be the locus of matrices equivalent to non-scalar diagonal matrices. We may
impose the scheme structure toY1 as the following way. LetY′1 be the image of
ρ1 : G× P((V ∗)2)→ X, ((A,B), (g, k)) 7→ A
[
g 0
0 k
]
B−1.
Let Y1 = (Y′1 ∩ Xss) \ Y0, and let Y1 := Y0 unionsq Y1 be the closure of Y1 in Xss. Then Y1 is
an irreducible G-invariant smooth variety of dimension 2n + 5, and Y1 is singular along Y0.
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At a closed point M =
[
g 0
0 k
]
∈ Y1, the normal bundle NY1/Xss |M is isomorphic to K ⊗
〈e, f〉 where K = V ∗/〈g, k〉. For M = g · Id ∈ Y0, the normal cone CY0/Y1 |M is isomorphic to
Stab M · (H ⊗ 〈h〉) ⊂ H ⊗ sl2 ∼= NY0/Xss |M and its projectivization in P(H ⊗ sl2) is isomorphic
to PH × PGL2 · P〈h〉 ∼= PH × P2. Note that although Y1 ∩ Z0 = ∅, P(CY0/Z0 |M ) ⊂ P(CY0/Y1 |M )
because the normal cone to Z0 is tangent to the normal cone toY1.
Finally, let Z1 ⊂ Xss be the locus of matrices equivalent to upper triangular matrices. If we
denote the image of
τ1 : G× P((V ∗)3)→ X, ((A,B), (g, k, `)) 7→ A
[
g k
0 `
]
B−1
by Z′1, Z1 = (Z′1 ∩Xss) \ (Y1 unionsq Z0). Then Z1 = Z1 unionsqY1 unionsq Z0 unionsqY0. We may check that Z1 is an
irreducible (3n + 4)-dimensional G-invariant variety. The normal cone CY1/Z1 |Y1 is an analytic
fiber bundle whose fiber is the union of two disjoint rank n − 1 subbundles of NY1/Xss |Y1 . At a
closed point M =
[
g 0
0 k
]
∈ Y1, CY1/Z1 |M ∼= K ⊗ 〈e〉 unionsqK ⊗ 〈f〉 ⊂ K ⊗ 〈e, f〉 ∼= NY1/Xss |M .
5.2. Kirwan’s partial desingularization. In this section, we describe Kirwan’s partial desingular-
ization of K := X//G. For the general construction and its proof, consult [20]. Let X0 := Xss. In
X0, the deepest stratum with the largest stabilizer group isY0. Let pi′1 : X1
′ → X0 be the blow-up
of X0 along Y0. Let Y10 be the exceptional divisor, and let Y
1
1, Z
1
i be the proper transform of Y1,
Zi, respectively. Since the normal cone CY0/Y1 is a cone over a smooth variety andY1 is smooth,
Y
1
1 is a smooth subvariety ofX1
′.
Since ρ(X) = 1, there is a unique linearization L0 on X, up to scaling. Let L1 := pi′1
∗(L0) ⊗
O(−1Y10) for some 0 < 1  1. Then L1 is an ample line bundle with a linearized G-action. With
respect to this linearization, Z10 is unstable since any orbit in Z0 is not closed in X0 ([20, Lemma
6.6]). LetX1 := X1′ \ Z10 and let pi1 : X1 → X0 be the restriction of pi′1.
Similarly, let pi′2 : X2
′ → X1 be the blow-up of X1 along Y11 ∩ X1. Since Y11 ∩ X1 is smooth,
X2
′ is also smooth. Let Y21 be the exceptional divisor. And let Y20, Z
2
1 be the proper transform of
Y20 ∩X1, Z11 ∩X1, respectively. Let L2 := pi∗2(L1) ⊗ O(−2Y21) for some 0 < 2  1. Then L2 is
ample. Furthermore, since Y11 ∩X1 is a G-invariant subvariety, L2 inherits a linearized G-action,
too. With respect to this G-action, Z21 is unstable. Let X2 := X2
′ \ Z21 and let pi2 : X2 → X1 be the
restriction of pi′2.
Note that onX2, every point has a finite stabilizer. ThereforeX2 = (X2)ss = (X2)s. The partial
desingularization of X//G is X2//LG = X2/G. The blow-up morphisms pi1, pi2 induce quotient
maps pi1 and pi2. In summary, we obtain the following commutative diagram:
X2
/G

pi2
Y
1
1∩X1
// X1
/G

pi1
Y0
// X0
/G

X2/G
pi2
// X1//G
pi1
// X//G
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Let pi := pi1 ◦ pi2, and let pi := pi1 ◦ pi2 be its quotient map. Note that the partial desingularization
X2/G has only finite quotient singularities only, since every point onX2 has the finite stabilizer.
During the desingularization process, we can keep track the change of the GIT quotient. For
M ∈ Y0, pi′1−1(M) ∼= P(H ⊗ sl2) where H is an n-dimensional quotient of V ∗, because it is the
projectivized normal cone. On the fiber pi′1
−1(M), there is an induced Stab M ∼= SL2 n Z2-action,
which is induced by a trivial action on H and the standard SL2-action on sl2. Also the Z2 acts
trivially. The unstable locus is precisely P(CY0/Z0 |M ) ∼= PH × P1. Therefore in X1 = X1 \ Z
1
0, the
inverse image of M is P(H ⊗ sl2)ss. If we denote the image of M inX//G by M , then
pi−11 (M) ∼= P(H ⊗ sl2)ss/Stab M ∼= P(H ⊗ sl2)//SL2.
The locus of strictly semistable points with closed orbits on P(H ⊗ sl2)ss is isomorphic to (PH ×
Psl2)ss, which is precisely P(CY0/Y1)
ss. (Indeed the strictly semistable locus is P(CY0/Z1)
ss.) Thus
on the fiber of M , the second blow-up pi2 : X2//G→ X1//G is the partial desingularization of the
fiber P(H ⊗ sl2)//SL2. In [19, Theorem 4.1], it was shown that the partial resolution is isomorphic
to the moduli space M0,0(PH, 2) of degree two stable maps to PH .
For M ∈ Y11, the inverse image pi′2−1(M) is isomorphic to P(K ⊗〈e, f〉). On this normal bundle,
there is an induced Stab M ∼= C∗nZ2-action. The unstable locus is precisely P(K⊗〈e〉)unionsqP(K⊗〈f〉)
and there is no strictly semi-stable point. Thus onX2, pi−12 (M) ∼= P(K⊗〈e, f〉)s. Therefore inX2/G,
pi−12 (M) ∼= P(K ⊗ 〈e, f〉)//C∗ n Z2 ∼= Pn−2 × Pn−2//Z2 ∼= (Pn−2)2.
Note that Z2 acts trivially on the projectivized normal cone.
5.3. Elementary modification of maps. In this section, we prove Theorem 5.1.
Proof of Theorem 5.1. LetX0 := P(V ∗ ⊗ gl2)ss. By taking the dual of (4.3), we have
V ⊗OX0×P1
∧2(p∗((q∗M◦ι)∗)⊗OP1 (−1))∗−→ 2OX0×P1(1).
It induces a bundle morphism
∧2V ⊗OX0×P1
∧2(p∗((q∗M◦ι)∗)⊗OP1 (−1))∗−→ OX0×P1(2).
Since this map is surjective onXs × P1, we obtain a rational map
f0 : X
0 × P1 99K Gr(n− 1, V ) ↪→ P(∧n−1V ) ∼= P(∧2V ∗).
which is regular onXs × P1.
Let F0 := ∧2(p∗((q∗M ◦ ι)∗) ⊗ OP1(−1))∗. Let pi1 × id : X1 × P1 → X0 × P1 be the blow-up
morphism. All sections giving F0 simultaneously vanish along Y10 × P1. So f0 is not defined on
Y10 × P1. But this implies that the pull-back morphism (pi1 × id)∗F0 factor through
∧2V ⊗OX0×P1
F1:=(pi1×id)∗F0−→ OX1×P1(2)(−Y10).
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Therefore we obtain an extended family f1 of rational maps overX1
X1 × P1
pi1×P1

f1
++
X0 × P1 f0 // Gr(n− 1, V ) // P(∧2V ∗)
whose undefined locus is precisely a two-to-one e´tale cover ofY11 because for each point M ∈ Y11,
the undefined locus of f1 restricted to {M} × P1 is two distinct points.
Let pi2 × id : X2 × P1 → X1 × P1 be the second blow-up morphism. The base locus B of
(pi2 × id)∗f1 is a two-to-one e´tale cover of Y21, so it is a smooth codimension two subvariety of
X2 × P1. Let σ : Γ → X2 × P1 be the blow-up along B. Let E be the exceptional divisor. The
composition s : Γ → X2 × P1 → X2 is a flat family of rational curves. Moreover, the pull-back
morphism σ∗(pi2 × id)∗F1
∧2V ⊗OΓ σ
∗(pi2×id)∗F1−→ σ∗OX2×P1(2)(−Y20)
factors through
∧2V ⊗OΓ F2−→ σ∗OX2×P1(2)(−Y20 −E).
Now F2 is surjective and we obtain a regular morphism f2 : Γ→ P(∧2V ∗).
Γ
σ

f2
##
X2 × P1
pi2×id

X1 × P1
pi1×id

f1
++
X0 × P1 f0 // Gr(n− 1, V ) // P(∧2V ∗)
So we have a flat family of maps (s : Γ→ X2, f2 : Γ→ P(∧2V ∗)) overX2. By stabilizing, we obtain
a family of stable maps (s : Γ → X2, f2 : Γ → P(∧2V ∗)). Clearly f2 factors through Gr(n − 1, V )
since it does on an open dense subset. Therefore we have a map Ψ : X2 →M, which isG-invariant
from the construction. Thus we obtain the quotient map Ψ : X2/G→M. This is an isomorphism
since it is a birational morphism between two Q-factorial normal varieties with the same Picard
number, which is 3. 
Here we leave two explicit examples of the elementary modification of a family of maps over a
curve.
Example 5.2. Let S be a small disk in C containing 0 (or the Spec of a discrete valuation ring) and
let
g : S → P(V ∗ ⊗ gl2)
λ 7→
[
x0 λ(
∑n
i=1 aixi)
λ(
∑n
i=1 bixi) x0
]
.
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Then the associated map
V ⊗OS×P1 G→ 2OS×P1(1)
is given by a matrix
G =
[
s λa1t λa2t · · · λant
t λb1s λb2s · · · λbns
]
where [s : t] is the homogeneous coordinate of P1. Note that this family of maps is not surjective
when λ = 0. By taking the wedge product, we obtain a family of maps ∧2V ⊗ OS×P1 F0:=∧
2G−→
OS×P1(2) where
[F0]I =
λ(bis2 − ait2), I = {0, i}λ2(aibj − ajbi)st, I = {i, j}, 0 /∈ I .
Thus if we take the map
λ2V ⊗OS×P1 F1→ OS×P1(2)(−Y10),
it is given by
[F1]I =
(bis2 − ait2), I = {0, i}λ(aibj − ajbi)st, I = {i, j}, 0 /∈ I .
When λ = 0, we could recover the modified map G′(0) so that ∧2G′(0) = F1(0), which is
V ⊗OS(0)×P1
G′(0)−→ OS(0)×P1 ⊕OS(0)×P1(2),
and
G′(0) =
[
1 0 0 · · · 0
0 b1s
2 − a1t2 b2s2 − a2t2 · · · bns2 − ant2
]
.
Since the image has OS(0)×P1 factor, the subbundle kerG′(0) is degenerated. Therefore the modi-
fied map is in Ddeg.
Example 5.3. Let
h : S → P(V ∗ ⊗ gl2)
λ 7→
[
x0 λ(
∑n
i=2 aixi)
λ(
∑n
i=2 bixi) x1
]
be a family over a small disk S. The associated map V ⊗OS×P1 H→ 2OS×P1(1) is given by
H =
[
s 0 λa2t · · · λant
0 t λb2s · · · λbns
]
.
For F0 := ∧2H ,
[F0]I =

st, I = {0, 1}
λbis
2, I = {0, i}, i ≥ 2
−λait2, I = {1, i}, i ≥ 2
λ2(aibj − ajbi), I = {i, j}, i, j ≥ 2.
When λ = 0, H is not surjective at two points [0 : 1] and [1 : 0], and except those two points, the
map is constant.
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At λ = s = 0, take the blow-up and let E1 ∼= P1 be the exceptional divisor. On E1 (with
homogeneous coordinate [s : λ]), we obtain an extended degree one map F 12 (0) given by
[F 12 (0)]I =

s, I = {0, 1}
−λai, I = {1, i}, i ≥ 2
0, otherwise
.
Thus the map H1(0) : V ⊗OP1 → OP1(1)⊕OP1 so that ∧2H1(0) = F 12 (0), is given by
H1(0) =
[
s 0 a2λ · · · anλ
0 1 0 · · · 0
]
.
Similarly, at λ = t = 0, we can compute the map H2(0) on the second exceptional divisor E2:
H2(0) =
[
1 0 0 · · · 0
0 t b2 · · · bn
]
.
The stabilization at λ = 0 contracts central constant component. Therefore we obtain a limit λ→ 0
which is a stable map from a nodal curve.
The proof of the theorem and the above two examples shows the following corollary.
Corollary 5.4. (1) The partial desingularization map d : M→ K contracts ∆ and Ddeg. For a point
[2H] of d(Ddeg) ∼= PV ∗, its fiber is isomorphic to the moduli space of stable maps M0,0(PH, 2).
(2) The second step of the partial desingularization c : M→ X1//G contracts ∆. This morphism maps
a singular stable map to the union of two hyperplanes in PV where each of them is the envelope of
the irreducible component of the stable map. For a general point [H ∪ H ′] of c(∆), the fiber is
(P(H ∩H ′)∗)2.
Remark 5.5. Note that in item (2), the image c(f) of a stable map f : C1 ∪ C2 → Gr(n − 1, V )
remembers not only f(C1∩C2), but also 〈f(Ci)〉 ⊂ PV . On the other hand, the morphismM→ U
in Definition 3.2 maps a singular stable map f : C1 ∪ C2 → Gr(n − 1, V ) to a point C1 ∩ C2 ∈
Gr(n− 1, V ). By rigidity lemma, we obtain a morphismX1//G→ U.
6. MORI’S PROGRAM
In this section, we prove our main theorem (Theorem 1.1) and complete Mori’s program for
M := M0,0(Gr(n− 1, V ), 2).
We start with a simple but useful observation.
Lemma 6.1. Let Φ : M := M0,0(Gr(n − 1, V ), 2) → M0,0(Gr(2, V ∗), 2) be an isomorphism induced by
φ : Gr(n − 1, V ) ∼= Gr(2, V ∗). Then Φ∗ induces a reflection along the vertical line connecting ∆ and P
in Figure 1. In other words, Φ∗(Ddeg) = Dunb, Φ∗(Dunb) = Ddeg, Φ∗(Hσ1,1) = Hσ2 , Φ∗(Hσ2) = Hσ1,1 ,
and Φ∗(∆) = ∆.
Proof. It follows from the induced isomorphism φ∗ : A∗(Gr(n − 1, V )) → A∗(Gr(2, V ∗)) such that
φ∗(σ1,1) = σ2, φ∗(σ2) = σ1,1, φ∗(σ(1,1)∗) = σ(2)∗ , and φ∗(σ(2)∗) = σ(1,1)∗ . Φ∗(∆) = ∆ is clear. 
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6.1. n = 3 case. The first non-trivial case is n = 3, where Gr(n − 1, V ) = Gr(2, 4). In this case,
because of the self-duality of Gr(2, 4), the complete description is particularly clear. Essentially all
of birational models in this case have been described in [2, 9]. For the reader’s convenience, we
leave the statement and references.
Theorem 6.2. Let V be a vector space of dimension 4. For an effective divisorD onM := M0,0(Gr(2, V ), 2),
(1) If D = aHσ1,1 + bHσ2 + cT for a, b, c > 0, thenM(D) ∼= M.
(2) If D = aHσ1,1 + bHσ2 + cP for a, b, c > 0, thenM(D) ∼= H := Hilb2m+1(Gr(2, V )).
(3) IfD = aHσ2 +bDdeg +c∆ for a > 0 and b, c ≥ 0, thenM(D) ∼= K := P(V ∗⊗gl2)//SL2×SL2 =
MPV (m
2 + 3m+ 2) ∼= T4.
(4) If D = aHσ2 + bT + c∆ for a, b > 0 and c ≥ 0, thenM(D) ∼= X1//SL2 × SL2, the intermediate
space of the partial desingularization ofK.
(5) If D = aHσ2 + bP + cDdeg for a, b > 0 and c ≥ 0, thenM(D) ∼= BlOG(3,∧2V )σ(1,1)∗Gr(3,∧
2V ).
(6) If D = aP + bDunb + cDdeg for a > 0 and b, c ≥ 0, thenM(D) ∼= Gr(3,∧2V ) ∼= Gr(3,∧2V ∗).
(7) IfD = aHσ1,1 +bP +cDunb for a, b > 0 and c ≥ 0, thenM(D) ∼= BlOG(3,∧2V )σ(2)∗Gr(3,∧
2V ) ∼=
BlOG(3,∧2V ∗)σ(1,1)∗Gr(3,∧2V ∗).
(8) IfD = aHσ1,1+bDunb+c∆ for a > 0 and b, c ≥ 0, thenM(D) ∼= K∗ := P(V ⊗gl2)//SL2×SL2 =
MPV ∗(m
2 + 3m+ 2).
(9) IfD = aHσ1,1+bT+c∆ for a, b > 0 and c ≥ 0, thenM(D) = (X1//SL2×SL2)∗, the intermediate
space of the partial desingularization ofK∗.
(10) If D = aT + b∆ for a > 0 and b ≥ 0, thenM(D) ∼= U := U0,0(Gr(2, V ), 2).
(11) If D = aHσ1,1 + bHσ2 for a, b > 0, thenM(D) ∼= C := Chow1,2(Gr(2, V ))ν .
(12) If D is on the boundary of Eff(M), thenM(D) is a point.
Proof. Items (1), (2), (5), (6), (7), (10), (11) are from [2, Proposition 3.7, Theorem 3.8, Theorem
3.10]. In [2], the range of the divisors giving each model was not stated explicitly. However, since
M(D) ∼= M(D + E) if E is an exceptional divisor of the rational contraction M 99K M(D), it is
straightforward to extend the range of divisors. Items (3), (4) are from [9, Remark 6.7]. Items (8),
(9) are obtained by the duality map Φ in Lemma 6.1. Note that for any divisor D on the boundary
of Eff(M), M(D) is a contraction with positive dimensional fibers of one of normal varieties K,
K∗, and Gr(3,∧2V ). Thus it has to be a point since those three varieties have Picard number
one. 
6.2. Relative moduli spaces and its contractions. When n > 3, Mori program for M is more
complicated. For instance, the movable cone is larger than the case of n = 3. To extend Theorem
6.2, we need to introduce more birational models ofM. In this section, we introduce new models
from the viewpoint of relative moduli spaces.
The construction of many moduli spaces in Sections 3 and 4 can be relativized. Let S be the
rank 4 tautological subbundle over Gr(4, V ∗). Consider the rank 2 Grassmannian bundle Gr(2,S)
over Gr(4, V ∗).
Definition 6.3. Let MS := M0,0(Gr(2,S), 2) be the relative moduli space of stable maps to the
Grassmannian bundle. This is a Zariski locally trivial bundle over Gr(4, V ∗) whose fiber over
S ∈ Gr(4, V ∗) is M0,0(Gr(2, S), 2).
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There is a functorial morphism
rM : M0,0(Gr(2,S), 2)→ M0,0(Gr(2, V ∗), 2) ∼= M.
This map is surjective since any degree 2 stable map to Gr(2, V ∗) factors through Gr(2, S) for some
S ⊂ V ∗ with dimS = 4. Furthermore, r is not injective precisely on the locus of stable maps whose
linear envelope is not 3 dimensional. Thus the exceptional set is the Ddeg-bundle over Gr(4, V ∗),
which is a divisor. We denote this divisor byDdeg,S . ThenDdeg,S is a Pn−3-bundle over rM (Ddeg,S).
Definition 6.4. Let KS := MPS(m2 + 3m + 2) be the relative moduli space of semistable sheaves
over Gr(4, V ∗). For each S ∈ Gr(4, V ∗), the fiber is MPS(m2 + 3m+ 2) ∼= P(S∗ ⊗ gl2)//SL2 × SL2.
This moduli space can be constructed as an SL2 × SL2-GIT quotient of the projective space
bundle P(S∗ ⊗ gl2) over Gr(4, V ∗).
There is also a functorial morphism
rK : KS = MPS(m2 + 3m+ 2)→ MPV ∗(m2 + 3m+ 2).
For S ∈ Gr(4, V ∗) and [F ] ∈ MPS(m2 + 3m + 2)|S ∼= MPS(m2 + 3m + 2), rK([F ]) = [i∗F ] for
i : PS ↪→ PV ∗. Then rK contracts the locus of [2OH ] and the fiber of an exceptional point in
MPV ∗(m
2 + 3m+ 2) is Pn−3.
The map rK is not surjective. For instance, MPV ∗(m2 + 3m + 2) has an extra component iso-
morphic to Sym2Gr(3, V ∗) which parametrizes S-equivalent classes of OH ⊕ OH′ for a structure
sheaf of a pair of planes. rK(KS) is the closure of the locus of semistable sheaves supported on a
smooth quadric surface.
Definition 6.5. Let L be the normalization of the image of rK in MPV ∗(m2 + 3m+ 2). Since rK has
connected fibers, L is bijective to rK(KS).
We can relativize the partial desingularization process and obtain a morphism
dS : MS → KS .
LetX1S//SL2 × SL2 be the intermediate space of the relative partial desingularization.
Lemma 6.6. There is a contraction d : M ∼= M0,0(Gr(2, V ∗), 2) → L which contracts two curve classes
C2 and C7. In particular, d contracts Dunb and ∆.
Proof.
M0,0(Gr(2,S), 2)
dS
//
rM

MPS(m2 + 3m+ 2)
rK

M0,0(Gr(2, V
∗), 2) d // MPV ∗(m2 + 3m+ 2)
By Lemma 6.1, Dunb on M is identified with Ddeg on M0,0(Gr(2, V ∗), 2). For a point f ∈ Ddeg ⊂
M0,0(Gr(2, V
∗), 2), r−1M (f) parametrizes pairs (f, S) where S ∈ Gr(4, V ∗) such that the linear enve-
lope of f is a P2 in PS. Then dS(r−1M (f)) parametrizes pairs ([2OH ], S) where H is a plane in PS.
Now (rK ◦dS)(r−1M (f)) is {[2OH ]}. By rigidity lemma, there is a morphism d : M0,0(Gr(2, V ∗), 2)→
MPV ∗(m
2 + 3m+ 2). Clearly the image has L as its normalization.
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From the description of the exceptional set above, it is clear that the curve classes C1 and C6 on
M0,0(Gr(2, V
∗), 2) are contracted. By duality, they correspond to C2 and C7 onM. Since deforma-
tions of C2 (resp. C7) cover Dunb (resp. ∆), we obtain the result. 
The Hilbert scheme construction can also be relativized.
Definition 6.7. LetHS := Hilb2m+1(Gr(2,S)) be the relative Hilbert scheme of conics over Gr(4, V ∗).
This is a Zariski locally trivial bundle over Gr(4, V ∗) such that for S ∈ Gr(4, V ∗), its fiber over S is
Hilb2m+1(Gr(2, S)).
Definition 6.8. LetB := BlOG(3,∧2S)σ(2)∗G, the blow-up of the Grassmannian bundleG := Gr(3,∧
2S)
along the orthogonal Grassmannian bundle OG(3,∧2S)σ(2)∗ which parametrizes Σ(2)∗-planes.
We have two birational contractions which are divisorial contractions ofDdeg,S , a divisor parametriz-
ing pairs (C, S) where C ∈ Hilb2m+1(Gr(2, V ∗)) is a conic such that the span W of the union of the
spaces parametrized by C is 3-dimensional and W ⊂ S ∈ Gr(4, V ∗).
(6.1) HS
s
~~
rH
!!
B oo
φ
// H.
The map rH is a standard birational morphism
rH : HS → Hilb2m+1(Gr(2, V ∗)) ∼= H.
rH sends a pair (C, S) to C.
The map s is obtained from the identification
HS ∼= Bl2OG(3,∧2S)Gr(3,∧2S),
which is the relativization of (3.2). Thus s is a blow-down, and it contracts the locus of conics in a
Σ(1,1)∗ (as a conic in Gr(2, V ∗)) to a point associated to the plane Σ(1,1)∗ .
Recall that there is a regular morphism env : Hilb2m+1(Gr(2, V ∗)) → Gr(3,∧2V ∗) which maps
a conic C ⊂ Gr(2, V ∗) ⊂ P(∧2V ∗) to a unique P2 containing C (Definition 3.3). In Section 3.2, the
normalization of the image of env was calledG.
Lemma 6.9. The birational map φ in (6.1) is a flip over the blow-up Ĝ ofG along a subvariety isomorphic
to OG(3,∧2S)σ(2)∗ .
Proof. Let ϕ : G := Gr(3,∧2S) → G be the morphism obtained from the standard projection
Gr(3,∧2S) → Gr(3,∧2V ∗). An element of OG(3,∧2S)σ(2)∗ ⊂ Gr(3,∧2S) is a pair (U,W ) where
W ∈ Gr(4, V ∗) and U ∈ Gr(3,∧2W ). Since U is of type σ(2)∗ , U is generated by vi ∧ v for 1 ≤ i ≤ 3
and a fixed v ∈W . Thus W , which is the span of vi and v, is uniquely determined by U . Therefore
ϕ(OG(3,∧2S)) ∼= OG(3,∧2S).
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Consider the following diagram:
HS
}} !!
B

α
  

H
β
~~

Ĝ

G
ϕ
// G.
The preimage of OG(3,∧2S)σ(2)∗ in each B and H is a divisor. From the universal property of
blow-up, we obtain two morphisms α and β.
From the construction, α and β are isomorphisms away from the image of OG(3,∧2S)σ(1,1)∗ in
HS . A point x in the exceptional set of G represents a Σ(1,1)∗ ⊂ Gr(2, V ∗). Then β−1(x) ∼= P5 is
the space of conics in the Σ(1,1)∗ . α−1(x) the space of W ∈ Gr(4, V ∗)’s such that Σ(1,1)∗ ⊂ P(∧2W ).
This fiber is isomorphic to Pn−3. 
Remark 6.10. The blow-up center OG(3,∧2S) is isomorphic to Gr(3,Q)-bundle over PV ∗, where
Q is the rank n universal quotient bundle over PV ∗.
6.3. General case. Now we are ready to prove the main result. From now, let n > 3 and le V
be an (n + 1)-dimensional vector space. In the previous sections, we constructed new birational
models of M := M0,0(Gr(n − 1, V ), 2). Once the associated model is constructed for each divisor
class, as you will see, the proof is very straightforward and there is no technical difficulty sinceM
is a Mori dream space ([2, Corollary 1.2]).
Proof of Theorem 1.1. Items (1), (2) are [2, Proposition 3.6]. A special case n = 3 of Item (3) was
proved in [2, Theorem 3.10], and the same idea can be used to the general case. Item (4) is [2,
Theorem 3.8].
Items (5), (6). The partial desingularization d : M → K contracts two curve classes C1 and C6,
and the second step c : M → X1//SL2 × SL2 contracts C6 (Corollary 5.4). Thus M(aHσ2 + bT ) =
X1//SL2 × SL2 if a, b > 0 and M(Hσ2) = K. By Corollary 5.4, ∆ is in the exceptional locus of
M→ X1//SL2 × SL2. SoM(aHσ2 + bT + c∆) = M(aHσ2 + bT ). The case ofK is similar.
Item (7). Note that C1 can be regarded a curve in H, too. By the contraction H → G˜, C1 is
contracted ([16, Proposition 4.13]). Since aHσ2 + bP for a, b > 0 are nef divisors on H with the
property,M(aHσ2 + bP ) = E˜. Again, Ddeg is in the exceptional locus ofM 99K E˜,M(aHσ2 + bP +
cDdeg) = M(aHσ2 + bP ).
Item (13). By definition of the divisor class P ,M(P ) = G. Since the rational contractionM 99K
G contracts Ddeg,M(aP + bDdeg) = M(P ).
Item (14). The curve class C2 can be regarded as a curve inH. From the proof of Lemma 6.9 and
the duality, C2 is contracted byH→ Ĝ. Since aHσ1,1 +bP are semiample divisors onH contracting
C2, (14) follows.
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Item (12). By Lemma 6.6, there is a birational contraction d : M→ L, which contracts Dunb and
∆. Note that d contracts two curve classes C2 and C7. ThusM(Hσ1,1) = L. ∆ is in the exceptional
locus of d so we obtain the result.
Item (9). Let D = aHσ1,1 + bP + cDunb for a, b, c > 0. Let α, β be two contractions in the proof
of Lemma 6.9. Then by the proof of Item (14), −D is β-ample. Let B be the 1-parameter family of
data (Σ(1,1)∗ ,W ) such that Σ(1,1)∗ ⊂ P(∧2W ) andW forms a line in Gr(4, V ∗). ThenB is contracted
by α. Furthermore, the curve cone of the exceptional set is generated by B, since it is isomorphic
to a projective space. Thus if D ·B1 > 0, then D is α-ample and the proof is completed. Note that
aHσ1,1 + bP is the pull-back of an ample divisor on Ĝ by Item (14). Thus B · Hσ1,1 = B · P = 0.
Also since W varies, the push-forward of B by B → G → Gr(4, V ∗) is a curve. Now Dunb is the
pull-back of an ample divisor on Gr(4, V ∗) ∼= Gr(n− 3, V ) by Definition 2.1, B ·Dunb > 0.
Item (8). Since the contraction M(aHσ1,1 + bP + cDunb) = B → G = M(P ) factors through
G = Gr(3,∧2S), eitherM(aP+bDunb) orM(aHσ1,1+bDunb) for a, b > 0 isG. It is straightfoward to
check that the push-forward of the curve class C1 is contracted byB→ G. ThusM(aP +bDunb) ∼=
G. Ddeg is an exceptional divisor of B→ G. Thus we can obtain the result.
Item (10). The relative contraction HS → KS descends to B → KS ∼= MPS(m2 + 3m + 2) by
rigidity lemma. K admits two morphisms to MPV ∗(m2 + 3m + 2) and Gr(4, V ∗). Thus Hσ1,1 and
Dunb are two semiample divisors on MPS(m2 + 3m+ 2). The product morphism
K = MPS(m2 + 3m+ 2)→ MPV ∗(m2 + 3m+ 2)×Gr(4, V ∗)
is injective. Thus aHσ1,1 + bDunb with a, b > 0 is an ample divisor on MPS(m2 + 3m+ 2). Therefore
M(aHσ1,1 + bDunb)
∼= K. Finally, ∆ is an exceptional divisor forM 99K MPS(m2 + 3m+ 2), so we
obtain the statement.
Item (11). LetR be the normalization of the image of the product map
M→ MPV ∗(m2 + 3m+ 2)×U.
The first map is obtained from Lemma 6.6. Now it is clear that R has two birational morphisms
to L and U. Furthermore, since both M → L and M → U contracts C7, so is M → R. Thus
M(aHσ1,1 + bT )
∼= R. Since ∆ is contracted byM→ R,M(aHσ1,1 + bT + c∆) ∼= R.
Item (15). SinceM is a Mori dream space,M(a∆ + bDdeg) is a contraction ofM(aHσ2 + bDdeg +
c∆) ∼= K. Since the Picard number ofK is one,M(a∆ + bDdeg) has to be a point.
Item (16). From Definition 2.1, we obtain M(Dunb) = Gr(4, V ∗). Since ∆ is in the exceptional
locus of the rational contraction M 99K Gr(4, V ∗), M(aDunb + b∆) ∼= M(Dunb) = Gr(4, V ∗). The
other case is similar. 
7. APPLICATIONS
A quick application of describing birational morphisms between models in terms of explicit
contractions is the computation of topological invariants. In this section, we leave two computa-
tions of motivic invariants of double symmetroid T4 ∼= K and the moduli space MP2(4m + 2) of
semistable torsion sheaves on P2.
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7.1. Motivic invariants of the double symmetorid. An explicit description of the partial desin-
gularization in Section 5.2 enables us to compute the virtual Poincare´ polynomial of T4 ∼= K. A
nice summary of the definition and basic properties of the virtual Poincare´ polynomial P (X) of a
projective variety X can be found in [26, Section 2]. The virtual Poincare´ polynomial of M were
calculated by A. Martı´n by using Bialynicki-Birula decomposition:
Proposition 7.1 ([23, Theorem 3.1]). The virtual Poincare´ polynomial ofM is
[(1 + qn+1)(1 + q3)− q(1 + q)(q2 + qn−1)](1− qn+1)(1− qn)(1− qn−1)
(1− q)3(1− q2)2 .
Proposition 7.2. The virtual Poincare´ polynomial of T4 is
(7.1)
P (M)−(P (M0,0(Pn−1, 2))−1)
(
1− qn
1− q
)
−(P ((Pn−2)2)− 1)(1
2
(
P (Pn)2 +
1− q2n+2
1− q2
)
− P (Pn)
)
.
Proof. Let d : M → T4 be the desingularization morphism in Theorem 5.1. On T4, let Ni be the
locally closed subvariety parametrizing rank i quadrics. By Corollary 5.4, for any closed point x
on N1 ∼= PV ∗, d−1(x) ∼= M0,0(Pn−1, 2) and for any closed point y ∈ N2 ∼= (PV ∗ × PV ∗ − ∆)/Z2
where ∆ is the diagonal of PV ∗ × PV ∗, d−1(y) ∼= (Pn−2)2. Thus we obtain
P (T4) = P (M)− P (N1)P (M0,0(Pn−1, 2)) + P (N1)− P (N2)P ((Pn−2)2) + P (N2)
By [26, Section 2], P (N2) = 12(P (P
n)2 + 1−q
2n+2
1−q2 )− P (Pn). Thus we obtain (7.1). 
Note that P (M0,0(Pn−1, 2)) = (1−q
n+1)(1−qn)(1−qn−1)
(1−q)2(1−q2) by [22, Theorem 1.3].
Remark 7.3. Let T4(n) be the double symmetroid for the (n + 1)-dimensional vector space V . By
using computer algebra system, we are able to obtain a simpler expression of P (T4(n)) for small
n. For instance,
(1) P (T4(3)) = (q7 + q6 + q2 + q + 1)(q2 + 1),
(2) P (T4(4)) = (q7 − q6 + q5 − q4 + q2 − q + 1)(q4 + q3 + q2 + q + 1)(q2 + q + 1),
(3) P (T4(5)) = (q13 + q12 + q11 + q10 − q8 − q7 + q4 + q3 + q2 + q + 1)(q4 + q2 + 1), and
(4) P (T4(6)) = (q15 + q13 + q11 − q10 − q8 + q4 + q2 + 1)(q6 + q5 + q4 + q3 + q2 + q + 1).
7.2. Motivic invariants of the pure sheaves on P2. Let MP2(dm+ χ) be the moduli space of one-
dimensional semistable sheaves on P2 with Hilbert polynomial dm+χ. In several papers including
[5, 8, 33, 4, 17], people have computed P (MP2(dm+χ)) when d and χ are coprime. If d and χ are not
coprime, because of the existence of singular locus, the computation of the Poincare´ polynomial
seems to be hard. Proposition 7.2 and Bridgeland wall crossing ([1, Section 6.1]) enables us to
compute P (MP2(4m+ 2)), which is the first non-trivial case with (d, χ) 6= 1.
Proposition 7.4. The virtual Poincare´ polynomial of MP2(4m+ 2) is given by
P (MP2(4m+ 2)) = q
17 + 2q16 + 5q15 + 9q14 + 11q13 + 11q12 + 10q11 + 10q10
+ 9q9 + 10q8 + 10q7 + 12q6 + 12q5 + 12q4 + 9q3 + 5q2 + 2q + 1.
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Proof. From [12, Section 4], we know that T4(5) is birational to MP2(4m + 2). Furthermore, as
described in [1, Section 6.1], there are two wall-crossings from MP2(4m + 2) to T4(5). An object
F in the exceptional locus in each wall-crossing is an extension of a particular type, described in
Table 1. After the wall-crossing, we obtain new extensions F ′. Here ∨ denotes the derived dual
RHom(−,OP2). Now by a simple calculation, one can see that
P (MP2(4m+ 2)) = (P (P14)− P (P2)) + P (P2 × P2)(P (P12)− 1) + P (T4(5)).
Combining these with Proposition 7.2, we obtain the result. 
The first wall The second wall
0→ OP2(1)→ F → OP2(−3)[1]→ 0 0→ Ip(1)→ F → I∨q (−3)[1]→ 0 for p and q ∈ P2
0→ OP2(−3)[1]→ F ′ → OP2(1)→ 0 0→ I∨q (−3)[1]→ F ′ → Ip(1)→ 0 for p and q ∈ P2
TABLE 1. Bridgeland wall-crossings from MP2(4m+ 2)
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