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A FAST FOURIER TRANSFORM FOR FRACTAL APPROXIMATIONS
CALVIN HOTCHKISS AND ERIC S. WEBER
Abstract. We consider finite approximations of a fractal generated by an iterated function
system of affine transformations on Rd as a discrete set of data points. Considering a signal
supported on this finite approximation, we propose a Fast (Fractal) Fourier Transform by
choosing appropriately a second iterated function system to generate a set of frequencies for
a collection of exponential functions supported on this finite approximation. Since both the
data points of the fractal approximation and the frequencies of the exponential functions
are generated by iterated function systems, the matrix representing the Discrete Fourier
Transform (DFT) satisfies certain recursion relations, which we describe in terms of Dit¸aˇ’s
construction for large Hadamard matrices. These recursion relations allow for the DFT
matrix calculation to be reduced in complexity to O(N logN), as in the case of the classical
FFT.
1. Introduction
The Fast Fourier Transform (FFT) is celebrated as a significant mathematical achievement
(see, for example, [1]). The FFT utilizes symmetries in the matrix representation of the
Discrete Fourier Transform (DFT) [3]. For 2N (equispaced) data points on [0,1), the matrix
representation of the DFT is given by
FN = (e
−2πi jk
2N )jk
where 0 ≤ j, k < 2N . The FFT is obtained from the DFT by a permutation of the columns
of FN :
FN = (e
−2πi
jσ(k)
2N )jk
for 0 ≤ j, k < 2N , where
σ(k) =
{
2k 0 ≤ k < 2N−1,
2k + 1 2N−1 ≤ k < 2N .
The significance of the permutation is that the permuted matrix can be written in the fol-
lowing block form:
(1) FNP =
(
FN−1 DFN−1
FN−1 −DFN−1
)
where D is a diagonal matrix. This block form reduces the computational complexity of the
associated matrix multiplication; recursively, FN−1 can be permuted and written in block
form as well. Repeated application of the column permutation reduces the computational
complexity further, and results in overall complexity O(N · 2N) .
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We take the view in the present paper that the DFT arises naturally in the context of
iterated function systems, and the FFT arises as reordering of the iterated function system.
Indeed, consider the following set of generators:
τ0(x) =
x
2
; τ1(x) =
x+ 1
2
.
The invariant set of this IFS is the interval [0, 1], and the invariant measure is Lebesgue
measure restricted to [0, 1]. Consider the approximation for the invariant set given by
SN := {τjN−1 ◦ τjN−2 ◦ · · · ◦ τj1 ◦ τj0(0) : jk ∈ {0, 1}}.
This is an approximation in the sense that [0, 1] = ∪NSN , but the significance for our purposes
is that SN consists of 2
N equispaced-points:
SN = {
k
2N
: k ∈ Z, 0 ≤ k < 2N}.
Define a second iterated function system generated by
ρ0(x) = 2x; ρ1(x) = 2x+ 1.
Since these are not contractions, the IFS will not have a compact invariant set, but we consider
the finite orbits of 0 under this IFS just as before. Define
TN := {ρjN−1 ◦ ρjN−2 ◦ · · · ◦ ρj1 ◦ ρj0(0) : jk ∈ {0, 1}}.
Note that
TN = {k : k ∈ Z, 0 ≤ k < 2
N}.
With the inherited ordering on SN and TN from R, say SN = {s0, s1, . . . , s2N−1} and TN =
{t0, t1, . . . , t2N−1}, we obtain
FN = (e
−2πitjsk)jk.
For 0 ≤ k < 2N , we write k =
∑N−1
n=0 jn2
n with jn ∈ {0, 1}. Then
(2) τjN−1 ◦ τjN−2 ◦ · · · ◦ τj0(0) =
k
2N
= sk.
However,
(3) ρj0 ◦ ρj1 ◦ · · · ◦ ρjN−1(0) = k = tk.
We define a new ordering on SN as follows:
(4) s˜k = τj0 ◦ τj1 ◦ · · · ◦ τjN−1(0)
where k is written in base 2. As we shall see in Theorem 9, this new ordering on SN results
in the following matrix equality:
(5) (e−2πitj s˜k)jk = FNP
as in Equation (1).
We will call the compositions in Equations (3) and (4) the obverse ordering. The compo-
sition in Equation (2) will be called the reverse ordering. As suggested previously, and will
be established in Theorem 9, if the elements of SN and TN are both ordered with the obverse
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compositions, then the permuted DFT matrix obtained is as in Equation (5). However, if
both SN and TN are ordered using the reverse compositions, then the matrix becomes
(e−2πit˜jsk)jk = PFN =
(
FN−1 FN−1
FN−1D −FN−1D
)
,
a block form that will allow the inverse F−1N to have a fast multiplication algorithm.
Consider the measure µN =
1
2N
∑
s∈SN
δs; this sequence of measures converges weakly to
Lebesgue measure restricted to [0, 1], the invariant measure for the IFS generated by {τ0, τ1}.
Moreover, we consider the exponential functions {e2πit(·) : t ∈ TN} ⊂ L
2(µN); this set will be
an orthonormal basis, and the DFT is the matrix representation of this basis (up to a scaling
factor). Thus, the IFS generated by {τ0, τ1} gives rise to a fractal, and the IFS generated by
{ρ0, ρ1} gives rise to the frequencies of an orthonormal set of exponentials.
A probability measure µ is spectral if there exists a set of frequencies Λ ⊂ R such that
{e2πiλ(·) : λ ∈ Λ} ⊂ L2(µ) is an orthonormal basis. If the measure is spectral, the set Λ
is called a spectrum for µ. Jorgensen and Pederson [13] prove that the uniform measure
supported on the middle-thirds Cantor set is not spectral. However, they prove that the
invariant measure µ4 for the iterated function system generated by
τ0(x) =
x
4
, τ1(x) =
x+ 2
4
is spectral, and moreover, the spectrum is obtained via the iterated function system generated
by
ρ0(x) = 4x, ρ1(x) = 4x+ 1.
In fact, the orbit of 0 under the iterated function system generated by {ρ0, ρ1} is a spectrum
for µ4.
For a generic iterated function system {ψ0, . . . , ψK−1} consisting of contractions on R
d, we
will consider an approximation SN to the invariant set given by
SN := {ψjN−1 ◦ ψjN−2 ◦ · · · ◦ ψj1 ◦ ψj0(0) : jk ∈ {0, 1, . . . , K − 1}}.
This collection of points we will consider as the locations of data points. We then will choose
a second iterated function system {ρ0, . . . , ρK−1}, and consider the finite orbit of 0:
TN := {ρjN−1 ◦ ρjN−2 ◦ · · · ◦ ρj1 ◦ ρj0(0) : jk ∈ {0, 1, . . . , K − 1}}.
These will be the frequencies for an exponential basis in L2(µN), where µN =
1
KN
∑
s∈SN
δs.
A necessary and sufficient condition to obtain an exponential basis for L2(µN) from the
frequencies in TN is that the matrix
HN = (e
−2πisjtk)j,k
is invertible, where sj and tk range through SN and TN under any ordering, respectively.
Preferably, the matrix HN would be Hadamard, i.e. H
∗
NHN = K
NIKN (since it automatically
has entries of modulus 1), since this would correspond to an orthogonal exponential basis.
As we will show, if H1 is invertible (Hadamard) then all HN will be invertible (Hadamard,
respectively).
Moreover, we will put an ordering (namely, the obverse ordering) on SN and TN so that
under this ordering the matrix HN has a block form in the manner of Dit¸aˇ’s construction for
large Hadamard matrices. This block form will allow for the computational complexity of the
matrix multiplication to be reduced. Then, SN and TN will be reordered (using the reverse
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ordering) so that the inverse of HN will have a similar block form, again allowing for a fast
algorithm for the matrix multiplication.
We note that for a generic IFS, the set SN will consist of irregularly spaced points. We
view the matrix HN as being a Fourier transform for a signal (or set of data points) located at
the points in SN , and thus HN (and its block form as shown in Theorem 9) can be considered
a non-equispaced FFT. We further note, however, that this is not a full irregularly spaced
FFT, since all of the data point locations in SN are rationally related. Please see [8, 9, 11]
for the irregularly spaced FFT.
1.1. Dit¸aˇ’s Construction of Large Hadamard Matrices. Dit¸aˇ’s construction for large
Hadamard matrices is as follows [4, 15]. If A is a K ×K Hadamard matrix, B is an M ×M
Hadamard matrix, and E1, . . . , EK−1 are M ×M unitary diagonal matrices, then the KM ×
KM block matrix H is a Hadamard matrix:
(6) H =

a00B a01E1B . . . a0(K−1)EK−1B
a10B a11E1B . . . a1(K−1)EK−1B
...
...
. . .
...
a(K−1)0B a(K−1)1E1B . . . a(K−1)(K−1)EK−1B
 .
Since we will also consider invertible matrices, not just Hadamard matrices, we show that
for A, B, E1, . . . , EK−1 invertible, H will also be invertible, and its inverse has a similar block
form.
Proposition 1. Suppose A and B are invertible, E1, . . . , EK−1 are invertible and diagonal.
Let C = A−1. For the matrix H in Equation 6,
(7) H−1 =

c00B
−1 c01B
−1 . . . c0(K−1)B
−1
c10B
−1E−11 c11B
−1E−11 . . . c1(K−1)B
−1E−11
...
...
. . .
...
c(K−1)0B
−1E−1K−1 c1(K−1)B
−1E−1K−1 . . . c(K−1)(K−1)B
−1E−1K−1
 .
Proof. Let G be the block matrix in Equation (7), and let E0 = IM . Note that the product
of H and G will have a block form. Multiplying the j-th row of H with the ℓ-th column of
G, we obtain that the j, ℓ block of HG is:
K−1∑
k=0
(ajkEkB)(ckℓB
−1E−1k ) =
K−1∑
k=0
ajkckℓIM .
Since
∑K−1
k=0 ajkckℓ = δj,ℓ, we obtain HG = IKM . 
If A, B0, . . . , BK−1, E1, . . . , EK−1 are all unitary, then the construction for H
−1 gives H∗,
so H is also unitary.
1.2. Complexity of Matrix Multiplication in Dit¸aˇ’s Construction. Let ~v be a vector
of length KM . Consider H~v where H is the block matrix as in Equation (6). We divide the
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vector ~v into K vectors of length M as follows:
~v =

~v0
~v1
...
~vK−1
 .
Then the matrix multiplication H~v can be reduced in complexity, since
H~v =

∑K−1
j=0 a0jEjB~v0∑K−1
j=0 a1jEjB~v1
...∑K−1
j=0 a(K−1)jEjB~vK−1
 .
Let OM be the number of operations required to multiply the a vector ~w of length M
by the matrix B. The total number of operations required for each component of H~v is
OM + M(K − 1) + MK multiplications and M(K − 1) additions. The total number of
operations for H~v is then KOM + 3MK
2 − 2MK. We have just established the following
proposition.
Proposition 2. The product H~v requires at most KOM + 3MK
2 − 2MK operations.
Since OM = O(M
2), we obtain that the computational complexity ofH is O(M2K+MK2),
whereas for a generic KM ×KM matrix, the computational complexity is O(K2M2). Thus,
the block form of H reduces the computational complexity of the matrix multiplication.
2. A Fast Fourier Transform on SN
We consider an iterated function system generated by contractions {ψ0, ψ1, . . . , ψK−1} on
R
d of the following form:
ψj(x) = A(x+~bj)
where A is a d × d invertible matrix with ‖A‖ < 1. We require A−1 to have integer entries,
the vectors ~bj ∈ Z
d, and without loss of generality we suppose ~b0 = ~0. We then choose a
second iterated function system generated by {ρ0, ρ1, . . . , ρK−1} of the form
ρj(x) = Bx+ ~cj
where B = (AT )−1, with ~cj ∈ Z
d, and ~c0 = ~0. We require the matrix
M1 = (e
−2πi~cj ·A~bk)j,k
be invertible (or Hadamard). Note that depending on A and {~b0,~b1, . . . ,~bK−1}, there may
not be any choice {~c0,~c1, . . . ,~cK−1} so that M1 is invertible. However, for many IFS’s there
is a choice:
Proposition 3. If the set {~b0,~b1, . . . ,~bK−1} is such that for every pair (j 6= k), A~bj −A~bk /∈
Z
d, then there exists {~c0,~c1, . . . ,~cK−1} such that the matrix M1 is invertible.
Proof. The mappings φ1 : ~x 7→ e
2πi~x·A~bj and φ2 : ~x 7→ e
2πi~x·A~bk are characters on G =
Z
d/BZd. Since A~bj − A~bk /∈ Z
d, the characters are distinct. Thus, by Schur orthogonality,
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x∈G φ1(x)φ2(x) = 0. Therefore, the matrix M = (e
−2πi~xk·A~bj)j,k, where {~xk} is any enu-
meration of G, has orthogonal columns. Thus, there is a choice of a square submatrix of M
which is invertible. 
Even under the hypotheses of Proposition 3 there is not always a choice of ~c’s so that M1
is Hadamard; this is the case for the middle-third Cantor set, which is the attractor set for
the IFS generated by ψ0(x) =
x
3
, ψ1(x) =
x+2
3
(and is a reflection of the fact that µ3 is not
spectral).
Notation 1. We define our notation for compositions of the IFS’s using two distinct order-
ings. Let N ∈ N. For j ∈ {0, 1, . . . , KN − 1}, write j = j0 + j1K + · · · + jN−1K
N−1 with
j0, . . . , jN−1 ∈ {0, 1, . . .K − 1}. We define
Ψj,N := ψj0 ◦ ψj1 ◦ · · · ◦ ψjN−1
Rj,N := ρj0 ◦ ρj1 ◦ · · · ◦ ρjN−1 .
These give rise to enumerations of SN and TN as follows:
SN = {Ψj,N(0) : j = 0, 1, . . .K
N − 1}
TN = {Rj,N(0) : j = 0, 1, . . .K
N − 1}.
We call these the “obverse” orderings of SN and TN .
Likewise, we define
Ψ˜j,N := ψjN−1 ◦ ψjN−2 ◦ · · · ◦ ψj0
R˜j,N := ρjN−1 ◦ ρjN−2 ◦ · · · ◦ ρj0
which also enumerate SN and TN . We call these the “reverse” orderings.
Remark 1. Note that for N = 1, Ψj,1 = Ψ˜j,1 and Rj,1 = R˜j,1.
We define the matrices MN and M˜N as follows:
[MN ]jk = e
−2πiRj,N (0)·Ψk,N (0)
and
[M˜N ]jk = e
−2πiR˜j,N (0)·Ψ˜k,N (0).
Both of these are the matrix representations of the exponential functions with frequencies
given by TN on the data points given by SN . The matrix MN corresponds to the obverse
ordering on both TN and SN , whereas the matrix M˜N corresponds to the reverse ordering
on both. Since these matrices arise from different orderings of the same sets, there exist
permutation matrices P and Q such that
(8) QM˜NP = MN .
Indeed, define for j ∈ {0, . . . , KN − 1} a conjugate as follows: if j = j0 + j1K + · · · +
jN−1K
N−1, let j˜ = jN−1 + jN−2K + · · ·+ j0K
N−1. Note then that ˜˜j = j, and
(9) Ψ˜k,N = Ψk˜,N R˜k,N = Rk˜,N .
Now, define a KN ×KN permutation matrix P by [P ]mn = 1 if n = m˜, and 0 otherwise.
Lemma 4. For P defined above,
PM˜NP =MN .
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Proof. We calculate
[PM˜NP ]mn =
∑
k
[P ]mk
∑
ℓ
[M˜N ]kℓ[P ]ℓn
= [P ]mm˜[M˜N ]m˜n˜[P ]n˜n
= e−2πiR˜m˜,N (0)·Ψ˜n˜,N (0)
= e−2πiRm,N (0)·Ψn,N (0) = [MN ]mn
by virtue of Equation (9). 
Proposition 5. For scale N = 1,
M1 = M˜1 =

1 1 . . . 1
1 exp(2πi~c1 ·A~b1) . . . exp(2πi~c1 · A~bK−1)
...
...
...
...
...
1 exp(2πi~cK−1 · A~b1) . . . exp(2πi~cK−1 · A~bK−1)
 .
Proof. The proof follows from Remark 1. 
Lemma 6. For N ∈ N, 0 ≤ j < KN , and ~x, ~y ∈ Rd,
i) Ψj,N (~x+ ~y) = Ψj,N(~x) + A
N~y
ii) Ψ˜j,N (~x+ ~y) = Ψ˜j,N(~x) + A
N~y
iii) Rj,N (~x+ ~y) = Rj,N(~x) +B
N~y
iv) R˜j,N (~x+ ~y) = R˜j,N(~x) +B
N~y.
Proof. We prove by induction on N . The base case is easily checked. Assume the equality in
Item i) holds for N −1. For j = j0+ j1K + · · ·+ jN−1K
N−1, let ℓ = j− jN−1K
N−1. We have:
Ψj,N (~x+ ~y) = Ψℓ,N−1(ψjN−1(~x+ ~y))
= Ψℓ,N−1(ψjN−1(~x) + A~y)
= Ψℓ,N−1(ψjN−1(~x)) + A
N−1A~y
= Ψj,N(~x) + A
N~y
The proofs for the other three identities are analogous. 
Lemma 7. For N ∈ N and 0 ≤ j < KN ,
i) Ψj,N(0) = A
N~z for some ~z ∈ Zd,
ii) Ψ˜j,N(0) = A
N~z for some ~z ∈ Zd,
iii) Rj,N(0) ∈ Z
d,
iv) R˜j,N(0) ∈ Z
d.
Proof. We prove by induction on N . the base case is easily checked. Assume the equality in
Item i) holds for N − 1. For j = j0 + j1K + · · · + jN−1K
N−1, let qj = j − jN−1K
N−1. We
have:
Ψj,N(0) = ψjN−1
(
Ψqj ,N−1(0)
)
= A
(
AN−1~z +~bj
)
= AN (~z + A−(N−1)~bj)
8 CALVIN HOTCHKISS AND ERIC S. WEBER
Since A−1 is an integer matrix, so is A−(N−1) and thus ~z + A−(N−1)~bj ∈ Z
d. Item ii) is
analogous. For Item iii), note first that ρj(Z
d) ⊂ Zd, so by induction, ρj0 ◦ · · · ◦ρjN−1(0) ∈ Z
d.
Likewise for Item iv). 
Lemma 8. Assume N ≥ 2, let ℓ be an integer between 0 and K − 1, and suppose l ·KN−1 ≤
j < (l + 1)KN−1. Then,
i) Ψj,N(0) = Ψj−l·KN−1,N−1(0) + A
N~bl,
ii) Ψ˜j,N(0) = AΨ˜j−l·KN−1,N−1(0) + A~bl,
iii) Rj,N(0) = Rj−l·KN−1,N−1(0) +B
N−1~cl,
iv) R˜j,N(0) = BR˜j−l·KN−1,N−1(0) + ~cl.
Proof. For l ·KN−1 ≤ j < (l + 1)KN−1, jN−1 = l, so we have:
Ψj,N(0) = ψj0 ◦ ψj1 ◦ · · · ◦ ψjN−2 ◦ ψl(0)
= ψj0 ◦ ψj1 ◦ · · · ◦ ψjN−2
(
A(0 +~bl)
)
= Ψj−l·KN−1,N−1(0 + A~bl).
Applying Lemma 6 Item i) to Ψj−l·KN−1,N−1:
Ψj−l·KN−1,N−1(0 + A~bl) = Ψj−l·KN−1,N−1(0) + A
N−1A~bl.
The proof of Item iii) is similar to Item i) with one crucial distinction, so we include the proof
here. We have:
Rj,N(0) = ρj0 ◦ ρj1 ◦ · · · ◦ ρjN−2 ◦ ρl(0)
= ρj0 ◦ ρj1 ◦ · · · ◦ ρjN−2 (B0 + ~cl)
= Rj−l·KN−1,N−1(0 + ~cl).
Applying Lemma 6 Item iii) to Rj−l·KN−1,N−1:
Rj−l·KN−1,N−1(0 + ~cl) = Rj−l·KN−1,N−1(0) +B
N−1~cl.
For Item ii), we have
Ψ˜j,N(0) = ψℓ(Ψ˜j−ℓ·KN−1,N−1(0))
= AΨ˜j−ℓ·KN−1,N−1(0) + A~bℓ.
The proof of Item iv) is analogous. 
Note that in Item i), the extra term involves AN , whereas in Item iii) the extra term
involves BN−1. We are now in a position to prove our main theorem.
Theorem 9. The matrix MN representing the exponentials with frequencies given by TN on
the fractal approximation SN , when both are endowed with the obverse ordering, has the form
(10) MN =

m00MN−1 m01DN,1MN−1 . . . m0(K−1)DN,K−1MN−1
m10MN−1 m11DN,1MN−1 . . . m1(K−1)DN,K−1MN−1
...
...
...
...
...
m(K−1)0MN−1 m(K−1)1DN,1MN−1 . . . m(K−1)(K−1)DN,K−1MN−1
 .
Here, DN,m are diagonal matrices with [DN,m]pp = e
−2πiRp,N−1(0)·A
N~bm, and mjk = [M1]jk.
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Proof. Let us first subdivide MN into blocks Bℓm of size K
N−1 ×KN−1, so that
MN =
 B00 . . . B0(K−1)... . . . ...
B(K−1)0 . . . B(K−1)(K−1)
 .
Fix 0 ≤ j, k < KN and suppose ℓKN−1 ≤ j < (ℓ+ 1)KN−1 and mKN−1 ≤ k < (m+ 1)KN−1
with 0 ≤ ℓ,m < K. Let qj = j − ℓK
N−1 and qk = k −mK
N−1. Observe that
(11) [MN ]jk = [Bℓm]qjqk .
Using Lemma 8 Items ii) and iv), we calculate
Rj,N(0) ·Ψk,N(0) =
(
Rqj ,N−1(0) +B
N−1~cℓ
)
·
(
Ψqk,N−1(0) + A
N~bm
)
.
By Lemma 7 Item i), for some z ∈ Zd,
BN−1~cℓ ·Ψqk,N−1(0) = B
N−1~cℓ · A
N−1z = ~cℓ · z ∈ Z.
Note that
BN−1~cℓ ·A
N~bm = ~cℓ · A~bm.
Therefore, combining the above, we obtain
[MN ]jk = e
−2πiRj,N (0)·Ψk,N (0)
= e−2πiRqj ,N−1(0)·Ψqk,N−1(0)e−2πiRqj ,N−1(0)·A
N~bme−2πi~cℓ·A
~bm
= [MN−1]qjqke
−2πiRqj ,N−1(0)·A
N~bm [M1]ℓm.(12)
Letting j vary between ℓKN−1 and (ℓ+1)KN−1 and k vary between mKN−1 and (m+1)KN−1
corresponds to qj and qk varying between 0 and K
N−1. Therefore, we obtain from Equations
(11) and (12) the matrix equation
Bℓm = [M1]ℓmDN,mMN−1
where [DN,m]pp = e
−2πiRp,N−1(0)·A
N~bm as claimed. 
Corollary 10. The matrix MN is invertible. If M1 is Hadamard, then MN is also Hadamard.
Proof. If M1 is invertible, then by induction, MN is invertible via Proposition 1. If M1 is
Hadamard, then again by induction, MN is Hadamard by Dit¸aˇ’s construction. 
Theorem 11. The matrix M˜N representing the exponentials with frequencies given by TN on
the fractal approximation SN , when both are endowed with the reverse ordering, has the form
(13)
M˜N =

m00M˜N−1 m01M˜N−1 . . . m0(K−1)M˜N−1
m10M˜N−1D˜N,1 m11M˜N−1D˜N,1 . . . m1(K−1)M˜N−1D˜N,1
...
...
...
...
...
m(K−1)0M˜N−1D˜N,K−1 m(K−1)1M˜N−1D˜N,K−1 . . . m(K−1)(K−1)M˜N−1D˜N,K−1
 .
Here, D˜N,q is a diagonal matrix with [D˜N,ℓ]pp = e
−2πicℓ·A(Ψ˜p,N−1(0)), and mjk = [M1]jk.
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Proof. The proof proceeds similarly to the proof Theorem 9. Let us first subdivide M˜N into
KN−1 ×KN−1 blocks B˜ℓm, so that
M˜N =
 B˜00 . . . B˜0(K−1)... . . . ...
B˜(K−1)0 . . . B˜(K−1)(K−1)
 .
Fix 0 ≤ j, k < KN and suppose ℓKN−1 ≤ j < (ℓ+ 1)KN−1 and mKN−1 ≤ k < (m+ 1)KN−1
with 0 ≤ ℓ,m < K. Let qj = j − ℓK
N−1 and qk = k −mK
N−1. Observe that
(14) [M˜N ]jk = [B˜ℓm]qjqk .
We calculate using Lemma 8 items ii) and iv):
R˜j,N(0) · Ψ˜k,N(0) = (BR˜qj ,N−1(0) + ~cℓ) · (AΨ˜qk,N−1(0) + A
~bm)
= R˜qj ,N−1(0) · Ψ˜qk,N−1(0) + ~cℓ · AΨ˜qk,N−1(0)
+ R˜qj ,N−1(0) ·
~bm + ~cℓ · A~bm.
By Lemma 7 Item iv), R˜qj ,N−1(0) ·
~bm ∈ Z. Thus,
[B˜ℓm]qjqk = [MN−1]qjqke
−2πi~cℓ·AΨ˜qk,N−1(0)[M1]ℓm
and as in the proof of Theorem 9, we have
B˜ℓm = [M1]ℓmM˜N−1D˜N,ℓ.

2.1. Computational Complexity of Theorems 9 and 11. As a consequence of Proposi-
tion 2, the matrix MN can be multiplied by a vector of dimension K
N in at most KPN−1 +
3KN+1 − 2KN operations, where PN−1 is the number of operations required by the matrix
multiplication for MN−1. Since MN−1 has the same block form as MN , PN−1 can be deter-
mined by PN−2, etc. The proof of the following proposition is a standard induction argument,
which we omit. Note that this says that the computational complexity for MN is comparable
to that for the FFT (recognizing the difference in the number of generators for the respective
IFS’s).
Proposition 12. The number of operations to calculate the matrix multiplication MN~v is
PN = K
N−1P1 + 3(N − 1)K
N+1 − 2(N − 1)KN . Consequently, PN = O(N ·K
N).
The significance of Theorem 11 concerns the inverse of MN . If P is the permutation
matrix as in Lemma 4, then M−1N = PM˜
−1
N P . By Proposition 1, M˜
−1
N has the form of Dit¸aˇ’s
construction, and so the computational complexity of M˜−1N is the same asMN . Thus, modulo
multiplication by the permutation matrices P , the computational complexity of multiplication
by M−1N is the same as that for MN .
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2.2. The Diagonal Matrices. The matrices MN and M˜N have the form of Dit¸aˇ’s construc-
tion as shown in Theorems 9 and 11. The block form of Dit¸aˇ’s construction involves diagonal
matrices, which in Equations (10) and (13) are determined by the IFS’s used to generate the
matrices MN and M˜N . As such, the diagonal matrices satisfy certain recurrence relations.
Theorem 13. The diagonal matrices which appear in the block form of MN (Equation (10))
satisfy the recurrence relation DN,m = DN−1,m ⊗ EN,m, where EN,m is the K × K diagonal
matrix with [EN,m]uu = e
−2πicu·AN~bm. That is:
[DN,m]pp = [DN−1,m]p̂p̂ e
−2πi(cp0 ·A
N~bm)
where p̂ = (p− p0)/K.
Likewise, the diagonal matrices which appear in the block form of M˜N (Equation (13))
satisfy the recurrence relation D˜N,ℓ = D˜N−1,ℓ ⊗ E˜N,ℓ, where E˜N,ℓ is the K × K diagonal
matrix with [E˜N,ℓ]uu = e
−2πi~cℓ·A
N~bu. That is:
[D˜N,ℓ]pp = [DN−1,ℓ]p̂p̂ e
−2πi~cℓ·A
N~bp0 .
Proof. As demonstrated in Theorem 9, for p = 0, 1, . . . , KN−1, [DN,m]pp = e
−2πiRp,N−1(0)·A
N~bm .
Note that pN−1 = 0, and ρ0(0) = 0. We want to cancel one power of A in A
N~bm, so we factor
out a B from Rp,N−1(0):
Rp,N−1(0) = ρp0 ◦ ρp1 ◦ · · · ◦ ρpN−2(0) = B
(
ρp1 ◦ · · · ◦ ρpN−2(0)
)
+ ~cp0.
Since p̂ = p1 + p2K + · · ·+ pN−2K
N−3, Rp,N−1(0) = BRp̂,N−2(0) + ~cp0. Thus,
[DN,m]pp = e
−2πiRp,N−1(0)·A
N~bm
= e−2πi(BRp̂,N−2(0)·A(A
N−1~bm))e−2πi(~cp0 ·A
N~bm)
= e−2πi(Rp̂,N−2(0)·(A
N−1~bm))e−2πi(~cp0 ·A
N~bm)
= [DN−1,m]p̂p̂ e
−2πi(~cp0 ·A
N~bm).
Similarly, as demonstrated in Theorem 11, [D˜N,ℓ]pp = e
−2πi~cℓ·A(Ψ˜p,N−1(0)). We write:
Ψ˜p,N−1(0) = ψpN−2 ◦ ψpN−3 ◦ · · · ◦ ψp1 ◦ ψp0(0)
= ψpN−2 ◦ ψpN−3 ◦ · · · ◦ ψp1(0 + A
~bp0)
= Ψ˜p̂,N−2(0 + A~bp0)
= Ψ˜p̂,N−2(0) + A
N−1~bp0.
where in the last equality we use Lemma 6 item ii). Therefore:
[D˜N,ℓ]pp = e
−2πicℓ·A(Ψ˜p,N−1(0))
= e−2πi~cℓ·A(Ψ˜p̂,N−2(0)+A
N−1~bp0)
= e−2πi~cℓ·A(Ψ˜p̂,N−2(0)+A
N~bp0)
= e−2πi~cℓ·A(Ψ˜p̂,N−2(0))e−2πi~cℓ·A
N~bp0
= [D˜N−1,ℓ]p̂p̂ e
−2πi~cℓ·A
N~bp0 .
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