Near-receiver material properties are required for the separation of the recorded wavefield into upgoing and downgoing P and S waves, and are also important for static time-shift corrections. However, it is difficult, especially in land seismics, to obtain reliable estimates for these local material properties using conventional techniques. We compare three methods for estimating these material properties using a 3-D geophone configuration. The first two methods are based on inversion of the wave equation and can be used on almost all of the recorded wavefield. However, they require that the wavefield is recorded by a dense 3-D receiver group to allow the computation of either spatial wavefield derivatives or interpolants. The third approach is based on the inversion of the vertical wavefield propagator. We present a procedure for estimating this propagator using only two multicomponent geophones, one buried and one positioned at the surface. Propagator estimation and inversion avoids the explicit computation of wavefield derivatives, and is therefore less sensitive to measurement errors than both wave-equation inversion schemes. However, in the form presented it requires the identification of arrivals of incoming waves that are isolated in time, and can only be applied to such data. Noise tests demonstrate that the propagator inversion provides accurate estimates for P-and S-wave velocities of a near-surface low-velocity layer, and is robust with respect to signal-generated near-surface reverberations. In case of a near-surface velocity gradient, velocities are obtained which are consistent with effective medium velocities.
originally introduced this recording geometry to accomplish P/S separation by explicitly computing the divergence and the curl of the wavefield.
In other research fields, e.g. medical imaging, several concepts to estimate local material properties have been developed. Medical practitioners aim to estimate local material properties since variations in the mechanical properties of tissue often reflect early stage pathology (Gao et al. 1996) . Unlike in conventional seismic surveys, the displacement field is measured throughout a tissue using measurement techniques based on ultrasound or magnetic resonance imaging (MRI) (Muthupillai et al. 1995) . Quantitative elasticity reconstruction is achieved either by comparing modelled stress to measured strain (Gao et al. 1996; Van Houten et al. 1999) or by direct inversion of the observed displacement field. For example, Romano et al. (1998) and Oliphant et al. (1999 Oliphant et al. ( , 2001 have shown that elastic properties can be estimated by localized inversion of the equation of motion.
We propose an alternative method to estimate local near-surface P-and S-wave velocities. This method was originally proposed by Trampert et al. (1993) to estimate the S-wave velocity structure and the quality factor in a borehole. This was achieved by estimating and inverting the vertical SH wavefield propagator derived from the spectral ratio of a downhole data record over a surface data record. We formulate this approach for the elastic P-SV case and a strategy for inverting the propagator for near-surface P-and S-wave velocities is developed.
Before discussing propagator estimation and inversion, we briefly review techniques based on direct inversion of the wave equation, including those from medical fields. For the purpose of comparison, we illustrate the importance of two of the methods and our propagator inversion method using signals perturbed by noise. Oliphant et al. (1999 Oliphant et al. ( , 2001 and Curtis & Robertsson (2002) proposed to constrain local material properties by algebraic inversion of the wave equation. A Cartesian coordinate system (x 1 , x 2 , x 3 ) is used with the positive vertical direction z = x 3 oriented downwards. The particle velocity is regarded as a function of space and time t, and is written as v = v(x, t). Overdots are used to indicate time derivatives (e.g. v = ∂v/∂t andv = ∂ 2 v/∂t 2 ). The wave equation for v in a homogeneous, isotropic medium is then given by (Aki & Richards 2002) :
WAV E -E Q UAT I O N I N V E R S I O N
where α = [(λ + 2µ)/ρ] 1/2 is the P-wave velocity, β = (µ/ρ) 1/2 is the S-wave velocity, and λ and µ are the Lamé parameters. Derivative conditions can be derived from the constitutive equation and the free-surface boundary conditions. The constitutive equation for a homogeneous, elastic medium reads:
where δ ij is the Kronecker delta and ∂ k denotes the spatial derivative with respect to coordinate x k . Boundary conditions state that the traction σ i3 vanishes at the free surface for i = 1, 2, 3, although in practice this is only an approximation, as air waves can exist. By setting σ i3 = 0 at the free surface, we can substitute for vertical wavefield derivative expressions with horizontal derivatives:
Curtis & showed that the following system of equations is obtained after substitution of the free-surface derivative conditions into the wave equation:
Expressions for the measurable coefficients A i and B i are given in Appendix A. These coefficients require the evaluation of spatial wavefield derivatives. A receiver group as illustrated in Fig. 1 allows the computation of these spatial and temporal derivatives using finite-difference operators (assuming that v 2 = 0 and ∂ 2 v = ∂ 22 v = 0). The spatial derivatives can only be obtained accurately if the horizontal and vertical geophone spacings x and z satisfy the following criteria: z ∼ λ min z /6 and x ∼ λ min x /6, where λ min x and λ min z are the minimum effective wavelengths in the x or z direction, respectively (Levander 1988; Muijs et al. 2002) . Assuming that these spatial derivatives can be calculated, eqs (6)-(8) can be inverted for α and β. The attractiveness of this method is that it can deal with the complete wavefield (Curtis & Robertsson 2002) . On the other hand, it requires the computation of second-order derivatives which are likely to be affected by noise and measurement errors (Muijs et al. 2002) . Romano et al. (1998 Romano et al. ( , 2000 suggested to transform the wave eq. (1) into an integral equation to avoid the computation of spatial wavefield derivatives. This approach is referred to as the variational formulation, and we present it for estimating local near-surface material properties using the geophone configuration shown in Fig. 1 . Consider a vector-valued function w and a volume bounded by a surface with outward-pointing normal vector n (Fig. 1) . In Appendix B, we demonstrate that eq. (1) is equivalent to
where
Eq. (9) is known as Betti's theorem (Ben-Menahem & Singh 1981) . The surface = b ∪ fs , where fs is the surface of which coincides with the free surface (see Fig. 1 ). Because the vector-valued function w can be chosen arbitrarily, boundary conditions can be imposed on w to aid the computation of the integrals in eq. (9). If we assume that
and
the contribution of the surface integral along b vanishes. The evaluation of the surface integral along fs requires the computation of first-order spatial wavefield derivatives at the free surface. These are also needed for accurate wavefield interpolation throughout : first, the wavefield and its horizontal derivative are interpolated along the free surface using B-splines (Unser 1999) . Secondly, the vector gradient of the wavefield is obtained using the free-surface conditions (eqs 3-5). Next, the wavefield in is interpolated along lines from the surface to the buried geophone (the dashed lines in Fig. 1 ). The interpolated wavefield is parametrized by second-order polynomials, which are uniquely determined by the interpolated wavefield at the free surface, the directional derivative at the free surface and the wavefield at depth z. For sufficiently accurate wavefield interpolation within volume , we found that, similar to the previous method, z ∼ λ min z /6 and x ∼ λ min x /6. Finally, the surface and volume integrals are evaluated using the trapezium rule.
Consider the following independent vector-valued functions:
with
The local coordinates x l and z l are related to x and z according to:
with x and z the lengths of the sides of volume . The local coordinates are defined on the domain x l ∈ [−1, 1] and z l ∈ [−1, 1]. The functions w 1 and w 2 satisfy the boundary conditions (eqs 12 and 13). We illustrate both methods with a 2-D example. Synthetic data for a half-space model are computed using the Cagniard-de Hoop method (de Hoop & van der Hijden 1983 ). An explosive line source oriented in the x 2 direction is located at 200 m depth and emits a Ricker wavelet with a dominant frequency of 40 Hz. The P-wave velocity is 600 m s −1 , the S-wave velocity is 200 m s −1 , and the density is 1600 kg m −3 . Multicomponent geophones are centred around 50 m offset. The horizontal geophone spacing x = 1.0 m and the buried geophone is located at 0.50 m depth. For a Ricker wavelet with a 40 Hz dominant frequency, the maximum frequency f max with significant energy is 80 Hz. May 3, 2004 16:48 Geophysical Journal International gji2249
Propagator and wave-equation inversion 799 Then, the minimum wavelength λ min = c min / f max = 2.5 m, with c min the minimum phase velocity. The geophone configuration satisfies the wavelength condition for the computation of derivatives and interpolants. The length of the sides of are x = x and z = z/2 ( Fig.  1) . Recorded data are shown in Fig. 2 . The constraints of direct wave-equation inversion on α and β are illustrated in Fig. 3 . For the given model values α and β, there is a good match between the left and right side of eqs (6) and (8). For noise-free data, derivative operators are obtained sufficiently accurately with the geophone configuration of Fig. 1 . Perturbing α or β results in amplitude changes in the waveforms of the right-side terms in eqs (6)-(8). We compare the sensitivity to perturbations in α and β with the effect of measurement errors in the particle velocity recordings. To study these effects, 25 dB uncorrelated Gaussian noise (peak-to-peak energy signal-to-noise (S/N) ratio) was added to the velocity recordings. A bandpass filter (20 Hz < f < 100 Hz) was applied to these recordings before computing the wavefield derivatives. As a result, the effect of noise on temporal wavefield derivatives is reduced. However, spatial wavefield derivatives are still severely distorted by the added noise. May 3, 2004 16:48 Geophysical Journal International gji2249 Estimates for α are especially affected, since the wavelength for P waves is larger than for S waves. Consequently, the S/N ratio for spatial P-wave derivatives is lower than for S-wave derivatives. Fig. 4 shows a similar analysis for the variational approach. There is a good agreement between the left and right side of equation (9) for the given model values α and β. In principle, the interpolation and integration steps are sufficiently accurate using the geophone configuration shown in Fig. 1 . Perturbing α or β results in amplitude changes in the waveforms of the right side terms in eq. (9). A comparison between the sensitivity to α and β and the effects of noise (25 dB S/N ratio) shows that this approach is also very sensitive to the effects of noise, and again mostly for α.
These sensitivity tests demonstrate that it may only be possible to constrain β using these methods. There is not a clear difference between the derivative and variational formulation. However, for a geophone configuration with more than one buried geophone, an interpolation scheme can be developed which is less sensitive to random errors. Muijs et al. (2002) studied the effect of deployment-related errors, such as misorientation and mislocation of geophones in a 3-D recording geometry, on the computation of divergence and curl. These are particularly sensitive to misorientations of geophones, requiring that the orientations of all geophones be accurate within 2 • .
Instead of using the full wave equation, the free-surface condition given in eq. (5) can be used to determine a velocity ratio between α and β (Curtis & Robertsson 2002) . This only requires the computation of first-order spatial wavefield derivatives, and is therefore expected to be more robust than wave-equation inversion. Both the free-surface conditions and wave-equation inversion are applicable to the complete wavefield, except the airwave.
As an alternative, we propose a new method which avoids the explicit computation of spatial wavefield derivatives and imposes no requirements on the maximum depth separation of geophones. This is achieved by assuming that the incident wavefield can be described by a single plane wave.
P RO PA G AT O R E S T I M AT I O N
Our alternative approach to wave-equation inversion is based on propagator inversion. Trampert et al. (1993) proposed estimating the S-wave velocity structure and the quality factor by analysing the vertical SH propagator in the time domain. The propagator contains all information on the material properties between the free surface and the depth of a buried geophone, and can be estimated directly from recorded data. The S velocity can be constrained by determining the time lag between the peaks in the SH propagator. This time difference represents the two-way traveltime of an SH wave to depth z. The amplitude difference between the peaks can be used to infer the quality factor: downward continuation of upgoing waves results in increasing amplitudes, whereas the amplitudes of downgoing waves decrease with depth.
We generalize this procedure to estimate the elastic P-SV propagator and illustrate a scheme to constrain near-surface P-and S-wave velocities based on waveform inversion of this P-SV propagator.
Assuming a plane wave solution for the wave equation, the plane wave at depth z can be written in the form and * denotes a temporal convolution. For a homogeneous, isotropic and elastic medium between the free surface and depth z, the propagator P is a function of the P-wave velocity α, the S-wave velocity β and the horizontal slowness p. For a free-surface incident plane wave with slowness p, the theoretical propagator coefficients read (Aki & Richards 2002) :
The vertical slownesses q P and q S are given by:
Eqs (27)-(30) contain the phase shifts for two-way extrapolation of the wavefield towards depth z. Positive phase shifts describe the propagation of downgoing waves to z, whereas negative phase shifts indicate propagation of upgoing waves to this depth. The coefficients of the propagator matrix (eqs 21-26) can be interpreted as follows. Extrapolation of P-SV waves is described by P 11 , P 13 , P 31 and P 33 , whereas for SH waves it is given by P 22 . The amplitude terms before G P 1 , G S 1 , G P 2 and G S 2 are wavefield decomposition filters: the wavefield is separated into P, SV and SH waves before extrapolating the recordings to depth z, which is given by the phase terms. Finally, summation of the extrapolated decomposed wavefield renders the total wavefield at depth z (Osen et al. 1999; Aki & Richards 2002) .
In the case of a non-attenuating medium, the extrapolation filters for elastic P-SV wave propagation can be obtained directly from the data by exploiting symmetry properties of the filters: the theoretical expressions for the extrapolation filters show that P 11 , P 22 and P 33 are even functions around t = 0 and P 13 and P 31 are odd functions. Hence, the spectra of P 11 , P 22 and P 33 are entirely real, whereas the spectra of P 13 and P 31 are purely imaginary. These properties are used to estimate the extrapolation filters without prior information on α, β and p. Equating real and imaginary parts of eq. (19) in the frequency domain shows that the propagator coefficients are given by:
In these equations, [v(ω, x, z) ] denotes the real part of v (ω, x, z) and [v(ω, x, z) ] is the imaginary part of v (ω, x, z) . Expressions for P(t, x) are found by taking the inverse Fourier transform of eqs (33)-(36). Note that these symmetry properties break down for the P-SV case in the presence of attenuation. Then, only the SH case can be treated correctly (Trampert et al. 1993) . The propagator estimation procedure remains valid in a vertically inhomogeneous medium. The following procedure is used to stabilize the spectral divisions in eqs (33)-(37). For arbitrary signals F(ω) and D(ω), the spectral division of F(ω) by D(ω) is given by:
Unfortunately, spectral division is numerically unstable both because signals are band-limited and due to the existence of low-amplitude notches in the spectrum. In practice, the spectral ratio is estimated using the following technique (Helmberger & Wiggins 1971; Langston 1979) :
and W (ω) is a frequency window to limit the final frequency band in the estimated deconvolution. The complex conjugate of D is denoted by D * . The function DD can be thought of as simply being the autocorrelation of D(ω) with any spectral notches filled to a level depending on the parameter c. The frequency windowing function W (ω) is a tapered window with cut-off frequencies set to the minimum and maximum frequencies for which
This criterion implies that the parameter c also controls the bandwidth of the spectral ratio G (ω).
P RO PA G AT O R I N V E R S I O N

Half-space example
We shall first illustrate the inversion scheme for near-surface velocities with a half-space example. Synthetic data are computed using the Cagniard-de Hoop method (de Hoop & van der Hijden 1983) . We restrict ourselves to the P-SV case since SH was fully treated by Trampert et al. (1993) . The P-wave velocity is 600 m s −1 , the S-wave velocity is 200 m s −1 and the density is 1600 kg m −3 . An explosive line source is located at 200 m depth and emits a 120 Hz Ricker wavelet. Multicomponent geophones are positioned at 50 m offset, one is located at the free surface and the second geophone is located at 1.0 m depth (Fig. 5 ). Fig. 6 shows traces recorded by these receivers. The propagators P 11 , P 13 , P 31 and P 33 may be estimated from these data. Theoretical solutions for propagator filters are functions of α, β and p. Fig. 7(a) shows these filters for the given model parameters. Before comparing these propagator coefficients with the data-estimated propagator filters, it is necessary to limit the frequency band of these theoretical expressions to the same frequency band as used for the dataestimated propagator filters. The time domain expressions of the frequency windowing functions W ij (ω) (eq. 39), where W ij are the frequency windowing functions for propagator components P ij , are shown in Fig. 7(b) . Fig. 7(c) illustrates the data-estimated and band-limited theoretical propagators.
We choose to invert the propagator for near-surface velocities in the time domain. In this domain, the propagators can be interpreted as follows. The time delay between the peaks in P 11 and P 33 gives the two-way vertical traveltime for SV and P waves, and the amplitudes of the propagator filters are controlled by the velocity structure between the free surface and depth z and the signal bandwidth. To constrain α, β and p from the propagator waveforms, we define the following objective function:
with The time-domain expressions of frequency filters which limit the solution to the frequency band in which the spectral division was performed. A convolution of the theoretical solution in (a) with the filter shown in (b) allows a comparison with the data-estimated propagator. Part (c) shows that there is a good agreement between the theoretical (thin lines) and data-estimated propagator filters (thick lines). The stabilization factor c = 1 × 10 −3 .
The theoretical solution for the propagator filter component ij is denoted byP i j (t, x, α, β, p) and P i j (t, x) is the data-estimated propagator filter component ij. The objective function E is a function in a 3-D model space. Cross-sections of the objective function ( Fig. 8) show that perturbations in p have a relatively small influence on estimates of α and β. So far, we have considered noise-free data. The data-estimated propagator filters for recorded data perturbed by 25 dB uncorrelated Gaussian noise are shown in Fig. 9 . These are compared with the theoretical filters for different values of the stabilization factor c (eq. 40), namely c = 10 −4 , c = 10 −3 and c = 10 −2 . For increasing value of c, the effect of noise is reduced in the propagator filters. Furthermore, the frequency band is more limited for a higher c value. The filters are smoothed and contain less energy.
We estimated the relative variations in α, β and p for different noise levels and c values. To quantify the effect of noise, we define the relative root-mean-square error (RMS) in α by:
with α 0 the model P-wave velocity and α i the estimated P-wave velocities, which are found by minimizing E in eq. (42). Similar expressions are defined for the relative RMS error in β and p. For each noise level, experiments were conducted 1000 times (N = 1000) with different manifestations of Gaussian noise. The minimum of the objective function E was determined using a forward search method. Fig. 10 shows that the estimates of α, β and p are most robust for c = 10 −2 : c clearly stabilizes noise very systematically. Furthermore, α and β are better constrained than p, which implies that relative errors in estimates of p have less influence on estimates of the other parameters than do relative errors of similar magnitude in either α or β. In addition to random errors, the effect of position and orientation errors of the geophones within the recording pattern is investigated. We only consider misorientation in the xz-plane, described by rotation angle θ (positive for rotation in clockwise direction). The effects of misorientation and mislocation are quantified with a relative error e. The relative error in α is given by:
Similar expressions are used for relative errors in β and p. Fig. 11(a) shows the relative error in estimates for α, β and p due to misorientation of the geophone located at the free surface. The errors in α and β are small compared with relative errors in p. Large errors are found for θ close to the angle of incidence. In this example, there are only free-surface incident P waves. This rotation causes the energy on the horizontal recording and thus on the denominator D(ω) (equation 37) to be minimized. As a consequence, the spectral divisions (eqs 33-36) become unstable. In the case of near-surface structure, we do not expect such a rapidly increasing error, because in that case both P and S waves will be recorded.
The errors caused by misorientation of the buried geophone is shown in Fig. 11(b) . Here, e(α) and e(β) remain small, because v(ω, z) does not contribute to the denominator D(ω). Finally, the effect of vertical mislocation of the buried geophone is illustrated in Fig. 11(c) -the values for z are changed in the inversion procedure; the relative change in the depth for the buried geophone z r = ( z − z 0 )/ z 0 , with z 0 the true depth of the buried geophone. There is a linear relationship between errors in z and estimated velocities. This implies that the phase contains most information on the velocities.
It is difficult to make a fair comparison between wave-equation inversion techniques and propagator inversion. Wave-equation inversion uses the amplitudes in the wave equation (eq. 1) to constrain α and β. This requires measurement of spatial and temporal wavefield derivatives by a dense 3-D geophone configuration, with a spatial separation on a subwavelength scale. Propagator inversion, on the other hand, uses mainly phase information. To estimate time differences reliably, the depth separation between geophones needs to be larger than those used for wave-equation inversion. Therefore, we used different depths for the buried geophone and different dominant frequencies for the source wavelet.
The obtained results suggest that propagator inversion is less sensitive to both random and deployment related data perturbations. For a S/N ratio of 25 dB, propagator inversion gives no error in α and β, whereas for the wave-equation inversion techniques Figs. 3 and 4 indicate more than 20 per cent deviations in estimates for α, while β is still well resolved. Furthermore, Fig. 11 demonstrated that propagator inversion is tolerant to at least 5 • misorientations and 5 per cent vertical mislocations of individual geophones. Derivative operators on the other hand are particularly sensitive to random misorientations of geophones. Muijs et al. (2002) showed that computation of divergence and curl with dense 3-D recording geometries requires that the orientations of all geophones are accurate within 2 • . This criterion needs to be satisfied as well for wave-equation inversion techniques.
Although propagator inversion is tolerant to measurement errors, it is questionable whether this is the dominant source of errors for this method, since a single slowness assumption is implicit in propagator estimation and inversion. Wave-equation inversion techniques do not have this assumption and are applicable to the complete wavefield. In the following experiments, we investigate if propagator inversion is accurate in a model with near-surface structure.
Low-velocity layer example
The second experiment is performed in a model with a near-surface low-velocity layer. Reverberations in this layer result in multiple arrivals. The near-surface layer is 5 m thick with α = 600 m s −1 , β = 200 m s −1 and ρ = 1600 kg m −3 . The parameters of the underlying half-space are: α = 1500 m s −1 , β = 400 m s −1 , and ρ = 1800 kg m −3 . The P-source is located at 100 m depth and emits a 120 Hz Ricker wavelet (see Fig. 12 ). The receiver group is similar to the previous experiment. Synthetic data are computed with a reflectivity method (Kennett 1983 ). The recorded synthetic traces are shown in Fig. 13 . These clearly show the multiple arrivals due to interfering waves in the near-surface low-velocity layer.
The data-estimated propagators are again compared with the theoretical propagators (Fig. 14) . The latter were computed for the horizontal slowness of the first break, which is 3.1 × 10 −4 s m −1 . Due to the multiple arrivals (multiple horizontal slownesses), there is not an exact match between the theoretical and data-estimated propagators. The energy in the propagator filters decays for higher values of c. For too high a c β =200 m s −1 ; value, the fit between the theoretical and data-estimated propagator deteriorates. This can be attributed to the stabilization of internal notches in D(ω), whereas the theoretical propagator is not compensated for the energy decay in P due to this stabilization. Cross-sections of misfit functions using c = 10 −3 are shown in Fig. 15 . The minimum is located close to the model velocities, whereas the estimated p tends to be smaller than that of the first break, namely around 2.8 × 10 −4 s m −1 . Waves reverberating in the low-velocity layer arrive at smaller angles of incidence, thus the estimated p can be regarded as some averaged value over all these arrivals. Fig. 16 illustrates the effects of added noise on velocity and slowness estimation. For high S/N ratios, the estimates for α and β do not exactly converge for c = 5 × 10 −3 and c = 10 −2 , as was suggested by Fig. 15 as well. The estimated horizontal slowness differs from that of the direct arrival and varies for different values of c. As in the half-space example, c stabilizes the effects of noise. Reliable estimates for α and β are obtained for S/N ratios down to approximately 18 dB.
Structure between the surface and the buried geophone
A critical assumption in the propagator inversion scheme is that the medium between the surface and buried geophones is homogeneous. However, according to the classical Hertz-Mindlin model (Mindlin 1949) , velocities increase with confining pressure and thus with depth, especially in the top few metres. This also has been observed in field experiments (e.g. Bachrach et al. 2000) . Here, we consider a model with a large velocity gradient close to the free surface. The velocity gradient decreases with depth (Fig. 17 ). The gradient model is parametrized by 0.02 m thick layers. Synthetic data are computed using a reflectivity method (Kennett 1983) . The explosive line source is located at a depth of 100 m and 50 m offset, and emits a 120 Hz Ricker wavelet. The buried geophone is located at a depth of 1.0 m. Fig. 18 shows the synthetic traces for both the surface and buried multicomponent geophones. Data-estimated propagators are shown in Fig. 19 . These are compared with theoretical solutions with effective medium velocities, the lower and upper bounds of which are given by the Reuss and Voigt average velocities (Wang & Nur 1992) . 
D I S C U S S I O N
Three methods to estimate near-surface properties were evaluated in this paper. The first two methods are based on inversion of the wave equation, whereas the third method inverts wavefield propagator filters for near-surface velocities. A fundamental difference between the methods is that wave-equation inversion schemes use amplitude information to constrain α and β. By changing α and β, the amplitudes in the wave equation change, not the phase. On the other hand, propagator inversion uses predominantly phase information to constrain α and β, i.e. the time lags of the peaks in the propagator coefficients are controlled by the wave velocities. These sensitivities for either predominantly amplitude information or phase information result in a different optimum experimental set-up. Wave-equation inversion techniques require the measurement of spatial wavefield derivatives, with a spatial geophone spacing on a subwavelength scale. Propagator inversion on the other hand uses mainly phase information. To estimate time differences accurately, both the depth separation of the surface and the buried geophone and the bandwidth of the recorded signal have to be larger. For this reason, we used different configurations, different frequencies and a different depth of the buried geophone, to compare wave-equation inversion techniques with propagator inversion.
Before fitting the waveforms in the wave-equation inversion schemes, either spatial wavefield derivatives or interpolants need to be evaluated. For an accurate implementation of these methods, the spacing between geophones must be sufficiently close, approximately 1/6 of the effective wavelength. Since the wavelength depends on the material properties, some prior knowledge has to be available to design the receiver group.
Propagator inversion on the other hand has no wavelength constraints on the maximum allowed separation of geophones. Therefore, the method may be applicable to borehole recordings. This has been demonstrated for the SH case by Trampert et al. (1993) . However, in the P-SV case we only treated the elastic situation, whereas attenuation has to be included in the formulation for borehole applications. The near-surface velocity estimates presented in this paper are not affected by attenuation, because the geophone separation z λ. However, for a geophone buried at too shallow a depth, propagator inversion cannot resolve the wave velocities. Then, small errors in the phase will cause large uncertainties in the estimated velocities, especially for α. These uncertainties are reduced by increasing the depth of the buried geophone (Van den Berg et al. 2003) . The minimum depth for the buried geophone depends on the frequency band, the angle of incidence, on α and on the time sampling rate.
The wave-equation inversion schemes use the complete wavefield as input signal. Any event which satisfies the wave equation provides constraints on the near-surface properties. The main sources of error which need to be dealt with are deployment-related errors. Muijs et al. (2002) demonstrated that errors such as misorientation and mislocation of individual geophones significantly affect estimates of spatial wavefield derivatives. Correction schemes need to be developed to compensate for these effects. Propagator inversion, on the other hand, avoids the explicit computation of spatial wavefield derivatives. As a consequence, this method is less sensitive to these types of errors.
In contrast to wave-equation inversion techniques, a single slowness assumption is required to construct and invert the propagator filters. As a consequence, those data containing arrivals that are isolated in time need to be selected before this method can be applied. We demonstrated, however, that in a medium with a near-surface low-velocity layer, estimates for α and β are not significantly affected by signal-generated reverberations, and that in a model with a strong velocity gradient, effective medium parameters are obtained.
The following strategies for propagator inversion can be developed by combining data of different shots. First, if the horizontal slownesses in selected data show little variation for different shot points it is possible to reduce effects of noise by stacking the estimated propagator filters. Second, propagator inversion can be formulated without requiring the isolation of an event which can be approximated by a single plane wave. When using a dense source array, the frequency-wavenumber spectra can be computed for common receiver gathers of both the surface geophone and the geophone at depth. Consequently, propagator filters can be determined for each wavenumber or horizontal slowness individually by a spectral division of these two spectra, Thus, propagator inversion is potentially applicable to the complete wavefield. However, difficulties might arise due to lateral variations in near-surface material parameters and poor repeatability of the source.
Synthetic tests have been performed in two dimensions, whereas 3-D wave propagation has to be considered in the field. Applications in the field require a different acquisition geometry for wave-equation inversion. Wave-equation inversion techniques require a 2-D patch of 4 × 4 receivers at the surface and a buried geophone in the centre at this geophone group. Then, all spatial and temporal derivatives or interpolants can be computed. Propagator inversion requires the separation of P-SV waves from SH waves, hence rotation of the recordings in the in-line/cross-line direction is required. Furthermore, propagator inversion is aided by an estimate for the horizontal slowness in the in-line direction, and therefore a cross pattern of receivers at the surface is recommended for field applications. The general characteristics of the considered methods do not change in three dimensions, and therefore the presented 2-D synthetic results will apply to the 3-D situation.
C O N C L U S I O N S
We evaluated three methods for estimating local near-receiver material properties. A fundamental difference between the methods is that the wave-equation inversion schemes constrain the P-wave and S-wave velocities by matching amplitudes in the wave equation, whereas propagator inversion constrains the wave velocities using predominantly phase information, i.e. with the traveltime from the free surface to the depth of the buried geophone. As a consequence, wave-equation and propagator inversion have different optimum receiver configurations. For wave-equation inversion, the configuration needs to be designed to allow the measurement of spatial wavefield derivatives or interpolants, whereas the configuration in propagator inversion must allow a reliable measurement of a phase difference.
Both the derivative and the integral formulation for wave-equation inversion are almost equally sensitive to the effects of measurement errors. If a configuration with more than one buried geophone would have been allowed, an interpolation scheme may be developed which is less sensitive to these type of errors. However, these configurations are not convenient for practical applications, and therefore were not considered.
Propagator inversion has two advantages and one disadvantage over wave-equation inversion schemes. First, instead of a 3-D receiver configuration, only two geophones are required, one positioned at the surface and one buried. Second, this scheme avoids the explicit evaluation of spatial wavefield derivatives or interpolants and therefore it is less sensitive to deployment-related errors. On the other hand, this technique implicitly assumes that a data window containing arrivals with a similar horizontal slowness can be isolated in the recorded data, whereas waveequation inversion schemes are applicable to nearly complete recordings. Synthetic experiments were performed to assess the consequences of the single slowness assumption in propagator inversion. These experiments demonstrated that the method is robust with respect to signalgenerated reverberations, and in the case of a near-surface velocity gradient, results are consistent with effective medium velocities, the upper and lower bounds of which are given by the Voigt and Reuss averaged velocities. Moreover, when using a shot array, propagator inversion could be formulated without the plane wave assumption, and therefore it is potentially applicable to the complete wavefield.
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