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PROPER ACTIONS, FIXED-POINT ALGEBRAS
AND NATURALITY IN NONABELIAN DUALITY
S. KALISZEWSKI, JOHN QUIGG, AND IAIN RAEBURN
Abstract. Suppose a locally compact group G acts freely and prop-
erly on a locally compact Hausdorff space X, and let γ be the induced
action on C0(X). We consider a category in which the objects are
C∗-dynamical systems (A,G, α) for which there is an equivariant ho-
momorphism of (C0(X), γ) into the multiplier algebra M(A). Rieffel
has shown that such systems are proper and saturated, and hence
have a generalized fixed-point algebra Aα which is Morita equivalent
to A×α,rG. We show that the assignment (A,α) 7→ Aα is functorial,
and that Rieffel’s Morita equivalence is natural in a suitable sense.
We then use our results to prove a categorical version of Landstad du-
ality which characterizes crossed products by coactions, and to prove
that Mansfield imprimitivity for crossed products by homogeneous
spaces is natural.
Introduction
An action α of a locally compact group G on a non-unital C∗-algebra A
typically has very few fixed-points, but there has nevertheless been consid-
erable interest in situations where one can find a reasonable analogue of the
fixed-point algebra inside the multiplier algebra M(A) [24, 5, 14, 25, 8]. To
see what one might hope to achieve, consider the action γ of G on C0(X)
induced by an action of G on a locally compact space X. When G acts
properly on X, the orbit space X/G is locally compact and Hausdorff, and
the algebra C0(X/G) behaves much like a fixed-point algebra for the sys-
tem. For example, if G acts freely as well as properly on X, then a theorem
of Green [6] says that C0(X/G) is Morita equivalent to the crossed product
C0(X) ×γ G. The crucial feature of this situation is that there is a dense
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γ-invariant ∗-subalgebra Cc(X) where one can average functions f over the
orbits to obtain a function E(f) : x ·G 7→ ∫
G
f(x · t) dt in C0(X/G).
There are many other situations in which variations of Green’s construc-
tion yield useful Morita equivalences. In search of a systematic approach
to such equivalences, Rieffel studied a family of proper actions (A,α) for
which there is a dense invariant ∗-subalgebra A0 with properties like those
of the subalgebra Cc(X) of (C0(X), γ), and for which there is a generalized
fixed-point algebra Aα in M(A) [24]. He also identified a class of saturated
proper actions for which Aα is Morita equivalent to the reduced crossed
product A ×α,r G (see [24, Corollary 1.7]). Rieffel’s theory was developed
with some new examples in mind [23], and it has since had other appli-
cations (see, for example, [1], [12] and [17]). In particular, an Huef and
Raeburn have used Rieffel’s results to extend Mansfield’s imprimitivity the-
orem for crossed products by coactions to crossed products by homogeneous
spaces [7].
On the face of it, Rieffel’s generalized fixed-point algebra Aα and the
associated Morita equivalence depend on the choice of dense subalgebra A0.
However, Rieffel subsequently showed in [25, Theorem 5.7] that if G acts
properly on X and there is an equivariant homomorphism φ : (C0(X), γ)→
(A,α), then α is proper in the sense of [24] with respect to A0 =
spanCc(X)ACc(X). In the light of the work of the first two authors in
[9], Rieffel’s hypothesis says that the system (A,α) belongs to a comma
category associated to the system (C0(X), γ), and his theorem says that,
for systems in this comma category, there is a canonical choice of dense
subalgebra A0.
In this paper we show that when G acts properly on X, Rieffel’s gener-
alized fixed-point algebra gives a functor Fix on the comma category asso-
ciated to (C0(X), γ), and that when the action of G on X is free, Rieffel’s
Morita equivalence gives a natural equivalence between Fix and a reduced
crossed-product functor. We then give several applications of these results
to nonabelian duality. The first (taking X = G) is a categorical version
of Landstad duality for coactions [18], which identifies crossed products by
coactions as the dynamical systems which belong to the comma category
associated to (C0(G), γ); our result neatly complements those of [9] for ac-
tions, and when combined with them gives new information about iterated
Landstad duality. In our second application, we take (X,G) = (G,H) where
H is a closed subgroup of G, and deduce that the Morita equivalence im-
plementing the imprimitivity theorem for crossed products by homogeneous
spaces in [7] is natural; this result complements the result for coactions of
quotient groups in [4, Theorem 4.21].
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We begin with a short section on preliminaries, in which we introduce
(some of) the categories of interest to us. In §2, we investigate an av-
eraging process E developed in [18] for use in nonabelian duality. For
systems (A,α, φ) in the comma category, we can average elements fag of
Cc(X)ACc(X), and the elements E(fag) span a ∗-algebra whose closure
we denote by Fix(A,α, φ). Our first main result (Corollary 2.8) says that
Fix extends to a functor on the comma category. In §3, we prove that,
when (A,α, φ) is an element of the comma category, (A,α) is proper with
respect to A0 := spanCc(X)ACc(X) and has Fix(A,α, φ) as its generalized
fixed-point algebra. Theorem 3.2 is our main theorem on the naturality of
Rieffel’s Morita equivalence.
Our new version of categorical Landstad duality for crossed products by
coactions is Theorem 4.2. Theorem 3.3 of [18] gives the required result on
objects (see Theorem 4.1), so our main task is to extend this to morphisms.
As in any project involving coactions, technical choices have to be made:
here, the main references of interest to us [24, 18, 7] use reduced crossed
products and reduced coactions, so in an attempt to be user-friendly we
have used reduced coactions wherever possible. Nevertheless, there are other
options, and we have discussed them briefly in Corollary 4.3 and Remark 5.5,
relegating the necessary background details to the Appendix. In §5, we
combine our categorical Landstad duality for coactions with the duality
for actions of [9], and in §6 we apply our results to Mansfield imprimitivity.
The Appendix contains a new categorical version of the relationship between
normal and reduced coactions which may be of independent interest, as well
as the facts about reduction and normalization of coactions needed in the
main text.
1. Preliminaries
We begin with a convention: if X and Y are subspaces of a C∗-algebra
A, then XY denotes the subspace span{xy : x ∈ X, y ∈ Y }. If A and B
are C∗-algebras, a homomorphism A → M(B) is nondegenerate if φ(A)B
is dense in B. Such a homomorphism extends uniquely to a unital homo-
morphism φ : M(A) → M(B) (see [22, Corollary 2.51], for example), and
hence nondegenerate homomorphisms can be composed. The objects in our
basic category C are C∗-algebras, and the morphisms from one object A to
another B are nondegenerate homomorphisms φ : A→M(B).
Throughout this paper, we consider a fixed locally compact group G, and
various categories of actions and coactions of G on C∗-algebras. The objects
in the category A(G) consist of dynamical systems (A,α) in which α is a
continuous action of G on A, and the morphisms from (A,α) to (B, β) are
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morphisms φ : A → B in C such that φ ◦ αs = βs ◦ φ for every s ∈ G. We
will introduce the various categories of coactions as they are required.
By a “natural isomorphism” between two functors we mean exactly the
same as we meant by a “natural equivalence” in [4]. We now believe that
“natural isomorphism” is the more generally accepted term in category the-
ory.
Let a be an object in a category C. The comma category a ↓ C has objects
(x, f), where f : a → x is a morphism in C, and a morphism h : (x, f) →
(y, g) in a ↓ C is a morphism h : x→ y in C such that h ◦ f = g.
Remark 1.1. We emphasize that our underlying category C is not the same
as the category denoted by C in [4], which we will denote here by Caug, and
refer to as the augmented category of C∗-algebras. The objects in Caug are
again C∗-algebras, but in Caug the morphisms from A to B are isomorphism
classes of A-B correspondences (called right-Hilbert A-B bimodules in [4]).
A morphism φ : A→ B in C gives rise to an A-B correspondence, and hence
to a morphism [φ] : A→ B in Caug. Moreover, the assignment φ 7→ [φ] gives
a functor from C to Caug; this point will be important in §3 (see Remark 3.3).
While this functor is neither injective nor surjective on morphisms, we do
have [φ] = [ψ] in Caug if and only if ψ = Adu ◦ ψ for some u ∈ UM(B) [3,
Proposition 2.3].
2. Fixed points
In this section, we consider a proper right action of G on a locally com-
pact space X, the associated action γ : G→ AutC0(X) given by γt(f)(x) =
f(x · t), and an element (A,α, φ) = ((A,α), φ) of the comma category
(C0(X), γ) ↓ A(G). The morphism φ is implemented by a nondegener-
ate homomorphism φ : C0(X) → M(A), and A thus becomes a bimodule
over C0(X); to simplify notation, we often write fag for φ(f)aφ(g). Our
goal in this section is to prove that applying the averaging process E of [18,
Section 3] to the dense subalgebra
(2.1) A0 := Cc(X)ACc(X) := span{fag : f, g ∈ Cc(X), a ∈ A}
of A gives a C∗-subalgebra Fix(A,α, φ) := E(A0) of M(A), and that this is
the object map of a functor Fix from (C0(X), γ) ↓ A(G) to C.
We begin by recalling the properties of the averaging process of [18,
Section 3], which is based on [15, Section 2] and [16, note added in proof].
Our first comments apply to arbitrary systems (A,α) in A(G).
As in [18, Definition 3.4], we let p be the set of multipliers a ∈ M(A)+
such that there exists an element E(a) in M(A)+ satisfying
ω(E(a)) =
∫
ω(αs(a)) ds
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for every positive functional ω on A. We know from [16, note added in
proof] and [18, Lemma 3.5] that n := {a ∈ M(A) : a∗a ∈ p} is a left ideal
in M(A), and that m := n∗n is a ∗-subalgebra of M(A) with m+ = p and
m = span p. Corollary 3.6 of [18] says that a 7→ E(a) extends to a positive
linear map E = Eα : m→M(A) such that
(2.2) ω(E(a)) =
∫
ω(αs(a)) ds for all ω ∈ A∗.
Since n is a left ideal in M(A), we have
mM(A)m = n∗(nM(A)n∗)n ⊂ n∗M(A)n ⊂ m,
and for fixed b, c ∈ m, the map a 7→ E(bac) is norm-continuous on M(A)
[18, Corollary 3.6(3)].
Lemma 2.1. If d ∈ M(A)α then for all a ∈ m we have ad ∈ m and
E(ad) = E(a)d.
Proof. We first claim that nd ⊂ n. Let a ∈ n, so that a∗a ∈ p. To show
ad ∈ n we need d∗a∗ad ∈ p, so by definition of p we need to show that there
exists b ∈M(A)+ such that
ω(b) =
∫
ω(αs(d∗a∗ad)) ds for all ω ∈ A∗+.
We show that b := d∗E(a∗a)d works. For ω ∈ A∗+, we define d · ω · d∗(b) =
ω(d∗bd). Then d · ω · d∗ is in A∗+, and hence
ω(d∗E(a∗a)d) = d · ω · d∗(E(a∗a))
=
∫
d · ω · d∗(αs(a∗a)) ds
=
∫
ω(αs(d∗a∗ad)) ds (because αs(d) = d).
Now the formula m = n∗n implies that md ⊂ m, and for a ∈ m and
ω ∈ A∗ we have
ω(E(ad)) =
∫
ω(αs(ad)) ds =
∫
d · ω(αs(a)) ds
= d · ω(E(a)) = ω(E(a)d). 
We can apply all this to the system (C0(X), γ). Then for each positive
function f in the subalgebra Cc(X) and each x ∈ X, the function t 7→ f(x·t)
has compact support, and it follows from Fubini’s theorem that f ∈ p and
E(f) is pointwise multiplication by the function x 7→ ∫
G
f(x·t) dt. It follows
that Cc(X) ⊂ m, with E(f) given by the same formula.
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When (A,α, φ) is in the comma category (C0(X), γ) ↓ A(G), Proposi-
tion 1.4 of [20] implies that φ(Cc(X)) ⊂ m. Thus
Cc(X)M(A)Cc(X) ⊂ mM(A)m ⊂ m,
and the maps a 7→ E(fag) are norm-continuous for every fixed pair f, g ∈
Cc(X).
We think of the expectation E as being given by a strictly convergent
integral
∫
αs(a) ds, and then the next lemma says that, when the usual
norm-convergent A-valued integral also makes sense, the two coincide.
Lemma 2.2. For a ∈ A and f, g, h ∈ Cc(X), the function s 7→ fαs(gah)
belongs to Cc(G,A), and its A-valued integral satisfies∫
G
fαs(gah) ds = fE(gah).
Proof. We have fαs(gah) = fγs(g)αs(a)γs(h), and fγs(g) = 0 unless
supp f intersects (supp g) · s−1; since G acts properly on X,
{s ∈ G : (supp f) ∩ (supp g) · s−1 6= ∅}
is contained in a compact set. Thus s 7→ fαs(gah) has compact support,
and the integral
∫
G
fαs(gah) ds gives a well-defined element of A (as in
[22, Lemma C.3], for example). Now let ω ∈ A∗. Lemma C.3 of [22] also
implies that the bounded linear functional ω pulls through the integral:
ω
(∫
G
fαs(gah) ds
)
=
∫
G
ω(fαs(gah)) ds.
We can define ωf ∈ A∗ by ωf (b) = ω(fb), and then (2.2) gives∫
ω(fαs(gah)) ds =
∫
ωf (αs(gah)) ds
= ωf (E(gah))
= ω(fE(gah)).
Since ω ∈ A∗ was arbitrary, the result follows. 
Slightly different versions of the next lemma were implicitly used in the
proofs of [25, Theorem 5.7] and [8, Theorem 4.4].
Lemma 2.3. For a ∈ A and f, g, h ∈ Cc(X), there exists k ∈ Cc(X) such
that
fE(gah) = fE(gah)k.
In particular, the subalgebra A0 defined in (2.1) satisfies
Cc(X)E(A0) ⊂ A0 and A0E(A0) ⊂ A0.
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Proof. Lemma 2.2 implies that there is a compact set K ⊂ G such that
fαs(gah) vanishes for s outside a compact set K ⊂ G, so
fE(gah) =
∫
G
fαs(gah) ds =
∫
K
fαs(ga)γs(h) ds,
and then the supports of the functions {γs(h) : s ∈ K} are all contained in
a compact set L ⊂ X. We choose k ∈ Cc(X) which is identically 1 on L.
Then γs(h) = γs(h)k for all s ∈ K, and
fE(gah) =
∫
K
fγs(g)αs(a)γs(h)k ds
=
(∫
K
fγs(g)αs(a)γs(h) ds
)
k
= fE(gah)k.
The two inclusions follow easily. 
Proposition 2.4. E(A0) is a ∗-subalgebra of M(A) which is contained in
M(A)α.
Proof. Since E is linear and ∗-preserving, E(A0) is a ∗-closed linear subspace
of M(A). It is easy to check from the defining property (2.2) that each E(a)
is invariant under α. To see that E(A0) is closed under multiplication, let
a, b ∈ A and f, g, h, k ∈ Cc(X). Lemma 2.3 gives ` ∈ Cc(X) such that
gE(hbk) = gE(hbk)`, and then it follows from Lemma 2.1 that
E(fag)E(hbk) = E(fagE(hbk)) = E(fagE(hbk)`).
To finish off, observe that E(fagE(hbk)`) is in E(A0) because agE(hbk) is
in A · Cc(X) ·M(A) ⊂ A. 
Definition 2.5. For an object (A,α, φ) of (C0(X), γ) ↓ A(G) we define
FixA = Fix(A,α, φ) to be the norm closure of E(A0) in M(A).
By Proposition 2.4, Fix(A,α, φ) is a C∗-subalgebra of M(A)α. Our next
goal is to prove that Fix extends to a functor from the comma category
(C0(X), γ) ↓ A(G) into C, and for this we need to know that morphisms
respect the construction.
Proposition 2.6. Let σ : (A,α, φ)→ (B, β, ψ) be a morphism in the comma
category (C0(X), γ) ↓ A(G). Then σ(A0)E(B0) ⊂ B0, and σ restricts to a
nondegenerate homomorphism σ| of Fix(A,α, φ) into M(Fix(B, β, ψ)).
The proof of nondegeneracy is surprisingly subtle, and depends on some
properties of the averaging process for the system (C0(X), γ). For f ∈
Cc(X), Eγ(f) is multiplication by the function x 7→
∫
f(x · s) ds. The
expectation Eγ is related to Eα by [20, Proposition 1.4], which implies that
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φ maps Cc(X) into the subalgebra m ⊂M(A) and satisfies Eα ◦φ = φ◦Eγ .
We need the following standard lemma.
Lemma 2.7. For each h ∈ Cc(X) there exists g ∈ Cc(X) such that
E(g)h = h.
Proof. Let K = supph, and choose g1 ∈ Cc(X, [0,∞)) such that g1 > 0
on K. Then E(g1) > 0 on K · G, so there exists g2 ∈ Cc(X/G) such that
g2 = 1/E(g1) on K ·G. Then g := g1g2 satisfies
E(g)(x ·G) =
∫
g1(x · s)g2(x ·G) ds = E(g1)(x ·G)g2(x ·G),
which is 1 whenever x ∈ K. 
Proof of Proposition 2.6. Let f, g ∈ Cc(X), a ∈ A, and b ∈ B0. By
Lemma 2.3, there exists h ∈ Cc(X) such that gE(b) = gE(b)h. Then
σ(fag)E(b) = fσ(a)gE(b) = fσ(a)gE(b)h.
Since Cc(X)E(B0)⊂B0 by Lemma 2.3, we have gE(b)∈B0, σ(a)gE(b)∈B,
and fσ(a)gE(b)h ∈ B0, justifying the first assertion.
Next we claim that σ(E(A0))E(B0) ⊂ E(B0). Indeed, for a ∈ A0 and
b ∈ B0, [20, Proposition 1.4] and Lemma 2.1 give
σ(E(a))E(b) = E(σ(a))E(b) = E(σ(a)E(b)),
which belongs to E(B0) by the first assertion. Taking adjoints gives
E(B0)σ(E(A0)) ⊂ E(B0). Since E(B0) is dense in Fix(B, β, ψ), it fol-
lows that E(a) multiplies E(B0) = Fix(B, β, ψ), and σ maps E(A0) into
M(Fix(B, β, ψ)); continuity now implies that σ maps Fix(A,α, φ) into
M(Fix(B, β, ψ)).
To establish nondegeneracy, let h, k ∈ Cc(X) and b ∈ B. By Lemma 2.7,
there exists g ∈ Cc(X) such that E(g)h = h; choose f ∈ Cc(X) such
that fg = g. Lemma 2.3 implies that there exists ` ∈ Cc(X) such that
gE(hbk) = gE(hbk)`. Then two applications of Lemma 2.1 show that
E(hbk) = E(E(fg)hbk) = E(fg)E(hbk)
= E(fgE(hbk)) = E(fgE(hbk)`).
Lemma 2.3 implies that gE(hbk) belongs to B, so the nondegeneracy of σ
implies that there exists a ∈ A such that gE(hbk) ≈ σ(a)gE(hbk) in norm
in B. Thus, by the continuity of c 7→ E(fc`), we have a norm approximation
E(hbk) ≈ E(fσ(a)gE(hbk)`)
= E(fσ(a)gE(hbk))
= σ(E(fag))E(hbk),
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where at the last stage we used Lemma 2.1 again. Since E(B0) is dense in
Fix(B, β, ψ), this approximation implies that σ| is nondegenerate. 
Corollary 2.8. Suppose that G acts properly on X, and γ is the corre-
sponding action of G on C0(X). Then the assignments
(A,α, φ) 7→ Fix(A,α, φ) and σ 7→ σ|
give a functor from (C0(X), γ) ↓ A(G) to C.
Proof. It is obvious that σ 7→ σ| respects identity morphisms and composi-
tions. 
3. Naturality of Rieffel’s Morita equivalence
We again fix a proper right action of G on a locally compact space X,
let γ be the associated action on C0(X), and consider a system (A,α, φ)
in the comma category (C0(X), γ) ↓ A(G). The next proposition is a new
version of Theorem 5.7 of [25] in which we use our averaging process E in
place of Rieffel’s operator-valued weight ψα, and thereby identify Rieffel’s
generalized fixed-point algebra as our Fix(A,α, φ).
Proposition 3.1. For any object (A,α, φ) in (C0(X), γ) ↓ A(G), α is
proper with respect to A0 = Cc(X)ACc(X) in the sense of [24, Defini-
tion 1.2]; the generalized fixed-point algebra Aα is Fix(A,α, φ), and the right
inner product on A0 is given by
〈a, b〉R = E(a∗b).
Proof. The nondegeneracy of φ implies that the ∗-subalgebra A0 is dense
in A, and it is obviously α-invariant. For a, b ∈ A0 the map aαs(b∗) is in
Cc(G,A), which implies that both s 7→ aαs(b∗) and s 7→ aαs(b∗)∆(s)−1/2
are in L1(G,A), as required in [24, Definition 1.2(1)].
Now fix a, b, c ∈ A0. We observed in Proposition 2.4 that E(b∗a) is
in M(A)α, and the inclusion A0E(A0) ⊂ A0 in Lemma 2.3 implies that
E(b∗a) multiplies A0. Lemma 2.2 implies that the function s 7→ cαs(a∗b) is
in Cc(G,A) and
cE(a∗b) =
∫
cαs(a∗b) ds.
So 〈a, b〉R := E(b∗a) has the properties required in [24, Definition 1.2(2)].
Thus α is proper.
To identify Aα, we note first that
Aα = span{E(a∗b) | a, b ∈ A0} ⊂ E(A0) = Fix(A,α, φ).
For the reverse inclusion, let fag ∈ A0. By the nondegeneracy of φ, we can
approximate a ≈ a∗1hka2, and then by continuity of a 7→ E(fag) we have
E(fag) ≈ E(fa∗1hka2g), and Aα ⊃ Fix(A,α, φ). 
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In [25], Rieffel asserted that if the proper action of G on X is free, then
α is saturated with respect to A0 in the sense of [24, Definition 1.6], and a
proof of this assertion was provided in [8, Lemma 4.1]. Thus Corollary 1.7 of
[24] implies that the completion Z(A) of A0 in the norm defined by 〈·, ·〉R is
an (A×α,r G)–Fix(A,α, φ) imprimitivity bimodule. The left module action
of Cc(G,A) ⊂ A×α,r G on A0 ⊂ Z(A) is given by
f · a =
∫
G
f(s)αs(a)∆(s)1/2 ds,
and the left inner product L〈a, b〉 for a, b ∈ A0 is the element of Cc(G,A)
defined by
L〈a, b〉(s) = aαs(b∗)∆(s)−1/2.
Theorem 3.2. Suppose that G acts freely and properly on a locally compact
space X, and σ : (A,α, φ)→ (B, β, ψ) is a morphism in (C0(X), γ) ↓ A(G).
Then the diagram
(3.1) A×α,r G Z(A) //
σ×rG

Fix(A,α, φ)
σ|

B ×β,r G
Z(B)
// Fix(B, β, ψ)
of C∗-correspondences commutes in the sense that there is an isomorphism
Φ : Z(A)⊗Fix(A,α,φ) Fix(B, β, ψ)
∼=−→ Z(B)
of (A×α,r G)− Fix(B, β, ψ) correspondences such that
Φ(a⊗ E(b)) = σ(a)E(b) for a ∈ A0 and b ∈ B0.
Remark 3.3. By composing with the functor φ 7→ [φ] from C to Caug
described in Remark 1.1, we may view both Fix and the reduced-crossed-
product functor RCP : (A,α, φ) 7→ A ×α,r G as taking values in the aug-
mented category Caug of [4]. Theorem 3.2 then says that diagram (3.1)
commutes in Caug, so the assignment (A,α, φ) 7→ Z(A) implements a natu-
ral isomorphism between RCP and Fix.
For the proof of Theorem 3.2, we need a lemma.
Lemma 3.4. Cc(X)E(A0) is dense in Z(A).
Proof. The homomorphism φ : C0(X)→M(A), which is a morphism in the
category C, induces a morphism
φ×r G : C0(X)×γ,r G→ A×α,r G
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in C. Since A ×α,r G acts nondegenerately on the bimodule Z(A), so does
C0(X)×γ,rG. The action γ of G on C0(X) is saturated, which ensures that
the inner products
L〈f, g〉(s) = fγs(g¯)∆(s)−1/2
for f, g ∈ Cc(X) ⊂ Z(C0(X)) span a dense subspace of C0(X)×γ,rG. Thus
the elements
L〈f, g〉a =
∫
G
fγs(g¯)αs(a) ds =
∫
G
fαs(g¯a) ds
for f, g ∈ Cc(X) ⊂ Z(C0(X)) and a ∈ A0 span a dense subspace of Z(A).
Since every a ∈ A0 can be factored as a = ga, and
fE(a) = fE(ga) =
∫
G
fαs(ga) ds = L〈f, g¯〉a,
we deduce that the elements fE(a) span a dense subspace. 
Corollary 3.5. If σ : (A,α, φ) → (B, β, ψ) is a morphism in the comma
category (C0(X), γ) ↓ A(G), then σ(A0)E(B0) is dense in Z(B).
Proof. For f, g ∈ Cc(X), a ∈ A0, and b ∈ B0 we have
σ(fag)E(b) = fσ(a)gE(b).
This suffices, because Cc(X)E(B0) is dense in Z(B) by Lemma 3.4, and
both σ(A0) and Cc(X) act nondegenerately on Z(B). 
Proof of Theorem 3.2. It is easily checked that Φ respects the right module
action of Fix(B, β, ψ). To see that it preserves the inner products, we let
a, c ∈ A0, b, d ∈ B0, and compute:
〈Φ(a⊗ E(b)),Φ(c⊗ E(d))〉R = E
(
E(b∗)σ(a∗c)E(d)
)
= E(b∗)E(σ(a∗c))E(d) (by Lemma 2.1)
= E(b∗)σ(E(a∗c))E(d)
= E(b∗)σ(〈a, c〉R)E(d)
= 〈E(b), 〈a, c〉R · E(d)〉R
= 〈a⊗ E(b), c⊗ E(d)〉R.
To check that Φ preserves the left action, we note that the action of f ∈
Cc(G,A) ⊂ A ×α,r G is given by a norm-convergent integral, which allows
12 KALISZEWSKI, QUIGG, AND RAEBURN
us to compute as follows:
Φ(f · (a⊗ E(b))) = σ(f · a)E(b)
= σ
(∫
f(s)αs(a)∆(s)1/2 ds
)
E(b)
=
∫
σ(f(s)αs(a))E(b)∆(s)1/2 ds
=
∫
(σ ×r G)(f)(s))βs(σ(a)E(b))∆(s)1/2 ds
(since E(b) ∈M(B)β)
= (σ ×r G)(f) · Φ(a⊗ E(b)).
So Φ is a norm-preserving bimodule homomorphism. Corollary 3.5 says that
Φ has dense range, and hence Φ is an isomorphism, as claimed. 
Remark 3.6. When G does not act freely, the action γ on C0(X) is not
saturated, and we do not expect actions in the comma category to be satu-
rated either. Rieffel’s theory will then give a Morita equivalence between the
generalized fixed-point algebra Fix(A,α, φ) and an ideal I(A) in A×α,r G.
It is tempting to conjecture that this equivalence is also natural, but it is
not even obvious to us that the assignment (A,α, φ) 7→ I(A) is a functor in
the necessary sense.
4. Landstad duality for coactions
Applying Corollary 2.8 to the action rt : G → AutC0(G) induced by
right translation on X = G gives a functor Fix from (C0(G), rt) ↓ A(G)
to C. As a map on objects, the functor Fix underlies the Landstad duality
for coactions in [18, Theorem 3.3], and we will augment the functor Fix to
give a categorical version of Landstad duality for coactions, parallel to the
categorical Landstad duality for actions described in [9].
The Landstad duality of [18] identifies the C∗-algebras which are isomor-
phic to crossed products by a coaction. The coactions in [18] are the reduced
coactions studied in [11], which are homomorphisms δ from a C∗-algebra B
to M(B⊗C∗r (G)) (see [11, Definition 2.1] for the full details). Theorem 3.7
of [11] implies that the crossed product B ×δ G is universal for a family
of covariant homomorphisms (pi, µ) consisting of nondegenerate homomor-
phisms pi : B → M(C), µ : C0(G) → M(C) (where C is any C∗-algebra)
such that
(4.1) pi ⊗ id(δ(b)) = Adµ⊗ id(WG)(pi(b)⊗ 1) for b ∈ B,
where we view WG : s 7→ λs as a multiplier of C0(G,C∗r (G)) = C0(G) ⊗
C∗r (G); the C
∗-algebra B ×δ G is generated by a canonical covariant
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homomorphism (jB , jG) in M(B ×δ G). There is a natural dual action
δ̂ : G→ AutB ×δ G which is characterized by
δ̂t(jB(b)jG(f)) = jB(b)jG(rtt(f)).
We can now restate Theorem 3.3 of [18] as follows:
Theorem 4.1 ([18]). Let (A,α, φ) be an object in (C0(G), rt) ↓ A(G). Then
δ(c) := Adφ⊗ id(WG)(c⊗ 1)
defines a reduced coaction δ = δA of G on FixA := Fix(A,α, φ), and there
is an isomorphism θ = θA of (FixA)×δ G onto A such that θ ◦ α = δ̂ and
(4.2) θ
(
jFixA(c)jG(f)
)
= cφ(f) for c ∈ FixA, f ∈ C0(G).
The reduced coactions (B, δ) of G are the objects in a category Cr(G),
whose morphisms pi : (B, δ)→ (C, ) are the nondegenerate homomorphisms
pi : B →M(C) such that (pi⊗ id) ◦ δ =  ◦ pi. If σ : (A,α, φ)→ (B, β, ψ) is a
morphism in the comma category (C0(G), rt) ↓ A(G), then Proposition 2.6
implies that σ restricts to a morphism σ| : Fix(A,α, φ)→ Fix(B, β, ψ) in C.
The restriction σ| satisfies
σ| ⊗ id(φ⊗ id(WG)) = (σ ◦ φ)⊗ id(WG) = ψ ⊗ id(WG).
Thus (σ| ⊗ id) ◦ δA = δB ◦σ|, so σ| is a morphism in the category Cr(G). In
this way, we extend Fix to a functor Fixr from (C0(G), rt) ↓ A(G) to Cr(G).
Theorem 4.2. The functor Fixr : (C0(G), rt) ↓ A(G) → Cr(G) is a cat-
egory equivalence, with quasi-inverse given by the crossed-product functor
CPr which assigns
(B, δ) 7→ (B ×δ G, δ̂, jG) and pi 7→ pi ×G.
Proof. By abstract nonsense, as in [9, §1], it suffices to check that CPr◦Fixr
∼= id and CPr is full and faithful. For the first statement, we must show
that the isomorphism θA of Theorem 4.1 is natural in (A,α, φ). To see this,
suppose σ : (A,α, φ) → (B, β, ψ) is a morphism. Then CPr ◦ Fixr(σ) is
the homomorphism σ| ×G, and it follows easily from (4.2) that σ ◦ θA and
θB ◦ (σ| × G) agree on elements of the form jFixA(c)jG(f), and hence are
equal.
Next we must show that for every pair of objects (A,α, φ) and (B, β, ψ),
Fixr : Mor((A,α, φ), (B, β, ψ))→ Mor(Fixr(A,α, φ),Fixr(B, β, ψ))
is a bijection. To establish injectivity, suppose σ, τ : (A,α, φ) → (B, β, ψ)
have σ| = τ |. The last assertion in Theorem 4.1 implies that the elements
E(a)φ(f) span a dense subspace of A, and
σ(E(a)φ(f)) = σ|(E(a))ψ(f) = τ |(E(a))ψ(f) = τ(E(a)φ(f)),
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so σ = τ . For surjectivity, suppose that pi is a morphism from Fixr(A,α, φ)=
(FixA, δ) to Fixr(B, β, ψ)=(FixB, ). Then the morphism pi×G : (FixA)×δ
G→ (FixB)× G satisfies
pi ×G(jFixA(c)jG(f)) = jFixB(pi(c))jG(f),
and pulling this over under the isomorphisms θ of Theorem 4.1 gives a
morphism σ : (A,α, φ)→ (B, β, ψ) such that
(4.3) σ(cφ(f)) = pi(c)ψ(f) for c ∈ FixA and f ∈ C0(G).
But σ(cφ(f)) = σ|(c)ψ(f), so (4.3) implies that σ|(c) = pi(c), and we have
σ| = pi. 
Coaction cognoscenti usually work with full coactions rather than reduced
ones, and might prefer to know the following analogue of Theorem 4.2 for
the classes of normal and maximal coactions. Our notation is explained in
the Appendix.
Corollary 4.3. The crossed-product functors
CPn : Cn(G)→ (C0(G), rt) ↓ A(G) and
CPm : Cm(G)→ (C0(G), rt) ↓ A(G)
are equivalences.
Proof. Since CPr is a quasi-inverse for Fixr, it is an equivalence. So it
follows from Theorem A.1 that CPn = CPr ◦ Red is an equivalence. Now
Corollary A.3 implies that CPm = CPn ◦Nor is also an equivalence. 
5. Iterated Landstad duality
Landstad duality for actions, as formulated in [9, Theorem 4.1], gives an
equivalence between A(G) and a comma category of coactions. When we
apply the equivalence of Theorem 4.2 to this comma category, we obtain
an equivalence between A(G) and an iterated comma category in A(G). In
this section, we identify this iterated comma category and obtain interesting
new information about Landstad duality for actions (see Remark 5.4).
We begin with two abstract lemmas about comma categories which will
help us identify the iterated comma category. The first is similar to
[9, Corollary 2.2].
Lemma 5.1. Let F : C → D be a category equivalence, and let a ∈ ObjC.
Then the map F˜ : a ↓ C → Fa ↓ D, defined on objects by F˜ (x, f) =
(Fx, Ff) and on morphisms by F˜ h = Fh, is an equivalence.
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Proof. It is routine to check that F˜ is a functor. As usual, we verify that F˜
is full, faithful, and essentially surjective. For the essential surjectivity, let
(y, g) ∈ ObjFa ↓ D. Since F is an equivalence, there exists x ∈ ObjC and
an isomorphism θ : y → Fx in D, and then for the same reason there exists
f ∈ C(a, x) such that θ ◦ g = Ff . Then
θ : (y, g)
∼=−→ (Fx, Ff) = F˜ (x, f) in Fa ↓ D.
To see that F˜ is full and faithful, let k : F˜ (x, f) → F˜ (y, g) in Fa ↓ D.
We must show that there is a unique h : (x, f) → (y, g) in a ↓ C such that
F˜ h = k. We have k : Fx→ Fy in D, so because F is an equivalence there is
a unique h : x→ y in C such that Fh = k. Since k◦Ff = Fg in D, we have
h ◦ f = g in C, again because F is an equivalence. Thus h : (x, f) → (y, g)
in a ↓ C and F˜ h = k. Moreover, h is the unique such morphism in a ↓ C,
because of its uniqueness in C. 
Lemma 5.2. Let D be a category, let b∈ObjD, and let (y, g)∈Obj(b ↓ D).
Then the iterated comma category (y, g) ↓ (b ↓ D) is isomorphic to y ↓ D.
Proof. Let E = (y, g) ↓ (b ↓ D). An object ((z, h), u) of E comprises an
object z of D, a morphism h : b → z in D, and a morphism u : y → z in
D such that u ◦ g = h. A morphism φ : ((z, h), u) → ((w, k), v) in E is a
morphism φ : z → w in D such that φ ◦ h = k and φ ◦ u = v, and since
h = u ◦ g and k = v ◦ g, the equation φ ◦h = k is automatic given φ ◦u = v.
Thus the formulas
G((z, h), u) = (z, u) and G(φ) = φ
give well-defined maps on objects and morphisms from E to y ↓ D, and it
is routine to check that G is then a functor. The map defined on objects
and morphisms of y ↓ D by
(z, u) 7→ ((z, u ◦ g), u) and φ 7→ φ
is an inverse for G, and thus G is the desired isomorphism. 
For a locally compact group G, the canonical map irG : G→UM(A×α,rG)
has an integrated form if,rG : C
∗(G)→M(A×α,r G), which factors through
a homomorphism irG : C
∗
r (G)→M(A×α,r G) (so that if,rG = irG ◦ λ).
Proposition 5.3. For any locally compact group G, the assignments
(A,α) 7→ (A×α,r G×bαr G, ̂̂αr, irG ×G) and φ 7→ φ×r G×G
give a category equivalence
A(G) ∼ (C∗r (G)×δrG G, δ̂rG ) ↓ A(G).
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Proof. Theorem 4.1 of [9] says that the assignments
(A,α) 7→ (A×α,r G, α̂, if,rG ) and φ 7→ φ×r G
give an equivalence between A(G) and (C∗(G), δG) ↓ Cn(G). There is a
subtlety here: (C∗(G), δG) need not be a normal coaction, and the arrows
in the comma category are morphisms in C(G). However, the normalization
of δG is the full coaction δnG of G on C
∗
r (G) [4, Proposition A.61], and every
morphism φ : (C∗(G), δG)→ (B, δ) with δ normal has the form φn ◦ λ for a
unique morphism φn : (C∗r (G), δ
n
G)→ (B, δ). (The existence of φn is proved
in the Appendix as part of the assertion that normalization is a functor.)
Thus the map (B, δ, ψ) 7→ (B, δ, ψ ◦ λ) is an isomorphism
(C∗r (G), δ
n
G) ↓ Cn(G)→ (C∗(G), δG) ↓ Cn(G)
of comma categories. Thus
(A,α) 7→ (A×α,r G, α̂, irG) and φ 7→ φ×r G
is a category equivalence between A(G) and (C∗r (G), δnG) ↓ Cn(G), which we
denote (locally) by RCP.
The isomorphism Red of Theorem A.1 carries (C∗r (G), δ
n
G) to (C
∗
r (G), δ
r
G),
and hence by Lemma 5.1 induces an equivalence
Red :˜ (C∗r (G), δ
n
G) ↓ Cn(G)→ (C∗r (G), δrG) ↓ Cr(G).
The quasi-inverse equivalence CPr : Cr(G) → (C0(G), rt) ↓ A(G) of Theo-
rem 4.2 carries (C∗r (G), δ
r
G) to (C
∗
r (G) ×δrG G, δ̂rG, jG), and hence by
Lemma 5.1 induces an equivalence of (C∗r (G), δ
r
G) ↓ Cr(G) with the iter-
ated comma category
(C∗r (G)×δrG G, δ̂rG, jG) ↓
(
(C0(G), rt) ↓ A(G)
)
.
Thus by Lemma 5.2, CPr induces an equivalence
↓CPr : (C∗r (G), δrG) ↓ Cr(G)→ (C∗r (G)×δrG G, δ̂rG) ↓ A(G).
The composition ↓CPr ◦ Red˜◦ RCP is the desired equivalence. 
Remark 5.4. This result contains new information about Landstad dual-
ity. It implies that a system (C, β) in A(G) is isomorphic to a double-dual
action if and only if there exists a morphism φ : (C∗r (G)×δrGG, δ̂rG)→ (C, β).
The underlying homomorphism comes from a covariant homomorphism
(pi, µ) := (φ◦jC∗r (G), φ◦jG) of (C∗r (G), δrG) in M(C); pi is the integrated form
of a unitary U : G→ UM(C), and the covariance of (pi, µ) is then equivalent
to the covariance of (µ,U) : (C0(G), lt) → M(C) (see, for example, Exam-
ple 2.9(1) of [21]). So Proposition 5.3 implies that (C, β) is isomorphic to a
double-dual action if and only if there is a covariant homomorphism (µ,U)
of (C0(G), lt) in M(C) such that µ ◦ rts = βs ◦ µ and βs(Ut) = Ut for all
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s, t ∈ G. It seems to us that it might take some work to deduce this asser-
tion directly from the non-categorical versions of Landstad duality in [10]
and [18].
Remark 5.5. There are several other versions of iterated Landstad du-
ality. First, an argument parallel to that of Proposition 5.3 gives a dual
equivalence
(B, δ) 7→ (B ×δ G×bδ,r G, ̂̂δ, jBG ×G) and φ 7→ φ×G×r G
between Cr(G) and (C0(G) ×rt G, r̂t) ↓ Cr(G) (here we used the equality
C0(G) ×rt G = C0(G) ×rt,r G). Other variants can then be derived using
the equivalence Cm(G) ∼ Cn(G) and the isomorphism Cn(G) ∼= Cr(G).
6. Naturality of Mansfield imprimitivity
Suppose that H is a closed subgroup of a locally compact group G. In
this section, we apply Theorem 3.2, with (X,G) = (G,H), to elements of
the comma category (C0(G), rt|) ↓ A(H) of the form (B×δG, δˆ|, jG), where
δ is a reduced coaction.
Theorem 3.1 of [7] says that the restriction δˆ| of the dual action to H is
proper with respect to Mansfield’s subalgebra D of B ×δ G. Lemma 3.3 of
[7] says that D ⊂ m, and the right inner product used in [7] is defined using
our averaging process E as 〈x, y〉 = E(x∗y), so that the generalized fixed-
point algebra (B×δ G)δˆ| obtained in [7] is the closed span in M(B×δ G) of
the set {E(x∗y) : x, y ∈ D}. The proof of Theorem 3.1 in [7, pages 1157–58]
shows that this generalized fixed-point algebra is precisely the subalgebra
B ×δ,r (G/H) of M(B ×δ G).
We know from [7, Lemma 3.2] that D = Cc(G)DCc(G), and hence D
is a subalgebra of our A0 := Cc(G)(B ×δ G)Cc(G). Thus each E(x∗y)
for x, y ∈ D belongs to E(A0), and (B ×δ G)δˆ| is contained in our fixed-
point algebra Fix(B ×δ G, δˆ, jG). On the other hand, D is dense in B ×δ G
by [13, Theorem 12], and it follows from the norm continuity of the map
a 7→ E(fag) that every E(fag) for fag ∈ A0 belongs to (B ×δ G)δˆ|. This,
together with the discussion in the preceding paragraph, yields
(6.1) Fix(B ×δ G, δˆ, jG) = (B ×δ G)δˆ| = B ×δ,r (G/H).
Proposition 6.1. The assignments
(6.2) (B, δ) 7→ B ×δ,r (G/H) and φ 7→ φ×G|
define a functor from Cr(G) to C.
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Proof. We know from Theorem 4.2 that the assignments
(B, δ) 7→ (B ×δ G, δ̂, jG) and φ 7→ φ×G
define a functor CPr from Cr(G) to the comma category (C0(G), rt) ↓ A(G)
(indeed, this functor is a category equivalence). The map (A,α) 7→ (A,α|)
is easily seen to be a functor from A(G) to A(H), so by Lemma 5.1 induces
a functor on comma categories. We showed in Corollary 2.8 that Fix is a
functor from (C0(G), rt|) ↓ A(H) to C. The assignments in (6.2) are the
composition of these three functors
(6.3) Cr(G) CP
r
−−−→ (C0(G), rt) ↓ A(G)→ (C0(G), rt|) ↓ A(H) Fix−−→ C,
and the result follows. 
Since the fixed-point algebra and the inner product in Proposition 3.1 are
the same as those used in [7, Theorem 3.1], the bimodule D from [7] embeds
as a closed Hilbert submodule of Z(B ×δ G). Since H acts freely on G, the
imprimitivity algebras of both D and Z(B×δG) are (B×δG)×bδ,rH. Thus
the Rieffel correspondence implies that D = Z(B ×δ G), and the following
theorem on the naturality of the Morita equivalence in [7] follows from
Remark 3.3.
Theorem 6.2. The bimodules Z(B×δG) implement a natural isomorphism
between the functors (B, δ) 7→ B ×δ,r (G/H) and (B, δ) 7→ (B ×δ G)×δˆ,r H
from Cr(G) to Caug.
Proof. We just need to observe that the second functor factors as
Cr(G) CP
r
−−−→ (C0(G), rt) ↓ A(G)→ (C0(G), rt|) ↓ A(H) RCP−−−→ Caug,
where the first two functors are the same as the first two in the factoriza-
tion (6.3) of (B, δ) 7→ B ×δ,r (G/H), and the third is the functor RCP in
Remark 3.3, which by Theorem 3.2 is naturally isomorphic to Fix. 
Appendix A. Reduction and normalization of coactions
We consider the category Cr(G) in which the objects (B, δ) are (nonde-
generate) reduced coactions δ : B →M(B⊗C∗r (G)), and the category C(G)
of (nondegenerate) full coactions δ : B →M(B⊗C∗(G)); in both categories,
the morphisms φ : (B, δ) → (C, ) are the nondegenerate homomorphisms
φ : B →M(C) such that
(A.1) (φ⊗ id) ◦ δ =  ◦ φ,
though in Cr(G), (A.1) holds in M(C ⊗ C∗r (G)), and in C(G), it holds
in M(C ⊗ C∗(G)). For systems in C(G), covariance is defined using the
function wG : s 7→ iG(s) from G to UM(C∗(G)), whereas for systems in
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Cr(G), it is defined using WG : s 7→ λs (see (4.1)). Each system (B, δ) has
a crossed product (B ×δ G, jB , jG) carrying a dual action δ̂ of G, and there
are functors CP on C(G) and CPr on Cr(G) which take a system (B, δ) to
the element (B ×δ G, δ̂, jG) of the comma category (C0(G), rt) ↓ A(G).
We will be interested in the full subcategory Cn(G) of C(G) consisting
of the normal coactions, that is, those (B, δ) in C(G) for which jB : B →
M(B ×δ G) is an injection. For every object (B, δ) in Cn(G), the map
δr := (id ⊗ λ) ◦ δ is a reduced coaction of G on the same C∗-algebra B,
called the reduction of δ (see [19, Proposition 3.3]). If φ : (B, δ) → (C, )
is a morphism in Cn(G), then applying id⊗ λ to both sides of (A.1) shows
that the underlying homomorphism φ : B → M(C) also gives a morphism
φ : (B, δr)→ (C, r) in Cr(G). Indeed, the assignments
(B, δ) 7→ (B, δr) and φ 7→ φ
form a functor Red: Cn(G)→ Cr(G).
The following theorem sums up the properties of the reducing process.
Theorem A.1. For every locally compact group G, the functor Red is
an isomorphism between Cn(G) and Cr(G). The crossed product functors
CPn := CP|CnG) and CPr are related by CPn = CPr ◦ Red.
There are choices implicit in the last assertion of the above theorem: a
crossed product of a system (B, δ) is by definition a triple (C, jB , jG) which
is universal for covariant homomorphisms, and to define the functors CPn
and CPr we either need to nominate a particular construction which works
for all (B, δ) (as in [4, §3.1.2]), or choose a triple for each (B, δ) using the
axiom of choice (as advocated in [9]). The equality CPn = CPr ◦Red means
that, when we make a construction or choice for one of CPn or CPr, that
same construction or choice will work for the other.
Proof. To see that Red is an isomorphism, it suffices to check that Red
is bijective on objects, faithful, and full. If (B, δ) is a reduced coaction,
then Theorem 4.7 of [19] implies that there is a unique normal coaction
δf of G on B such that δ = (δf )r, so Red is bijective on objects. Since
the underlying nondegenerate homomorphisms of φ and Red(φ) are the
same, Red is trivially faithful. Checking fullness, though, seems to require
some work: we must show that if (B, δ), (C, ) are objects in Cn(G) and
φ : (B, δr) → (C, r) is a morphism in Cr(G), then (φ ⊗ id) ◦ δ =  ◦ φ as
homomorphisms into M(B⊗C∗(G)), so that the underlying nondegenerate
homomorphism φ : B →M(C) is also a morphism in Cn(G).
Theorem 4.7 of [19] says there is exactly one normal coaction with re-
duction δr, so we can identify δ with the coaction (δr)f constructed in the
proof of [19, Theorem 4.7]. There it is proved that Ad jG ⊗ id(wG) gives a
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full coaction of G on the crossed product B ×δr G, and that this coaction
restricts to a full coaction on the subalgebra jB(B) of M(B ×δr G); (δr)f
is the coaction on B pulled back from the coaction Ad jG ⊗ id(wG) via the
isomorphism jB . In other words, δ = (δr)f is characterized by
(A.2) jB ⊗ id(δ(b)) = Ad jG ⊗ id(wG)(jB(b)⊗ 1).
To help keep things straight, we denote the canonical map of C0(G) into
M(B ×δr G) by jBG .
Since φ : (B, δr) → (C, r) is a morphism in Cr(G), there is a nondegen-
erate homomorphism φ×G : B ×δr G→M(C ×r G) such that
φ×G(jB(b)jBG (f)) = jC(φ(b))jCG(f).
This implies in particular that (φ×G) ◦ jBG = jCG , so
(A.3) (φ×G)⊗ id(jBG ⊗ id(wG)) = jCG ⊗ id(wG).
We now take b ∈ B and compute, using (φ×G) ◦ jB = jC ◦ φ, (A.2), (A.3)
and then (A.2) again:
jC ⊗ id(φ⊗ id(δ(b))) = (φ×G)⊗ id
(
jB ⊗ id(δ(b))
)
= (φ×G)⊗ id(Ad jBG ⊗ id(wG)(jB(b)⊗ 1))
= Ad jCG ⊗ id(wG)(jC(φ(b))⊗ 1)
= jC ⊗ id((φ(b))),
which, since jC is injective, implies that φ is a morphism in Cn(G). Thus
Red is an isomorphism.
To finish, we deduce from [19, Proposition 3.8] (or [21, Theorem 4.1])
that a triple (C, pi, µ) is a crossed product of the reduction (B, δr) if and
only if it is a crossed product of (B, δ), and hence CPn = CPr ◦ Red. 
Next we consider the full subcategory Cm(G) of C(G) consisting of the
maximal coactions for which full crossed-product duality holds (see [2]).
It was shown in [9] that normalization implements an equivalence between
Cm(G) and Cn(G), and we want to know that this equivalence is compatible
with crossed products.
If (B, δ) is a full coaction, the normalization introduced in [19] is a normal
coaction δn on a quotient Bn of B; if qB : B→Bn is the quotient map, then
δn is characterized by δn ◦ qB = (qB ⊗ id) ◦ δ. If φ : (B, δ) → (C, ) is a
morphism in C(G), then there is a unique morphism φn : (Bn, δn)→(Cn, n)
in C(G) such that φn ◦ qB = qC ◦ φ. (Since (Cn, n) is normal, it has
a covariant representation (pi, µ) with pi faithful; now (pi ◦ qC ◦ φ, µ) is a
covariant representation of (B, δ), and [19, Proposition 2.6] implies that
pi ◦ qC ◦ φ and qC ◦ φ factor through qB .) Thus normalization is a functor
Nor: C(G)→ Cn(G).
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Proposition A.2. The composition CPn◦Nor: C(G)→ (C0(G), rt) ↓ A(G)
is naturally isomorphic to CP.
Proof. If (B, δ) is a full coaction, then the induced map qB × G is an iso-
morphism of B ×δ G onto Bn ×δn G (see [19, Proposition 2.6]); we claim
that these isomorphisms are natural. Suppose φ : (B, δ) → (C, ) is a mor-
phism in C(G). Then φn : Bn → M(Cn) is also a nondegenerate homo-
morphism, and satisfies φn ◦ qB = qC ◦ φ. But now the functoriality of
CP: C(G)→ (C0(G), rt) ↓ A(G) implies that
(φn ×G) ◦ (qB ×G) = (qC ×G) ◦ (φ×G),
and hence we have the naturality of the isomorphisms qB ×G. 
Corollary A.3. Normalization implements an equivalence between Cm(G)
and Cn(G), and CPn ◦Nor is naturally isomorphic to CPm := CP|Cm(G).
Proof. It is proved in [9, Theorem 3.3] that Nor is an equivalence on the
subcategory Cm(G), and the rest follows from Proposition A.2. 
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