In this paper we investigate rational minimal surfaces { a special class of umbilic-free minimal surfaces with nite total curvature and Enneper type ends. We de ne an iteration for Gauss maps and show that it can be used to produce in nitely many families of rational functions that yield rational minimal surfaces{the Schwarzian derivative plays an important role in the proof. We also investigate a relationship between the transformation used in the iteration and the Darboux-B acklund transformation for the Korteweg-de Vries equation.
Introduction
A local description of a minimal surface is encoded, via the Enneper-Weierstrass representation, by its Gauss map and by its Hopf di erential. Assume that we have a meromorphic
Hopf di erential Q on C P 1 that is holomorphic and nowhere zero on C = C P 1 n fa 0 g with one point deleted. We want to nd all rational Gauss maps g : C P 1 ! C P 1 which yield rational minimal surfaces having the Hopf di erential Q, i.e. the result is a minimal surface that is the real part of a null curve into C 3 whose components are quotients of polynomials. These surfaces also have a geometric description, namely, they are complete conformal minimal immersions F : M = C P 1 nfa 0 ; a 1 ; : : : ; a N g ! R 3 with nite total curvature, with no umbilics, and with Enneper type ends at each a j , j = 0; 1; : : : ; N, where all but one are non-umbilic ends. The simplest rational minimal surface is Enneper's surface. To construct these rational minimal surfaces, we will describe an iteration scheme for Gauss maps (with respect to a xed Hopf di erential) that consists of M obius transformations and a transformation that can be viewed as a Darboux-B acklund transformation (DBT), a special case of the Christo el transformation for isothermic surfaces. The iteration can be applied to g(z) = z, the Gauss map of Enneper's surface, in order to produce in nitely many families of rational Gauss maps that correspond to rational minimal surfaces. This iteration is interesting because the DBT, although it involves integration, produces in nitely many rational maps of C P 1 to itself, and because it can be used to change the degree of the Gauss map. First, we de ne the terms \Enneper type end" and \non-umbilic end", and then we prove that the geometric description (given above) implies that the minimal surface is rational. From the proof of the theorem, we will see that any rational minimal surface with Hopf di erential Q = d 2 can be obtained using just its Gauss map via the \umbilic free residues. Ifĝ is globally de ned as a function from C to C P 1 , we callĝ rational. The UPiteration is the repeated application of M obius and DBT to a Gauss map. The resulting maps, the UP-iterates of g, are then substituted into the umbilic free representation. The DBT of g is a special case of the Christo el transformation for isothermic surfaces seen in classical literature and in current research articles (cf. 8]). The immediate motivation for our investigation of the DBT in the setting of minimal surfaces arose from the study of analogous transformations in the setting of discrete constant mean curvature and discrete minimal surfaces during the last decade 3], 4], 7]. In order to nd properties of Gauss maps that correspond to rational minimal surfaces, we seek properties of those Gauss maps whose UP-iterates are rational functions. The Schwarzian derivative is a natural object to examine when looking at the UP-iteration since it is already invariant with respect to M obius transformations. After studying the Schwarzian derivative and proving some properties about Schwarzian derivatives, we will prove Theorem. If g : C ! C P 1 is rational with double branch points and if its Schwarzian derivative has zero residues, then each UP-iterate is rational and corresponds to a rational minimal surface with Hopf di erential Q = dz 2 through the umbilic free representation.
Corollary. Starting with the Gauss map g(z) = z, the UP-iteration yields in nitely many 1-parameter families of umbilic free rational minimal surfaces. Each family is described by sequences of ratios d=c.
In the future we would like to classify all Gauss maps that yield in nitely many rational UP-iterates, and eventually we would like to classify all minimal surfaces that arise as the real part of a rational null curve into C 3 . We would also like to extend the iteration to allow for the occurrence of umbilics. Extending the iteration may allow us to classify not only Gauss maps that yield in nitely many rational minimal surfaces, but may allow us to classify all minimal surfaces that arise as the real part of a rational null curve into C 3 .
Rational minimal surfaces
LetM be a compact Riemann surface, let fa 1 ; : : : a N g M , and let M =Mnfa 1 ; : : : ; a N g. For now, consider complete, conformal, non-planar minimal immersions F : M ! R 3 with nite total curvature and with no umbilics on M. We use the following version of the Enneper Weierstrass representation on simply connected domains of M: 2 ; i(1 + g(z) 2 ); 2g(z)) : (1) Here the Gauss map is denoted by g, z is a conformal coordinate on M, is a holomorphic one-form, and the map G(z) = (G 1 (z); G 2 (z); G 3 (z)) is a holomorphic null curve on the domain of de nition. The Hopf di erential is a holomorphic quadratic di erential which has zeros at umbilics, and for this version of the Enneper Weierstrass representation the Hopf di erential is Q = dg. Writing = Q=dg shows that the pair Q and g determine the surface through this representation.
Since the total curvature of the immersion F is nite, we know that the meromorphic Gauss map g and the holomorphic one-form extend meromorphically from M toM 11] . that the vector valued one-form can be meromorphically extended toM. Since F is an immersion with nite total curvature, the real periods of F are zero 5], and further, since Q = dg, the Hopf di erential also extends meromorphically toM. that Q = d 2 , and ii. F is the real part of a rational holomorphic null curve de ned on M. We will call F a rational minimal surface. Proof. Without loss of generality, let a 1 ; : : : ; a N be the non-umbilic ends.
Since the Hopf di erential extends meromorphically to C P 1 , and since we have non-umbilic ends at a j , i = 1; 2; : : : ; a N , the Hopf di erential extends to a non-zero value at each of these points. Since there are no umbilics on M, the Hopf di erential Q is, in fact, holomorphic and non-vanishing on C P 1 nfa 0 g. Using the conformal coordinate on C P 1 nfa 0 g, we have another holomorphic quadratic di erential d 2 which extends meromorphically, with a pole of order four, across a 0 . If the meromorphic extension of Q across a 0 is of order ?4 or greater, we let q = Q=d 2 , otherwise we let q = d 2 =Q. In either case, q is now a bounded entire function on C P 1 and, by Liouville's Theorem, it is constant. By scaling the conformal coordinate we can make this constant 1 and therefore Q = d 2 .
Since this coordinate depends on the absence of umbilics, we call the umbilic free coordinate.
For each a j letŨ a j be a neighborhood of a j in C P 1 containing no other a k 's, and let U a j = U a j nfa j g. Since there are Enneper type ends at each a j , we know that in the punctured neighborhoods U a j F can be written as the real part of a holomorphic null curve G, where G is meromorphic on eachŨ a j . Thus, we actually have a meromorphic, i.e. rational, curve G : C P 1 ! C 3 whose poles form the set fa 1 ; a 2 ; : : : ; a N g and such that F(z) = ReG(z) on M. Therefore F is the real part of a rational holomorphic null curve on M.
In this proof, we saw that if F is a rational minimal surface, then the Hopf di erential for the surface, Q, gives us a natural atlas for C P 1 (the umbilic free coordinate and w = 1= ), and Q also gives us a natural notion of in nity (a 0 ). The Hopf di erential for the Enneper Weierstrass representation is Q = dg, and by equating this with our umbilic free expression d 2 2 ; i + ig( ) 2 ; 2g( ))d ; (2) where M = C P 1 nfa 1 ; : : : ; a N g, the singularity of the Hopf di erential is a 0 , is the coordinate on C P 1 nfa 0 g, and a 1 ; : : : ; a N?1 are branch points of g.
Note that we always have an Enneper type end at a 0 . Writing the metric as I = (1 + jgj 2 ) 2 j j 2 = (1 + jgj 2 ) 2 jQ=dgj 2 , and observing that Q has an order 4 pole at a 0 , the surface has an end regardless of whether g branches at a 0 or not { if g branches at a 0 , the singularity of the surface is just magni ed. It should be noted that this representation for a minimal surface can also be extracted from the theory of isothermic surface pairs since any map g : C ! C P 1 can be viewed as a curvature line parameterization of an isothermic spherical surface, and therefore its Christo el transform can be computed. The result is a minimal surface whose local representation away from umbilics is given by (2)|for a detailed explanation see Hertrich-Jeromin, et al. , 8] . We want to nd rational Gauss maps that correspond to rational minimal surfaces when substituted into the umbilic free representation. An example of a rational Gauss maps whose corresponding umbilic free minimal surface is not the real part of a rational curve is obtained by using g(z) = 2 ); which is clearly not the real part of a rational curve in C 3 .
The UP-iteration
De nition 3.1. Assume that we have xed the point a 0 on C P 1 as in nity, and we have xed the conformal coordinate on C P 1 nf1g. The UP-iteration consists of repeatedly applying M obius transformations and the DBT to a given rational map g : C ! C P 1 . Using the notation g 0 = g, g 1 = \ 1 (g 0 ), g 2 = \ 2 (g 1 ), g 3 = \ 3 (g 2 ), etc. the n-th iterate can be de ned if and only if the rst n ? 1 iterates are rational. The UP-iteration can be used to obtain rational Gauss maps g n : C ! C P 1 that yield rational minimal surfaces by substituting the coordinate and g n into the umbilic free representation (2).
We wish to nd those Gauss maps that can be iterated inde nitely, i.e. maps such that g n is rational for all n, regardless of the choices of M obius transformations k , k = 1; 2; : : : ; n.
The following theorem shows that the rationality of minimal surfaces corresponds to the rationality of UP-iterates. 
are rational, iv. the umbilic free surface corresponding to g is the real part of a rational curve in C 3 .
Proof. (We will suppress the variable throughout the proof.) Statements (iii) and (iv) are equivalent by rewriting the umbilic free representation as Using the rationality of R g g 0 , we similarly obtain that 1 c 2 1
is rational. Thus (ii) implies (iii) and we are done.
Branch points
If we want to have Gauss maps that can be processed inde nitely through the UP-iteration, always yielding rational minimal surfaces, we need to require that our maps have even order branch points. We will see that we need to actually require something stronger, but for now we restrict our attention to Gauss maps with even order branch points. The motivation for this comes from examining the e ect of the DBT and of the M obius transformation inversion applied to a function with an odd order branch point. Without loss of generality, we can assume that the odd order branch point is at zero. If g has a branch point of order 1, say g 0 (z) = z i . Hence, the DBT of g is not a rational map, and the umbilic free surface corresponding to g is not the real part of a rational curve. If we start with a general odd order branch point of g at z = 0, say
where none of the P i or Q j are zero, then we can decrease the order of this branch point by two by rst performing the DBT and then using inversion as our M obius transformation.
We obtaing(z) = ?1=ĝ(z), whose derivative iŝ
the order at zero has been decreased by two. If we continue to perform DBT's followed by inversion on the resulting maps, we can eventually obtain a map whose derivative is
j=1 (z ? Q 0 j ) m 0 j , where none of the P 0 i or Q 0 j is zero. We have seen that the DBT of such a map is not rational, i.e. does not exist as a globally de ned function from C to C P 1 . Therefore g cannot be iterated forever, i.e. the iterates of g do not all produce rational minimal surfaces.
Since M obius transformations are di eomorphisms of C P 1 ,g and g have the same branch points with the same multiplicities. The DBT changes the branch points, their orders, and the number of branch points. For this reason we introduce the following:
De nition 4.1. Non-polar branch points of g : C ! C P 1 are branch points P such that g(P) 6 = 1, i.e. g(P) 6 = a 0 .
Remark 1. Observe that if g is rational and has even order branch points, then g 0 (z) must be of the form
where the branching orders are br P i g = 2n i , br Q j g = 2m j ?2, with n i ; m j 1. The points P i are non-polar branch points, while the points Q j with m j > 1 are polar branch points. The points Q j with m j = 1 are simple poles of g. Lemma 4.2. If g : C ! C P 1 is rational and has double branch points, then, except for a nite number of M obius transformations,g andĝ (when it exists) have non-polar double branch points.
Proof. Observe that if a function g has non-polar double branch points, then its derivative and the derivative of its DBT are of the form
It is therefore clear that the DBT, if it exists, has non-polar double branch points, too.
If g has double branch points, then its derivative has the form:
where P i are non-polar double branch points, R l are polar double branch points, and Q j are simple poles of g. Further, since g is rational,
where none of the Q j and R l are zeros of the polynomial r(z). Now choose a M obius transformation such that ?d c 6 2 fg(P 1 ); : : : ; g(P N ); g(R 1 ); : : : ; g(R L )g : (6) Then the derivative ofg has the form
Because of the restriction (6) on the M obius transformation, and because none of the Q j and R l are zeros of r(z), we have that the zeros of cr(z) + 
are all simple zeros. This implies thatg has non-polar branch points at the P i and R l , and no other branch points. By the observation at the beginning of the proof, it now follows thatĝ (when it exists) has non-polar double branch points for any M obius transformation satisfying (6). Lemma 4.3. If g : C ! C P 1 is rational and has non-polar double branch points, then
and
Proof. By symmetry, it su ces to examine the residue of g 0 at Q 1 . We change variables using w = z ? Q 1 so that Now we see that the residue of g 0 at Q 1 is
Because of the symmetry of the denominator, we obtain the residue of g 0 at Q j , equation (7). By interchanging the numerator and denominator we obtain the residue of 1=g 0 at P i , equation (8).
Schwarzian derivatives
We wish to nd rational Gauss maps g : C ! C P 1 all of whose UP-iterates correspond to rational minimal surfaces through the umbilic free representation. In Theorem 3.3, we saw that it this is equivalent to nding rational Gauss maps g whose UP-iterates are themselves rational. We need a property of rational maps g such thatĝ is rational for all M obius transformations and such thatĝ also has this property.
In the preceding section we showed that if g has double branch points, theng andĝ have non-polar double branch points for all but nitely many M obius transformationsg of g.
We also obtained an explicit formula for the residues of g 0 (z) and 1=g 0 (z) when g has non-polar double branch points.
Hence, we seek a property of rational maps g that impliesĝ 0 (z) has zero residues, where the property itself is invariant under M obius transformations and DBT's. Since the Schwarzian derivative is invariant with respect to post-composition by M obius transformations, it is natural to seek a property of the Schwarzian that implies the rationality of g and is also invariant with respect to the DBT.
We will see that the zero residues of the Schwarzian are the invariant under M obius transformations and under the DBT. We will also see that if g has non-polar double branch points, then the zero residues of the Schwarzian of g directly imply the rationality ofĝ. The problem is that the property of having double branch points is not preserved under the UP-iteration. However, since it is preserved for all but a nite number of M obius transformations at each step, we can overcome this obstruction.
De nition 5.1. The Schwarzian derivative of g with respect to z is S g;z (z) := ( g 00 (z) g 0 (z) ) 0 ? 1 2 ( g 00 (z) g 0 (z) ) 2 :
If the context is clear, we will write S g rather than S g;z (z). We say the Schwarzian of g has zero residues if res Q j S g = 0 for all poles Q j of S g .
The next lemma states some properties of the Schwarzian, one of them is the well-known fact that the Schwarzian is invariant under post-composition by M obius transformations, and therefore we have S g;z (z) = Sg ;z (z). Proof. Straight-forward calculations.
The following lemma gives an explicit formula for the Schwarzian of a function that has even order branch points, in particular it gives us a formula for the residues of the Schwarzian.
Lemma 5.3. If g : C ! C P 1 has even order branch points, then Simplifying this yields (12) , and the residues follow immediately.
Lemma 5.4. If g has non-polar double branch points, then the residues of g 0 (z) and 1=g 0 (z) are non-zero multiples of the residues of the Schwarzian S g . Speci cally,
Proof. Substitute n i = 1 and m j = 1 into equations (14) and (13) and then compare with equations (7) and (8), respectively.
Corollary 5.5. If g : C ! C P 1 is rational with non-polar double branch points and if its Schwarzian S g has zero residues, thenĝ : C ! C P 1 is rational. 
Further, the Schwarzians of the UP-iterates of g (when the iterates exist) have zero residues.
Proof. Since g has even order branch points and since the Schwarzian has zero residues, equations (14) and (13) The last two lines of the Schwarzian ofĝ are zero by (17), so it has zero residues and we obtain equation (16).
These computations show that the Schwarzian of a function g with even order branch points has zero residues if and only if the Schwarzian of its DBTĝ has zero residues. Since the Schwarzian is invariant under M obius transformations, and since the property of having double branch points is invariant under the UP-iteration, this shows that the zero residues of the Schwarzian are invariant under the UP-iteration whenever the iterates exist.
Lemma 5.7. If g : C ! C P 1 is rational with double branch points, and if its Schwarzian has zero residues, thenĝ is rational for all M obius transformations of g.
Proof. Since g has double branch points, Lemma 4.2 implies thatg has non-polar double branch points for all but nitely many M obius transformations. Since Sg = S g has zero residues, Corollary 5.5 impliesĝ is rational for all but nitely many M obius transformations. By Theorem 3.3, this implies thatĝ is rational for all M obius transformations.
Assume that g has double branch points and that its Schwarzian has zero residues. We have shown that g 1 = \ 1 g is rational for any choice of the M obius transformation 1 , and we have shown that the zero residues of the Schwarzian are invariant under the UP-iteration. In order to prove that all UP-iterates of g are themselves rational maps, we now need to show that g 2 := \ 2 g 1 is rational for any choices of the M obius transformations 1 and 2 . Then we must show that all iterates thereafter are rational,
i.e. that g n := \ n g n?1 is rational for each n = 1; 2; : : : , and for all choices of M obius transformations k , k = 1; 2; : : : ; n + 1. If g 1 has double branch points for a given choice of 1 and by applying the same argument given above, we obtain that g n+1 is rational for all choices of the M obius transformations i , 1 i n + 1. M obius transformations with the same ratio d=c yield the same iterate g for a given g, up to a scalar multiple and an additive constant of integration. Ignoring this constant of integration, we actually have a family of iterates parameterized by the ratio d=c 2 C P 1 .
Using a speci c member of the family, g 1 corresponding to k 1 := d 1 =c 1 , we then obtain the family of Gauss maps \ g 1 , which is also parameterized by ratios d=c. If we specify k 2 := d 2 =c 2 , we get another family of Gauss maps, and so on. If we continue the iteration for n steps, we can eventually obtain a family of Gauss maps \ g n which all have the parameters k 1 ; k 2 ; : : : ; k n in common, but have di erent ratios d=c. In this sense, the UP-iterates of a given Gauss map are described by sequences of ratios.
Corollary 5.9. Starting with the Gauss map g(z) = z, the UP-iteration yields in nitely many 1-parameter families of umbilic free rational minimal surfaces. Each family is described by sequences of ratios d=c.
Examples
A natural question at this point is \What do these rational minimal surfaces look like?"
One can also ask what e ect changing the parameter d=c has on the familyĝ obtained from the map g. In order to address these questions, we examine the e ect of using the xed M obius transformation inversion in the UP-iteration, and afterwards we allow the M obius transformation to be more general.
First of all, note that substituting the simplest Gauss map, g(z) = z, into the umbilic free representation yields Enneper's surface, shown in gure 1. Beginning with g(z) = z and restricting the M obius transformation in the UP-iteration to be inversion, we obtain the sequence z 3 ; z 5 ; z 7 ; : : : (up to scalar multiples). For an odd order monomial g(z) = z 2n+1 , the corresponding umbilic free surface is Now we write k 1 = cos( ) + i sin( ), and let vary from 0 to 2 in order to move k 1 counterclockwise along the unit circle. The behavior is periodic and one obtains essentially the same surface at multiples of =6, so the rst eight surfaces obtained using increments of =48 are shown in gure 7. By \essentially" we mean that the behavior of the nonumbilic end between =6 and =12 is the same as its behavior between 0 and =6 if one views the surface from the rear, rather than the front, and through a mirror image. (The view on the right in gure 6 is the same as the surface on the far right in gure 7.)
We see that the e ect of moving k 1 along the unit circle is to rotate the non-umbilic
Enneper type end around the vertical axis.
We now turn our attention to the second DBT, g 2 . Note that if both k 1 and k 2 are zero, we have the monomial z 5 as our Gauss map, and the corresponding umbilic free surface is shown in gure 3. We would like to examine the e ect on the surface corresponding to g 2 as we move k 1 or k 2 (or both) away from zero. We will see the main e ect is to split the non-umbilic end in gure 3 with Enneper order 3 into three planar non-umbilic ends, i.e. each has Enneper order 1.
The surface corresponding to g 2 is given by The parameters k 1 and k 2 a ect the location of the non-umbilic ends of F 2 . By looking at the orders of f i (z) and the denominator for F 2 , one sees that there is an Enneper type end at in nity with order 7, independent of k 1 and k 2 . Now observe that the denominator of each component of the surface contains a factor of the form 3k 2 ?k 3 We rst examine the case where k 1 6 = 0 and k 2 = 0, and therefore the derivative of the Gauss map simpli es to g 0 2 (z) = (((z + k 1 ) 3 ? k 3 1 ) 2 )=(9(z + k 1 ) 2 ). In this case, we have three planar non-umbilic Enneper type ends at j = ?k 1 + k 1 e j2 i=3 , for j = 1; 2; 3. We rst move k 1 along the real axis from 0 to 1 in increments of fths in gure 9. As this Figure 9 . Views of F 2 as k 1 moves along the real axis.
happens, the three middle ends begin to tilt, the top middle end moves upward and the bottom two move downward and tilt away from each other at the front and back of the surface.
In gure 10 we move k 1 from 1 to e 2 i=3 along the unit circle by setting k 1 = e k i=12 where k = 0; 1; 2; : : : ; 8. We view the surfaces from the top in order to show the movement of the middle ends around the Enneper end at in nity.
Now we examine the case where k 1 = 0 and k 2 6 = 0, and the derivative of the Gauss map is g 0 (z) = ((z 3 + 3k 2 )=3z) 2 . In gure 11 we show the movement of the ends, from two viewpoints, as we let k 2 move from 0 to 1 in increments of thirds. If the parameter k 2 is moved around the circle of radius 1 3 centered at zero in the z-plane, the surfaces obtained are essentially the same as in gure 10, where we let k 1 move along the unit circle. The di erence is that the period is longer, it is rather than 2 =3. From these examples, it seems that the absolute value of the parameter k 2 primarily controls the vertical movement of the the middle ends while the parameter k 1 mostly controls their lateral movement.
We saw that the distance between ?k 1 For the third DBT transformation, we just show the arrangement of the ends for three choices of k 1 , k 2 , and k 3 (see gure 13). In the future, it would be interesting to connect This section is primarily expository{the goal is to show that the Schwarzians of Gauss maps of rational minimal surfaces can be used to produce solutions of the Korteweg-de Vries (KdV) equation. We also show that the DBT as it was de ned for Gauss maps in the UP-iteration corresponds to the usual DBT in the theory of di erential equations. In particular, that the DBT for Gauss maps corresponds to the DBT for the Korteweg-de Vries equation. During the initial investigation of the UP-iteration, it was hoped that existing methods of constructing solutions for the KdV equation could be used to construct rational minimal surfaces, and that the existing theory surrounding the solutions of KdV, in particular Darboux-B acklund transformations, could be used to classify those Gauss maps corresponding to rational minimal surfaces and then be used to prove that the iteration works for those Gauss maps. Using the residues of Schwarzian derivatives turned out to be a more direct method for proving that the UP-iteration works, but the interpretation ofĝ as a Darboux-B acklund Transformation is interesting nonetheless. Note that u is independent of the sign of . Since any change of coordinates on C P 1 e ects a M obius transformation of g and since the Schwarzian is invariant with respect to post-composition by a M obius transformation, u is also independent of the choice of change of a ne chart. Now if we have a family of maps, g(z; t), parameterized by t, we can obtain a family of lifts G(z; t) preserving the constant determinant condition (18). We continue to use the notation S g throughout this section since Schwarzian derivatives will always be computed with respect to z. Since G and G z span C 2 , we can write G t = aG + bG z where a and b are scalar valued functions. Di erentiating (18) with respect to t we obtain 0 = det(G; G zt ) + det(G t ; G z ) = det(G; a z G + aG z + b z G z + bG zz ) + det(aG + bG z ; G z ) = b z + 2a: Therefore the condition det(G z ; G) = We have shown that every family of maps g(z; t) has a corresponding family of lifts G(z; t) such that det(G z ; G) = 1 for all t. The determinant condition gives us G zz = ?uG where 2u is the Schwarzian derivative of g. Further, if we choose b = 2u in G t = ? 1 2 b z G + bG z , then the compatibility condition, G tzz = G zzt results in the KdV equation for u. If g is a family of rational maps, then the Schwarzian derivative is rational (since it is a rational expression in the z-derivatives of g), and through the above process we obtain a rational solution of the KdV equation.
Since we have obtained solutions for the KdV equation from maps g : C ! C P 1 , the Gauss maps of rational minimal surfaces, it is natural to ask whether we can obtain maps g from given KdV solutions. One can in fact prescribe the Schwarzian derivative { in the following discussion, we show how to nd a map g such that its Schwarzian is 2u for a given rational u (not necessarily a solution of KdV).
If we have a function u, we want to nd a function g : C ! C P 1 such that the Schwarzian derivative S g , is equal to 2u. To do this we follow the argument outlined in Lehto 9] . We rst set gzz gz = 2v, so that the equation S g = 2u becomes v z ? v 2 = u, a Riccati equation. Using a standard substitution, v = ? z , we obtain the Schr odinger equation zz + u = 0; (25) and then taking two linearly independent solutions and , with (z) 6 0, we set g = .
We can then verify that this ansatz for g has the prescribed Schwarzian: and therefore S g = 2u.
In the above construction we used two linearly independent solutions of equation (25) to form g. Since we assume u is rational, there will be only isolated singular points and at regular points of u we will have two linearly independent analytic solutions 13]. 
