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LOCAL DUALITY IN ALGEBRA AND TOPOLOGY
TOBIAS BARTHEL, DREW HEARD, AND GABRIEL VALENZUELA
Abstract. The first goal of this paper is to provide an abstract framework in
which to formulate and study local duality in various algebraic and topological
contexts. For any stable ∞-category C together with a collection of compact
objects K ⊂ C we construct local cohomology and local homology functors
satisfying an abstract version of local duality. When specialized to the derived
category of a commutative ring A and a suitable ideal in A, we recover the
classical local duality due to Grothendieck as well as generalizations by Green-
lees and May. More generally, applying our result to the derived category of
quasi-coherent sheaves on a quasi-compact and separated scheme X implies
the local duality theorem of Alonso Tarr´ıo, Jeremı´as Lo´pez, and Lipman.
As a second objective, we establish local duality for quasi-coherent sheaves
over many algebraic stacks, in particular those arising naturally in stable ho-
motopy theory. After constructing an appropriate model of the derived cate-
gory in terms of comodules over a Hopf algebroid, we show that, in familiar
cases, the resulting local cohomology and local homology theories coincide
with functors previously studied by Hovey and Strickland. Furthermore, our
framework applies to global and local stable homotopy theory, in a way which
is compatible with the algebraic avatars of these theories. In order to aid com-
putability, we provide spectral sequences relating the algebraic and topological
local duality contexts.
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1. Introduction
Motivation and main goals. Local cohomology was introduced by Grothendieck
as a substitute in algebraic geometry for the relative cohomology of a pair U ⊆ X
of spaces. In [Har67, Gro68], he develops the foundations of the theory, which
culminates in his local duality theorem, a local avatar of Serre duality. As such, it
plays an important role in commutative algebra, algebraic geometry, representation
theory, as well as algebraic approximations to homotopy theory.
Subsequently, this theory has been extended in many directions. In particular,
for I an ideal in a suitable commutative ring A, Greenlees and May [GM92, GM95]
construct local homology functors HI∗ on the derived category of A as a homology
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theory dual to local cohomology H∗I , and interpret Grothendieck’s local duality as
a special case of a spectral sequence
(1.1) Ep,q2 = Ext
p
A(H
−q
I (A),M) =⇒ H
I
−(p+q)(M),
known as Greenlees–May duality. Moreover, they show that local homology is re-
lated to derived functors of I-adic completion in the same way that local cohomol-
ogy is related to derived functors of I-power torsion. As a further generalization,
Alonso Tarr´ıo, Jeremı´as Lo´pez, and Lipman [ATJLL97] globalize this theory to
quasi-coherent sheaves over an appropriate scheme or even formal scheme.
However, shadows of local cohomology and local homology functors together
with the corresponding local duality type results appear in various areas that are
not covered by the theory described above. As we will explain shortly, local duality
admits a uniform and conceptual explanation when working in a more categorical
context, at the same time simplifying constructions and computations as well as
uncovering new instances of the theory by specializing the resulting abstract duality
results. In light of this, the goal of the present paper is threefold.
(1) Produce a simple abstract framework which allows the construction of lo-
cal cohomology and homology in general categorical contexts, and deduce
Greenlees–May duality formally in this framework.
(2) Develop the theory for categories of comodules over certain Hopf algebroids,
which translates into local duality for quasi-coherent sheaves over a general
class of algebraic stacks. As an application, we generalize classical struc-
tural results about derived completion for local rings to certain algebraic
stacks.
(3) Exhibit local duality as a fundamental phenomenon appearing in a vari-
ety of contexts, as for example stable, equivariant, and motivic homotopy
theory. In particular, we study local duality in stable homotopy theory,
recovering and generalizing many well-known results in chromatic homo-
topy theory from a more conceptual point of view. Moreover, we show that
these different topological and algebraic incarnations are compatible with
each other in a strong sense.
Outline of the paper. We now describe the main results of this paper in more
detail. As a starting point, we implicitly work within a homotopical enrichment
of triangulated categories unless stated otherwise, and refer to such a model as a
stable category. For concreteness, the reader can think of this as a pre-triangulated
dg-category, a stable model category, or a stable ∞-category.
Suppose C is a closed symmetric monoidal, presentable stable category, and let
K ⊂ C be a collection of compact objects; we refer to the pair (C,K) as a local duality
context. Following [HPS97, DG02], in Section 2, we construct from this data two
functors Γ = ΓK and Λ = ΛK which are abstract versions of local cohomology and
local homology with respect to K, respectively. These functors have many desirable
properties and in particular satisfy an abstract version of local duality.
Theorem 1.2 (Abstract local duality). Let (C,K) be a local duality context as
above. For all X,Y ∈ C, there is a natural equivalence
(1.3) Hom(ΓX,Y ) ≃ Hom(X,ΛY ),
where Hom denotes the derived internal Hom object of C. Moreover, there exists a
filtered system (Koss)s of compact objects in C such that
Γ(−) ≃ colimsKoss⊗− and Λ(−) ≃ limsDKoss⊗− .
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In fact, these functors can be organized in a diagram of adjoints,
(1.4) Cloc


P
■
❄
✺
✲
✫
✦
C
L
OO
Γ||②②
②②
②②
②② Λ
##●
●●
●●
●●
●●
Ctors
<<②②②②②②②②
∼
//
77
✣
✙
✓
☛
✁
✈
♦
Ccomp,
cc●●●●●●●●●
in which the dotted maps indicate passing to the left orthogonal subcategory; we
refer the reader to Section 2 for the unexplained terminology in (1.4). Other formal
consequences of the general theory include the existence of a fracture square relating
L and Λ, as well as an abstract version of affine duality in this context.
In order to see the theory in action, Section 3 starts with the toy case that C = DA
is the derived category of modules over a commutative ring A and K = {A/I} for
an appropriate ideal I ⊂ A. We show that abstract local duality applied to the
local duality context (DA, A/I) immediately recovers Greenlees–May duality and
thus Grothendieck’s local duality theorem. In particular, Γ ≃ HI and Λ ≃ H
I in
this case.
Theorem 1.5. Let A be a reasonable commutative ring and I ⊂ A an appropriate
ideal; for the precise conditions on A and I, see Theorem 3.11. Abstract local
duality for (DA, A/I) gives an isomorphism
Ext∗(H∗I (A),M)
∼= HI∗ (M)
for all M ∈ DA, whose associated Grothendieck spectral sequence coincides with the
Greenlees–May spectral sequence (1.1).
The case of module spectra over a commutative ring spectrum is also considered,
and does not cause any extra difficulties. Moreover, we construct several spectral
sequences calculating local cohomology and local homology groups which have been
obtained by different methods in [GM95], and deduce many well-known properties
of these groups. Since local homology can now easily be identified with derived
completion, as another application we discuss how to quickly reprove some results
about derived completion due to Greenlees and May.
We then turn to the main example of interest in this paper, namely comodules
over a flat Hopf algebroid (A,Ψ). Hopf algebroids are a natural generalization of
Hopf algebras, so include examples like the group algebra k[G] and the Steenrod
algebra, and form a link between stable homotopy theory and algebraic geometry:
On the one hand, they arise as the cooperations R∗R of flat ring spectra R, and on
the other hand they provide rigid models for a large class of algebraic stacks.
Although the category of comodules ComodΨ is a Grothendieck abelian cate-
gory and thus has a corresponding derived category DΨ, this latter category has
several deficiencies. Our first task is therefore to define an appropriate replacement
StableΨ of DΨ. Inspired by Krause’s work [Kra05], in Section 4 the stable category
StableΨ is constructed as an ind-category generated by the collection of dualizable
objects and is shown to satisfy all the conditions we need for applying abstract
local duality. This approach is familiar in the setting of stacks, where the cate-
gory of ind-coherent sheaves is often better behaved than the (derived) category of
quasi-coherent sheaves. Moreover, we show that StableΨ can be identified with the
underlying stable category of the model category studied by Hovey in [Hov04].
In Section 5, we apply abstract local duality to the local duality context (StableΨ, A/I),
where I ⊆ A is a suitable ideal. We then identify the local cohomology functors ΓI
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constructed abstractly, showing that they are compatible with the ordinary local
cohomology of underlying modules.
Theorem 1.6. Suppose (A,Ψ) is a Hopf algebroid and I ⊆ A is a finitely generated
regular invariant ideal, then there are local cohomology ΓI and homology functors
ΛI on StableΨ such that there is an equivalence
HomΨ(ΓIM,N) ≃ HomΨ(M,Λ
IM)
for all M,N ∈ StableΨ. Moreover, the underlying A-module of ΓIM is equivalent
to the local cohomology of the underlying A-module of M .
This result translates immediately into a statement about quasi-coherent sheaves
on certain algebraic stacks in view of the equivalence
StableΨ ≃ IndCohX,
where X is the stack presented by Ψ and IndCohX is the stable category of ind-
coherent sheaves over X. We therefore obtain a construction of local cohomology
ΓZ and local homology Λ
Z for a certain class of algebraic stacks with respect to a
closed substack Z, together with an associated local duality theorem.
Theorem 1.7. Suppose X is a presentable algebraic stack and Z ⊆ X is a closed
substack cut out by an appropriate ideal I of A, then there exists an equivalence
HomX(ΓZ F ,G) ≃ HomX(F ,Λ
Z G)
for all F ,G ∈ IndCohX. Moreover, the pullback of ΓZF to the affine cover f : Spec(A)→
X is equivalent to ΓIf
∗ F .
In stark contrast to the last part of this theorem however, the local homology
functors ΛZ are much more complicated than their affine analogues. In particular,
they can be non-trivial both in positive and negative degrees, and the negative
degree parts measure — morally speaking — the stackyness of X.
The next two sections contain a study of local dualities appearing in chromatic
stable homotopy theory. While many specific instances of such results are well
known, our approach emphasizes the uniform and conceptual nature of these phe-
nomena. As a starting point, Section 6 is concerned with local duality in the
category Sp of p-local spectra. In particular, we consider and compare three local
duality contexts:
• (Sp, F (n)), for F (n) a finite spectrum of type n.
• (SpE(n), LnF (n)), where SpE(n) is the category of E(n)-local spectra.
• (ModE(n), E(n) ⊗ F (n)), where ModE(n) is the category of E(n)-module
spectra.
The various functors relating these local duality contexts are shown to be compat-
ible with local cohomology. This allows us to generalize several of the structural
results on localization from [HS99b].
If R is a ring spectrum, the associated homology theory R∗ naturally takes values
in the category of comodules over the cooperations R∗R, i.e., we get a lift
ComodR∗R
forget

Sp
R∗
//
R∗
::t
t
t
t
t
ModR∗ .
In the case where R = BP or E(n) we study the resulting functors between the
topological and algebraic local duality contexts. We show in Section 7 how this
gives a conceptual framework for the work of Hovey and Strickland [HS05a, HS05b,
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Hov07], and moreover provide some natural generalizations of their work. This
structure is most naturally expressed in terms of plethories, which are an algebraic
incarnation of the descent data attached to the inclusion of an open substack into
Mfg, the stack of 1-dimensional formal groups. The main result of this section
is the following transchromatic comparison result, which generalizes a theorem of
Hovey [Hov07] for k = n.
Theorem 1.8. Let k ≤ n, Ik+1 = (p, v1, . . . , vk), and Stable
Ik+1−loc
E(n)∗E(n)
be the stable
category of Ik+1-local E(n)∗E(n)-comodules, then there exists an equivalence
Stable
Ik+1−loc
E(n)∗E(n)
≃ StableE(k)∗E(k)
of symmetric monoidal stable categories.
As an immediate application we obtain a new change of rings theorem, passing
between E-theories of different heights.
Section 8 of the paper collects several other local duality contexts to which
our theory applies, as for instance quasi-coherent sheaves on schemes, equivariant
homotopy theory, and motivic homotopy theory. While we do not discuss these
examples in all detail, we hope that they illustrate the flexibility of our methods
and results.
For the convenience of the reader, the final section displays various algebraic and
topological local duality contexts and their relation in a compact form.
Comparison with the literature. Local duality has undergone a significant de-
velopment since Grothendieck’s 1961 seminar. Rather than attempting to review
this rich history, we would like to point out one of the key insights: The local dual-
ity spectral sequence, as well as its generalization (1.1) due to Greenlees and May,
are direct consequences of the equivalence of derived hom-objects:
RHom(ΓIM,N) ≃ RHom(M,Λ
IN).
In other words, local cohomology ΓI is derived left adjoint to local homology Λ
I , a
statement usually referred to as Greenlees–May duality; for simplicity, we shall say
ΓI and Λ
I satisfy local duality. This derived point of view was exploited in a series
of papers by Alonso Tarr´ıo, Jeremı´as Lo´pez, and Lipman, extending local duality to
quasi-coherent sheaves on schemes [ATJLL97], and even formal schemes [ATJLL99].
Moreover, in the affine situation this has helped to relax and clarify the assumptions
on the ring and the ideal I, see for example [GM92, Sch03, PSY14].
Our approach combines the abstract categorical framework of Hovey, Palmieri,
and Strickland [HPS97] with the construction of torsion and completion functors
for modules by Dwyer, Iyengar, and Greenlees [DG02, DGI06, Gre01]. Similar
ideas have appeared in derived algebraic geometry [Lur11] and very recently in
equivariant stable homotopy theory [MNN17].
The difference between our approach and the classical one becomes most trans-
parent in the case of the derived category of modules over a commutative ring A.
Under some mild conditions on A, Schenzel [Sch03] proved that classical local coho-
mology ΓclI and local homology Λ
I,cl, defined using the Koszul complex of the ideal
I ⊆ A, satisfy local duality if and only if I is generated by a weakly proregular
sequence. In contrast to this, we construct local cohomology functors ΓI and local
homology functors ΛI on DA abstractly for any I, such that
(1) For all I, ΓI and Λ
I satisfy local duality.
(2) If I is generated by a weakly proregular sequence, then ΓI ≃ Γ
cl
I and hence
ΛI ≃ ΛI,cl.
As mentioned before, our results apply in particular to ind-coherent sheaves
on a large class of algebraic stacks, yielding local cohomology and local homology
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functors, and a local duality theorem in this context. This question has been studied
previously in unpublished work of Goerss [Goe08]; however, he uses a local-to-global
argument and works in the derived category of quasi-coherent sheaves. Moreover,
local cohomology for comodules over a Hopf algebroid or quasi-coherent sheaves on
the associated stack has been carefully constructed and analysed in the recent PhD
thesis by Tobias Sitte [Sit14].
The applications in Sections 6 and 7 mostly recover or mildly extend the results
contained in the tremendous body of work by Hovey and Strickland [HS99b, HS05a,
HS05b, Hov07]. We claim no novelty in this respect, but hope that our framework
provides a conceptual and unifying perspective on this material, interpreting it as
an avatar of local duality in chromatic homotopy theory.
Conventions and terminology. In this paper, we work within a homotopically
enriched categorical context, thereby avoiding some of the difficulties inherent in
the theory of triangulated categories. There is a variety of different models avail-
able, like (pre-triangulated) dg-categories, (stable) model categories, or (stable)
derivators, and we choose the quasi-categorical setting developed by Joyal [Joy02]
and Lurie [Lur09, Lur14]. For simplicity, we will refer to a quasi-category as an
∞-category throughout this paper.
Unless otherwise noted, all categorical constructions are implicitly considered
derived. For example, the tensor product ⊗ usually refers to the derived tensor
product, and limits and colimits mean homotopy limits and homotopy colimits,
respectively. All limits and colimits in this paper are assumed to be small, i.e.,
indexed by a small category. Moreover, all filtered diagrams will be ω-filtered,
although most of the abstract theory can be developed for an arbitrary regular
cardinal κ as in [Lur09].
A presentable ∞-category C is said to be generated by a collection of objects
G ⊆ C if the smallest localizing subcategory of C containing G is C. By the proof
of [SS03, Lem. 2.2.1], if the elements of G are compact, then G generates C if and
only if G detects equivalences in C.
If C is a closed symmetric monoidal stable ∞-category, the internal function
object will be denoted by HomC to distinguish it from the merely spectrally enriched
categorical mapping object HomC . This is related to the usual mapping space via a
natural weak equivalence Ω∞HomC(X,Y ) ≃ MapC(X,Y ). If no confusion is likely
to arise, the subscript C will be omitted from the notation. Unless noted otherwise,
a functor F : C → D between stable ∞-categories will be assumed to be exact,
i.e., preserving finite limits and finite colimits. Similarly, an equivalence between
symmetric monoidal categories is assumed to be symmetric monoidal.
When dealing with chain complexes, we will always employ homological grading,
i.e., complexes are written as
. . .
d // X1
d // X0
d // X−1
d // . . .
with the differential d lowering degree by 1. As usual, taking cohomology of a chain
complex X reverses the sign of the homology, that is H∗(X) = H−∗(X).
Acknowledgements. This paper would not have been possible without the work
of Hovey and Strickland, and their influence will be apparent throughout. Further-
more, we would like to thank Martin Frankland, Paul Goerss, John Greenlees, Mike
Hopkins, Mark Hovey, Akhil Mathew, Peter May, Hal Sadofsky, Tomer Schlank,
Chris Schommer-Pries, Tobias Sitte, Nat Stapleton, Craig Westerland, and Luke
Wolcott for helpful discussions, Jay Shah for helpful comments on an earlier ver-
sion of this paper, the referee for many useful suggestions and corrections, Andrew
Blumberg for his tremendous support during the submission process, and the Max
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partially supported by the DNRF92 and the European Unions Horizon 2020 re-
search and innovation programme under the Marie Sklodowska-Curie grant agree-
ment No. 751794, and the second-named author was partially supported by the
SPP 1786.
2. Abstract local duality
The goal of this section is to formulate and prove our abstract local duality
theorem, Theorem 2.21, generalizing the approach taken by Hovey, Palmieri, and
Strickland [HPS97] as well as Dwyer and Greenlees in [DG02]. To this end, we start
by recalling some relevant background material from [HPS97], [Lur09], and [Lur14].
We then develop enough of the theory of ind-categories for our applications in later
sections. The reader familiar with this material is invited to skip Sections 2.1 and
2.2, and to return to them when needed. In Section 2.3, we set up our general local
duality framework and draw some easy consequences. As we will see, a few other
duality results that have appeared previously follow formally.
2.1. Stable categories. The axiomatization of the stable homotopy category, re-
ferred to as an axiomatic stable homotopy category, was introduced and studied
extensively by Hovey, Palmieri, and Strickland [HPS97]. The authors work in the
setting of triangulated categories; for our purposes we have to work with a ho-
motopically enhanced model of axiomatic stable homotopy theory, based on the
notion of quasi-category as developed by Joyal [Joy02] and Lurie [Lur09]; these will
be referred to as ∞-categories throughout.
Definition 2.1. A stable category C = (C,⊗, A) is a stable, presentable, symmetric
monoidal ∞-category (C,⊗, A) with tensor unit A, such that ⊗ commutes with
colimits separately in each variable.
Since the symmetric monoidal product of C preserves colimits separately in each
variable and C is presentable, there exists an internal hom object Hom(Y,−) in C
right adjoint to −⊗ Y , i.e., for all X,Y, Z ∈ C there is a natural equivalence
Hom(X ⊗ Y, Z) ≃ Hom(X,Hom(Y, Z)).
In other words, the symmetric monoidal structure on C is closed. In particular,
we get an internal duality functor D(−) = Hom(−, A) : Cop → C. We record the
following lemma, which will be used repeatedly in the rest of the paper.
Lemma 2.2. Suppose that C is a stable category which is generated by a set of
generators G. Given X,X ′, Y, Y ′ ∈ C and a map φ : Hom(X,Y ) → Hom(X ′, Y ′),
the following are equivalent:
(1) φ is an equivalence Hom(X,Y ) ≃ Hom(X ′, Y ′).
(2) φ induces equivalences Hom(G⊗X,Y ) ≃ Hom(G⊗X ′, Y ′) for all G ∈ G.
Proof. Statement (1) implies (2) by applying Hom(G,−) and using the adjunction.
Conversely, (1) can be deduced from (2) by using the adjunction and the fact that
G detects equivalences in C by [HPS97, Lem. 1.4.5(b)]. 
Definition 2.3. Let X be an object of C. If the functor Hom(X,−) corepresented by
X preserves filtered colimits, then X is called compact, and the full subcategory of C
on the compact objects is denoted by Cω. If the natural map DX⊗Y → Hom(X,Y )
is an equivalence for all Y ∈ C, then X is said to be dualizable.
As shown in [Lur14, Cor. 1.4.4.2], a stable category C admits a κ-compact gen-
erator G for some regular cardinal κ. If C admits a set of ω-compact generators,
we say that C is compactly generated.
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Remark 2.4. Let C be a stable category which is compactly generated by a collection
G of dualizable objects. Then by [Lur14, Thm. 1.1.2.15] and [HPS97, Thm. 2.3.2],
the homotopy category Ho(C) is an algebraic stable homotopy category in the sense
of [HPS97]. Many of the results proven there carry over to the setting of stable
categories, as demonstrated in [Lur14].
Lemma 2.5. Suppose C is a stable category, compactly generated by dualizable
objects. If X ∈ C is compact, then X is dualizable. Moreover, if A is compact, then
the converse holds.
Proof. This is an easy consequence of the definitions. For a proof in the setting of
axiomatic stable homotopy theory, see [HPS97, Thm. 2.1.3(c),(d)]. 
Remark 2.6. We note that this need not be true without the assumption that C
is compactly generated by dualizable objects. A counterexample arises in the stable
motivic homotopy category Sp(S), where S is the spectrum of a discrete valuation
ring, see [NSØ09, Rem. 8.2]. However, this condition is satisfied for all the examples
we consider in this paper.
Definition 2.7. A full subcategory D ⊆ C is called thick if it is closed under
retracts, desuspensions, and finite colimits in C. A localizing subcategory is a thick
subcategory that is also closed under filtered colimits in C. Finally, a localizing
subcategory is said to be a localizing ideal if it is also closed under tensor products
with objects in C.
Given a collection S ⊆ C of objects in C, the smallest thick subcategory of C
containing S will be denoted by ThickC(S) and is called the thick subcategory of
C generated by S. The localizing subcategory LocC(S) is similarly defined as the
smallest localizing subcategory of C containing S. Likewise, we define the localizing
ideal generated by S, Loc⊗C (S), to be the smallest localizing ideal containing S. If
the ambient category C is clear from context, then the subscript will be omitted.
2.2. Ind-categories. In this section, we recall the definition and the salient fea-
tures of the ind-category Ind(C) associated to a small ∞-category C, and refer
to [Lur09] and [Lur14] for the details.
Roughly speaking, the ind-category on C is the smallest∞-category closed under
filtered colimits and containing C. Its objects can be described as formal filtered
colimits of objects in C. If F = colimi F (i), G = colimj G(j) ∈ Ind(C) are two such
objects, then the space of morphisms between them is defined as
HomInd(C)(F,G) = limi colimj HomC(F (i), G(j)).
By virtue of [Lur09, Cor. 5.3.5.4], there is the following explicit model for Ind(C).
Definition 2.8. Let C be a small ∞-category and denote by P(C) = Fun(Cop,S)
the ∞-category of space-valued presheaves on C. The ind-category Ind(C) of C is
defined as the full subcategory of P(C) on those objects which are filtered colimits
of representable ones.
Remark 2.9. If C admits finite colimits, then Ind(C) can be equivalently described
as those presheaves which preserve finite limits, the so-called flat functors.
The construction of Ind(C) comes with a (restricted) Yoneda embedding
j : C → Ind(C)
which preserves all colimits that exist in C and has image in the compact objects
of Ind(C), see [Lur09, Prop. 5.3.5.5, Prop. 5.3.5.14]. Note that, if C is idempotent
complete, then C = Ind(C)ω via the Yoneda embedding. The ind-category has the
following universal property [Lur09, Prop. 5.3.5.10], which essentially characterizes
it, together with the property that it admits filtered colimits.
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Proposition 2.10. Let C and D be ∞-categories and assume that C is small and
that D admits filtered colimits. The Yoneda embedding j then induces an equivalence
Funcont(Ind(C),D)
∼ // Fun(C,D)
of ∞-categories, where Funcont is the ∞-category of continuous functors, i.e., func-
tors which preserve filtered colimits.
The construction of the ind-category behaves well with respect to symmetric
monoidal structures, as shown in [Lur14, Cor. 4.8.1.13].
Proposition 2.11. If C is a small symmetric monoidal ∞-category, then there ex-
ists a symmetric monoidal structure ⊗ on Ind(C) preserving filtered colimits sepa-
rately in each variable and such that the Yoneda embedding j is symmetric monoidal.
Moreover, if X ∈ C is a dualizable object, then jX ∈ Ind(C) is also dualizable.
Suppose D is a symmetric monoidal ∞-category closed under filtered colimits.
If the symmetric monoidal structure on D preserves filtered colimits separately in
each variable, then j induces an equivalence
Fun⊗(Ind(C),D)
∼ // Fun(C,D)
where Fun⊗ denotes the ∞-category of symmetric monoidal continuous functors
from C to D.
Suppose D is an ∞-category admitting filtered colimits and f : C → D is a
functor, then the universal property of Ind(C) gives a functor F : Ind(C)→ D and
a commutative diagram
C
j //
f
""❊
❊❊
❊❊
❊❊
❊❊
Ind(C)
F

D
of∞-categories. By [Lur09, Prop. 5.3.5.11], the induced functor F is an equivalence
if and only if the following three conditions are satisfied:
(1) f is fully faithful.
(2) f factors through the full subcategory of compact objects of D.
(3) The essential image of f generates D under filtered colimits.
Following [Lur09, Prop. 5.3.2.9], we say that a functor f : C → C′ between ∞-
categories admitting finite colimits is right exact if it preserves all finite colimits.
The construction of the ind-category can be extended to an endofunctor on the
∞-category of ∞-categories, and we write
Ind(f) : Ind(C)→ Ind(C′)
for the image of f under this functor. In [Lur09, Prop. 5.3.5.13], Lurie proves a
criterion for the existence of a right adjoint to Ind(f).
Proposition 2.12. Suppose f : C → C′ is a functor between small ∞-categories
admitting finite colimits, then the following are equivalent:
(1) f is right exact.
(2) Ind(f) admits a right adjoint.
Moreover, if these conditions hold, then the right adjoint to Ind(f) is given by
restricting the functor − ◦ f : P(C′)→ P(C) to the corresponding ind-categories.
The ind-category Ind(C) inherits many pleasant properties from C; the next
result summarizes the ones that we will need later in the paper.
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Theorem 2.13 (Lurie). Let C be a small stable∞-category with a closed symmetric
monoidal structure ⊗, and assume that ⊗ preserves finite colimits separately in
each variable. The ind-category Ind(C) on C is then a compactly generated stable
category. In other words, Ind(C) is a compactly generated stable ∞-category which
has a closed symmetric monoidal structure ⊗ preserving colimits separately in each
variable, making the Yoneda embedding j into a symmetric monoidal functor.
Proof. This is a combination of [Lur09, Thm. 5.5.1.1], [Lur14, Prop. 1.1.3.6], and
[Lur14, Cor. 4.8.1.13]. Since Ind(C) is presentable, and ⊗ preserves colimits sepa-
rately in each variable, the symmetric monoidal structure is closed by the adjoint
functor theorem [Lur09, Cor. 5.5.2.9]. 
Ind-categories will provide us with a sufficient supply of compactly generated
categories. Given a stable category (D,⊗, A), let GD denote a set of representatives
for the dualizable objects in D. Then, we can use Theorem 2.13 to produce a new
stable category (C,⊗, A) as
C = Ind(ThickD(GD)).
Note that ThickD(GD) is precisely the full subcategory of dualizable objects in D.
By construction, C is compactly generated by GD, and in many examples turns out
to be a good approximation to D, see [Lur14, Sec. 1.3.6]. We will use this idea in
Section 4.
Remark 2.14. If the elements of GD are a set of compact generators of D, then
C ≃ D naturally.
We finish this subsection with a result that will be useful later.
Lemma 2.15. Suppose (D,⊗, A) is a stable category and let C = Ind(ThickD(G))
be the stable presentable ∞-category compactly generated by some set G ⊆ D. If
K ⊆ ThickD(G) is a collection of objects, then there exists a canonical equivalence
of ∞-categories Ind(ThickD(K)) ≃ LocC(K), and a natural adjunction
F : LocC(K)
// C : Goo
with F the obvious inclusion.
Proof. Since K ⊆ ThickD(G), there is a fully faithful functor f : ThickD(K) →
ThickD(G) inducing a commutative diagram of ∞-categories:
ThickD(K)
j //
f

Ind(ThickD(K))
F
✤
✤
✤
ThickD(G)
j
// C
with F ≃ Ind(f). The composite j ◦ f is clearly right exact, so Proposition 2.12
applies to give a right adjoint G : C → Ind(ThickD(K)) to F .
It remains to identify Ind(ThickD(K)) with the localizing subcategory of C gen-
erated by K. The universal property of Ind(ThickD(K)) induces a commutative
diagram
ThickD(K)
j //
h ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
Ind(ThickD(K))
H
✤
✤
✤
LocC(K),
where h is the inclusion. Since h is fully faithful and K is a collection of compact
generators for LocC(K), H is an equivalence. 
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2.3. Abstract local duality. In this section, let C = (C,⊗, A) be a stable category
compactly generated by dualizable objects. The assumption of compact generation
could be weakened, but all examples we will consider in this paper satisfy it, so there
is not much loss in generality. To start with, we recall the notion of left-orthogonal
to a subcategory.
Definition 2.16. Suppose D is a full subcategory of C, then the left-orthogonal D⊥
of D in C is the full subcategory of C on those objects Y ∈ C such that Hom(X,Y ) ≃
0 for all X ∈ D.
The following construction gives an abstract version of Miller’s finite localization
functors [Mil92].
Lemma 2.17. If D is a localizing subcategory of C, then its left orthogonal D⊥ is
also a stable category. If D is additionally generated by a set of compact objects in
C, then D⊥ is a compactly generated localizing subcategory as well.
Proof. Since C is stable and D is localizing, [Lur14, Prop. 1.4.4.11] implies the
existence of an accessible t-structure (C<0, C≥0) on C with C≥0 = D and C<0 = D
⊥.
In particular, D⊥ is presentable by [Lur14, Prop. 1.4.4.13].
In order to show that D⊥ is a localizing subcategory of C it suffices to prove that
the inclusion D⊥ → C preserves filtered colimits. The fiber sequence of endofunctors
of C
τ≥0 // Id // τ<0
reduces the claim to showing that τ≥0 preserves filtered colimits. By [Lur09,
Prop. 5.5.7.2], this is equivalent to the claim that the inclusion D → C preserves
compact objects, which holds by assumption. 
Remark 2.18. In fact, this proof shows that the images under τ<0 of the compact
generators of C form a set of compact generators for D⊥.
We are now ready to describe the categorical framework in which abstract local
duality holds.
Definition 2.19. If C is a stable category, compactly generated by dualizable ob-
jects, and K is a set of compact objects in C, then the pair (C,K) is called a local
duality context. If K = {K} consists of a single object, we simply write (C,K) for
(C,K).
Let (C,K) be a local duality context. We define CK−tors as the localizing ideal in C
generated by K. Denote the left-orthogonal of CK−tors by CK−loc, which in turn has
a left-orthogonal called CK−comp. If K is clear from context, it will be omitted from
the notation, and we will refer to Ctors, Cloc, and Ccomp as the category of torsion,
local, and complete objects, respectively. Moreover, let ιtors : C
tors → C be the
inclusion functor, and similarly for ιloc and ιcomp. By the previous Lemma 2.17,
these categories inherit the structure of stable categories. Lemma 2.15 and the
adjoint functor theorem [Lur09, Cor. 5.5.2.9] then yield the first part of our abstract
local duality theorem, which is an ∞-categorical version of [HPS97, Thm. 3.3.5].
Remark 2.20. Note that if C is generated by the tensor unit and K is any class of
objects, then Loc⊗C (K) = LocC(K). In particular, C
K−tors = LocC(K) under these
conditions.
Theorem 2.21 (Abstract local duality). Let (C,⊗, A) be a stable category com-
pactly generated by dualizable objects and let (C,K) be a local duality context.
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(1) The functor ιtors has a right adjoint Γ = ΓK, and the functors ιloc and ιcomp
have left adjoints L = LK and Λ = ΛK, respectively, which induce natural
cofiber sequences
ΓX −→ X −→ LX
and
∆(X) −→ X −→ ΛX
for all X ∈ C. In particular, Γ is a colocalization functor and both L and
Λ are localization functors.
(2) Both Γ: C → Ctors and L : C → Cloc are smashing, i.e., Γ(X) ≃ X ⊗ Γ(A)
for all X and similarly for L. Moreover, L : C → Cloc preserves compact
objects.
(3) The functors Λιtors : C
tors → Ccomp and Γιcomp : C
comp → Ctors are mutu-
ally inverse equivalences of stable categories. Moreover, there are natural
equivalences of functors
ΛΓ
∼ // Λ Γ
∼ // ΓΛ.
(4) When viewed as endofunctors on C via the inclusions, the functors (Γ,Λ)
form an adjoint pair, so that we have a natural equivalence
Hom(ΓX,Y ) ≃ Hom(X,ΛY )
for all X,Y ∈ C. In particular, Hom(ΓA, Y ) ≃ ΛY for all Y ∈ C. Similarly,
L is left adjoint to ∆.
Proof. Let A denote the closure of K under tensoring with the generators of C. By
assumption, C is compactly generated by dualizable objects. Therefore [HPS97,
Thm. 3.3.5] applies and yields the first three parts of the theorem. From this, we
then formally deduce our abstract version of local duality in (4). Indeed, using
Lemma 2.2, there is the following binatural string of equivalences:
Hom(ΓX,Y ) ≃ Hom(ΛΓX,ΛY )
≃ Hom(ΛX,ΛY )
≃ Hom(X,ΛY ),
by (3) and (1). Using the cofiber sequences of (1), the claim about the pair (L,∆)
follows formally from this. 
Remark 2.22. It is worth noting that the functors produced by the theorem above
only depend on the category Ctors rather than on any particular set of generators K.
In practice, the category of torsion objects is often generated by a set objects that
is natural to the context one is working in, which justifies our choice of notation in
Theorem 2.21.
Remark 2.23. In view of Lemma 2.2, Part (4) of this theorem can be stated equiv-
alently as Hom(ΓX,Y ) ≃ Hom(X,ΛY ) for all X,Y ∈ C, using that Γ is smashing.
Definition 2.24. The functor Γ is called the local cohomology or torsion functor
(with respect to K), and Λ will be referred to as the local homology or completion
functor (with respect to K).
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The situation of the theorem can be summarized in the following diagram of
adjoints,
(2.25)
Cloc


P
■
❄
✺
✲
✫
✦
C
L
OO
Γ||②②
②②
②②
②② Λ
##●
●●
●●
●●
●●
Ctors
<<②②②②②②②②
∼
//
77
✣
✙
✓
☛
✁
✈
♦
Ccomp,
cc●●●●●●●●●
where the dotted arrows indicate left orthogonality. The two cofiber sequences of
Theorem 2.21(1) are related formally through a fracture square, generalizing the
various well-known Hasse squares in stable homotopy theory; for a proof in this
generality, see [Gre01, Cor. 2.4].
Corollary 2.26. In the situation of the above theorem, there is a pullback square
of functors
Id //

Λ

L // LΛ,
whose horizontal and vertical fibers are ∆ and Γ, respectively.
Example 2.27. Let DZ be the derived category of abelian groups and consider the
full subcategory DtorsZ = Loc({Z/p}p) of torsion abelian groups. For any M ∈ DZ,
the pullback square of Corollary 2.26 can then be identified with the well-known
fracture square
M //

∏
pMp

Q⊗M // Q⊗
∏
pMp,
where Mp denotes the p-completion of M and Q⊗
∏
pMp are by definition the finite
adeles of M .
Corollary 2.28. With notation as in Theorem 2.21, there is a pullback square of
∞-categories
C
Λ //

Ccomp
L

Fun(∆1, Cloc) p1
// Cloc,
with p1 denoting the evaluation at 1 ∈ ∆
1. The left vertical map sends an object
X ∈ C to the canonical morphism LX → LΛX.
Proof. The proof follows formally from Corollary 2.26; for the details of this argu-
ment see [ACB14, Thm. 5.5] or [Lur14, Appx. A.8]. 
Remark 2.29. The Tate construction tK = LΛ associated to the local duality
context (C,K) is defined as the cofiber of the natural map
Γ ≃ ΓΛ −→ Λ.
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This definition agrees with the construction of axiomatic Tate cohomology given
in [Gre01], as there is a natural equivalence of cofiber sequences
Hom(ΓA,X)⊗ ΓA //
∼

Hom(ΓA,X) //
∼

Hom(ΓA,X)⊗ LA
∼

ΓΛX // ΛX // tKX,
where the top row is obtained from the first cofiber sequence in Theorem 2.21(1) by
tensoring with Hom(ΓA,X).
Moreover, Warwick duality [Gre01, Cor. 2.5] gives an alternative description of
the Tate construction as
tKX ≃ LΛX ≃ Σ∆ΓX
for all X ∈ C.
It is often useful to have a more explicit description of the functors Γ and Λ.
To this end, note that Lemma 2.15 provides an equivalence Ctors = Loc⊗C (K) ≃
Ind(ThickC(K)), where K = {G ⊗K | G ∈ G,K ∈ K} and G is a set of generators
for C. Since Γ is smashing, this implies that there exists a filtered diagram J and
a system (Kosj)j∈J ∈ (ThickC(K))
J so that
(2.30) Γ(X) ≃ colimJ Kosj ⊗X,
for all X ∈ C. The diagram (Kosj)j∈J will be referred to as a Koszul system; of
course, this system is far from being uniquely determined by K. In many situations,
there exist particularly well-behaved Koszul systems which allow for a more explicit
description of the completion functor Λ.
Definition 2.31. If (Kosj)j∈J is a diagram satisfying (2.30) such that Kosj is
self-dual with a fixed shift, i.e., if there exists n such that for all j ∈ J
DKosj ≃ Σ
nKosj ,
then (Kosj)j∈J is called strongly Koszul.
Examples of diagrams which are strongly Koszul abound, for example, see Proposition 6.7.
In this case, the formula for the completion functor reads:
Corollary 2.32. If (Kosj)j∈J is strongly Koszul for some integer n, then
Λ(−) ≃ limJ Σ
nKosj ⊗−,
where we indentify the system (ΣnKosj)j∈J with the dual of the Koszul system.
Proof. Because Kosj ∈ ThickC(K) and K ⊆ C
ω, Kosj is compact in C for all j, so
the result follows from abstract local duality,
ΛY ≃ Hom(ΓA, Y )
≃ Hom(colimJ Kosj , Y )
≃ limJ Hom(Kosj , Y )
≃ limJ DKosj ⊗Y
≃ limJ Σ
nKosj ⊗Y,
where the first isomorphism uses Theorem 2.21(4). 
Finally, we give a convenient characterization of the local cohomology functor Γ,
which is often useful for identifying it explicitly.
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Lemma 2.33. A smashing functor F : C → C with essential image in Ctors together
with a natural transformation φ : F → Id is naturally equivalent to Γ if and only if
φ induces equivalences
F (A)⊗K ≃ K
for all K ∈ K.
Proof. Since F and Γ are smashing, we have FΓ ≃ ΓF , which in turn is equivalent to
F by assumption on the essential image of F . Suppose that φ induces equivalences
F (A)⊗K ≃ K for all K ∈ K, then also FΓ ≃ Γ, so we obtain a natural equivalence
F ≃ Γ.
Conversely, if F is equivalent to Γ, then the claim follows from Theorem 2.21. 
We finish this section with a different characterization of the local homology
functor in the case Ctors is generated by a single compact object K.
Proposition 2.34. Let (C,K) be a local duality context, then the local homology
functor Λ = ΛK is equivalent to the Bousfield localization1 LK at K, i.e., there is
a natural equivalence of functors
LK
∼ // ΛK .
Proof. For X ∈ C we have to show that ΛKX is K-local and that the natural map
η : X → ΛKX is a K-equivalence. To see the first claim, suppose T ∈ Cloc, i.e.,
DK ⊗ T ≃ Hom(K,T ) ≃ 0; then
Hom(T,ΛX) ≃ Hom(T,Hom(ΓA,X)) ≃ Hom(ΓT,X) ≃ 0,
so ΛX is K-local. Since DK ⊗ LA ≃ L(DK) = 0, we get K ⊗ Hom(LA,X) ≃
Hom(L(DK), X) ≃ 0. Therefore, it follows from the fiber sequence
Hom(LA,X) // X
η // Hom(ΓA,X) ≃ ΛX
that K ⊗X ≃ K ⊗Hom(ΓA,X) ≃ K ⊗ ΛX , hence K ⊗ η is an equivalence. 
2.4. Other duality theorems. In this section we give a few other abstract duality
theorems that follow formally from our framework. We use the same notation as
in the previous section.
In [DG02], Dwyer and Greenlees refine Theorem 2.21(3) by using Morita theory
to construct an intermediate category between Ctors and Ccomp, at least in the case
C is compactly generated by its tensor unit A. In order to state their result, let
(C,K) be a local duality context with K = {K} and set E = EndC(K).
Since C is stable, it is enriched, tensored, and cotensored over the stable category
of spectra Sp. To distinguish this structure from the closed symmetric monoidal
structure on C, we denote the tensor by M ∧ C and the cotensor by CM , where
M ∈ Sp and C ∈ C. Moreover, there is a natural E-action on K, so E(−) =
HomC(K,−) lifts to a functor with values in ModE , the stable category of left
E-modules in spectra. By the adjoint functor theorem, E admits a left adjoint
Γ′(−) = (−)∧E K : ModE → C
tors, constructed from −∧K by taking the E-action
into account; for the details, see [SS03] and [DG02]. Similarly, there is a right
adjoint Λ′(−) = HomE(DK,−) to E(−) : C
tors → ModE .
1This functor should not be confused with L = LK : C
loc → C.
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Theorem 2.35 (Dwyer–Greenlees). Let (C,K) be a local duality context and E =
EndC(K). There is a commutative diagram of adjunctions
C
Γ
{{✇✇
✇✇
✇✇
✇✇
✇
Λ
$$■
■■
■■
■■
■■
■
E

Ctors
;;✇✇✇✇✇✇✇✇✇
E
// ModE
Γ′
//
Λ′oo Ccomp,
dd■■■■■■■■■■
Eoo
where all horizontal functors are equivalences, and are given as follows:
E(X) = HomC(K,X) Γ
′(M) =M ∧E K Λ
′(M) = HomE(DK,M),
equipped with the obvious module structures.
Proof. The proof is a straightforward adaptation of the argument in [DG02]. An
∞-categorical version of the derived Morita theory of Schwede and Shipley [SS03]
can be found in [Lur14, Thm. 7.1.2.1, Rem. 7.1.2.3]. 
Remark 2.36. Using the techniques of [SS03], it is possible to generalize the above
result to cover the case where K is a set of compact objects of C as well.
In [Har69], Hartshorne shows that the classical local duality theorems of Grothendieck
[Har67] can be lifted to the derived category. It turns out that the arguments are
completely formal; in the following, we present a generalization of it to any local
duality context (C,K). We start with a preliminary lemma.
Lemma 2.37. Let Γ and Λ be the torsion and completion functor of some fixed
local duality context (C,K). If X,Y ∈ C, then there are natural equivalences:
(1) ΛHom(X,Y ) ≃ Hom(X,ΛY ).
(2) ΓHom(X,Y ) ≃ Hom(X,ΓY ), if X is compact.
Proof. By local duality and Lemma 2.2, we have equivalences
Hom(W,ΛHom(X,Y )) ≃ Hom(ΓW,Hom(X,Y ))
≃ Hom(Γ(W ⊗X), Y )
≃ Hom(W ⊗X,ΛY )
≃ Hom(W,Hom(X,ΛY )),
for any W ∈ C, hence ΛHom(X,Y ) ≃ Hom(Y,ΛY ). For the second claim, the
assumption on X and the fact that Γ is smashing give rise to equivalences
ΓHom(X,Y ) ≃ Γ(DX ⊗ Y ) ≃ DX ⊗ ΓY ≃ Hom(X,ΓY ).

Fix an object Ω ∈ C, thought of as a dualizing complex. We then define the
duality functor DΩ with respect to Ω as
DΩ : C
op −→ C, X 7→ Hom(X,Ω).
Furthermore, define the K-dual of any X ∈ C to be
DKX = Hom(X,ΓΩ);
this construction implicitly depends on Ω, but following the literature, this depen-
dence is omitted from the notation. The next corollary recovers and generalizes the
affine duality results proven in [Har69, Thm. 4.1] and [ATJLL97, Sec. (5.2)].
LOCAL DUALITY IN ALGEBRA AND TOPOLOGY 17
Theorem 2.38 (Abstract affine duality). Suppose (C,K) is a local duality context.
If X ∈ Cω is compact, then there is a natural equivalence
ΛD2ΩX
∼ // D2KX.
Furthermore, if the dualizing object Ω is compact, then the left hand side simplifies
to ΛX ≃ ΛD2ΩX.
Proof. First note that ΓDΩX = ΓHom(X,Ω) ≃ Hom(X,ΓΩ) ≃ DKX by Lemma 2.37(2).
We thus get:
ΛD2ΩX ≃ Hom(DΩX,ΛΩ) by Lemma 2.37(1)
≃ Hom(ΓDΩX,Ω) by Theorem 2.21
≃ Hom(ΓDΩX,ΓΩ)
≃ Hom(DKX,ΓΩ)
≃ D2KX.
If Ω is compact, then D2Ω ≃ id, hence the claim. 
Another reformulation of local duality, originally due to Hartshorne [Har69,
Thm. 2.1], can be generalized as follows:
Corollary 2.39. Let (C,K) be a local duality context, then there is a natural equiv-
alence
ΓX
∼ // Hom(DX,ΓA),
for all compact objects X ∈ C.
Proof. Suppose that X is compact. By assumption on C, X compact implies X
dualizable by Lemma 2.5, and so we have a chain of natural equivalences
ΓX ≃ Hom(A,ΓX) ≃Hom(A,X ⊗ ΓA)
≃Hom(A⊗DX,ΓA)
≃Hom(DX,ΓA).

3. Modules
In this section, we study local duality between torsion and completion functors
in the setting of modules over rings and module spectra over commutative ring
spectra. In these cases, we recover the familiar notions of local cohomology and
local homology, which go back to Grothendieck [Har67], and their subsequent gen-
eralizations to the topological setting by Greenlees and May [GM92, GM95] and
Lurie [Lur11, Section 4]. Instead of working in the derived category like Dwyer and
Greenlees do [DG02], we will use the stable category of chain complexes as defined
in [Lur14]. In this framework, the local duality spectral sequence of Grothendieck
is obtained as a composite functor spectral sequence. Similarly, we give alterna-
tive deductions of some results of Greenlees and May about derived functors of
completion for complete regular local Noetherian rings.
Many of the results in this section are not new, but we hope that the unified
formulation will illuminate existing treatments in the literature. Furthermore, this
section serves as a toy example for the discussion of local duality in the setting of
E∗E-comodules and the E-local category.
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Convention 3.1. We follow [BS13] when working in the graded case. Let A be a
commutative Z-graded ring, and I an ideal generated by a homogeneous sequence
{x1, x2, . . . , xn}. Let Mod
∗
A denote the category of Z-graded A-modules. As shown
in [AM96, Prop. 2.5], Mod∗R is a Grothendieck category. Moreover, using the graded
versions of the usual functors, we can see this is a closed symmetric monoidal
category. Thus, we can work in the stable category of chain complexes of graded
modules; we then use the unique way of grading the functors so that when composing
with the forgetful functor Mod∗A → ModA we get their familiar non-graded versions
back [BS13, Ch. 13]. While not explicit in the notation, all functors are thus bigraded
in this sense.
3.1. Local duality for module spectra. We start by discussing local cohomology
and local homology for commutative ring spectra; this closely follows [GM95], so we
shall be brief. Suppose A is an E∞-ring spectrum
2 and let ModA be the symmetric
monoidal stable category of A-module spectra. In the following, we will often refer
to a module spectrum simply as a module and write the smash product in ModA
as ⊗A or simply ⊗ if no confusion is likely to arise. In this section, we can work
with Hom throughout since the internal hom-object is just an enrichment of the
categorical one.
Consider I ⊆ π∗A a finitely generated homogeneous ideal and choose a minimal
set of generators {x1, . . . , xn} for I; it can be checked easily that the constructions
and results of this section are independent of this choice.
Definition 3.2. If x ∈ πiA is represented by an A-linear map x : Σ
iA → A, then
we define an A-module Kos(x) = fib(A→ A[x−1]), where A[x−1] is the telescope of
x, i.e., the colimit of the diagram
A
x // Σ−iA
x // Σ−2iA
x // . . . .
The Koszul object Kos(I) of the ideal I = (x1, . . . , xn) is then constructed as
Kos(I) =
n⊗
i=1
Kos(xi).
Completing the natural map to a cofiber sequence
Kos(I) // A // Cˇ(I)
defines the Cˇech object Cˇ(I) of I.
Lemma 3.3. Let Σ−1A/xsi be the fiber of the map A
xsi−→ Σ−kisA, where ki is the
degree of xi. Then there is a natural equivalence
colim
(⊗n
i=1Σ
−1A/xsi
) ∼ // Kos(I)
of A-modules.
Proof. This is [GM95, Lem. 3.6]. 
Remark 3.4. A previous version of this paper had an incorrect version of this
lemma. As a consequence, the formulas given in [BHV18, Cor. 3.13 and Lem. 3.17]
have an incorrect suspension. The correct formulas are given below in Theorem 3.7.
This does not affect any of the main results in [BHV18].
It is hence natural to write Koss(I) =
⊗n
i=1 Σ
−1A/xsi for any s ∈ N. We call
(Koss(I))s≥0 a Koszul system, terminology that will be justified by Theorem 3.7.
2In fact, an E2-structure on A would be sufficient for our purposes.
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Proposition 3.5. The system (Koss(I))s is self-dual with DKoss(I) ≃ Σ
n−sdKoss(I),
s ∈ N, where d = k1 + k2 + · · ·+ kn.
Proof. It suffices to show that DA/xsi ≃ Σ
−kis−1A/xsi , which follows immediately
from comparing the cofiber sequence
ΣkisA
xsi−→ A→ A/xsi
to its dual. 
In the language of Section 2, we now consider the local duality context (ModA,Kos1(I)).
Let A/I =
⊗n
i=1A/xi. Note that since Kos1(I) ≃ Σ
−nA/I we could have taken
(ModA, A/I) as our local duality context. We will see that in the case of modules
over a discrete ring A, A/I as a chain complex concentrated in degree zero is not in
general equivalent to Kos1(I) unless regularity conditions are imposed on I. Thus,
we prefer to use the Kozsul object to avoid any confusion.
Following [GM95], we can thus construct a category of I-torsion module spectra;
this terminology will be justified in Remark 3.8.
Definition 3.6. Define the category ModI−torsA of I-torsion A-modules as
ModI−torsA = Loc
⊗
ModA
(Kos1(I)) = LocModA(Kos1(I)),
the localizing subcategory of ModA generated by the compact object Kos1(I). The
inclusion of the category ModI−torsA of I-torsion A-modules into ModA will be de-
noted ιtors.
Since ModtorsA is compactly generated, ιtors admits a right adjoint ΓI
ιtors : Mod
I−tors
A
// ModA : ΓI .oo
Therefore, we can apply the results of Section 2.3 to obtain localization and com-
pletion adjunctions
ModI−locA
ιloc // ModA
LI
oo
ΛI // ModI−compAιcomp
oo
with respect to the ideal I, as well as a version of local duality. The first part of
the next result partially recovers [GM95, Thm. 4.2, Thm. 5.1], and the second one
is implicit in [DG02, Thm. 2.1].
Theorem 3.7. Let A be a ring spectrum as above and consider a finitely generated
homogeneous ideal I ⊆ π∗A.
(1) The functors ΓI and LI are the smashing localization and colocalization
functors associated to the fiber sequence
Kos(I) // A // Cˇ(I)
and ΛI is the localization functor with category of acyclics given byModI−locA .
Moreover, ΓI and Λ
I satisfy ΛI ◦ΓI ≃ Λ
I and ΓI ◦Λ
I ≃ ΓI and they induce
mutually inverse equivalences
ModI−compA
ΓI
∼
//
ModI−torsA .
ΛI
oo
(2) For M,N ∈ ModA, there is an equivalence
Hom(ΓIM,N)
∼ // Hom(M,ΛIN),
natural in each variable.
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(3) For M ∈ ModA, there are natural equivalences
ΓIM ≃ colimsKoss(I)⊗M,
and
ΛIM ≃ lims Σ
n−sdKoss(I)⊗M,
with d as in Proposition 3.5.
Proof. The identification of ΓI and LI with the Koszul and Cˇech objects follows
from [GM95, Thm. 5.1(i)], while (3) is a result of the identification of ΓI and
Kos(I), and Proposition 3.5 together with the proof of Corollary 2.32. The rest is
immediate from Theorem 2.21. 
The situation is summarized in the diagram on the left of (3.21).
Remark 3.8. ModI−torsA = Loc(Kos1(I)) is the category of acyclics of LI, or
equivalently, the essential image of ΓI . It follows by Proposition 3.19 that this is
precisely the category of module spectra whose homotopy groups are I-torsion as
π∗A-modules, thus justifying its name.
This completes our discussion of local duality for the category of A-module spec-
tra. In the next subsection, we specialize further to the case of a discrete commuta-
tive ring, and give a comparison between the topological and the algebraic context.
3.2. Local duality for A-modules. Let A be a commutative ring, and I a finitely
generated ideal with a fixed set of generators {x1, x2, . . . , xn}. We denote by ModA
the abelian category of A-modules, and HomA(−,−) the set of A-module maps.
3
We will often work in the stable category DA of chain complexes as introduced in
[Lur14, Def. 1.3.5.8]. This is just the differential graded nerve of the subcategory
of fibrant objects in the injective model structure on ChA. The space of maps in
the derived category will be denoted by Hom(−,−) to distinguish it from the set
of A-module morphisms which we always write as above.
We will proceed by building upon local duality for module spectra, using Ship-
ley’s work on the relation between the category ModHA of module spectra over
the Eilenberg–MacLane spectrum HA and Ch(A). The key difference in this case
is the existence of the abelian category ModA of A-modules, whose corresponding
derived category is DA. Consequently, we can and will compare the abstractly
constructed local cohomology and local homology functors on DA to the derived
functors of torsion and completion, thereby relating our version of local duality to
the one studied in the literature. Let
Θ: ModHA
∼ // DA
be the symmetric monoidal equivalence induced between the stable category ofHA-
module spectra and the derived category of A; see [Shi07] and [Lur14, Rem. 7.1.1.16]
for details. By a mild abuse of notation, we will also denote the object Θ(Kos1(I))
in DA by Kos1(I), where the the module spectrum Kos1(I) is defined in the previous
subsection. Then, Kos1(I) is a compact object in DA and Theorem 2.21 applies to
give a pair of adjoints
ιtors : D
I−tors
A
// DA : ΓI ,oo
where DI−torsA is the localizing subcategory of DA compactly generated by Kos1(I),
and ΓI is the resulting right adjoint to the inclusion ιtors of D
I−tors
A in DA. Likewise,
3Unfortunately this conflicts with the previous section, but it should be clear from context if
we are working in the derived or underived setting.
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we obtain localization and completion adjunctions
DI−locA
ιloc // DA
LI
oo
ΛI // DI−compA .ιcomp
oo
We will see that all the functors above can be interpreted in terms of local
(co)homology, thus recovering well known results. Let us begin by showing that
Kos1(I) is the usual cochain complex in DA.
Proposition 3.9. There is an equivalence Kos1(I) ≃
⊗n
i=1(A
xi−→ A) in DA.
Proof. By definition, the module spectrum Kos1(I) is given by
⊗n
i=1 fib(HA
xi−→
HA). Since the functor Θ constructed in [Shi07] is a symmetric monoidal equiva-
lence of stable categories, the result follows. 
Motivated by this we let Koss(I) =
⊗n
i=1(A
xsi−→ A) and Kos(I) = colimsKoss(I) =⊗n
i=1(A −→ A[x
−1
i ]).
Remark 3.10. There is an important difference between working with A-modules
and module spectra. As mentioned before, in module spectra both Kos1(I) and HA/I
are equivalent and thus give the same duality context. However, if we consider A/I
as a complex concentrated in degree zero in DA, this is not in general compact so
in particular it is not equivalent to Kos1(I). If I is generated by a regular sequence,
then it is known that Kos1(I) ≃ Σ
nA/I. Even if I is not regular the two objects
still generate the same duality context; this follows as Loc(A/I) ≃ Loc(Kos1(I)),
see [DG02, Prop. 6.1].
In order to identify the abstract functors above it suffices to show that cofiber
sequence
Kos(I) // A // Cˇ(I)
is indeed ΓIA −→ A −→ LIA. This is equivalent to showing that Kos(I) is
in Loc(Kos1(I)) (i.e., LI -acyclic) while Cˇ(I) is LI-local, facts that can be found
in [Gre01, Sec. 5].
We are now ready to state our local duality theorem for the derived category of
A.
Theorem 3.11. Let A be a ring as above and consider a finitely generated ideal
I ⊆ A.
(1) The functors ΓI and LI are the smashing localization and colocalization
functors associated with the cofiber sequence
Kos(I) // A // Cˇ(I)
and ΛI is the localization functor with category of acyclics given by DI−locA .
(2) In addition, ΓI and Λ
I satisfy ΛI ◦ ΓI ≃ Λ
I and ΓI ◦ Λ
I ≃ ΓI and they
induce mutually inverse equivalences
DI−compA
ΓI
∼
//
DI−torsA .
ΛI
oo
(3) For X,Y ∈ DA, there is an equivalence
Hom(ΓIX,Y )
∼ // Hom(X,ΛIY ),
natural in each variable.
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(4) For X ∈ DA, there is a natural isomorphism
ΓIX ≃ colimsKoss(I)⊗X,
and
ΛIX ≃ limsΣ
nKoss(I)⊗X.
Proof. The identification of the cofiber sequence in (1) is contained in [Gre01,
Sec. 5]. The rest of (1)–(3) are immediate from Theorem 2.21, while the equiv-
alence in (4) follows from Corollary 2.32 and Proposition 3.5. 
We now work in the abelian category ModA.
Definition 3.12. For each M ∈ModA, we define the I-power torsion of M as
TAI M = {x ∈M |I
kx = 0 for some k ∈ N}.
When the ring is clear from the context, it will be omitted from the notation. It
is easy to see that the I-power torsion functor for modules can be identified with
(3.13) TAI (M)
∼= colimk HomA(A/I
k,M);
we refer the reader to [BS13, Ch. 1] for a nice exposition on I-power torsion includ-
ing this result.
In Proposition 3.20, we will see that the homology of ΓIM can be computed in
terms of local cohomology; in particular, H∗(ΓIM) = H
∗
I (M) for any module M
viewed as a complex concentrated in degree zero. It is then natural to ask when ΓI
is in fact the total right derived functor of the I-power torsion functor TI defined at
the abelian level. A complete answer to this question was given in [Sch03]. First,
we recall the following definition.
Definition 3.14. An ideal I is generated by a weakly proregular sequence {x1, x2, . . . , xn}
if for all k ≥ 0 there exists an m ≥ k such that
Kosm(I)→ Kosk(I)
is the zero map.
Example 3.15. If A is Noetherian, then every ideal in A is weakly proregular, see
[PSY14, Thm. 3.34].
Here it is important to remember that Koss(I) depends on the choice of gener-
ators of I, unlike Kos(I) which does not.
Let a ∈ A, then an A-moduleM is said to be a-bounded torsion if the increasing
sequence ker(A
ak
−→ A) stabilizes. Assume that A is xi-bounded torsion for all i =
1, . . . , n, and let L andR indicate a total left and right derived functor, respectively.
Schenzel shows that I is generated by a weakly proregular sequence if and only
if there is a natural equivalence RTIX ≃ Kos(I) ⊗ X in the derived category
[Sch03, Thm. 1.1]. Moreover, LCIX ≃ Hom(Kos(I), X) if and only if I is weakly
proregularly generated, where CI denotes the I-adic completion functor. With this
and the formulae in Theorem 3.11 under consideration, we get
Proposition 3.16. Let A be a commutative ring and I = (x1, x2, . . . , xn) an ideal
in A. Suppose that A is bounded xi-torsion for i = 1, . . . , n. Then the following are
equivalent:
(1) {x1, x2, . . . , xn} is weakly proregular.
(2) There is a natural equivalence ΓI ≃ RTI .
(3) There is a natural equivalence ΛI ≃ LCI .
Thus, the functors ΓI and Λ
I which satisfy local duality for any finitely generated
ideal I agree with the total derived functors of classical torsion and completion
provided I is sufficiently regular.
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Remark 3.17. This result exhibits the central difference between our approach to
local duality and the one usually taken: The classical approach starts with explicit
torsion and completion functors and then shows that they are related by local duality
in certain cases. In contrast, we abstractly construct local cohomology and local
homology functors satisfying local duality and then identify these functors with the
usual ones under mild conditions. Therefore, we are able to produce well behaved
generalizations of local cohomology and local homology in those cases not covered
by the literature.
Using the proposition above, we get the following identification.
Proposition 3.18. Let A be a commutative ring and I = (x1, x2, . . . , xn) a weakly
proregularly generated ideal. Suppose that A is bounded xi-torsion for i = 1, . . . , n.
Then, there is an equivalence of functors in DA
ΓI ≃ colimk Hom(A/I
k,−).
Proof. Using that TI(−) ∼= colimk HomA(A/I
k,−), and the fact that colimits are
exact in ModA, we conclude that the total right derived functor is given by
RTI ≃ colimk Hom(A/I
k,−)
in the derived category. Thus, the claim follows by Proposition 3.16. 
Next, we give interpretations of all the functors involved in terms of the classical
notion of local (co)homology and Cˇech cohomology. Recall that the s-th local
cohomology of an A-module M is given by
HsI (M) = H
s(Kos(I)⊗M).
Dually, the s-th local homology of M was defined in [GM92] as
HIs (M) = Hs(Hom(Kos(I),M)).
We can also define local Cˇech cohomology by
CˇHsI (M) = H
s(Cˇ(I)⊗M).
As noted by Greenlees and May in [GM95], there is a filtration on Kos(xi) in-
duced by Lemma 3.3; the following spectral sequences then arise from the resulting
product filtration of the Koszul and Cˇech objects after applying π∗.
Proposition 3.19. Let A be a ring spectrum and I a finitely generated homo-
geneous ideal of π∗A. Let M ∈ ModA. There are strongly convergent spectral
sequences of π∗A-modules:
(1) E2s,t = (H
−s
I (π∗M))t =⇒ πs+t(ΓIM), with differentials d
r : Ers,t →
Ers−r,t+r−1,
(2) E2s,t = (H
I
s (π∗M))t =⇒ πs+t(Λ
IM), with differentials dr : Ers,t → E
r
s−r,t+r−1,
and
(3) E2s,t = (CˇH
−s
I (π∗M))t =⇒ πs+t(LIM), with differentials d
r : Ers,t →
Ers−r,t+r−1.
By specializing to the ring spectrum HA for a given commutative ring A, we can
deduce similar spectral sequences converging to the homology of the corresponding
functors in the derived category. Alternatively, these are easy to obtain directly
using the formulae from Theorem 3.11, and the first two have previously appeared
in [DG02].
Proposition 3.20. Let A be a commutative ring and I a finitely generated ideal.
Let X ∈ DA. There are strongly convergent spectral sequences of A-modules:
(1) Es,t2 = H
s
I (H
tX) =⇒ Hs+t(ΓIX),
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(2) E2s,t = H
I
s (HtX) =⇒ Hs+t(Λ
IX), and
(3) Es,t2 = CˇH
s
I (H
tX) =⇒ Hs+t(LIX).
The situation in Proposition 3.19 can be visualized in the following diagram:
(3.21)
ModI−locHA


▼
❋
❂
✹
✳
✮
DI−locA


❑
❈
✾
✶
✰
✫
ModHA
LI
OO
ΓIxxqqq
qqq
qqq
q
ΛI
&&◆◆
◆◆◆
◆◆◆
◆◆
π∗ ///o/o/o/o/o/o/o/o DA
LI
OO
ΓIzzttt
tt
tt
tt ΓI
%%❑❑
❑❑❑
❑❑❑
❑❑
ModI−torsHA
88qqqqqqqqqq
∼
//
77
✖
✑
☛
✂
②
q
ModI−compHA
ff◆◆◆◆◆◆◆◆◆◆
DI−torsA
::ttttttttt
∼
//
77
✚
✕
✎
✞
⑥
t
DI−compA .
ee❑❑❑❑❑❑❑❑❑❑
3.3. Classical local duality. In this section, we show how our framework allows
us to effortlessly recover important duality theorems found in the literature. First,
we deduce the Greenlees–May spectral sequence introduced in [GM92, Prop. 3.1],
often simply referred to as Greenlees–May duality.
Theorem 3.22 (Greenlees–May). For any M ∈ DA there is a third quadrant
spectral sequence
Es,t2 = Ext
s
A(H
−t
I (A),M) =⇒ H
I
−t−s(M),
with differentials dr : E
s,t
r → E
s+r,t−r+1
r .
Proof. By local duality, we have an equivalence ΛIM ≃ Hom(ΓIA,M). Thus, the
spectral sequence above is just the hypercohomology spectral sequence correspond-
ing to the composition of the functor ΓI with Hom(−,M). 
The original local duality theorem of Grothendieck appeared in [Har67] as lecture
notes from a seminar given by Grothendieck at Harvard in 1961. Our next result
recovers Grothendieck local duality in its more general form.
Theorem 3.23 (Grothendieck local duality, [Har67, Thm. 6.8]). Let A be a
ring with HqI (A) = 0 for q > n, and write DQ = HomA(−, Q) for the duality
functor defined by an injective module Q. Then, for any M ∈ ModA there is a
convergent first quadrant spectral sequence
Ep,q2 = Ext
p
A(M,DQ(H
n−q
I A)) =⇒ DQ(H
n−p−q
I (M)).
Proof. Since ΓI is smashing, we can write
(3.24) Hom(M,Hom(ΓIA,Q)) ≃ Hom(ΓIM,Q),
where M is an A-module thought of as a complex concentrated in degree zero in
DA. The desired spectral sequence is the hypercohomology spectral sequence for
the composition of ΓI and Hom(M,Hom(−, Q)), with abutment given by the co-
homology of the left hand side in the equivalence of (3.24), where the identification
of the E2-term uses the injectivity of Q. By [Wei94, 5.7.9] this spectral sequence
is always weakly convergent, and the existence of a vanishing line implies that it is
also strongly convergent. 
Remark 3.25. This result can also be deduced from Greenlees–May duality Theorem 3.22,
see [GM92, Prop. 3.8]; in contrast, our proof only uses that ΓI is smashing.
Grothendieck’s original statement was written for A a complete local Noetherian
ring of dimension n, and Q a dualizing module for A. Recall that the Krull dimen-
sion of a ring A, dim(A), is the length of its longest strictly ascending chain of prime
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ideals, while its I-depth is the length of a maximal regular sequence contained in I.
A local Cohen–Macaulay ring is a Noetherian local ring with Krull dimension equal
to its m-depth, where m is the maximal ideal of A. A local Cohen–Macaulay ring A
is called Gorenstein if its injective dimension as an A-module is finite. If A is Goren-
stein, Hnm(A) is known to be isomorphic to the injective hull E(k) of the residue
field k = A/m of A [BS13, Lem. 11.2.3]. Under these hypotheses, E(k) is a dualiz-
ing module for A by [Har67, Prop. 4.10], and we can take DE(k) = Hom(−, E(k))
for the duality functor.
Corollary 3.26 ([Har67, Thm. 6.3]). Suppose that A is a Gorenstein local ring
of dimension n. Then, for any finitely generated A-module M and all k there is a
natural isomorphism
Cm ExtkA(M,A)
∼= HomA(H
n−k
m (M), E(k)),
where Cm is the m-adic completion functor. Moreover, if A is complete, then there
is a natural isomorphism
Hkm(M)
∼= DE(k)(Ext
n−k
A (M,A)),
Proof. Since A is Gorenstein, Hnm(A)
∼= E(k) is the only non-trivial local coho-
mology of A. Hence, the spectral sequence of Theorem 3.23 collapses to give the
isomorphism
ExtkA(M,DE(k)(H
n
mA))
∼= HomA(H
n−k
m (M), E(k)).
To reinterpret the left hand side, first note that we have
Hom(M,Hom(ΓmA,ΓmA)) ≃ Hom(M,Hom(ΓmA,A)) ≃ Hom(ΓmA,Hom(M,A)),
where the first equivalence comes from the fact that Γm is right adjoint to the
inclusion of DI−torsA in DA. Moreover, Hom(ΓmA,Hom(M,A)) ≃ Λ
mHom(M,A)
by local duality.
In what follows let Lms M be the s-th left derived functor of m-adic completion
for s ≥ 0, to be studied further in Section 3.4. For now we just need the following:
if N is a finitely generated A-module, then Lm0 N
∼= CmN , and Lms N = 0 for s > 0,
as proven in [HS99b, Prop. A.4, Thm. A.6]. Moreover, for arbitrary N , we have
H−s(ΛmN) ∼= Lms N , which follows from Theorem 3.27 below. Then, using the
Grothendieck spectral sequence we have
Hk(ΛmHom(M,A)) ∼= Lm0 Ext
k
A(M,A)
∼= Cm ExtkA(M,A)
as ExtkA(M,A) is finitely generated. This completes the proof of the first part.
Under the assumption that A is complete, the second equivalence is a conse-
quence of the first and Matlis duality [BH93, Thm. 3.2.13]. 
3.4. L-completion. Let A be a Noetherian ring and I ⊆ A an ideal as before. It
is well known that the I-adic completion of an A-module, CI(M) = limsM/I
sM ,
is neither right nor left exact as a functor on ModA, the abelian category of A-
modules, see [HS99b, App. A] for example.
We could deal with this situation by either considering the zeroth left derived or
right derived functor of CI as the “correct” homological approximation of comple-
tion. These were initially studied (under more general assumptions on the ring A)
by Greenlees and May in [GM92], where many results on the left derived functors
were established, including some that we recover here.
In contrast, they showed that the right derived functors of completion vanish,
so it is natural to focus only on the left derived functors of the I-adic completion.
Moreover, these derived functors are relevant to our discussion; the connection
comes through the following interpretation of these functors in terms of local ho-
mology. We note that the following result holds for any ring A.
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Theorem 3.27 ([GM92, Thm. 2.5]). Let A be a commutative ring. Let I =
(x1, . . . , xn) be an ideal generated by weakly proregular finite sequence and assume
that A is xi-bounded torsion for all i. Then, for all A-modules M , and all s ≥ 0,
there is a natural isomorphism
HIs (M)
∼= LIsM,
where LIs is the s-th left derived functor of I-adic completion.
Proof. On the one hand, by Proposition 3.16 we have ΛI ≃ LCI . On the other
hand, local duality implies that ΛI ≃ Hom(ΓA,X). The conclusion follows after
applying homology to the equivalence Hom(ΓA,X) ≃ LCI . 
Remark 3.28. The original statement in [GM92, Thm. 2.5] required the ideal
I to be proregular, see [GM92, Def. 1.8]. By [Sch03, Lem. 2.7] any proregular
ideal is weakly proregular, although the converse is not true, and thus our result
is slightly stronger. Moreover, since the regularity condition we use above is opti-
mal in Proposition 3.16, it would be reasonable to expect that the same is true for
Theorem 3.27.
Continuing in the same fashion, we use the Grothendieck spectral sequence to
give a quick alternative proof of [GM92, Prop. 1.1]. Here, limp denotes the p-th
derived functor of lim.
Corollary 3.29 (Greenlees–May). If M ∈ ModA, then there is a short exact
sequence
0 // lim1k Tor
s+1
A (A/I
k,M) // LsM // limk Tor
s
A(A/I
k,M) // 0
for any s ≥ 0. In particular, there exists a natural epimorphism L0M → C
I(M).
Proof. The Grothendieck spectral sequence associated to CI(−) = limA/Ik ⊗ (−)
exists because an inverse system of modules satisfying the Mittag–Leffler condition
remains Mittag–Leffler under tensoring with arbitrary modules. Therefore, we can
work with a flat resolution of M . Thus, the spectral sequence takes the form
Ep,q2 = lim
p
k Tor
A
q (A/I
k,M) =⇒ LIp−qM.
The fact that limp = 0 for all p > 1 in the category ModA implies that the
spectral sequence degenerates to a short exact sequence. 
4. Comodules over a flat Hopf algebroid
We now move on to the main example of interest in this paper, which is the
stable category of comodules over a Hopf algebroid. In this section we start by
reviewing the basic properties of the abelian category of comodules over a flat Hopf
algebroid (A,Ψ), which we denote by ComodΨ, collecting known results that will
be required. It is known that ComodΨ is a Grothendieck abelian category, and
hence has a corresponding derived category DΨ. The latter has some deficiencies
however, as noted in [Hov04] or [Hov07, Sec. 3]. To overcome these we instead give
an alternative construction based on work of Hovey [Hov04] and Krause [Kra05],
and prove enough about this stable category so that we can study local duality
thoroughly in the sequel. We finish by showing that, in many cases, our model
agrees with Hovey’s model in a suitable sense.
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4.1. Comodules over a Hopf algebroid. We will begin by reviewing the abelian
category of comodules over a Hopf algebroid. None of the results in this section are
new, and we refer the reader to [Hov04, Sec. 1] and [Rav86, App. A1] for further
details.
Recall that a Hopf algebroid (A,Ψ) over a commutative ring K is a cogroupoid
object in the category of commutative K-algebras. In particular, it consists of a
pair (A,Ψ) of commutative K-algebras, along with K-algebra morphisms
ηL : A→ Ψ
ηR : A→ Ψ
∆: Ψ→ Ψ⊗A Ψ
ǫ : Ψ→ A
c : Ψ→ Ψ,
satisfying a series of identities that ensure that, for any commutative ring B, the
sets Hom(A,B) and Hom(Ψ, B) are the objects and morphisms of a groupoid,
respectively. Here, ηL gives Ψ the structure of a left A-module, ηR gives Ψ a right
A-module structure, and Ψ⊗A Ψ refers to the bimodule tensor product.
Definition 4.1. A left Ψ-comodule M is a left A-module M together with a couni-
tary and coassociative left A-linear morphism ψM : M → Ψ⊗AM .
We write ComodΨ for the category of Ψ-comodules; we will always assume that
Ψ is a flat A-module, which ensures that ComodΨ is a cocomplete abelian subcat-
egory of ModA [Hov04, Lem. 1.1.1]. The forgetful functor ComodΨ → ModA has a
right adjoint that sends an A-moduleM to the Ψ-comodule Ψ⊗AM , with structure
map ∆⊗1 [Rav86, Def. A1.2.1]; such a comodule is called an extended comodule. It
follows that the colimit in ComodΨ is just the colimit in A-modules equipped with
its canonical comodule structure. The forgetful functor does not preserve limits,
or even infinite products, and so in general it is difficult to construct right ad-
joints in ComodΨ. Nonetheless, the category ComodΨ is also complete, see [Hov04,
Prop. 1.2.2]. Since we will need to understand inverse limits of comodules in the
sequel, we now explain how they are constructed, mimicking Hovey’s construction
of products.
Let (Nk) be an inverse system of comodules and let limΨ,kNk be the inverse
limit we wish to construct. Suppose first that we have an inverse system (Mk) of
A-modules. Arguing via adjointness we see that we must have
(4.2) limΨ,k(Ψ⊗AMk) ∼= Ψ⊗A limkMk,
where limkMk denotes the inverse limit in ModA. Given a set of comodule maps
fk : Ψ⊗AMk → Ψ⊗A Lk we define limΨ,k(fk) by
Ψ⊗A limkMk
∆⊗1
−−−→ Ψ⊗A Ψ⊗A limkMk
1⊗α
−−−→ Ψ⊗A limk(Ψ⊗AMk)
1⊗limk(fk)
−−−−−−−→ Ψ⊗A limk(Ψ ⊗A Lk)
1⊗limk(ǫ⊗1)
−−−−−−−−→ Ψ⊗A limk Lk,
where α is the canonical map. One can check that this defines the inverse limit on
the full subcategory of extended Ψ-comodules.
Finally, given an inverse system (Nk) of comodules, there are left exact sequences
0→ Nk
ψ
−→ Ψ⊗A Nk
pk
−→ Ψ⊗A Tk,
where Tk is the cokernel of ψ and pk is the composite
Ψ⊗A Nk → Tk
ψ
−→ Ψ⊗A Tk,
see [Hov04, Sec. 1.2].
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It follows that limΨ,k(Nk) is the kernel, i.e., is defined by the short exact sequence
(4.3) 0 // limΨ,k(Nk) // Ψ⊗ limk(Nk) // Ψ⊗ limk(Tk).
One can check that this construction does indeed define the inverse limit in ComodΨ.
The category of Ψ-comodules is symmetric monoidal. Let M and N be Ψ-
comodules and define their comodule tensor productM⊗N to be the moduleM⊗A
N . The comodule structure map is slightly more subtle; consider the composite
M ⊗K N
ψM⊗ψN
−−−−−→ (Ψ ⊗AM)⊗K (Ψ⊗A N)→ Ψ⊗AM ⊗A N,
where the last map sends g1 ⊗m ⊗ g2 ⊗ n to g1g2 ⊗m ⊗ n. This composite then
descends to a well-defined morphismM⊗AN → Ψ⊗AM⊗AN (however the separate
maps are only defined when we tensor over K). It is sometimes useful to know that
for a comodule N there is a natural isomorphism of comodules Ψ⊗N ∼= Ψ ⊗A N ,
where the latter refers to the extended Ψ-comodule, and thus we typically omit the
subscript on tensor products.
The tensor product has a right adjoint HomΨ(−,−) making ComodΨ a closed
symmetric monoidal category [Hov04, Thm. 1.3.1], although it is harder to explicitly
give a formula for HomΨ(M,N). We make the following observations: for an
extended Ψ-comodule Ψ⊗N , adjointness gives an isomorphism
(4.4) HomΨ(M,Ψ⊗N)
∼= Ψ⊗HomA(M,N)
and, as an A-module, there is always a morphism HomΨ(M,N) → HomA(M,N);
if M is finitely presented over A, then this morphism is an isomorphism [Hov04,
Prop. 1.3.2].
With this closed structure, we can define the dual of a Ψ-comodule M to be
DM = HomΨ(M,A). Then, M is dualizable in ComodΨ if and only if M is
dualizable as an A-module, i.e., M is finitely generated and projective as an A-
module [Hov04, Prop. 1.3.4]. Similarly, M is compact in ComodΨ if and only if
the underlying A-module of M is compact in ModA, which is equivalent to being
finitely presented over A. A Hopf algebroid (A,Ψ) will be called an Adams Hopf
algebroid if it satisfies Adams’ condition, i.e., if Ψ is a filtered colimit of dualizable
Ψ-comodules.
We also note that ComodΨ is a Grothendieck abelian category, see [ATJLPRVG14,
Thm. 5.4] or [Sit14, Prop. 3.4.7]; this implies that ComodΨ is locally presentable [Bek00,
Prop. 3.10]. To summarize what we need:
Proposition 4.5. The category ComodΨ of comodules over a flat Hopf algebroid
(A,Ψ) is a complete and cocomplete locally presentable Grothendieck abelian cate-
gory, with a closed symmetric monoidal structure. In addition:
(1) A comoduleM is dualizable (compact) if and onlyM is dualizable (compact)
as an A-module.
(2) There is a morphism of A-modules HomΨ(M,N)→ HomA(M,N) which is
an isomorphism when M is compact.
(3) Filtered colimits in ComodΨ are exact and are computed in ModA.
A morphism Φ: (A,Ψ) → (B,Σ) of Hopf algebroids consists of a pair (Φ0,Φ1)
of ring homomorphisms Φ0 : A→ B and Φ1 : Ψ→ Σ making the obvious diagrams
commute. Such a morphism induces an adjoint pair of functors [MR77]
Φ∗ : ComodΨ
// ComodΣ : Φ∗,oo
with Φ∗ symmetric monoidal [Hov04, Lem. 1.13]. Consider the morphism ǫ : (A,Ψ)→
(A,A) which is the identity on A and is given by the counit ǫ on Ψ. It is easy to
check that there is an equivalence of categories ComodA ≃ ModA, and that ǫ∗
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corresponds to the forgetful functor from ComodΨ to ModA. In this case ǫ
∗ is the
extended comodule functor mentioned previously.
Recall that a functor is called conservative if it reflects isomorphisms.
Lemma 4.6. The forgetful functor ǫ∗ : ComodΨ → ModA is conservative.
Proof. We need only show that ǫ∗ is faithful, since any faithful functor whose do-
main is an abelian category reflects isomorphisms. That ǫ∗ is faithful is clear from
the definition of a morphism. 
There are enough injectives in ComodΨ; in fact, a Ψ-comodule is injective if and
only if it is a comodule retract of Ψ ⊗A I for some injective A-module I [HS05b,
Lem. 2.1].
Definition 4.7. For Ψ-comodules M and N , ExtiΨ(M,N) is the i-th right derived
functor of HomΨ(M,N), formed via an injective resolution of N . Similarly, we
write lim iDΨ,kMk or simply lim
i
Ψ,kMk for the right derived functors of inverse limit
of a system of comodules (Mk)k.
We will see in Lemma 4.22 that ifM is finitely presented, then ExtiΨ(M,N) also
commutes with ǫ∗.
4.2. Ind-categories of comodules. In this subsection, we establish the categor-
ical foundations for the stable category of comodules we are going to use in the
rest of the paper. As pointed out by Hovey [Hov04], the usual derived category DΨ
of comodules over some flat Hopf algebroid (A,Ψ) lacks some desired properties.
In particular, the comodule A is in general not a compact object in DΨ, even for
familiar examples like (A,Ψ) = (BP∗, BP∗BP ) or (E∗, E∗E) with E some version
of Morava E-theory. Instead, in [Hov04] Hovey constructs a model structure on
the category of chain complexes of comodules, which we denote by StablehΨ, whose
homotopy category is, under suitable hypotheses, a stable homotopy category gen-
erated by a set of dualizable Ψ-comodules. This construction has two important
additional properties:
• If (A,Ψ) = (A,A) is discrete, then StablehΨ ≃ DA, the usual (unbounded)
derived category of A-modules.
• In general, the derived category DΨ of ComodΨ is a left Bousfield localiza-
tion of StablehΨ at the homology isomorphisms.
This category provides a natural framework for doing homological algebra of co-
modules, as amply demonstrated in [Hov07]. Moreover, StablehΨ is well behaved
enough so that our abstract local duality result can be applied. However, in order
to concretely identify and study the local cohomology and local homology functors
so constructed, we would have to work on the level of the model structure and not
just in the homotopy category, which becomes technically demanding due to the
construction of the model structure.
To explain the idea of the construction, consider the case of modules over the
group algebra k[G] for k some field of characteristic p, and G a finite p-group.
The abelian category Modk[G] of k[G]-modules can be identified naturally with the
category of comodules over the Hopf algebra (k, k[G]∗), k[G]∗ being the k-linear dual
of k[G]. However, for certain purposes the derived category D(G) of Modk[G] has
some deficiencies; for example, the object k ∈ D(G) is not compact. As a remedy,
one can work with the stable category Stablek[G], which is a triangulated category in
which k becomes a compact generator. There are several equivalent constructions
available in the literature, but we would like to single out the following: Consider
the thick subcategory ThickG(k) of D(G) generated by k. Work of Krause [Kra05],
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Benson and Krause [BK08], and Hovey, Palmieri, and Strickland [HPS97, Sec. 9.5]
provides equivalences
Ind(ThickG(k))
∼ // Ho(DinjkG)
∼ // Stablek[G]
of triangulated categories, where Ho(DinjkG) is the homotopy category of complexes
of injective k[G]-modules. Note that the stable module category StMod(G) of k[G]
is the finite localization of Stablek[G] at the thick subcategory generated by k[G].
Let (A,Ψ) be a flat Hopf algebroid, and write G = GΨ for a set of representatives
of dualizable comodules in ComodΨ. By Proposition 4.5, the category ComodΨ of
Ψ-comodules is a Grothendieck abelian category, so there exists a corresponding
derived category of Ψ-comodules. The next result shows that this derived category
admits a well-behaved homotopical model.
Proposition 4.8 (Hovey, Barnes–Roitzheim). There is a cofibrantly generated
monoidal model structure on the category ChΨ of chain complexes of Ψ-comodules
whose homotopy category is the usual derived category of Ψ-comodules.
Proof. This is a special case of [BR11, Thm. 6.9], but for the convenience of the
reader we sketch a construction. To this end, recall that Hovey [Hov04, Thm. 2.1.3]
constructs a projective model structure on ChΨ. In this model structure, a map f
is a weak equivalence or fibration if and only if Hom(P, f) is a quasi-isomorphism
or surjective map for all dualizable Ψ-comodules P , respectively. Left Bousfield
localization at the quasi-isomorphisms then yields the desired model structure; to
see that the resulting model structure is monoidal, see [Whi14]. 
We will write DΨ for the underlying symmetric monoidal stable ∞-category of
the model category constructed in Proposition 4.8 above, and refer to it as the
derived stable ∞-category of Ψ-comodules. Using the methods of Section 2.2 we
can now construct our version of the stable category of comodules.
Definition 4.9. We define the stable∞-category of Ψ-comodules as the ind-category
of the thick subcategory of DΨ generated by G, i.e.,
StableΨ = Ind(ThickΨ(G)),
where G is a set of representatives of the class of dualizable objects in ComodΨ
viewed as complexes concentrated in degree 0.
Since ThickΨ(G) is a small stable∞-category with a closed symmetric monoidal
structure ⊗ preserving finite colimits separately in each variable, Theorem 2.13
immediately yields the next result.
Proposition 4.10. If (A,Ψ) is a flat Hopf algebroid, then the stable category of
comodules StableΨ is a presentable stable ∞-category compactly generated by G,
and equipped with a closed symmetric monoidal structure ⊗ preserving colimits
separately in each variable.
Following this we will refer to StableΨ simply as the stable category of Ψ-
comodules.
The stable category DΨ is cocomplete, so the universal property of the ind-
category yields a continuous functor
StableΨ
ω // DΨ
extending the natural inclusion ThickΨ(G)→ DΨ. It follows from Proposition 2.11
that ω is in fact a symmetric monoidal functor of stable categories, and it has a
right adjoint ι by Proposition 2.12. In the case of a discrete Hopf algebroid we get
an analogue of the result mentioned in the introduction.
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Lemma 4.11. If (A,A) is a discrete Hopf algebroid, then there is a symmetric
monoidal equivalence
StableA
ω
∼
// DA .
Proof. If (A,A) is a discrete Hopf algebroid, then Thick(G) = Thick(A) as every
dualizable A-module is finitely presented and projective. Because A is a compact
generator of DA, ω is an equivalence. 
This motivates the following definition.
Definition 4.12. The homology groups of an object in StableΨ are defined as the
homology of the underlying chain complex, i.e.,
H∗M = H∗(ωM)
for any M ∈ StableΨ.
We now study the relation between the stable category of comodules StableΨ
for a Hopf algebroid (A,Ψ) and the derived category DA ≃ StableA. To this end,
recall that the Hopf algebroid morphism ǫ : (A,Ψ)→ (A,A) induces an adjunction
ǫ∗ : ComodΨ
// ComodA : ǫ∗oo
of abelian categories, where ǫ∗ is the forgetful functor and ǫ
∗(M) = Ψ ⊗A M , the
extended comodule on M ∈ ComodA ≃ ModA. Note that both functors are exact,
because Ψ is flat over A. It follows that there is an induced adjunction (ǫ∗, ǫ
∗) of
stable categories between DΨ and DA. This adjunction lifts to an adjunction of
stable comodule categories.
Lemma 4.13. There is an adjunction of stable categories
ǫ∗ : StableΨ
// DA : ǫ∗oo
which extends the adjunction ǫ∗ ⊣ ǫ
∗ on derived categories. Moreover, the functor
ǫ∗ is symmetric monoidal while ǫ
∗ is continuous.
Proof. Since ǫ∗ is exact, we can consider the restriction of ǫ∗ to a functor ThickΨ(G)→
ThickA(A). The composite
ThickΨ(G) // ThickA(A) // DA
extends to a symmetric monoidal functor StableΨ → DA, which we also call ǫ∗
by a mild abuse of notation. Using Lemma 4.11, this functor can be identified
with Ind(ǫ∗), so Proposition 2.12 yields a right adjoint ǫ
∗ : DA → StableΨ to ǫ∗.
Finally, ǫ∗ preserves compact objects in light of Proposition 4.5 so it follows that
ǫ∗ is continuous. 
The following diagram summarizes the categories and functors introduced so far:
StableΨ
ω //
ǫ∗
$$■
■■
■■
■■
■■
DΨ
ι
oo
ǫ∗

DA .
ǫ∗
OO
ǫ∗
dd■■■■■■■■■
Remark 4.14. We note that there is at least one reasonable variation of Definition 4.9:
Instead of defining StableΨ as Ind(ThickΨ(G)), we could consider the ind-category
on the thick subcategory of DΨ generated by the compact objects of ComodΨ. While
this choice comes with some advantages and disadvantages, it induces equivalent
local cohomology and local homology functors in many examples of interest. In
particular, this is the case for Landweber Hopf algebroids introduced in the next
subsection, and hence for the theories studied in Section 7.
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4.3. Landweber Hopf algebroids. Under some more restrictive assumptions on
the Hopf algebroid, the relation between StableΨ and DΨ becomes even closer. To
this end, we will introduce the notion of a Landweber Hopf algebroid.
Definition 4.15. Suppose (A,Ψ) is a flat Hopf algebroid and write ComodωΨ[0] for
the image of the (nerve of the) abelian category of compact comodules in DΨ. If M
is in ThickΨ(A) for every M ∈ Comod
ω
Ψ[0], then we call (A,Ψ) a Landweber Hopf
algebroid.
This terminology is inspired by the Landweber filtration theorem [Lan73] in
stable homotopy theory, which allows the construction of a natural class of ex-
amples: Indeed, the proof of [Hov04, Cor. 6.7] shows that any ring spectrum R
that is Landweber exact over MU or BPJ , where J is some finite regular invari-
ant sequence, such that R∗R is commutative, gives a Landweber Hopf algebroid
(R∗, R∗R). Examples of such ring spectra include HFp, topological K-theory or
more generally Morava E-theory En, and the Brown–Peterson spectrum BP .
Let D0 ⊂ DΨ be the ∞-category of complexes Q with homology concentrated
in finitely many degrees and such that Hd(Q) ∈ ComodΨ is compact for all d ∈ Z.
These categories admit a convenient description for Landweber Hopf algebroids.
Lemma 4.16. If (A,Ψ) is a Landweber Hopf algebroid, then D0 and ThickΨ(A)
are equivalent as subcategories of DΨ.
Proof. Since A is compact, ThickΨ(A) ⊆ D0 is clear, and we will prove the reverse
inclusion by induction on the number of non-zero homology groups. Indeed, let
(Q, d) ∈ D0 be a complex whose homology is concentrated in degrees [a, b]. There
is a commutative diagram of chain complexes
. . .
db+2 // Qb+1
db+1 // Qb
db // Qb−1
db−1 // . . .
. . .
db+2 // Qb+1
db+1 //
fb+1 =
OO
gb+1

ker(db) //
?
fb
OO
gb

0 //
fb−1
OO
gb−1

. . .
. . . // 0 // ker(db)/ Im(db+1) // 0 // . . .
with f being a quasi-isomorphism. If a = b, then g is also a quasi-isomorphism, so
Q ∈ Thick(A) since (A,Ψ) is Landweber. If a < b, the cofiber of the map g ◦ f−1
is a complex Q′ ∈ D0 with homology concentrated in [a, b− 1]. Hence Q fits into a
cofiber sequence
Q // ker(db)/ Im(db+1) // Q′
with ker(db)/ Im(db+1), Q
′ ∈ Thick(A) by induction hypothesis, so the claim fol-
lows. 
LetA be a Grothendieck abelian category. Following Krause [Kra05], Lurie [Lur14,
Sec. 1.3.6] constructs a stable category Dinj(A) of unbounded chain complexes of
injective objects in A. Specializing to A = ComodΨ, there exists a factorization
StableΨ
θ //❴❴❴
ω
##❍
❍❍
❍❍
❍❍
❍❍
DinjΨ
ω′

DΨ,
where we write DinjΨ = D
inj(ComodΨ).
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Lemma 4.17. If A is Noetherian, then the functor θ : StableΨ → D
inj
Ψ is fully
faithful.
Proof. As shown in [Sit14, Lem. 3.6.7] using [Has09, Lem. 11.1], A Noetherian
implies that the abelian category ComodΨ is locally Noetherian. Krause’s theorem
in the form [Lur14, Thm. 1.3.6.7] then identifies DinjΨ = D
inj(ComodΨ) with the
ind-category Ind(D0). Since G ∈ D0 for each G ∈ G, there is a natural inclusion
ThickΨ(G)→ D0, so the claim follows from the universal property of ind-categories.

For a Landweber Hopf algebroid (A,Ψ), θ is an equivalence, and thus StableΨ
inherits a number of additional good properties:
Proposition 4.18. Assume (A,Ψ) is a Landweber Hopf algebroid with A Noe-
therian. There is a natural t-structure on StableΨ such that the inclusion functor
ι : DΨ → StableΨ is t-exact and induces natural equivalences
(DΨ)≤k
∼ // (StableΨ)≤k
on the full subcategories of k-coconnective objects for all k ∈ Z.
Proof. By Lemma 4.16, D0 is equivalent to ThickΨ(A), hence ThickΨ(A) = ThickΨ(G)
as dualizable comodules are compact. Combining this with the argument of Lemma 4.17
yields an equivalence of stable categories
StableΨ
θ
∼
// DinjΨ
if (A,Ψ) is a Landweber Hopf algebroid. Therefore, [Lur14, Prop. 1.3.6.2] and [Lur14,
Rem. 1.3.6.3 and Rem. 1.3.6.4] apply to give the result. 
Note that, by construction, the natural notion of homotopy on StableΨ induced
by the t-structure of Proposition 4.18 coincides with the notion of homology given
in Definition 4.12.
Corollary 4.19. If (A,Ψ) is a Landweber Hopf algebroid with A Noetherian, then
there is an isomorphism
H∗HomStableΨ(M,N)
≃ // H∗HomDΨ(ω∗M,ω∗N) = Ext
∗
Ψ(ω∗M,ω∗N)
of abelian groups, for all M,N ∈ (StableΨ)≤k and k ∈ Z.
Remark 4.20. Recent work of Krause’s [Kra15] suggests that the Noetherianness
assumption in Proposition 4.18 can be removed, but we have not checked the details.
4.4. Basic properties of StableΨ. Before we can study local duality on StableΨ
we need to establish some of its basic properties. Indeed (2.30) and Corollary 2.32
tell us that to understand torsion and completion on StableΨ we need to understand
colimits and limits.
We start with a derived analogue of (4.4).
Lemma 4.21. Let M ∈ DA and N ∈ StableΨ, then there is an equivalence in
StableΨ
Hom(N, ǫ∗M) ≃ ǫ∗HomDA(ǫ∗N,M).
Proof. The proof here is identical to the version for abelian categories. Note that
by Proposition 4.10, the category StableΨ is closed symmetric monoidal, i.e., there
is a pair ⊗ and Hom satisfying the usual adjunction. Moreover, Lemma 4.13 gives
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an adjunction of stable∞-categories between StableΨ and DA with ǫ∗ is symmetric
monoidal. Thus
HomStableΨ(L,Hom(N, ǫ
∗M)) ≃ HomStableΨ(L ⊗N, ǫ
∗M)
≃ HomDA(ǫ∗L⊗A ǫ∗N,M)
≃ HomDA(L,HomDA(ǫ∗N,M))
≃ HomStableΨ(L, ǫ
∗HomDA(ǫ∗N,M)).
The result follows from the (derived) Yoneda lemma. 
For the next result, we compare the internal hom Hom(−,−) in StableΨ with
that in the ordinary derived category, HomDΨ(−,−).
Lemma 4.22. For M,N ∈ StableΨ with M compact there are natural equivalences
ωHom(M,N) ≃ HomDΨ(ωM,ωN) and ǫ∗Hom(M,N) ≃ HomDA(ǫ∗M, ǫ∗N).
In particular, we have H∗Hom(M,N) ∼= Ext∗Ψ(M,N) as Ψ-comodules, and ǫ∗Ext
∗
Ψ(M,N)
∼=
Ext∗A(ǫ∗M, ǫ∗N) as A-modules.
Proof. We prove the claim about ǫ∗, the one for ω being similar. LetM be compact.
Because ǫ∗ is symmetric monoidal it preserves dualizable objects, and the dual of
ǫ∗M is just ǫ∗(DM). We thus get equivalences
ǫ∗HomΨ(M,N) ≃ ǫ∗(DM)⊗ ǫ∗N ≃ D(ǫ∗M)⊗ ǫ∗N ≃ HomDA(ǫ∗M, ǫ∗N).
The second part of the claim follows directly from the first part along with the
definition of H∗ and the fact that ǫ∗ is exact, and hence commutes with H
∗. 
Corollary 4.23. For any flat Hopf algebroid (A,Ψ), the stable category StableΨ is
compactly generated by dualizable objects.
Proof. By construction, it suffices to show that a dualizable Ψ-comodule G ∈ GΨ
remains dualizable in DΨ, i.e., that the canonical map
cX : HomDΨ(G,A) ⊗X
// HomDΨ(G,X)
is an equivalence for all X ∈ DΨ. Since ǫ∗G is dualizable in DA by Proposition 4.5,
Lemma 4.13 and Lemma 4.22 show that ǫ∗cX is a quasi-isomorphism. Since ǫ∗
is exact, Lemma 4.6 implies that ǫ∗ : DΨ → DA is conservative, thus the claim
follows. 
We take the following as a definition.
Definition 4.24. For M,N ∈ StableΨ, the higher Tor groups are defined by
TorΨs (M,N) = Hs(M ⊗N),
which are Ψ-comodules by construction.
The next lemma is an immediate consequence of the construction of StableΨ.
Lemma 4.25. The functor ω : StableΨ → DΨ preserves all colimits, and
H∗ colimi∈I Mi ∼= colimi∈I H∗(Mi)
for every filtered diagram (Mi)i∈I of objects in StableΨ.
Limits in StableΨ are somewhat more complicated to understand, so that we
require additional hypotheses on the Hopf algebroid. We shall use the notation
limpi,StableΨDi for the p-th homology group of the inverse limit limi,StableΨDi of a
system (Di)i∈N in StableΨ.
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Lemma 4.26. Let (A,Ψ) be a Landweber Hopf algebroid with A Noetherian. If
(Di)i∈I is an inverse system in DΨ, then there is a natural isomorphism
limpi,DΨDi
≃ // limpi,StableΨιDi
for all p ≥ 0.
Proof. By Proposition 4.18, the inclusion functor ι is fully faithful, hence the counit
of the adjunction induces an equivalence ωι ≃ Id. Furthermore, ι is a right adjoint,
so
lim StableΨιDi
∼ // ι limDΨDi.
Since ωι ≃ Id, we obtain isomorphisms
lim pStableΨιDi
∼= Hp(lim StableΨιDi)
∼= Hp(ι limDΨDi)
∼= Hp(ωι limDΨDi)
∼= Hp(limDΨDi)
∼= lim
p
DΨ
Di.

In the situation of the lemma, we will write limpΨ,iDi unambiguously for the p-th
derived functor of inverse limit of (Di)i∈I . We will adopt this convention from now
on.
4.5. Comparison to Hovey’s model. Our next goal is to show that StableΨ
is equivalent to the ∞-category underlying the homotopy model structure on the
category of (unbounded) chain complexes ChΨ constructed by Hovey in [Hov04].
In order to do so, we have to briefly recall Hovey’s construction.
Throughout this section, we assume that (A,Ψ) is an amenable Hopf alge-
broid [Hov04, Def. 2.3.2]; note that by Proposition 2.3.3 of loc. cit., Adams Hopf
algebroids are always amenable. Let ChΨ be the category of unbounded chain
complexes of Ψ-comodules and, as before, let G be a set of representatives for iso-
morphism classes of dualizable Ψ-comodules. There exists a model structure on
ChΨ known as the projective model structure in which a map f is a weak equiva-
lence or fibration if HomChΨ(P, f) is a homology isomorphism or surjection for all
P ∈ G, respectively.
There is a notion of homotopy isomorphism in ChΨ, which should not be confused
with being a homotopy equivalence. For M ∈ ComodΨ, let LM denote the cobar
complex associated to M . For X ∈ ChΨ, P ∈ G and n ∈ Z, Hovey defines
πPn (X) = H−n(HomΨ(P,LA⊗A X)).
A map f in ChΨ is said to be a homotopy isomorphism if it induces an isomorphism
on πPn for all n ∈ Z and P ∈ G. The homotopy model structure on ChΨ is then
constructed as the left Bousfield localization of the projective model structure at
the homotopy isomorphisms.
Definition 4.27. The category of unbounded chain complexes ChΨ equipped with
the homotopy model structure will be denoted by StablehΨ. By a mild abuse of nota-
tion, we will refer to the underlying ∞-category of this model category by StablehΨ
as well. Furthermore, Ho(StablehΨ) denotes the homotopy category of Stable
h
Ψ.
The basic properties of StablehΨ are summarized in the following result.
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Proposition 4.28 (Hovey). The category StablehΨ is a bigraded algebraic stable
homotopy theory with the property that
StablehΨ(M,Σ
kN) ≃ ExtkΨ(M,N),
for M in the thick subcategory generated by the dualizable Ψ-comodules and N ∈
ComodΨ, where Σ
kN refers to the comodule N thought of as a complex concentrated
in degree k. Moreover, StableΨ is compactly generated by the set G of dualizable
Ψ-comodules.
Proof. This is proven by Hovey in [Hov04, Thm. 6.2] and [Hov04, Prop. 6.10],
although there is one subtlety: Hovey shows that the dualizable comodules form a
set of compact weak generators for StablehΨ. However, [HPS97, Thm. 2.3.2] implies
that G is in fact a set of compact generators in the strong sense. 
We now come to our main comparison result, which shows that Hovey’s model
category StablehΨ is equivalent to the one constructed in Section 4.2.
Theorem 4.29. Suppose (A,Ψ) is an amenable Hopf algebroid, then there is a
canonical equivalence of stable categories
StableΨ
∼ // StablehΨ,
which is compatible with the natural functors to the derived stable ∞-category DΨ.
In particular, this induces an equivalence of stable homotopy categories
Ho(StableΨ)
∼ // Ho(StablehΨ).
Proof. Consider the functor of ∞-categories StablehΨ → DΨ given by left Bousfield
localization at the homology isomorphisms. The induced morphism of spaces
HomStablehΨ(P,Q)
// HomDΨ(P,Q)
is a homotopy equivalence for any pair of dualizable comodules P,Q ∈ G by Hovey’s
result, Proposition 4.28, so we obtain a fully faithful lift ξ
StablehΨ

ThickΨ(G) //
ξ
88r
r
r
r
r
DΨ
of the natural inclusion. Consequently, there is an induced functor Ξ fitting into a
commutative diagram of ∞-categories
ThickΨ(G)
j //
ξ &&▼▼
▼▼▼
▼▼▼
▼▼
StableΨ
Ξ
✤
✤
✤
StablehΨ.
Since ξ is fully faithful and G is a set of compact generators of StablehΨ by Proposition 4.28,
Ξ is an equivalence of stable∞-categories. Moreover, Proposition 2.11 implies that
this equivalence lifts to an equivalence of stable categories, so the claim follows. 
Remark 4.30. The proof of Lemma 4.16 shows that StableΨ is in fact monogenic
whenever (A,Ψ) is a Landweber Hopf algebroid. In this case, we could therefore
define StableΨ equivalently as the ind-category on ThickΨ(A). This is analogous
to Hovey’s result [Hov04, Thm. 6.6] which says that StablehΨ is monogenic if the
dualizable Ψ-comodules are contained in the thick subcategory generated by A.
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5. Local duality for comodules
With the stable category StableΨ constructed, and its basic properties under-
stood, we now move towards a thorough study of local duality for comodules. We
will first construct an abelian category of I-power torsion comodules, a full sub-
category of ComodΨ. This does not appear to have been studied before (although
several similar results have been obtained by Sitte [Sit14] via a different approach),
but we will see that it is very similar to the module case considered in Section 3.
In fact it turns out the torsion functor commutes with the forgetful functor to
A-modules, even in the derived sense, see Lemma 5.12.
For I a finitely generated regular invariant ideal of A, we then study the duality
context (StableΨ, A/I). Our abstract local duality theory provides us with torsion,
local, and completion functors and categories.
We then move on to identifying the torsion functor explicitly. Under some mild
conditions on the ring A and the ideal I we see that it takes a form analogous to
that considered in the module case, namely ΓI(M) ≃ colimk HomΨ(A/I
k,M). This
gives an identification of the completion functor as ΛI(M) ≃ limΨ,k(A/I
k ⊗A M).
However, (derived) comodule limits are usually more difficult to compute than
comodule colimits.
We finish this section by using Naumann’s theorem on the relationship between
flat Hopf algebroids and certain algebraic stacks, to transport our results on lo-
cal duality for comodules to those for a suitable stable category of quasi-coherent
sheaves on such stacks.
5.1. The abelian category of I-power torsion comodules. Before we study
local duality for StableΨ, we first study the I-power torsion functor for the abelian
category ComodΨ. As we will see, the torsion functor we construct in this section
can be obtained, at least under suitable conditions, from the homology of the torsion
functor constructed abstractly using local duality.
Remark 5.1. Recall that we write TAI for the I-power torsion functor for A-
modules, to distinguish it from the torsion functor TΨI for Ψ-comodules, which will
be constructed below.
Let I be a finitely generated ideal in A, so that A/I is compact, and assume
additionally that the ideal I is invariant, i.e., that for any M ∈ ComodΨ, IM is a
sub-comodule of M . We note the following.
Lemma 5.2. If I is an invariant ideal, then so is Ik for any k ≥ 0.
Proof. The condition that I is an invariant ideal is equivalent to ηL(I) ⊆ ηR(I)Ψ.
It follows then that ηL(I
k) ⊆ ηR(I
k)Ψ, so Ik is invariant. 
Recall from (3.13) that the I-power torsion functor for modules can be identified
with
(5.3) TAI (M)
∼= colimk HomA(A/I
k,M),
and that we can define a full subcategory ModI−torsA of ModA consisting of those
A-modules such that TAI (M)
∼=M .
Definition 5.4. Let M be a Ψ-comodule. Say that M is I-power torsion if the
underlying A-module of M is I-power torsion.
We will write ComodI−torsΨ for the full subcategory of I-power torsion comodules
and ι for the inclusion functor ComodI−torsΨ → ComodΨ.
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Lemma 5.5. There exists a right adjoint TΨI to the inclusion functor ι : Comod
I−tors
Ψ →
ComodΨ given by
TΨI (M)
∼= colimk HomΨ(A/I
k,M)
for M ∈ ComodΨ.
Proof. Following Hovey [Hov04, Sec. 1.2], write a comoduleM as a kernel of a map
of extended comodules
M
ψ
−→ Ψ⊗M
ψp
−−→ Ψ⊗N,
where p : Ψ⊗M → N is the cokernel of ψ. It is easy to check via adjointness that
we must have
Ψ⊗ TAI (M)
≃ // TΨI (Ψ⊗M).
Given a map of extended comodules Ψ ⊗ M → Ψ ⊗ N we define TΨI (f) as the
composite
Ψ⊗ TAI (M)
∆⊗1
−−−→ Ψ⊗Ψ⊗ TAI (M)
1⊗α
−−−→ Ψ⊗ TAI (Ψ⊗M)
1⊗TAI (f)−−−−−−→ Ψ⊗ TAI (Ψ⊗N)
1⊗TAI (ǫ⊗1)−−−−−−−→ Ψ⊗A T
A
I (N),
where α is the natural isomorphism.
One can check that this defines an adjoint to ι on the full subcategory of extended
comodules. We then have no choice but to define TΨI (M) to be the kernel of
Ψ⊗ TAI (M)→ Ψ⊗ T
A
I (N).
Then, using (4.4) and the fact that colimits commute with the tensor product,
we have
Ψ⊗ colimk HomA(A/I
k,M) ∼= colimk HomΨ(A/I
k,Ψ⊗M),
and so the kernel, TΨI (M), can be identified with
colimk HomΨ(A/I
k,M).
One can easily check that this is right adjoint to the inclusion functor, as required.

Definition 5.6. We call the functor TΨI : ComodΨ → Comod
I−tors
Ψ constructed in
Lemma 5.5 the I-power torsion functor on ComodΨ. If the Hopf algebroid (A,Ψ)
is clear from context, the superscript Ψ will be omitted from the notation.
Since the underlying A-module of TΨI (M) is I-power torsion, an obvious guess
is that it is just given by TAI (M). This turns out to be the case.
Corollary 5.7. There is an isomorphism of A-modules ǫ∗T
Ψ
I (M)
∼= TAI (ǫ∗M).
Proof. Since A/Ik is finitely presented, this follows from Part 2 of Proposition 4.5
and the fact that ǫ∗ is exact, and so commutes with colimits. 
There is an alternative description of TΨI , just as in the module case. Let M ∈
ComodΨ and define a functor T˜
Ψ
I on ComodΨ by
(5.8) T˜ΨI (M) = {m ∈M | there exists n ∈ N : I
nm = 0}.
Lemma 5.9. There is a natural isomorphism TΨI (M)
≃
−→ T˜ΨI (M) of Ψ-comodules.
Proof. Consider the comodule HomΨ(A/I
k,M). By Proposition 4.5 this is equiv-
alent to HomA(A/I
k,M) as an A-module, with structure map arising as the com-
posite
HomA(A/I
k,M)
ψ∗M−−→ HomA(A/I
k,Ψ⊗M) ∼= Ψ⊗ HomA(A/I
k,M).
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We define a morphism
HomΨ(A/I
k,M) // {m ∈M |Ikm = 0} ⊆ T˜ΨI M.
f ✤ // f(1).
One can check that this is a morphism of comodules and, since it is obviously an
isomorphism after applying ǫ∗, it is an isomorphism by Lemma 4.6. These isomor-
phisms form a directed system which induces the claimed isomorphism TΨI (M)
≃
−→
T˜ΨI (M). 
Using the fact that ModI−torsA is an abelian category, it is standard to check that
the same is true for ComodI−torsΨ ; this is just the same argument as in [Rav86,
Thm. A1.1.3]. In fact, ComodI−torsΨ is Grothendieck abelian.
Proposition 5.10. The category ComodI−torsΨ of I-power torsion comodules over
a flat Hopf algebroid (A,Ψ) is a Grothendieck abelian category.
Proof. We use the following result [Has09, Lem. 11.2]: If A is a cocomplete abelian
category, and B is a Grothendieck category such that there is an adjunction
F : A // B : Goo
with the left adjoint F being faithful exact, and G preserving filtered colimits,
then A is also Grothendieck. We want to apply this result to the case where A is
ComodI−torsΨ and B is ComodΨ, with F and G the inclusion and torsion functors
respectively, i.e., to the following:
ιtors : Comod
I−tors
Ψ
// ComodΨ : TΨI .oo
Since colimits in ComodI−torsΨ can be computed in ComodΨ, we see that Comod
I−tors
Ψ
is cocomplete. It is clear that ιtors is faithful and exact, and Lemma 5.5 implies
that TΨI preserves colimits. Thus we can apply the stated result to conclude that
ComodI−torsΨ is also a Grothendieck category. 
It follows from Corollary 5.7 that we have a commutative diagram of adjoint
functors
ModA
ǫ∗ //
TAI

ComodΨ
TΨI

ǫ∗
oo
ModI−torsA
ǫ∗ //?

OO
ComodI−torsΨ .ǫ∗
oo
?
OO
The bottom horizontal functors are the cofree/forgetful adjunction: Given M ∈
ModI−torsA it is not hard to check that Ψ⊗AM ∈ Comod
I−tors
Ψ , using the description
of HomΨ(−,−) on extended Ψ-comodules, see (4.4).
The functor TΨI is evidently left exact, and so has right derived functors R
sTΨI =
HsRTΨI for s ≥ 0. Since colimits are exact in ComodΨ, a simple argument with
the Grothendieck spectral sequence shows that
(5.11) RsTΨI (−)
∼= colimk Ext
s
Ψ(A/I
k,−).
We have seen previously that the underlying A-module of TΨI (M) is just the
torsion functor applied to the underlying A-module. We claim that the underlying
A-modules of the derived functors of TΨI are also just the derived functors of torsion
in A-modules.
Lemma 5.12. For s ≥ 0 there is an equivalence
ǫ∗R
sTΨI (−)
∼= RsTAI (ǫ∗(−))
∼= colimk Ext
s
A(ǫ∗A/I
k, ǫ∗(−)).
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Proof. Using Lemma 4.22, the argument is analogous to the one in Corollary 5.7.

5.2. Local duality for comodules. We now wish to construct local cohomology
and local homology functors satisfying local duality for comodules; to be more
precise, we consider the local duality context (StableΨ, A/I) for a flat Hopf algebroid
(A,Ψ) and I ⊆ A a finitely generated invariant ideal. This appears to require some
conditions on the ideal I; in the case of modules we could weaken this condition by
using the Dwyer–Greenlees Koszul object as a substitute for A/I, but we do not
have this in the comodule case. Thus, we need an additional regularity condition.
In what follows, we remind the reader that G denotes the set of dualizable Ψ-
comodules.
Lemma 5.13. Suppose I is generated by a finite invariant regular sequence (x1, . . . , xn),
then A/Ik is compact and dualizable in StableΨ for all k ≥ 0.
Proof. By construction, the image of M ∈ ComodΨ in StableΨ is compact if M is
in the thick subcategory generated by G. Of course, since A ∈ G, it is enough to
check that M ∈ ThickΨ(A), which for A/I is shown in [Hov04, Lem. 6.5] using the
short exact sequences of comodules
(5.14) 0→ A/(x1, . . . , xi−1)
xi−→ A/(x1, . . . , xi−1)→ A/(x1, . . . , xi)→ 0
and induction.
Since I is regular, there is an isomorphism of A-modules [BH93, Thm. 1.1.8]⊕
k≥0
Ik/Ik+1 ∼= A/I[x1, . . . , xn];
as I is finitely generated, this shows that each Ik/Ik+1 is finitely generated and
projective over A/I. Because A/I is compact in StableΨ, and is a finitely presented
A-module, it follows that Ik/Ik−1 is also compact in StableΨ. The claim that A/I
k
is compact then follows by induction on the fiber sequences induced by the short
exact sequences of comodules
0→ Ik−1/Ik → A/Ik → A/Ik−1 → 0.
To see that A/Ik is dualizable we observe that any non-zero object in ThickΨ(A)
is dualizable, see Lemma 2.5 and Corollary 4.23. 
We will consider the local duality context (StableΨ, A/I); we start with the
following definition.
Definition 5.15. Let I ⊆ A be a finitely generated ideal, generated by an invariant
regular sequence. Define the category StableI−torsΨ of I-torsion Ψ-comodules as
StableI−torsΨ = Loc
⊗
StableΨ
(A/I),
the localizing ideal in StableΨ generated by the compact object A/I. The inclusion
of the category StableI−torsΨ of I-torsion Ψ-comodules into StableΨ will be denoted
ιtors.
By Theorem 2.13, StableI−torsΨ is a stable category compactly generated by A/I⊗
G, so ιtors admits a right adjoint ΓI by Proposition 2.12,
ιtors : Stable
I−tors
Ψ
// StableΨ : ΓI .oo
Therefore, we can apply the results of Section 2.3 to obtain localization and com-
pletion adjunctions
StableI−locΨ
ιloc // StableΨ
LI
oo
ΛI // StableI−compΨιcomp
oo
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with respect to the ideal I, as well as a version of local duality.
We are now in a position to state our version of local duality for comodules,
which follows from Theorem 2.21 and Corollary 4.23 by specializing to the local
duality context (StableΨ, A/I).
Theorem 5.16. Let (A,Ψ) be a flat Hopf algebroid and let I ⊆ A be a finitely
generated invariant regular ideal.
(1) The functors ΓI and LI are smashing colocalization and localization func-
tors and ΛI is the localization functor with category of acyclics given by
StableI−locΨ . Moreover, ΓI and Λ
I satisfy ΛI ◦ ΓI ≃ Λ
I and ΓI ◦ Λ
I ≃ ΓI
and they induce mutually inverse equivalences
StableI−compΨ
ΓI
∼
//
StableI−torsΨ .
ΛI
oo
(2) For M,N ∈ StableΨ, there is an equivalence
HomΨ(ΓIM,N)
∼ // HomΨ(M,Λ
IN),
natural in each variable.
As usual, we can represent this by the following diagram of stable categories
(5.17) StableI−locΨ


❖
■
❅
✽
✶
✱
StableΨ
LI
OO
ΓIww♦♦♦
♦♦♦
♦♦♦
♦♦ ΛI
''PP
PPP
PPP
PPP
StableI−torsΨ
77♦♦♦♦♦♦♦♦♦♦♦
∼
//
66
✔
✎
✟
⑧
✇
♣
StableI−compΨ .
ggPPPPPPPPPPP
Remark 5.18. By Lemma 4.11, for a discrete Hopf algebroid (A,A), there is an
equivalence StableA ≃ DA and it follows that Stable
I−tors
A ≃ D
I−tors
A , and similarly
for the local and complete categories. Therefore, local duality for A-modules is a
special case of local duality for comodules (although we require stronger conditions
on the ideal in the comodule case).
5.3. Compatibility with the discrete case. We have seen in Corollary 5.7
and Lemma 5.12 that in the abelian case, the torsion functor TΨI (and its derived
functors RsTΨI ) are compatible with the forgetful functor, in the sense that there
is an isomorphism ǫ∗R
sTΨI (M)
∼= RsTAI (ǫ∗M) for any Ψ-comodule M and s ≥ 0.
Of course, we can ask a similar question for the derived torsion functor. In fact, we
shall see that both the torsion and local functors are compatible with the forgetful
functor to DA; this is true for abstract reasons, and does not rely on an explicit iden-
tification of the torsion functor. The main result of this section, Proposition 5.22,
shows even more, namely that the torsion and local functors are compatible with
both the forgetful functor ǫ∗ and its right adjoint ǫ
∗.
Remark 5.19. In this subsection we will write ΓΨI and Γ
A
I to distinguish the torsion
functors constructed on StableΨ and DA, respectively, and similarly for L
Ψ
I and L
A
I .
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By construction, the forgetful functor ǫ∗ fits into a commutative diagram
StableI−torsΨ
  ιtors //
ǫ∗
✤
✤
✤
✤
✤
✤
✤
StableΨ
ǫ∗

ThickΨ(A/I ⊗ G)
  //
j
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
ThickΨ(G)
j
88rrrrrrrrrrr
&&▲▲
▲▲▲
▲▲▲
▲▲▲
DI−torsA
 
ιtors
// DA .
Using Proposition 2.11, it follows that ǫ∗ restricts to a colimit preserving and sym-
metric monoidal functor StableI−torsΨ → D
I−tors
A which we will also call ǫ∗. The
tensor product in StableI−torsΨ (D
I−tors
A ) agrees with the one in StableΨ (DA); the
unit is given by ΓΨI (A) (Γ
A
I (A)).
Lemma 5.20. For any M ∈ StableΨ there is an equivalence in DA
ǫ∗Γ
Ψ
I (M) ≃ Γ
A
I (ǫ∗M).
Proof. Since ΓΨI is smashing and ǫ∗ preserves colimits, it suffices to check the claim
for M = A. But ǫ∗ is symmetric monoidal, hence preserves the unit object, so
ǫ∗Γ
Ψ
I (A) ≃ Γ
A
I (ǫ∗A). 
Similarly, the next lemma shows that ǫ∗(−) = Ψ ⊗A − is compatible with the
torsion functors on DA and StableΨ.
Lemma 5.21. If I is generated by a finite regular invariant sequence and N is in
DA, then there is an equivalence
ΓΨI (Ψ⊗N) ≃ Ψ⊗ Γ
A
I (N),
where Ψ⊗ ΓAI (N) has the extended comodule structure.
Proof. By adjunction, for any M ∈ StableI−torsΨ we have
HomΨ(M,Γ
Ψ
I (Ψ⊗N)) ≃ HomΨ(M,Ψ⊗N)
≃ HomA(ǫ∗M,N)
≃ HomA(ǫ∗M,Γ
A
I N)
≃ HomΨ(M,Ψ⊗ Γ
A
I N),
so the Yoneda lemma implies the claim. 
Proposition 5.22. The adjoint pair (ǫ∗, ǫ
∗) restricts to the torsion and local sub-
categories. More precisely, if I is an ideal generated by a regular invariant sequence,
then there is a commutative4 diagram of adjoint functors
StableI−torsΨ
ιtors //
ǫ∗

StableΨ
ǫ∗

ΓΨI
oo
LΨI // StableI−locΨιloc
oo
ǫ∗

DI−torsA
ιtors //
ǫ∗
OO
DA
ǫ∗
OO
ΓAI
oo
LAI // DI−locA .ιloc
oo
ǫ∗
OO
4Here commutative means that all the 8 possible ways the diagram can commute, do indeed
do so.
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Proof. We have already seen above that ǫ∗ restricts to a functor on the torsion cate-
gories. To show that the right adjoint ǫ∗ restricts to DI−torsA , we note the following:
if f is an equivalence in DA, then Ψ⊗f is an equivalence in StableΨ by Lemma 4.13.
Suppose then that M ∈ DI−torsA , so that there is a quasi-isomorphism
ΓAI (M)
∼ // M.
In StableΨ, there is an equivalence
Ψ⊗ ΓAI (M)
∼ // Ψ⊗M.
By Lemma 5.21 this gives rise to an equivalence ΓΨI (Ψ ⊗M) ≃ Ψ ⊗M . So, for
M ∈ DI−torsA we do indeed have ǫ
∗M = Ψ⊗M ∈ StableI−torsΨ . The pair (ǫ∗, ǫ
∗) is
evidently adjoint.
For the local categories, note that for N ∈ DA we have a morphism of cofiber
sequences arising from Theorem 2.21
ΓΨI (Ψ⊗N)
//

Ψ⊗N //
=

LΨI (Ψ⊗N)

Ψ⊗ ΓAI (N)
// Ψ⊗N // Ψ⊗ LAI (N).
By Lemma 5.21 the leftmost arrow is an equivalence; since the middle arrow is also
clearly an equivalence, so is the rightmost arrow.
Now assume that N ∈ DI−locA . We would like to show that ǫ
∗(N) ≃ Ψ ⊗
N ∈ StableI−locΨ . Once again, an equivalence N ≃ L
A
I (N) in DA gives rise to an
equivalence Ψ⊗N ≃ Ψ⊗LAI N in StableΨ. Thus, we see that Ψ⊗N ≃ Ψ⊗L
A
I N ≃
LΨI (Ψ⊗N), so that Ψ⊗N ∈ Stable
I−loc
Ψ , as required.
Consider the diagram
ǫ∗Γ
Ψ
I M
//

ǫ∗M //
=

ǫ∗L
Ψ
I M

ΓAI (ǫ∗M)
// ǫ∗M // LAI (ǫ∗M).
By Lemma 5.20 the left-most vertical arrow is an equivalence, and hence there
is an equivalence ǫ∗L
Ψ
I M ≃ L
A
I (ǫ∗M); in particular, if M ∈ Stable
I−loc
Ψ , then
ǫ∗M ≃ L
A
I (ǫ∗M), so that ǫ∗M ∈ D
I−loc
A . Once again, the pair (ǫ∗, ǫ
∗) is evidently
adjoint. 
5.4. The torsion functor. If (A,Ψ) is an appropriate Hopf algebroid, Lemma 5.20
can be lifted to a characterization of the torsion functor on StableΨ, as we will prove
below. By Lemma 5.13, there exists an inverse sequence under A
. . . // A/I3 // A/I2 // A/I
of compact and hence dualizable comodules in StableΨ, which upon dualizing yields
a sequence
(5.23) DA/I // DA/I2 // DA/I3 // . . .
over DA ≃ A.
Proposition 5.24. Suppose (A,Ψ) is a flat Hopf algebroid with A Noetherian and
let I be a finitely generated ideal of A generated by a regular invariant sequence,
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then the functor ΓI constructed abstractly above is naturally equivalent to the functor
Γ′I : StableΨ → Stable
I−tors
Ψ given by
M 7→ colimk HomΨ(A/I
k,M).
Proof. First, observe that Γ′I takes values in the category of I-torsion comodules:
Indeed, by compactness of A/Ik and the fact that StableI−torsΨ is closed under
colimits, it suffices to see that HomΨ(A/I
k, A) is I-torsion for all k, which is clear.
Secondly, we note that Γ′I is smashing:
Γ′I(M) ≃ colimk HomΨ(A/I
k,M)
≃M ⊗ colimk HomΨ(A/I
k, A)
≃M ⊗ Γ′I(A)
for any M ∈ StableΨ, as A/I
k is compact. Hence the conditions of Lemma 2.33
are satisfied, and it is enough to show that there is an equivalence
(5.25) Γ′(A)⊗A/I ∼
f // A/I.
We note that there is such a natural map: as in (5.23), each DA/Ik maps
naturally (and compatibility) to A, and hence there is a natural morphism Γ′(A) ≃
colimkDA/I
k → A. Tensoring with A/I gives the desired morphism f .
Recall that the functor ω : StableΨ → DΨ factors as
StableΨ
θ // DinjΨ
ω′ // DΨ,
where θ is fully faithful by Lemma 4.17 and ω′ induces an equivalence (DΨ)≤0 ≃
(DinjΨ )≤0 by [Lur14, Rems. 1.3.6.3 and 1.3.6.4]. By construction, Γ
′(A) ≃ colimkDA/I
k ∈
(StableΨ)≤0, so it suffices to check that (5.25) is a quasi-isomorphism. Since
ǫ∗ : ComodΨ → ModA is conservative we can reduce further to showing that
ǫ∗H∗(f) is an equivalence of A-modules. Applying Lemma 2.33 to the discrete Hopf
algebroid (A,A) we see that it is enough to check that the torsion functor on DA
takes the form colimk HomA(A/I
k,M). The latter is proven in Proposition 3.18.

Corollary 5.26. For A and I as above, the completion functor ΛI(−) is given by
ΛI(M) ≃ limΨ,k A/I
k ⊗M,
for all M ∈ StableΨ.
Proof. Following the proof of Corollary 2.32 we see there is an equivalence
ΛIM ≃ limΨ,kD
2(A/Ik)⊗M,
but since A/Ik is dualizable by Lemma 5.13, D2(A/Ik) ≃ A/Ik. 
If we are only interested in the local cohomology comodules, we can ease the
assumptions on the ring A; but see also Remark 4.20.
Proposition 5.27. Let (A,Ψ) be a flat Hopf algebroid and I a finitely generated
ideal generated by an invariant regular sequence, then the natural map
colimk Ext
∗
Ψ(A/I
k,M)
≃ // H−∗ΓIM
is an isomorphism for all M ∈ StableΨ.
LOCAL DUALITY IN ALGEBRA AND TOPOLOGY 45
Proof. Suppose M ∈ StableΨ. Using the equivalences
HomΨ(M,A/I
k ⊗M) ≃ HomΨ(HomΨ(A/I
k,M),ΓΨI M)
we can construct a natural map
f : colimk HomΨ(A/I
k,M) // ΓΨI (M)
in StableΨ. We claim that ω(f) is a quasi-isomorphism. Since ǫ∗ : DΨ → DA is
conservative, this follows from the commutative diagram
ǫ∗ colimk HomΨ(A/I
k,M)
ǫ∗(f) //
∼

ǫ∗Γ
Ψ
I (M)
∼

colimk HomA(A/I
k, ǫ∗M) ∼
// ΓAI ǫ∗M.
Here, the vertical maps are quasi-isomorphisms by Lemma 4.22 and Lemma 5.20,
while the bottom quasi-isomorphism uses Proposition 3.18. The proposition is then
a consequence of Lemma 4.22. 
Combining this result with Lemma 5.12 shows that the local cohomology functor
ΓI is the right derived functor of T
Ψ
I , in the following sense:
Corollary 5.28. For anyM ∈ StableΨ, there is an equivalence RT
Ψ
I ωM ≃ ωΓIM .
For 1 ≤ k ≤ n, let Ik = (x1, . . . , xk) (so that In = I), and suppose that each Ik
is an invariant ideal.
Definition 5.29. We call the ideal I strongly invariant if, for 1 ≤ k ≤ n and every
comodule M which is Ik−1-torsion as an A-module, there is a comodule structure on
x−1k M such that the natural homomorphism M → x
−1
k M is a comodule morphism.
Example 5.30. As an example, this is satisfied for BP∗BP -comodules and the
ideal In = (p, v1, . . . , vn−1) for all n ≥ 0, by [MR77, p. 439]. Applying the functor
− ⊗BP∗ E∗, for E some variant of height n Morava E-theory or Johnson–Wilson
theory, we see that this is also satisfied for E∗E-comodules, and the ideal Ik =
(p, v1, . . . , vk−1) for 0 ≤ k ≤ n.
For 0 ≤ i ≤ n and I strongly invariant, we construct comodules A/(x∞1 , . . . , x
∞
i )
recursively by first setting A/(x∞0 ) = A, and then defining A/(x
∞
1 , . . . , x
∞
i ) via the
short exact sequences
(5.31) 0→ A/(x∞1 , . . . , x
∞
i−1)→ x
−1
i A/(x
∞
1 , . . . , x
∞
i−1)→ A/(x
∞
1 , . . . , x
∞
i )→ 0.
Remark 5.32. We note that the comodules constructed in this manner agree with
the modules defined in the same way after applying the forgetful functor.
Lemma 5.33. If the ideal I is finitely generated, strongly invariant, and regular,
then
ΓI(A) = Σ
−nA/(x∞1 , . . . , x
∞
n ).
Proof. The short exact sequences of (5.31) give rise to cofiber sequences
A/(x∞1 , . . . , x
∞
i−1)→ x
−1
i A/(x
∞
1 , . . . , x
∞
i−1)→ A/(x
∞
1 , . . . , x
∞
i )
in StableΨ. Since A/I ⊗ x
−1
i A/(x
∞
1 , . . . , x
∞
i−1) = 0, tensoring the cofiber sequence
associated to (5.31) with A/I yields a natural equivalence
A/I ⊗A/(x∞1 , . . . , x
∞
i )
∼ // ΣA/I ⊗A/(x∞1 , . . . , x
∞
i−1)
for any 1 ≤ i ≤ n. Composing these we see that
A/(x∞1 , . . . , x
∞
n )⊗A/I ≃ Σ
nA/I,
so that ΓI(A) ≃ Σ
−nA/(x∞1 , . . . , x
∞
n ). 
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5.5. Local duality for algebraic stacks. Stacks were introduced as a general-
ization of schemes with the objective of studying moduli problems. In many cases,
they can be thought of as the quotient of a scheme by a group action. In what
follows, we will only consider algebraic stacks as defined in [Nau07, Sec. 2], since
they correspond, for a fixed presentation, to flat Hopf algebroids. Note that this
is not the standard definition of an algebraic stack, as in [Sta15, Tag 026N] or
[LMB00], for example. Moreover, there is a notion of quasi-coherent sheaves over
a stack and it is here where the connection with comodules arises; in particular,
as proven by Naumann in [Nau07, Thm. 8], the category of quasi-coherent sheaves
over such stacks is equivalent to the category of comodules over the corresponding
Hopf algebroid.
In light of this, it is clear that our results for comodules translate easily into a
theory of local duality for algebraic stacks. Furthermore, we will see that under
some mild extra hypothesis we can identify the torsion functor in a more explicit
fashion.
We now briefly recall the theory of algebraic stacks, following [Nau07]. Let S
be an affine scheme and let Aff/S (or simply Aff when S is understood) be the
category of S-schemes. In the following we will only consider Aff/S together with
the fpqc topology; a finite family {Ui → U} is an fpqc covering in Aff/S if
⊔
Ui → U
is faithfully flat.
Recall that a stack X is a category fibered in groupoids such that:
(1) (“descent of morphisms”) For U ∈ Ob(Aff) and x, y ∈ Ob(XU ) the presheaf
(V
φ
−→ U) 7→ HomXV (x|V, y|V ),
is a sheaf.
(2) (“gluing objects”) If {Ui → U} is covering in Aff, xi ∈ Ob(XUi) and
fji : xi|Ui ×U Uj → xj |Uj ×U Uj are isomorphisms satisfying the cocy-
cle condition, then there are x ∈ Ob(XU ) and isomorphisms fi : x|Ui → xi
such that fj|Ui ×U Uj = fji ◦ fi|Ui ×U Uj.
We will focus our attention on algebraic stacks, which we now define.
Definition 5.34. A stack X is algebraic if the diagonal morphism X → X×X is
representable and affine, and there is an affine scheme U together with a faithfully
flat morphism P : U → X.
Let (A,Ψ) be a flat Hopf algebroid. Then (X0 = Spec(A), X1 = Spec(Ψ)) has
the structure of a groupoid object in the category of affine schemes. Moreover,
(X0 = Spec(A), X1 = Spec(Ψ)) determines a presheaf of groupoids on Aff, how-
ever the corresponding category fibered in groupoids is not in general a stack, as
Condition (2) from the definition above does not hold in general. Nonetheless, the
inclusion functor from stacks to presheaves of groupoids has a right adjoint called
stackification; we thus get a stack X associated with (A,Ψ) which is algebraic with
a fixed presentation Spec(A) → X. This correspondence is in fact an equivalence,
see [Nau07, Thm. 8].
Theorem 5.35 (Naumann). There is an equivalence of 2-categories
{Algebraic stacks with a fixed presentation Spec(A)→ X} ≃ {flat Hopf algebroids (A,Ψ)}.
The analogy between Hopf algebroids and algebraic stacks does not end with
the result above. There is a corresponding notion of quasi-coherent sheaves on
algebraic stacks, see [LMB00, Sit14]. If we denote the category of quasi-coherent
sheaves over X by QCoh(X), there is an equivalence of abelian categories
(5.36) QCoh(X)
∼ // ComodΨ,
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where (A,Ψ) is the Hopf algebroid corresponding to X [Nau07, Sec. 3.4]. Of course,
under this equivalence the structure sheaf OX corresponds to the Ψ-comodule A,
and dualizable quasi-coherent sheaves correspond to dualizable Ψ-comodules.
Finally, we recall that an algebraic stack is an Adams stack if it is the stack
associated to an Adams Hopf algebroid. These have been characterized as algebraic
stacks satisfying the strong resolution property, i.e., algebraic stacks whose category
of quasi-coherent sheaves is generated by the dualizable ones [Sch12, Hov04]. It
turns out that in this case the equivalence of (5.36) is symmetric monoidal.
Proposition 5.37. If X is an Adams stack, then there is a symmetric monoidal
equivalence
QCoh(X)
∼ // ComodΨ
of abelian categories, where (A,Ψ) is the Hopf algebroid corresponding to X.
Proof. Scha¨ppi proves [Sch14, Thm. 1.6] that an A-linear ind-abelian category A
is weakly Tannakian (as defined in [Sch14, Def. 1.5]) if and only if there exists
an Adams stack X over A and a symmetric monoidal equivalence A ≃ QCohω(X),
where QCohω(X) ⊂ QCoh(X) is the subcategory of finitely presented quasi-coherent
sheaves. Moreover, if (A,Ψ) is an Adams Hopf algebroid, ComodΨ is an A-linear
ind-abelian weakly Tannakian category, and we get a symmetric monoidal equiv-
alence ComodωΨ ≃ QCoh
ω(X), where X is the corresponding Adams stack, see the
proof of [Sch14, Thm. 1.6]. Passing to the categories of ind-objects we thus get
an equivalence ComodΨ ≃ QCoh(X) which is still symmetric monoidal as tensor
products of ind-objects are defined as filtered colimits of tensor products in the
corresponding categories of finitely presented objects. 
Remark 5.38. It is worth pointing out that the Adams condition on stacks is
not very restrictive, and is satisfied by many interesting stacks originating both in
geometry and topology. For instance, in [Tho87] Thomason proves that several
types of quotient stacks satisfy the resolution property, which is equivalent to being
an Adams stack under his hypotheses. This work can be used to show that the stacks
associated to a flat Hopf algebroid (A,Ψ) where A is a Dedekind ring also satisfy
the Adams condition [Sch12].
Furthermore, several stacks coming from algebraic topology are Adams; they often
arise as the stack corresponding to the Hopf algebroid of cooperations for a given
ring spectrum. The stack of formal groups and other related substacks [Goe08], and
the stacks associated to topologically flat cohomology theories [Hov04] are all such
examples. For instance, MU , BP , K and HFp are topologically flat.
Let us fix an algebraic stack X. Building upon the symmetric monoidal equiva-
lence in (5.36), we can now translate our theory of local duality for comodules di-
rectly to the language of stacks. First, notice that since QCoh(X) is a Grothendieck
category, we can consider its derived category DX = D(QCoh(X)). Recall that the
structure sheaf OX, is given by O(Spec(A) → X) = Ψ. In what follows let GX
denote the set of dualizable objects in DX.
Definition 5.39. We define IndCohX, the stable ∞-category of quasi-coherent
sheaves over X as the category of ind-category of the thick subcategory of DX gen-
erated by a set of representative of dualizable objects GX of QCoh(X) considered as
complexes concentrated in degree zero, that is,
IndCohX = Ind(ThickX(GX)).
Note that as with the stable category of comodules, IndCohX is a stable category,
which is compactly generated by GX. In fact, the definition of IndCohX implies:
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Proposition 5.40. There is an equivalence of stable categories between IndCohX
and StableΨ.
Proof. Since dualizable quasi-coherent shaves correspond to dualizable Ψ-comodules
in the equivalence above, and both IndCohX and StableΨ are generated by GX and
GΨ (the set of dualizable Ψ-comodules), respectively, it follows that this equivalence
is in fact symmetric monoidal. Observe that this is true regardless of whether the
equivalence is symmetric monoidal at the level of abelian categories. 
Consider a closed substack Z defined by an ideal sheaf I ⊆ OX corresponding
to an invariant ideal I ⊆ A, where P : Spec(A) → X is a given presentation. We
assumeOX / I is a compact object of IndCohX and define the category IndCoh
I−tors
X
of I-torsion quasi-coherent sheaves as
IndCohI−torsX = Loc
⊗
IndCohX
(OX / I),
the localizing ideal in IndCohX generated by the compact object OX / I. Thus, the
inclusion of IndCohI −torsX into IndCohX admits a right adjoint,
ΓZ : IndCohX
// IndCohI −torsX .
As usual, we get the familiar diagram of adjunctions between stable categories
(5.41) IndCohI −locX


P
❏
❇
✾
✷
✲
IndCohX
LZ
OO
ΓZvv♥♥♥
♥♥♥
♥♥♥
♥♥♥ ΛZ
((PP
PPP
PPP
PPP
P
IndCohI −torsX
66♥♥♥♥♥♥♥♥♥♥♥♥
∼
//
66
✒
☞
✆
⑥
✉
♦
IndCohI−compX
hhPPPPPPPPPPPP
and from the equivalence of IndCohI −torsX and IndCoh
I −comp
X at the bottom, we
obtain the following local duality result:
Theorem 5.42. Let X be an algebraic stack with a fixed presentation P : Spec(A)→
X. If F ,G ∈ IndCohX, there is an equivalence
HomX(ΓZF ,G)
∼ // HomX(F ,Λ
Z G),
natural in each variable.
From Lemma 5.13 we see that a sufficient condition for OX / I to be compact
is that the ideal I corresponding to I is generated by a finite invariant regular
sequence. For the next result, we recall the following definition.
Definition 5.43. An algebraic stack X is called Noetherian if there exists a pre-
sentation Spec(A)→ X with A Noetherian.
Then, Proposition 5.24 takes the form:
Corollary 5.44. Suppose I is a Noetherian algebraic stack, locally generated by a
finite regular sequence, then we have a natural equivalence
ΓZF ≃ colimk HomX(OX / I
k,F).
for all F ∈ IndCohX.
LOCAL DUALITY IN ALGEBRA AND TOPOLOGY 49
Moreover, the pair of adjoints (P ∗, P∗) corresponds to the forgetful and cofree
functors (ǫ∗, ǫ
∗) on the corresponding category of Ψ-comodules [Sit14]. It follows
from Proposition 5.22 that the following diagrams of functors commute
(5.45) IndCohI −torsX
ιtors //
P∗

IndCohX
P∗

ΓZ
oo
LZ // IndCohI −locXιloc
oo
P∗

DI −torsSpec(A)
ιtors //
P∗
OO
DSpec(A)
P∗
OO
ΓZ
oo
LZ // DI −locSpec(A),ιloc
oo
P∗
OO
where Z is the closed subscheme of Spec(A) defined by I.
Remark 5.46. We would like to emphasize that local duality for stacks has been
studied before in unpublished work of Goerss [Goe08]. He proves a local duality
theorem for quasi-coherent sheaves over X, provided that X is a quasi-compact and
separated stack together with a scale, hypotheses directly inspired and satisfied by the
stack of formal groups. His approach differs in two ways from ours: Firstly, Goerss
works directly with quasi-coherent sheaves on the stack, rather than an appropriate
derived category of such. Secondly, following [ATJLL97] he reduces local duality for
stacks to the affine case via a local-to-global argument. Consequently, his theorem
applies to examples not covered by our result, and vice versa.
Remark 5.47. Another interesting work in this vein is Sitte’s thorough study of
local cohomology for quasi-coherent sheaves over an Adams stack [Sit14]. While he
does not investigate local duality, he gives a comparison of the right derived functors
of torsion on the stack with the corresponding derived functors on the affine cover.
More precisely, he shows that if P : Spec(A) → X is a presentation for X, then
there is an equivalence of cohomological δ-functors
RQCoh(X)ΓZ(−)→ RMod(OSpec(A))ΓZ(P
∗−),
provided Z = Spec(A/I), where I is generated by a weakly proregular sequence
[Sit14, Thm. 4.4.2]; this should be compared to the equivalence P ∗ΓZ ≃ ΓZP
∗ com-
ing from the first square in (5.45).
6. Local duality in stable homotopy theory
In the following sections we describe how local duality manifests itself in stable
homotopy theory. We start by describing local duality in the category of p-local
and E-local spectra, where E = E(n) is height n Johnson–Wilson theory. We
show that the functors we construct abstractly via our local duality framework
agree with familiar constructions used in chromatic homotopy theory, and that we
can give explicit identifications for them, recovering (or indeed extending) results
from [HS99b]. We finish by comparing local duality for the category of spectra with
local duality in the category of BP -module spectra (or E-module spectra), showing
that they are compatible in a certain sense.
We will assume that the reader is familiar with some basic concepts from stable
homotopy theory, as can be found in [HS99b] for example.
6.1. Local duality in stable homotopy theory — the global case. Let Sp
be the category of p-local spectra, for p a fixed prime which will mostly be omitted
from the notation. This is a stable category compactly generated by its tensor unit
S0, whose compact objects are precisely the finite spectra. For n ≥ 0, recall that
a finite spectrum F is said to be of type n if K(n− 1)∗(F ) = 0 and K(n)∗(F ) 6=
0; here, K(n) denotes Morava K-theory of height n. By the thick subcategory
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theorem [Rav92a], the category of finite spectra admits an exhaustive filtration by
thick subcategories C(n) consisting of the finite spectra of type ≥ n.
Fix an integer n ≥ 0 and choose a finite spectrum F (n) of type n; by the
thick subcategory theorem, C(n) is the thick subcategory generated by F (n) and
none of the following constructions will depend on the choice of F (n). Applying
Theorem 2.21 to the local duality context (Sp, F (n)) yields the diagram on the left
(6.1)
SpIn−loc


❑
❉
✿
✷
✱
✬
SpfE(n−1)


❏
❇
✽
✵
✯
✪
Sp
LIn
OO
ΓInyyrrr
rrr
rrr
rr
ΛIn
&&▲▲
▲▲▲
▲▲▲
▲▲▲
Sp
Lfn−1
OO
Cfn−1zz✉✉
✉✉✉
✉✉✉
✉✉ LF(n)
%%❑❑
❑❑❑
❑❑❑
❑❑❑
SpIn−tors
99rrrrrrrrrrr
∼
//
77
✘
✓
✌
✆
④
s
SpIn−comp
ff▲▲▲▲▲▲▲▲▲▲▲
Cfn−1
::✉✉✉✉✉✉✉✉✉✉
∼
//
99
✚
✖
✎
✟
⑦
✉
SpF (n),
ee❑❑❑❑❑❑❑❑❑❑❑
together with the properties summarized in Theorem 2.21; in particular, this in-
troduces the notation we are going to use. As we will see shortly, the categories
and functors so constructed are fundamental objects in stable homotopy theory, as
displayed in the right diagram above.5
We start by recalling the existence of appropriate towers of generalized Moore
spectra, which play the role of Koszul systems in stable homotopy theory.
Definition 6.2. A finite spectrum M = M(n) ∈ Sp is called a generalized type n
Moore spectrum if M is of type n and its BP -homology is of the form BP∗(M) ∼=
BP∗/(p
i0 , . . . , v
in−1
n−1 ) with ij > 0 for all j. An inverse system of such spectra is
called cofinal if the corresponding sequence of n-tuples of integers (i0, . . . , in−1) is
cofinal in Nn.
Using the periodicity theorem as proven by Devinatz, Hopkins, and Smith [DHS88,
HS98], Hovey and Strickland [HS99b, Prop. 4.22] construct cofinal systems of gen-
eralized Moore spectra at all heights.
Theorem 6.3 (Devinatz–Hopkins–Smith; Hovey–Strickland). For every n ≥ 0,
there exists a cofinal tower (Mi(n))i∈N of generalized type n Moore spectra. More-
over, these towers are compatible in the sense that there exists a cofiber sequence
(Mi(n))i∈N // (Mi(n))i∈N // (Mi(n+ 1))i∈N
of towers of spectra for all n ≥ 0.
Definition 6.4. For a tower (Mi(n))i∈N of generalized Moore spectra of type n as
in Theorem 6.3, we denote the colimit of the dual system (DMi(n))i∈N by C
f
n−1S
0.
This can be extended to a smashing functor Cfn−1 : Sp→ Sp by defining
(6.5) Cfn−1X = X ⊗ C
f
n−1S
0 ≃ X ⊗ colimiDMi(n)
for any X ∈ Sp.
Note that there is a natural transformation from Cfn−1 → id.
Remark 6.6. Note that, in the literature, Cfn−1 is sometimes defined as the acy-
clification functor with respect to F (n), hence in this case would coincide with ΓIn
by definition. The following proposition justifies our choice of notation.
5The shift by 1 in the indexing is unfortunate, but consistent with the literature.
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The next result identifies the local cohomology functor ΓIn associated to the
local duality context (Sp, F (n)) with Cfn−1; this in particular recovers [HS99b,
Prop. 7.10].
Proposition 6.7. With notation as above, there exists a natural equivalence of
functors
Cfn−1
∼ // ΓIn .
In other words, the system (Mi(n))i∈N of generalized type n Moore spectra is a
Koszul system for the local duality context (Sp, F (n)).
Proof. We will prove this by induction on n. If n = 0, we can choose F (0) = S0
and Mi(0) = S
0 for all i, hence both ΓI0 and C
f
−1 are equivalent to the identity
functor.
Now assume the claim has been proven up to height n−1. Dualizing the inductive
construction of the tower (Mi(n)) of generalized Moore spectra of type n from a
type n− 1 tower (Mi(n− 1)) gives a cofiber sequence of towers
. . .
can

. . .
v
ri−1
n−1 ◦can

. . .

DMi(n− 1)
wi //
can

DMi(n− 1) //
v
ri
n−1◦can

ΣDMi(n)

DMi+1(n− 1)
wi+1 //
can

DMi+1(n− 1) //
v
ri+1
n−1 ◦can

ΣDMi+1(n)
. . . . . . . . .
as in [HS99b, Sec. 4]. Here, the maps labeled can are the canonical ones, while
vrin−1 denotes an appropriate power of a vn−1-self map. Passing to the colimit over
these towers thus yields a cofiber sequence
(6.8) Cfn−2S
0 // v−1n−1C
f
n−2S
0 // ΣCfn−1S
0,
where v−1n−1C
f
n−2S
0 denotes the colimit of the tower (v−1n DMi(n))i∈N. By the in-
duction hypothesis, there are equivalences
Cfn−2F (n) ≃ ΓIn−1F (n) ≃ F (n)
as F (n) ∈ Loc(C(n)) = SpIn−1−tors. Furthermore, it is easy to see that F (n) ⊗
v−1n−1C
f
n−2S
0 = 0, so smashing the cofiber sequence (6.8) with F (n) shows that
Cfn−1F (n) ≃ F (n).
Therefore, the claim follows from Lemma 2.33 and Theorem 6.3. 
The localization functor Lfn−1 has been defined as finite localization away from
a finite type n complex in [Mil92], see also [Rav93] and [MS95]. This implies the
existence of a cofiber sequence
Cfn−1
// Id // Lfn−1
for any X ∈ Sp. Using Proposition 6.7, a comparison of cofiber sequences immedi-
ately gives the next result.
Corollary 6.9. There exists a natural equivalence Lfn−1
∼
−→ LIn of endofunctors
on Sp.
52 TOBIAS BARTHEL, DREW HEARD, AND GABRIEL VALENZUELA
Remark 6.10. The notation v−1n−1C
f
n−2S
0 for the colimit of the middle tower is
justified, because (6.8) can be identified with the cofiber sequence obtained by eval-
uating Cfn−1 → Id→ L
f
n−1 on C
f
n−2S
0 and suspending,
Cfn−2S
0 // Lfn−1C
f
n−2S
0 // ΣCfn−1S
0;
in particular, BP∗(v
−1
n−1C
f
n−2S
0) ∼= v−1n−1BP∗/I
∞
n−1. Therefore, these sequences are
a topological incarnation of the short exact sequences in BP∗-modules which splice
together to form the chromatic resolution.
Our abstract framework then allows us to immediately recover [HS99b, Prop. 7.10(d)]
as well as the last part of [HS99b, Cor. B.8].
Theorem 6.11. With notation as above, there is a natural equivalence
ΛIn(−) ≃ LF (n)(−) ≃ limiMi(n)⊗ (−),
where LF (n) denotes Bousfield localization with respect to F (n). Furthermore, this
functor induces a symmetric monoidal equivalence
Cfn−1
∼ // SpF (n) .
In particular, SpF (n) is compactly generated by F (n). Moreover, local duality takes
the form of an adjunction
Hom(Cfn−1X,Y ) ≃ Hom(X,LF (n)Y ),
where Hom is the internal function object of Sp.
Proof. This follows from Proposition 6.7, Proposition 2.34, Theorem 2.21, and Corollary 2.32.

From now on, we will use the more standard notation displayed in the right
diagram of (6.1) for the categories and functors obtained from the local duality
context (Sp, F (n)).
Remark 6.12. The finite localization functor Lfn is closely related to the Bous-
field localization functor Ln associated to Johnson–Wilson theory E(n) at height n.
There is a natural transformation
Lfn // Ln
and Ravenel’s telescope conjecture [Rav84] asserts that this is an equivalence or,
equivalently, that the localizing subcategory ker(Ln) of Sp is generated by finite
spectra. Since the telescope conjecture is only known at heights ≤ 1 and believed to
be false [Rav92b], we here work with the finite localization functors instead.
6.2. Local duality in stable homotopy theory — the local case. We now
turn to a local version of this picture. To this end, fix an integer n ≥ 0 and let
E = E(n) be Johnson–Wilson theory at height n. This spectrum has coefficients
E∗ = E(n)∗ = Z(p)[v1, . . . , v
±1
n ], where the degree of the generator vi is 2(p
i − 1);
as usual, we have v0 = p. Denote by SpE(n) the category of E-local spectra or, in
other words, the essential image of Ln = LE in Sp. By the smash product theorem
of Hopkins and Ravenel [Rav92a], the corresponding Bousfield localization functor
Ln is smashing, hence SpE(n) is a stable subcategory of Sp with compact generator
LnS
0, which is also the tensor unit in this subcategory.
If F (m) is a finite type m spectrum for some m ≤ n, then LnF (m) ∈ SpE(n)
is compact and nonzero, so it generates a localizing subcategoryMm = Sp
Im−tors
E(n) =
Loc⊗(LnF (m)) = Loc(LnF (m)), called them-th monochromatic category of SpE(n).
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Note that Mm depends implicitly on the chosen ambient height n. Applying
Theorem 2.21 to the local duality context (SpE(n), LnF (m)) produces a local ana-
logue of (6.1):
(6.13)
SpIm−locE(n)


❑
❈
✿
✷
✱
✬
SpE(m−1)


❑
❈
✿
✷
✱
✬
SpE(n)
LIm
OO
ΓImyysss
ss
sss
s Λ
Im
&&▲▲
▲▲▲
▲▲▲
▲▲
SpE(n)
Lm−1
OO
Mmzz✈✈
✈✈
✈✈
✈✈
✈
LE(m,n)
%%▲▲
▲▲▲
▲▲▲
▲▲▲
SpIm−torsE(n)
99sssssssss
∼
//
88
✘
✓
✌
✆
④
t
SpIm−compE(n)
ff▲▲▲▲▲▲▲▲▲▲
Mm
::✈✈✈✈✈✈✈✈✈
∼
//
99
✚
✖
✏
✟
⑧
✈
SpE(m,n),
ee▲▲▲▲▲▲▲▲▲▲▲
where E(m,n) denotes the spectrum F (m) ⊗ E(n). The goal of this subsection is
to identify the categories and functors of the diagram on the left with the familiar
ones on the right, using a compatibility result between the local and the global case.
Note that the functors ΓIm , LIm , and Λ
Im implicitly depend on the fixed ambient
height n, but this dependence will be omitted from the notation.
Lemma 6.14. There is a commutative diagram of adjunctions
Cfm−1
Ln

// Sp
Cfm−1oo
Ln

Mm // SpE(n) .
Mmoo
In particular, there is a natural equivalence
Mm(LnX) ≃ colimiDMi(m)⊗ LnX
for any spectrum X, where (Mi(m))i∈N is a tower of generalized Moore spectra of
type m.
Proof. First observe that the composite Cfm−1 → Sp → SpE(n) takes values in
Mm, as it sends the generator F (m) to the generator LnF (m) and commutes with
colimits. This shows that the square involving the inclusion functors commutes.
Secondly, we claim that LnC
f
m−1ιn is a right adjoint to the inclusionMm → SpE(n),
where ιn denotes the right adjoint to Ln : SpE(n) → Sp with Lnιn = id. To see
this, it is enough to test against the generator LnF (m) of Mm; indeed, for any
X ∈ SpE(n), we get
Hom(LnF (m), LnC
f
m−1ιnX) ≃ Hom(F (m), C
f
m−1LnιnX)
≃ Hom(F (m), LnιnX)
≃ Hom(LnF (m), LnιnX)
≃ Hom(LnF (m), X).
Here, the first equivalence uses the fact that Ln is smashing, so that it commutes
with Cfm−1 by (6.5). Therefore, we obtain Mm ≃ LnC
f
m−1ιn. Precomposing with
Ln then gives a natural equivalence
MmLn ≃ LnC
f
m−1ιnLn ≃ C
f
m−1LnιnLn ≃ C
f
m−1Ln ≃ LnC
f
m−1,
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thereby verifying that the above square commutes. By Proposition 6.7, there results
a natural equivalence
MmLnX ≃ LnC
f
m−1X
≃ Ln colimiDMi(m)⊗X
≃ colimiDMi(m)⊗ LnX,
since Ln is a smashing localization. 
Lemma 6.15. The left adjoint to the inclusion SpE(m−1) → SpE(n) is given by
Lm−1, and there is a commutative diagram
Sp
Lfm−1 //
Ln

SpfE(m−1)
Ln

oo
SpE(n)
Lm−1 // SpE(m−1) .oo
Proof. Applying Ln to the cofiber sequence of functors
Cfm−1
// id // Lfm−1
and using Lemma 6.14 gives the cofiber sequence
MmLn // Ln // LnL
f
m−1
defined on SpE(n). By [HS99b, Cor. 6.10], there is a natural equivalence LnL
f
m−1 ≃
Lm−1, from which the claim follows easily. 
Lemma 6.16. The functor ΛIm : SpE(n) → SpE(m,n) constructed from the local
duality context (SpE(n), LnF (m)) is Bousfield localization at the cohomology theory
E(m,n) = F (m) ⊗ En. Furthermore, the category Sp
Im−comp
E(n) is equivalent to the
category SpE(m,n) of E(m,n)-local spectra.
Proof. For any X ∈ SpE(n), there are equivalences
LE(m,n)X ≃ limiMi(m)⊗ LnX by Corollary 2.32 and Lemma 6.14
≃ LF (m)LnX by Theorem 6.11
≃ LF (m)⊗E(n)X,
where the last equivalence follows from the obvious generalization of [Hov95, Cor. 2.2].
Since SpIm−compE(n) and SpE(m,n) are the essential images of Λ
Im and LE(m,n), respec-
tively, the second part of the claim follows. 
As an immediate application, we obtain chromatic fracture squares as a special
case of Corollary 2.26.
Corollary 6.17. For any M ∈ SpE(n) and m ≤ n, there is a pullback square
M //

LE(m,n)M

Lm−1M // Lm−1LE(m,n)M.
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Remark 6.18. Note that the naive analogues of Lemma 6.14 and Lemma 6.15 for
the completion functor do not hold in general. Indeed, for m = n, we get a diagram
(6.19) Sp
LF (n) //
Ln

SpF (n)
Ln

oo
SpE(n)
LK(n) // SpK(n) .oo
By Lemma 6.16, there is a natural equivalence LK(n) ≃ LF (n)Ln, but this is not
equivalent to LnLF (n) if n > 0, as can be verified on the sphere spectrum. Therefore,
the square (6.19) does not commute.
Remark 6.20. Since the localization functor LE(m,n) depends only on the Bous-
field class of E(m,n), it can also be identified with localization at the cohomology
theory E(n)/Im, which is the E(n)-algebra with coefficients E(n)∗/(p, . . . , vm−1).
In particular, if m = n, then LE(n,n) ≃ LK(n). Moreover, in this case the cofiber
sequence constructed in the proof of Lemma 6.15
MnLn // Ln // Ln−1
is the usual sequence defining the monochromatic layer MnLn.
Local duality for the category SpE(n) with respect to a finite type m complex
then takes the following form.
Proposition 6.21. For X,Y ∈ SpE(n), there are natural equivalences
LE(m,n)X ≃ limiMi(m)⊗X
and
Hom(MmX,Y ) ≃ Hom(X,LE(m,n)Y ),
where Hom denotes the internal function object of SpE(n), which agrees with the
one in Sp. Furthermore, there is an equivalence of stable categories
Mm
∼ // SpE(m,n) .
Proof. This follows from Lemma 6.14, Lemma 6.16, and the results in Section 2.

This is a generalization of [HS99b, Prop. 7.10].
6.3. From E-local spectra to E-module spectra. The arguments of the pre-
vious section can also be applied to the adjunctions
Sp
−⊗BP // ModBPoo
−⊗BPE// ModEoo
to obtain similar comparison results between the corresponding torsion, localization,
and completion functors. This compatibility has been studied before by Greenlees
and May [GM92, §6], see also [BS16, §3].
To this end, let BP be the Brown–Peterson spectrum with coefficients BP∗ =
Z(p)[v1, v2, . . .]. Landweber showed that the invariant prime ideals of BP∗ are given
by In = (p, . . . , vn−1) for all n ≥ 0. The free BP -module functor − ⊗ BP gives
a left adjoint to the forgetful functor ModBP → Sp, and this adjunction will be
denoted
Φ∗ : Sp
−⊗BP // ModBP : Φ∗oo
in this section.
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Remark 6.22. By a result of Basterra and Mandell [BM13], BP admits the struc-
ture of an E4-ring spectrum, but Lawson [Law17] proved recently that BP does not
admit the structure of an E12-ring spectrum at the prime 2. Consequently, the stable
∞-category ModBP of BP -module spectra is only known to be E3-monoidal, hence
is not a stable category as defined in Section 2. However, for the arguments in this
section, an E1-monoidal structure suffices; alternatively, the reader can replace BP
by the p-localization of the complex cobordism spectrum MU , which does have a
natural E∞-ring structure.
Suppose F (n) =M(n) is a generalized Moore spectrum of type n, generating the
localizing subcategory Cfn−1 of Sp. Since there exists a sequence of positive natural
numbers (i0, i1, . . . , in−1) such that
BP∗(F (n)) ∼= BP∗/(p
i0 , . . . , v
in−1
n−1 ),
the BP -module BP ⊗ F (n) generates the category ModIn−torsBP of In-torsion BP -
module spectra, cf. [BR05, Lem. 34] and the proof of Proposition 7.1. Moreover,
as a left adjoint, Φ∗ preserves all colimits, so it restricts to a functor C
f
n−1 →
ModIn−torsBP which we also call Φ∗. The next result is then proven using arguments
analogous to the ones for Lemma 6.14, Lemma 6.15, and Lemma 6.16.
Theorem 6.23. With notation as in Section 3.1 and Section 6.1, we have the
following comparison between local duality contexts.
(1) There is a commutative diagram
Cfn−1
//
Φ∗

Sp
Φ∗

Cfn−1
oo
Lfn−1 // SpfE(n−1)oo
Φ∗

ModIn−torsBP
// ModBP
ΓIn
oo
LIn // ModIn−locBPoo
with left adjoints displayed on top. In particular, there is an equivalence
Ln−1M ≃ L
f
n−1M ≃ LInM for any M ∈ModBP .
(2) When restricted to the category of BP -module spectra, there is a natural
equivalence
LBP⊗F (n) ≃ Λ
In .
Proof. As mentioned above, the proof is mostly formal. Because every module
spectrum is a retract of a free one, the equivalences of localization and completion
functors on ModBP follow easily. Finally, the fact that L
f
n−1M ≃ Ln−1M for
BP -module spectra is proven in [Hov95, Cor. 1.10]. 
Note that this theorem recovers Theorem 6.1 and Proposition 6.6 of [GM92].
Similar results hold for the adjunction
SpE(n)
−⊗E(n)// ModE(n),oo
so we also obtain the results of [BS16, §3] as a special case. This local comparison
is summarized in the following dictionary:
SpE(n) ModE(n)
Mm ΓIm
Lm−1 LIm
LE(m,n) Λ
Im
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Here, the torsion, localization, and completion functors are constructed from the
local duality contexts (SpE(n), LnF (m)) and (ModE(n), E(n)⊗F (n)), respectively.
7. Local duality in chromatic homotopy theory
We now move on to the study of local duality in the category of comodules for
(BP∗, BP∗BP ) and (E∗, E∗E), where E∗ is any Landweber exact BP∗-algebra of
height n, such as Morava E-theory or Johnson–Wilson theory. We begin by con-
structing our local duality functors for the duality context (StableBP∗BP , BP∗/In+1),
and comparing this to work of Hovey and Hovey–Strickland [Hov07, HS05b, HS05a].
There is an adjoint pair
Φ∗ : StableBP∗BP
// StableE∗E : Φ
∗oo
and we identify the localization functor LIn+1 arising from the local duality context
above with the composite Φ∗Φ∗. Using this we prove that, for k ≤ n+1, the Ik-local
objects in StableBP∗BP are the same as the Ik-local objects in StableE∗E . Using
this identification of LIn+1 we also prove that the spectral sequence constructed
by Hovey and Strickland converging to BP∗(LnX) is a special case of the E-based
Adams spectral sequence. Moreover, we obtain generalizations of this spectral
sequence for any Landweber exact BP∗-algebra.
7.1. Local duality for BP∗BP -comodules. Given a suitable ring spectrum R,
the associated homology theory carries more structure than just that of an R∗-
module; it is additionally a comodule over the Hopf algebroid (R∗, R∗R), i.e., there
is a lift of the form
ComodR∗R
forget

Sp
R∗
//
R∗
::t
t
t
t
t
ModR∗ .
Given a spectrum X , we can think of R∗X as a complex concentrated in degree 0,
and hence as an object in the derived category of R∗R-comodules, or alternatively
in StableR∗R. In particular, if R = BP , then the functor BP∗ gives a compari-
son between the duality contexts (Sp, F (n+ 1)) and (StableBP∗BP , BP∗F (n+ 1)),
where F (n + 1) is a type (n + 1)-spectrum. By the thick subcategory theorem,
we can assume that F (n + 1) = M(n + 1) is a generalized type (n + 1) Moore
spectrum, and we will do so throughout this section. Algebraically, it is perhaps
more natural to consider the local duality context (StableBP∗BP , BP∗/In+1), where
In+1 = (p, . . . , vn) is an invariant ideal, but it turns out that they create the same
local cohomology and homology functors. This is a consequence of the following
result.
Proposition 7.1. Suppose F (n+1) is a generalized Moore spectrum of type (n+1),
then
ThickBP∗BP (BP∗/In+1) ≃ ThickBP∗BP (BP∗F (n+ 1)).
In particular, the local duality contexts (StableBP∗BP , BP∗/In+1) and (StableBP∗BP , BP∗F (n+
1)) are equivalent.
Proof. Viewing both categories as subcategories of StableBP∗BP , we will show that
they are mutually contained in each other. Since BP∗F (n + 1) is In+1-torsion,
we get BP∗F (n + 1) ∈ Thick(BP∗/In+1), so one inclusion is clear. To prove the
converse, let (i0, . . . , in) be the sequence of positive integers such that
BP∗F (n+ 1) ∼= BP∗/(p
i0 , . . . , v
in−1
n−1 , v
in
n ).
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Consider the following commutative diagram of cofiber sequences:
BP∗/(p
i0 , . . . , v
in−1
n−1 )
vn //
vinn

BP∗/(p
i0 , . . . , v
in−1
n−1 )
//
vinn

BP∗/(p
i0 , . . . , v
in−1
n−1 , vn)
vinn ≃0

BP∗/(p
i0 , . . . , v
in−1
n−1 )
vn //

BP∗/(p
i0 , . . . , v
in−1
n−1 )
//

BP∗/(p
i0 , . . . , v
in−1
n−1 , vn)

BP∗/(p
i0 , . . . , v
in−1
n−1 , v
in
n ) vn
// BP∗/(pi0 , . . . , v
in−1
n−1 , v
in
n ) // C(vn).
The bottom cofiber sequence shows that C(vn) ∈ Thick(BP∗F (n + 1)), while the
right vertical cofiber sequence gives
C(vn) ≃ BP∗/(p
i0 , . . . , v
in−1
n−1 , vn)⊕ ΣBP∗/(p
i0 , . . . , v
in−1
n−1 , vn),
hence BP∗/(p
i0 , . . . , v
in−1
n−1 , vn) ∈ Thick(BP∗F (n+1)). Similarly, we can prove that
the cofiber C(vn−1) of the multiplication by vn−1 endomorphism ofBP∗/(p
i0 , . . . , v
in−1
n−1 )
is
C(vn−1) ≃ BP∗/(p
i0 , . . . , v
in−2
n−2 , vn−1)⊕ ΣBP∗/(p
i0 , . . . , v
in−2
n−2 , vn−1).
Therefore, the cofiber of multiplication by vn−1 on BP∗/(p
i0 , . . . , v
in−1
n−1 , vn) is
BP∗/(p
i0 , . . . , v
in−2
n−2 , vn−1, vn)⊕ ΣBP∗/(p
i0 , . . . , v
in−2
n−2 , vn−1, vn),
thus BP∗/(p
i0 , . . . , v
in−2
n−2 , vn−1, vn) ∈ Thick(BP∗F (n+1)). Continuing this process
with vn−2 and so on until v0 = p, we conclude BP∗/In ∈ Thick(BP∗F (n + 1)),
hence the claim. 
In either case, we can apply local duality to obtain the following diagram of
stable categories and functors
(7.2) Stable
In+1−loc
BP∗BP


P
❏
❈
❀
✹
✴
StableBP∗BP
LIn+1
OO
ΓIn+1vv♠♠♠
♠♠♠
♠♠♠
♠♠♠ ΛIn+1
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
Stable
In+1−tors
BP∗BP
66♠♠♠♠♠♠♠♠♠♠♠♠
∼
//
66
✏
☛
☎
⑤
t
♦
Stable
In+1−comp
BP∗BP
,
hh◗◗◗◗◗◗◗◗◗◗◗◗
where the functors have the following properties, via Theorem 5.16.
Theorem 7.3. Let (StableBP∗BP , BP∗/In+1) be the local duality context above.
(1) The functors ΓIn+1 and LIn+1 are smashing localization and colocalization
functors and ΛIn+1 is the localization functor with category of acyclics given
by Stable
In+1−loc
BP∗BP
. Moreover, ΓIn+1 and Λ
In+1 satisfy ΛIn+1 ◦ΓIn+1 ≃ Λ
In+1
and ΓIn+1 ◦ Λ
In+1 ≃ ΓIn+1 and they induce mutually inverse equivalences
Stable
In+1−comp
BP∗BP
ΓIn+1
∼
//
Stable
In+1−tors
BP∗BP
.
ΛIn+1
oo
(2) For M,N ∈ StableBP∗BP , there is an equivalence
HomBP∗BP (ΓIn+1M,N)
∼ // HomBP∗BP (M,Λ
In+1N),
natural in each variable.
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Remark 7.4. It is useful to remind the reader at this point that StableBP∗BP is
monogenic, as (BP∗, BP∗BP ) is a Landweber Hopf algebroid, see Remark 4.30.
As noted previously the cohomology theory BP∗ can be thought of as a functor
to StableBP∗BP , via the lift
ComodBP∗BP
forget

// StableBP∗BP
Sp
BP∗
//
BP∗
99rrrrrr
ModBP∗ .
This functor is compatible with the local duality context (Sp, F (n)) in the following
sense.
Proposition 7.5. The functor BP∗ : Sp→ StableBP∗BP restricts to a functor
BP∗ : C
f
n → Stable
In+1−tors
BP∗BP
.
Proof. As we have seen in Proposition 7.1, we can assume that BP∗F (n+1) is the
generator of Stable
In+1−tors
BP∗BP
.
Suppose now that X
f
−→ Y
g
−→ Z is a cofiber sequence of spectra such that BP∗X
and BP∗Z are In+1-torsion. We claim that BP∗Y is also In+1 torsion. To see this,
let y ∈ BP∗Y . There then exists tz ∈ N such that I
tz
n+1g(y) = g(I
tz
n+1y) = 0, so
that Itzn+1y ∈ ker g. Therefore, we can choose x ∈ BP∗X so that f(x) = I
tz
n+1y.
By assumption, there exists tx ∈ N such that I
tx
n+1x = 0, hence 0 = f(I
tx
n+1x) =
Itxn+1f(x) = I
tx
n+1I
tz
n+1y = I
tx+tz
n+1 y, so that y is In+1-torsion. It follows that BP∗
restricts to a functor
Thick(F (n+ 1)) // StableIn+1−torsBP∗BP .
Since BP∗ preserves filtered colimits, we see that it restricts to a functor from
Loc(F (n+ 1)) = Cfn to Stable
In+1−tors
BP∗BP
, as desired. 
7.2. Basic properties of localization on StableBP∗BP . In this section we wish
to compare the functors LIn+1 and ΓIn+1 with work of Hovey and Strickland [HS05b,
HS05a] on localization and torsion functors for ComodBP∗BP . Recall that a hered-
itary torsion theory T in a cocomplete abelian category A is a Serre subcategory
closed under arbitrary direct sums, i.e., the abelian analogue of a localization sub-
category of a stable ∞-category. Let
Φ: (BP∗, BP∗BP ) // (E(n)∗, E(n)∗E(n))
denote the evident map of Hopf algebroids, and let Φ∗ : ComodBP∗BP → ComodE(n)∗E(n)
be the induced functor, and Φ∗ its adjoint, as described in Section 4.1. Hovey and
Strickland prove that L0n = Φ
∗Φ∗ is localization with respect to the hereditary
torsion theory consisting of vn-torsion comodules, or equivalently In+1-torsion co-
modules.
Hovey and Strickland also define T 0nM to be the subcomodule of vn-torsion
elements in a comodule M . Both L0n and T
0
n are left exact, and hence have right
derived functors Lin and T
i
n respectively. Our first goal is to relate these functors
to the functors ΓIn+1 and LIn+1 constructed previously.
We start with a preliminary lemma.
Lemma 7.6. For any M ∈ ComodBP∗BP , there is an exact sequence
0→ H0(ΓIn+1M)→M → H
0(LIn+1M)→ H
1(ΓIn+1M)→ 0,
and natural isomorphisms Hi(LIn+1M)
∼= Hi+1(ΓIn+1M) for i > 0.
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Proof. This follows immediately from the long exact sequence associated to the
fiber sequence
ΓIn+1M // M // LIn+1M.

We can now relate H∗ΓIn+1 = Γ
∗
In+1
and H∗LIn+1 = L
∗
In+1
to the functors L∗n
and T ∗n constructed by Hovey and Strickland.
Lemma 7.7. LetM be a BP∗BP -comodule thought of as an object of StableBP∗BP ,
then there are isomorphisms
ΓiIn+1(M)
∼= T in(M) and L
i
In+1(M)
∼= Lin(M)
for all i ≥ 0.
Proof. By Proposition 5.27 there is an isomorphism
Hi(ΓIn+1M)
∼= colimk Ext
i
BP∗BP (BP∗/I
k
n+1,M).
Moreover Lemma 5.9 and (5.11) combine to show that colimk Ext
i
BP∗BP (BP∗/I
k
n+1,M)
is the i-th right derived functor of the In+1-power torsion functor considered in (5.8),
which is precisely T in(M). By [HS05b, Thm. 3.1] and Lemma 7.6, this identifies
LiIn+1M with L
i
nM as required. 
The existence of the following spectral sequence was suggested by Hovey at the
end of [Hov07].
Proposition 7.8. Let M ∈ (StableBP∗BP )≤d for some d ∈ Z, then there exists a
convergent spectral sequence LpIn+1(HqM) =⇒ L
p−q
In+1
M .
Proof. By assumption on M , we can construct this spectral sequence for ωM in
DBP∗BP . Since L
0
n is left exact and ComodBP∗BP has enough injective objects,
there is a convergent hypercohomology spectral sequence of the form
Lpn(HqM) =⇒ L
p−q
n M
associated to the total right derived functor of L0n, see [Wei94, 5.7.9 and Cor. 10.5.7].
In view of Lemma 7.7, the claim follows. 
Proposition 7.9. Suppose M ∈ StableBP∗BP and let n ≥ 0, then
ΓInM ≃ Σ
−nBP∗/I
∞
n ⊗M.
Proof. The functor ΓIn is smashing, so it suffices to show the claim for M = BP .
But In is strongly invariant, hence Lemma 5.33 applies. 
Corollary 7.10. For all k ≥ 0 and n ≥ 0, there is an isomorphism of BP∗-
comodules
H∗ΓIn(BP∗/Ik)
∼=
{
Σ−(n−k)BP∗/(p, . . . , vk−1, v
∞
k , . . . , v
∞
n−1) if k < n
BP∗/Ik if k ≥ n.
Proof. By Proposition 7.9, we have a natural isomorphism
H∗ΓIn(BP∗/Ik)
∼= H∗−n(BP∗/I
∞
n ⊗BP∗/Ik).
For fixed k, the inductive construction of BP∗/I
∞
n gives the result easily. 
Combining this corollary with Lemma 7.6 and Lemma 7.7 immediately recovers
the calculation given in [HS05b, Thm. B].
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7.3. Plethories on StableBP∗BP . Let E be a Landweber exact BP -algebra of
height n, i.e., a BP -algebra such that the functor
E∗ ⊗BP∗ (−) : ComodBP∗BP // ModE∗
is exact, and n is the largest integer such that E∗/In is non-zero. We now consider
the duality contexts (StableBP∗BP , BP∗/Ik) and (StableE∗E , E∗/Ik) for k ≤ n+ 1.
The goal of this subsection and the next is to prove that there are equivalences of
stable categories
StableIk−locBP∗BP
∼ // StableIk−locE∗E
∼ // StableE(k−1)∗E(k−1),
thereby establishing a close link between the two local duality contexts. This is
closely related to a result of Hovey [Hov07, Thm. C].
We start by giving an alternative description of the functor LIn+1. There is an
algebra map φ : BP∗ → E∗ and, since E∗ is Landweber exact, φ gives an exact
functor Φ∗ : ThickBP∗BP (BP∗)→ ThickE∗E(E∗) with Φ∗M = E∗⊗BP∗M . By the
universal property of ind-categories, we thus obtain a commutative diagram
(7.11) ThickBP∗BP (BP∗) //
Φ∗

StableBP∗BP
Φ∗
✤
✤
✤
ThickE∗E(E∗) // StableE∗E ,
Φ∗
OO✤
✤
✤
where the induced adjunction is denoted (Φ∗,Φ
∗) by a mild abuse of notation. In
fact, we can give an explicit formula for the right adjoint Φ∗.
Lemma 7.12. The right adjoint Φ∗ constructed in (7.11) is naturally equivalent
to the derived functor of E∗E-primitives of the extended BP∗BP -comodule functor,
i.e.,
Φ∗(N)
∼ // HomE∗E(E∗, N ⊗BP∗ BP∗BP )
is an equivalence for all N ∈ StableE∗E.
Proof. For N ∈ StableE∗E , first note that N ⊗BP∗ BP∗BP can naturally be
viewed as an object of both StableE∗E and StableBP∗BP , so HomE∗E(E∗, N ⊗BP∗
BP∗BP ) ∈ StableBP∗BP and the statement of the lemma is meaningful. View-
ing N as an object of StableBP∗BP via the BP∗BP -comodule structure on E∗ in
N ⊗E∗ E∗ ≃ N , there exists a natural transformation of colimit preserving functors
Φ∗(N)⊗BP∗ (−)
∼ // Φ∗(N ⊗BP∗ −).
This is an equivalence of functors because it is an equivalence when evaluated on
BP∗ which generates StableBP∗BP . We thus obtain a string of natural equivalences:
Φ∗(N) ≃ HomBP∗(BP∗,Φ
∗(N))
≃ HomBP∗BP (BP∗,Φ
∗(N)⊗BP∗ BP∗BP )
≃ HomBP∗BP (BP∗,Φ
∗(N ⊗BP∗ BP∗BP ))
≃ HomE∗E(E∗, N ⊗BP∗ BP∗BP ),
and it is straightforward to check that these maps are BP∗BP -comodule mor-
phisms. 
Proposition 7.13. The functor Φ∗ : StableE∗E → StableBP∗BP is plethystic, in
the sense that it satisfies the following properties:
(1) The counit map Φ∗Φ
∗ → Id is an equivalence, so Φ∗ is conservative.
(2) Φ∗ has a left adjoint Φ∗.
(3) Φ∗ has a right adjoint Φ!.
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In particular, the pairs (Φ∗ ⊣ Φ
∗) and (Φ∗ ⊣ Φ!) are monadic and comonadic,
respectively.
Proof. As observed above, Φ∗ has a right adjoint Φ
∗. In order to show that the
counit of the adjunction Φ∗ ⊣ Φ
∗ is an equivalence, we use the formula for Φ∗ given
in Lemma 7.12. Indeed, for any M ∈ StableE∗E , the counit can be decomposed
into equivalences:
Φ∗Φ
∗M ≃ E∗ ⊗BP∗ HomE∗E(E∗,M ⊗BP∗ BP∗BP )
≃ HomE∗E(E∗,M ⊗BP∗ BP∗BP ⊗BP∗ E∗)
≃ HomE∗E(E∗,M ⊗E∗ E∗ ⊗BP∗ BP∗BP ⊗BP∗ E∗)
≃ HomE∗E(E∗,M ⊗E∗ E∗E)
≃M.
This implies that Φ∗Φ
∗ ≃ Id; in particular, Φ∗ is fully faithful and hence conserva-
tive. Moreover, there are natural equivalences
HomBP∗BP (BP∗,Φ
∗ colimiMi) ≃ HomE∗E(E∗, colimiMi)
≃ colimiHomE∗E(E∗,Mi)
≃ colimiHomBP∗BP (BP∗,Φ
∗Mi)
≃ HomBP∗BP (BP∗, colimi Φ
∗Mi)
for any filtered system (Mi)i in StableBP∗BP . Therefore, Φ
∗ preserves all colimits,
and thus admits a right adjoint Φ! by the adjoint functor theorem. 
Remark 7.14. This result is an algebraic incarnation of the fact that StableE∗E
corresponds to the category of ind-coherent sheaves on the open substack U(n) of
the stack of commutative 1-dimensional formal groups Mfg.
We claim that the composite Φ∗Φ∗ is equivalent to the localization functor LIn+1
corresponding to the local duality context (StableBP∗BP , BP∗/In+1). Before we can
give the proof, we need an auxiliary result.
Lemma 7.15. For any 0 ≤ k ≤ n and any M ∈ StableBP∗BP , the unit η of the
adjunction (Φ∗,Φ
∗) induces a natural equivalence
v−1k BP∗/Ik ⊗M
∼ // v−1k BP∗/Ik ⊗ Φ
∗Φ∗(M).
Proof. Consider the Hopf algebroids (v−1k BP∗/Ik, v
−1
k BP∗BP/Ik) and (v
−1
k E∗/Ik, v
−1
k E∗E/Ik).
The algebra map φ : BP∗ → E∗ then induces a commutative diagram
Thick(v−1k BP∗/Ik)
//
Φ∗

Stablev−1
k
BP∗BP/Ik
Φ∗ ∼
✤
✤
✤
StableBP∗BP
ΦBPoo
Φ∗

Thick(v−1k E∗/Ik)
// Stablev−1
k
E∗E/Ik
StableE∗EΦE
oo
in which ΦBP and ΦE denote the obvious base change functors. By construction,
the middle vertical functor Φ∗ is an equivalence of stable categories if and only if
End(v−1k BP∗/Ik) ≃ End(v
−1
k E∗/Ik),
which is the content of Hovey’s change of rings theorem [Hov02, Thm. 6.4].
It thus suffices to show that
ΦEΦ∗(ηM ) ≃ Φ∗ΦBP (ηM ) : v
−1
k E∗/Ik ⊗ Φ∗M
// v−1k E∗/Ik ⊗ Φ∗Φ
∗Φ∗(M)
is an equivalence. The counit of the adjunction (Φ∗,Φ
∗) is a natural equivalence
by Proposition 7.13, so the claim follows. 
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Proposition 7.16. There is a natural equivalence LIn+1
∼
−→ Φ∗Φ∗.
Proof. Indeed, the unit η of the adjunction (Φ∗,Φ
∗) yields a fiber sequence
F (M) // M
ηM // Φ∗Φ∗M
for any M ∈ StableBP∗BP , and we have to show that
(1) Φ∗Φ∗M is an object of Stable
In+1−loc
BP∗BP
, and
(2) F (M) ∈ Stable
In+1−tors
BP∗BP
.
In order to prove (1), note that
Hom(BP∗/In+1,Φ
∗Φ∗M) ≃ Hom(E∗/In+1,Φ∗M) ≃ 0
as E∗/In+1 = 0, hence Φ
∗Φ∗M ∈ Stable
In+1−loc
BP∗BP
. In particular, the counit η factors
through a natural transformation LIn+1 → Φ
∗Φ∗.
For 0 ≤ k ≤ n, consider the fiber sequences
F (v−1k BP∗/I
∞
k ⊗M)
// v−1k BP∗/I
∞
k ⊗M
ηk // Φ∗Φ∗(v
−1
k BP∗/I
∞
k ⊗M).
On the one hand, since Φ∗Φ∗ commutes with colimits, by passing to the localizing
subcategory generated by v−1k BP∗/Ik and using Lemma 7.15, we see that the maps
ηk are equivalences, hence
F (v−1k BP∗/I
∞
k ⊗M) ≃ 0
for 0 ≤ k ≤ n. On the other hand, F is exact, so there are fiber sequences
F (BP∗/I
∞
k ⊗M)
// F (v−1k BP∗/I
∞
k ⊗M)
// F (BP∗/I∞k+1 ⊗M).
Inductively, we thus obtain F (M) ≃ Σ−(k+1)F (BP∗/I
∞
k+1 ⊗M) if k ≤ n. But
Φ∗Φ∗(BP∗/I
∞
n+1 ⊗M) ≃ Φ
∗(E∗ ⊗BP∗/I
∞
n+1 ⊗M) ≃ 0, hence
F (M) ≃ Σ−(n+1)F (BP∗/I
∞
n+1 ⊗M) ≃ Σ
−(n+1)BP∗/I
∞
n+1 ⊗M,
which is clearly In+1-torsion, thereby verifying (2). 
Remark 7.17. This result should be compared to the situation for ComodBP∗BP ,
where Hovey and Strickland define L0n as the composite Φ
∗Φ∗.
Corollary 7.18. There is a natural equivalence ∆In+1 ≃ Φ
∗Φ!.
Proof. On the one hand, Proposition 7.13 implies that Φ∗Φ! is right adjoint to
Φ∗Φ∗, as
Hom(Φ∗Φ∗M,N) ≃ Hom(Φ∗M,Φ!N) ≃ Hom(M,Φ
∗Φ!N)
for allM,N ∈ StableBP∗BP . On the other hand, by Proposition 7.16 and Theorem 2.21(4),
∆In+1 is also right adjoint to L ≃ Φ
∗Φ∗, so Φ
∗Φ! ≃ ∆In+1 . 
7.4. Base-change for E∗E-comodules. Using the results of the previous subsec-
tion, we are now ready to prove a general base-change result for E∗E-comodules.
Theorem 7.19. Let E be a Landweber exact BP -algebra of height n, then the ring
map φ : BP∗ → E∗ induces a natural equivalence
StableIk−locBP∗BP
∼ // StableIk−locE∗E
for any k ≤ n+ 1.
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Proof. We will first prove the special case k = n+1, i.e., that the map φ : BP∗ → E∗
induces an equivalence
Stable
In+1−loc
BP∗BP
∼ // StableE∗E .
We have already seen that the adjunction (Φ∗,Φ
∗) restricts to an adjunction
Stable
In+1−loc
BP∗BP
Φ∗ // StableE∗E
Φ∗
oo
which, by a mild abuse of notation, we also call (Φ∗,Φ
∗). By Proposition 7.16, Φ∗
sends the generator LIn+1BP∗ of Stable
In+1−loc
BP∗BP
to Φ∗LIn+1BP∗ ≃ Φ∗BP∗ ≃ E∗,
which is the generator of StableE∗E . Hence we have reduced to showing that the
functor Φ∗ is fully faithful, and this again follows from Proposition 7.16:
HomE∗E(E∗, E∗) ≃ HomBP∗BP (BP∗, LIn+1BP∗) ≃ HomBP∗BP (LIn+1BP∗, LIn+1BP∗).
In order to prove the general result, it thus suffices to note that, forM ∈ StableE∗E
and k ≤ n+1, we have HomE∗E(E∗/Ik,M) = 0 if and only if HomBP∗BP (BP∗/Ik,Φ
∗M) ≃
0. 
Remark 7.20. The case k = n + 1 of this theorem could also be deduced directly
from [Hov07, Thm. C] using the methods of Section 4.5.
As an immediate consequence of this theorem, we obtain:
Corollary 7.21. For any n and k ≤ n+ 1, there is a natural equivalence of stable
categories
StableIk−locE∗E
∼ // StableE(k−1)∗E(k−1) .
More generally, this is true for any Landweber exact BP∗-algebra of height k− 1 in
place of E(k − 1)∗.
Proof. This follows from Theorem 7.19 and the fact that
StableIk−locE(k−1)∗E(k−1) ≃ StableE(k−1)∗E(k−1)
via the natural inclusion. 
Remark 7.22. The analogous result for the torsion categories does not hold. To
be precise, the adjunction (Θ∗,Θ
∗) induced by the map of ring spectra θ : E → E/Ik
factors through the torsion category as follows
StableE∗E
Θ∗ // StableE∗E/Ik
StableIk−torsE∗E ,
Θ˜∗
77♥♥♥♥♥♥
OO
where only the left adjoints of the three adjunctions are displayed. Moreover, it is
easy to check that Θ˜∗ sends the generator E∗/Ik of Stable
Ik−tors
E∗E
to the generator
of StableE∗E/Ik . However, by comparing the endomorphisms of E∗/Ik in these two
categories, one can see that Θ˜∗ is not fully faithful.
We can translate Theorem 7.19 into a statement about the compatibility of the
various localization functors. To this end, let k ≤ n+ 1 and write
StableE∗E
LEIk // StableIk−locE∗E
ιEIk
oo
for the adjunction resulting from the local duality context (StableE∗E , E∗/Ik), and
similarly (LBPIk , ι
BP
Ik
) for the BP -version.
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Corollary 7.23. For k ≤ n+ 1, there is a natural equivalence Φ∗L
BP
Ik
≃ LEIkΦ∗.
Proof. By construction, there is a natural equivalence ιBPIk Φ
∗ ≃ Φ∗ιEIk : Indeed, the
proof of Theorem 7.19 makes this clear for k = n+ 1, and the general case follows
from this by restricting to the appropriate subcategories. Therefore, there exists a
string of natural equivalences
HomE∗E(Φ∗L
BP
Ik
M,N) ≃ HomBP∗BP (L
BP
Ik
M,Φ∗N)
≃ HomBP∗BP (M, ι
BP
Ik Φ
∗N)
≃ HomBP∗BP (M,Φ
∗ιEIkN)
≃ HomE∗E(Φ∗M, ι
E
Ik
N)
≃ HomE∗E(L
E
Ik
Φ∗M,N),
where M ∈ StableIk−locE∗E and N ∈ StableBP∗BP . The claim thus follows from the
uniqueness of adjoints. 
This gives us the following change of rings theorem.
Corollary 7.24. Suppose k ≤ n, M,N ∈ (StableE∗E)≤d for some d ∈ Z, and that
N satisfies LIk+1N ≃ N , then
Ext∗E∗E(M,N)
∼= Ext∗v−1
k
E∗E
(v−1k M, v
−1
k N).
In particular, the condition on N holds if L0Ik+1N ≃ N and L
i
In+1
N ≃ 0 for all
i 6= 0.
Proof. There are canonical maps BP∗
φ
−→ E
φ′
−→ v−1k E of Landweber exact algebras,
inducing a diagram
StableBP∗BP
LBPIk+1
Φ′∗Φ∗

LEIk+1
Φ∗

Stable
Ik+1−loc
BP∗BP
∼
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
∼
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
Stablev−1
k
E∗E
Stable
Ik+1−loc
E∗E
ρ
∼
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
which commutes by Corollary 7.21 and Corollary 7.23. This gives a natural equiv-
alence Φ′∗Φ∗ ≃ ρL
E
Ik+1
Φ∗ of functors which, when evaluated on Φ
∗(M) with M ∈
StableE∗E , yields
v−1k E∗ ⊗E∗ M ≃ Φ
′
∗(M) ≃ ρL
E
Ik+1
M.
The assumption on N then implies that
HomE∗E(M,N) ≃ HomE∗E(L
E
Ik+1M,L
E
Ik+1N)
≃ Homv−1
k
E∗E
(v−1k M, v
−1
k N),
where the last equivalence is induced by ρ. The result then follows from Corollary 4.19,
as (E∗, E∗E) is a Landweber Hopf algebroid. Finally, if L
0
Ik+1
N ≃ N and LiIk+1N =
0 for all i 6= 0, then Lemma 7.6 implies that T iIk+1(N) = 0 for all i, hence
LIk+1N ≃ N . 
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7.5. The local cohomology spectral sequence. In [HS05b] Hovey and Strick-
land construct spectral sequences that compute the BP -homology of LnX and CnX
for a spectrum X , starting from LinBP∗X and T
i
nBP∗X respectively. Our aim in
this section is to give an independent construction of the former spectral sequence,
as well as a similar spectral sequence computing the E(n)-homology of LkX for
k ≤ n. We will show that the spectral sequence that computes BP∗(LnX) is in
fact the E-based Adams spectral sequence for BP ⊗X . Before we can construct
these spectral sequences, we need a preliminary result.
Lemma 7.25. For n ≥ 0 and any M ∈ StableBP∗BP , there is a natural equivalence
LIn+1M ≃ HomE∗E(E∗,M ⊗BP∗ E∗ ⊗BP∗ BP∗BP ).
In particular, we have natural isomorphisms
HsLIn+1BP∗(X)
∼= ExtsE∗E(E∗, E∗(BP ⊗X))
for all s ≥ 0 and any X ∈ Sp.
Proof. The first part follows immediately from Proposition 7.16 and Lemma 7.12.
To prove the second claim, observe that E∗(BP ⊗X) ∼= π∗(E ⊗ BP ⊗ X) is iso-
morphic to
π∗(E⊗X⊗BP BP⊗BP ) ∼= E∗(X)⊗BP∗BP∗BP
∼= BP∗(X)⊗BP∗E∗⊗BP∗BP∗BP,
where we used Landweber exactness of BP∗ → E∗ and the flatness of BP∗BP over
BP∗. Since both E∗ and E∗(BP ⊗X) are objects of (StableE∗E)≤0, H
sHomE∗E
does indeed compute the usual comodule Ext by Corollary 4.19, and the formula
for HsLIn+1BP∗(X) follows from the first part. 
For an arbitrary spectrumX , the E-based Adams spectral sequence for Ln(BP⊗
X) thus relates the local cohomology of BP∗(X) to BP∗(LnX).
Theorem 7.26. Let X be a spectrum, then there is a natural spectral sequence of
BP∗BP -comodules with E
s,t
2
∼= (LsnBP∗X)t, converging conditionally and strongly
to BPt−s(LnX). Furthermore, every element in E
0,∗
2 that comes from BP∗X is a
permanent cycle.
Proof. For any spectrum Y , it is known that the E-based Adams spectral se-
quence with E2-term Ext
s,t
E∗E
(E∗, E∗Y ) converges conditionally to πt−sLnY [HS99a,
Thm. 5.3]. Combining Lemma 7.25 and Lemma 7.7 we see that the E-based Adams
spectral sequence with Y = BP ⊗X has the form
Es,t2
∼= (LsnBP∗X)t =⇒ BPt−s(LnX).
Since there is a horizontal vanishing line on the E2-page, the spectral sequence is
also strongly convergent.
A priori, this is just a spectral sequence of Zp-modules, however we claim that it
is in fact a spectral sequence of BP∗BP -comodules. To see this, let E be the fiber
of the unit map S0 → E. The canonical E-Adams resolution for BP ⊗X has the
form [Rav86, Lem. 2.2.9]
BP ⊗X

E ⊗BP ⊗Xoo

E
2
⊗BP ⊗Xoo

· · ·oo
E ⊗BP ⊗X E ⊗ E ⊗BP ⊗X E ⊗ E
2
⊗BP ⊗X.
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The associated exact couple that gives rise to the E-based Adams spectral sequence
is
D1 // D1
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
E1
aa❇❇❇❇❇❇❇❇
with Ds,t1 = πt−s(E
s
⊗BP ⊗X) and Es,t1 = πt−s(E⊗E
s
⊗BP ⊗X). In particular,
this is an exact couple in the category of BP∗BP -comodules, and it follows that
the spectral sequence is a spectral sequence of BP∗BP -comodules.
For the second part of the theorem note that there are maps of spectra BP → E
and BP → E, that give maps between the canonical BP -Adams resolution for
BP ⊗X and the canonical E-Adams resolution of BP ⊗X . The spectral sequence
associated to the former has Es,t2 = 0 if s > 0 and E
0,t
2
∼= BPtX for all t. The
induced map from this spectral sequence to our spectral sequence gives the claimed
result. 
Therefore, the local cohomology spectral sequence constructed by Hovey and
Strickland [HS05b] is in fact a special case of the E-based Adams spectral sequence.
Similarly, there is a spectral sequence for the torsion functor,
Es,t2
∼= (T snBP∗X)t =⇒ BPt−s(CnX),
see [HS05b, Thm. 5.8]. Furthermore, we obtain generalizations of these spectral
sequences for any Landweber exact BP∗-algebra.
Corollary 7.27. Let X be a spectrum and k ≤ n.
(1) There is a natural, conditionally and strongly convergent, spectral sequence
of E∗E-comodules with
Es,t2
∼= (LskE∗X)t =⇒ Et−s(LkX).
Furthermore, every element in E0,∗2 that comes from E∗X is a permanent
cycle.
(2) There is a natural, conditionally and strongly convergent, spectral sequence
of E∗E-comodules with
Es,t2
∼= (T skE∗X)t =⇒ Et−s(CkX).
Furthermore, every element in E0,∗2 that comes from E∗X is a permanent
cycle.
Proof. Applying the exact functor Φ∗(−) = E∗ ⊗BP∗ − to the spectral sequence of
Theorem 7.26(1) gives a spectral sequence with E2-term
Es,t2
∼= Φ∗(L
s
kBP∗X)t
∼= (LskΦ∗BP∗X)t
∼= (LskE∗X)t,
using Corollary 7.23. This spectral sequence has abutment Φ∗BPt−s(LkX) ∼=
Et−s(LkX). The second spectral sequence is obtained similarly. 
Remark 7.28. It is evident that the same methods produce similar spectral se-
quences with En and Ek in place of E(n) and E(k).
8. Other duality contexts
Due the abstract nature of Theorem 2.21, it is natural to consider other cate-
gories to which our framework applies. Three examples are of particular interest:
quasi-coherent sheaves over a scheme, the stable category of equivariant spectra,
and the stable motivic homotopy category, all of which we briefly outline in the
following section.
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8.1. Local duality for schemes. Let X be a Noetherian and separated scheme,
and let Z ⊆ X be a closed subset with quasi-compact complement X\Z. Then,
Z is the support Supp(X/I) for some finite-type quasi-coherent OX -ideal I. Let
ModOX and QCoh(X) denote the categories of OX -modules and quasi-coherent
OX -modules respectively, and let DOX (X) and Dqc(X) be the associated derived
categories.
Recall that a perfect complex is a complex locally isomorphic to a bounded
complex of vector bundles. In the case of Dqc(X), a perfect complex is strongly
dualizable [ATJLPRVG08, Prop. 4.4]. Moreover Dqc(X) is compactly generated
by a single perfect complex G [BvdB03, Thm. 3.1.1(2)] and is a stable cate-
gory [ATJLPRVG08]. In particular, it has a closed symmetric monoidal struc-
ture, where we write HomDqc(X)(E ,F) for the internal mapping object. This can
differ from the ordinary hom sheaf HomDOX (X)
(E ,F), since the latter need not
be quasi-coherent, even if E and F are. The relationship between the two is the
following: There is a (nonderived) functor, called the coherator, Q : ModOX →
QCoh(X), right adjoint to the exact inclusion functor ι, which gives rise to a func-
tor RQ : DOX (X)→ Dqc(X). We then have an equivalence
HomDqc(X)(E ,F) ≃ RQHomDOX (X)
(E ,F),
see [ATJLPRVG08, Sec. 3.7]. However, for perfect complexes, the two are equiva-
lent, as the following lemma shows.
Lemma 8.1. The adjunction
Dqc(X)
ι // DOX (X)
RQ
oo
restricts to an equivalence on perfect OX-modules.
Proof. Since OX ∈ DOX (X) is quasi-coherent, we have an equivalence OX ≃
RQ(OX). But RQ is exact, so it must be equivalent to the identity functor on
all objects in the thick subcategory generated by OX . 
Assuming that OX/I is a compact object of DOX , we define the category of
quasi-coherent I-torsion sheaves as
Dqc(X)
I−tors = Loc⊗
Dqc(X)
(OX/I).
Considering the local duality context (Dqc(X),OX/I), our version of abstract local
duality implies that, as usual, we have torsion, local, and completion functors as
well as their adjoints:
Dqc(X)
I−loc


P
❏
❇
✾
✷
✲
Dqc(X)
LI
OO
ΓIww♥♥♥
♥♥♥
♥♥♥
♥♥ ΛI
((PP
PPP
PPP
PPP
P
Dqc(X)
I−tors
77♥♥♥♥♥♥♥♥♥♥♥
∼
//
66
✒
✌
✝
⑥
✉
♦
Dqc(X)
I−comp.
hhPPPPPPPPPPPP
Theorem 2.21 also implies that there are equivalences
HomDqc(X)(ΓIE ,F) ≃ HomDqc(X)(E ,Λ
IF)
for all E ,F ∈ Dqc(X).
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Proposition 8.2. For E ,F ∈ Dqc(X), there are equivalences
ΓIE ≃ colimk HomDqc(X)(OX/I
k, E)
and
ΛIF ≃ limkOX/I
k ⊗F .
Proof. We will use the criterion of Lemma 2.33 to show that the functor
Γ′I = colimk HomDqc(X)(OX/I
k,−) : Dqc(X) // Dqc(X)I−tors
is equivalent to ΓI . The claim about Λ
I will then follow formally. Since Γ′I is
clearly smashing, it remains to construct a natural equivalence
(8.3) colimk HomDqc(X)(OX/I
k,OX)⊗OX/I
φ
∼
// OX/I.
To this end, we first observe that the natural quotient maps OX → OX/I
k form
a compatible system, hence induce the desired map φ of (8.3). By Lemma 8.1 and
because colimits of quasi-coherent sheaves are quasi-coherent, we can consider φ
as a map in DOX (X); in particular, Hom can be interpreted as either the internal
function object in Dqc(X) or DOX (X). Consequently, φ is an equivalence if and
only if it is an equivalence locally on X , so the result reduces to the affine case
which was proven in Proposition 3.18. 
This identifies our version of local duality with that proved in [ATJLL97, Rem. 0.4].
We note that a slightly stronger result is also proven in [ATJLL97, Thm. 0.3]. Here,
they define a torsion functor Γ˜I for all E ∈ DOX (X), and show that local duality
also holds more generally between Γ˜I and Λ
I .
8.2. Local duality in equivariant homotopy theory. Let G be a finite group,
and let SpG be the category of G-spectra indexed on a complete universe [LMSM86,
MM02]. This is a symmetric monoidal category, see [LMSM86, Ch. II.3] or [MM02,
Ch. 2]; to be consistent with our usual notation we will write ⊗ for the monoidal
product, and Hom(−,−) for the closed structure. The category SpG has a model
as a stable category, see [MNN17, Def. 5.10] for example.
Recall that the dualizable objects in SpG are precisely the retracts of finite
G-CW spectra [May96, Thm. XVI.7.4]. Since the unit S0 of SpG is compact,
dualizable implies compact; in fact, in SpG dualizable and compact are equiva-
lent, see [Joa15, Prop. 3.1.3]. Let H ⊆ G be a normal subgroup. By [LMSM86,
Cor. II.6.3], Σ∞(G/H)+ is dualizable, and hence compact in SpG, and the collec-
tion {Σ∞(G/H)+, H ⊆ G} is a generating set of compact dualizable objects for
SpG.
We recall the following definition.
Definition 8.4. A family F of subgroups of a discrete group G is a collection of
subgroups that is closed under conjugation and taking subgroups.
Fix a family F of subgroups of G. There exists a G-space EF characterized by
the property
(EF)H ≃
{
∗ if H ∈ F
∅ otherwise
inducing a cofiber sequence of G-spectra
EF+ // S0 // E˜F+.
Let K = {Σ∞(G/H)+|H ∈ F}; by the above this is a set of compact objects, and as
per usual this is enough for our theory of local duality to apply. We note analogous
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constructions are considered in [Gre01, Sec. 4] and [MNN17]. It follows from the
proof of [HPS97, Cor. 9.4.4] that K is closed under tensoring with the generators of
SpG, and so Loc
⊗
SpG
(K) = LocSpG(K). We then consider the local duality context
(SpG,K); in particular, define
SpF−torsG = LocSpG(K).
Our framework implies that there are localization and completion functors, and
corresponding full subcategories of SpG, as indicated in Diagram 8.5:
(8.5) SpF−locG


▲
❊
❀
✸
✱
✬
SpG
LF
OO
ΓFyysss
sss
sss
s
ΛF
&&▼▼
▼▼▼
▼▼▼
▼▼
SpF−torsG
99ssssssssss
∼
//
77
✘
✓
✌
✆
④
s
SpF−compG .
ff▼▼▼▼▼▼▼▼▼▼
Theorem 8.6. (1) For all X,Y ∈ SpG, there is an adjunction
Hom(ΓF (X), Y ) ≃ Hom(X,Λ
F(Y )).
(2) The F-torsion, F-localization, and F-completion functors are given by
ΓF (X) ≃ EF+ ⊗X,
LF(X) ≃ E˜F+ ⊗X,
ΛF(X) ≃ Hom(EF+, X).
Proof. The first part follows immediately from Theorem 2.21.
The second part is essentially proved in [Gre01, Sec. 4]. Greenlees shows that
the following classes of G-spectra are equal:
(1) G-spectra formed from spheres G/H+ ⊗ S
n with H ∈ F , and
(2) G-spectra X such that EF+ ⊗X
∼
−→ X is an equivalence.
Along with the fact E˜F is F -contractible, we see that X → E˜F ⊗X is localiza-
tion away from K, which implies the identification of LF(X). The fiber sequence
from Theorem 2.21
ΓF (X)→ X → LFX
implies that ΓF (X) ≃ EF+ ⊗X , and the identification of Λ
F(X) follows from the
adjunction in Part (1). 
8.3. Local duality in motivic homotopy theory. Let S be a Noetherian scheme
of finite Krull dimension, and Sp(S) be the stable motivic homotopy category con-
structed by Morel and Voevodsky [MV99]. This construction was originally ob-
tained using model categorical methods, however it is known by work of Robalo [Rob15,
Cor. 1.2] that the ∞-category underlying Sp(S) (which we abusively denote by the
same symbol) is a stable category.
Now assume that S = Spec(k), for k any field, and let Sm/k denote the
category of smooth schemes of finite type over k. In contrast to the equivari-
ant case, the dualizable and compact objects are no longer equivalent in Sp(k),
at least not without restrictions on the field k. In particular, they are equiv-
alent if k has characteristic 0, see [Joa15, Prop. 5.2.9]. In general, the collection
G = {Σ2n,nΣ∞U+|U ∈ Sm/k, n ∈ Z} is a set of compact generators for Sp(k) [DI05,
Thm. 9.2].
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Remark 8.7. When k ⊆ C there is a functor
Rk : Sp(k)→ Sp,
see [MV99, Sec. 3.3] for the case k = C or [Joa15, Ch. 4]. The functor Rk commutes
with colimits (see [IS11]), and can be promoted to a symmetric monoidal functor of
stable categories [Rob15, Ex. 1.3]. Let X = Σ2n,nΣ∞U+ be a compact generator of
Sp(k), then by [Joa15, Prop. 5.2.10] Rk(X) is a finite spectrum in Sp.
Assuming k ⊆ C, there exist algebraic Morava K-theory spectra AK(n) [Bor03].
In fact, there are two models described, based on two variants of constructing
connective Morava K-theory k(n) classically, namely killing generators in π∗MU ,
or beginning with HFp and killing secondary cohomology operations to construct
k(n) as the inverse limit of its Postnikov tower. We will be interested in the first
approach. Briefly, for k ⊆ C there is an algebraic cobordism spectrumMGL [Voe98,
Sec. 6.3], which is the analogue of MU in classical stable homotopy theory. There
are elements ai ∈ MGL2i,i, i ≥ 1, whose images under Rk are the usual classes
atopi ∈MU2i. The motivic Brown–Peterson spectrum is defined as
ABP =MGL(p)/(ai|i 6= p
j − 1).
With v0 = p and vi = api−1 for i ≥ 1, define
Ak(n) = ABP/(v0, . . . , vn−1, vn+1, . . .) and AK(n) = v
−1
n Ak(n).
In the ordinary stable homotopy category we studied the local duality context
(Sp, F (n)), for F (n) a finite type n-spectrum. Analogously, say that a (compact)
motivic spectrum has type n if AK(n − 1)∗,∗(X) = 0 and AK(n)∗,∗(X) 6= 0.
When k = C itself there exists a (compact) motivic spectrum of type n [Joa15,
Thm. 8.5.12], which we denote by AM(n). By [Joa15, Sec. 8.6], RC(AM(n)) is the
type n spectrum defined in [Rav92a, Thm. C.3.2].
Let K = AM(n). Consider now the local duality context (Sp(C),K), and define6
Sp(C)
f−tors
n−1 = Loc
⊗
Sp(C)(K).
Applying Theorem 2.21 to this context yields a diagram
(8.8) Sp(C)
f−loc
n−1


◆
●
❄
✻
✵
✰
Sp(C)
Lfn−1
OO
Γfn−1ww♣♣
♣♣♣
♣♣♣
♣♣♣ Λ
f
n−1
''❖❖
❖❖❖
❖❖❖
❖❖❖
Sp(C)
f−tors
n−1
77♣♣♣♣♣♣♣♣♣♣♣
∼
//
77
✔
✎
✠
✁
①
q
Sp(C)
f−comp
n−1 ,
gg❖❖❖❖❖❖❖❖❖❖❖
as well as an equivalence
Hom(Γfn−1X,Y ) ≃ Hom(X,Λ
f
n−1Y )
for all X,Y ∈ Sp(C). The functor Lfn−1 is finite localization away from a type n
complex, in analogy with the functor denoted Lfn−1 in the ordinary stable homotopy
category. We note the following.
Lemma 8.9. The realization functor RC : Sp(C)→ Sp restricts to a functor
RC : Sp(C)
f−tors
n−1 → C
f
n−1.
6Here the use of n−1 instead of n is for consistency with the conventions in the stable homotopy
category.
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Proof. The category Sp(C)
f−tors
n−1 is compactly generated by {AM(n)⊗X |X ∈ G}.
As noted previously the realization functor takes AM(n) to a type n spectrum in
the category of spectra, which we denote by M(n). Since the construction of Cfn−1
is independent of the choice of type n spectrum, it follows that RC takes AM(n)
to a generator of Cfn−1. Since RC is symmetric monoidal we use Remark 8.7 to
see that R(AM(n) ⊗ X) = M(n) ⊗ Y where X ∈ G and Y is a finite spectrum.
Since M(n) ⊗ Y ∈ Cfn−1, RC sends all the generators of Sp(C)
f−tors
n−1 to objects of
Cfn−1. Since RC commutes with colimits it restricts to the torsion categories as
claimed. 
We do not know if it is true that RC restricts to the local and complete categories,
and nor are we able to construct explicit formulae for these functors. It would be
interesting to know if there are analogues of Theorem 6.11 for a suitable tower of
motivic generalized Moore spectra, so that explicit descriptions could be given.
9. Comparison of various local duality contexts
In Figure 1 we show the various local duality contexts considered in this paper
and the relationships between them.
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Figure 1. Topological and algebraic local duality contexts.
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