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Abstract
We study a single server queue under a processor-sharing type of
scheduling policy, where the weights for determining the sharing are given
by functions of each job’s remaining service(processing) amount, and ob-
tain a fluid limit for the scaled measure-valued system descriptors.
1 Stochastic Processes and Fluid Limits
Consider a single server queueing model, in which jobs in the system share
the processing capacity according to their remaining service amount. More
specifically, at any time t ≥ 0, if there are N jobs in the system, then they will
be served simultaneously, and the service capacity for the n-th job is cn(t) =
w(Rn(t))∑
N
k=1
w(Rk(t))
, where Rn(t) denotes the remaining service amount of the n-th
job at time t for n = 1, 2, . . . , N , and w(·) represents a general weight function.
We assume that the total capacity of the server is normalized to be one. As
a weight function, w(·) is a bounded, continuous and differentiable function
satisfying the following conditions: w(0) = 0 and w′(x) > 0 for all x ≥ 0.
This type of processor-sharing systems can be used to model many modern
computing arrangements, such as server farms, see e.g. [8], and mainframe
computers with flexible and dynamic logical partitions, see e.g. [7], where we
see dynamic/adaptive scheduling policies are implemented real time based on
the load of the systems. We assume that the exogenous arrival process E(t) is a
delayed renewal process with rate α > 0. The inter-arrival time sequence of the
renewal process is denoted as {un}, n ≥ 1. Note that u1 might be different from
all the others, as it is the residue inter-arrival time. V (i) denotes the amount
of service required by the first i arrivals. νi are the service amount random
variable for each arrival i = 1, 2, . . .. Therefore, we can define the following
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related quantities.
Ui =
i∑
j=1
uj , E(t) = sup{i ≥ 0 : Ui ≤ t},
Z(t) = Z(0) + E(t)−D(t), D(t) =
Z(0)∑
j=1
1{νj≤Sj(t)} +
Z(0)+E(t)∑
j=Z(0)+1
1{νj≤Sj(t)}.
where Sj(t), the cumulative service amount the j-th job received, satisfies the
following relationship, for any t and t+ h before the departure time of job j,
Sj(t+ h) = Sj(t) +
∫ t+h
t
w(Rj(s))∑
w(Ri(s))
ds,
with Rj = νj − Sj(t) and Z(t) denotes the number of jobs in the system.
The object under consideration in this paper will be a sequence of this type
of queueing systems indexed by r = 1, 2, . . . , and they satisfy the following
heavy traffic property. As r→∞, αr → α and νr → ν weakly, and α〈χ, ν〉 = 1
with χ(x) = x. Here the limit takes values inMF , the set of finite, nonnegative
and Borel measures on R+, equipped with the topology of weak convergence.
Meanwhile, for any ξ ∈ MF , and a real valued Borel measurable function g(·),
define, 〈g, ξ〉 =
∫
R+
g(x)ξ(dx). For system-r, the parameter ρr = αr〈χ, νr〉
denotes the traffic intensity. In addition, we assume that the initial condition of
the systems are similarly scaled. More specifically, denote µr(0) as the measure
that represents the initial jobs of the r-th system, i.e. the descriptor of the
jobs, along with their remaining service amount. We assume that, there exists
a measure Θ such that, (〈µ¯r(0), 〈χ, µ¯r(0)〉) ⇒ (Θ, 〈χ,Θ〉), as n → ∞, which
means that the scaled initial system measures, µ¯r(0) = 1
r
µr(0), converge weakly
to a probability distribution.
In this paper, we will establish the fluid limit, i.e. the functional law of
large number, of such sequence of measure-valued stochastic processes. More
specifically, in sec. 2, we will provide a heuristic argument for obtaining the
specific form of the fluid limit; then in sec. 3, the existence and uniqueness
of the fluid limit will be established through a Picard iteration; and finally, in
sec. 4, we will establish the convergence to the fluid limit by establishing the
tightness of the scaled processes, and a study of the limit points of converging
subsequences.
It can be seen that, with a weight function w(·), we are dealing with a
processor-sharing system with more flexibility. The introduction of the weight
function also allows us to model and study the applications mentioned above.
The logic followed in this paper, establishing the existence and uniqueness of the
fluid limit via tightness and convergence arguments, is the same as that in [4].
For the proof of the existence and uniqueness of the fluid limit, a rather concise
Piccard iteration, rooted in the theory of ordinary differential equations, has
been used. The tightness and convergence arguments in sec. 4 rely on results
established in [4] or their slight variations. Therefore, some of the arguments
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that are same or similar to those in that paper will be pointed out with detailes
omitted.
2 A Heuristic Derivation of the Fluid Limit
In the study of processor-sharing queue, see e.g. [4], the process µr(t) =∑Er(t)
i=1 1+(R
r
i (t))δRri (t) fully captures the dynamics of the queue, where 1+(·) =
1{(0,∞)}(·), and δx denotes the point measure on point x. For the stochastic
processing systems considered in this paper, we will provide a heuristic deriva-
tion of the fluid limit the special case of Poisson arrivals, for the purpose of
providing a logic on the form of the fluid limit will take. The existence and
uniqueness of the fluid limit, as well as the convergence of the stochastic pro-
cesses, will be established in the two sections that follow.
Under the Poisson assumption, on the event that there is no new arrival in
the interval of [t, t+∆t], which will have probability 1 − α∆t+ o(∆t), for any
test function f(·), consider the part of the queue with jobs arrive after time 0,
we have,
〈f, µr(t+∆t)〉 − 〈f, µr(t)〉 =
Er(t)∑
i=1
{
f
(
Rri (t)−
w(Rri )∑
iw(R
r
i )
∆t+ o(∆t)
)
− f(Rri )
}
=−
Er(t)∑
i=1
f ′(Rri )
w(Rri )∑
i w(R
r
i )
∆t+ o(∆t).
On the event that there is one arrival in the interval of [t, t + ∆t], which will
have probability α∆t+ o(∆t), then, for any test function f(·) that are bounded
and absolutely continuous, we have, similarly,
〈f, µr(t+∆t)〉 − 〈f, µr(t)〉 = −
Er(t)∑
i=1
f ′(Rri )
w(Rri )∑
i w(R
r
i )
∆t+ 〈f, ν〉+ o(∆t).
Based upon above observation, we will expect a scaled system characteristics
process eventually behave similarly in fluid limit. More specifically, for r =
1, 2, . . ., define the following process,
E¯r(t) =
1
r
Er(rt), Z¯r(t) =
1
r
Zr(rt), µ¯r(t) =
1
r
µr(rt), Z¯r(t) =
1
r
Zr(rt)
and we have the following result,
Theorem 2.1. Under the heavy traffic condition, the sequence of scaled system
characteristics, µ¯r(t) converges to a fluid limit, µ¯(t), governed by the following
dynamics.
d
dt
〈f, µ¯(t)〉 = −
〈f ′w, µ¯(t)〉
〈w, µ¯(t)〉
+ α〈f, ν〉. (1)
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for any f(·) ∈ C where C = {g ∈ C1b(R+) : g(0) = g
′(0) = 0} and C1b (R+)
represents the space of once continuous differential functions defined on R+, the
set of nonnegative real numbers.
To prove this theorem, we need to address the following two questions, 1) the
existence and uniqueness of the fluid process defined as above; 2) the convergence
of the scaled state processes. These questions are answered in the following two
sections respectively.
3 The Existence and Uniqueness of the Fluid
Limit
Express the fluid limit (1) in an integral form, we have,
〈g, µ¯(t)〉 = 〈g, µ¯(0)〉 −
∫ t
0
〈g′w, µ¯(s)〉
〈w, µ¯(s)〉
ds+ αt〈g, ν〉. (2)
To establish the existence and uniqueness of the fluid limit, we will follow a
different approach from that developed for processor sharing queue in [4]. Es-
pecially, for the existence, we will adopt the Picard iteration, a commonly used
procedure for proving the existence of the solutions to ordinary differential equa-
tions. For this purpose, the iterations are required to be defined on functional
spaces of signed measures.
Definition 3.1. A set function ν defined for a metric space X is called a signed
measure if ν(∅) = 0, the domain of the definition is a σ-algebra, and ν is σ-
additive.
Hahn-Jordan decomposition ( see e.g. [6]) assures that, for any signed mea-
sure ν, there exist two measures ν+ and ν− satisfying ν = ν+−ν−, and ν+, ν− ≥
0. Furthermore, ν+ and ν− are orthogonal, i.e., ν+(B) > 0 ⇒ ν−(B) = 0 and
ν−(B) > 0 ⇒ ν+(B) = 0. One can thus define the total variation norm:
||ν|| = ν+(X) + ν−(X). The space of the signed measures, under the total
variation norm, forms a Banach space. This space will be denoted as M, and
it is also known as the ca-space, see, e.g. [3]. Meanwhile, if the underlying
space X is locally compact separable, the Riesz-Markov-Kakutani Representa-
tion Theorem (See, e.g. [9]) implies that M is the dual of the Banach space
of all continuous real functions on X under the supremum norm. Since our
test functions live on C1b(R+), in other words, there are restrictions on both
the value of the functions and their derivatives, the measure space defined by
duality will be slightly larger. More specifically, the norm of the measures will
be defined as, ||µ||1 = sup{〈f, µ〉, ||f ||∞ ≤ 1, ||f ′||∞ ≤ 1}.
In our study X is R, hence the assumptions of the representation theorem
are satisfied. Similar to the Picard iteration for ordinary differential equation,
we will show that the following ”local” version of the fluid model exists
〈g, µ¯(t)〉 = 〈g, µ¯(t0)〉 −
∫ t
t0
[
〈g′w, µ¯(s)〉
〈w, µ¯(s)〉
− α〈g, ν(s)〉
]
ds. (3)
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for any t0, and t ∈ [t0, t0+∆] for some ∆ > 0 independent of t0. The uniqueness
is immediate, and its extension to the global version follows from the uniformal-
ity of ∆, apply the same argument as those in ODE, see, e.g. [2].
First, let us start with an arbitrary initial continuous map from R+ to ca-
space M, denoted as µ¯0(t), for example, for simplicity, we can have µ¯0(t) =
µ¯0(0), that is they all equal to the fluid limit of initial state. This is a member of
the space C([t0, t1],M) with the supremum norm ||µ(t)||c := supt∈[t0,t1] ||µ(t)||1
for certain t1. From the above duality, we know that, for any time t ∈ [t0, t1],
〈f, µ¯0(t)〉 defines a functional on C(X), i.e. the space of continuous functions
under the supremum norm || · ||∞.
To update from µ¯n(t) to µ¯n+1(t), for any n ∈ Z+, define, for any function
g ∈ C(X),
Tn+1(t)g = 〈g, µ¯n(t0)〉 −
∫ t
t0
[
〈g′w, µ¯n(s)〉
〈w, µ¯n(s)〉
− α〈g, ν(s)〉
]
ds. (4)
Thus, for each t, Tn+1(t) is a functional on C(X), again by the Riesz-Markov-
Kakutani Representation Theorem, this decides a measure on X . Collectively,
this gives us µ¯n+1(t). Let us denote this mapping T , it apparently does not
depend on n. More precisely, for any η(t) ∈ C([t0, t1],M), T (η(t)) is also a
member of C([t0, t1],M) defined by its action on the dual space,
〈g, η¯(t0)〉 −
∫ t
t0
〈g′w, η¯(s)〉
〈w, η¯(s)〉
ds. (5)
Lemma 3.1. For a given δ > 0, there exists a ∆ > 0 that is independent of t0,
and for any t ∈ [t0.t0+∆], let µ(t) and η(t) in R+ →M 〈w, µ〉 ≥ δ, there exist
ζ ∈ (0, 1) such that, for any test function g, we have,
||T µ(t)− T η(t)||c ≤ ζ||µ(t)− η(t)||c. (6)
Proof. By the definition given in (4), we know that for any g(·) satisfies ||g||∞ ≤
1 and ||g′||∞ ≤ 1,
|〈T µ(t), g〉 − 〈T η(t), g〉| =
∣∣∣ ∫ t
t0
[
〈g′w, µ(s)〉
〈w, µ(s)〉
−
〈g′w, η(s)〉
〈w, η(s)〉
]
ds
∣∣∣.
The integrand on the right hand side can be written as,
〈g′w, µ(s)〉
〈w, µ(s)〉
−
〈g′w, η(s)〉
〈w, η(s)〉
=
〈g′w, µ(s)〉 − 〈g′w, η(s)〉
〈w, µ(s)〉
+ 〈g′w, η(s)〉
[
1
〈w, µ(s)〉
−
1
〈w, η(s)〉
]
.
Therefore,
|〈T µ(t), g〉 − 〈T η(t), g〉|
≤
∫ t
t0
∣∣∣ 〈g′w, µ(s)〉 − 〈g′w, η(s)〉
〈w, µ(s)〉
∣∣∣ds+ ∫ t
t0
∣∣∣〈g′w, η(s)〉 [ 1
〈w, µ(s)〉
−
1
〈w, η(s)〉
] ∣∣∣ds
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The first term,∫ t
t0
∣∣∣ 〈g′w, µ(s)〉 − 〈g′w, η(s)〉
〈w, µ(s)〉
∣∣∣ds ≤ ||g′||∞||w||∞||µ− η||c
δ
(t− t0),
from the definition of the || · ||c norm and the fact that 〈w, µ(s)〉 ≥ δ. Similarly,
for the second term, we have,∫ t
t0
∣∣∣〈g′w, η(s)〉 [ 1
〈w, µ(s)〉
−
1
〈w, η(s)〉
] ∣∣∣ds
≤
∫ t
t0
∣∣∣〈g′w, η(s)〉∣∣∣∣∣∣ [ 1
〈w, µ(s)〉
−
1
〈w, η(s)〉
] ∣∣∣ds
≤
∫ t
t0
∣∣∣〈w, η(s)〉∣∣∣∣∣∣ [ 〈w, η(s)〉 − 〈w, µ(s)〉
〈w, µ(s)〉〈w, η(s)〉
] ∣∣∣ds
≤
||w||∞||µ− η||c
δ
(t− t0).
Therefore for t ≤ t0 +∆, with ∆ =
αδ
2||w||∞
, (6) holds. It is easy to see that ∆
does not depend on t0.
The above lemma guarantees that the mapping from µ¯n to µ¯n+1 is a con-
traction for a neighborhood of t0. Thus, we can apply the Banach fixed point
theorem to establish the local existence of the fluid model for a neighborhood
of each point, following the same procedures for differential equation, see, e.g.
[2]. Similarly, the uniformality of ∆ will allow the existence to be extended to
any compact sets. Note that the restriction of 〈w, µ〉 > δ is only a technical
assumption, as pointed out in [4], the fluid limit processes usually have constant
total workload. It is also easy to verify that the limit is nonnegative and unique.
4 Convergence to the Fluid Limit
In this section, we will provide main arguments for the convergence of the scaled
processes to the fluid limit. Much of the analysis follows from [4], so we will
focus on pointing out some of the modifications needed.
Recall that the fluid scaling systems indexed by integers r = 1, 2, . . ., and
the performance descriptor µr(t). More precisely, µ¯r(t) = 1
r
µr(rt), with the
primitive processes of the systems satisfy, αr → α, νr → ν, weakly, E[u1,r]/r→
0, E[u2,r;u2,r > r] → 0, as r → ∞. The key components of the proof of
the convergence of µ¯r(t) to the fluid limit (2) are to show its tightness, which
guarantees that each subsequence will have a converging subsequence, and each
converging subsequence will have the same limit that is the fluid limit defined
in Theorem 2.1.
The tightness of a stochastic process is defined as the tightness of the mea-
sures it induced, which means the existence of a compact set such that the
measure outside which is uniformly small, and details can be found in [1].
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Meanwhile, by Jakubowski’s criterion, see, e.g. [4], the proof of the tightness is
reduced to the verification of the following condtions,
• For each T > 0, and 0 < η < 1, there is a compact subset CT,η of MF
such that
lim inf
r→∞
P [µ¯r(t) ∈ CT,η , ∀t ∈ [0, T ]] ≥ 1− η.
• For each g ∈ C1b (R+), the sequence of real valued processes {〈g, µ¯
r(·)〉} is
tight.
Essentially, we need to prove the following results,
Lemma 4.1. Let g ∈ C1b(R+), T > 0, and 0 < β < 1, η < 1. Then there exist
MT , δ > 0, and r0 > 0, such that, for any r > r0, we have,
P
[
sup
t∈[0,T ]
|〈g, µ¯r(t)〉| ≤M
]
≥ 1− η, (7)
P

 sup
t∈[0,T−δ]
h∈[0,δ]
|〈g, µ¯r(t+ h)〉 − 〈g, µ¯r(t)〉| ≤ β

 ≥ 1− η (8)
Lemma 4.2. All the converging subsequences of µ¯r(t) converge to the same
limit governed by the dynamics in (1).
Proof of Lemma 4.1. Under the heavy traffic condition, there exists a set Br,
and real number ǫ, γ, M0 and M
′, such that, on Br,
(I) Arrival process E¯r(t) = 1
r
E(rt) satisfies, supt∈[0,T−ℓ] |E¯
r(t+ ℓ)− E¯r(t)| ≤
ǫ.
(II) Workload process |〈χ, µ¯r(t)〉 satisfies, supt∈[0,T ] |〈χ, µ¯
r(t)〉−〈χ, µ¯r(0)〉| <
γ
4 .
(III) The remaining service is cut-off at certain level, i.e., there exists aM0 > 0,
such that, Ri(s) ≤M0 for any job i in the system.
(IV) The total service can be lower bounded, i.e. there exists a M ′ > 0, such
that, 〈χ, µ¯r(0)〉 ≥M ′.
And P [Br] ≥ 1 − η for sufficiently large r. These results, among others that
more specific to processor-sharing policy, are established in Lemma 5.2 in [4],
and (I) to (IV) collected here are among those that are of policy independent.
More specifically, it says that with high probability, the oscillation of the scaled
process can be controlled, as seen in (I), the convergence of the workload process
leads to its bounded (II), the individual service amount can be upper bounded
the total workload can be also lower bounded (III), and the total workload can
be also lower bounded, as seen in (IV).
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To see the main result is true, we know that supt∈[0,T ]〈1, µ¯
r(t)〉 ≤ 〈1, µ¯r(0)〉+
E¯r(T ). Hence we can have the following uniformly bounded, i.e. supt∈[0,T ](〈1, µ¯
r(t)〉∧
〈χ, µ¯r(t)〉) ≤MT , which settles (7). From the scaled dynamics,
〈g, µ¯r(t+ h)〉 = 〈(1(0,∞)g)(· − S¯
i
r;t,t+h), µ¯
r(t)〉 +
Er(t+h)∑
i=Er(t)+1
1(0,∞)g(v
r
i − S¯
r
Uri ,t+h
)
with vri refers to the service time of i-th arrival in system r and the scaled
version of service, S¯ir;t,t+h represents the amount of service received by job i
during time interval [rt, rt + rh). We know that, it is bounded from above
by
w(Rri (rt))
〈w,µr(rt)〉 × rh. To see this, if there are no new arrivals, the proportion will
remain to be
w(Rri (rt))
〈w,µr(rt)〉×rh; if there are new arrivals, the proportion will only be
smaller. Meanwhile, we know that on Br, we have, Ri(rt) ≤M0 from (3), which
bound the numerator from above. Then, from (2) and (4), we know that as long
as δ is picked to satisfies δM0MT ||g′||∞ < β, this bounds the denominator from
below, then the desired result follows.
Proof of Lemma 4.2. We need to establish that, the limit point of each converg-
ing subsequence of µ¯r(t) coincides with the fluid limit. We will first establish the
results on a subset of test functions, which has continuous and bounded deriva-
tive. Then by the fact that it is dense in the original space of continuous and
bounded functions we are studying, and extend the results in the similar fash-
ion as demonstrated in Section 5.3 in [4]. Again, the most important identity is
estimation of the increment for the scaled measure, i.e. for small h > 0,
〈g, µ¯r(t+ h)〉 − 〈g, µ¯r(t)〉
=

〈g, µ¯r(t+ h)〉 − 〈1,µ¯
r((t)〉∑
i=1
g(y − S¯ir;t,t+h)

+

〈1,µ¯r((t)〉∑
i=1
g(y − S¯ir;t,t+h)− g(y)


=

1
r
E¯r(t+h)∑
i=E¯r(t)+1
g(vri − S¯
i,∗
r;t,t+h)

+ 〈1,µ¯(t)〉∑
i=1
|S¯ir;t,t+hg
′(y∗)|. (9)
for some S¯i,∗r;t,t+h denoting the service amount received by new arrivals and
yi∗ ∈ [y − S¯ir;t,t+h, y], which is due to the mean value theorem. Note that the
first term in (9) characterizes the changes in the remaining service time for the
jobs that arrives between rt and r(t+h); and the second term characterizes the
service changes for the jobs that are already in the system at time rt. Now, let
us examine the first term. We know that, g(vri −S¯
i,∗
r;t,t+h) = g(v
r
i )−g
′(v∗i )S¯
i,∗
r;t,t+h
for some v∗i ∈ [v
r
i − S¯
i,∗
r;t,t+h, v
r
i ] due to the mean value theorem. In combined
with the limiting behavior of Er(t), we know that,
1
r
E¯r(t+h)∑
i=E¯r(t)+1
g(vri )
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converges to α〈g, ν〉h as r →∞ and for h small enough. Meanwhile,
1
r
E¯r(t+h)∑
i=E¯r(t)+1
g′(v∗i )S¯
i,∗
r;t,t+h
will converge to an term of order o(h) since S¯i,∗r;t,t+h < h.
Next, we have
〈1,µ¯(t)〉∑
i=1
S¯ir;t,t+hg
′(y∗i )
=
〈1,µ¯(t)〉∑
i=1
S¯ir;t,t+hg
′(x) +
〈1,µ¯(t)〉∑
i=1
S¯ir;t,t+h[g
′(x) − g′(y∗i )].
We know that the first term, due to the dynamics of the service quantity S¯ir;t,t+h,
will converge to the quantity of − 〈g
′w,µ∗(t)〉
〈w,µ∗(t)〉 h where µ
∗(t) will be the limiting
point, as r →∞. The second term will converge zero due to the continuity and
boundedness of g′(·). Thus, we have established that the differential equation
to which the subsequence will converge is the same one that the fluid limit
will satisfy. Then by the well known results in differential equation on the
convergence of the solutions, see e.g. Theorem 4.1 in [2], we know that the
solutions also converge the fluid limit.
5 Conclusions
In this paper, we derive a fluid limit for a class of processor sharing policies
for a single server queue, motivated by applications that enabled flexible and
workload-dependent scheduling among different jobs. The approach we took
borrows heavily from the analysis of ordinary differential equations. We also
would like to remark that, for properly selected test function, the fluid limit
evolution equation can be readily solved numerically through numerical meth-
ods, such as Runge-Kutta or colocation methods, see,e.g. [5].
References
[1] P. Billingsley. Convergence of probability measures. Wiley Series in probabil-
ity and Mathematical Statistics: Tracts on probability and statistics. Wiley,
1968.
[2] A. Coddington and N. Levinson. Theory of ordinary differential equations.
International series in pure and applied mathematics. McGraw-Hill, 1955.
[3] N. Dunford and J. T. Schwartz. Linear Operators, Part 1: General Theory
(Vol 1). Wiley-Interscience, 1988.
9
[4] H. C. Gromoll, A. L. Puha, and R. J. Williams. The fluid limit of a heavily
loaded processor sharing queue. Ann. Appl. Probab., 12(3):797–859, 08 2002.
[5] E. Hairer, E. Wanner, C. Lubich, G. Wanner, and m. Gerhard Wanner. Ge-
ometric Numerical Integration: Structure-Preserving Algorithms for Ordi-
nary Differential Equations. Springer series in computational mathematics.
Springer, 2002.
[6] P. Halmos. Measure Theory. Graduate Texts in Mathematics. Springer New
York, 1976.
[7] J. Jann, L. M. Browning, and R. S. Burugula. Dynamic reconfiguration:
Basic building blocks for autonomic computing on ibm pseries servers. IBM
Systems Journal, 42(1):29–37, 2003.
[8] M. Lin, A. Wierman, L. L. H. Andrew, and E. Thereska. Online dynamic ca-
pacity provisioning in data centers. In 2011 49th Annual Allerton Conference
on Communication, Control, and Computing (Allerton), pages 1159–1163,
Sep. 2011.
[9] W. Rudin. Real and Complex Analysis, 3rd Ed. McGraw-Hill, Inc., New
York, NY, USA, 1987.
10
