Abstract-In order to obtain a realistic model of a complex system, thousands of possible residual generators need to be used for diagnosis. Based on engineering insights of the system to be monitored, certain algebraic and dynamic properties of the residual generators may be preferred, and therefore, a method for finding sequential residual generators is developed that accounts for these properties of the residual generator candidates. It is shown that only a small fraction of all residual generator candidates fulfill fundamental requirements, and thereby, proves the value of systematic methods. Furthermore, methods are devised for utilization of the residual generators, such as initialization of dynamic residual generators. A proposed method, considering the fault excitation in the residuals using the internal form of the residuals, significantly increases the diagnosis performance. A hybrid electric vehicle is used in a simulation study for demonstration, but the methods used are general in character and provides a basis when designing diagnosis systems for other complex systems.
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I. Introduction
T HE DESIGN OF A diagnosis system for a nontrivial real application is a complex engineering task, involving many aspects [1] - [3] . Physical and semi-physical modeling will typically lead to a set of equations where some are algebraic and some are differential equations. Based on such a model of differential-algebraic equations (DAE), it is typically possible to construct many residuals to be used for fault detection and isolation [1] . How to select which of these residual generators to use is a nontrivial task, and further, before a diagnostic decision is made the residuals are often postprocessed to form test quantities, e.g., by using the wellknown CUSUM [4] algorithm.
When hybridizing a vehicle [5] , new components are added compared to a conventional vehicle, e.g., electric machines, battery, and power electronics. It is important to monitor these components due to safety issues and to avoid damaging components, especially the battery that is sensitive and costly. From the viewpoint of needed methodology for diagnosis design, it is fundamental that these systems by their very nature switch between combustion engine and electrical motor, and under these two main modes there are many submodes. This Manuscript received October 5, 2012 ; accepted February 4, 2013. Date of publication April 8, 2013 ; date of current version January 13, 2014. This paper was recommended by Associate Editor G. Biswas.
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Digital Object Identifier 10.1109/TSMC.2013.2248147 may typically result in that different residuals are switched on and off, resulting in design questions on, e.g., reinitialization when being turned on. The contributions in the paper concern the selection of the residual generators to be used in the diagnosis system, and methods for utilizing these residual generators to make diagnostic decisions. The method used for generating residuals is based on computation sequences of the unknown variables [6] , and is called sequential residual generators in [7] . To this method, one would like to add engineering insights where intuition regarding noise properties may make a dynamic computation sequence, leading to integration preferable compared to a sequence resulting in differentiation. Different computation sequences lead to different results regarding algebraic loops and uniqueness, which is exploited in the diagnosis design. Furthermore, in nonlinear systems the fault excitation often depends on the operating mode of the system to be monitored, and a method for exploiting this when designing the test quantities is proposed. The method, which is one of the main contributions in this paper, is based on the internal form of the residual generators and is exemplified for the CUSUM algorithm. Finally, all these aspects, i.e., the investigation of all sequential residual generator candidates and utilization of a set of these are illustrated on an industrial example in a simulation study for a hybrid electric vehicle.
II. Residual Generator Construction
The objective of this section is to introduce, and make slight modifications to, the model based residual generation technique that is analyzed further in the following sections. Examples of proposed techniques to generate residuals are parity equations [8] , variable elimination [9] , parameter estimation [10] , and state-observer [11] techniques. As stated above, sequential residual generators are used here and the basic principle is straightforward [6] , [7] . A sequential residual generator consists of a set of equations with analytical redundancy where a subset of the equations are used to solve for the unknown variables included in these equations, and then the redundant equations are used to check consistency between the observations and the set of model equations. The basic principle is illustrated with a small example.
Example 1: Consider the model
e 2 : x 2 = g 2 (u)
2168-2216 c 2013 IEEE with three equations, two unknown variables x 1 and x 2 , known input variable u, measurement variable y, and nonlinear functions g i . Here, both e 1 and e 3 can be chosen as the consistency relation, or analytical redundancy relation (ARR) [9] , resulting in the two residual generators
respectively. In the simple example above, the different choice of consistency relation resulted in equivalent residual generators. However, in general, the choice may strongly affect the performance of the diagnosis system, which is shown in Sections IV and VI using the hybrid vehicle as an example.
A. Sequential Residual Generation by Structural Analysis
This presentation will be based on the notation in [7] , and a brief outline of the approach is included here. The system model is denoted by M(E, X, Z), where E = {e 1 , e 2 , . . . , e m } is the set of equations, X = {x 1 , x 2 , . . . , x n } is the set of unknown variables, and Z = {z 1 , z 2 , . . . , z r } is the set of known variables. It is assumed that the set of equations is expressed as a semi-explicit DAE, that iṡ
where z is a vector of known variables and x d are the dynamic variables and x a the algebraic variables, both vectors of unknown variables x i . The semi-explicit form leads to that not more than one differentiated variable is included in each equation.
In accordance with the example above, a sequential residual generator is based on a set of equationsĒ ⊆ E with analytical redundancy where the set of unknown variables inĒ is denoted by X ⊆ X. In this presentation, subset minimal sets of equations with structural redundancy 1 will be considered, i.e., |Ē| = |X | + 1 and no proper subsetẼ Ē has structural redundancy > 0. A sequential residual generator based on M(Ē, X , Z) then consists of a consistency relation e i ∈Ē and the just-determined set of equations E =Ē \ {e i } that is used to solve for the unknown variables X . The key steps in the residual generator design are the choice of consistency relation and the solving procedure for the just-determined set of equations.
Structural methods analyze the model structure, i.e., only information about which variables that are included in each equation. This is typically represented by the incidence matrix of a bipartite graph with node sets E and X ∪ Z, and each edge in the graph corresponds to a variable dependency in an equation. As an example, the structure of the model in Example 1 can be represented by the incidence matrix
For the first step in finding a sequential residual generator, efficient methods from structural analysis [12] exist to, based on the model structure, find all minimal sets of equations with redundancy 1. Such sets are referred to as a minimally structurally overdetermined (MSO) set of equations, i.e., a set of equations with one more equation than variables and where no proper subset of the equations is structurally overdetermined. In the second step, when a consistency relation has been selected, the square nonlinear system of equations E need to be solved. Also, here, tools from structural analysis are useful. A matching in a bipartite graph is a subset of edges with no common nodes, i.e., a pairing of equations and variables. From a maximal matching, a computation sequence for the unknown variables X can be obtained.
The order to compute the unknown variables, X , in the set of equations, E , is defined by the order of appearance in the set.
For example, the computation sequence for the second case in Example 1 is
indicating that x 2 is computed from e 2 and x 1 is then computed from e 1 . In the case of computational loops, i.e., cases where several variables have to be solved for concurrently, sets E i and V i are nonsingletons.
B. An Algorithm
The methodology of investigating all residual generator candidates is used in this paper, and the function FindResidualGenerators that finds and investigates the properties of these in [7] is recalled below. The input variables to the function are the model equations, E, the unknown variables, X, and an algebraic equation solver, T . T solves an equation system, and T (C) gives the expressions to be used to compute the unknown variables. For example, consider C in (2), T (C) = {x 2 := g 2 (u), x 1 := g 1 (x 2 )}. A sequential residual generator r j ∈ R consists of a computation sequence and a consistency relation, i.e., r j = (T (C), e i ). The call var X Ē returns the variables included inĒ, the function FindAllMSOs finds all MSOs given E and X, and FindComputationSequence investigates the properties of the computation sequence of the unknown variables (see [7] for details). This is done by: 1) using the structural model to find a computation sequence; 2) investigating how dynamic equations are used in the computation sequence (see Section II-C for details); and 3) investigating if the algebraic solver T is able to find expressions for the unknowns variables. If there is no realizable algebraic solution, the computation sequence, C, is empty. R := ∅;
3:
MSOs :=FindAllMSOs(E,X); 4: for allĒ ∈ MSOs do 5: X := var X Ē ; 6: for all e i ∈Ē do 7: E :=Ē\e i 8:
if C = ∅ then 10: R := R ∪ {(T (C) , e i )} 11: end if 12: end for 13: end for 14: return R 15: end function
C. Dynamic Models
The model used in this investigation is based on equations in (1) . To make analysis of dynamic models explicit, relations between a variable x i ∈ X andẋ i are included in the model using an equation
Such an equation can, in a particular computation sequence, be solved in either of two directions [1] , [ 
D. Modification to the Algorithm to Handle Dynamic Consistency Relations
The algorithm used to find the properties of the residual generator candidates is described in Section II-B and [7] . To also consider dynamics in the consistency relation, a modification is made to the original algorithm.
An illustrative example is given below to exemplify the case when there is dynamics in the set of equations to be used to construct the residual generator
If e 2 is selected to be the consistency relation, i.e., e i = e 2 , then e 1 is used to compute x 1 , and integral causality is used sincė x 1 is included in e 1 . If, on the other hand, e 1 is selected as the consistency relation, i.e., e i = e 1 , then e 2 is used to find x 1 , and the algorithm given in Section II-B gives that neither integral or derivative causality is used since there is no dynamic equation included in the computation sequence (i.e., e 2 in this case). However, in order to use e 1 as the consistency relation, x 1 has to be differentiated, and to also consider this case and achieve the causalities given in Table I R := ∅;
3:
MSOs :=FindAllMSOs(E,X); 4: for allĒ ∈ MSOs do 5: X := var X Ē ; 6: for all e i ∈Ē do 7: if IsDerivativePermitted(D) or var D (e i )=∅ then 8: E :=Ē\e i 9:
if C = ∅ and IsCausalityOK(C,D) then 11 :
end if 13: end if 14: end for 15: end for 16: return R 17: end function III. Vehicle Model A model of a hybrid electric vehicle (HEV), 32 equations, is used together with sensor models, five equations, and fault models, five equations. The complete model consisting of the truck model, sensor models, and faults are described in Appendix A, Sections III-B and III-C, respectively. For the sake of the analysis to come, relevant parts of the vehicle model in Appendix A are pointed at in Section III-A.
A. Powertrain Model
The modeled vehicle is a long haulage electric parallel hybrid truck, with the connection of the electrical and conventional parts of the powertrain located between the clutch and the gearbox (see Fig. 1 ).
The models of the components in the vehicle are based on the model library developed in the Matlab/Simulink based center for automotive propulsion simulation [14] and the QSS toolbox [15] . Modifications to these models are carried out to model a truck instead of a passenger car, and to include the possibility to induce faults in the models and to add sensor noise. The energy management is based on a heuristic control strategy (see [16] , [17] for details), and a Willans model is used for the combustion engine [5] , [18] . All model equations for the powertrain are given in Appendix A and are described in [16] . 1) Battery: The battery is modeled using a Thévenin equivalence circuit, i.e., a voltage source, U oc , and an inner resistance, R b , connected in series [19] . The battery voltage on the terminals for a current I b is
and the state of charge, SoC, is based on I b and the capacity of the battery, Q b
where SoC 0 is the initial state of charge of the battery. The modeled battery pack is based on 200 cells. There are two chains of cells connected in parallel, and the cells used are denoted as the 10-mile PHEV in [20] . The resistance for the battery pack is assumed to be a constant based on the tabulated resistance at 50% SoC (R b = 0.023 ). The total capacity of the battery pack is 33.2 Ah, the U oc (SoC = 0.5) is 250 V, leading to an energy storage capacity of approximately 8 kWh. The weight of the battery is 150 kg, of this the weight of the cells is 129 kg.
2) Power Electronics: The model of the power electronics is assumed to be an ideal component
where P b and P em are the electrical powers from the battery and motor, and U b , I b , U em , and I em the battery and electric machine voltages and currents.
3) Electric Machine: The electric machine is able to convert electric power into mechanical power and vice versa. A voltage, U em , is applied on the component, resulting in a torque on the outgoing shaft. The torque, T em , is proportional to the armature current, I em , with the torque constant k a , except for the frictional losses that are assumed to be proportional to the speed of the machine, ω em , with the gain c em,f . The speed constant k i is used to model the electromotive force
where R em is the resistance.
In an ideal permanent magnet synchronous machine, which is a common machine type in HEVs due to its high efficiency [21] , k i and k a are equal. These constants are defined by Kφ, where K is a machine constant that depends on design parameters of the machine, and φ is the magnetic flux produced by the stator. One way to model the losses of the machine is to use k a = k i [5] . This is here done by
where η em,0 is the efficiency and sign{·} is the signum function.
The model is parametrized as a 59 kW DC machine with constant magnetic flux. 4) Clutch: There is a model of the clutch to handle take off and gear shifts. The clutch model is modified compared to the model presented in, e.g., [22] , to decrease the stiffness of the simulation model when there is slip in the clutch. The delivered torque from the clutch is given by
where u c is the position of the clutch and T e is the delivered torque from the engine. The engine speed is assumed to be
where ω e , ω e,idle , and ω mj are the engine speed, engine idle speed, and speed in the mechanical joint, respectively. 5) Vehicle: In the vehicle, which has a mass m v and a lumped inertia J tot , the output shaft from the gearbox is connected to the final gear and finally to the wheels. The gear ratio in the final gear is u f , and the angular acceleration of the wheels is calculated based on the resulting torque, T net , acting on the wheels, whose radius is r w
where T gb , T d , T r , T b , and T g are the torques from the gearbox, air drag, rolling resistance, mechanical brakes, and slope of the road, respectively.
B. Sensors
The five sensors available for the diagnosis system used in the analysis of the model in Section IV-B and the simulation study described in Section VI are shown in Fig. 1 . The engine speed is ω e , and ω gb is the speed of the outgoing shaft from the gearbox. The naming convention of a sensor signal is the name of the measured variable with the extension sens in the subscript, e.g., ω gb,sens .
The measurement signal, y, is given by the noise free signal, y * , added with noise,ν
C. Induced Faults
To model that the battery, power electronics, and the electric machine may break down, two parameter values and two voltages in these models have the possibility to be modified. Note that these faults are only examples of how a fault in these components can be represented in the model. The following 
where f b,sc models that all cells in the battery are not used due to an internal short circuit, f pe is a fault in the power electronics, and f em,η and f em,R are two faults in the electric machine.
In addition to the four faults modes described in (13a)-(13d), the voltage sensor in the electric machine is modeled to possibly include an offset fault, f em,U,sens
When a fault is induced in the model, the value of the fault is given in Table II .
IV. Selection of Consistency Relation
Each equation in an overdetermined set of equations can be selected as the consistency relation used to construct a sequential residual generator. However, as described above, the algebraic and dynamic properties of the residual generator may vary with the choice of consistency relation, even though they are based on the same set of model equations. These properties will now be studied. The HEV model in Section III is used, but general conclusions will be made. The presentation is structured so that, first, a simplified but realistic example is used to illustrate the possibility to avoid algebraic loops by consistency relation selection. Second, all residual generator candidates based on all MSOs for the vehicle are analyzed regarding algebraic loops and uniqueness, as well as how the causality of the dynamic equations is used. In the latter case, a quantitative analysis shows that the number of possible residual generators differs significantly, thus demonstrating the advantages of the systematic approach.
A. Avoiding Algebraic Loops by Consistency Relation Selection
Algebraic loops, as well as multiple solutions of the unknown variables, may occur in computation sequences [1] , [23] . There are several numerical and analytical methods available to solve algebraic loops. Linear loops are, e.g., easily solved, but nonlinear algebraic loops may demand a large computation effort to solve and a solution is not always obtained. Thus, it is sensible to avoid algebraic loops if possible, and here the computation sequences are analyzed with respect to algebraic loops. The possibility of finding a unique residual generator given a set of equations in an MSO varies with the chosen consistency relation. To illustrate this, an MSO based on the vehicle model presented in Section III-A is used, and since the MSO consists of many equations three simplifications are made in this example:
1) the torques due to losses in the vehicle are lumped and denoted T l ; 2) the torques T e and T l are assumed to be known; 3) the angular speeds in the powertrain are equal and are denoted ω; resulting in the following set of equations: (14) is selected as the consistency relation, the permuted structural model of the just-determined part, i.e., {e 2 −e 7 }, is given in Table III . The corresponding computation sequence is
The pair ({I em , U em }, {e 2 , e 3 }) indicates that there is an algebraic loop, which also can be seen in Table III . This loop has the nonunique solution
If one of e 2 , e 3 , or e 4 is used as a consistency relation instead of e 1 , there is no algebraic loop in the just-determined part. The key to avoid the algebraic loop, in this example, is to find a computation sequence where I em is computed in e 1 . The computation sequence of the unknown variables if, e.g., e 2 is used as the consistency relation will be
Since the equations in the substitution chain are uniquely solvable, a unique residual generator is found. Remark 1: Note that since consistency-based diagnosis is used, it is possible to construct a test that is based on a residual generator with several solutions. As long as at least one of the possible residuals, r 1 , r 2 , . . . , r n where n is the number of solutions, is close to zero, the residual will not react on the fault
However, the computation complexity of the system increases if more than one residual are to be evaluated in a diagnostic test. Remark 2: Sensor equations are often selected to be the consistency relation, but with respect to algebraic loops it is, in general, preferable to include such an equation in the computation sequence. The reason is that a sensor equation only includes one unknown variable, and therefore, can never be part of a loop in the computation sequence. This is exemplified above, where algebraic loops occur if any sensor equation is selected as a consistency relation.
1) Series Wound Electric Machine: In the example above, the magnetic field, φ, created by the stator or armature in the electric machine is assumed to be constant. This is the case in permanent magnet synchronous machines, which is the machine type mainly used for vehicle propulsion in HEVs. But, if a series wound machine, such as those in starter motors [24] , is used then e 1 and e 2 in (14) are modified to
due to that φ increases linearly with the current in the rotor and stator according to
The same variables are included in each equation in (14) and (18), and therefore, the structural models are the same for the two machine types. It is, however, not possible to chose a consistency relation that results in a unique expression for the residual generator for the latter machine type. There are three equations, e 1 , e 2 , and e 3 , that can be used to find a matching for I em . If e 2 or e 3 is used to compute I em , there is a nonlinear algebraic loop that has multiple solutions [similar to (16) ], and I em is quadratic in e 1 .
B. Properties of the Sequential Residual Generators Candidates
Now return to the task of finding candidates for sequential residual generators. Given the powertrain model presented in Section III-A and the five sensors available when designing the diagnosis systems (see Fig. 1 ), 99 MSOs are found. For these MSOs, there are 2667 sequential residuals generator candidates that are investigated using the algorithm described in Section II-D. The number of these residual generator candidates that fulfill different causality requirements, i.e., mixed, integral, derivative, and static, are presented in Fig. 2 . In the figure, the white bars indicate the number of model equations, i.e., the number of residual generator candidates, included in each MSO. All equations are not invertible and the number of residual generators that are realizable and using corresponding causality are given by the gray bars. The black bars represent how many of the equations that can be selected as a consistency relation to achieve a unique residual generator for each causality. Note that static residual generators are included in Fig. 2(a)-(c) , and that pure derivative or integral causality residual generators are included in Fig. 2(a) .
For MSOs 15-99 there is only a small fraction of the equations that can be used as a consistency relation if only derivative or integral causality is used, and there are 5 MSOs that it is not possible to construct a unique residual generator by using mixed or integral causality [see the nonblack bars in Fig. 2(a), (b) ]. However, if the constraint regarding unique residual generators is relaxed to allow multiple solutions, as for example in (16), it is possible to design tests based on all MSOs if integral or mixed causality is used [all MSOs in Fig. 2 
(a) and (b) contain black or gray bars].
When derivative causality is used to solve the dynamic equations, it is found that only 43 MSOs can be used to construct diagnosis tests [the black bars in Fig. 2(c) ]. Additional investigations show that this leads to that full fault isolability is not achieved. However, full fault isolability is structurally achieved when mixed or integral causality is used. Table IV includes the same type of results as Fig. 2 , but instead gives aggregated numbers. The numbers in parenthesis are the result, when adequate, from the original algorithm FindResidualGenerators described in Section II-B to be compared with the results from FindResidualGeneratorsMod described in Section II-D, and it is clear that including the consistency relation in the analysis affects the results. I, D, and S indicate that integral causality, derivative causality, and static expressions are used.
C. Summary and Discussion
In the illustrative example, in Section IV-A, it was shown that the occurrence of algebraic loops varies with the selection of consistency relation. It was also shown that the possibility of finding a unique residual generator depends on the model on which the residual generator is based, where in this specific case, it is possible to find a unique residual generator using a permanent magnet electric machine, but not if a series wound electric machine is used.
For selection of sequential residual generators, the main result so far is Fig. 2 and Table IV . The analysis of the entire vehicle model gives that there is a small fraction of the residual generators that uses integral and derivative causality [compare the black and white bars in Fig. 2(b) and (c) ]. In general, there are few choices of consistency relations when designing a Fig. 2 . White bars indicate the number of equations in each MSO in the diagnosis systems, the black bars the number of equations that can be selected to consistency relations to fulfill the causality constraint and that a unique sequential residual generator is to be found, and the gray bars if the constraint regarding unique residual generators is relaxed to that a residual generator is to be found (i.e., unique or multiple solutions of the unknown variables). In total, there are 2667 residual generator candidates. Combinations of S, D, and I occur, and, e.g., SI indicates that both static expressions and integral causality may be used. The numbers in parenthesis are the result, when adequate, from the original algorithm described in Section II-B.
sequential residual from an MSO to achieve certain properties regarding algebraic solutions and causality. Therefore, it can be stated that systematic methods are valuable to investigate the properties of the sequential residual generator candidates.
V. Methods for Utilization of Residual
Generators and Test Quantities There are several important issues when using the residual generators and test quantities in a diagnosis system, and in this section, three particular topics are discussed. First, a technique is presented to avoid differentiation in the consistency relation, second reinitialization of dynamic residual generators, and finally a way to increase test performance by taking fault sensitivity into consideration. The residual generators are constructed using the algorithm given in Section II-D, and a general model given as a semi-explicit DAE is considered.
A. Avoid Differentiating in the Consistency Relation Using a State Transformation
There are several ways of numerically differentiating a signal (see [25] , [26] ). However, here a method is described that leads to that no differentiated variable needs to be computed in the redundant equation.
Since the model is given as a semi-explicit DAE-see (1)-the differentiated variable is included linearly in the consistency relation. This leads to a residual generator that can be expressed in the general form
where x i is the variable that occurs in the consistency relation in its differentiated form and b(z) is an arbitrary function of known signals. Residuals, including differentiated variables, are often filtered, and by filteringr in (20a) the residual r is obtained
where p is the differentiation operator and α > 0 for stability. Now, it is possible to compute r in (20b), without calculating a differentiated signal using a transformation and state the residual generator in a state-space form. The conditions for this to be possible are that b IS a function of known variables, and the residual is filtered as in (20b) [27] . Using the state = r − αx i (20c) we obtain that the residual generator in (20b) can be expressed as˙
which is a computational form that does not include a differentiation of variable x i . By using this methodology, it is possible to always avoid differentiating a variable in a sequential residual generator if a signal only is to be differentiated in the consistency relation. Drift in the state, which is a common issue when using integral causality, is not an issue using this methodology since the filter is asymptotically stable. This is the reason why this residual generator is not considered using integral causality, even though a signal is integrated in the residual generator.
Remark 3: Another possibility to avoid differentiating a variable to be used in the consistency relation is by integrating the consistency relation. The residual instead of (20a) would, e.g., bē
where b(z(t 0 )) is the initial value of b(z). In this case, the residual generator has the properties of integral causality, i.e., the initial value of the state has to be available and drift may occur in the integrators due to modeling errors. Note that it is only differentiated variables in the consistency relation, and not in other parts of the MSO, that always can be avoided to compute by integration. To illustrate, consider the example MSO
Assume that integral causality is to be used in the residual generator, and that e 3 is used as the consistency relation. It is not possible to find a sequential residual generator that fulfills this requirement, since x 1 dt is computed from e 2 in order to not differentiate x 2 , but x 1 needs to be known in the consistency relation.
B. Initialization of States
When a dynamic residual generator is started or restarted, the states ω ∈ R n need to be initialized. It is assumed that the residual generator is given in a state space forṁ
where z is a vector of known variables. When the states ω are initialized the residual and its derivatives should ideally be zero in the fault free case. This leads to that the initial states ω(t 0 ) should be chosen such that r(t 0 ) =ṙ(t 0 ) = . . . = r(t 0 ) (n−1) = 0 (24) where t 0 is the time the residual is started. The state in the first-order system given in (20d) and (20e) is initialized using (24) as
C. Consider Fault Excitation When Computing Test Quantities
To increase the robustness of the decision, residuals are often post processed by computing to what is here referred to test quantities, T (see Fig. 3 ). A well known algorithm is CUSUM [4] , [28] , which in this specific case can be stated as
where ν is a design parameter that corresponds to the noise and model uncertainty in the residuals. The test reacts when T is above a threshold J. The sensitivity of the residuals often varies with the operating condition of the system to be monitored. One way to improve the performance of the diagnosis system is to consider this aspect when computing the test quantities. A small academic example is used to illustrate the basic principle, and in Section VI-D, the approach is applied to the HEV model described in Section III. Consider the system
where u and y are known signals, x is an unknown signal, and f is a fault. One residual generator of (27) is
and the internal form, i.e., how the faults affect the residual, of the residual generator is
From the internal form, it is obvious that the residual sensitivity on the fault depends on the value of u. To achieve good performance in the diagnosis system, it is beneficial to only update T , as in (26) , when the residual is excited by the fault. Fig. 4 exemplifies this based on (27) - (29) where
and f is a constant. In the figure, it can be seen that the test does not react on the fault if T is updated also when there is low excitation in the residual, i.e., when r is close to zero even though there is a fault in the system. However, if T only is updated when the magnitude of y, that is assumed to be a good approximation of u, is above a threshold the fault is detected.
The offset parameter ν is here set to a fixed value. Instead of not updating T when there is low excitation in the residual, there is a possibility to modify ν. The disadvantage of this is that e.g. when x = 0, ν > 0 in order to avoid false alarm due to sensor noise, leading to that T is decreasing for this operating point.
The conclusion from this simple example is that it is advantageous to use fault models to find the internal form of the residual generator, and to use this internal form to design the strategy for not updating the test quantity when there is low excitation in the system.
VI. Illustrative Designs and Simulation Study
Two diagnosis systems, one based on mixed causality and one on integral causality, of the HEV described in Section III are evaluated to investigate the impact of different choices in the design of a diagnosis system. The general methodologies described in Section V, e.g. initialization of the states and the internal form of the residual generators, are utilized.
A. Properties of Diagnosis Systems used in Simulation Study
The two diagnosis systems use information from five sensors, see Fig. 1 , and are found using the algorithm FindResidualGeneratorsMod from Section II-D. If the original algorithm FindResidualGenerators were used, both these two systems would be classified to use integral causality, since the differentiation occurs in the consistency relation itself. Thereby these two systems illustrate the difference between the algorithms as discussed in Section II-D.
1) MCDS:
The diagnosis system based on mixed causality is denoted mixed causality diagnosis system, or MCDS for short, and the equations in the computation sequences are uniquely solvable in the residual generators. The diagnosis system consists of four tests that achieves full structural single fault isolability [29] of the five faults. Each test is based on an MSO that is used to construct a sequential residual generator, that are given in Appendix B in (47), (48), (51), and (52). Test 1 is static, Test 2 is based on integral causality, and Tests 3 and 4 are based on mixed causality. In the mixed causality tests the mass of consumed fuel, m f , is solved by
Equation (11) is used as consistency relation, but the different torques are computed based on different sensors in the two tests. In the consistency relation w gb is differentiated to computeω gb , resulting in that derivative causality is used. For the computation of the residual, the reformulation in (20) is used and the residual is expressed in the form
The residual generators are filtered and transformed according to (20b)- (20c), that results iṅ
The algebraic loop for I em and U em considered in Section IV-A is not an issue in these two residual generators, since U em is known without using any of e 2 and e 3 in (14) . The required voltage from the power electronics is known in Test 3, and the sensor measuring U em is available in Test 4.
2) ICDS:
A diagnosis system based on integral causality and unique expressions of the unknown variables in the computation sequences is designed, and this system is denoted integral causality diagnosis system, or ICDS for short. It is possible to use the same sets of equations that are used in MCDS, and using the same MSOs the structural isolability properties are the same. Tests 1 and 2 in MCDS can also be used in ICDS, see (47) and (48) for corresponding residual generators, while different consistency relations are to be selected in Tests 3 and 4 in the ICDS since the consistency relations selected in MCDS result in mixed causality.
Tests 3 and 4 are based on MSOs with 29 and 32 equations respectively, but only two of these, e32 and e37 in Appendix A, are possible to select as consistency relations in this system
e 37 : ω gb = ω gb,sens .
When using any of these as a consistency relation,ω w is calculated using (11) , and ω w by integrating this signal
In the residual generators used in both Tests 3 and 4, (33) Due to that it is only Tests 3 and 4 that are different in MCDS and ICDS, only these two tests are considered in the simulation study.
B. Model Used in the Diagnosis System
The model of the vehicle powertrain used in the diagnosis systems is the same as the model presented in Section III-A and in Appendix A, except for the clutch model. To investigate the consequences of not having a valid model in all operating modes of the system to be monitored, it is assumed that the model of the clutch only is available when the clutch is fully engaged. This results in that when the clutch is disengaged or there is slip in the clutch, corresponding test quantities are not updated and no faults are to be detected in these tests.
C. Initialization of States When Restarting Residual Generators
The time it takes for a transient in a dynamic residual generator to fade out after it is initialized decreases if the states in the residual are accurately initialized. When the model is not valid in all operating points it is therefore more important to accurately initialize the states since the residual is restarted when the model becomes valid. The basic idea when initializing the states is to use (24) . There are several possibilities to reduce the sensor noise impact on the initialization of the state. In e.g. [30] this is done by assuming Gaussian noise and finding the initial value of the state using a least square estimate over a time window. A less complex method is to filter the signal to be used in the initialization using a time constant, τ. This method is used here, and the state w w calculated from (35) and (11) in ICDS is reinitialized in the residual generators when the vehicle model used in the diagnostic tests is becoming valid using r(t 0 ) = 0 in (36)
The fuel consumed, m f , is a state in addition to ω w in Test 3, while there are two additional states in Test 4; m f and SoC. The states except ω w have slow dynamics and are therefore not reinitialized when the diagnostic model becomes valid. Instead the states are only updated when the model is valid. The state used in the transformation in MCDS is reinitialized when the model used in the diagnosis system is getting valid by using (25) , where x i = ω gb according to (32). It is assumed that the powertrain is fault free in the initialization of , i.e. r(t 0 ) = 0, and ω gb,sens is used instead of ω gb
D. Two Approaches for When to Update Dynamic Test Quantities
As stated above, it is assumed that the monitored system is fault free, and the residual is zero in the initialization of the states in both MCDS and ICDS. If the equations used in the expression for the signal to be integrated are inconsistent with the monitored system, the integrated signal will drift from the true value. To increase the fault sensitivity of corresponding test quantities, it is preferable to only update the test quantities when the residuals are nonzero even though the estimation of the signal to be integrated is inconsistent (see Fig. 4 ). Two approaches to find updating conditions for the test quantities are presented below.
1) Fixed Time:
The first approach is to not update the dynamic test quantities in the diagnosis system before a time, t d , after a test has been valid in order for the fault to have time to affect r. This means that the test quantity is updated when
where t 0 is the time of the latest reinitialization of the states.
2) Internal Form: The second approach requires fault models that are used to investigate how the faults affect the residuals by finding the internal form of the residual generators (see Section V-C). This approach is implemented and compared with the fixed time approach given above using Test 4 in ICDS. The test is expected to react on f em,η , f b,sc , and f em,U,sens , but, for simplicity, only f em,η and f em,U,sens are considered here. These faults lead to different internal forms of the residual generator, and therefore, several test quantities are constructed that use different updating conditions. First, the internal form of Test 4 in ICDS when there is a fault in the voltage sensor in the electric machine is found by the substitution chain given by the computation sequence (50)
where C is a constant and u gb is the gear ratio in the gearbox. Due to (40), it is obvious that the fault excitation is dependent on the magnitude of the integral. This leads to that a condition for when to update the test quantity to achieve good fault detection performance is
where J 1 is a design parameter. A comparison of the conditions in (39) and (41) is shown in Fig. 5 . As expected, the test quantity that is updated using (41) does not decrease in the second time interval the model is valid, and there is low fault excitation in the residual. Note that there is low fault excitation in the residual at this time interval even though the electric machine is used. This is due to that the machine frequently switches from generator to motor mode (see Fig. 5 ).
The internal form of the residual generator for f em,η
Finding the times τ ∈ {t 0 , t} when I em (t) ≥ 0A and I em (t) < 0A
leads to that (42) can be written as
Under the condition that f em,η ∈]−1, 0], which is a reasonable assumption according to (8c) and (13c),ṙ < 0 for both positive and negative I em . This leads to the following condition for when to update the test quantity
where J 2 is a design parameter. The difference between (41) and (45) is that the latter test quantity is updated as long as the electric machine is used, even though it changes operation mode between generator and motor. Fig. 6 presents the test quantities achieved using the updating conditions in (39), (41), and (45) when f em,η has occurred. It can be seen that the test quantity updated when (45) is true reacts better than the test quantity updated when (41) is used, since the first is updated in both time intervals the model is valid and the specific fault excite the residual at these times. The drawback is the increase in computational complexity.
E. Simulations on Driving Cycle
A simulation study is carried out to evaluate the designed diagnosis systems. The faults described in (13) are induced in the vehicle model one by one. The driving cycle used is FTP75 and the speed profile can be found in, e.g., [5] .
1) Normalized Test Quantities: Test quantities are computed using the CUSUM algorithm presented in Section V-C. To compare the performance of different diagnosis systems, normalized test quantities, T norm , are calculated based on the maximum value, T max,NF , of T in the fault free case when FTP75 is used. An alarm is generated when T norm > 1 and the design parameter ∈ [0, 1] states the margin to false alarm for the specific driving cycle
2) Residual Responses: Residuals for the diagnosis systems are compared, and in Fig. 7 , the residuals used in Test 3 in MCDS and ICDS are shown for the fault free case, as well as when f em,η has occurred. The residuals are normalized, so the standard deviation of the residuals in the fault free case is one. The residual used in ICDS is more affected by the fault compared to the residual in MCDS, and this is the general Fig. 7 . Residual used in Test 3 in ICDS is more affected to f em,η compared to corresponding residual in MCDS. The residuals are normalized so the standard deviation in the fault free case is one. Shaded areas indicate when the model used in the diagnosis system is valid, i.e., from 1594 to 1677 s. Fig. 8 . Normalized test quantities for Test 4 in MCDS and ICDS when there is a short circuit in the battery after 400 s. The test quantities are normalized according to (46) with = 0.5, and T norm using integral causality is larger than T norm using mixed causality after the fault has occurred. result in the simulation study when the different faults are induced in the vehicle model.
The method used to reinitialize the states in the residuals when the model is getting valid works properly, since the values of the residuals are close to zero after the initialization.
3) Test Quantity Responses: The residuals are postprocessed as described above, and all faults are isolated in both MCDS and ICDS. The test quantities generally react stronger in ICDS, even though the tests in the two systems are based on the same sets of model equations. In Fig. 8 , the test quantities are shown when there is a short circuit in the battery after 400 s.
The different updating conditions for the test quantities are implemented in ICDS to evaluate the impact of these different design selections using the entire driving cycle. As indicated in Figs. 5 and 6, the tests generally react stronger on the fault if the internal form of the residual is considered when designing test quantities. In Fig. 9 , this is exemplified when f em,U,sens has occurred and the test quantity that is updated using the condition based on the internal form for the specific fault, i.e., (41), reacts better than the other test quantities. Fig. 9 . Test quantities for Test 4 in ICDS using different conditions for when to update the test quantities and there is a fault in the voltage sensor in the electric machine at t = 0s. The shaded areas indicate when the model used in the diagnosis system is valid. At t = 840 s, the system is excited and the diagnostic tests react on the fault (see Fig. 5 ). Note that it is only the test quantity that is updated using the internal form of the fault, i.e., (41), that reacts from this time till the end of the driving cycle.
F. Summing Up
The method used to initialize the states in the diagnosis systems is straightforward and works properly, i.e., the residuals are close to zero after the initialization. The use of the internal form is demonstrated to be advantageous according to (41), (45), and Figs. 5, 6, and 9. Note that in order for Test 4 to react on both f em,U,sens and f em,η in a good way, two test quantities based on the same residual using different updating conditions are used, since the faults affect the residual in different ways. Since the uncertainties in the study predominantly relate to disturbances rather than model inaccuracies, it is reasonable that ICDS performs better than MCDS. Therefore, it is valuable to use the modified algorithm FindResidualGeneratorsMod that singles out such systems.
VII. Conclusion
A reduced HEV model was used to illustrate how the selection of consistency relation affected the occurrence of unique expressions of the unknowns and algebraic loops in sequential residual generators. All sequential residual generator candidates of the vehicle model were investigated with respect to algebraic and dynamic properties, and it was found that, in general, there were few selections of consistency relations in an MSO that achieved predefined properties. Thereby, it can be stated that systematic methods analyzing the properties of the residual generator candidates were valuable.
Having selected the residuals, important aspects remained when utilizing them in a diagnosis system. A straightforward method, given in (24) and, e.g., (37), to reinitialize the states in the residual generators was shown to work properly. It was also shown that the method to update the test quantities based on the internal form of the residual generators significantly increased the diagnosis performance. Simulations verified that it was beneficial to use several test quantities based on the same residual, using different updating conditions when a residual was sensitive for several faults.
All in all, it was shown that the engineering support the used methods gives was a key to design well behaved diagnosis systems. The methods are general in character and provide a useful methodology when designing diagnosis systems for HEVs or other complex systems.
