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La presente tesi, scritta durante un periodo di collaborazione scientifica presso 
l’INFN (Istituto Nazionale di Fisica Nucleare) [55] sezione di Pisa [56], ha come 
scopo quello di integrare in un Servizio di Consistenza per ambiente Grid la GSI 
(Grid Security Infrastructure). 
Attualmente, c’è un numero sempre crescente di applicazioni che devono lavorare 
e gestire enormi quantità di dati eterogenei distribuiti su scala mondiale. 
L’architettura Grid è una valida soluzione per le esigenze di queste applicazioni. La 
gestione di grandi quantità di dati richiede la presenza di un meccanismo di 
replicazione per diminuire i tempi di accesso ai dati stessi e incrementare le 
prestazioni delle applicazioni. È quindi necessario avere un servizio che garantisca 
la consistenza delle repliche dei dati. 
Il servizio di Consistenza su cui il lavoro è stato svolto è il Replica Consistency 
Service Constanza [39], sviluppato per entrare a far parte della INFN Production 
Grid [17]. Constanza è accessibile come Web Service. Per applicazioni basate sui 
Web Service, la comunicazione avviene attraverso il protocollo SOAP, e quindi gli 
aspetti di sicurezza devono essere gestiti a livello di questo protocollo. Vedremo 
quindi come viene creata l’infrastruttura di comunicazione del servizio e vedremo 
come questa infrastruttura viene resa sicura sfruttando le linee guida della GSI. 
 
1.1 Struttura dei capitoli 
Diamo uno sguardo all’organizzazione e al contenuto di ciascun capitolo. 
Nel capitolo 2 si introduce il concetto di Grid e si descrive qual è l’architettura di 
una Grid. 
Il capitolo 3 tratta l’argomento della sicurezza digitale spiegando i concetti di 
autorizzazione, autenticazione, segretezza e integrità. Si introduce poi il 
meccanismo della crittografia con riferimento particolare alla crittografia a chiave 
pubblica e al sistema di certificazione X509 che sono utilizzati nella GSI. 
Il capitolo 4 descrive invece quali sono i requisiti di sicurezza che derivano 
direttamente dall’architettura di un ambiente Grid, viene anche fornita una 





Il capitolo 5 riguarda lo standard GSS-API, che è uno standard che permette ad un 
programmatore di realizzare applicazioni sicure. 
Nel capitolo 6 viene descritta la Grid Security Infrastructure sviluppata dal gruppo 
Globus che realizza un architettura sicura per una Grid basandosi sullo standard 
GSS-API. 
Il capitolo 7 può essere suddiviso in due parti. La prima parte introduce il concetto 
di Web Service e descrive l’architettura dei Web Service stessi. Particolare 
attenzione è riservata alla comunicazione che in ambiente Web Service avviene 
utilizzando il protocollo SOAP. La seconda parte descrive invece il toolkit gSOAP, 
che può essere utilizzato per creare Web Service in C++. 
Il capitolo 8 descrive invece il Replica Consistency Service Constanza dal punto di 
vista architetturale. Viene poi descritta l’implementazione in C++ del servizio, 
mettendo in particolare risalto come è stata realizzata l’infrastruttura di 
comunicazione. 
Il capitolo 9 descrive come viene integrata la GSI nel servizio di Consistenza 
Constanza, sfruttando un plug-in per gSOAP. Viene poi fornita una descrizione di 
come utilizzare il servizio. 
Il capitolo 10 riassume invece il lavoro svolto e offre spunti su quale potrà essere lo 






Concetto di Griglia computazionale 
In questo capitolo viene descritto cos’è una Griglia computazionale (Grid), e qual è 
il concetto di Virtual Organization. Viene poi analizzata la struttura di una Griglia. 
Infine vengono analizzate le varie tipologie di Grid esistenti. 
 
2.1 The Grid 
In [1], che può considerarsi il manifesto della ricerca Grid viene definita The Grid 
come un’infrastruttura per condividere la potenza dei computer e la capacità di 
memorizzazione dei dati di milioni di sistemi. The Grid collega quindi molte risorse 
computazionali e fornisce meccanismi per accedervi semplicemente. Il sogno è 
quindi quello di avere un’unica infrastruttura che collega questa moltitudine di 
computer sparsi per il mondo. 
Proprio per evidenziare quest’unica infrastruttura intorno alla metà degli anni 90 fu 
coniato il termine The Grid in analogia con la rete elettrica, infatti come la rete 
elettrica fornisce accesso all’energia elettrica allo stesso modo la Griglia fornisce 
accesso alla potenza dei computer. 
Il concetto di griglia è basato sulla condivisione di risorse, dato che ci sono varie 
tipologie di risorse allora è chiaro che ci sono vari tipologie di Grid,  
Una computational Grid è una collezione di risorse di calcolo distribuite. Questa 
aggregazione lavora come se fosse un unico supercomputer virtuale. Svolge jobs 
sequenziali o paralleli e fornisce potenza di calcolo on-demand, 
indipendentemente dalla macchina. 
Una Data Grid fornisce invece accesso sicuro ad un’enorme quantità di dati 
distribuiti in domini diversi. Attualmente ci sono Data Grids usate dalla comunità 
scientifica e alcune aziende produttrici di software offrono soluzioni Data Grid per 
applicazioni commerciali. 
 
2.2 Organizzazioni Virtuali 
In [2] si definiscono le Organizzazioni Virtuali (Virtual Organization, VO) come 
gruppi dinamici di individui e istituzioni che condividono l’accesso diretto a 
computer, dati e software. 
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Il concetto di “Virtual Organization” è molto flessibile perché due VO possono 
differire per quanto riguarda il numero e il tipo dei partecipanti, la durata e la scala 
delle loro interazioni, le risorse condivise e le modalità di condivisione. Infatti, ogni 
membro di una VO decide i vincoli sull’utilizzo e su cosa può essere fatto sulle 
proprie risorse. Per gestire le VO ci vuole quindi un’infrastruttura sottostante, che 
deve però essere completamente trasparente all’utilizzatore che può svolgere il 
proprio lavoro indipendentemente da dove si trova e dai propri strumenti 
hardware/software, avendo a disposizione tutti i dati e la potenza di calcolo di cui 
necessita. Caratteristica fondamentale delle VO è la dinamicità, infatti possono 
variare nel tempo il numero dei partecipanti ad una VO, le risorse accessibili ed 
anche il ruolo di ogni partecipante che può essere produttore o consumatore. 
 
2.3 Architettura di una Griglia 
Come si legge in [3] una Griglia può essere vista come un insieme di protocolli, 
servizi ed API (Application Programming Interfaces). 
L’insieme di protocolli è necessario per garantire l’interoperabilità, infatti in un 
ambiente di rete occorre stabilire delle regole comuni per poter comunicare. In 
ambito Grid i protocolli servono per negoziare, stabilire e controllare le risorse 
condivise. 
Con il termine servizi standard, si vogliono identificare tutti quei meccanismi che 
possono essere utilizzati per accedere alle risorse di calcolo ed eseguire delle 
operazioni, per reperire informazioni, schedulare processi, replicare i dati e così 
via. 
Le API (Application Programming Interfaces) sono invece quello strumento con cui 
si possono creare applicazioni che lavorano all’interno della Griglia. 
 
2.3.1 Visione stratificata dell’architettura Grid 
L’architettura di una Griglia può essere vista a livelli. Ogni livello fornisce una 
funzione specifica. In generale i livelli più alti sono più focalizzati sugli utenti (user-
centric), mentre i livelli più bassi sono focalizzati più sui computer e le reti 
(hardware-centric).  
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Possiamo individuare i seguenti quattro livelli: 
• Application layer. 
• Middleware layer. 
• Resource layer. 
• Network layer. 
Alla base troviamo il network layer, che assicura la connettività per le risorse nella 
Griglia. Al di sopra di esso troviamo il resource layer, costituito dalle risorse che 
fanno parte effettivamente della Griglia come computer e database. Il middleware 
layer è quello che fornisce i tool per consentire ai vari elementi di comporre un 
unico ambiente Grid. È quindi l’intelligenza che tiene insieme gli elementi per 
questo molte volte è chiamato anche “the brain of the Grid!”. Il livello più alto è 
l’application layer, che include tutte le varie applicazioni utente. È questo il livello 
con cui si interfaccia un utente della Griglia  
Ci sono anche altri modi per descrive l’architettura stratificata della Griglia ad 
esempio quello mostrato in figura: 
 
Figura 2-1 Architettura a livelli [3] 
Il Fabric layer contiene tutte le risorse fisiche quali CPU, storage systems, 
cataloghi, risorse di rete e sensori. Una risorsa non è necessariamente un 
componente hardware: anche una entità logica come un filesystem distribuito può 
appartenere al Fabric layer. Il Connectivity layer contiene invece i protocolli 
utilizzati per la comunicazione sicura tra le risorse del Fabric layer. Il Resource 
layer è quello che fornisce l’accesso e il controllo delle risorse locali. Il Collective 
layer contiene protocolli e servizi che riguardano il sistema nella sua globalità. 
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Capitolo 3  
Comunicazione digitale sicura 
In questo capitolo cercheremo di rispondere alla seguente domanda: quali sono i 
requisiti che una comunicazione deve avere per essere definita sicura? Molto 
spesso si tende ad identificare una comunicazione (o conversazione) [9,10] sicura 
con una comunicazione in cui i dati sono criptati, in realtà ciò non è vero perché ci 
sono anche altre caratteristiche che la comunicazione sicura deve avere. 
 
3.1 I tre pilastri di una comunicazione sicura 
I “tre pilastri di una comunicazione sicura”, come si legge in [9], sono riservatezza, 
integrità e autenticazione1. Non è però detto che una comunicazione debba 
sempre avere tutte le tre precedenti caratteristiche, ci sono casi in cui può essere 
richiesta solo la segretezza oppure segretezza e integrità ma non autenticazione e 
così via.  
 
3.1.1 Riservatezza 
Una comunicazione sicura deve essere segreta. In altre parole solo il mittente e il 
destinatario dovrebbero essere in grado di capire la conversazione. Se qualcuno si 
mette in ascolto lungo il canale di comunicazione non deve essere in grado di 
capire il senso della comunicazione. Questo obbiettivo si raggiunge solitamente 
tramite l’uso di algoritmi crittografici. 
 
3.1.2 Integrità 
Una comunicazione sicura deve garantire l’integrità dei messaggi trasmessi. 
Questo significa che il destinatario deve avere la certezza che il messaggio 
ricevuto è esattamente quello che il mittente ha trasmesso. Questo perché un 
utente maleintenzionato potrebbe intercettare e modificare il contenuto di un 
messaggio. Come vedremo si riesce ad avere una protezione da questo tipo di 
attacco attraverso l’uso degli algoritmi di crittografia a chiave pubblica. 
 
                                                 
1
 Una caratteristica fondamentale di una comunicazione sicura è anche il non-ripudio, ma 
come vedremo può considerarsi come parte dell’autenticazione 
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3.1.3 Autenticazione 
Una comunicazione sicura deve assicurare che le parti coinvolte siano proprio 
quelle che dichiarano di essere. In altre parole si vuole protezione dagli utenti 
maleintenzionati che cercano di impersonare qualcun altro. 
 
3.1.4 Autorizzazione 
Un altro concetto importante per la sicurezza digitale, sebbene non sia considerato 
un pilastro come i precedenti, è il concetto di autorizzazione. Ci vuole cioè un 
meccanismo che assicuri che solamente gli utenti autorizzati possono eseguire 
certe operazioni. L’autorizzazione è un concetto molto legato all’autenticazione 
perché un utente prima di essere autorizzato deve chiaramente autenticarsi. Anche 
per questo molto spesso i due concetti vengono confusi. 
 
3.2 Introduzione alla crittografia 
La crittografia [11] è l’arte di scrivere caratteri segreti. Criptare (Encrypting) è l’atto 
di tradurre un messaggio in chiaro (messaggio unencrypted) in un messaggio 
scritto in caratteri “segreti”. (messaggio criptato o encrypted). 
 
3.2.1 Algoritmi crittografici a chiave 
Un concetto fondamentale in crittografia è quello di chiave. La chiave è un numero 
scelto totalmente a caso. Questo significa che presi due elaboratori identici, accesi 
nello stesso istante e che compiono esattamente le stesse operazioni, devono 
scegliere numeri diversi. Per poter garantire questa caratteristica, la funzione che 
genera la chiave usa valori esterni come la temperatura del processore, lo spazio 
libero sul disco di sistema, la posizione e i movimenti del puntatore del mouse e 
molte altre variabili aleatorie difficilmente riproducibili. 
Un algoritmo crittografico [11] a chiave usa una chiave (encryption key) per criptare 
il messaggio. Questo significa che il messaggio encrypted è generato da un 
apposito algoritmo usando non solo il messaggio ma anche una chiave (figura 3-
1). 
 




Figura 3-1 Algoritmo crittografico a chiave, encryption [9] 
Il destinatario deve usare una decryption key per decifrare il messaggio. Anche 
stavolta quindi l’algoritmo non lavora solo sul messaggio ma necessita anche di 
una chiave (figura 3-2). 
 
 
Figura 3-2 Algoritmo crittografico a chiave, decryption [9] 
 
3.2.2 Algoritmi simmetrici e asimmetrici 
Alcuni algoritmi crittografici usano la stessa chiave per criptare e decriptare, altri 
no. 
Gli algoritmi che usano la stessa chiave per criptare e per decifrare un messaggio 
sono chiamati algoritmi a chiave simmetrica (figura 3-3): 
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Figura 3-3 Algoritmo crittografico simmetrico [9] 
 
Sebbene questi algoritmi sono molto veloci e facili da implementare, hanno molti 
difetti. Il difetto principale è che essi garantiscono solo la segretezza (integrità e 
autenticazione devono essere garantite in altro modo). Altro difetto è che il mittente 
e il destinatario devono mettersi d’accordo sulla chiave da usare. 
Al giorno d’oggi sono molto più usati gli algoritmi asimmetrici che usano chiavi 
differenti per criptare e per decifrare il messaggio. Gli algoritmi a chiave pubblica 
sono sicuramente gli algoritmi asimmetrici maggiormente conosciuti. 
Attualmente si stima siano necessarie chiavi di almeno 128 bit per cifrari simmetrici 
e di 1024 bit per algoritmi asimmetrici; poiché la potenza di calcolo disponibile 
aumenta molto velocemente, grazie non solo a processori sempre più veloci, ma 
anche alla possibilità di eseguire attacchi distribuiti con sempre più elaboratori 
collegati tra loro via internet, questi valori sono destinati a crescere. 
 
3.3 Crittografia a chiave pubblica  
La tecnica chiamata crittografia a chiave pubblica è basata su un algoritmo 
asimmetrico, quindi prevede che ogni utente possegga due chiavi che servono per 
cifrare o decifrare i messaggi. Le due chiavi sono chiamate chiave privata e chiave 
pubblica: 
1.Chiave privata. È la chiave conosciuta solamente dal possessore. 
2.Chiave pubblica: È la chiave conosciuta da chiunque. 
Esiste una relazione fra le due chiavi: ciò che una chiave cripta l’altra lo riesce a 
decifrare. In questo modo se qualcuno cripta un messaggio con una certa chiave 
pubblica solo il possessore della corrispondente chiave privata riesce e decifrare il 
messaggio. Quindi la chiave pubblica viene distribuita dall’utente a chiunque voglia 
3.3 Crittografia a chiave pubblica 
11
 
comunicare in modo sicuro con lui e rappresenta la chiave con la quale verranno 
cifrati gli eventuali dati o messaggi destinati all’utente stesso (quindi solamente 
l’utente saprà decifrarli con la propria chiave privata). La chiave privata è custodita 
dall’utente e mantenuta segreta, tipicamente essa è conservata sulla macchina 
personale dell’utente ed è protetta con una password (passphrase). Oltre che per 
decifrare messaggi cifrati con la rispettiva chiave pubblica, la chiave privata 
garantisce l’autenticità della comunicazione instaurata: attraverso la rispettiva 
chiave pubblica, infatti, è possibile accertarsi che il mittente firmatario sia 
effettivamente chi dice di essere. 
Una caratteristica fondamentale delle due chiavi è che mentre è relativamente 
semplice calcolare la chiave pubblica partendo dalla chiave privata è molto difficile 
il viceversa(figura 3-4). 
 
Figura 3-4 Crittografia a chiave pubblica, proprietà delle chiavi [9] 
 
3.3.1 Vantaggi e svantaggi della crittografia a chiave pubblica 
In una conversazione sicura che usa la crittografia a chiave pubblica, il mittente 
cripta il messaggio utilizzando la chiave pubblica del destinatario e il destinatario 
decifra il messaggio utilizzando la propria chiave privata(figura3-5). 
 
 
Figura 3-5 Crittografia a chiave pubblica, scambio di messaggi [9] 
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È quindi subito chiaro il maggior vantaggio della crittografia a chiave pubblica 
rispetto agli algoritmi asimmetrici: non c’è bisogno che mittente e destinatario 
abbiano una chiave comune. Altro vantaggio fondamentale degli algoritmi a chiave 
pubblica è che diversamente dagli algoritmi simmetrici possono garantire anche 
l’integrità e l’autenticazione oltre alla segretezza. Lo svantaggio maggiore invece è 
che gli algoritmi a chiave pubblica sono meno veloci degli algoritmi simmetrici. 
 
3.3.2 Firma Digitale: integrità nei sistemi a chiave pubblica 
La firma digitale assicura che l’informazione non sia stata modificata da quando è 
stata trasmessa. La firma digitale è un insieme di dati che si allegano al messaggio 
da inviare (figura 3-6). 
Per fare una firma digitale si procede così: 
1. Il mittente calcola con appositi algoritmi un hash (o digest) sull’informazione da 
inviare. 
2. Il mittente cripta l’hash con la propria chiave privata. 
3. Il mittente aggiunge l’hash cifrato al messaggio da inviare. 
4. Il destinatario ricalcola con lo stesso algoritmo l’hash sul messaggio ricevuto. 
5. Il destinatario decripta l’hash che gli è stato inviato servendosi della chiave 
pubblica del mittente. 
6. Il destinatario verifica che i due hash siano uguali. 
 
Figura 3-6 Firma digitale 




Osservare che si può firmare un messaggio senza che questo venga poi criptato, 
questo perché alcune volte si può essere interessati all’integrità e non alla 
segretezza dei dati trasmessi. 
 
3.3.3 Autenticazione nei sistemi a crittografia a chiave pubblica 
La firma digitale garantisce il destinatario sul fatto che il mittente non può rinnegare 
di essere proprio lui colui che ha firmato l’informazione. Questo perché solo la 
chiave pubblica di un certo mittente può decifrare la sua firma digitale. Però, l’unica 
garanzia che si ha è che colui che ha firmato il messaggio è in possesso della 
chiave privata che noi abbiamo usato per decifrare la firma digitale, ma non si sa 
quale sia la sua effettiva identità. Si può quindi parlare di “autenticazione debole”. 
Alcuni scenari possono richiedere solo un’autenticazione debole mentre altri 
richiedono che non ci sia alcun dubbio sull’identità di un utente. Questa 
“autenticazione forte” può essere ottenuta solo con l’uso dei certificati digitali. 
 
3.3.4 Sistema di certificazione X.509 
Il sistema di certificazione X.509 è uno standard ISO (International Standards 
Organization) [12], facente parte della serie di standard X.500 che definiscono 
servizi di directory distribuiti. 
In questo standard sono definite le specifiche necessarie per un’autenticazione 
basata sul sistema dei certificati, detti anche Digital ID (figura 3-7); essi sono 
l’equivalente elettronico di un passaporto ed in pratica servono a provare che 
qualcuno sia effettivamente chi sostiene di essere. Inoltre essi permettono di 
effettuare comunicazioni riservate tramite l’utilizzo della tecnica crittografica a 
chiave pubblica; grazie allo standard X.509, i certificati rappresentano un sistema 
di autenticazione indipendente dal software utilizzato, cosa che ovviamente ne ha 
favorito una larga diffusione. Come si è accennato, il sistema di certificazione 
X.509 viene utilizzato per due scopi distinti: garantire la sicurezza della 
comunicazione, cioè impedire che qualcuno possa decifrare o alterare i dati 
trasferiti tra le due parti, e verificare l’identità dei corrispondenti, in altre parole 
garantire all’utente di una transazione elettronica che l’entità, sia essa una persona 
od una macchina, all’altro capo della comunicazione, sia quella effettivamente 
desiderata. 
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Figura 3-7 Certificato digitale X.509 [9] 
 
3.3.5 La Certification Authority 
I certificati vengono rilasciati da autorità apposite, chiamate Certification Authority, 
comunemente denominate CA. Una Certification Authority ha il compito di 
verificare, al momento del rilascio del certificato, la veridicità delle informazioni ivi 
contenute, cioè l’identità della persona alla quale il certificato viene rilasciato. La 
CA riceve dall’utente una copia della chiave pubblica, che viene utilizzata per 
compilare il certificato, inserendovi le seguenti informazioni: chiave pubblica 
dell’utente, nome dell’utente, data di scadenza del certificato, nome e firma digitale 
della CA e numero di serie del certificato. È pratica comune che una CA possa a 
sua volta avere un certificato firmato da un’altra Authority, che ne garantisce 
l’affidabilità; si verrà così a creare una catena di autenticazione fra diverse CA. In 
pratica ci si può fidare di una CA se ci si fida di una CA che si trova a livello 
superiore della catena. La figura 3-8 descrive proprio questa catena di fiducia. Il 
certificato di Mirco è firmato dalla Certification Authority FOO. Il certificato della 
Certification Authority FOO è a sua volta firmato dalla CA. Il certificato di BAR è 
invece firmato da se stessa. Se si riceve il certificato di Mirco, ma non ci fidiamo 
esplicitamente della CA FOO, questo non significa che non dobbiamo fidarci di 
Mirco, ma occorre testare se ci fidiamo della CA BAR. Notare comunque che il 
livello più alto della catena (BAR) firma da sola il certificato. In questo caso si parla 
di root CA. 





Figura 3-8 Catena di fiducia di CA [9] 
 
3.3.6 Formato dei certificati X.509 
Un certificato X.509 è solitamente un file di testo che include molte informazioni in 
una sintassi specifica. Vediamo quali sono le informazioni principali che vi si 
possono trovare (figura 3-9):  
1. Subject: è il nome dell’utente. Viene codificato come un distinguished name2.  
2. Subject's public key: chiave pubblica dell’ utente. Oltre alla chiave ci sono 
informazioni su quale algoritmo ha generato la chiave. 
3. Issuer's Subject: distinguished name della Certification Authority.  
                                                 
2
 I nomi nei certificati X.509 sono codificati come distinguished names, che sono una lista di 
valori separati da una virgola per esempio: 
C=CH, O=CERN, OU=GRID, CN=John Smith 8968 
Un distinguished name ha una serie di attributi: 
O : Organizzazione, OU : unità organizzativa, CN : Nome comune, C : nazione Country 
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4. Digital signature: firma digitale generata usando la chiave privata della CA. 
5. Expiration date: data fino a cui rimane valido il certificato. 
6. Serial number: numero di serie del certificato. 
 
Figura 3-9 Certificato X.509, informazioni presenti [4] 
 
3.3.7 Revoca dei certificati 
Un certificato non può essere valido per sempre, così come accade con un 
documento di riconoscimento come una carta di identità o un passaporto. 
Un'informazione fondamentale che deve avere un certificato elettronico è la 
scadenza; questa è sempre l'informazione che viene controllata per prima, 
chiunque sia il titolare del certificato. Tuttavia, anche nel periodo di validità di un 
certificato possono cambiare tante cose, per cui deve essere previsto un 
meccanismo di revoca: sia su richiesta del titolare sia a seguito di una decisione 
dell'autorità di certificazione che lo ha firmato. Infatti, il titolare del certificato 
potrebbe trovarsi in una condizione diversa rispetto a quella in cui si trovava nel 
momento del rilascio del certificato stesso, per cui i dati in esso contenuti 
potrebbero non corrispondere più; dall'altra parte, l'autorità di certificazione 
potrebbe avere verificato un utilizzo irregolare del certificato e di conseguenza 
potrebbe decidere il suo ritiro. Evidentemente, per ottenere questo risultato, 
occorre che l'autorità che ha rilasciato dei certificati gestisca anche una base di 
dati in cui siano indicati quelli che sono stati revocati, identificabili attraverso il loro 
numero di serie, che quindi è un altro elemento indispensabile di un certificato. A 
questo punto, quando si vuole verificare un certificato, oltre a controllare la 
scadenza e la validità della firma dell'autorità di certificazione, occorre controllare 
presso la base di dati di questa che il certificato non sia già stato revocato. Il 
meccanismo della revoca o del non-rinnovo dei certificati serve anche a dare 
credibilità a una catena di autorità di certificazione: un anello debole della catena 
(debole in quanto poco serio) metterebbe in dubbio tutto il sistema e sarebbe 
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nell'interesse di tutte le altre autorità la sua eliminazione. Si intende che l'azione 
necessaria per ottenere questo risultato è la semplice pubblicazione della revoca 
del certificato da parte dell'autorità di livello superiore, oppure il suo mancato 
rinnovo. L'autorità di certificazione che ha la necessità di pubblicare i certificati che 
vengono revocati prima della loro scadenza naturale, lo fa attraverso la 
pubblicazione di un elenco dei certificati revocati, cioè di ciò che è conosciuto con 
la sigla CRL (Certificate Revocation List). Questo elenco è firmato dall'autorità di 
certificazione che lo pubblica, pertanto si tratta di un tipo di certificato speciale. 
Osservando una CRL si vede che il riferimento ai certificati è fatto solo attraverso il 
numero di serie, stando a indicare che i certificati firmati dall'autorità, con questi 
numeri di serie, sono revocati a partire dalle date indicate. 
 
3.3.8 Certificati e autenticazione 
Grazie ai certificati, che provano che la chiave pubblica appartiene proprio ad un 
certo utente, riusciamo a garantire senza alcun dubbio l’autenticazione dell’utente 
stesso. Infatti se l’utente firma un messaggio con la propria chiave privata e invia al 
destinatario anche il certificato, il destinatario è certo dell’identità del mittente. 
Supponiamo che un utente A voglia autenticarsi con un utente B, il processo di 
autenticazione si svolge in questo modo (figura 3-10): 
1. A invia a B il proprio certificato. 
2. B verifica la firma della CA che garantisce il certificato di A. 
3. B invia ad A una frase generata casualmente. 
4. A cripta la frase tramite la propria chiave privata. 
5. A invia a B la frase criptata. 
6. B decripta la frase ricevuta con la chiave pubblica contenuta nel certificato 
ricevuto da A. 
7. B confronta se la frase decriptata è uguale a quella che aveva 
precedentemente generata. 
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Figura 3-10 Processo di autenticazione 
 
Da osservare che se si vuole l’autenticazione mutua le operazioni in figura 3-10 
vanno fatte due volte, una volta per A e una volta per B. 
Chiaramente tutto funziona se il destinatario si fida della CA che ha firmato il 
certificato del mittente. Quindi ognuno deve avere una lista di autorità di 
certificazione fidate che include la firma digitale di tutte le CA fidate. 
Si deve decidere quali CA inserire in questa lista. Alcune CA sono così ben 







La sicurezza nelle griglie computazionali 
In questo capitolo descriveremo quali sono i requisiti di sicurezza che derivano 
direttamente dall’architettura e dalle caratteristiche di una Griglia (vedi capitolo 2). 
Verrà anche introdotta una terminologia di uso abbastanza comune in ambito Grid, 
anche se in questo campo non esiste una standardizzazione dei termini usati. 
Infine verranno presentati dei protocolli che riescono a garantire i requisiti di 
sicurezza propri di una Grid, secondo quanto teorizzato in [13]. Occorre precisare 
che i protocolli esposti sono espressi in maniera teorica e in termini di operazioni 
astratte, non descrivono cioè una vera e propria realizzazione pratica ma servono 
come traccia sulla quale implementare un’architettura sicura per una Griglia. 
 
4.1 Requisti di sicurezza di un ambiente Grid 
Come si è visto nel capitolo 2 una Griglia ha delle caratteristiche ben precise che la 
differenziano da tutti gli altri ambienti di calcolo distribuito. Innanzitutto va 
sottolineata la presenza di una popolazione d’utenti ampia e dinamica. Anche il 
pool di risorse è grande e dinamico e consente ad un’applicazione che gira sulla 
Grid di acquisire, utilizzare e rilasciare una risorsa dinamicamente. Ogni risorsa 
può avere un proprio meccanismo di autenticazione e autorizzazione diverso da 
tutte le altre (ad esempio un nome di un account Unix). Risorse e utenti possono 
essere geograficamente molto lontani fra loro. Uno stesso utente può avere nome 
locale e credenziali diverse su risorse diverse. 
Ultimo aspetto da sottolineare è che la comunicazione può avvenire usando 
molteplici protocolli. 
Dalle caratteristiche appena elencate derivano i seguenti requisti di sicurezza: 
1. Autenticazione. 
2. Controllo degli accessi. 
3. Single sign-on. Un utente si deve autenticare una volta soltanto (tipicamente 
quando si avvia un job). Le successive acquisizioni di risorse devono avvenire 
in maniera automatica. 
4. Protezione delle credenziali. 
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5. Capacità di supportare qualsiasi soluzione locale. L’architettura di sicurezza 
globale di un ambiente Grid deve rispettare le politiche di sicurezza stabilite 
localmente per ogni risorsa. 
6. Infrastruttura di credenziali/certificazioni uniformi. 
7. Supporto per comunicazione di gruppo sicura. 
8. Possibilità di implementare la politica di sicurezza in più modi. 
 
4.2 Politica di sicurezza 
In questo paragrafo definiremo la Security Policy (politica di sicurezza) di una 
Griglia, cioè l’insieme delle regole che definiscono i soggetti sicuri, gli oggetti sicuri 
e le relazioni fra loro. Un trust domain (dominio fidato) è una struttura 
logica/amministrativa in cui vige una determinata politica di sicurezza. Un subject 
(soggetto) è il partecipante in un’operazione sicura, può essere quindi un utente, 
un processo o una risorsa. Le credentials (credenziali) sono quelle informazioni 
(password o certificato) usate per provare l’identità di un soggetto. Il processo 
tramite il quale si prova l’identità di un soggetto è chiamato autenticazione. 
In un sistema Grid un soggetto ha un nome globale identificato dalle sue 
credenziali. Poiché una Grid consiste di molti trust domain, in ciascuno dei quali 
ogni utente ha un nome locale, le decisioni sui controlli degli accessi vengono 
prese localmente (cioè entro il singolo trust domain) in base ai permessi associati 
al nome locale. Per questo è necessario un mapping che associ tutti i nomi locali 
assunti da un soggetto al suo unico nome globale, inoltre un soggetto autenticato 
globalmente e mappato in un soggetto locale è come se fosse stato autenticato 
localmente. 
Con il termine object (oggetto) si identifica una risorsa protetta dalla politica di 
sicurezza. Il processo tramite il quale si determina se un soggetto può usare un 
oggetto è detto autorizzazione.  
Per permettere un efficiente accesso dinamico alle risorse e per fare in modo che 
un processo possa creare un nuovo processo, occorre che un processo possa 
agire per conto di un utente e possa avere i diritti di un utente 
Per favorire la scalabilità i processi che eseguono per conto di uno stesso utente in 
uno stesso Trust Domain possono condividere uno stesso insieme di credenziali; 
in questo modo si evita di creare un insieme di credenziali per ogni processo. 
Un’ultima cosa da evidenziare è che le operazioni fra entità di due Trust Domain 
differenti richiedono autenticazione mutua. 
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4.3 Architettura Sicura per una Grid 
Analizziamo in questo paragrafo qual è l’insieme di soggetti e oggetti che sono 
sotto la giurisdizione della politica di sicurezza e quali sono i protocolli che 
governeranno l’interazione fra soggetti e oggetti. 
Dato che stiamo considerando un ambiente di calcolo, cioè un insieme di processi 
che lavorano per soddisfare ciò che ha richiesto l’utente, è chiaro che i soggetti 
saranno gli utenti e i processi eseguiti da e per conto degli utenti stessi, mentre gli 
oggettti saranno tutto l’insieme di risorse accessibili dai soggetti e quindi computer, 
reti etc… 
Un’elaborazione in ambiente Grid cresce e si restringe dinamicamente e quindi 
acquisisce e rilascia risorse dinamicamente. È impraticabile per l’utente che ha 
richiesto quest’elaborazione interagire direttamente con ogni risorsa perché il 
numero delle risorse può essere molto grande e perché l’elaborazione stessa può 
durare per molto tempo, quindi un utente deve poter lanciare l’esecuzione e poi 
non intervenire più. Proprio a questo pensano gli USER PROXY. Un user proxy è 
una sorta di processo manager di sessione che ha il permesso di agire per conto di 
un utente per un limitato periodo di tempo. E’ quindi un sostituto dell’utente e ha 
delle proprie credenziali. In questo modo si evita di avere sempre on-line l’utente e 
di avere sempre a disposizione le credenziali dell’utente stesso, rendendole quindi 
più sicure. 
C’è anche un’entità che rappresenta le risorse e serve soprattutto per interfacciare 
fra sicurezza locale e quella interdomini e questo è il RESOURCE PROXY che è 
quindi un agente usato per tradurre fra operazioni di sicurezza interdomini e 
meccanismi locali. 
Per descrivere l’architettura e i protocolli che la caratterizzano useremo la 
notazione di tabella 4-1: 
 




UP user proxy 
RP resource proxy 
Cx credenziali di un soggetto X 
Sigx(testo) ”testo” firmato univocamente dal soggetto X 
Tabella 4-1 Notazione utilizzata per la definizione dei protocolli 
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Facendo riferimento allo scenario realistico in cui un utente fa il login nel sistema 
Grid possiamo identificare  quattro protocolli fondamentali: l’utente può creare un 
User Proxy utilizzando il protocollo 1; l’UP può allocare risorse (e quindi creare 
processi) attraverso il protocollo 2; attraverso il protocollo 3 un processo può a sua 
volta allocare risorse addizionali e creare altri processi (il protocollo 2 e il protocollo 
3 sono quindi entrambi protocolli di resource allocation); il protocollo 4 può essere 
usato per definire un mapping fra utenti globali e locali. 
Passiamo quindi all’analisi dettegliata di questi quattro protocolli. 
 
4.3.1 Protocollo 1: Creazione di un User Proxy 
Questo protocollo viene utilizzato da un utente per creare un User Proxy. Il 
problema principale che questo protocollo deve affrontare è la natura delle 
credenziali date al UP e come l’UP può ottenerle. 
È una strategia sbagliata dare direttamente al proxy le credenziali dell’utente 
perché si metterebbero ad alto rischio le credenziali dell’utente e perché non si 
potrebbe limitare il tempo di vita dell’ UP. 
Si usano quindi delle credenziali temporanee Cup (che contengono quindi anche un 
intervallo di validità). Le Cup dovranno essere contrassegnate univocamente 
dall’utente, in pratica cioè dovranno essere firmate dall’utente con la propria chiave 
privata. 
Passi del protocollo: 
1. L’utente si autentica sul computer sul quale vuole creare l’UP, usando la forma 
di autenticazione necessaria per quel computer (rispetto delle politiche locali). 
2. L’utente crea le Cup usando le proprie credenziali Cu per firmare una stringa 
contenente lo user ID, un intervallo di validità per le Cup e le altre informazioni 
necessarie per l’autenticazione locale. 
Cup = Signu {user-id, host, start-time, end-time, auth-
info,…}. 
3. Un processo UP è creato e gli vengono assegnate le Cup. Sarà compito delle 
politiche di sicurezza locali proteggere le Cup. 
 
4.3.2 Protocollo 2: Allocazione di risorsa per un UP 
Il compito principale di un RP è lo scheduling della risorsa. Quindi un UP che vuole 
richiedere accesso alla risorsa deve prima determinare l’identità del RP di quella 
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risorsa e poi fare la richiesta di allocazione al RP. Se la richiesta ha successo la 
risorsa è allocata e se necessario viene creato un processo su di essa, per 
esempio può essere eseguito un programma richiesto dall’utente (possono esserci 
accessi a risorse che non richiedono la creazione di un processo ma le cose 
cambiano di poco). La richiesta può fallire se la risorsa non è disponibile, se 
l’utente non è riconosciuto oppure se l’utente non ha i diritti per usare la risorsa 
nella modalità richiesta. 
Quindi uno dei compiti del RP è quello di controllare l’autorizzazione. Questo 
controllo può essere fatto al momento dell’allocazione della risorsa o al momento 
della creazione del processo (nel protocollo che andremo a vedere le verifiche 
vengono effettuate al punto 3 cioè in fase di allocazione ma in alternativa possono 
essere ritardate fino alla creazione del processo). In entrambi i casi ci vuole un 
mapping delle credenziali (globali) dell’utente nel nome locale dell’utente stesso. 
Il protocollo prevede la creazioni di credenziali temporanee Cp per il nuovo 
processo. Le credenziali Cp servono al processo per autenticarsi senza un nuovo 
intervento dell’utente (single sign-on) e per identificare l’utente che lo ha creato. 
Una singola richiesta di allocazione di una risorsa può portare alla creazione di più 
processi. Per favorire la scalabilitá, a tutti i processi creati sulla stessa risorsa 
vengono assegnate le stesse credenziali. Le Cp sono fondamentali per il controllo 
della comunicazione fra processi. 
Vediamo i passi del protocollo: 
1. UP e RP si autenticano l’un con l’altro usando CUP e CRP . RP controlla anche 
che le CUP non abbiano terminato il loro intervallo di validità. 
2. L’UP si presenta al RP con una richiesta cifrata di questo tipo 
SigUP{allocation specification} 
3. Il RP controlla se l’utente che ha firmato le CUP è autorizzato dalla politica di 
sicurezza locale a fare ciò che l’UP richiede 
4. Se tutto è OK, il RP crea una tupla RESOURCE_CREDENTIALS contenente 
fra le altre cose il nome dell’utente e il nome della risorsa. 
5. Il RP passa RESOURCE_CREDENTIALS all’UP 
6. L’UP esamina RESOURCE_CREDENTIALS e se vuole approvarla firma la 
tupla creando CP= SigUP{ RESOURCE_CREDENTIALS }. 
7. L’UP passa in sicurezza CP al RP 
8. RP alloca la risorsa,crea nuovi processi e passa CP ai nuovi processi. Questa 
cosa è fattibile perché RP e i processi appartengono ad uno stesso Trust 
Domain. 
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4.3.3 Protocollo 3 Allocazione di una risorsa per un processo 
Questo protocollo come quello precedente è un protocollo di Resource Allocation. 
Quello che vediamo ora è una generalizzazione del caso precedente. L’allocazione 
di una risorsa da parte di un UP vista prima serve per iniziare il procedimento di 
calcolo. È molto comune il caso in cui l’allocazione di una risorsa avvenga da parte 
di un processo creato da una precedente allocazione. 
Vediamo i passi del protocollo in questo caso: 
1. Il processo e il suo UP si autenticano l’un con l’altro attraverso CP e CUP 
2. Il processo invia al proprio UP una richiesta firmata in questa forma 
SigP{“allocate”, allocation request parameters} 
3. Se L’UP decide che la richiesta è OK inizia una richiesta di allocazione di una 
risorsa ad un RP usando il protocollo 2  
4. Il nome del processo risultante è firmato dall’UP e ritornato al processo 
richiedente 
 
4.3.4 Protocollo 4: Mapping 
Un componente fondamentale della politica di sicurezza e dell’architettura 
risultante è l’esistenza di un corretto mapping fra un soggetto globale e il 
corrispondente soggetto locale. 
Per effettuare la conversione da un nome globale in uno locale si usa la MAPPING 
TABLE, che è una tabella mantenuta sul RP. 
Vediamo lo scenario in cui è l’utente che crea la mapping table, ma il protocollo è 
facilmente estendibile al caso in cui è un amministratore locale della risorsa a 
creare il mapping. 
L’idea che sta alla base di questo protocollo è che un utente deve avere 
credenziali per autenticarsi sia localmente sia globalmente. Una volta autenticato 
l’user deve stabilire il mapping fra locale e globale. Il mapping va fatto sul RP, 
perché è l’unico in grado di accettare sia le credenziali globali sia locali. 
Vediamo i passi del protocollo:  
1. UP si autentica con il RP. 
2. UP invia una richiesta al RP del tipo MAP_SUBJECT_UP firmata inserendo 
come argomenti sia il nome locale sia globale. 
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3. L’utente si logga alla risorsa usando i metodi di autorizzazione locale e avvia il 
processo di map registration. 
4. Il processo map registration invia una richiesta di MAP_SUBJECT_P al RP 
inserendo come argomenti sia il nome locale sia globale. 
5. Il RP attende richieste MAP_SUBJECT_UP e MAP_SUBJECT_P con 
argomenti corrispondenti 
6. RP si assicura che il processo di map registration appartenga proprio a quella 
risorsa. 
7. Quando il RP trova la corrispondenza invia un acknowledgement al UP e al 
processo map registration. 
8. Se invece non si trova un match entro un tempo chiamato MAP_TIMEOUT, RP 
elimina la richiesta pendente e invia l’acknoledgement all’entità in attesa. 
9. Se l’entità non riceve l’ACK entro il MAP_TIMEOUT capisce che la richiesta è 
fallita. 
 
Va osservato che il fatto che ci siano due richieste (MAP_SUBJET_P e 
MAP_SUBJECT_UP) assicura che un utente abbia sia le credenziali globali sia 
locali. 
Memorizzando il risultato del mapping protocol in un database locale alla risorsa si 
fa in modo che l’utente debba eseguire questo protocollo una volta soltanto. 
 
4.4 Considerazioni 
Questi protocolli visti ora (e quindi l’architettura corrispondente) sono quelli 
teorizzati fin dai primi anni degli studi sulle Griglie. In pratica lo standard de facto 
per l’infrastruttra di sicurezza in ambito Grid è quello realizzato dal progetto globus 
[4] e che verrà descritto nel capitolo 6. In essa ci sono delle differenze dettate dai 
limiti di quanto appena proposto. La differenza sostanziale è che in globus non 
esistono due processi chiamati Resource Proxy e User Proxy ma esiste il concetto 








5.1 Introduzione alle GSS-API  
GSS-API, come si può leggere in [16], è uno standard IETF [14] (definito negli 
RFC-2743 [18] e RFC-2744 [19]) che fornisce APIs per aggiungere autenticazione, 
segretezza, integrità e delega ad applicazioni generiche. 
Lo standard GSS-API permette ad un programmatore di scrivere applicazioni che 
sono generiche rispetto alla sicurezza. Non c’è quindi bisogno di legare la 
sicurezza a qualche piattaforma specifica, a qualche meccanismo di sicurezza, a 
qualche tipo di protezione o a qualche protocollo di trasporto. 
In generale quindi un programmatore che utilizza GSS-API potrebbe essere 
completamente all’oscuro del modo in cui vengono protetti i dati sulla rete, quindi la 
caratteristica principale delle GSS-API è la portabilità. 
Le GSS-API come si vede dalla figura 5-1 non forniscono servizi di sicurezza, ma 
sono un’interfaccia per usare qualsiasi meccanismo sottostante. 
 





5.2 Caratteristiche principali dello standard GSS-API 
Lo standard GSS-API prevede la creazione di un contesto sicuro nel quale i dati 
vengono scambiati dalle applicazioni. Si può pensare ad un contesto come ad uno 
stato di fiducia fra 2 applicazioni. 
Si possono applicare uno o più tipi di protezione, conosciuti come servizi di 
sicurezza per dati che saranno trasmessi attraverso il contesto. 
Vediamo quindi quali sono i servizi di sicurezza offerti dallo standard: 
• Autenticazione È il servizio base fornito da GSS-API. È la verifica dell’identità 
di un utente. Essere autenticato significa essere riconosciuti per colui che si 
sostiene di essere. 
• Integrità I dati inviati da un’applicazione ad un’altra non devono essere corrotti 
o modificati. GSS-API accoppia ai dati inviati un MIC (message integrity code) 
per provare che i dati ricevuti sono gli stessi di quelli inviati. 
• Segretezza Per alcune applicazione può essere un requisito importante che i 
dati non vengano letti se qualcuno li intercetta. Per questo GSS-API permette 
la crittografia. 
 
5.3 La portabilità di un applicazione scritta usando 
GSS-API 
Si è già accennato come la definizione dello standard sia stata fatta in modo da 
garantire la massima portabilità delle applicazioni scritte rispettando lo standard, 
infatti si possono individuare le seguenti caratteristiche delle GSS-API che 
favoriscono la portabilità: 
• Indipendenza dai meccanismi GSS-API fornisce un’interfaccia generica 
rispetto ai meccanismi usati, ad esempio se un’applicazione trasferisce le 
credenziali di un utente ad un server non deve sapere se queste credenziali 
sono in formato kerberos o altro e nemmeno in che modo le credenziali 
vengono memorizzate. 
• Indipendenza dai protocolli di trasporto. 
• Indipendenza dalla piattaforma GSS-API lavora con qualsiasi sistema 
operativo. 
• Indipendenza dalla qualità di protezione (QOP) GSS-API è indipendente 
dall’algoritmo usato per proteggere i dati. 
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Ci sono una serie di funzionalità che non sono definite dallo standard GSS-API 
principalmente perché potrebbero essere un limite alla portabilità: 
• Non vengono fornite le credenziali per un utente o un’applicazione. Ci deve 
pensare il meccanismo sottostante. 
• Non viene fatto il trasferimento dei dati fra le applicazioni. 
• Non si fa distinzione fra i tipi di dati trasmessi. 
• Non viene indicata la presenza di eventuali errori remoti. 
• Non viene fatta per default la protezione delle informazioni che si scambiano i 
processi di un sistema multiprocesso (che può essere richiesta 
esplicitamente).  
• Non vengono fornite l’allocazione e la deallocazione degli spazi per i dati GSS-
API. 
 
5.4 Tipi di dato 
In questo paragrafo analizzeremo brevemente come vengono gestiti i principali tipi 
di dato dallo standard, infatti lo standard lavora con dei formati interni e sono 
previste strutture e funzioni per gestire i dati stessi.  Gli interi sono dichiarati come 
OM_uint32 cioè interi unsigned a 32 bit. 
Per ciò che riguarda le stringhe, devono essere convertite prima di essere passate 
alle funzioni di GSS-API. Ci sono una struttura ed un puntatore fatti apposta per 
questo: 
 
typedef struct gss_buffer_desc_struct { 
     size_t     length; 
     void       *value; 
} gss_buffer_desc *gss_buffer_t; 
 
La struttura appena vista si usa anche per altri tipi di dati quali i token (vedi il 
paragrafo 5.5) 
 






input_msg_buffer.value = message_string; 
input_msg_buffer.length = 
strlen(input_msg_buffer.value) + 1; 
gss_generic_function(arg1, &input_msg_buffer, arg2...); 
gss_release_buffer(input_msg_buffer); 
 
Un tipo di dato interno molto importante è l’OIDs (OBJECT IDENTIFIERS) che è 
utilizzato per memorizzare i seguenti dati: meccanismi di sicurezza, QOP e tipi di 
nome: 
 
typedef struct gss_OID_desc_struct { 
        OM_uint32   length; 
        void        *elements; 
     } gss_OID_desc *gss_OID; 
 
I nomi di un principal sono memorizzati in oggetti gss_name_t che sono opachi 
all’applicazione. Principal è un utente, un programma o una macchina. Principal 
può essere sia un client sia un server. In pratica quindi principal è sinonimo di 
subject. 
Una struttura gss_name_t può contenere più versioni di uno stesso nome, 
questo per garantire il supporto a differenti meccanismi. 
Ci sono delle funzioni che lavorano sui nomi [vedi paragrafo A.2], quali la funzione 
gss_import_name() che converte i nomi da gss_buffer_t in 
gss_name_t e la funzione gss_display_name() che trasforma un nome 
interno in qualcosa di visualizzabile. 
 
5.5 Concetto di Token 
Quello che vediamo ora è un concetto fondamentale dello standard. Le 
applicazioni che usano GSS-API per comunicare si scambiano fra di loro dei token. 
I token sono dichiarati come gss_buffer_t e sono opachi alle applicazioni. 
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Possiamo distinguere fra varie tipologie di token: 
1. Context level tokens: si usano quando si stabilisce un contesto o quando si 
lavora sui contesti. 
2. Per message tokens: si usano dopo che il contesto è stato stabilito e servono 
per fornire servizi di protezione sui dati. Un per message token è un oggetto 
generato da GSS-API per un messaggio trasmesso all’interno di un contesto di 
sicurezza. 
3. Interprocess tokens: GSS-API prevede la possibilità di passare un contesto 
sicuro da un processo ad un altro all’interno di un’applicazione multiprocesso. 
La funzione gss_export_token()[18] crea un token interprocesso che 
fornisce informazioni al processo ricevente su come ricostruire il contesto. 
Spetta all’applicazione passare questi token (è buona norma criptarli attraverso 
gss_wrap()). 
Nello standard GSS-API non sono definite funzioni per: 
1. Inviare e ricevere token, lo sviluppatore dovrà quindi scrivere funzioni 
send_token() e receive_token(). 
2. Distinguere fra i tipi di token e manipolarli in maniera adeguata. Infatti dato che 
i token sono opachi un’applicazione non li può esaminare per distinguere il 
tipo. Ci sono vari modi per farlo: un primo modo potrebbe essere quello di 
basarsi sul flusso di controllo del programma, ad esempio prima di stabilire un 
contesto mi aspetterò un token context, dopo di che arriveranno token per 
message. Un secondo modo potrebbe essere quello di inviare insieme al token 
un flag che indica il tipo di token. Un terzo modo potrebbe essere quello di 
creare una struttura con due campi, il campo token e il campo tipo di token. 
 
5.6 Concetto di credenziali 
Una credenziale è una struttura dati che fornisce la prova (ad un’applicazione) 
dell’identità di un principal. Quindi un’applicazione utilizza le credenziali per 
stabilire l’identità globale di un principal. Si può pensare alle credenziali come ad 
un contrassegno d’identità di un principal che fornisce un insieme di informazioni 
che provano che una persona (o una macchina o un programma) è colui che dice 
di essere e, spesso, che privilegi ha. 
Non ci sono funzioni di GSS-API che forniscano le credenziali, che sono create dal 
meccanismo di sicurezza sottostante prima delle chiamate GSS-API. Il caso tipico 




Una credenziale GSS-API è valida per un singolo principal. Una singola 
credenziale può contenere più elementi per quel principal, ognuno creato da un 
meccanismo differente (vedi figura 5-2). Questo significa che una credenziale 
acquisita su una macchina sarà valida se trasferita su una macchina che ha come 
meccanismo uno riscontrabile fra le credenziali del principal. 
 
Figura 5-2 Struttura delle credenziali [16] 
Le funzioni GSS-API accedono alle credenziali attraverso la struttura 
gss_cred_id_t. Questa struttura è chiamata in gergo credential handle. Le 
credenziali sono opache ad un’applicazione, non occorre cioè conoscere le 
specifiche del formato di una data credenziale. 
Le credenziali si possono usare in tre modi, specificati nelle API per mezzo di tre 
costanti simboliche: 
• GSS_C_INITIATE identificano applicazioni che possono solo iniziare 
contesti. 
• GSS_C_ACCEPT identificano applicazioni che possono solo accettare 
contesti. 
• GSS_C_BOTH identificano applicazioni che possono sia iniziare sia accettare 
contesti. 
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5.6.1 Acquisizioni di credenziali 
Prima di stabilire un contesto sicuro sia il server sia il client devono acquisire le 
rispettive credenziali. Una volta acquisite, le credenziali possono essere usate 
finché non scadono. In quel caso, se servono, vanno riacquisite. Le credenziali del 
client e quelle del server possono avere tempo di vita differente. 
Le applicazioni che usano GSS-API possono acquisire le credenziali in due modi: 
1. usando la funzione gss_acquire_cred()[vedi A.3.1]. 
2. specificando credenziali di default (specificato dalla costante 
GSS_C_NO_CREDENTIAL) quando si stabilisce un contesto. 
 
5.6.2 Analisi di una credenziale 
C’è una funzione che permette di recuperare informazioni su una credenziale, la 
funzione gss_inquire_cred() [A.3.2]. Questa è utile soprattutto per chi 
utilizza credenziali di default invece di acquisire le credenziali esplicitamente 
chiamando gss_acquire_cred().  
Esiste anche una funzione gss_inquire_cred_by_mech() che permette di 
interrogare una credenziale in base ad uno specifico meccanismo di sicurezza; per 
maggiori informazioni su questa funzione si rimanda all’RFC-2743 [18]. 
 
5.7 Concetto di contesto sicuro 
Un’applicazione che usa lo standard GSS-API dopo aver acquisito le credenziali 
deve stabilire un contesto sicuro. Per farlo un lato (tipicamente il client) inizia il 
contesto e l’altro (tipicamente il server) lo accetta. 
Il contesto viene stabilito scambiandosi token di autenticazione. 
Il contesto è una coppia di strutture dati GSS-API che contengono le informazioni 
condivise fra le applicazioni dei due lati, queste informazioni descrivono lo stato di 
ogni applicazione in termini di sicurezza. 
Un contesto sicuro è necessario per attuare una protezione sui dati. 
L’inizializzazione del contesto richiede l’esecuzione di un protocollo di handshake, 
cioè uno scambio di token fra il client e il server. Il numero dei token (cioè di passi 
del protocollo) e il loro valore dipende dal meccanismo soggiacente e da eventuali 




Le due funzioni dello standard gss_init_sec_scontext() e 
gss_accept_sec_context() implementano una macchina a stati 
corrispondente al protocollo previsto dal meccanismo. In ciascuno stato si esamina 
il token di input (proveniente dalla controparte) e in base al suo contenuto si passa 
allo stato successivo e si produce il token di output da inviare alla controparte. 
 
5.7.1 Inizializzazione di un contesto sicuro 
È un’operazione che si effettua sul lato client dell’applicazione. Per inizializzare un 
contesto si deve usare la funzione gss_init_sec_context() [A.4.1]. Se 
tutto va bene questa funzione restituisce un context_handle per il contesto appena 
stabilito e un token context-level da inviare al server. 
Prima di effettuare la chiamata di gss_init_sec_context() il cliente deve: 
1. acquisire le credenziali (se necessario) con la funzione 
gss_acquire_cred(). Comunemente però il client non ha bisogno di 
invocare esplicitamente questa funzione perché l’implementazione di GSS-API 
trova le credenziali automaticamente. 
2. Importare il nome del server in un formato GSS-API con la funzione 
gss_import_name(). 
 
L’inizializzazione di un contesto viene fatta in un ciclo [vedi paragrafo 5.11] che è 
strutturato nel modo seguente: 
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context_handle = GSS_C_NO_CONTEXT 




     call gss_init_sec_context(cred_handle, 
                               context_handle, 
                               server_name, 
                               input_token,  
                               output_token, 
                               other args...) 
 
     if (there's an output token to send) 
          send the output token to the acceptor 
          release the output token 
 
     if (the context is not complete) 
          receive an input token from the acceptor 
 
     if (there's a GSS-API error) 
          delete the context 
 
until the context is complete 
Tipicamente un client passa i seguenti argomenti alla 
gss_init_sec_context(): 
• GSS_C_NO_CREDENTIAL all’argomento cred_handle, per indicare le 
credenziali di default. 
• GSS_C_NULL_OID all’argomento mech_type per indicare il meccanismo di 
default. 
• GSS_C_NO_CONTEXT all’argomento context_handle, per indicare un 
valore iniziale nullo per il contesto. Dato che gss_init_sec_context() 
viene usata in un ciclo, le chiamate seguenti passano all’argomento 
context_handle il valore restituito dalla precedente. 
• GSS_C_NO_BUFFER all’argomento input token, per indicare un token 
iniziale vuoto. In alternativa un’applicazione puó passare un puntatore a 




• Il nome del server precedentemente importato con la funzione 
gss_import_name(). 
 
L’applicazione che deve accettare il contesto può richiedere più handshake per 
stabilire il contesto stesso, questo perché potrebbe aver bisogno di altre 
informazioni dal client. Per questo la funzione che inizializza un contesto deve 
essere sempre all’interno di un ciclo che testa se il contesto è pienamente stabilito. 
Se il contesto non è pienamente stabilito gss_init_sec_context() 
restituisce come major_status_code GSS_C_CONTINUE_NEEDED. 
Il client invia al server le informazioni di contesto che sono nell’argomento 
output_token restituito da gss_init_sec_context(). Il client riceve 
informazioni dal server come input_token, che può essere quindi passato 
come un argomento a chiamate successive di gss_init_sec_context(). 
Se l’input_token ricevuto ha una lunghezza nulla, allora nessuno altro token di 
output è richiesto dal server. Quindi, oltre al controllo del risultato di 
gss_init_sec_context(), il loop deve controllare la lunghezza del token di 
input per vedere se un ulteriore token deve essere inviato al server (prima che il 
loop inizi, la lunghezza del token di input deve essere inizializzata a zero, e lo si 
può fare o impostando il token di immissione a GSS_C_NO_BUFFER o 
impostando il campo lunghezza della struttura a zero). 
 
5.7.2 Accettazione di un contesto sicuro 
È l’altra metà dell’operazione di stabilire un contesto, viene infatti fatta 
dall’applicazione che si trova sul server. Si fa tramite la funzione 
gss_accept_sec_context() [A.4.2]. 
La funzione gss_accept_sec_context() prende come ingresso un input 
token inviato dal client e restituisce un handle di contesto e un output token da 
inviare al client. 
Prima della chiamata gss_accept_sec_context(), il server deve acquisire 
le credenziali necessarie per il servizio richiesto dal cliente attraverso la funzione 
gss_acquire_cred(). 
Così come la funzione gss_init_sec_context(), anche questa va inserita in 
un ciclo: 
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context_handle = GSS_C_NO_CONTEXT 




     receive an input token from the initiator 
 
     call gss_accept_sec_context(context_handle, 
                                 cred_handle, 
                                 input_token, 
                                 output_token, 
                                 other args...) 
 
     if (there's an output token to send) 
          send the output token to the initiator 
          release the output token 
 
     if (there's a GSS-API error) 
          delete the context 
 
until the context is complete 
 
Vediamo i valori che possono essere passati come argomento alla funzione: 
• all’argomento cred_handle si può passare o l’handle delle credenziali 
restituito dalla funzione gss_acquire_cred() o il valore 
GSS_NO_CREDENTIAL se vogliamo utilizzare le credenziali di default. 
• all’argomento context_handle si può passare GSS_C_NO_CONTEXT 
per indicare che il contesto non è ancora stato stabilito. 
• all’argomento input_token si passa il token context ricevuto dal client. 
 
Stabilire un contesto di sicurezza può richiedere numerosi "handshake"; cioè, è 
possibile che il client e il server debbano scambiarsi più di una volta token di 
contesto prima che il contesto sia stabilito completamente. Perciò la chiamata della 
funzione gss_accept_sec_context() viene fatta in un ciclo che controlla se 
il contesto è stato stabilito completamente. Se non si è stabilito ancora il contesto, 




major_status_code GSS_C_CONTINUE_NEEDED. Il ciclo deve quindi 
utilizzare il valore restituito da gss_accept_sec_context() per capire se si 
deve continuare a ciclare. 
Le informazioni che il server deve inviare al client sono quelle contenute nell’output 
token restituito da gss_accept_sec_context(). Successivamente, il server 
può ricevere ulteriori informazioni dal client come input token, che va quindi 
passato come argomento alle chiamate successive di 
gss_accept_sec_context(). Quando gss_accept_sec_context() 
non ha nessuno altro token da inviare al client, restituisce un output token lungo 
zero. Quindi per vedere se il contesto è stabilito o meno, il ciclo oltre al controllo 
sul valore dell’output token di gss_accept_sec_context(), deve controllare 
anche la lunghezza dell’ output token stesso. Prima che il ciclo inizi, la lunghezza 
dell’ output token va inizializzata a zero, o con GSS_C_NO_BUFFER o mettendo il 
valore zero nel campo lunghezza della struttura.  
 
5.7.3 Servizi addizionali per un contesto 
La funzione gss_init_sec_context() permette a un'applicazione di 
richiedere servizi specifici di protezione dei dati. Questi servizi, discussi sotto, sono 
richiesti attraverso l'argomento req_flags. Dato che non tutti i meccanismi 
offrono tutti questi servizi, l'argomento ret_flags di 
gss_init_sec_context() indica quali servizi sono disponibili in un dato 
contesto. Allo stesso modo, il server può determinare quali servizi sono disponibili 
guardando il valore ret_flags restituito dalla funzione 
gss_accept_sec_context(). I servizi aggiuntivi sono spiegati nelle 
seguenti sezioni. 
 
5.7.3.1 Integrità e segretezza dei messaggi 
Quando si stabilisce un contesto, sono restituiti due flag per indicare quali servizi di 
sicurezza per i messaggi trasmessi sono disponibili sul contesto stesso: 
1. GSS_C_INTEG_FLAG indica se il servizio di integrità è disponibile, assicura 
quindi che il servizio di integrità è applicato ai messaggi del contesto 
2. GSS_C_CONF_FLAG indica se il servizio di segretezza è disponibile, assicura 
quindi che il servizio di segretezza è applicato ai messaggi del contesto. 
Questo flag non è mai restituito TRUE se il flag GSS_C_INTEG_FLAG è 
restituito FALSE. 





Un client può chiedere che il server agisca come proxy, in questo caso il server 
può stabilire ulteriori contesti per conto del client. 
 
Figura 5-3 Delega delle credenziali [16] 
 
Se è consentito delegare le credenziali, l’AND bit a bit fra ret_flags e 
GSS_C_DELEG_FLAG sarà TRUE; il server riceve le credenziali delegate 
attraverso l'argomento delegated_cred_handle di 
gss_accept_sec_context(). Delegare una credenziale non è la stessa 
cosa di esportare un contesto [5.7.4].  
 
5.7.3.3 Mutua Autenticazione 
Ci sono casi in cui sia il client che il server devono provare le loro identità l’un con 
l’altro.  
Un client può richiedere l’autenticazione mutua impostando l'argomento 
req_flags di gss_init_sec_context() al valore 
GSS_C_MUTUAL_FLAG. Se l'autenticazione mutua è stata autorizzata, la 
funzione indica l’autorizzazione impostando l'argomento ret_flags allo stesso 
valore. Se l'autenticazione reciproca è richiesta ma non è disponibile, il contesto 
non sarà terminato. Alcuni meccanismi eseguiranno autenticazione mutua 





5.7.3.4 Gestione di dati fuori sequenza e/o replicati 
Di solito un client trasmette pacchetti dati al server in un determinato ordine. 
Questo servizio permette al server di controllare se i pacchetti arrivano nell'ordine 
giusto e se arrivano senza duplicazione. Il server controlla queste due condizioni 
quando verifica la validità di un pacchetto.  
Per chiedere che queste due condizioni siano controllate, il client deve mettere 
nell’argomento req_flags della funzione gss_init_sec_context() l’OR 
bit a bit di GSS_C_REPLAY_FLAG e GSS_C_SEQUENCE_FLAG. 
 
5.7.3.5 Anonimato 
Nell'utilizzo normale del GSS-API, l'identità del client è conosciuta dal server dopo 
l’istituzione di contesto. Tuttavia, i client possono richiedere di rimanere anonimi. 
Per farlo, devono impostare l'argomento req_flags di 
gss_init_sec_context() a GSS_C_ANON_FLAG; per controllare se è 
disponibile l'anonimato, occorre invece controllare l'argomento ret_flags di 
gss_init_sec_context() o di gss_accept_sec_context(). 
 
5.7.3.6 Channel bindings 
In alcuni casi sono utili i channel bindings che sono tag che identificano il 
particolare canale su cui i dati vengono scambiati, cioè identificano l'origine e la 
destinazione del contesto. 
I channel bindings si usano tramite il tipo di dati gss_channel_bindings_t, 
che è un puntatore a una struttura gss_channel_bindings_struct. Si 
consiglia di fare riferimento a [18] per maggiori dettagli. 
 
5.7.4 Trasferimento di contesto 
Le due routine gss_export_sec_context() e 
gss_import_sec_context() consentono di trasferire un contesto di 
scurezza fra processi di una stessa macchina. L’uso più comune di questa 
funzionalità si ha quando in un’architettura client-server il server è implementato 
come un unico processo che può accettare contesti di sicurezza e crea nuovi 
processi figli per gestire i dati che si traferiscono lungo il contesto. È chiaro che i 
processi figli devono aver accesso alla struttura dati che descrive il contesto di 
sicurezza, per esempio per usare informazioni criptate. 
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Come si può leggere in [18] la funzione gss_export_sec_context()crea un 
token interprocess che contiene informazioni sul contesto esportato. L'applicazione 
quindi passa il token al processo figlio, che lo accetta e lo passa a 
gss_import_sec_context(). Le stesse funzioni utilizzate per passare 
token fra applicazioni possono essere utilizzate per passarli anche fra processi 
(figura 5-4). 
Dato che può esistere solo un’istanza alla volta di un contesto di sicurezza, la 
funzione gss_export_sec_context() disattiva il contesto esportato e 
imposta il suo handle di contesto a GSS_C_NO_CONTEXT e rilascia anche tutte 
le risorse associate a quel contesto. Nel caso che l'esportazione di contesto non 
possa essere completata, gss_export_sec_context() non restituisce un 
token interprocess, ma lascia il contesto di sicurezza esistente invariato. Non tutti i 
meccanismi consentono di esportare contesti. Un'applicazione può determinare se 
un contesto può essere esportato controllando l'argomento ret_flags della 
funzione gss_accept_sec_context() o della funzione 
gss_init_sec_context(). Se questo indicatore è impostato a 





Figura 5-4 Trasferimento di contesto [16] 
 
5.7.5 Informazioni di un contesto 
Il GSS-API fornisce una funzione, gss_inquire_context() [18], che ottiene 
informazioni su un dato contesto di sicurezza (anche incompleto). Dato un handle 
di contesto, gss_inquire_context() fornisce le seguenti informazioni:  
• Il nome del client.  
• Il nome del server.  
• Il numero di secondi per cui il contesto rimarrà valido.  
• Il meccanismo sicurezza utilizzata nel  contesto.  
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• Indicatori context-parameter: 
o GSS_C_DELEGATE_FLAG serve per chiedere che sia permesso 
delegare le credenziali utente. 
o GSS_C_MUTUAL_FLAG serve per chiedere la mutua autenticazione. 
o GSS_C_REPLAY_FLAG serve per chiedere di controllare eventuali 
ripetizioni di messaggi. 
o GSS_C_SEQUENCE_FLAG serve per chiedere di controllare eventuali 
messaggi fuori sequenza. 
o GSS_C_CONF_FLAG chiede la possibilità di trasmettere messaggi 
confidenziali, cioè criptati. 
o GSS_C_INTEG_FLAG chiede l’integrità dei messaggi trasmessi (ai 
messaggi verrà associato un MIC). 
o GSS_C_ANON_FLAG chiede che l’initiator rimanga anonimo. 
o GSS_C_TRANS_FLAG indica se il contesto puó essere esportato. 
o GSS_C_PROT_READY_FLAG indica che eventuali servizi di protezione 
sono già disponibili anche se il contesto non è ancora stabilito. 
 
5.8 Protezione dei dati 
Dopo che un contesto è stato stabilito tra un client e un server, i messaggi possono 
essere protetti. Se ci si limita a stabilire un contesto e quindi inviare un messaggio, 
l’unico servizio di sicurezza che si sta utilizzando è l’autenticazione, in questo 
modo il destinatario ha la certezza dell’identità del mittente. 
A seconda del meccanismo di sicurezza sottostante che viene utilizzato, il GSS-
API fornisce altri due livelli di protezione:  
1. Integrità: al messaggio è associato un “Codice di Integrità di Messaggio” (MIC) 
il quale può essere controllato dal destinatario per assicurarsi che il messaggio 
sia lo stesso di quello inviato. La funzione GSS-API che serve per questo 
scopo è gss_get_mic(). 
2. Riservatezza: oltre alla creazione di un MIC, il messaggio viene anche 






Le applicazioni che si basano sullo standard GSS-API possono utilizzare la 
funzione gss_get_mic()[A.5.1] per aggiungere un MIC crittografico a un 
messaggio; il destinatario può controllare questo MIC per vedere se il messaggio 
ricevuto è lo stesso di quello che è stato spedito chiamando 
gss_verify_mic()[A.5.5]. 
Va osservato che la funzione gss_get_mic() produce un MIC separato dal 
messaggio (al contrario di gss_wrap(), che li impacchetta). L’applicazione che 
invia il messaggio deve inviare sia il messaggio che il suo MIC. Inoltre 
l'applicazione ricevente deve essere in grado di ricevere e distinguere il messaggio 
e il MIC. Si può gestire questa cosa in vari modi, ad esempio: 
 
1. Attraverso il controllo sul flusso del programma: l'applicazione destinataria 
potrebbe sapere di dover chiamare la funzione ricevente due volte, una volta 
per ottenere un messaggio, una volta per ottenere il MIC del messaggio.  
2. Attraverso flag. Le funzioni possono segnalare se portano MIC o messaggi. 
3. Attraverso strutture definite dall'utente.  
 
5.8.2 Segretezza 
I messaggi possono anche essere crittografati utilizzando la funzione 
gss_wrap(). Come gss_get_mic(), gss_wrap() [A.5.2] fornisce un MIC e 
in più crittografa anche il messaggio. Il destinatario del messaggio lo decripta con 
gss_unwrap() [A.5.4].  
A differenza di gss_get_mic(), gss_wrap()crea un messaggio unico 
composto dal MIC e dall’informazione da inviare, cosicché la funzione che li 
trasmette fa la chiamata solo una volta. La funzione gss_unwrap() estrarrà il 
messaggio (il MIC non è visibile all'applicazione). 
Utilizzando la funzione gss_wrap() bisogna prestare attenzione a questo 
problema: applicare ad un messaggio la funzione gss_wrap() aumenta la sua 
dimensione. Dato che il messaggio che si invia non deve superare la dimensione 
massima consentita dal protocollo di comunicazione, lo standard GSS-API prevede 
la funzione gss_wrap_size_limit() [A.5.3], che calcola la dimensione 
massima di un messaggio che una volta crittografato non superi la dimensione 
massima consentita. L'applicazione deve dividere in blocchi i messaggi che 
superano questa dimensione prima di chiamare gss_wrap().  
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L'aumento della dimensione di un messaggio crittografato dipende da due cose:  
1. Quale QOP (qualità di protezione), cioè quale algoritmo è utilizzato per fare la 
trasformazione. Poiché il QOP di default può variare da un'implementazione 
del GSS-API ad un'altra, un messaggio crittografato può variare in dimensione 
anche se si specifica il QOP di default. 
2. L’uso del servizio di integrità che è implicito nel servizio di riservatezza. Infatti, 
gss_wrap() aumenta la dimensione di un messaggio, perché inserisce un 
MIC nel messaggio da trasmettere. 
 
5.8.3 Verifica dei messaggi ricevuti 
Una volta che è stato ricevuto, un messaggio crittografato deve essere decriptato 
utilizzando la funzione gss_unwrap() [A.5.4]. La funzione gss_unwrap() 
verifica automaticamente il messaggio e il MIC. Se il mittente non ha crittografato il 
messaggio ma ha utilizzato gss_get_mic() per produrre un MIC, il messaggio 
ricevuto va verificato con gss_verify_mic()[A.5.5]. In questo ultimo caso 
l’applicazione destinataria deve ricevere sia il messaggio che il suo MIC. 
 
5.9 Conferma di trasmissione  
Alcune applicazioni possono avere l’esigenza di avere una conferma della 
trasmissione dei dati. Si può procedere nel modo seguente: dopo che il 
destinatario ha decriptato o ha verificato il MIC del messaggio trasmesso, ha la 
possibilità di inviare un MIC di conferma al mittente. Se il messaggio non è stato 
crittografato dal mittente, ma solo identificato con un MIC utilizzando la funzione 
gss_get_mic(), il processo completo è (vedi figura 5-5) il seguente: 
1. il client etichetta il messaggio con gss_get_mic().  
2. il client invia il messaggio e il MIC al server.  
3. il server verifica il messaggio con gss_verify_mic().  
4. il server invia il MIC di ritorno al client. 






Figura 5-5 Conferma di trasmissione con uso del solo servizio di integrità [16] 
 
Nel caso in cui il mittente abbia invece crittografato il messaggio utilizzando la 
funzione gss_wrap(), la funzione gss_unwrap() non produce mai un 
MIC separato, cosicché il destinatario deve rintracciarlo nel messaggio che ha 
ricevuto. Il processo, illustrato nella figura 5-6, è:  
1. Il client crittografa il messaggio con gss_wrap() 
2. Il client invia il messaggio.  
3. Il server decifra il messaggio con gss_unwrap().  
4. Il server chiama gss_get_mic() per produrre un MIC per il messaggio 
decriptato.  
5. Il server invia il MIC derivato al client.  
6. Il client confronta il MIC ricevuto con il messaggio originale con 
gss_verify_mic(). 
 




Figura 5-6 Conferma di trasmissione con uso del servizio di segretezza [16] 
 
5.10 Cancellazione di contesto e deallocazione dei dati  
Dopo che tutti i messaggi sono stati inviati e sono stati ricevuti, il server e il client 
devono chiamare gss_delete_sec_context()[A.4.3] per distruggere il 
contesto condiviso. La funzione gss_delete_sec_context() cancella le 
strutture dati locali associate al contesto. 
È buona norma che le applicazioni si assicurino di rilasciare tutti gli spazi di 
memoria che hanno allocato per i dati GSS-API. Le funzioni che si usano sono 
gss_release_buffer(), gss_release_cred(), 
gss_release_name() e gss_release_oid_set(). Si consiglia di far 





5.11 Struttura di un programma GSS-API 
Questo paragrafo descrive come si può strutturare un programma che utilizza lo 
standard GSS-API. Lo scopo non è quello di fornire un’applicazione funzionante 
ma di mettere in evidenza alcuni aspetti implementativi. 
Chiaramente è previsto un lato server e un lato client. 
I passi base da fare usando GSS-API (figura 5-7) sono: 
1. Entrambe le applicazioni (mittente e destinataria) devono acquisire le 
credenziali esplicitamente o automaticamente. 
2. Il mittente inizia un contesto sicuro e il destinatario lo accetta. 
3. Il mittente applica una protezione ai messaggi che vuole trasmettere. Questo 
significa o criptare il messaggio o marcarlo con un MIC. Il client trasmette il 
messaggio protetto. 
Da notare che Il client potrebbe decidere di non applicare alcuna protezione. In 
questo caso si usa solo la protezione base garantita da GSS-API che è quella 
dell’autenticazione. Cioè il destinatario è sicuro di chi è il mittente. 
4. Il destinatario decripta (se necessario) il messaggio e lo verifica. 
5. (OPZIONALE) Il server invia un tag di identificazione di ritorno per la conferma 
al client. 
6. Entrambe le applicazioni (mittente e destinataria) distruggono il contesto di 
sicurezza condiviso ed eventualmente deallocano lo spazio utilizzato dai dati 
delle GSS-API. 
 




Figura 5-7 Struttura programma GSS-API [16] 
 
5.11.1 Analisi del lato client 
Supponiamo di avere sul lato cliente di un'applicazione eseguibile da linea di 
comando basata su GSS-API. Essenzialmente l’applicazione deve fare le seguenti 
operazioni: 
1. Analizzare gli argomenti della linea di comando. 
2. Creare un OID (Object Identifier) per un eventuale meccanismo di sicurezza 
specificato nella linea di comando. 
3. Aprire una connessione con il server. 
4. Stabilire un contesto di sicurezza. 
5. Applicare la funzione wrap al messaggio e inviare il messaggio. 





Vediamo allora una per una le cose da fare: 
 
1.Analizzare gli argomenti della linea di comando 
I vari argomenti di una linea di comando che chiama l’applicazione lato client 
potrebbero essere: il numero di porta per creare la connessione con la macchina 
remota, un flag per specificare se delegare le credenziali al server, il tipo di 
meccanismo di sicurezza che si vuole usare (ad esempio kerberos o X.509), il 
nome (ftp, telnet login) del servizio richiesto e la stringa da inviare al server. 
 
2.Creare un OID per un eventuale meccanismo di sicurezza specificato nella linea 
di comando 
Come regola generale le applicazioni che usano lo standard GSS-API non 
dovrebbero specificare però un particolare meccanismo di sicurezza, ma usare il 
meccanismo di default stabilito dall'implementazione dello standard, ad esempio 
vedremo che l’implementazione globus utilizza i certificati X.509. 
 
3.Aprire una connessione con il server  
Si realizza tramite funzioni che non appartengono allo standard GSS-API (ad 
esempio i socket) e quindi non vengono analizzate in dettaglio in questa 
documento. 
 
4.Stabilire un contesto di sicurezza 
Si usa la funzione gss_init_sec_context(); questa funzione, come del 
resto la maggior parte delle funzioni dello standard, usa nomi in formato interno 
allo standard GSS-API e quindi potrebbe essere necessaria una chiamata 
preliminare alla funzione gss_import_name(). Una volta fatto questo si può 
passare a stabilire il contesto. Posso descrivere il ciclo da effettuare con il 
seguente pseudocodice: 
 




     gss_init_sec_context() 
     if no context was created exit with error; 
     if the status is neither "complete" nor "in 
                                          process" 
        release the service namespace and exit with  
                                                error; 
 
     if there's a token to send to the server (= if  
                                 its size is nonzero) 
        send it; 
 
      if sending it fails, 
         release the token and exit with error; 
         release the namespace for the token we've  
                                          just sent; 
 
     if we're not done setting up the context 
         receive a token from the server; 
 
} while the context is not complete 
Il codice rielaborato dall’esempio rintraciabile in [16] che realizza il ciclo è: 
/*Perform the context-establishement loop. 
On each pass through the loop, token_ptr points to the 
token to send to the server (or GSS_C_NO_BUFFER on the 
first pass). Every generated token is stored in 
send_tok which is then transmitted to the server; every 
received token is stored in recv_tok, which token_ptr 
is then set to, to be processed by the next call to 
gss_init_sec_context. GSS-API guarantees that 
send_tok's length will be non-zero if and only if the 
server is expecting another token from us, and that 
gss_init_sec_context returns GSS_S_CONTINUE_NEEDED if 
and only if the server has another token to send us.*/ 
 
     token_ptr = GSS_C_NO_BUFFER; 





     do { 
          major_status =  
              gss_init_sec_context(&minor_status, 
                                   GSS_C_NO_CREDENTIAL, 
                                   context_handle, 
                                   target_name, 
                                   mech_type, 
                                   GSS_C_MUTUAL_FLAG |  
                                   GSS_C_REPLAY_FLAG | 
                                   deleg_flag, 
                                   0, 
                                   NULL, /* no channel  
                                            bindings */ 
                                  token_ptr, 
                                  NULL, /* ignore mech  
                                           type */ 
                                  &send_tok, 
                                  ret_flags, 
                                  NULL); /* ignore  
                                            time_rec */ 
          if (context_handle == NULL){ 
               printf("Cannot create context\n"); 
               return GSS_S_NO_CONTEXT; 
          } 
 
          if (token_ptr != GSS_C_NO_BUFFER) 
               gss_release_buffer(&minor_status,  
                                            &recv_tok); 
 
          if (major_status!=GSS_S_COMPLETE && 
              major_status!=GSS_S_CONTINUE_NEEDED) { 
                       display_status("initializing 
                                              context",  
                                       major_status,  
                                       minor_status); 
                       gss_release_name(&minor_status, 
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                                        &target_name); 
                       return -1; 
          } 
  
          if (send_tok.length != 0) { 
               fprintf(stdout, "Sending  
                       init_sec_context token  
                      (size=%ld)...",send_tok.length); 
                
               if (send_token(s, &send_tok) < 0) {  
                                       //s is a socket 
                     gss_release_buffer(&minor_status, 
                                        &send_tok); 
                     gss_release_name(&minor_status, 
                                      &target_name); 
                     return -1; 
                } 
      } 
      gss_release_buffer(&minor_status, &send_tok); 
 
      if (major_status == GSS_S_CONTINUE_NEEDED) { 
           fprintf(stdout, "continue needed..."); 
           if (recv_token(s, &recv_tok) < 0)  
                    gss_release_name(&minor_status, 
                                     &target_name); 
                    return -1; 
            } 
            token_ptr = &recv_tok; 
       } 
       printf("\n"); 
  } while (major_status == GSS_S_CONTINUE_NEEDED); 
Analizziamo le parti più significative di questo ciclo 
Fuori dal ciclo occorre inizializzare il contesto a NULL: 
*context_handle = GSS_C_NO_CONTEXT;  
La stessa cosa si fa per il token che riceveremo dal server: 




Si entra poi nel loop. Il loop testa due cose: lo status restituito da 
gss_init_sec_context() e la lunghezza del token da inviare al server 
(token generato dalla funzione gss_init_sec_context()). Se la lunghezza 
del token è zero, allora il server non sta aspettando nessun altro token dal client.  
Il codice prosegue in questo modo: 
do { 
   major_status = gss_init_sec_context(&minor_status, 
                           GSS_C_NO_CREDENTIAL, 
                           context_handle, 
                           target_name 
                           mech_type 
                           GSS_C_MUTUAL_FLAG |  
                              GSS_C_REPLAY_FLAG | 
                              deleg_flag, 
                           0, 
                           NULL, 
                           token_ptr, 
                           NULL,  
                           &send_tok, 
                           ret_flags, 
                           NULL); 
 
   if (context_handle == NULL){ 
               printf("Cannot create context\n"); 
               return GSS_S_NO_CONTEXT; 
          } 
 
   if (token_ptr != GSS_C_NO_BUFFER) 
               gss_release_buffer(&minor_status, 
                                  &recv_tok); 
 
   if (major_status!=GSS_S_COMPLETE && 
       major_status!=GSS_S_CONTINUE_NEEDED) { 
               display_status("initializing context",  
                               major_status,  
                               minor_status); 
               gss_release_name(&minor_status,  
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                                &target_name); 
               return -1; 
   } 
Il ciclo continua testando l’esistenza di un contesto (ma non necessariamente uno 
completato) e testando che gss_init_sec_context() restituisca uno status 
valido. Occorre controllare anche se gss_init_sec_context() ha creato un 
token da inviare al server. Il token non viene creato se il server ha indicato che non 
necessita di altre informazioni. Se un token è stato creato va inviato al server. Nel 
caso in cui l'invio fallisce si rilascia la memoria occupata e si esce. Da notare che si 
testa la presenza di un token da inviare guardando la lunghezza del token stesso: 
     if (send_tok_length != 0) { 
               if (send_token(s, &send_tok) < 0) { 
                    gss_release_buffer(&minor_status, 
                                       &send_tok); 
          gss_release_name(&minor_status,&target_name); 
          return -1; 
      } 
  } 
A questo punto se non ci sono altri token da inviare, 
gss_init_sec_context() restituisce GSS_S_COMPLETE. Quindi se 
gss_init_sec_context() non ha restituito questo valore l'applicazione sa 
che c'è un altro token da ricevere. Se la ricezione fallisce si esce 
     if (major_status == GSS_S_CONTINUE_NEEDED)  
               if (recv_token(s, &recv_tok) < 0) { 
                       gss_release_name(&minor_status, 
                                        &target_name); 
                       return -1;} 
} while (major_status == GSS_S_CONTINUE_NEEDED); 
Da notare che l'applicazione cliente non ha bisogno di acquisire le credenziali 
prima di inizializzare un contesto. Sul lato client la gestione delle credenziali viene 
fatta in maniera trasparente dallo standard GSS-API. Cioè GSS-API sa come 
recuperare le credenziali per quel principal in base al meccanismo specificato. E 
questo spiega perché nel codice appena visto alla funzione 
gss_init_sec_context() si passa una credenziale di default. 
Altra cosa da notare è che send_token() e recv_token() sono funzioni 




ci sono funzioni dello standard GSS-API che prevedono l'invio e la ricezione di 
token ma è compito dell'applicazione chiamante inviare e ricevere i token generate 
dalle funzioni dello standard. 
 
5.Applicare la funzione wrap al messaggio e inviare il messaggio 
 
Supponiamo di dover inviare al server la stringa msg. Per prima cosa occorre 
preparare il buffer da inviare nel modo seguente: 
in_buf.value = msg; 
in_buf.length = strlen(msg) + 1; 
Si può ora applicare la funzione wrap:  
major_status = gss_wrap(&minor_status, 
                        context_handle, 
                        conf_req_flag, 
                        GSS_C_QOP_DEFAULT, 
                        &in_buf, &state, &out_buf); 
 
if (major_status != GSS_S_COMPLETE) { 
          display_status("wrapping message", 
                          major_status, 
                          minor_status); 
          close(s); 
          gss_delete_sec_context(&minor_status,  
                                 &context_handle, 
                                 GSS_C_NO_BUFFER); 
          return -1; 
     } else if (! state) { 
          fprintf(stderr, "Warning!  Message not  
                                     encrypted.\n"); 
     } 
In questo modo il messaggio memorizzato in_buf puó essere inviato al server 
.La funzione gss_wrap() cripta il messaggio e lo mette in out_buf. 
Il client invia il messaggio crittografato utilizzando la funzione send_token() 
che è la stessa già vista che si usa per stabilire il contesto:  
send_token(s, &outbuf) 




6.Verificare che il messaggio sia stato ricevuto correttamente dal server 
Il cliente deve alla fine verificare che il messaggio che ha inviato sia stato ricevuto 
correttamente. Per fare questo si utilizza il MIC che il server invia per ogni 
messaggio ricevuto. Quindi il cliente deve ricevere il MIC tramite la funzione 
recv_token() e poi utilizzare la funzione gss_verify_mic() per verificare 
il MIC stesso: 
 
major_status = gss_verify_mic(&minor_status, 
                              context_handle, &in_buf, 
                              &out_buf, &qop_state); 
 
if (major_status != GSS_S_COMPLETE) { 
      display_status("verifying signature", 
                       major_status, minor_status); 
      close(s); 
      gss_delete_sec_context(&minor_status, 
                             &context_handle, 
                             GSS_C_NO_BUFFER); 
      return -1; 
   } 
 
La funzione gss_verify_mic() confronta il MIC ricevuto dal server con quello 
prodotto dal messaggio originario non crittografato. Se i due MIC coincidono allora 
il messaggio è verificato. 
 
5.11.2 Analisi del lato server 
Il lato server di un'applicazione basata su GSS-API deve essenzialmente fare le 
seguenti operazioni: 
1. Analizzare gli argomenti della linea di comando. 
2. Creare un OID (Object Identifier)per un eventuale meccanismo di sicurezza 
specificato nella linea di comando. 
3. Acquisire le credenziali. 




5. Ricevere i messaggi che gli arrivano dal client. 
6. Inviare un MIC al client. 
 
Vediamo allora una per una le cose da fare: 
1.Analizzare gli argomenti della linea di comando 
I vari argomenti che potrebbero essere utili sono: il numero di porta su cui stare in 
ascolto, il tipo di meccanismo di sicurezza che si vuole usare (ad esempio 
kerberos o X.509), il nome (ftp, telnet login) del servizio offerto  
 
2.Creare un OID per un eventuale meccanismo di sicurezza specificato nella linea 
di comando 
Come regola generale le applicazioni che usano lo standard GSS-API non 
dovrebbero specificare però un particolare meccanismo di sicurezza, ma usare il 
meccanismo di default stabilito dall'implementazione dello standard. 
 
3.Acquisire le credenziali 
Così come il lato cliente, nemmeno l'applicazione lato server crea delle credenziali. 
Infatti le credenziali sono create dal meccanismo di sicurezza sottostante. Il server 
però al contrario del client deve acquisire le proprie credenziali esplicitamente. 
Alcuni clienti devono anch’essi acquisire le credenziali esplicitamente e lo fanno 
nello stesso modo che ora vediamo per il server. Ma generalmente l’acquisizione 
delle credenziali per il client avviene all’atto del login e poi ci pensa 
l’implementazione di GSS-API a procurarsele automaticamente. 
Come visto in precedenza la funzione per acquisire le credenziali è la funzione 
gss_acquire_cred(). Prima di chiamarla occorre però fare due cose. Come 
già detto se la struttura che contiene le credenziali contiene un campo per ogni 
meccanismo supportato, la funzione restituisce le credenziali per tutti questi 
meccanismi. Quindi la prima cosa da fare è assicurarsi che l’insieme dei 
meccanismi passati alla funzione gss_acquire_cred() contenga tutti quelli 
specificati a linea di comando. Un modo per farlo è il seguente: 
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if (mechOid != GSS_C_NULL_OID) { 
     desiredMechs = &mechOidSet; 
     mechOidSet.count = 1; 
     mechOidSet.elements = mechOid; 
} else 
     desiredMechs = GSS_C_NULL_OID_SET;  
/* GSS_C_NULL_OID_SET indica l’uso del meccanismo di 
default*/ 
Fatto questo occorre preparare il nome del server che passeremo alla funzione 
gss_acquire_cred() nel formato GSS-API, e possiamo procedere in questo 
modo: 
name_buf.value = service_name; 
     name_buf.length = strlen(name_buf.value) + 1; 
     major_status = gss_import_name(&minor_status,  
                                    &name_buf, 
                                    (gss_OID)  
                           GSS_C_NT_HOSTBASED_SERVICE, 
                                    &server_name); 
 
     if (major_status != GSS_S_COMPLETE) { 
          display_status("importing name",  
                          major_status,minor_status); 
 
          if (mechOid != GSS_C_NO_OID) 
                gss_release_oid(&minor_status,  
                                             &mechOid); 
          return -1; 
     } 
Si può quindi chiamare la funzione gss_acquire_cred(): 
major_status = gss_acquire_cred(&minor_status,  
                                 server_name, 0, 
                                 desiredMechs,  
                                 GSS_C_ACCEPT, 
                                 server_creds, NULL, 





4.Accettare un contesto di sicurezza 
L’operazione successiva all’acquisizione delle credenziali è l’accettare il contesto 
che un’applicazione lato client ha chiesto di inzializzare. 
Come detto per il lato client l’operazione di stabilimento di contesto può richiedere 
lo scambio di più di un token è per questo che l’operazione di accettare un 
contesto (così come quella di stabilimento) viene effettuata in un ciclo, il cui codice 
potrebbe essere il seguente: 
 
*context_handle = GSS_C_NO_CONTEXT; 
 
do { 
     if (recv_token(s, &recv_tok) < 0) 
          return -1; 
 
     major_status = 
          gss_accept_sec_context(&minor_status, 
                                 context_handle, 
                                 server_creds, 
                                 &recv_tok, 
                             GSS_C_NO_CHANNEL_BINDINGS, 
                                 &client, 
                                 &mech_type, 
                                 &send_tok, 
                                 ret_flags, 
                                 NULL, /* ignore  
                                          time_rec */ 
                                 NULL); // ignore  
                                       del_cred_handle 
 
     if (major_status!=GSS_S_COMPLETE &&  
         major_status!=GSS_S_CONTINUE_NEEDED) { 
                  display_status("accepting context",  
                                  major_status, 
                                  min_stat); 
          gss_release_buffer(&minor_status, &recv_tok); 
          return -1; 
     }




     gss_release_buffer(&minor_status, &recv_tok); 
           
     if (send_token(s, &send_tok) < 0) { 
               fprintf("failure sending token\n"); 
               return -1; 
          } 
 
     gss_release_buffer(&minor_status, &send_tok); 
     } 
} while (major_status == GSS_S_CONTINUE_NEEDED); 
Il ciclo inizia ricercando un token che il client ci ha inviato, cosa che possiamo fare 
tramite una funzione recv_token(): 
do { 
    if (recv_token(s, &recv_tok) < 0) 
               return -1; 
Ricordiamo che la funzione recv_token() non è definita nello standard GSS-
API ma è compito del programmatore scriverla. 
Dopo la ricezione del token il ciclo continua con la chiamata alla funzione che 
accetta il contesto: 
major_status = gss_accept_sec_context(&minor_status, 
                                  context_handle, 
                                  server_creds, 
                                  &recv_tok, 
                             GSS_C_NO_CHANNEL_BINDINGS, 
                                  &client, 
                                  &mech_type, 
                                  &send_tok, 
                                  ret_flags, 
                                  NULL, 
                                  NULL); 
Ricordando che la funzione gss_accept_context() restituisce un valore 
positivo per la lunghezza del token se il contesto non è ancora stato stabilito, 




if (send_tok.length != 0) { 
          . . . 
          if (send_token(s, &send_tok) < 0) { 
               fprintf("failure sending token\n"); 
               return -1; 
          } 
 
          gss_release_buffer(&minor_status, &send_tok); 
      } 
} while (major_status == GSS_S_CONTINUE_NEEDED);  
il ciclo termina quando gss_accept_context() restituisce un 
major_status diverso da GSS_S_CONTINUE_NEEDED 
 
5. Ricevere i messaggi 
Dopo aver accettato il contesto si passa alla ricezione e al decifrare i messaggi che 
il client ha inviato al server. Quindi si chiamano in sequenza la funzione 
recv_token() e la funzione gss_unwrap(): 
if (recv_token(s, &xmit_buf) < 0) 
     return(-1); 
 
major_status = gss_unwrap(&minor_status,  
                          context_handle, 
                          &xmit_buf, &msg_buf,  
                          &conf_state, 
                          (gss_qop_t *) NULL); 
      
     if (major_status != GSS_S_COMPLETE) { 
        display_status("unwrapping message",  
                        major_status, 
                        minor_status); 
        return(-1); 
     } else if (! conf_state) { 
        fprintf(stderr, "Warning!  Message not  
                                       encrypted.\n"); 
     } 





6.Inviare un MIC al client 
Per assicurare il client sul fatto che il messaggio è stato ricevuto correttamente si 
prepara e si invia un MIC. In questo modo: 
 
major_status = gss_get_mic(&minor_status, 
                           context_handle, 
                           GSS_C_QOP_DEFAULT,  
                           &msg_buf,  







GSI: Un’implementazione della Grid Security 
Infrastructure 
L’argomento Grid è un tema attuale della ricerca. Nel mondo esistono vari progetti 
che lo sviluppano, fra i quali uno dei più importanti é quello del gruppo Globus [4], 
che con il suo Toolkit [20] è lo standard de facto per quanto riguarda i servizi di 
middleware, cioè di quell’insieme di programmi che fungono da intermediari tra 
diverse applicazioni. Il middleware consente di facilitare la manutenzione, la 
stesura e l'integrazione di applicazioni. I partner del progetto Globus sono: 
l’Argonne National Laboratory [21], l’Istituto di Informatica dell’Università della 
Southern California [22], l’Università di Chicago [23], l’Università di Edimburgo [24], 
il NCSA [25], The High performance computing Laboratory of Northern Illinois 
University [26] e lo Swedish Center for Parallel Computers [27]. Il Globus Toolkit 
raccoglie servizi e librerie che possono essere usati singolarmente o tutti insieme 
per creare applicazioni Grid e che forniscono un valido supporto per le applicazioni 
che hanno bisogno di servizi per il resource monitoring, il discovery management, 
la sicurezza e la gestione dei file. Il GT è distribuito con una politica open-source, 
politica che ne favorisce lo sviluppo e l’utilizzo in quasi tutti i principali progetti.  
 
6.1 Introduzione alla GRID Security Infrastructure 
Grid Security Infrastructure (GSI), come si può leggere in [9, 28], è il meccanismo 
sul quale si basano le procedure di autenticazione degli utenti e delle risorse nel 
globus toolkit; esso è pertanto la struttura fondamentale su cui si appoggiano tutte 
le altre. Ogni volta che due entità, siano esse persone o risorse di calcolo, vogliono 
comunicare utilizzando la Griglia come infrastruttura, dovranno mutuamente 
autenticarsi, per essere sicure ciascuna dell’identità della controparte. Questo 
risulta necessario per garantire che solo gli utenti autorizzati possano utilizzare le 
risorse di calcolo condivise, certificando la propria identità. Non è invece 
strettamente necessario che le comunicazioni sulla Griglia siano sempre 
crittografate: tale attività, infatti, comporterebbe un notevole aumento delle 
dimensioni dei dati, spesso inutilmente. 
GSI fornisce una serie di servizi utili per l’ambiente Grid tra cui l’iscrizione 
individuale degli utenti per accedere all’ambiente e l’autenticazione tra client e 
server. GSI è basato su crittografia a chiave pubblica (vedi capitolo 3), certificati 
X.509 e sul protocollo di comunicazione SSL (Secure Socket Layer). Globus 
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aderisce a GSS-API (Generic Security Service API, capitolo 5), lo standard API per 
la sicurezza dei sistemi promosso dall’Internet Engineering Task Force (IETF) [14]. 
Dato che lo standard GSS-API ha alcuni limiti, fra i quali il non offrire una soluzione 
chiara alla delega, il GT come vedremo più avanti estende lo standard.  
GSI è composto da un insieme di tool a linea di comando per gestire i certificati, da 
un insieme di librerie C++ e da un insieme di classi Java che consentono di 
inserire facilmente la sicurezza in un servizio.  
GSI fornisce le seguenti caratteristiche, che analizzeremo nei prossimi paragrafi: 
• Sicurezza a livello di trasporto e a livello di messaggio. 
• Autenticazione attraverso i certificati digitali X.509. 
• Vari schemi di autorizzazione. 
• Delega di credenziale e accesso singolo. 
 
6.2 Sicurezza a livello di trasporto e a livello di 
messaggio 
GSI consente di specificare la sicurezza a due livelli: il livello di trasporto o il livello 
di messaggio. Per capire la differenza fra i due livelli supponiamo di volere una 
comunicazione segreta. Se usiamo il livello di trasporto (figura 6-1) allora tutte le 
informazioni scambiate dal client e dal server sono criptate. Se invece usiamo il 
livello di sicurezza di messaggio (figura 6-2) solo il contenuto dei messaggi SOAP 
è criptato, mentre il resto dei messaggi SOAP è in chiaro. 
 
Figure 6-1 Sicurezza a livello di trasporto [9] 
 
 





Entrambi i livelli sono basati sulla crittografia a chiave pubblica e perciò 
garantiscono comunicazioni segrete, integrità e autenticazione. 
 
6.3 Autenticazione 
GSI supporta tre metodi di autenticazione: 
1. Certificati X.509. 
2. Username e password, Usando questa forma di autenticazione non è però 
possibile usare segretezza, integrità e delega. 
3. Autenticazione anonima. 
 
6.4 Autorizzazione 
L’autorizzazione è una parte fondamentale di GSI, serve per controllare chi può 
fare cosa. In un contesto Web Service generalmente si è interessati a sapere chi 
può utilizzare il servizio. 
GSI supporta l’autorizzazione sia dal lato server che dal lato client. Nel Globus 
toolkit sono già inclusi alcuni meccanismi di autorizzazione, ma c’è la possibilità di 
implementarne di nuovi. 
 
6.4.1 Autorizzazione lato server 
Il server ha sei possibili modi di autorizzazione: 
• Nessuno: nessuno può utilizzare quel servizio. 
• Propria: Un cliente può utilizzare il servizio se il client e il server appartengono 
allo stesso subject. 
• Gridmap: Un cliente può usare il servizio se è incluso in una lista di utenti 
autorizzati (gridmap file). 
• Autorizzazione d’identità: Un cliente può utilizzare un servizio se la sua identità 
corrisponde a una specifica identità configurata nel programma.  
• Host: Un cliente può utilizzare un servizio se proviene da un particolare host. 
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6.4.2. Autorizzazione lato client 
Un cliente può impostare restrizioni sui Web Service invocabili. I possibili modi di 
gestire questa autorizzazione sono: 
• Nessuno: non si può invocare alcun Web Service 
• Propria: Il cliente può invocare un Web Service solo se il client e il server 
appartengono allo stesso subject. 
• Autorizzazione d’identità: Un cliente può invocare un servizio se la sua identità 
corrisponde a una specifica identità configurata nel programma.  
• Host: Un cliente può invocare un servizio se proviene da un particolare host.  
 
6.5 Delega (certificati proxy) 
La delega delle credenziali (e quindi la possibilità di un unico accesso) è una delle 
caratteristiche più interessanti di GSI, ed è possibile grazie ad un meccanismo 
chiamato proxy certificates. Prima di affrontare questo concetto in dettaglio 
cerchiamo di capire qual è il problema che intendiamo risolvere. 
 
6.5.1 Il problema 
Supponiamo uno scenario come in figura 6-3 
 
Figura 6-3 Uno scenario dove la delega è necessaria [9] 
 
Alice chiede a Bob di eseguire un task Z. Dato che Bob si fida e conosce Alice, 
accetta. Supponiamo che il task Z sia molto complesso, e che Z abbia un subtask 
Y. Bob decide di chiedere a Charlie di eseguire Y. Charlie però conosce e si fida 
solo di Alice. A questo punto Charlie ha due opzioni: 
• Rifiutare la richiesta di Bob perché non lo conosce. 
• Accettare la richiesta di Bob perché pur non conoscendo Bob conosce Alice. 
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È chiaro che si vuole che Charlie accetti la richiesta, quindi bisogna dire a Charlie 
che Bob sta lavorando per conto di Alice (figura 6-4) 
 
Figure 6-4 Delega [9] 
 
Chiaramente la soluzione di figura 6-4 non è molto sicura perché chiunque 
potrebbe affermare di lavorare per conto di Alice. Una possibile soluzione è che 
Charlie contatti ogni volta Alice. Chiaramente questo non è il modo giusto di 
procedere perché sarebbe molto lento. 
Una soluzione più elegante è quella di far credere a Charlie che Bob è Alice. Un 
modo per farlo è quello di utilizzare un tipo speciale di certificato (figura 6-5) “un 
certificato proxy”. 
 
Figure 6-5 Certificato Proxy [9] 
 
6.5.2 La soluzione: i certificati Proxy 
Il certificato mostrato in figura 6-5 è un certificato proxy. Con il termine proxy si 
intende uno strumento tramite il quale una persona può operare per conto di 
un’altra. 
Un proxy certificate è molto simile a un certificato digitale X.509, solamente che 
non è firmato da una Certification Authority, ma da un utente. 
La chiave pubblica contenuta nel certificato proxy è generata appositamente 
insieme con la chiave privata (vedi paragrafo 6.5.4). 
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La figura 6-5 non è esattamente corrispondente alla realtà, in quanto sembrerebbe 
che chi è in possesso di quel certificato possa agire incondizionatamente per conto 
di Alice. Chiaramente ciò non è desiderabile perciò si possono imporre dei limiti. 
Solitamente, infatti, il tempo di vita di un certificato proxy è molto limitato (ad 
esempio 12 ore) (figura 6-6) 
 
 
Figure 6-6 Certificato proxy con tempo di vita limitato [9] 
 
6.5.3 Vantaggi: Delega e accesso unico 
Un certificato proxy consente quindi ad un utente di lavorare per conto di un altro. 
Questo è quello che viene chiamato delega delle credenziali, dato che i certificati 
proxy consentono ad un utente di delegare parte delle sue credenziali (l’identità) 
ad un altro utente.  
Chiaramente questo risolve il problema posto in 6.5.1. 
Usando i certificati proxy si ha anche un altro vantaggio: l’accesso unico. Infatti, 
senza i certificati proxy, Alice avrebbe dovuto autenticarsi presso tutte le 
organizzazioni che ricevono richieste per “per conto di Alice”. In pratica questo 
significa che ogni volta Alice avrebbe dovuto accedere alla propria chiave privata. 
Quindi ogni volta Alice avrebbe dovuto immettere la propria passphrase. Con il 
meccanismo dei proxy Alice inserisce la passphrase un’unica volta per creare il 
proxy. Il certificato proxy verrà utilizzato per le successive autenticazioni. 
6.5.4 Generazione di certificati proxy 
Vediamo come si genera un certificato proxy, Consideriamo lo scenario visto in 
figura 6-3. Bob ha bisogno delle credenziali di Alice per fare una richiesta a 
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Charlie. Per quanto detto Bob necessita di un proxy certificate firmato da Alice. I 
passi da effettuare sono: 
• Bob genera una coppia di chiave pubblica/privata per il proxy certificate. 
• Bob usa la coppia di chiavi per generare una richiesta di certificato, che invia 
ad Alice usando un canale sicuro. Questa richiesta di certificato include la 
chiave pubblica del proxy ma non la chiave privata. 
• Supponiamo che Alice accetti di delegare le proprie credenziali a Bob. Alice 
allora firma la richiesta di certificato utilizzando la propria chiave privata. 
• Alice invia il certificato firmato a Bob utilizzando un canale sicuro. 
• Bob può ora utilizzare il certificato proxy per agire per conto di Alice. 
Osservare che le chiavi private non vengono mai trasmesse. 
 
6.5.5 Convalida di un certificato Proxy 
Passiamo ora a vedere come si convalida un certificato proxy, cioè considerando 
lo scenario precedente come agisce Charlie. Quando Bob invia a Charlie una 
richiesta per conto di Alice, gli invia anche il certificato proxy. Come fa Charlie a 
convalidare il certificato? In pratica come fa Charlie ad essere assolutamente 
sicuro che Bob lavoro per conto di Alice? 
Il processo di convalida di un certificato Proxy è quasi identico al processo di 
convalida di un certificato X.509. La differenza principale consiste nel fatto che il 
proxy certificate non è firmato da una Certification Authority, ma da un utente. Nel 
nostro esempio il proxy certificate è firmato da Alice, ciò significa che abbiamo 
bisogno della chiave pubblica di Alice per testare l’autenticità del certificato stesso. 
Dato che Charlie potrebbe non avere il certificato di Alice insieme al certificato 
proxy viene spedito anche il certificato di Alice. Dato che il certificato di Alice è 
firmato da una CA l’ultimo passo necessario è di convalidare la firma della CA 
(figura 6-7). 
Capitolo 6 
GSI: Un’implementazione della Grid Security Infrastructure 
72
 
Figura 6-7 Convalida di un certificato proxy [9] 
Un certificato proxy può a sua vota firmare un altro certificato proxy creando così 
una catena di fiducia (figura 6-8). 
 
Figura 6-8 Catena di fiducia di proxy [28] 
 
Per saperne di più sui certificati proxy si consiglia la lettura di [15]. 




6.5.6 Comandi per utilizzare i proxy 
Come visto i proxy sono certificati firmati dagli utenti o da altri proxy. Hanno un 
tempo di vita limitato durante il quale agiscono per conto di un utente e possono 
sottomettere job per conto dell’utente stesso. Il vantaggio principale è che l’utente 
non deve ogni volta inserire le propria passphrase. Il subject è lo stesso del 
certificato che lo ha firmato con l’aggiunta al nome di /CN=proxy.  
I Proxy sono quindi molto utili per evitare di dover sempre inserire password, ma 
sono meno sicuri di un normale certificato. Per questo dovrebbero essere 
cancellati se non vengono usati per molto tempo (o dopo che sono scaduti).  
Per creare un proxy con tempo di validità default (12 ore) basta usare il comando 
del Globus Toolkit: 
% grid-proxy-init  
Il programma grid-proxy-init può essere chiamato anche con degli 
argomenti per specificare il tempo di vita e la lunghezza della chiave. Per esempio 
per creare un proxy con durata di 8 ore e chiave a 512 bits: 
% grid-proxy-init -hours 8 -bits 512  
Per cancellare un proxy precedentemente creato con grid-proxy-init usare: 
% grid-proxy-destroy  
Nel caso si volessero delle informazioni sullo stato di un proxy si può usare il 
comando: 
% grid-proxy-info 
Se invece si volessero informazioni su di un certificato il comando da usare è: 
grid-cert-info[-help] [-file certfile] [OPTION]... 
  -all whole certificate 
  -subject | -s subject string 
  -issuer | -I Issuer 
  -startdate | -sd Start of validity 
  -enddate | -ed End of validity 
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6.6 GSI: Files e variabili d’ambiente 
Vediamo quali sono le principali variabili d’ambiente che le applicazioni basate su 
GSI devono usare: 
GLOBUS_LOCATION 
Questa variabile contiene il percorso in cui è installato il Globus Toolkit.  
X509_USER_CERT 
Questa variabile contiene il percorso del certificato. Se il certificato appartiene ad 
un utente il valore di default è $HOME/.globus/usercert.pem.  
Se invece il certificato è di un servizio il valore di default è /etc/grid-
security/hostcert.pem. 
X509_USER_KEY 
Questa variabile contiene il percorso della chiave privata. Se la chiave appartiene 
ad un utente il valore di default è $HOME/.globus/userkey.pem.  
Se invece la chiave è di un servizio il valore di default è /etc/grid-
security/hostkey.pem. 
X509_CERT_DIR 
Questa variabile contiene il percorso directory dei certificati fidati; directory che 
contiene i certificati e gli altri file delle CA. Per ogni CA nella directory ci sono infatti 
4 file: 
1. identificativoCA.0 certificato della CA 
2. identificativoCA.R0 Revocation List della CA 
3. identificativoCA.crl_url URL per fare l'update della lista di revoca della CA. 
Infatti la CRL ha validità limitata e quindi le versioni nuove devono essere 
scaricate regolarmente. Solitamente l’intervallo di tempo per le successive 
update è indicato nella  lista di revoca stessa. 
4. identificativoCA.signing_policy impone dei vincoli sui DN validati da una 
particolare CA. 
Il valore di default che questa variabile assume è /etc/grid-
security/certificates. 
Nel caso in cui questa variabile non è settata si assume come directory dei 
certificati di default $HOME/.globus/certificates. Se però quest’ultima 
non esiste si considera la directory /etc/grid-security/certificates, 
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ed infine nel caso che non esistesse nemmeno questo la directory usata è 
$GLOBUS_LOCATION/share/certificates. 
X509_USER_PROXY 
Questa variabile punta al luogo dello user proxy, il valore di default è  
/tmp/x509up_u<uid>. 
GRIDMAP 
Questa variabile punta al luogo del grid-mapfile. Il gridmap file è il file che tiene il 
mapping fra i distinguished names (che si trovano nei certificati) con le identità 
locali (ad esempio, nomi di login unix). 
Un linea del gridmap file del tipo:  
"Distinguished Name" local_name 
mappa il distinguished name Distinguished Name nel nome locale local_name. 
Mentre una linea del gridmap file del tipo:  
"Distinguished Name" local_name1,local_name2 
mappa Distinguished Name in due nomi locali local_name1 e local_name2.  
Il valore di default della variabile è /etc/gridsecurity/grid-mapfile. 
Nel caso in cui questa variabile non è settata: 
Se l’utente è root il grid map file è in /etc/grid-security/grid-
mapfile.  
Se invece l’utente non è root il grid map file è $HOME/.gridmap. 
X509_USER_DELEG_PROXY 
Punta al luogo ove sono le credenziali ricevute durante il processo di delega, 
solitamente il suo contenuto coincide con X509_USER_PROXY. 
X509_CERT_FILE 
La variabile punta a un file che contiene l’elenco delle CA fidate. 
 
6.7 GSI: regole per l’acquisizione delle credenziali  
Le credenziali sono ricercate in questo ordine: service credential, host credential, 
proxy credential e user credential. A loro volta ognuna di questa viene ricercata nel 
seguente modo: 
• Service credentials, a loro volta cercate in questo ordine:  
Capitolo 6 
GSI: Un’implementazione della Grid Security Infrastructure 
76
 Variabili d’ambienti X509_USER_KEY e X509_USER_CERT;   
 /etc/grid-security/ <service>/<service>{cert,key}.pem; 
 $GLOBUS_LOCATION/etc/ <service>/<service>{cert,key}.pem;  
 $HOME/.globus / <service>/<service>{cert,key}.pem. 
• Host credentials, a loro volta cercate in questo ordine:  
 Variabili d’ambiente X509_USER_KEY e X509_USER_CERT;   
 /etc/grid-security/ host{cert,key}.pem;  
 $GLOBUS_LOCATION/etc/host {cert,key}.pem; 
 $HOME/.globus / host{cert,key}.pem. 
• Proxy credentials, a loro volta cercate in questo ordine:  
 Variabile d’ambiente X509_USER_PROXY;   
 /tmp/x509up_u<uid>.  
• User credentials, a loro volta cercate in questo ordine:  
 Variabili d’ambiente X509_USER_KEY e X509_USER_CERT;  
 $HOME/.globus/user{cert,key}.pem;  
 $HOME/.globus/usercred.p12. 
 
6.8 GSI: Note sui permessi dei principali file 
• Certificati degli utenti, degli host o dei servizi  
 Non devono essere eseguibili.  
 Non devono essere accessibili in scrittura dal gruppo o da altri.  
 Devono essere o file regolari o link non simbolici.  
• Chiavi privati e certificati proxy 
 Devono essere posseduti dall’utente corrente.  
 Non devono essere eseguibili.  
 L’accesso in lettura è consentito solo al proprietario.  
 Possono essere o file regolari o link non simbolici.  
• Certificati delle CA e Grid Map file  
 Possono essere o file regolari o link non simbolici. 
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6.9 GSI e GSS-API 
I protocolli visti al capitolo 4 sono espressi in termini di operazioni astratte di 
sicurezza (firma, autenticazione, ecc..). Questi protocolli possono essere 
implementati con una qualsiasi delle tecnologie esistenti, ad esempio kerberos o 
SSL. 
La separazione fra protocolli e tecnologie è molto utile perché contribuisce ad 
aumentare la portabilità e la flessibilità. Al fine di rispettare questa separazione GSI 
è implementato attraverso le GSS-API (Generic Security Services Aplication 
Programming Interface) descritte nel capitolo 5. 
Le GSS-API permettono di costruire GSI semplicemente traducendo i protocolli 
generali Grid Security in chiamate GSS. Richiamiamo brevemente le 
caratteristiche principali dello standard GSS-API: 
• GSS-API è orientato verso i contesti di sicurezza a due parti (client-server). 
• GSS-API è transport independent. 
• GSS-API è mechanism independent. 
Ci sono però dei limiti dell’interfaccia GSS-API: 
• GSS-API non offre soluzione chiara alla delega. 
• GSS-API non ha supporti per i contesti di gruppo. 
Per ovviare a queste limitazioni il Working Group sulla GSI [31] del Global Grid 
Forum ha prodotto delle estensioni allo standard GSS-API. L’estensioni includono 
esportazione ed importazione delle credenziali, delega in ogni momento e gestione 
delle limitazioni alle credenziali. 
 
6.10 Estensioni di globus allo standard GSS-API 
Il Working Group sulla GSI come spiegato in [32] ha prodotto delle estensioni allo 
standard GSS-API. Queste estensioni riguardano i seguenti punti: 
• Esportazione e importazione di credenziale: i processi devono essere in 
grado, in un modo controllato e standard, di esportare ed importare credenziali 
da altri processi, includendo anche i processi che non sono scritti con lo 
standard GSS-API. 
• Delega in qualsiasi momento: GSS-API permette solo la delega durante 
l'istituzione di un contesto iniziale, per mezzo di un argomento della funzione 
gss_init_sec_context(). Vedremo come ampliare GSS-API per 
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permettere la delega in qualsiasi momento anche dopo l'istituzione di contesto 
iniziale. 
• Estensioni della credenziale gestendo le limitazioni: Delegando una 
credenziale, è spesso utile collegare dati aggiuntivi, che ne limitino l’utilizzo. 
Globus estende il GSS-API per poter specificare estensioni alle credenziali 
durante il meccanismo di delega e fornisce quindi anche l’estensione per 
estrarre queste limitazioni dopo l'autenticazione. 
Nei prossimi paragrafi verranno spiegate in dettaglio le estensioni, l’appendice B 
descrive l’interfaccia delle funzioni presentate. 
 
6.10.1 Esportazione ed importazione di credenziali 
Molto spesso è utile realizzare server complessi che possano manipolare più 
credenziali, memorizzandole in file e/o passandole ad altri processi. L’estensione 
che stiamo per considerare serve a realizzare un servizio affidabile e portabile che 
può accettare credenziali delegate da più client. Queste estensioni permettono, 
quindi, al servizio di controllare la credenziale delegata e gli permettono di caricarla 
e/o immagazzinarla su memoria permanente. 
Queste funzioni forniscono anche supporto per server che necessitano di passare 
una credenziale ad altri processi. 
Lo standard GSS-API obbligava le applicazioni che necessitavano di queste 
funzionalità ad utilizzare routine del livello inferiore cioè specifiche del meccanismo 
di sicurezza sottostante, non rispettando il requisito di genericità d’interfaccia. La 
funzione gss_export_cred()(vedi paragrafo B.1) permette invece di 
esportare credenziali in due modi a seconda del parametro option_req: 
• quando option_req è uguale a 0, esporta un buffer opaco adatto alla 
memorizzazione in memoria o su disco o al passaggio ad un altro processo 
(che a sua volta può importare il buffer con gss_import_cred()). Questo 
metodo di chiamata sarà quindi utilizzato da applicazioni che vogliono 
trasferire una credenziale ad un'altra applicazione GSS o salvare una 
credenziale su qualche supporto di memoria cosicché possa essere caricata 
più tardi. 
• Quando option_req è uguale a 1, esporta un buffer riempito con 
informazioni specifiche sul meccanismo di sicurezza che l'applicazione 
chiamante può utilizzare per passare la credenziale ad un altro processo che 
non è scritto utilizzando GSS-API. Questo viene normalmente implementato 
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memorizzando le credenziali in un file e quindi salvando il percorso di quel file 
in una variabile d’ambiente. 
Osservare che in entrambi i casi, non è detto che passando la credenziale tutto 
funzioni. Questo perché non è detto che il processo che riceve la credenziale abbia 
gli stessi privilegi del processo originale.  
Altra cosa di cui tener conto è che una credenziale può anche scadere tra 
esportazione e importazione, in questo caso l'importazione della credenziale 
dovrebbe fallire, e restituire errore. 
La funzione gss_export_cred() deve restituire un handle di credenziale 
adatto all'utilizzo con altre funzioni GSS-API.  
Sebbene la funzione gss_export_cred() sia simile alla funzione 
gss_acquire_cred(), non c'è alcuna compatibilità tra le due. (non si può 
prendere un buffer da gss_export_cred() e utilizzare 
gss_acquire_cred() per importarlo). 
Come già accennato la funzione gss_import_cred() è la complementare di 
gss_export_cred(). 
La funzione gss_import_cred() [B.2] permettere l’utilizzo di una credenziale 
che è stata passata da un altro processo o che viene letta da memoria. La 
credenziale o l'handle alla credenziale, sono letti nell’argomento 
import_buffer. Un handle alla credenziale viene restituito in cred_handle. 
L’argomento lifetime_rec indica per quanto tempo la credenziale acquistata 
è valida. Alcuni meccanismi restituiscono un valore che indica un tempo 
indeterminato in questo caso non c’è alcun vincolo sulla durata della credenziale. 
Attraverso il parametro lifetime_req un’applicazione può richiedere una 
durata di tempo per cui la credenziale acquistata deve essere valida. Le richieste 
di credenziali postdatate non sono supportate all'interno del GSS-API. 
 
6.10.2 Delega in ogni momento 
Le funzioni che realizzano questa estensione sono progettate per permettere la 
costruzione di protocolli più flessibili. Esse permettono che la delega possa 
avvenire anche in momenti diversi dall’inizializzazione di contesto. Queste funzioni 
permettono anche all’initiator e all'acceptor di aggiungere informazioni alla 
credenziale delegata, informazioni che possono limitare l’uso della credenziale. 
Queste informazioni aggiuntive sono specifiche del meccanismo di sicurezza 
sottostante e completamente opache al GSS-API. 
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Inoltre, queste funzioni rendono possibile delegare credenziali associate a 
meccanismi diversi dal meccanismo utilizzato per istituzione di contesto. 
Le due funzioni che implementano la delega sono gss_init_delegation() 
[B.3] e gss_accept_delegation() [B.4]. Queste funzioni sono utilizzate in 
modo simile a gss_init_sec_context() e 
gss_accept_sec_context(); infatti anche esse vanno chiamate in un loop 
che cicla finché restituiscono GSS_S_CONTINUE_NEEDED quindi finché è 
necessario scambiarsi altri token. 
Osservare che questi meccanismi non possono mischiarsi con le chiamate ad altre 
funzioni GSS-API.  
 
6.10.3 Richiesta di informazioni estese 
Le applicazioni per concedere l’autorizzazione, possono avere l’esigenza di 
richiedere oltre all’identità di un utente anche altre informazioni sulle sue 
credenziali. 
Per questo sono state aggiunte due funzioni 
gss_inquire_sec_context_by_oid() [B.5] e 
gss_inquire_cred_by_oid() [B.6]. Queste funzioni permettono alle 
applicazioni di recuperare dati arbitrari su un contesto o su una credenziale. 
Le funzioni gss_inquire_sec_context_by_oid() e 
gss_inquire_cred_by_oid() sono chiamate su oggetti identificanti le 
informazioni cui siamo interessati, quindi questi oggetti possono essere sia OIDs o 
oggetti specifici del meccanismo. 
 
6.10.4 Opzioni di contesto 
La funzione dello standard GSS-API gss_accept_sec_context() permette 
di impostare un numero limitato di opzioni. Per impostare opzioni aggiuntive, il 
Globus ha deciso di creare nuove funzioni, prima di passare il contesto di 
sicurezza alla chiamata gss_accept_sec_context() o alla chiamata 
gss_init_sec_context(). In questo modo un'applicazione ha un controllo 
maggiore del meccanismo sottostante il GSS-API. 
Le opzioni impostabili sono identificate da OIDs e possono essere specifiche del 
meccanismo sottostante o generiche [32]. 
La funzione utilizzabile per settare queste opzioni è la funzione 
gss_set_sec_context_option()[B.7]. 




6.10.5 Funzioni che lavorano sui buffer 
Sono funzioni aggiunte per supportare le altre funzioni. Lavorano sulla seguente 
struttura:  
typedef gss_buffer_set_desc_struct { 
   size_t           count; 
   gss_buffer_desc *elements; 
} gss_buffer_set_desc, *gss_buffer_set_t; 
C’è la funzione gss_create_empty_buffer_set() [B.8] che crea un buffer 
set vuoto al quale si possono poi aggiungere membri attraverso la routine 
gss_add_buffer_set_member() [B.9]. 
Esiste naturalmente anche la funzione gss_release_buffer_set () 
[B.10] che permette di rilasciare la memoria associata a un buffer_set . 
 
6.10.6 Cambiamenti alle funzioni esistenti 
Questa sezione mostra i cambiamenti effettuati alle funzioni rispetto a come sono 
definite negli RFC [18,19] riguardanti la GSS-API. 
 
6.10.6.1 Funzione gss_accept_sec_context() 
La chiamata gss_accept_sec_context() può accettare ora un contesto di 
sicurezza non-NULL alla sua prima invocazione nel ciclo di stituzione di contesto. 
Serve per poter utilizzare la chiamata gss_set_sec_context_option().  
 
6.10.6.2 Funzione gss_init_sec_context() 
La chiamata gss_init_sec_context() può accettare ora un contesto di 
sicurezza non-NULL alla sua prima invocazione nel ciclo di stituzione di contesto. 
Serve per poter utilizzare la chiamata gss_set_sec_context_option(). 
 
6.10.6.3 Funzioni gss_get_mic(), gss_verify_mic(), 
gss_wrap(), gss_unwrap() 
Se l’opzione GSS_PROTECTION_FAIL_ON_CONTEXT_EXPIRATION è 
settata a 1 dalla funzione gss_set_sec_context_option() allora le 
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funzioni gss_get_mic(), gss_verify_mic(), gss_wrap(), 
gss_unwrap() devono fallire se il contesto di sicurezza è scaduto. 
Se l’opzione GSS_PROTECTION_FAIL_ON_CONTEXT_EXPIRATION è 
settata a 0 allora le funzioni dovrebbero continuare a funzionare fin quando é 
possibile senza preoccuparsi del fatto che il contesto è scaduto. Non tutte le 
implementazioni permettono però a queste funzioni di continuare a funzionare. 
 
6.10.7 Altre funzionalità desiderabili 
I prossimi due paragrafi descrivono insufficienze nel GSS-API evidenziate dal 
gruppo di lavoro sulla GSI, ma di cui non è stata fornita una soluzione. 
 
6.10.7.1 Incapsulamento di token 
Una delle insufficienze principali nelle specifiche GSS-API è che non è previsto un 
meccanismo indipendente e standard di incapsulamento dei token generati da 
funzioni GSS-API.  
Un meccanismo di incapsulamento dei token dovrebbe almeno avere queste tre 
funzionalità: 
1. La possibilità di determinare la lunghezza dei token 
2. Un modo per determinare il meccanismo che ha prodotto il token 
3. Un meccanismo per identificare il tipo di token, che dipende dall'origine del 
token (istituzione di contesto, dati di applicazione). 
 
6.10.7.2 Livelli differenti di dettagli per la funzione gss_display_status() 
Sarebbe utile avere vari livelli del messaggio di errore a seconda di quando la 
funzione viene usata. Se viene restituito un messaggio di errore a un utente, il 
messaggio deve essere il più semplice possibile, perché gli utenti vogliono una 
descrizione semplice dell'errore e una serie di piccole istruzioni per correggere il 
problema. Infatti, i messaggi di errore troppo lunghi tendono a spaventarli. D'altra 
parte, se il messaggio è rivolto ad uno sviluppatore o ad un altro utente interessato 
a fare il debug sono desiderabili informazioni più dettagliate. La chiamata 
gss_display_status() attualmente non offre alcun modo per selezionare 
vari livelli nei messaggi che restituisce. 
Si potrebbe pensare a delle implementazioni così fatte: 
• Aggiungere un modo di passare un indicatore a gss_display_call(), 
per indicare il livello desiderato per il messaggio d’errore. 
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• definire una stringa predefinita da aggiungere all'inizio di tutte le stringhe 
restituite da gss_display_status() in modo tale da indicare il livello del 
messaggio. Questo ha il vantaggio che il server può inviare il messaggio 
d’errore ad un client che da solo può decidere il cosa farne, ad esempio 
ignorarlo. 
• definendo una nuova chiamata, gss_display_status_ext(), che può 
specificare il livello di messaggio. 
 
6.10.8 Considerazioni 
6.10.8.1 Import ed export di Credenziali 
Dato che i buffer di credenziale da esportare possono contenere informazioni 
sensibili (la credenziale stessa) è importante gestire bene la privacy di queste 
informazioni. Si dovrebbero prendere precauzioni di questo tipo: 
• memorizzare la credenziale esportata solo in file con criteri di accesso 
controllati e scelti con attenzione. 
• non inviare in chiaro sulla rete la credenziale esportata (non crittografata). 
• fare attenzione ai processi a cui è consentito l'accesso alla credenziale. 
 
6.10.8.2 Delega delle credenziali e incoraggiamento all’uso di credenziali 
ridotte 
Le applicazioni che delegano le credenziali devono essere sicure di delegare le 
credenziali solo ad altri processi e ad altri sistemi che ritengono fidati. Poiché le 
credenziali sono memorizzate spesso su disco, sistemi meno sicuri possono 
portare al furto delle credenziali. Per questo è meglio delegare credenziali con le 









In questo capitolo viene introdotto il concetto di Servizi Web [33] (Web Service) e 
viene fornita una descrizione della loro architettura. 
Si presenta poi il toolkit gSOAP che è uno strumento per creare Web Service in 
linguaggio C++. Si mettono in particolare risalto le caratteristiche del toolkit che 
vengono utilizzate nel servizio di consistenza Constanza. 
 
7.1 Introduzione ai Servizi Web 
Il Web nella visione classica è utilizzato per le interazioni program-to-user. Un Web 
Service invece gestisce interazioni program-to-program. È quindi necessario avere 
un modello comune di comunicazioni da programma a programma basato su 
standard esistenti come HTTP, Extensible Markup Language (XML), Simple Object 
Access Protocol (SOAP), Web Services Description Language (WSDL) and 
Universal Description, Discovery and Integration (UDDI). 
In questo modo i Web Service permettono alle applicazioni di integrarsi più 
rapidamente, più facilmente e in maniera meno costosa. 
Un Servizio Web può essere definito come un'interfaccia che descrive una serie di 
operazioni, accessibili attraverso una rete mediante messaggi XML. 
Un Servizio Web è quindi descritto utilizzando lo standard XML. La descrizione con 
XML copre tutti i dettagli necessari per interagire con il servizio, includendo i 
formati di messaggio, i protocolli di trasporto e l'ubicazione. L'interfaccia nasconde 
quindi i dettagli di implementazione del servizio, permettendone l’utilizzazione 
indipendentemente dalla piattaforma hardware o software su cui è implementato e 
indipendentemente dal linguaggio di programmazione in cui è scritto. 
I Servizi Web possono adempiere sia ad un'attività specifica sia ad un insieme di 
attività. Ed inoltre possono essere utilizzati da soli o con altri Servizi Web per 
eseguire operazioni più complesse. 
 
7.2 Architettura dei Servizi Web 
L’architettura dei Servizi Web è basata sull’interazioni fra tre ruoli: service provider, 
service registry e service requestor. Le interazioni riguardano quindi le operazioni 
di pubblicazione, ricerca e collegamento. In uno scenario tipico, un service provider 
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ospita un modulo software accessibile via rete (cioè un'implementazione di un 
Servizio Web). Il service provider inoltre fornisce una descrizione del servizio e lo 
mette a disposizione di un service requestor o di un service registry. Il service 
requestor utilizza l’operazione di ricerca per recuperare la descrizione del servizio 
o dal service provider o da un service registry e utilizzerà la descrizione del 
servizio per collegarsi con il service provider per richiamare o interagire con 
l'implementazione del Servizio Web. Vedi figura 7-1: 
 
Figura 7-1 Scenario tipico di un Web Service [33] 
 
7.2.1 Componenti di un Web Service 
• Servizio. Un Servizio Web è un'interfaccia descritta dalla descrizione del 
servizio, la sua implementazione è il servizio vero e proprio. Un servizio è 
quindi un modulo software che risiede su piattaforme accessibili via rete. 
Solitamente è richiamato da un richiedente di servizio. Il servizio però può 
funzionare anche da richiedente, utilizzando altri Servizi Web. 
• Descrizione del servizio. La descrizione del servizio contiene i dettagli 
dell'interfaccia e dell'implementazione del servizio stesso. Cioè contiene i tipi di 
dati, le operazioni, le informazioni obbligatorie e l’ubicazione in rete del servizio 
stesso. A volte contiene anche dei metadati per agevolare l'individuazione e 
l'utilizzo da parte dei richiedenti di servizio. 
7.2.2 Ruoli nell’architettura Web Service 
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• Service provider. È la piattaforma che ospita il servizio. 
• Service requestor. È l’applicazione che cerca, invoca, inzializza o interagisce 
con un servizio. Quindi questo ruolo può essere svolto da un browser guidato 
da una persona o da un programma senza una user-interface, ad esempio un 
altro Web Service. 
• Service registry. È un registro sul quale si possono fare ricerche delle 
descrizioni dei servizi e sul quale i service provider pubblicano le descrizioni 
dei loro servizi. Con le ricerche i service requestors trovano i servizi e 
ottengono informazioni per il collegamento al Web Service. Il service registry è 
opzionale nell’architettura perché un service provider può inviare la descrizione 
direttamente ai service requestor. 
 
7.2.3 Operazioni nell’architettura Web Service  
Affinché un'applicazione sfrutti un Servizio Web, devono essere disponibili tre 
operazioni: pubblicazione delle descrizioni del servizio, ricerca delle descrizioni del 
servizio e collegamento al servizio basato sulla descrizione del servizio. Vediamole 
in dettaglio: 
• Publish (Pubblicazione). Per essere accessibile, una descrizione del servizio 
deve essere pubblicata in modo che un richiedente di servizio possa 
recuperarla. A seconda dei requisiti del servizio cambia il luogo dove la 
descrizione è pubblicata. 
• Find (ricerca.) Per l’operazione di ricerca, il richiedente di servizio può 
procedere in due modi: ricercare una descrizione del servizio direttamente dal 
service provider o interrogare i registri di servizi. L'operazione di ricerca può 
avvenire in due tempi diversi: in fase di progettazione per ricercare la 
descrizione dell'interfaccia del servizio utile per lo sviluppo di un programma 
cliente oppure in fase di esecuzione del cliente stesso. 
• Bind (collegamento). Un servizio deve essere richiamato. Nell'operazione di 
bind il richiedente di servizio richiama o avvia un'interazione con il servizio 
utilizzando le regole presenti nella descrizione del servizio. 
 
7.3 Lo stack dei Servizi Web 
La figura 7-2 visualizza lo schema a livelli (o stack) dei Servizi Web. I livelli 
superiori si costruiscono sulle operazioni fornite dai livelli inferiori. Il testo a sinistra 
rappresenta le tecnologie standard che si applicano a quel livello dello stack. 
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Figura 7-2 Stack concettuale dei Web Service [33] 
 
La base dello stack dei Servizi Web è la rete. I Servizi Web devono infatti essere 
accessibili via rete per essere invocati da un requestor. I Servizi Web che sono 
disponibili su internet utilizzano i protocolli di rete più comuni. HTTP è il protocollo 
di rete più usato. Altri protocolli Internet possono essere supportati, tra cui SMTP e 
FTP. 
Il livello successivo, l’invio di messaggi XML-based, rappresenta l'utilizzo di XML 
come base per il protocollo di invio messaggi. Il protocollo di invio dei messaggi in 
forma XML scelto è SOAP. 
C’è poi il livello di descrizione del servizio. Il protocollo XML-based WSDL è lo 
standard per descrizione del servizio. WSDL definisce l'interfaccia e la meccanica 
di interazione del servizio e fornisce la descrizione minima del servizio. Possono 
essere necessarie descrizioni aggiuntive, per questo il documento WSDL può 
essere completato da altri documenti per descrivere aspetti di livello più alto. 
I primi tre livelli (figura 7-3) di questo stack sono la base per fornire o utilizzare un 
qualsiasi Servizio Web. Lo stack di base che tutti i Servizi Web dovrebbero 
supportare è formato da HTTP per il livello di rete, da SOAP per il livello di invio 
messaggi XML e WSDL per il livello di descrizione di servizio. 




Figura 7-3 Stack minimo di un Servizio Web [33] 
 
Gli altri due livelli dello stack sono basati su UDDI (Universal Discovery Description 
Integration) che è una specifica per la realizzazione di registri distribuiti dei Servizi 
Web, basati sul Web. I registri UDDI vengono usati per la ricerca e la 
pubblicazione di Servizi Web. 
 
7.4 La comunicazione nei Web Service 
Alla base della comunicazione dei Web Service c’è SOAP, un protocollo basato su 
XML. 
SOAP è un meccanismo semplice e leggero per lo scambio di dati strutturati fra 
applicazioni di rete. Il protocollo SOAP definisce la strutture dei messaggi, un 
insieme di regole di codifica per esprimere istanze di tipi di dati, e una convenzione 
per rappresentare le chiamate a procedure remote (RPCs) e le risposte. SOAP 
può essere implementato su altri protocolli di rete quali HTTP, SMTP, FTP e altri. 
Vediamo dunque come viene utilizzato SOAP nei Web Service. 
La figura 7-4 seguente mostra i quattro passi base che un’applicazione che usa il 
protocollo SOAP deve effettuare: 
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Figura 7-4 Comunicazione tramite protocollo SOAP [33] 
 
1. l'applicazione che vuole richiedere il servizio crea un messaggio SOAP. 
Questo messaggio è la richiesta al provider del Servizio Web. Il richiedente del 
servizio presenta quindi questo messaggio insieme all'indirizzo di rete del 
provider alla libreria SOAP (chiamata un runtime client SOAP). Il runtime client 
SOAP interagisce con un protocollo di rete sottostante (ad esempio HTTP) per 
emettere il messaggio SOAP sulla rete. 
2. l'infrastruttura di rete consegna il messaggio al runtime client SOAP del 
provider (un server SOAP). Il server SOAP instrada il messaggio di richiesta al 
Servizio Web del provider.  
3. Il Servizio Web deve elaborare il messaggio di richiesta e formulare una 
risposta. La risposta è anch’essa un messaggio SOAP. Il messaggio SOAP di 
risposta è presentato al server SOAP e il destinatario è colui che ha fatto 
richiesta del servizio. Il server SOAP invia il messaggio SOAP di risposta sulla 
rete. 
4. il messaggio di risposta è ricevuto dal richiedente di servizio. Il messaggio è 
estratto attraverso l'infrastruttura SOAP ed è presentato all'applicazione. 
Questo esempio utilizza il sistema di trasmissione richiesta/risposta che è 
abbastanza comune nella maggior parte degli ambienti di elaborazione distribuita. 
Con SOAP è possibile utilizzare anche altri sistemi di trasmissione come l’invio 
messaggi a senso unico (senza risposta), la notifica e altri. 
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7.5 Il toolkit gSOAP 
Il toolkit di sviluppo per Web Service gSOAP [34] fornisce un collegamento fra XML 
e linguaggio C/C++ che facilita lo sviluppo di Web Service SOAP/XML in C/C++ e 
facilita lo sviluppo d’applicazioni clienti di un Web Service in C/C++. La maggior 
parte dei toolkit per sviluppare Web Service in C++ hanno una visione SOAP-
centric e offrono APIs che richiedono l'utilizzo di librerie SOAP-specific. Questo 
costringe un utente a adattare la logica dell’applicazione che sta sviluppando a 
queste librerie. Invece, gSOAP fornisce un'API più trasparente rispetto a SOAP. Il 
toolkit gSOAP si basa su tecnologie di compilazione che fanno corrispondere 
messaggi XML a definizioni C/C++, in modo che l'interoperabilità SOAP/XML sia 
ottenuta con un'API semplice che permette allo sviluppatore di concentrarsi sulla 
logica dell'applicazione, senza doversi far carico dei dettagli di WSDL e SOAP. 
In pratica i compiti di gSOAP sono fondamentalmente due: 
1. generare l’infrastruttura di comunicazione dell’applicazione, cioè i moduli che 
provvedono allo scambio di messaggi. 
2. serializzare/deserializzare i dati strutturati C/C++. 
In questo modo si ha la possibilità di: 
• generare codice che realizza un client che interagisce con un Servizio Web 
partendo dalla descrizione del servizio pubblicata dal WS stesso (partendo 
cioè dal file WSDL). 
• generare il codice che implementa un Web Service direttamente in C/C++ 
partendo dalla descrizione del Web Service. 
Il package di gSOAP (scaricabile da [35]) fornisce due strumenti di compilazione: 
1. wsdl2h: parser (analizzatore sintattico) WSDL. 
2. soapcpp2: Il compilatore per l’infrastruttura per la comunicazione dal lato 
cliente (stub) e per l’infrastruttura per la comunicazione dal lato server 
(skeleton).  
Il parser wsdl2h converte le descrizioni WSDL in file header gSOAP. Questi file 
danno visione delle funzionalità del Web Service in C/C++. Il compilatore gSOAP 
per stub e skeleton è un preprocessor che genera i sorgenti necessari per costruire 
clienti SOAP. In ingresso al compilatore gSOAP si dà un file header. Il file header 
può essere generato partendo dalla descrizione WSDL (Web Service Description 
Language) di un servizio con il parser WDSL di gSOAP. Quindi si usa il parser 
wsdl2h per ottenere dal documento WSDL il file header che specifica le 
funzionalità di un Web Service. 
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La sintassi di questa operazione è la seguente 
wsdl2h –o [-c] outfile.h infile.wsdl 
dove infile.wsdl può essere un file WSDL o un indirizzo Web, e 
outfile.h è il file generato (l’opzione –c serve per usare il linguaggio C). 
 
Dopo eseguiamo il compilatore gSOAP soapcpp2 sul file header gSOAP per 
produrre il codice sorgente che serve per implementare l'applicazione cliente. 
La sintassi di questa operazione è la seguente: 
soapcpp2 [-c] [file] 
Fino ad ora abbiamo visto come si usa il parser wsdl2h per creare il file header 
per il servizio che si vuole sviluppare; si può però anche scrivere direttamente il file 
header senza utilizzare il parser nel caso in cui si sviluppi un nuovo Web Service. 
 
7.5.1 Uso del compilatore per stub e skeleton 
Il compilatore per stub e skeleton gSOAP, come si può leggere in [36], si invoca da 
linea di comando e ha come argomento (opzionale) il nome di un file header. 
Quando il nome del file header è assente si lavora sullo standard input: 
soapcpp2 [aheaderfile.h]  
dove aheaderfile.h è un header file in C++. Il compilatore produce file 
sorgenti in C++ che possono essere usati per costruire clienti SOAP e applicazioni 
Web Service in C++.  
I file generati dal compilatore sono descritti nella tabella 7-1. 
Entrambe le applicazioni client e servizio sono sviluppate a partire da un header 
file che specifica i metodi remoti. Se le applicazioni del client e del service sono 
sviluppate con lo stesso header file si ha la garanzia che le applicazioni siano 
compatibili perché le routine di stub e di skeleton usano gli stessi serializzatori e 
deserializzatori per codificare e decodificare i parametri.  
Osservare che quando le applicazioni client e server sono sviluppate insieme lo 
sviluppatore non deve conoscere alcun dettaglio sulle codifiche SOAP interne 
usate dal client e dal servizio.  
I file soapClientLib.cpp e soapServerLib.cpp possono essere usati per costruire 
librerie dinamiche clienti e server.  
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I file descritti nella tabella 7-2 fanno parte del package di gSOAP e sono necessari 
per costruire applicazioni client e server.  
 
File Name Description 
soapStub.h A modified and annotated header file produced from the input header file 
soapH.h Main header file to be included by all client and service 
sources 
soapC.cpp Serializers and deserializers for the specified data 
structures 
soapClient.cpp Client stub routines for remote operations 
soapServer.cpp Service skeleton routines 
soapClientLib.cpp Client stubs combined with local static (de)serializers 
soapServerLib.cpp Service skeletons combined with local static (de)serializers 
soapXYZProxy.h A C++ proxy object (can be used instead of 
soapClient.cpp) 
soapXYZProxy.cpp Implementation of C++ proxy object 
soapXYZObject.h A C++ server object (can be used instead of 
soapServer.cpp) 
soapXYZObject.cpp Implementation of C++ server object 
.xsd 
An ns.xsd file is generated with an XML Schema for 
each namespace prefix ns used by a data structure in 
the header file input to the compiler 
.wsdl 
A ns.wsdl file is generated with an WSDL 
description for each namespace prefix ns used by a 
remote method in the header file input to the compiler 
.xml 
Several SOAP/XML request and response files are 
generated. These are example message files are valid 
provided that sufficient schema namespace directives 
are added to the header file or the generated .nsmap 
namespace table for the client/service is not modified 
by hand 
.nsmap 
A ns.nsmap file is generated for each namespace 
prefix ns used by a remote method in the header file 
input to the compiler. The file contains a namespace 
mapping table that can be used in the client/service 
sources  
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File Name Description 
stdsoap2.h  Header file of stdsoap2.cpp runtime library  
stdsoap2.c  Runtime C library with XML parser and run-time support routines  
stdsoap2.cpp  Runtime C++ library identical to stdsoap2.c  
Tabella 7-2 File di gSOAP necessari per costruire nuove applicazioni. 
 
7.5.2 I namespace in gSOAP 
Un Namespace (spazio dei nomi), è un insieme di nomi di entità, definite dal 
programmatore, omogeneamente usate in uno o più file sorgente. Lo scopo dei 
namespace è di evitare confusione ed equivoci nel caso siano necessarie molte 
entità con nomi simili, fornendo il modo di raggruppare i nomi per categorie. Il 
concetto di namespace è presente esplicitamente nell'XML e nel linguaggio di 
programmazione C++, ed implicitamente in altri linguaggi. Un namespace in XML è 
un insieme di nomi impiegati in documenti XML come tipi d'elemento (o element 
type) e nomi di attributi (name attributes). Tale insieme è identificato dal riferimento 
ad un URI (Uniform Resource Identifier) (generalizzazione degli URL: è una stringa 
che identifica una risorsa nel WEB). 
Vedremo che la dichiarazione del prototipo di una funzione può essere della forma 
ns1__nomeremoto, si usa quindi il prefisso ns1__ che è separato da una coppia di 
underscores dal nome del metodo remoto. Lo scopo di questo prefisso è di 
associare un nome di un metodo remoto con un servizio (ns1__) in modo da 
prevenire conflitti di nome, cioè di distinguere nomi di metodi remoti identici usati 
da differenti servizi. 
L’uso del prefisso serve anche a far sí che le applicazioni SOAP possano validare 
il contenuto dei messaggi SOAP. Infatti l’uso degli identificatori viene verificato da 
gSOAP quando i messaggi vengono inviati e ricevuti.  
Per ogni prefisso namespace che si usa per i metodi remoti dell’header file viene 
generata automaticamente insieme al file WSDL una namespace mapping table. 
Questa namespace mapping table ha entrate per tutti i prefissi namespace. E’ 
possibile usare più namespace tables e selezionare quella più appropriata caso 
per caso. 
 
7.5.3 Generazione di applicazioni clienti 
In questo paragrafo spiegheremo come creare un’applicazione che utilizza  un 
Web Service esistente. 
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L’implementazione di un’applicazione cliente SOAP richiede una stub routine per 
ogni metodo remoto (del Web Service) che l’applicazione vuole invocare. I compiti 
principali dello stub sono di analizzare i parametri, inviare la richiesta con i 
parametri al servizio, attendere la risposta. L’applicazione cliente invoca la stub 
routine di un metodo remoto come se invocasse un metodo locale. Scrivere a 
mano una stub routine in C o C++ è un’operazione lunga e noiosa, specialmente 
se i parametri di input e/o output del metodo remoto contengono dati strutturati, 
come record o array. Fortunatamente, il parser WSDL gSOAP wsdl2h e il 
compilatore per stub e skeleton soapcpp2 automatizzano lo sviluppo 
dell’infrastruttura di comunicazione per le applicazioni clienti e server di un Web 
Service. 
Consideriamo il comando seguente: 
$ wsdl2h -o quote.h 
http://services.xmethods.net/soap/urn:xmethods- 
                                 delayed-quotes.wsdl  
Viene generato il file quote.h in formato C++ partendo dal WSDL specificato 
dall’URL. Il file header quote.h va poi elaborato con il compilatore gSOAP. 
I metodi del servizio remoto sono specificati nel file header come prototipi di 
funzioni. Le routine in C/C++ dei prototipi di funzione presenti nel file header per lo 
stub sono generate automaticamente dal compilatore gSOAP. Le stub routine 
risultanti consentono a applicazioni clienti scritte in C/C++ di interagire con il Web 
Service. 
Il compilatore gSOAP genera anche le routine skeleton per ognuno dei metodi 
remoti specificati nel file header. Le routine skeleton possono essere usate per 
implementare uno o più dei metodi remoti in un nuovo Web Service, quindi non 
devono essere usate per costruire clienti in C++, ma si possono usare per costruire 
il lato server di  applicazioni di tipo client/server.  
I parametri di input o di output di un metodo del servizio possono essere sia tipi di 
dati semplice sia tipi di dati composti, e possono essere sia generati dal parser 
WSDL sia specificati a mano. Il compilatore gSOAP stub e skeleton 
automaticamente genera i serializers e i deserializers per i tipi di dati strutturati in 
modo che le routine di stub generate possano codificare e decodificare il contenuto 
dei parametri dei metodi remoti in XML.  
Riassumendo il file header creato dal parser wsdl2h specifica i dettagli del 
servizio in C/C++, e inoltre contiene direttive per il compiler gSOAP. Ogni metodo 
remoto del Web Service è dichiarato come prototipo di funzione che specifica tutti i 
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dettagli necessari al compiler gSOAP per generare la stub routine per 
un’applicazione cliente che vuole interagire con il servizio. 
Il compilatore gSOAP usa la convenzione che l’ultimo parametro del prototipo della 
funzione deve essere il parametro di uscita del metodo remoto, e questo 
parametro deve essere passato per riferimento utilizzando l’operatore & o 
utilizzando un puntatore. Tutti gli altri parametri eccetto l’ultimo sono parametri di 
ingresso del metodo remoto, e devono essere passati per valore o usando un 
puntatore al valore (non è consentito il passaggio per riferimento). Il prototipo della 
funzione associato a un metodo remoto deve restituire un int, il cui valore indica 
al chiamante se la connessione a un Web Service ha avuto successo o meno. 
Nel file header viene aggiunto un prefisso della forma ns1__  al nome del metodo 
remoto nel Web Service. Questo prefisso namespace (vedi paragrafo 7.5.2) è 
contraddistinto da una coppia di underscores nel nome della funzione, ad esempio 
si può avere un prototipo chiamato ns1__nomeremoto dove ns1 è il 
namespace prefix e nomeremoto e il nome del metodo remoto. (Si usa il doppio 
underscore perché un underscore singolo in un nome viene tradotto con un trattino 
in XML, dato che molto frequentemente in XML i trattini sono equiparati agli 
underscores). 
Il compilatore gSOAP viene invocato da linea di comando con la seguenti sintassi: 
soapcpp2 esempio.h  
Il compilatore genera la stub routine per i metodi remoti specificato nell’header file 
esempio.h. Queste stub routine possono essere chiamate da un programma 
cliente per richiedere i servizi del Web Service. 
L’interfaccia della stub routine generata è il seguente prototipo di funzione 
generato dal compilatore gSOAP: 
int soap_call_ns1__nomeremoto(struct soap *soap, 
                              char        *URL, 
                              char        *action,  
                              [input parameters],  
                              [output parameter]);  
La stub routine viene salvata nel file soapClient.cpp. Il file soapC.cpp contiene 
invece il serializer e il deserializer per i tipi di dati usati dallo stub. 
I parametri della funzione soap_call_ns1__nomeremoto sono: 
• soap deve essere un puntatore valido a un ambiente runtime gSOAP. 
• URL è l’endpoint URL del Web Service, passato come stringa. 
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• action è una stringa che denota l’azione SOAP richiesta dal  Web service. 
• input parameters sono parametri di ingresso del metodo remoto, e 
devono essere passati per valore o usando un puntatore al valore (non è 
consentito il passaggio per riferimento). 
• output parameter è il parametro di uscita del metodo remoto, e questo 
parametro deve essere passato per riferimento utilizzando l’operatore & o 
utilizzando un puntatore. 
Se l’esecuzione della stub routine ha successo, viene restituito SOAP_OK e 
output parameter contiene il risultato desiderato. Altrimenti c’è stato un 
errore e il fallimento SOAP può essere  comunicato attraverso la funzione 
soap_print_fault. 
Le funzioni in tabella 7-3 possono essere usate per gestire un ambiente runtime 





Initializes a runtime environment 
(required only once)  
soap_init1(struct soap 
*soap, soap_mode iomode)  
Initializes a runtime environment and set 
in/out mode flags  
soap_init2(struct soap 
*soap, soap_mode imode, 
soap_mode omode)  
Initializes a runtime environment and set 
separate in/out mode flags  




Allocates, initializes, and returns a 
pointer to a runtime environment and set 
in/out mode flags  
struct soap 
*soap_new2(soap_mode 
imode, soap_mode omode) 
Allocates, initializes, and returns a 
pointer to a runtime environment and set 




Allocates a new runtime environment 
and copies contents of the argument 
environment such that the new 
environment does not share data with 
the argument environment  
soap_done(struct soap 
*soap) 
Reset, close communications, and 
remove callbacks  
Tabella 7-3 funzioni che lavorano sulla struttura soap 
 
Un ambiente SOAP può essere riutilizzato tutte le volte che serve per le chiamate 
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remote dal lato client e non occorre quindi che sia reinizializzato ogni volta. Un 
nuovo ambiente è invece richiesto se si usano i thread e se si vuole garantire ad 
un thread accesso esclusivo. Anche l'utilizzo di una chiamata client all'interno di un 
metodo di un servizio (cioè quando un servizio diventa cliente di un altro servizio) 
richiede un nuovo ambiente. 
Un programma cliente può invocare un metodo remoto in ogni momento e anche 
più volte, ad esempio in un ciclo. 
 
7.5.4 Creazione di nuovi Web Service 
Abbiamo visto come realizzare clienti che usano i metodi remoti di un Web Service 
esistente. Si è già detto che il compilatore per stub e skeleton gSOAP genera 
anche una routine skeleton in C++ per ognuno dei metodi remoti di un Web 
Service, metodi remoti che devono essere specificati come prototipi di funzione 
nell’header file elaborato dal compilatore gSOAP. 
Possiamo utilizzare le routine skeleton per implementare i metodi remoti in un 
nuovo Web Service SOAP.  
I tipi di dati composti, come le strutture, le classi, gli array e le liste, usati dai 
parametri di input o output dei metodi remoti devono essere dichiarati nell’header 
file che va in ingresso al compilatore gSOAP. Il compilatore gSOAP genera 
automaticamente serializers e deserializers per questi tipi di dato in modo che le 
routine di skeleton siano in grado di codificare e decodificare il contenuto dei 
parametri dei metodi remoti.  
Il compilatore gSOAP genera anche un metodo remoto che è una routine per fare il 
dispatch delle richieste (cioè servire le richieste chiamando la routine di skeleton 
appropriata) quando il servizio SOAP è installato come CGI3. 
Occorre quindi definire un header file che contenga i metodi remoti e i tipi di dati. 
Ad esempio possiamo specificare tre metodi remoti che devono essere 
implementati da un nuovo Web service: 
                                                 
3Common Gateway Interface (acronimo CGI, in italiano: interfaccia comune, nel senso di 
standard, per gateway), è una tecnologia standard usata dai Web Server per interfacciarsi 
con applicazioni esterne. 
Ogni volta che un client richiede al Web Server un URL corrispondente ad un documento in 
puro HTML gli viene restituito un documento statico (come un file di testo); se l'URL 
corrisponde invece ad un programma CGI, il server lo esegue in tempo reale, generando 
dinamicamente informazioni. 
Un programma (o uno script) CGI può essere scritto in qualsiasi linguaggio di 
programmazione (C/C++, Perl, PHP, Visual Basic, Tcl/Tk, AppleScript, ecc.), la scelta si 
basa sul sistema su cui girerà; il Perl è comunque il linguaggio più comunemente utilizzato. 
Esempio pratico: visitando una pagina Web, il server del sito che la ospita potrebbe aprire 
un'immagine e scrivere sulla pagina le sue dimensioni. 
  




// Contents of file "calc.h":  
typedef double xsd__double;  
 
int ns__add(xsd__double a, xsd__double b, xsd__double  
                                            &result);  
 
int ns__sub(xsd__double a, xsd__double b, xsd__double  
                                             &result);  
 
int ns__sqrt(xsd__double a, xsd__double &result);  
 
I metodi add e sub devono fare la somma e la sottrazione di due numeri double 
in floating point memorizzati nei parametri di input a e b e devono restituire il 
risultato nel parametro di uscita result. Il metodo sqrt fa la radice quadrata del 
parametro di input a e restituisce il risultato nel parametro di output result.  
Il tipo di dati xsd__double è riconosciuto dal compilatore gSOAP secondo lo 
xsd:double XSD Schema data type. L’uso del typedef  serve per associare tipi 
di dati primitivi del linguaggio C a tipi di dati dello schema XML. 
Per generare le routine di skeleton, il compilatore gSOAP è invocato da linea di 
comando in questo modo: 
soapcpp2 calc.h  
Il compilatore genera quindi le routine di skeleton per i metodi remoti add, sub, e 
sqrt specificati nell’header file calc.h. Le routine di skeleton sono 
rispettivamente, soap_serve_ns__add, soap_serve_ns__sub  e 
soap_serve_ns__sqrt e salvate nel file soapServer.cpp.  
Viene generato anche il file soapC.cpp che contiene i serializzatori e i 
deserializzatori per lo skeleton. 
Il compilatore genera anche una funzione dispatcher: la funzione soap_serve 
che gestisce le richieste dei clienti provenienti dallo stream standard input e invia le 
richieste di metodi remoti alle routine di skeleton appropriate per servire la 
richiesta. Le funzioni di skeleton girano le chiamate alle funzioni che implementano 
i metodi remoti. 
Questo che segue è un esempio di un’applicazione del servizio Calculator che usa 
la routine generata soap_serve() per gestire le richieste dei clienti: 
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// Contents of file "calc.cpp":  
#include "soapH.h"  





  soap_serve(soap_new());  




// Implementation of the "add" remote method:  
int ns__add(struct soap *soap, double a, double b, 
                                       double &result)  
{  
  result = a + b;  




// Implementation of the "sub" remote method:  
int ns__sub(struct soap *soap, double a, double b, 
                                       double &result)  
{  
  result = a - b;  




// Implementation of the "sqrt" remote method:  
int ns__sqrt(struct soap *soap, double a, double  
                                               &result)  
{  
  if (a > = 0)  
{  
  result = sqrt(a);  
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  return SOAP_OK;  
}  
else 
  return soap_receiver_fault(soap, "Square root of  
                             negative number",  
                             "I can only take the  
                             square root of a 




/*A namespace mapping table is needed. We can define 
the table by using a struct*/   
struct Namespace namespaces[] =  





{"xsi", "http://www.w3.org/2001/XMLSchema-instance"},  
{"xsd", "http://www.w3.org/2001/XMLSchema"},  
{"ns", "urn:simple-calc"}, // bind "ns" namespace 
prefix  
{NULL, NULL}  
};  
 
Osservare che i metodi remoti hanno un parametro di input in più che è un 
puntatore ad un ambiente runtime gSOAP (cioè un puntatore ad una struttura 
SOAP).  
L’implementazione dei metodi remoti deve restituire un codice di errore SOAP. Il 
codice SOAP_OK denota successo, mentre SOAP_FAULT denota un’eccezione i 
cui dettagli possono essere definiti dall’utente[36]. 
Il compilatore soapcpp2 genera anche un file WSDL per questo servizio (vedi 
dopo). 
L’header file in ingresso al compilatore gSOAP non deve essere modificato per 
generare le routine clienti di stub che servono per accedere al servizio. Le 
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applicazioni clienti possono essere sviluppate solo usando lo stesso file header per 
il quale sono state sviluppate le applicazioni del servizio. Ad esempio, la routine di 
stub soap_call_ns__add è disponibile nel file soapClient.cpp dopo 
l’invocazione del compilatore gSOAP sul file header calc.h. 
 
7.5.4.1 Creazione di un servizio indipendente 
Lo sviluppo di un Web Service come applicazione CGI visto in 7.5.3 è un modo per 
fornire il servizio su un server Web. Il servizio gSOAP può però anche eseguire 
indipendentemente, su una porta diversa dalla porta http(80), utilizzando i 
protocolli HTTP e TCP/IP. 
Per creare un servizio indipendente, solo la routine main deve essere modificata 
rispetto all’esempio di prima. Invece di un'unica chiamata alla routine 
soap_serve, il main diventa: 
int main()  
{ 
  struct soap soap;  
  int m, s; // master and slave sockets  
  soap_init(&soap);  
  m = soap_bind(&soap, "machine.cs.fsu.edu", 18083,  
                                                100);  
  if (m < 0)  
    soap_print_fault(&soap, stderr);  
  else 
    {  
      fprintf(stderr, "Socket connection successful:  
              master socket =%d\n", m);  
      for (int i = 1; ; i++)  
         { 
           s = soap_accept(&soap);  
           if (s < 0)  
             {  
               soap_print_fault(&soap, stderr);  
               break;  
              }  
            fprintf(stderr, "%d: accepted connection  
                    from IP=%d.%d.%d.%d 
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                    socket=%d", i, (soap.ip >>  
                    24)&0xFF, (soap.ip >> 
                    16)&0xFF, (soap.ip >> 8)&0xFF,  
                    soap.ip&0xFF, s);  
            if (soap_serve(&soap) != SOAP_OK)  
                                  // process request  
              soap_print_fault(&soap, stderr);  
                                      // print error  
           fprintf(stderr, "request served\n");  
           soap_destroy(&soap);  
     // clean up class instances  
           soap_end(&soap);  
           // clean up everything and close socket  
           }  
    }  
  soap_done(&soap);  
// close master socket and detach environment  
}  
La soap_serve() serve una richiesta o più richieste, se è abilitata l’opzione HTTP 
keep-alive (attraverso il flag SOAP_IO_KEEPALIVE). 
La tabella 7-4 descrive le principali funzioni gSOAP che sono utilizzate 
nell’esempio appena visto. 
Il nome host nella funzione soap_bind può essere NULL per indicare che 
bisogna usare l’host corrente.  
L’attributo soap.accept_timeout dell’ambiente run-time gSOAP specifica il 
valore del timeout per chiamata non-bloccante soap_accept(&soap). 
Un’applicazione cliente si connette a questo servizio indipendente con l’endpoint 
machine.cs.fsu.edu:18083. L’endpoint può usare il prefisso http://. 
Se assente allora non si invia nessun header HTTP e nessuna informazione di tipo 
HTTP viene comunicata al servizio. 
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Function Description 
soap_init(struct soap *soap) 
Initializes gSOAP runtime environment 
(required once) 
soap_bind(struct soap *soap, 
char *host, int port, int 
backlog) 
Returns master socket (backlog = 
max. queue size for requests). When 
host==NULL: host is the machine on 
which the service runs  
soap_accept(struct soap 
*soap)  
Returns slave socket  
soap_end(struct soap *soap)  
Clean up deserialized data (except 
class instances) and temporary data  
soap_free(struct soap *soap) Clean up temporary data only  
soap_destroy(struct soap 
*soap)  
Clean up deserialized class instances 
(note: this function will be renamed 
with option -n  
soap_done(struct soap *soap) 
Reset: close master/slave sockets and 
remove callbacks  
Tabella 7-4 Principali funzioni gSOAP 
 
7.5.4.2 Creazione di un servizio multithread 
Un Web Service Multi-threading è essenziale quando i tempi di risposta ad una 
richiesta di servizio sono potenzialmente lunghi o quando si abilita l’opzione keep-
alive del Web Service. A partire dalla versione gSOAP 2.0 la modalità multi-thread 
è supportata. Ogni thread deve avere un proprio ambiente runtime. Per maggiori 
dettagli fare riferimento alla guida [36]. 
 
7.5.4.3 Generazione della descrizione del servizio 
Come già visto, il compilatore soapcpp2 genera le descrizioni WSDL (Web 
Service Description Language) del servizio e i file XML Schema quando elabora un 
file header. Uno XML schema è una descrizione del tipo di un documento XML, 
tipicamente espressa in termini di vincoli sulla struttura e sul contenuto dei 
documenti di quel tipo. Uno XML schema permette  di interpretare i tipi usati nei 
messaggi SOAP. 
Il compilatore produce quindi un file WSDL per un insieme di metodi remoti. 
Abbiamo visto che i nomi dei prototipi di funzione dei metodi remoti di uno stesso 
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insieme devono usare lo stesso prefisso namespace e questo prefisso viene anche 
usato anche per dare un nome al file WSDL. Se sono stati usati più prefissi 
namespace allora vengono creati più files WSDL, ognuno dei quali descrive 
l’insieme dei metodi remoti che hanno lo stesso prefisso namespace. Quindi se i 
nomi di uno stesso insieme di metodi remoti utilizzano il prefisso ns__ viene 
creato il file ns.wsdl. 
Oltre al file ns.wsdl, si genera anche un file con la tabella per il mapping del 
namespaceace. 
Il compilatore gSOAP genera anche i file XML schema per i tipi di dati complessi 
C/C++ dichiarati con uno specifico prefisso namespace. Questi file vengono 
chiamati ns.xsd, dove ns è il prefisso namespace usato nella dichiarazione del 
tipo complesso. I file XML Schema non devono essere pubblicati perché il file 
WSDL contiene già la definizione appropriata dell’XML Schema. 
 
7.5.5 Compilazione delle applicazioni create usando gSOAP 
7.5.5.1 Compilazione di un cliente gSOAP 
Dopo aver invocato il compilatore gSOAP su un file header che descrive un 
servizio, l’applicazione cliente può essere compilata su una macchina Unix nel 
modo seguente:  
g++ -o myclient myclient.cpp stdsoap2.cpp soapC.cpp  
                                         soapClient.cpp  
Il file myclient.cpp deve includere soapH.h e deve definire una  global 
namespace mapping table.  
 
7.5.5.2 Compilazione di un Web Service gSOAP 
Dopo aver invocato il compilatore gSOAP su un file header che descrive un 
servizio, l’applicazione service può essere compilata su una macchina Unix nel 
modo seguente:  
g++ -o myserver myserver.cpp stdsoap2.cpp soapC.cpp  
                                         soapServer.cpp  
Il file myserver.cpp deve includere soapH.h e deve definire una global 
namespace mapping table.  
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7.5.6 Plug-in per il toolkit gSOAP 
Il Plug-in (o plugin) è un programma non autonomo che interagisce con un altro 
programma per ampliarne le funzioni. Il tipico esempio è un plugin per un software 
di grafica che permette l'utilizzo di un formato grafico non supportato in maniera 
nativa dal software principale. La capacità di un software di supportare i plugin è 
generalmente un'ottima caratteristica rendendo possibile l'ampliamento delle sue 
funzioni in maniera semplice e veloce.  
Un Plug-In è quindi un componente aggiuntivo, normalmente sviluppato da terze 
parti, che permette di estendere le funzionalità di gSOAP. Il toolkit gSOAP 
consente di usare i Plug-in tramite l’operazione di registrazione che, come 
vedremo meglio in seguito, si realizza chiamando la funzione int 
soap_register_plugin_arg(). Dopo la registrazione un Plug-in ha pieno 
accesso alle impostazioni run-time e alle chiamate delle funzioni gSOAP, e i dati 
locali del plug-in sono associati all’ambiente run-time gSOAP. L’ambiente run-time 
è la struttura soap. Nella struttura soap fra le varie cose c’è infatti anche un 
puntatore alla lista delle strutture dati dei vari plug-in registrati in quel momento (in 
seguito chiameremo questa lista catena dei plugin). Attraverso l’overriding delle 
chiamate di funzioni gSOAP con le chiamate di funzioni del plug-in, il plug-in 
stesso estende le capacità di gSOAP. 
La funzione che il toolkit mette a disposizione per registrare un plug-in è: 
int soap_register_plugin_arg(struct soap *soap, 
                             int (*fcreate) 
                                (struc soap *soap, 
                                 struct soap_plugin *p,    
                                 void *arg), 
                             void *arg)  
Ai dati locali del plug-in si può accedere tramite una funzione di lookup: 
void* soap_lookup_plugin(struct soap*, const char*)  
La funzione soap_lookup_plugin() cerca un plugin registrato e restituisce i 
dati locali associati a quel plug-in. I dati locali del plug-in sono creati quando si 
registra un plug-in e possono essere usati per memorizzare informazioni che sono 
rilevanti solo per il plug-in. 
La funzione soap_lookup_plugin() ha come argomenti la struttura soap e 
il nome (char*) del plugin. Restituisce NULL se il plugin non è stato registrato. 
Altre due funzioni utili possono essere:  
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int soap_copy(struct soap *soap);  
void soap_done(struct soap *soap);  
La funzione soap_copy() restituisce un nuovo ambiente gSOAP allocato 
dinamicamente che è la copia di un altro, in modo che non ci siano dati condivisi 
fra l’ambiente originale e la copia. La funzione soap_copy() invoca le funzioni 
di copia del plug-in per copiare i dati locali al plug-in, quindi chi scrive il plug-in 
deve prevedere le chiamate per fare la copia. La funzione soap_copy() 
restituisce un codice di errore gSOAP o SOAP_OK in caso di successo.  
La funzione soap_done de-registra tutti i plugin-in, quindi questa funzione va 
chiamata per terminare in modo pulito un ambiente run-time gSOAP. La 
soap_done() chiama le funzioni di cancellazione definite nei vari plug-in, 
funzioni la cui scrittura e definizione è quindi compito di chi sviluppa il plug-in.  
Vediamo un esempio di definizione di un plug-in. Questo esempio fa l’ovveride 
delle chiamate send e receive per copiare sul terminale (stderr) tutti i messaggi che 
sono mandati e ricevuti.  
Per prima cosa, scriviamo un file header plugin.h per definire le strutture dati 
locali al plug-in e definiamo un nome globale per identificare il plug-in:  
//file plugin.h 
#include "stdsoap2.h"  
 
#define PLUGIN_ID "PLUGIN-1.0"  
                    // some name to identify plugin  
 
struct plugin_data // local plugin data  
{ 
   int (*fsend)(struct soap*, const char*, size_t);  
                   /* to save and use send callback */ 
   size_t (*frecv)(struct soap*, char*, size_t);  
                   /* to save and use recv callback*/  
};  
 
int plugin(struct soap        *soap,  
           struct soap_plugin *plugin,  
           void                *arg); 
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Da osservare attentamente che nella struttura dei dati locali del plugin sono 
presenti dei puntatori a funzione per le funzioni di cui si vuole fare l’override. 
Altra cosa da notare è che in questo file va dichiarata anche la funzione 
(plugin() in questo esempio) che sarà poi utilizzata dalla 
soap_register_plugin(). 
Poi scriviamo la funzione per registrare il plugin e le chiamate alle altre funzioni: 
//file plugin.c 
#include "plugin.h"  
 
static const char plugin_id[] = PLUGIN_ID;  
 
static int plugin_init(struct soap       *soap,  
                       struct plugin_data *data);  
 
static int plugin_copy(struct soap        *soap,  
                       struct soap_plugin *dst,  
                       struct soap_plugin *src);  
 
static void plugin_delete(struct soap        *soap, 
                          struct soap_plugin *p);  
 
static int plugin_send(struct soap *soap,  
                       const char  *buf,  
                       size_t       len);  
 
static size_t plugin_recv(struct soap *soap, 
                          char        *buf, 
                          size_t      len);  
 
// the registry function:  
int plugin(struct soap *soap,  
           struct soap_plugin *p, 
           void *arg)  
{  
p->id = plugin_id;  
p->data = (void*)malloc(sizeof(struct plugin_data));  
p->fcopy = plugin_copy; 
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/* optional: when set the plugin must copy its local 
data */ 
p->fdelete = plugin_delete;  
if (p->data)  
   if (plugin_init(soap, (struct plugin_data*)p->data))  
   {  
    free(p->data); // error: could not init  
    return SOAP_EOM; // return error  
   }  




static int plugin_init(struct soap *soap, 
                       struct plugin_data *data)  
{  
data->fsend = soap->fsend; // save old recv callback  
data->frecv = soap->frecv; // save old send callback  
soap->fsend = plugin_send; /* replace send callback  
                              with new / 
soap->frecv = plugin_recv; /* replace recv callback  
                              with new */ 
return SOAP_OK;  
}  
 
// copy plugin data, called by soap_copy() // This is 
important: we need a deep copy to avoid data sharing by 
two run-time environments  
static int plugin_copy(struct soap *soap,  
                       struct soap_plugin *dst,  
                       struct soap_plugin *src)  
{  
if (!(dst->data =  
           (struct plugin_data*)malloc(sizeof( 
                                struct plugin_data))))  
                                      return SOAP_EOM;  
*dst->data = *src->data;  
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return SOAP_OK;  
}  
 
// plugin deletion, called by soap_done()  
static void plugin_delete(struct soap *soap,  
                           struct soap_plugin *p)  
{ free(p->data); // free allocated plugin data  
}  
 
// the new send callback  
static int plugin_send(struct soap *soap, 
                       const char  *buf,  
                       size_t      len)  
{  
struct plugin_data *data =  
         (struct plugin_data*)soap_lookup_plugin(soap, 
                                           plugin_id); 
                       /* fetch plugin's local data */ 
fwrite(buf, len, 1, stderr); // write message to stderr  
return data->fsend(soap, buf, len);  
/* pass data on to old send callback */ 
}  
 
// the new receive callback  
static size_t plugin_recv(struct soap *soap, 
                          char *buf, size_t len)  
{  
struct plugin_data *data =  
          (struct plugin_data*)soap_lookup_plugin(soap, 
                                            plugin_id); 
                        /* fetch plugin's local data */ 
size_t res = data->frecv(soap, buf, len);  
                 /* get data from old recv callback */ 
write(buf, res, 1, stderr);  
return res;  
} 
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Osservare che  nella funzione int plugin(struct soap *soap, 
struct soap_plugin *p, void *arg) il campo fdelete della 
struct soap_plugin deve contenere un puntatore a funzione. È infatti 
responsabilità del plug-in la gestione della registrazione (inizializzazione), copia, e 
cancellazione dei dati e delle funzioni del plug-in stesso.  
Un’applicazione può copiare un ambiente runtime (per esempio per creare un 
nuovo thread) usando la funzione soap_copy(). Questa funzione deve, fra 
l’altro, copiare la catena dei plugin contenuta nell’ambiente. La copia di ciascun 
plug-in può avvenire in modo condiviso cioè tale che la nuova replica della catena 
dei plugin contenga dei puntatori ai dati originali, oppure in modo non condiviso, 
cioè tale che la replica contenga una nuova copia dei dati. Per usare la copia in 
modo condiviso, il campo fcopy() della struct soap_plugin() deve 
essere nullo, altrimenti deve contenere un puntatore a una funzione, scritta dallo 
sviluppatore del plugin, che provveda a copiare i dati. 
Il plug-in appena definito può essere usato nel modo seguente: 
struct soap soap;  
soap_init(&soap);  








Constanza: un Replica Consistency Service per 
Griglie 
Questo capitolo illustra il problema della sincronizzazione e della consistenza delle 
repliche in una Data Grid. Viene descritto il servizio di Consistenza accessibile 
come Web Service Constanza che è sviluppato all’interno del progetto INFNGrid 
[41] e che consente di avere la consistenza delle repliche in un ambiente Grid. 
 
8.1 Consistenza dei dati 
Le Data Grids sono una soluzione al problema della gestione di grandi quantità di 
dati distribuiti su scala mondiale. In una tipica Data Grid ci sono petabytes di dati 
replicati. Una replica non è semplicemente una copia di file; le repliche sono in 
realtà due o più istanze fisiche di uno stesso file logico. Chiaramente un’eventuale 
operazione di modifica (update) su una replica deve essere propagata alle altre 
repliche.  
Per quanto riguarda la consistenza delle repliche occorre fare dei distinguo in base 
al caso che si analizza [37,38]. Se nella Grid i dati sono solo read-only, allora sono 
sempre consistenti perché non viene fatta nessuna update sulle repliche. Se 
invece è possibile aggiornare una replica il problema si complica. Il tutto è reso 
ancor più complicato dal fatto che in una Data Grid sono presenti diversi tipi di dato 
che richiedono diversi tipi di consistenza, quindi un servizio che garantisce la 
consistenza deve fornire varie politiche di replicazione. Oltre a questo occorre 
tener presente che il servizio deve garantire le possibilità di usare qualsiasi metodo 
di memorizzazione. 
In una Data Grid deve quindi essere presente un Replica Manager che serve agli 
utenti per creare, spostare, aggiornare e cancellare le repliche. Questo significa 
che i file sono copiati da un sito ad un altro e registrati in un catalogo. Informazioni 
ausiliarie, quali indici e catalogo, utilizzate per gestire i dati, devono essere 
anch’esse replicate e quindi mantenute consistenti. 
 
8.1.1 Modello di consistenza sincrono 
Il modello di consistenza sincrono ha come requisito fondamentale che le 
operazioni di update su tutte le repliche sono fatte in una transazione. Una 
transazione è un'unità atomica di accesso di database che è eseguita 
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completamente o non eseguita per niente. Se usiamo questo modello, ogni 
transazione di database locale è propagata a tutte le altre repliche dei dati coinvolti 
nella transazione o almeno alla maggioranza di repliche. 
In un DataBase Manager System (DBMS) il modello sincrono può essere 
realizzato estendendo il meccanismo di lock a tutte le repliche. Il metodo fornito dai 
DBMS distribuiti non fornisce una soluzione flessibile e quindi non può essere 
usato in una Data Grid. Infatti, in un ambiente di tal genere ci deve essere la 
possibilità di specificare livelli di consistenza diversi secondo il tipo di dato da 
sincronizzare: alcuni tipi di dati possono essere momentaneamente non 
sincronizzati (bassa consistenza) e altri tipi devono essere sempre sincronizzati 
(alta consistenza). 
 
8.1.2 Modello di consistenza asincrono 
Per un ambiente Grid non è una buona soluzione tenere petabytes di dati 
sincronizzati. Il modello di consistenza asincrono consente che alcune repliche, per 
un tempo limitato, possano essere in uno stato inconsistente. 
All’interno del modello asincrono possiamo riconoscere tre diverse soluzioni di uso 
comune: 
• Copia primaria. Per ogni dato esiste una copia primaria e tutte le altre repliche 
sono copie secondarie. I cambiamenti possono essere fatti solo sulla copia 
primaria. Le richieste di update fatte su una copia secondaria sono passate 
alla copia primaria che fa l’update e propaga i cambiamenti a tutte le copie 
secondarie. 
• Epidemica. I cambiamenti possono essere fatti su ogni replica, un’attività 
separata confronta le versioni delle varie repliche e invia i cambiamenti alle 
repliche più vecchie in maniera asincrona [3]. 
• Indipendente. Non tutti i siti gestiscono la consistenza. Quando si ha un’update 
questa è notificata solo ad alcuni siti. I siti che non ricevono l’update 
recuperano i cambiamenti da altri siti. 
 
8.2 Replica Consistency Service Constanza 
Un Replica Consistency Service (RCS) è un servizio Grid che deve garantire la 
consistenza dei dati replicati. Questo servizio comprende vari schemi di 
replicazione e garantisce livelli di consistenza diversi per applicazioni utenti. 
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Questo paragrafo descrive il Replica Consistency Service denominato Constanza 
sviluppato all’interno del progetto INFNGrid project [41], che permette di garantire 
la consistenza fra le repliche in un ambiente Data Grid. 
 
8.2.1 Introduzione 
Constanza [39, 40] è un RCS accessibile come Web Service. Può essere 
configurato per varie politiche di update, attualmente Constanza consente uno 
scenario single-master con propagazione asincrona. Le repliche possono essere 
database relazionali o files. 
8.2.2 Architettura 
I componenti dell’architettura di Constanza sono i seguenti: 
1. Global Replica Consistency Service (GRCS) componente principale e 
interfaccia verso gli end users. 
2. Local Replica Consistency Service (LRCS), consente l’update di una replica; 
internamente ha un catalogo per gestire i metadati utili per aggiornare la copia 
locale. In Constanza è implementata una politica single-master, cioè un singolo 
LRCS ha la copia master che può essere aggiornata dagli utenti. Tutte le altre 
repliche sono sincronizzate dall’RCS. 
3. Replica Consistency Catalogue (RCC), memorizza le informazioni su tutte le 
repliche, tipo lo stato di una replica e dove si trova tale replica. 
Nella figura 8-1 successiva è mostrata l’interazione fra questi componenti: 
L’interfaccia verso questo RCS è a linea di comando [42]. Un utente prima fa 
l’update della replica master e poi invia il comando di propagazione di update. 
In uno scenario di replicazione di database è previsto anche il componente Log 
Watcher; che periodicamente controlla se è stata fatta un’ update sulla replica 
master. Quando si accorge che c’è un’ update estrae gli ultimi cambiamenti dal file 
di log del database e li mette in un update file che viene inviato a tutte le altre 
repliche con il comando di update. I cambiamenti vengono fatti sulle repliche 
secondarie dal componente DBUpdater. 
Constanza supporta una politica di propagazione asincrona, che viola i requisiti di 
consistenza per il tempo necessario a completare la propagazione dell’update. 
Il processo di sincronizzazione per database può essere diviso in tre fasi principali: 
1. Estrazione del Log e notifica. Il master LRCS utilizza il componente Log 
Watcher per monitorare il file di log del database in modo da scoprire gli 
eventuali aggiornamenti al database stesso. In base agli aggiornamenti crea il 
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file di update che gli slave LRCS possono utilizzare per aggiornare le proprie 
repliche. Appena il file di update è pronto viene inviata una notifica al 
componente GRCS. 
2. Update Propagation. Quando il componente GRCS riceve la notifica di update 
dal master LRCS contatta tutti gli slave LRCS che hanno almeno una replica 
interessata dall’update, fornendo il luogo dove recuperare il file di update. 
3. Log Transfer & Application. Nel momento in cui uno slave LRCS riceve la 
notifica di un’update recupera (utilizzando il servizio realizzato dal progetto 
globus GRIDFTP [43]) il file update e tramite il proprio componente interno 
DBUpdater applica le modifiche necessarie. 
 
Figura 8-1 Architettura Constanza Database scenario 
 
8.3 L’architettura software dell’RCS Constanza 
Un prototipo di Constanza è stato implementato in C++. Questo paragrafo descrive 
l’architettura software del RCS Constanza, come specificata in [44]. La struttura dei 
sottosistemi di Constanza è mostrato in figura 8-2.  
8.3.1 L’infrastruttura di comunicazione 
Analizziamo per prima l’architettura dei moduli che realizzano l’infrastruttura di 
comunicazione per il servizio GRCS e per il servizio LRCS. Questi moduli sono 
distinti per i due servizi, ma hanno la stessa struttura; per questo in questo 
paragrafo descriveremo l’infrastruttura per il servizio generico “SRVC”. 
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L’interfaccia del servizio è modellata come interfaccia UML con lo stereotipo 
<<webinterface>>, chiamata WSRVC. Questa interfaccia è la lista dei 
metodi remoti di servizio ed è definita nel file header gSOAP WSRVC.gh. 
 
 
Figura 8-2 Logical Packages of Constanza [44] 
 
8.3.1.1 Lato Server 
Sul lato server, il compilatore gSOAP produce una classe WSRVC (che 
modelliamo con la classe UML WSRVC, stereotipato con <<soapobj>>) che fa 
da wrapper per i dati interni di gSOAP (contenuti nella struttura soap) e per alcune 
funzioni. Il compilatore produce anche le dichiarazioni in C++ dei metodi di servizio 
(da non confondere con i metodi remoti di servizio dichiarati negli header gSOAP): 
rappresentiamo questo insieme di dichiarazioni con l’utility UML srvMethods. 
Un’altra utility, che chiamiamo srvAux, raggruppa alcune funzioni ausiliarie. 
Una delle operazioni di WSRVC è serve() che fa partire il servizio. I passi del 
servizio possono essere così riassunti: 
1. Il server crea un’istanza di WSRVC (più precisamente di un wrapper di WSRVC, 
vedi dopo) e stabilisce una porta ed un indirizzo internet. 
2. Il server tramite un ciclo infinito attende richieste a per ogni richiesta ricevuta 
apre una connessione e invoca l’operazione serve() sull’istanza di WSRVC. 
3. serve() chiama srvc_serve() (funzione di srvcAux). 
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4. srvc_serve() riceve una richiesta SOAP e chiama 
srvc_serve_request() (funzione di srvcAux). 
5. srvc_serve_request() legge l’elemento SOAP che contiene il metodo 
di servizio invocato (ad esempio WSRV__meth1) e chiama la funzione 
wrapper corrispondente soap_serve_WSRV__meth1()(funzione di 
srvcAux). 
6. La funzione wrapper chiama il metodo WSRV__meth1() (dall’utility 
srvcMethods). 
La sequenza appena vista (eccetto che per i primi due passi) è eseguita dal codice 
generato da gSOAP, mentre la definizione dei metodi di servizio (ad esempio 
WSRV__meth1) deve essere realizzata nell’applicazione server. La definizione 
dei metodi di servizio è modellata con l’utility UML WSRVcc. La loro 
implementazione è basata sullo schema seguente: 
1. Una classe core SRVC definisce i metodi core (ad esempio meth1()) che 
implementa i metodi di servizio (ad esempio WSRV__meth1()). 
2. Un puntatore ad un’istanza della classe core è situato nel campo user della 
struttura soap. 
3. Ogni metodo di servizio (ad esempio WSRV__meth1()) chiama il 
corrispondente metodo core (ad esempio meth1()), usando il puntatore 
appena menzionato. 
4. Il metodo core esegue la richiesta. 
Un’ultima classe del sottosistema di comunicazione è la classe servant 
WSRVC_svt. Questa classe è solo un wrapper per WSRVC, che contiene le 
operazioni per collegare il server (bind()), accettare connessioni (accept()) e 
settare il campo user dell’ambiente SOAP con l’indirizzo della classe core 
(set_impl()). 
La figura 8-3 mostra l’infrastruttura appena descritta. Le dipendenze stereotipate 
con <<gsoap>> indicano che il componente modellato è generato dal 
compilatore soapcpp2. I file nei commenti sono generati anch’essi dal 
compilatore soapcpp2 tra cui: 
• srvcStub.h. Dichiarazione dei metodi di servizio (srvMethods) e dei dati 
e funzioni ausiliari (srvcAux). 
• srvcH.h. Dichiarazione di dati e funzioni utili alla serializzazione. 
• srvcC.cpp. Definizione delle funzioni dichiarati in srvcH.h. 
8.3 L’architettura software dell’RCS Constanza 
119
 
• srvcWSRVObject.h. Dichiarazione e definizione della classe WSRVC. 
• srvcServer.cpp. Definizione delle funzione ausiliarie (srvcAux). 
• srvcServerLib.cpp. Come srvcServer.cpp, con in più le 
dichiarazioni per costruire le librerie. 
 
Figura 8-3 Infrastruttura generica di comunicazione lato server. [44] 
 
8.3.1.2 Lato Client 
Per il lato client il compilatore gSOAP genera una classe proxy WSRVC, che noi 
stereotipiamo con <<proxy>>. Questa classe fa da wrapper per la struttura dati 
soap e definisce i metodi proxy. Ogni metodo proxy ha lo stesso nome  (ad 
esempio WSRV__meth1) del corrispondente metodo remoto ma parametri diversi 
(il metodo remoto ha un argomento in più, un puntatore ad una struttura soap). Il 
metodo proxy chiama una funzione proxy wrapper 
(soap_call_WSRVC_meth1()) che invia la richiesta SOAP al server. 
Le applicazioni clienti possono usare la classe proxy per interagire con il server. 
Per disaccoppiare i clienti dalle convenzioni gSOAP c’è la classe stub (Stub), i cui 
metodi (meth1()) hanno lo stesso nome e gli stessi parametri della classe core 
del lato server.  
La classe WSRVC_wrp, funge invece da wrapper per la classe proxy. Questo 
wrapper attualmente ha un unico metodo che può essere usato per specificare 
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l’endpoint del server. La figura 8-4 mostra le classi coinvolte nell’infrastruttura di 
comunicazione lato client. 
 
 Figura 8-4 Infrastruttura generica di comunicazione lato client [44]. 
8.3.2 Il package GRCS 
Come si può vedere in figura 8-5 il package GRCS è suddiviso in altri 4 sub-
packages: Comm, Core, Server e API che andiamo di seguito a descrivere. 
 
Figura 8-5 Il package GRCS [44] 
 
8.3.2.1 Il subpackage Comm 
Contiene l’interfaccia Web Service <<webinterface>> WRCS, definita nel file 
header gSOAP WRCS.gh. 
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La struttura del subpackage è diversa a seconda se ci troviamo sul lato server o 
sul lato client.  
La figura 8-6 mostra il modulo lato server, possiamo notare: 
• <<soapobj>> WRCS; Wrapper generato da gSOAP per la struttura soap, 
contiene il costruttore, il distruttore e la funzione serve(). 
• WRCS_svt; Classe “skeleton” per il GRCS, contiene le funzioni bind(), 
accept() e set_impl(). Come già detto la funzione set_impl() setta 
il puntatore all’istanza GRCS che implementa il servizio.  
• WRCScc; È la definizione dei metodi del servizio. 
 
Figura 8-6 Il subpackage GRCS, lato server [44] 
La figura 8-7 mostra invece il modulo lato client in cui possiamo notare: 
• <<proxy>> WRCS; Classe proxy generata da gSOAP, che contiene 
l’implementazione dei metodi remoti. 
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Figura 8-7 Il subpackage GRCS, lato client [44] 
 
8.3.2.2 Il subpackage API 
Contiene al suo interno: 
• WRCS_wrp; Classe wrapper per il proxy, fornisce la funzione 
set_endpoint(). 
• InternalStub; Questa classe realizza le operazioni usate dagli altri 
componenti del Replica Consistency Service per comunicare con il 
componente GRCS. 
• UserStub; Questa classe realizza le operazioni usate dai clienti esterni del 
Replica Consistency Service per comunicare con il componente GRCS.  
 
8.3.2.3 Il subpackage Core 
Questo package contiene il nucleo del servizio: 
• <<interface>> IRCS; Interfaccia che raggruppa le operazioni che i clienti 
esterni possono chiamare per sottoscrivere e aggiornare dataset e per 
interrogare il servizio. 
• <<interface>> IRCA; Interfaccia che raggruppa le operazioni che i clienti 
esterni possono chiamare per settare i parametri del servizio e per registrare o 
de-registrare server LRCS. La classe eredita da IRCS.  
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• <<interface>> IInternal; Interfaccia che raggruppa le operazioni che 
LRCS utilizza per realizzare i protocolli intra-service. 
• GRCS; Classe che realizza le tre interfacce appena descritte. In particolare 
crea un’istanza di UpdateOperation (vedi sotto) per servire le richieste di 
update. 
• UpdateOperation; Ogni istanza di questa classe gestisce una singola 
richiesta di update; Comprende la funzione execute() che attiva un thread 
che gestisce la comunicazione con gli LRCS coinvolti. 
• LRCSopCont; Classe che contiene un puntatore alle istanze di 
UpdateOperation che non hanno completato le loro operazioni. 
 
 
8.3.2.4 Il subpackage Server 
Questo package contiene il programma principale del server. Il server crea un 
istanza della classe WRCS_svt e una della classe GRCS, inizializza la prima 
passandogli l’indirizzo dell’istanza GRCS e collegandola all’endpoint, entra poi in un 
ciclo che accetta e serve le richieste entranti.  
 
8.3.2.5 Il subpackage Client 
Oltre ai subpackages mostrati in figura 8-5 è presente anche il package Client che 
consiste delle applicazioni client per il GRCS. Possono essere invocate da 
eseguibili a linea di comando. 
 
8.3.3 Il package LRCS 
Come si può vedere in figura 8-8 il package LRCS è suddiviso in altri 4 sub-
packages: Comm, Core, Server e API che andiamo di seguito a descrivere. 
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Figura 8-8 Il package LRCS [44] 
 
8.3.3.1 Il subpackage Comm 
Contiene l’interfaccia Web Service <<webinterface>> WLRCS, definita nel 
file header gSOAP WLRCS.gh. 
La struttura del subpackage è diversa a seconda se ci troviamo sul lato server o 
sul lato client.  
La figura 8-9 mostra il modulo lato server, possiamo notare: 
• <<soapobj>> WLRCS; Wrapper generato da gSOAP per la struttura 
soap, contiene il costruttore, il distruttore e la funzione serve(). 
• WRCS_svt; Classe “skeleton” per il LRCS, contiene le funzioni bind(), 
accept() e set_impl().  
• WLRCScc; È la definizione dei metodi del servizio.  




Figura 8-9 Il subpackage LRCS, lato server [44] 
La figura 8-10 mostra invece il modulo lato client in cui possiamo notare: 
• <<proxy>> WRCS; Classe proxy generata da gSOAP, che contiene 
l’implementazione dei metodi remoti.  
 
Figura 8-10 Il subpackage LRCS, lato server [44] 
8.3.3.2 Il subpackage API 
Contiene al suo interno: 
• WLRCS_wrp; Classe wrapper per il proxy, fornisce la funzione 
set_endpoint(). 
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• LRCSStub; Questa classe realizza le operazioni usate dagli altri componenti 
del Replica Consistency Service per comunicare con il componente LRCS.  
• UserStub; Questa classe realizza le operazioni usate dai clienti esterni del 
Replica Consistency Service per comunicare con il componente LRCS.  
 
8.3.3.3 Il subpackage Core 
Questo package contiene il nucleo del servizio: 
• <<interface>> ILRCS; Interfaccia che raggruppa le operazioni che i 
clienti esterni possono chiamare per sottoscrivere e aggiornare dataset e per 
interrogare il servizio.  
• LRCS; Classe che realizza l’interfaccia precedente.  
• LogFWatcher; Ogni istanza di questa classe genera un thread che monitora 
il file di log del database.  
• DBUpdater; Ogni istanza di questa classe applica un’update ad un 
database.  
 
8.3.3.4 Il subpackage Server 
Questo package contiene il programma principale del server. Il server crea un 
istanza della classe WLRCS_svt e una della classe LRCS, inizializza la prima 
passandogli l’indirizzo dell’istanza LRCS e collegandola all’endpoint, entra poi in un 
ciclo che accetta e serve le richieste entranti. È definita nel file 
lrcs/server/lrcsserver.cc. 
 
8.3.3.5 Il subpackage Client 
Oltre ai subpackages mostrati in figura 8-8 è presente anche il package Client che 
consiste delle applicazioni client per il LRCS. Possono essere invocate da 
eseguibili a linea di comando. 
 
8.3.4 Il package RCC 
Il package RCC contiene solo la classe RCC, che interagisce con il database per 





Integrazione della GSI in Constanza 
Questo capitolo illustra com’è stata resa sicura l’infrastruttura di comunicazione del 
Replica Consistency Service Constanza, integrando il software descritto nel 
capitolo 8 con la Grid Security Infrastructure descritta nel capitolo 6. 
Per un’applicazione basata sui Web Service come Constanza, gli aspetti di 
sicurezza sono gestiti a livello SOAP, l’integrità e riservatezza ai messaggi viene 
garantita utilizzando delle estensioni al protocollo. Dato che in Constanza viene 
utilizzato gSOAP (vedi capitolo 7) per costruire l’infrastruttura di comunicazione 
clienti/server si può rendere sicuro il servizio utilizzando un plugin per gSOAP. Il 
plug-in scelto è CGSI-gSOAP [45,46], che realizza la GSI (Grid Security 
Infrastructure). Il plug-in utilizza le librerie globus globus_gss_assist [47] e 
globus_gssapi_gsi [48] per integrare la GSI in gSOAP.  
 
9.1 Il plugin CGSI-gSOAP 
Il plugin è sviluppato all’interno del progetto LHC Computing Grid [49]. LHC (Large 
Hadron Collider) [50], attualmente in costruzione in un tunnel circolare al CERN 
[51] vicino Ginevra, è lo strumento scientifico più grande al mondo. LHC è un 
acceleratore di particelle con una circonferenza di 27 Km che quando sarà 
operativo produrrà circa 15 Petabytes (cioè 15 milioni di Gigabytes) di dati 
annualmente, che migliaia di scienziati sparsi in tutto il mondo vorranno consultare 
e analizzare. Lo scopo del progetto LHC Computing Grid è di realizzare e 
mantenere un’infrastruttura che consenta la memorizzazione e l’elaborazione dei 
dati prodotti da LHC. 
Il plug-in è scarsamente documentato [45], per analizzare le sue caratteristiche è 
quindi necessario far riferimento al codice sorgente del plugin stesso [46]. Il codice 
sorgente è, come già detto, basato sulle librerie globus globus_gss_assist [47] e 
globus_gssapi_gsi [48]. Queste librerie consentono di scrivere applicazioni che 
utilizzano lo standard GSS-API (vedi capitolo 5) in maniera abbastanza semplice. 




Possiamo ora analizzare ognuno di questi file. 
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9.1.1 File cgsi_plugin_int.h 
Il file header contiene alcune macro utilizzabili che risultano utili fra le altre cose 
per distinguere se si tratta del plugin lato server o lato client. Questo perché il 
plugin ha un’implementazione diversa a seconda se siamo sul lato server o sul lato 
client. 
In questo file vi è poi la definizione della struttura dati locale del plugin. 
Analizzando questa struttura si nota che il plugin realizza sostanzialmente 
l’ovveride di quattro funzioni di gSOAP: 
1. la funzione fsend, in modo da effettuare l’invio di dati in maniera sicura. 
2. la funzione frecv, per ricevere dati cui è stato applicato un meccanismo di 
sicurezza (segretezza, integrità…). 
3. la funzione fopen, in modo da stabilire una connessione che sia basata su un 
contesto fidato 
4. la funzione fclose, utile per chiudere in maniera pulita una connessione 
sicura 
Nella struttura sono presenti i campi per l’handle delle credenziali, per l’handle del 
contesto di sicurezza e per l’handle delle credenziali delegate. Vi sono poi dei 
campi che conterranno il nome del client, del server e l’username locale. 
Altri campi che trovano spazio in questa struttura sono quelli per alcuni flag 
informativi, in particolare i flag informativi del contesto di sicurezza.  
È chiaro che alcuni campi (tipo l’handle per le credenziali delegate) hanno senso 
se siamo dal lato server mentre non hanno senso se siamo dal lato client e 
viceversa. 
9.1.2 File cgsi_plugin.h 
Questo header file costituisce la vera interfaccia per un utilizzatore del plugin. La 
prima cosa che si incontra nel file é la definizione di alcune opzioni che possono 
essere specificate quando si registra il plugin (vedi paragrafo 7.5.6) tra le quali 
possiamo menzionare: 
• CGSI_OPT_CLIENT per inizializzare il plugin lato cliente. 
• CGSI_OPT_ SERVER per inizializzare il plugin lato server. 
• CGSI_OPT_DISABLE_NAME_CHECK per inizializzare un plugin in cui non è 
possibile controllare i nomi dei partecipanti al contesto di sicurezza. 
• CGSI_OPT_DELEG_FLAG per inizializzare il plugin che preveda la possibilità 
di delegare le credenziali del cliente. 
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Passiamo ora ad analizzare i prototipi delle principali funzioni che si trovano in 
questo header file: 
int cgsi_plugin(struct soap         *soap,  
                struct soap_plugin  *plugin,  
                void                *arg) 
Costruttore generico per il plugin, restituisce 0 in caso di successo -1 altrimenti. 
Parametri: 
• soap struttura soap per la richiesta.  
• plugin puntatore alla struttura dati locale al plugin. 
• arg parametri per la creazione del plugin. 
int client_cgsi_plugin (struct soap          *soap,  
                          struct soap_plugin *plugin,  
                          void               *arg) 
Costruttore per il lato client. Restituisce 0 in caso di successo -1 altrimenti 
Parametri: 
• soap struttura soap per la richiesta.  
• plugin puntatore alla struttura dati locale al plugin. 
• arg parametri per la creazione del plugin (CGSI_OPT_CLIENT di default). 
int export_delegated_credentials (struct soap *soap, 
                                  char       *filename) 
Esporta le credenziali delegate (se disponibili) in un file. Restituisce 0 in caso di 
successo -1 altrimenti. 
Parametri: 
• soap struttura soap per la richiesta. 
• filename Nome del file sul quale scrivere le credenziali. 
int get_client_dn(struct soap *soap, 
                  char        *dn,  
                  size_t      dnlen) 
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• soap struttura soap per la richiesta. 
• dn puntatore al buffer in cui scrivere il DN. 
• dnlen lunghezza del buffer. 
int get_client_username (struct soap *soap, 
                         char        *username, 
                         size_t      dnlen) 
Recupera lo username del client. Restituisce 0 in caso di successo -1 altrimenti. 
Parametri: 
• soap struttura soap per la richiesta. 
• username puntatore al buffer in cui scrivere lo username. 
• dnlen lunghezza del buffer. 
int has_delegated_credentials (struct soap *soap ) 
Testa se il client ha delegato le credenziali al server. Restituisce 1 se ci sono 
credenziali delegate, 0 altrimenti. 
Parametri:  
• soap struttura soap per la richiesta. 
int is_context_established(struct soap *soap) 
Testa se il contesto sicuro è stato stabilito correttamente. Restituisce 1 se il 
contesto è stabilito, 0 altrimenti. 
Parametri:  
• soap struttura soap per la richiesta. 
int server_cgsi_plugin (struct soap        *soap,  
                        struct soap_plugin *plugin,  
                        void               *arg) 
Costruttore per il lato client. Restituisce 0 in caso di successo -1 altrimenti. 
Parametri: 
• soap struttura soap per la richiesta.  
• plugin puntatore alla struttura dati locale al plugin. 
• arg parametri per la creazione del plugin (CGSI_OPT_SERVER di default). 
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9.1.3 File cgsi_plugin.c 
Questo file contiene l’implementazione delle funzioni contenute nel file 
cgsi_plugin.h e l’implementazione di funzioni ausiliarie fra le quali le funzioni 
per copiare il plugin e per cancellarlo. L’analisi proposta di questo file tende a 
mostrare delle caratteristiche del plugin senza entrare nei dettagli 
dell’implementazione delle funzioni. 
Il primo passo per mantenere una comunicazione sicura è quello di stabilire un 
contesto fidato fra l’applicazione client e l’applicazione server. Infatti, il plugin prima 
di effettuare invio o ricezione di dati verifica sempre se il contesto è stabilito 
propriamente o meno, e in caso negativo si passa a stabilire un contesto. 
Chiaramente per rispettare lo standard GSS-API il comportamento è diverso se 
siamo sul lato server o sul lato client, infatti, è il client che chiede di stabilire il 
contesto e sta al server decidere se accettarlo o meno. La connessione fra client e 
server viene infatti aperta dal client. Da notare che il contesto viene stabilito con i 
servizi di segretezza e mutua autenticazione (manca il servizio di integrità), e che 
l’utilizzatore del plugin puó in fase di registrazione decidere di delegare o meno le 
credenziali. 
Prima di stabilire il contesto il client e il server acquisiscono le proprie credenziali 
indicando che le credenziali acquisite sul lato client possono essere usate solo per 
stabilire un contesto mentre quelle acquisite sul lato server possono essere usate 
solo per accettarlo. Le credenziali vengono anche memorizzate insieme ai rispettivi 
nomi nelle strutture dati locali del plugin. 
Subito dopo aver stabilito il contesto il lato client e il lato server effettuano 
operazioni diverse. Il lato client effettua un controllo sul nome del server e in caso 
negativo esce segnalando l’errore. Il lato server invece salva le eventuali 
credenziali delegate nella struttura dati locale del plugin e consulta il gridmapfile 
per autorizzare un cliente utilizzando le apposite routine di globus. 
A questo punto è possibile scambiarsi dati in tutta sicurezza e infatti questo viene 
effettuato utilizzando le funzioni gss_wrap() e gss_unwrap() dello standard 
GSS-API. Da notare che per crittografare i messaggi si fa una chiamata alla 
funzione gss_wrap() con l’argomento conf_req_flag = 0. In base allo 
standard GSS-API indicando tale valore si applica solo il servizio di integrità 
mentre se si vuole anche la segretezza dei messaggi trasmessi occorrerebbe 
impostare tale parametro a 1. Le prove pratica effettuate hanno però evidenziato 
che i dati sono trasmessi criptati, è ipotizzabile che le librerie globus che realizzano 
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9.2 Modifiche apportate al codice sorgente dell’RCS 
Constanza 
Analizziamo in questo paragrafo il modo in cui è stato inserito il plug-in nel codice 
sorgente del Replica Consistency Service Constanza. Sappiamo (vedi paragrafo 
7.5.6) che un plugin di gSOAP va registrato utilizzando la funzione: 
int  
soap_registrer_plugin_arg(struct * soap,  
                          int(*fcreate) 
                             (struct soap        *soap, 
                              struct soap_plugin *p, 
                              void               *arg),  
                          void * arg) 
I parametri sono 
• struct * soap; struttura soap che identifica l’ambiente run-time gSOAP. 
• int (*fcreate)(struct soap * soap, struct soap_plugin * p, 
void * arg); Costruttore del plugin, come visto per CGSI-gSOAP è 
definito nel file header cgsi_plugin.h ed è cgsi_plugin(struct 
soap * soap, struct soap_plugin * p, void * arg) 
• void * arg; Parametri che stabiliscono alcune proprietà del plugin 
registrato, come visto nel paragrafo 9.1.2, CGSI-gSOAP permette di 
specificare fra le altre cose queste opzioni: 
 CGSI_OPT_CLIENT per inizializzare il plugin lato cliente. 
 CGSI_OPT_ SERVER per inizializzare il plugin lato server. 
 CGSI_OPT_DISABLE_NAME_CHECK per inizializzare un plugin in cui 
non è possibile controllare i nomi dei partecipanti al contesto di sicurezza. 
 CGSI_OPT_DELEG_FLAG per inizializzare il plugin che preveda la 
possibilità di delegare le credenziali del cliente. 
Quindi se ad esempio voglio specificare un cliente che delega le credenziali 
posso fare così: 
int params = CGSI_OPT_CLIENT | CGSI_OPT_DELEG_FLAG e 
poi passare &params come terzo argomento alla funzione 
soap_register_plugin_arg(). 
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La funzione che fa la registrazione del plug-in va chiamata dopo che si inizializza 
un ambiente run-time gSOAP identificato da una struct soap e quindi dopo 
che si effettua una soap_init() o una soap_new().Nel codice di Constanza 
l’inizializzazione di un ambiente run-time gSOAP viene fatta in quattro file creati 
direttamente da gSOAP: 
1. constanza/soap/grcs/grcsWRCSObject.h nel costruttore della 
classe WRCS utilizzata sui server GRCS: 
WRCS() { soap_init(this); this->namespaces =  
                                 grcs_namespaces; }; 
2. constanza/soap/lrcs/lrcsWLRCSObject.h nel costruttore della 
classe WLRCS utilizzata sui server LRCS: 
WLRCS() { soap_init(this); this->namespaces =  
                                  lrcs_namespaces; }; 
3. constanza/soap/grcs/grcsWRCSProxy.h nel costruttore della 
classe WRCS  utilizzata sui client GRCS: 
WRCS()  
{ soap = soap_new();  
  if (soap) soap->namespaces = grcs_namespaces;  
  endpoint = "http://pcgridtest2.pi.infn.it:8080"; }; 
4. constanza/soap/lrcs/lrcsWLRCSProxy.h nel costruttore della 
classe WLRCS utilizzata sui client LRCS: 
WLRCS()  
{ soap = soap_new();  
  if (soap) soap->namespaces = lrcs_namespaces;  
  endpoint = "http://pcgridtest2.pi.infn.it:8080"; }; 
Naturalmente sui file generati da gSOAP non si può lavorare, possiamo però 
lavorare sui wrapper delle classi precedentemente citate (vedi capitolo 8): 
1. Per la classe WRCS definita nel file 
constanza/soap/grcs/grcsWRCSObject.h la classe wrapper è 
definita in constanza/grcs/comm/WRCS_svt.{h,cc}.  
2. Per la classe WLRCS definita nel file 
constanza/soap/lrcs/lrcsWLRCSObject.h la classe wrapper è 
definita in constanza/lrcs/comm/WLRCS_svt.{h,cc}. 
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3. Per la classe WRCS definita in 
constanza/soap/grcs/grcsWRCSProxy.h la classe wrapper è 
definita in costanza/APIs/grcs/WRCS_wrp.h. 
4. Per la classe WLRCS definita in 
constanza/soap/lrcs/lrcsWLRCSProxy.h la classe wrapper è 
definita in costanza/APIs/lrcs/WLRCS_wrp.h. 
Le modifiche apportate ai file contenenti le classi wrapper sono le seguenti: 
Nel file constanza/grcs/comm/WRCS_svt.cc abbiamo inserito il 
costruttore per la classe WRCS_svt: 
WRCS_svt(int nosec){ 
   int params = CGSI_OPT_SERVER; 
   if (nosec == 0) 
       if (soap_register_plugin_arg(this,  
                                    cgsi_plugin, 
                                    &params)){ 
          cout << “Error in registering cgsi plugin\n“; 
          exit(1); 
       } 
} 
Nel file constanza/lrcs/comm/WLRCS_svt.cc abbiamo inserito il 
costruttore per la classe WLRCS_svt: 
WLRCS_svt(int nosec){ 
   int params = CGSI_OPT_SERVER; 
   if (nosec == 0) 
      if (soap_register_plugin_arg(this,  
                                   cgsi_plugin, 
                                   &params)){ 
       cout << “Error in registering cgsi plugin\n“;        
       exit(1); 
       } 
} 
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Nel file constanza/APIs/grcs/WRCS_wrp.h abbiamo inserito il costruttore 
per la classe WRCS_wrp: 
WRCS_wrp(int nosec){ 
   int params = CGSI_OPT_CLIENT | 
                CGSI_OPT_DISABLE_NAME CHECK; 
   if (nosec == 0) 
       if (soap_register_plugin_arg(this,  
                                    cgsi_plugin, 
                                    &params)){ 
         cout << “Error in registering cgsi plugin\n“;        
         exit(1); 
       } 
} 
Nel file constanza/APIs/lrcs/WLRCS_wrp.h abbiamo inserito il 
costruttore per la classe WRCS_wrp: 
WLRCS_wrp(int nosec){ 
   int params = CGSI_OPT_CLIENT | 
                CGSI_OPT_DISABLE_NAME_CHECK; 
   if (nosec == 0) 
       if (soap_register_plugin_arg(this,  
                                    cgsi_plugin,  
                                    &params)){ 
         cout << “Error in registering cgsi plugin\n“;        
         exit(1); 
       } 
} 
 
Come si può facilmente notare i costruttori delle classi wrapper hanno tutti come 
argomento un intero che serve a disabilitare la registrazione del plugin. L’utilizzo 
del plugin può essere stabilito a linea di comando. In futuro si potrebbero studiare 
soluzioni più eleganti quali l’utilizzo di direttive a tempo di compilazione. 
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Altra cosa da notare è come nei wrapper utilizzati sul lato client il plugin venga 
registrato con l’opzione CGSI_OPT_DISABLE_NAME_CHECK, questo è 
giustificato dal fatto che senza specificare questa opzione il plug-in CGSI-gSOAP 
tenta di confrontare l’hostname del server con cui ci si connette con il campo 
Common Name (CN) del Distinguished Name (DN) del certificato ricevuto dal 
server in fase di autenticazione (per i dettagli dei certificati vedi paragrafo 3.3.6). 
Dato che il plug-in è stato concepito per un utilizzo nella Griglia LHC e dato che in  
questa griglia i certificati per i server vengono rilasciati da una Certification 
Authority (CA) del CERN che prevede come sintassi per il campo CN la seguente 
CN=host/<hostname>, il confronto fallisce con i certificati rilasciati da CA che 
prevedono una sintassi differente (ad esempio nei test da noi effettuati i server 
avevano certificati rilasciati dalla CA dell INFN [52] che prevede come sintassi 
CN=<hostname>). In futuro si potrebbe pensare di modificare direttamente il 
codice del plugin in modo da essere il più portabile possibile e i file sorgenti 
potrebbero essere integrati nei file sorgenti dell’ RCS Constanza. 
La modifica dei costruttori delle classi wrapper ha imposto la modifica di tutti quei 
file in cui venivano istanziati oggetti dei wrapper stessi, infatti sono state apportate 
le seguenti modifiche: 
1. Nelle classi che avevano come membro privato un oggetto wrapper è stato 
necessario ridefinire il costruttore in modo da prevedere una lista di 
inizializzazione. 
A titolo d’esempio riportiamo il costruttore definito per la classe 
InternalStub definito nel file 
constanza/APIs/grcs/InternalStub.h che prevede un attributo 
rcs di tipo WRCS_wrp 
InternalStub(int nosec, const char * ep):rcs(nosec) 
{rcs.set_enpoint(ep)} 




2. Nelle classi in cui le funzioni membro istanziano dinamicamente oggetti delle 
classi wrapper è stato necessario aggiungere un nuovo membro privato per 
l’intero da passare ai costruttori dei wrapper stessi e di conseguenza si è resa 
necessaria una modifica al costruttore per inizializzare correttamente questo 
nuovo attributo. 
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Le modifiche hanno coinvolto anche i file che hanno diretto accesso alla linea di 
comando e che istanziano oggetti appartenenti ad uno qualsiasi dei costruttori 
modificati. In questi file abbiamo inserito un’opzione per permettere all’utente di 
specificare se registrare o meno il plugin. Questa modifica ha quindi coinvolto i file 




























9.3 Utilizzo di Constanza 
Vediamo in questo paragrafo come si può utilizzare il Replica Consistency Service 
Constanza integrato con la GSI. Sulla macchina su cui si intende utilizzare 
Constanza devono essere installati il globus toolkit, il toolkit gSOAP e il plug-in 
CGSI-gSOAP. Particolare attenzione va rivolta alla versione del plug-in che deve 
essere coerente con quella di gSOAP. 
Se si vuole utilizzare Constanza in qualità di server occorre essere dotati di un 
certificato host, mentre se si vuole utilizzare Constanza come clienti occorre un 
certificato utente. 
 
Analizziamo in dettaglio cosa fare per usare Constanza come clienti: 
1. Nella home directory occorre creare una sottodirectory di nome .globus; 
2. Esportare in .globus il proprio certificato nella forma pem con il nome 
usercert.pem consentendo l’accesso in lettura e scrittura solo all’utente, e 
prestando attenzione che il proprietario di questo file sia l’utente stesso; 
3. Esportare in .globus la propria chiave privata nella forma pem con il nome 
userkey.pem consentendo l’accesso in lettura solo all’utente, e prestando 
attenzione che il proprietario di questo file sia l’utente stesso; 
4. Settare la variabile d’ambiente 
X509_USER_CERT=~/.globus/usercert.pem; 
5. Settare la variabile d’ambiente 
X509_USER_KEY=~/.globus/userkey.pem; 
6. Crearsi un proxy utilizzando il comando grid-proxy-init; 
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Analizziamo in dettaglio cosa fare per usare Constanza come server: 
1. Creare un nuovo utente sulla macchina; 
2. Nella home directory del nuovo utente creato occorre creare una sottodirectory 
di nome .globus; 
3. Esportare in .globus il certificato host nella forma pem con il nome 
hostcert.pem consentendo l’accesso in lettura e scrittura solo all’utente, e 
prestando attenzione che il proprietario di questo file sia l’utente stesso; 
4. Esportare in .globus la chiave privata host nella forma pem con il nome 
hostkey.pem consentendo l’accesso in lettura solo all’utente, e prestando 
attenzione che il proprietario di questo file sia l’utente stesso; 
5. Settare la variabile d’ambiente 
X509_USER_CERT=~/.globus/hostcert.pem; 
6. Settare la variabile d’ambiente 
X509_USER_KEY=~/.globus/hostkey.pem; 
7. Creare nella directory home dell’utente il file .gridmap come stabilito dalle 
specifiche globus (vedi paragrafo 6.6). Fare attenzione a consentire accesso in 
lettura e scrittura a questo file al solo utente. 
 
9.4 Prove Pratiche 
Questo paragrafo descrive alcuni test che sono stati effettuati per verificare il 
funzionamento di Constanza con il plugin CGSI-gSOAP registrato. I test sono stai 
effettuati utilizzando due macchine linux. La prima ha come hostname 
pcgridtest2.pi.infn.it ed è equipaggiata con un processore i686 ed uno 
i386, su questa macchina la versione linux installata è la scientific linux SL release 
3.0.5 (SL). La seconda ha come hostname pcgridtest3.pi.infn.it ed è 
equipaggiata con un processore i386, su questa macchina la versione linux 
installata è la Red Hat Linux release 7.3 (Valhalla). Per brevità nel seguito ci 
riferiremo alla prima macchina con il nome pcgridtest2 e alla seconda con il 
nome pcgridtest3. 
Sulla macchina pcgridtest3 sono stati creati (seguendo la procedura descritta 
in 9.3) due nuovi utenti rcs e lrcs, che svolgono rispettivamente il ruolo di 
GRCS server e LRCS server, a questi utenti sono stati quindi forniti i binari di 
grcsserver e lrcsserver. Sulla macchina pcgridtest2, invece, l’utente 
mirco avrà il compito di chiamare i binari clienti. 
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In tutte le prove che andiamo a descrivere usiamo come server un grcsserver 
eseguito dall’utente rcs sulla macchina pcgridtest3 (per i dettagli sulla 
sintassi di Constanza fare riferimento a [42]): 
[rcs@pcgridtest3 bin]$ ./grcsserver -h 
pcgridtest3.pi.infn.it -p 8080 -d -n pippo 
INFO - GRCS::GRCS: using debug mode ... 
INFO - GRCS::GRCS: creating a new RCC 
Starting GRCS ... 
My endpoint: http://pcgridtest3.pi.infn.it:8080 
Master socket = 6 
 
9.4.1 Prima prova: verifica del funzionamento 
Come prima prova supponiamo quindi che l’utente mirco esegua un client di un 
grcsserver: 
[mirco@pcgridtest2 client]$ ./rcs-subscribe-ldb -h 
pcgridtest3.pi.infn.it -p 8080 -d -l paperino 




Sul server vengono visualizzati i seguenti messaggi: 
0: connection from 212.189.152.148:7 
INFO - GRCS::subscribeLDB: LId = paperino 
request 0 served 
Quindi un nuovo database logico di nome paperino è stato sottoscritto con 
successo presso il grcsserver che esegue sulla macchina pcgridtest3. 
Intercettando i pacchetti tcp che si scambiano il client e il server utilizzando il tool 
tcpdump [53] in questo modo: 
[root@pcgridtest3 /]# /usr/local/sbin/tcpdump tcp and 
port 8080 and host pcgridtest3.pi.infn.it -w 
tcptrace1.tcpdump -s 1500 
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e analizzandone il contenuto con il Network Protocol Analizer ethereal [54] è 
facile verificare che i dati vengono scambiati in maniera segreta. 
 
9.4.2 Seconda prova: Cliente non autorizzato 
La seconda prova effettuata prevede che l’utente mirco non sia autorizzato, cioè 
non esiste un match delle sue credenziali nel gridmapfile di rcs. Eseguendo lo 
stesso comando della prova precedente è facile notare come il database logico 
non venga sottoscritto nel server: 
[mirco@pcgridtest2 client]$ ./rcs-subscribe-ldb -h 
pcgridtest3.pi.infn.it -p 8080 -d -l paperino 
Sul client vengono visualizzati i seguenti messaggi: 
rcs-subscribe-ldb: endpoint: 
http://pcgridtest3.pi.infn.it:8080/ 
SOAP FAULT: SOAP-ENV:Server 




rcs-subscribe-DBreplica: failed to connect to 
http://pcgridtest3.pi.infn.it:8080/ 
sul server vengono visualizzati i seguenti messaggi: 
0: connection from 212.189.152.148:7 
request 0 served 
 
9.4.3 Terza prova: Proxy Cliente scaduto 
La terza prova effettuata viene fatta in modo che il proxy dell’utente mirco sia 
scaduto: 
[mirco@pcgridtest2 client]$ ./rcs-subscribe-ldb -h 
pcgridtest3.pi.infn.it -p 8080 -d -l paperino 
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SOAP FAULT: SOAP-ENV:Client 
"CGSI-gSOAP: GSS Major Status: General failure 
 
GSS Minor Status Error Chain: 
 
acquire_cred.c:125: gss_acquire_cred: Error with GSI 
credential 
globus_i_gsi_gss_utils.c:1310: 
globus_i_gsi_gss_cred_read: Error with gss credential 
handle 
globus_gsi_credential.c:306: globus_gsi_cred_read: 
Error with credential: The proxy credential: 
/tmp/x509up_u503 
      with subject: /C=IT/O=INFN/OU=Personal 
Certificate/L=Pisa/CN=Mirco Ciriello/CN=proxy 
      expired 2 minutes ago. 
 
" 
rcs-subscribe-DBreplica: failed to connect to 
http://pcgridtest3.pi.infn.it:8080/ 
Sul server non vengono visualizzati messaggi. 
 
9.4.4 Quarta prova: l’utente non crea il Proxy 
Supponiamo invece come quarta prova che l’utente mirco si sia dimenticato di 
creare il proxy tramite il comando grid-proxy-init: 
[mirco@pcgridtest2 client]$ ./rcs-subscribe-ldb -h 
pcgridtest3.pi.infn.it -p 8080 -d -l paperino 
Sul client vengono visualizzati i seguenti messaggi: 
rcs-subscribe-ldb: endpoint: 
http://pcgridtest3.pi.infn.it:8080/ 
SOAP FAULT: SOAP-ENV:Client 
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"CGSI-gSOAP: GSS Major Status: General failure 
 
GSS Minor Status Error Chain: 
 
acquire_cred.c:125: gss_acquire_cred: Error with GSI 
credential 
globus_i_gsi_gss_utils.c:1310: 
globus_i_gsi_gss_cred_read: Error with gss credential 
handle 
globus_gsi_credential.c:721: globus_gsi_cred_read: 
Valid credentials could not be found in any of the 
possible locations specified by the credential search 
order. 
globus_gsi_credential.c:474: globus_gsi_cred_read: 
Error reading host credential 
globus_gsi_credential.c:1086: globus_gsi_cred_read_key: 
Key is password protected: GSI does not currently 
support password protected private keys. 
OpenSSL Error: pem_lib.c:434: in library: PEM routines, 
function PEM_do_header: bad password read 
globus_gsi_credential.c:239: globus_gsi_cred_read: 
Error reading proxy credential 
globus_gsi_system_config.c:4660: 
globus_gsi_sysconfig_get_proxy_filename_unix: Could not 
find a valid proxy certificate file location 
globus_gsi_system_config.c:4657: 
globus_gsi_sysconfig_get_proxy_filename_unix: File " 
rcs-subscribe-DBreplica: failed to connect to 
http://pcgridtest3.pi.infn.it:8080/ 
Sul server non vengono visualizzati messaggi. 
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9.4.5 Quinta prova: Credenziali Server non valide 
Come quinta prova supponiamo che le credenziali del server non siano valide, in 
tal caso sul client vengono visualizzati i seguenti messaggi: 
[mirco@pcgridtest2 client]$ ./rcs-subscribe-ldb -h 
pcgridtest3.pi.infn.it -p 8080 -d -l paperino 
rcs-subscribe-ldb: endpoint: 
http://pcgridtest3.pi.infn.it:8080/ 
SOAP FAULT: SOAP-ENV:Client 
"CGSI-gSOAP: Error reading token data: Success 
" 
rcs-subscribe-DBreplica: failed to connect to 
http://pcgridtest3.pi.infn.it:8080/ 
 
Osserviamo che non viene effettuato il test nel caso in cui sia il client ad avere un 








Nel corso di questa tesi ho avuto modo di entrare in contatto con la comunità di 
ricercatori che si occupa di Grid Computing. L’argomento Grid è un argomento 
abbastanza nuovo e che sta suscitando l’interesse di molti operatori 
dell’Information Technology. La tesi mi ha permesso di approfondire argomenti 
molto interessanti quali la sicurezza digitale, l’architettura Web Service e la 
replicazione dei dati. In particolare ho studiato com’è possibile rendere sicuro un 
servizio che gestisce la consistenza di dati replicati in un ambiente Grid accessibile 
come Web Service. Il servizio studiato è il Replica Consistency Service Constanza 
che fa parte del progetto più ampio della INFN Computational Grid. La 
collaborazione italiana nel progetto Constanza è stata resa possibile grazie ai 
finanziamenti ottenuti da Grid.it [57] che è un progetto coordinato dal Centro 
Nazionale Ricerche (CNR) che ha come scopo quello di definire e implementare 
soluzioni innovative per il “network computing” basandosi sul paradigma “Grid 
Computing”. Il Replica Consistency Service Constanza è stato adottato da progetti 
di più ampio respiro a cui la INFN Computational Grid fa riferimento e partecipa: 
EGEE [58], parte del VI Programma Quadro della comunità europea e LCG [49] 
che fornisce una struttura Grid agli esperimenti di fisica delle alte energie che 
partecipano al programma LHC [50] del CERN [51].  
Constanza è realizzato utilizzando il toolkit gSOAP, per integrarlo con la GSI ho 
quindi usato il plug-in CGSI-gSOAP. Lavorare con questo plug-in è stato reso 
abbastanza complicato dall’assenza completa di documentazione e dal fatto che il 
plug-in stesso è nato per essere utilizzato all’interno della LHC Computational Grid. 
Per comprendere quindi il funzionamento di questo plug-in è stata necessaria 
un’analisi profonda del codice sorgente del plugin stesso e molte prove 
sperimentali sul suo comportamento. 
 
10.1 Sviluppi futuri 
Per ora l’architettura di Constanza non richiede l’utilizzo del meccanismo della 
delega, se tale requisito si rendesse necessario in futuro andrebbe previsto un 
meccanismo che possa permettere ad un utente di decidere se delegare le proprie 
credenziali. 
Come spiegato nel capitolo 9, ho previsto un meccanismo per far funzionare il 




comando che può disabilitare sia dal lato client che server la registrazione del plug-
in CGSI-gSOAP. Questo aspetto andrebbe ulteriormente approfondito e andrebbe 
studiata un’opzione più elegante che permetta di escludere il plug-in in fase di 
configurazione. 
Le prove pratiche effettuate hanno sollevato ripetuti problemi dovuti al fatto che il 
plug-in utilizzato è nato per essere usato in un ambiente particolare, la LHC 
Computational Grid. Si potrebbe quindi pensare di modificare il codice sorgente del 
plug-in in modo da renderlo più aderente alle esigenze del servizio Constanza. In 
particolare si potrebbero poi distribuire il plug-in modificato insieme al servizio 
Constanza, invece di utilizzarlo come libreria esterna condivisa. 
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Appendice A  
Principali funzioni dello standard GSS-API 
 
A.1 Utilizzo degli status code delle funzioni GSS-API 
Tutte le funzioni della GSS-API restituiscono due codici di tipo OM_uint32 che 
danno informazioni sul successo o sul fallimento delle funzioni: 
1. major status code indica errori generici nella routine, errori di chiamata o 
entrambe le cose. 
2. minor status code sono i valori ritornati dalle funzioni dei sottostanti  
meccanismi di sicurezza. 
Un tipico esempio d’uso è quindi il seguente: 
OM_uint32 major_status ; 
                   /* status returned by GSS-API */ 
major_status = gss_generic_function(arg1, arg2 ...); 
 
A.2 Funzioni che lavorano sui nomi 
A.2.1 Funzione gss_import_name() 
La funzione gss_import_name()converte i nomi da gss_buffer_t in 
gss_name_t  
OM_uint32 gss_import_name ( 
       OM_uint32          *minor_status, 
       const gss_buffer_t input_name_buffer, 
       const gss_OID      input_name_type, 
       gss_name_t         *output_name) 
Parametri 
• minor_status codice di stato restituito dal meccanismo sottostante. 
• input_name_buffer  struttura di tipo gss_buffer_desc contenente il 
nome da importare. L’applicazione deve allocarla esplicitamente. Questo 
argomento va poi deallocano con la funzione gss_release_buffer(). 
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• input_name_type Una gss_OID che specifica il formato in cui é 
input_name_buffer. 
• output_name La struttura gss_name_t che riceverà il nome. 
 
A.2.2 Funzione gss_display_name() 
La funzione gss_display_name trasforma un nome interno in una forma 
leggibile. 
OM_uint32 gss_display_name( 
                    OM_uint32        *minor_status,  
                    const gss_name_t  input_name, 
                    gss_buffer_t      output_name, 
                    gss_OID          *output_name_type) 
 
Parametri: 
• input_name è il nome interno da tradurre 
• minor_status è lo status code restituito dal meccanismo sottostante. 
• output_name è il nome in forma leggibile. Va rilasciato chiamando la 
funzione gss_release_buffer(). 
• name_type è l’OID che specifica il formato del nome interno. Va usato in 
modalità read-only; non necessita di essere rilasciato. 
La funzione restituisce un major_status code in una delle seguenti forme: 
• GSS_S_COMPLETE indica che nell’argomento output_name c’é un nome 
valido. 
• GSS_S_BAD_NAME indica che l’input_name era inconsistente con il tipo di 
nome interno indicato e quindi non si può restituire un argomento valido in 
output_name. 
• GSS_S_FAILURE indica un non meglio specificato fallimento a livello GSS-
API. 
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A.3 Funzioni che lavorano sulle credenziali 
A.3.1 Funzione gss_acquire_cred() 
Questa funzione permette di acquisire le credenziali. 
OM_uint32 gss_acquire_cred ( 
              OM_uint32         *minor_status, 
              const gss_name_t  desired_name, 
              OM_uint32         time_req, 
              const gss_OID_set desired_mechs, 
              gss_cred_usage_t  cred_usage, 
              gss_cred_id_t     *output_cred_handle, 
              gss_OID_set       *actual_mechs, 
              OM_uint32         *time_rec) 
 
Parametri: 
• minor_status status code restituito dal meccanismo sottostante. 
• desired name nome del principal le cui credenziali vanno acquisite, questo 
argomento può essere creato con gss_import_name().Notare che se 
questo argomento è settato a GSS_C_NO_NAME allora le credenziali ritornate 
sono generiche ed indicano al client o al server di usare il loro comportamento 
di default per le credenziali. In altre parole se passo GSS_C_NO_NAME alla 
funzione gss_acquire_cred()questa ritorna una credenziale che una 
vota passata a gss_init_sec_context() o a 
gss_accept_sec_context() è equivalente a passare 
GSS_C_NO_CREDENTIAL a quest’ultime due funzioni. 
• time_req tempo per cui le credenziali rimangono valide. 
GSS_C_INDEFINITE per richiedere il massimo tempo permesso. 
• desired_mechs  insieme dei meccanismi sottostanti che l’applicazione 
vuole usare con quelle credenziali, Quindi questo argomento è una 
gss_OID_set contenente una o più strutture di tipo gss_OID, ognuna 
rappresentante un meccanismo appropriato. E’ consigliabile mettere questo 
argomento a GSS_C_NO_OID_SET per usare l’insieme di default. 
• cred_usage flag indicante per cosa vanno usate queste credenziali quindi 
gli va assegnato uno dei tre valori GSS_C_INITIATE, GSS_C_ACCEPT, 
o GSS_C_BOTH. 
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• output_credential_handle è l’handle delle credenziali restituite dalla 
funzione. 
• actual_mechs insieme dei meccanismi che possono essere usati con 
queste credenziali. 
• time_rec l’effettivo numero di secondi per i quali le credenziali devono 
rimanere valide. 
La funzione gss_acquire_cred() restituisce GSS_S_COMPLETE se 
completata con successo, altrimenti GSS_S_NO_CRED. 
 
A.3.2 Funzione gss_inquire_cred() 
Vediamo adesso una funzione che permette di recuperare informazioni su una 
credenziale, la funzione gss_inquire_cred(). 
OM_uint32 gss_inquire_cred( 
               OM_uint32           *minor_status, 
               const gss_cred_id_t cred_handle, 
               gss_name_t          *cred_name, 
               OM_uint32           *lifetime, 
               gss_cred_usage_t    *cred_usage, 
               gss_OID_set         *mech_set)  
Parametri: 
• cred_handle è l’handle delle credenziali da analizzare. Se impostato a 
GSS_C_NO_CREDENTIAL vogliamo interrogare le credenziali di default. 
• minor_status status code restituito dal meccanismo sottostante. 
• cred_name Nome interno della credenziale.  
• lifetime tempo di vita in secondi per la credenziale. Per una credenziale 
multi-mechanism, questo parametro indica la durata più breve.   
• cred_usage flag indicante per cosa si possono usare le credenziali quindi 
può essere uno dei tre valori GSS_C_INITIATE GSS_C_ACCEPT 
GSS_C_BOTH. 
• mech_set insieme dei meccanismi che possono essere usati con queste 
credenziali 
La funzione restituisce un major_status code che può essere: 
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• GSS_S_COMPLETE indica che la credenziale data in input con l’argomento 
cred_handle è valida e che gli argomenti di uscita cred_name, 
lifetime, cred_usage e mech_set contengono rispettivamente il 
nome del principal associato con la credenziale, il tempo di vita rimante, come 
può essere usata la credenziale e gli effettivi meccanismi di sicurezza 
supportati. 
• GSS_S_NO_CRED indica che non si può ritornare alcuna informazione circa la 
credenziale riferita dall’argomento cred_handle. Il motivo potrebbe essere 
che l’argomento cred_handle non era valido o che non si hanno sufficienti 
diritti per accedere alle informazioni della credenziale. 
• GSS_S_DEFECTIVE_CREDENTIAL indica che la credenziale riferita 
dall’argomento cred_handle non era valida. 
• GSS_S_CREDENTIALS_EXPIRED indica che la credenziale riferita 
dall’argomento cred_handle era scaduta. 
• GSS_S_FAILURE indica che l’operazione è fallita per un non meglio 
specificato problema a livello GSS-API. 
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A.4 Funzioni che lavorano sui contesti di sicurezza 
A.4.1 Funzione gss_init_sec_context() 
Vediamo il prototipo della funzione e cosa indica ogni parametro. 
OM_uint32 gss_init_sec_context ( 
      OM_uint32                   *minor_status, 
      const gss_cred_id_t        initiator_cred_handle, 
      gss_ctx_id_t                *context_handle, 
      const gss_name_t             target_name, 
      const gss_OID                mech_type, 
      OM_uint32                    req_flags, 
      OM_uint32                    time_req, 
      const gss_channel_bindings_t input_chan_bindings, 
      const gss_buffer_t           input_token 
      gss_OID                      *actual_mech_type, 
       gss_buffer_t                 output_token, 
       OM_uint32                    *ret_flags, 
       OM_uint32                    *time_rec ) 
Parametri: 
• minor_status status code restituito dal meccanismo sottostante. 
• initiator_cred_handle l’handle delle credenziali, tramite il quale le 
applicazioni possono usare le credenziali. Va inizializzato a 
GSS_NO_CREDENTIAL per utilizzare le credenziali di default. 
• context_handle è ciò che si restituisce, cioè l’handle per il contesto 
inizializzato. La prima chiamata prevede che questo argomento sia inizializzato 
a GSS_C_NO_CONTEXT. 
• target_name 
• mech_type meccanismo di sicurezza da usare (impostare l’argomento a 
GSS_C_NO_OID per usare il meccanismo di default). 
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• req_flags flag indicante i servizi addizionali di sicurezza che si vogliono 
per quel contesto. Si crea una maschera mettendo in OR le varie opzioni 
desiderate scegliendole fra quelle elencate: 
o GSS_C_DELEGATE_FLAG serve per chiedere che sia permesso 
delegare le credenziali utente. 
o GSS_C_MUTUAL_FLAG serve per chiedere la mutua autenticazione. 
o GSS_C_REPLAY_FLAG serve per chiedere di controllare eventuali 
ripetizioni di messaggi. 
o GSS_C_SEQUENCE_FLAG serve per chiedere di controllare eventuali 
messaggi fuori sequenza. 
o GSS_C_CONF_FLAG chiede la disponibilità del servizio di segretezza per 
i messaggi trasmessi nel contesto. 
o GSS_C_INTEG_FLAG chiede la disponibilità del servizio d’integrità per i 
messaggi trasmessi nel contesto (ai messaggi verrà associato un MIC). 
o GSS_C_ANON_FLAG chiede che l’initiator rimanga anonimo. 
• time_req numero dei secondi per cui il contesto deve rimanere valido (0 per 
indicare un valore di default). 
• input_chan_bindings informazioni sul canale peer_to_peer (se non le 
voglio impostare l’argomento a GSS_C_NO_CHANNEL_BINDINGS). 
• input_token token ricevuto dal server. Va inizializzato a 
GSS_NO_BUFFER. 
• actual_mech_type meccanismo realmente usato (metterlo a NULL se 
non mi interessa conoscerlo). 
• output_token token da inviare al server. 
• ret_flags Flag che indica se i servizi di sicurezza addizionali richiesti sono 
disponibili. Va testato con l’AND bit a bit. Può assumere uno dei seguenti 
valori: 
o GSS_C_DELEGATE_FLAG indica che é permesso delegare le credenziali 
utente 
o GSS_C_MUTUAL_FLAG indica che si usa la mutua autenticazione. 
o GSS_C_REPLAY_FLAG indica che verrà controllata la presenza di 
eventuali messaggi ripetuti. 
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o GSS_C_SEQUENCE_FLAG indica che verrà controllata la presenza di 
eventuali messaggi fuori sequenza. 
o GSS_C_CONF_FLAG indica che sul contesto è disponibile il servizio di 
segretezza per i messaggi trasmessi. 
o GSS_C_INTEG_FLAG indica che sul contesto è disponibile il servizio 
d’integrità per i messaggi trasmessi (ai messaggi verrà associato un MIC). 
o GSS_C_ANON_FLAG indica che  il client può rimanere anonimo. 
o GSS_C_TRANS_FLAG indica se il contesto può essere esportato. 
o GSS_C_PROT_READY_FLAG indica che eventuali servizi di protezione 
sono già disponibili anche se il contesto no è ancora stabilito. 
• time_rec numero di secondi per cui il contesto rimarrà valido (NULL se non 
si è interessati). 
La funzione gss_init_sec_context() ritorna GSS_S_COMPLETE se 
completata con successo e GSS_S_CONTINUE_NEEDED se l’altra applicazione 
richiede altri token per stabilire il contesto, errore altrimenti. 




A.4.2 Funzione gss_accept_sec_context () 
Vediamo il prototipo della funzione e una spiegazione dei parametri. 
OM_uint32 gss_accept_sec_context ( 
   OM_uint32                    *minor_status, 
   gss_ctx_id_t                 *context_handle, 
   const gss_cred_id_t          acceptor_cred_handle, 
   const gss_buffer_t           input_token_buffer, 
   const gss_channel_bindings_t input_chan_bindings, 
   const gss_name_t             *src_name, 
   gss_OID                      *mech_type, 
   gss_buffer_t                 output_token, 
   OM_uint32                    *ret_flags, 
   OM_uint32                    *time_req, 
   gss_cred_id_t                *delegated_cred_handle) 
Parametri: 
• minor_status lo status code restituito dal meccanismo sottostante. 
• context_handle L’handle di contesto da restituire al client. Questo 
argomento va messo a GSS_C_NO_CONTEXT prima che inizi il ciclo. 
• acceptor_cred_handle L’handle delle credenziali acquisite dal server 
(di solito attraverso la funzione gss_acquire_cred() ). Può essere 
inizializzato a GSS_C_NO_CREDENTIAL per indicare che si utilizza una 
credenziale di default. Se nessuna credenziale è definita, la funzione 
restituisce GSS_C_NO_CRED. 
• input_token_buffer Token ricevuto dal client.  
• input_chan_bindings Informazioni specifiche di identificazione del 
canale peer-to-peer. Va settato a GSS_C_NO_CHANNEL_BINDINGS se non 
sono interessato a queste informazioni 
• src_name nome del client. 
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• mech_type meccanismo di sicurezza usato. Va messo a null se non 
interessa. 
• output_token il token inviato al client. Va inizializzato a 
GSS_C_NO_BUFFER prima della chiamata della funzione (o in alternativa si 
può mettere il campo lunghezza della struttura a zero). Se il campo lunghezza 
della struttura identificante il token è zero significa che nessun token deve 
essere inviato. 
• ret_flags Flag indicanti alla controparte i servizi addizionali per il contesto. 
Si usano così: 
 
if (ret_flags & GSS_C_CONF_FLAG) 
                           confidentiality = TRUE; 
 
Può assumere uno dei seguenti valori: 
o GSS_C_DELEGATE_FLAG indica che é permesso delegare le credenziali 
utente. 
o GSS_C_MUTUAL_FLAG indica che si usa la mutua autenticazione. 
o GSS_C_REPLAY_FLAG indica che verrà controllata la presenza di 
eventuali messaggi ripetuti. 
o GSS_C_SEQUENCE_FLAG indica che verrà controllata la presenza di 
eventuali messaggi fuori sequenza. 
o GSS_C_CONF_FLAG indica che sul contesto è disponibile il servizio di 
segretezza per i messaggi trasmessi. 
o GSS_C_INTEG_FLAG indica che sul contesto è disponibile il servizio 
d’integrità per i messaggi trasmessi (ai messaggi verrà associato un MIC). 
o GSS_C_ANON_FLAG indica che  il client può rimanere anonimo. 
o GSS_C_TRANS_FLAG indica se il contesto può essere esportato. 
o GSS_C_PROT_READY_FLAG indica che eventuali servizi di protezione 
sono già disponibili anche se il contesto no è ancora stabilito. 
• time_rec Numero di secondi per cui il contesto deve rimanere valido (va 
messo a NULL se non interessa). 
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• delegated_cred_handle L'handle per le credenziali ricevute dal client. 
Valido solo se il client ha chiesto che l’acceptor lavori come proxy: cioè, se 
l'argomento ret_flags è GSS_C_DELEG_FLAG.  
gss_accept_sec_context() restituisce GSS_S_COMPLETE se completata 
con successo. Se il contesto non è completo, restituisce 
GSS_S_CONTINUE_NEEDED. Se ci sono errori, restituisce un codice di errore. 
 
A.4.3 Funzione gss_delete_sec_context() 
Funzione per cancellare un contesto di sicurezza: 
OM_uint32 gss_delete_sec_context ( 
     OM_uint32      *minor_status, 
     gss_ctx_id_t   *context_handle, 
     gss_buffer_t   output_token) 
Parametri: 
• minor_status è il codice di stato restituito dal meccanismo sottostante. 
• context_handle è l’handle del contesto da cancellare.  
• output_token dovrebbe essere impostato a GSS_C_NO_BUFFER. 
 
A.5 Funzioni che lavorano sui messaggi 
A.5.1 La funzione gss_get_mic()  
La funzione crea un MIC per un messaggio. 
OM_uint32 gss_get_mic ( 
     OM_uint32            *minor_status, 
     const gss_ctx_id_t   context_handle, 
     gss_qop_t            qop_req, 
     const gss_buffer_t   message_buffer, 
     gss_buffer_t         msg_token) 
 
Parametri: 
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• minor_status il codice di stato restituito dal meccanismo sottostante. 
• context_handle l’handle del contesto. 
• qop_req QOP (qualità di protezione) richiesta. Questo è l'algoritmo 
crittografico utilizzato nella generazione del MIC. Per favorire la portabilità, le 
applicazioni dovrebbero specificare il QOP di default impostando questo 
argomento in GSS_C_QOP_DEFAULT . 
• message_buffer il messaggio da identificare con un MIC. Questo 
argomento deve essere un oggetto di tipo gss_buffer_desc;.Alla fine 
deve essere deallocato con gss_release_buffer() 
• msg_token il token che contiene il MIC. Anche Questo alla fine deve essere 
deallocato con gss_release_buffer(). 
 
gss_get_mic() restituisce GSS_S_COMPLETE se completa con successo. Se 
il QOP specificato non è valido, restituisce GSS_S_BAD_QOP 
 
A.5.2 Funzione gss_wrap 
Questa funzione serve per mantenere segreto un messaggio. 
OM_uint32 gss_wrap ( 
     OM_uint32               *minor_status, 
     const gss_ctx_id_t       context_handle, 
     int                      conf_req_flag, 
     gss_qop_t                qop_req 
     const gss_buffer_t       input_message_buffer, 
     int                     *conf_state, 
     gss_buffer_t             output_message_buffer) 
Parametri: 
• minor_status è il codice di stato restituito dal meccanismo di sicurezza 
sottostante. 
• context_handle è l’handle del contesto. 
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• conf_req_flag è il flag per la richiesta del servizio di riservatezza 
(crittografia). Se non nullo, sono richiesti i servizi di riservatezza e integrità; se 
nullo, è richiesto solo il servizio di integrità. 
• qop_req indica il QOP richiesto(qualità di protezione). Questo è l'algoritmo 
crittografico utilizzato nel generare il MIC e fare la crittografia. Per garantire la 
portabilità, le applicazioni dovrebbero specificare il QOP di default impostando 
questo argomento in GSS_C_QOP_DEFAULT. 
• input_message_buffer il messaggio da crittografare. Questo argomento 
deve essere un oggetto gss_buffer_desc. Deve essere deallocato con 
gss_release_buffer(). 
• conf_state flag che indica se la riservatezza era applicata o no. Se non 
nullo significa che l’origine ha applicato, riservatezza, autenticazione e integrità 
del messaggio. Se nullo, sono applicate autenticazione e integrità. 
• output_message_buffer il buffer per il messaggio crittografato. Questo 
buffer va rilasciato con gss_release_buffer(). 
La funzione gss_wrap() restituisce GSS_S_COMPLETE se il 
messaggio(MIC+informazione) è stato creato con successo. Se il QOP richiesto 
non era valido, restituisce GSS_S_BAD_QOP. 
 
A.5.3 Funzione gss_wrap_size_limit() 
Analizza qual è la dimensione massima di un messaggio in chiaro: 
OM_uint32 gss_wrap_size_limit ( 
     OM_uint32             *minor_status, 
     const gss_ctx_id_t    context_handle, 
     int                   conf_req_flag, 
     gss_qop_t             qop_req, 
     OM_uint32             req_output_size, 
     OM_uint32             *max_input_size) 
Parametri: 
• minor_status è il codice di stato restituito dal meccanismo sottostante.  
• context_handle è l’handle del contesto. 
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• conf_req_flag è il flag per la richiesta del servizio di riservatezza 
(crittografia). Se non nullo, si usano i servizi di riservatezza e integrità; se 
nullo, è richiesto solo il servizio di integrità. 
• qop_req E’ il QOP (qualità di protezione). Questo è l'algoritmo crittografico 
utilizzato nel generare il MIC e fare la crittografia. Al fine di garantire la 
portabilità, le applicazioni dovrebbero specificare il QOP di default impostando 
questo argomento in GSS_C_QOP_DEFAULT. 
• req_output_size la dimensione massima dei dati che il protocollo di 
trasporto può gestire. Occorre fornire questa informazione perché il GSS-API 
è protocol-independent, e quindi non deve conoscere quale protocollo viene 
utilizzato.  
• max_input_size restituito dalla funzione, questa è la dimensione 
massima di un messaggio che, una volta crittografato, non supererà 
req_output_size. 
 
gss_wrap_size_limit() restituisce GSS_S_COMPLETE se completa con 
successo. Se il QOP specificato non era valido, restituisce GSS_S_BAD_QOP. Il 
completamento di questa chiamata non garantisce che gss_wrap() sarà in 
grado di proteggere un messaggio della lunghezza max_input_size byte, 
poiché questo può dipendere dalla disponibilità di risorse di sistema nel momento 
in cui gss_wrap() è chiamato. 
 
A.5.4 Funzione gss_unwrap() 
Funzione che decripta il messaggio. 
OM_uint32 gss_unwrap ( 
     OM_uint32             *minor_status, 
     const gss_ctx_id_t    context_handle, 
     const gss_buffer_t    input_message_buffer, 
     gss_buffer_t          output_message_buffer, 
     int                   *conf_state 
     gss_qop_t             *qop_state) 
Parametri: 
A.5 Funzioni che lavorano sui messaggi 
161
 
• minor_status è il codice di stato restituito dal meccanismo di sicurezza 
sottostante.  
• context_handle è l’handle del contesto.  
• input_message_buffer è il messaggio crittografato. Questo argomento 
deve essere un oggetto gss_buffer_desc. Alla fine deve essere 
deallocato con gss_release_buffer() 
• output_message_buffer è il buffer per il messaggio decriptato. 
L'applicazione deve rilasciare questo buffer con 
gss_release_buffer(). 
• conf_state indica se era applicato il servizio di riservatezza. Se questo 
argomento è diverso da zero, significa che l’origine ha applicato riservatezza, 
autenticazione e integrità. Se nullo, significa che sono applicate solo 
autenticazione e integrità.  
• qop_state QOP (qualità di protezione) utilizzato, è l'algoritmo crittografico 
utilizzato nel generare il MIC e fare la crittografia. 
gss_unwrap() restituisce GSS_S_COMPLETE se il messaggio è stato 
decriptato con successo. Se non riesce a verificare il MIC, restituisce 
GSS_S_BAD_SIG. 
 
A.5.5 Funzione gss_verify_mic() 
Funzione che verifica un MIC 
OM_uint32 gss_verify_mic ( 
     OM_uint32             *minor_status, 
     const gss_ctx_id_t    context_handle, 
     const gss_buffer_t    message_buffer, 
     const gss_buffer_t    token_buffer, 
     gss_qop_t             qop_state) 
Parametri: 
• minor_status è il codice di stato restituito dal meccanismo di sicurezza 
sottostante.  
• context_handle è l’handle del contesto.  
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• message_buffer è il messaggio ricevuto. Questo argomento deve essere 
un oggetto gss_buffer_desc. Deve essere deallocato con 
gss_release_buffer(). 
• token_buffer il token che contiene il MIC ricevuto. Questo argomento 
deve essere un oggetto gss_buffer_desc. Deve essere deallocato con 
gss_release_buffer(). 
• qop_state QOP (qualità di protezione) utilizzato, è l'algoritmo crittografico 
utilizzato nel generare il MIC e fare la crittografia. 
gss_verify_mic() restituisce GSS_S_COMPLETE se il messaggio è stato 







Principali funzioni dell’estensione di Globus a 
GSS-API 
 
B.1 Funzione gss_export_cred() 
OM_uint32 
gss_export_cred( 
     OM_uint32             *minor_status, 
     const gss_cred_id_t    cred_handle, 
     const gss_OID          desired_mech, 
     gss_OID               *actual_mech, 
     OM_uint32              option_req, 
     gss_buffer_t           export_buffer); 
Parametri di input: 
• option_req: se è 0 vengono esportati dati buoni solo per un successivo 
riutilizzo con la funzione gss_import_cred, se è 1 esporta dati specifici 
per il meccanismo sottostante di sicurezza che possono essere passati ad 
applicazioni non-GSS. 
• cred_handle: è l’handle della credenziale da esportare.  
• desired_mech è il meccanismo che si vuole per la credenziale esportata. 
Va messo a NULL per utilizzare il meccanismo di default. 
 
Output: 
• major_status può assumere uno dei seguenti valori: 
 GSS_S_COMPLETE indica che l’operazione è stata completata con 
successo e che export_buffer contiene i dati richiesti. 
 GSS_S_CREDENTIALS_EXPIRED indica che la credenziale contenuta 
in cred_handle è scaduta e che non può quindi essere esportata. 
 GSS_S_UNAVAILABLE indica che l’operazione richiesta non è 
supportata dal meccanismo sottostante. 
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 GSS_S_BAD_MECH indica che il meccanismo richiesto non è supportato. 
 GSS_S_FAILURE indica un non specificato problema al livello GSS-API. 
• minor_status è il codice di stato ritornato dal meccanismo sottostante. 
• export_buffer token da passare a gss_import_cred() (se 
option_req==0) o dati specifici del meccanismo (se option_req==1). 
Va deallocano tramite gss_release_buffer(). 
• actual_mech meccanismo effettivo delle credenziali esportate 
La funzione gss_export_cred() è utilizzata per esportare una credenziale in 
modo che possa essere passato ad un altro processo o allo stesso processo che 
l’ha invocata che può avere interesse ad utilizzare provissoriamente una 
credenziale diversa. 
Se il richiedente passa un valore di 0 per option_req i dati restituiti devono 
essere adatti all'utilizzo in una successiva chiamata di gss_import_cred() o 
all’utilizzo in un processo diverso. Osservare che i dati possono contenere o la 
credenziale effettiva o solo un puntatore ad un file che contiene la credenziale. In 
ogni caso il buffer restituito contiene informazioni sensibili e quindi va protetto con 
attenzione. 
Se invece il richiedente passa un valore di 1 per option_req la funzione ritorna 
dati specifici del meccanismo sottostante di sicurezza e si usano per passare la 
credenziale ad un altro processo che non utilizza il GSS-API. 
In entrambi i casi i dati sono ritornati in un buffer che andrà liberato attraverso la 
funzione gss_release_buffer(). 
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B.2 Funzione gss_import_cred() 
OM_uint32 
gss_import_cred( 
     OM_uint32            *minor_status, 
     gss_cred_id_t        *output_cred_handle, 
     const gss_OID         desired_mech, 
     gss_OID              *actual_mech, 
     OM_uint32             option_req, 
     const gss_buffer_t    import_buffer, 
     OM_uint32             time_req, 
     OM_uint32            *time_rec); 
Input: 
• option_req: se è 0 import_buffer contiene i dati opachi creati dalla 
funzione gss_export_cred() chiamata con il suo argomento 
option_req = 0, se invece è 1 import_buffer è handle a una 
credenziale creata da gss_export_cred() chiamata con il suo argomento 
option_req = 1. 
• desired_mech: meccanismo richiesto per la credenziale importata, può 
essere nullo per indicare il meccanismo di default del sistema. 
• import_buffer: contiene i dati importati creati dalla chiamata della 
funzione gss_export_cred(). 
• lifetime_req :tempo di vita richiesto in secondi, 0 per richiedere il valore 
di default. 
Output: 
• major_status: può assumere uno dei seguenti valori: 
 GSS_S_COMPLETE: indica che l’operazione è stata completata con 
successo e che cred_handle contiene i dati per la credenziale. 
 GSS_S_CREDENTIALS_EXPIRED: indica che la credenziale importata 
è scaduta. 
 GSS_S_BAD_MECH: indica che il meccanismo richiesto non è 
supportato. 
 GSS_S_FAILURE: indica un non specificato problema al livello GSS-
API. 
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 GSS_S_DEFECTIVE_TOKEN: indica che import_buffer non è 
analizzabile. 
 GSS_S_NO_CRED: indica che la credenziale importata non è utilizzabile 
o è inaccessibile. 
• minor_status: è il codice di stato ritornato dal meccanismo sottostante. 
• cred_handle: è l'handle di credenziale restituito. Va rilasciato 
dall'applicazione dopo l'utilizzo chiamando la funzione 
gss_release_cred(). 
• lifetime_rec: tempo di vita in secondi. 
• actual_mech: meccanismo effettivo della credenziale importata. 
Come già accennato la funzione gss_import_cred() è la complementare di 
gss_export_cred(). 
La funzione gss_import_cred() permettere l’utilizzo di una credenziale che è 
stata passata da un altro processo o che viene letta da memoria. La credenziale o 
l'handle alla credenziale, sono letti nell’argomento import_buffer. Un handle 
alla credenziale viene restituito in cred_handle. 
L’argomento lifetime_rec indica per quanto tempo la credenziale acquistata 
è valida. Alcuni meccanismi restituiscono un valore che indica un tempo 
indeterminato in questo caso non c’è nessun vincolo sulla durata della credenziale. 
Attraverso il parametro lifetime_req un’applicazione può richiedere una 
durata di tempo per cui la credenziale acquisita deve essere valida. Le richieste di 
credenziali postdatate non sono supportate all'interno del GSS-API. 
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B.3 Funzione gss_init_delegation() 
OM_uint32 
gss_init_delegation( 
     OM_uint32                *minor_status, 
     const gss_ctx_id_t        context_handle, 
     const gss_cred_id_t       cred_handle, 
     const gss_OID             desired_mech, 
     const gss_OID_set         extension_oids, 
     const gss_buffer_set_t    extension_buffers, 
     const gss_buffer_t        input_token, 
     OM_uint32                 time_req, 
     gss_buffer_t              output_token); 
Input: 
• context_handle: handle di un contesto di sicurezza esistente. 
• cred_handle: handle della credenziale da delegare; se messo a 
GSS_C_NO_CREDENTIAL si specifica l'utilizzo della credenziale di default. 
• mech_type: richiede uno specifico meccanismo sottostante, se nullo 
significa che si utilizza il meccanismo di default del sistema. 
• lifetime_req: tempo di vita, 0 indica la durata di default. 
• extension_oids: è il tipo di dati nell'extensions_buffers. 
• extension_buffers : limitazioni da applicare alla credenziale delegata. 
• input_token: può essere GCC_C_NO_BUFFER o il token ricevuto. 
Output:  
• minor_status: status code ritornato dal meccanismo sottostante. 
• output_token: token che si passa. Può essere vuoto. Va rilasciato con 
gss_release_buffer. 
• major_status: può assumere uno dei seguenti valori: 
o GSS_S_COMPLETE: indica che la delega è completa e che non è 
necessario chiamare ancora gss_init_delegation(). In 
output_token ci possono essere dati da inviare al target per 
completare la delega con successo. 
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o GSS_S_CONTINUE_NEEDED: indica che le informazioni presenti 
nell’output_token devono essere inviate al target e che si deve poi 
ricevere una replica che andrà poi passata come input_token a una 
successiva chiamata di gss_init_delegation(). 
o GSS_S_DEFECTIVE_TOKEN: indica che il controllo di consistenza 
sull’input token è fallito. 
o GSS_S_BAD_SIG: indica che il controllo di integrità sull’input token è 
fallito. 
o GSS_S_NO_CRED: indica che la credenziale non è valida. 
o GSS_S_CREDENTIALS_EXPIRED: indica che la credenziale è 
scaduta. 
o GSS_S_OLD_TOKEN: indica che l’input_token è troppo vecchio. 
o GSS_S_DUPLICATE_TOKEN: indica che l’input_token è un 
duplicato. 
o GSS_S_BAD_MECH: indica un meccanismo non supportato. 
o GSS_S_BAD_BINDINGS: indica che le estensioni fornite non sono 
valide. 
o GSS_S_FAILURE: indica un errore non meglio specificato a livello GSS-
API. 
Questa routine può essere utilizzata sia dall'initiator o dall'acceptor di un contesto 
di sicurezza.  
La credenziale che viene delegata può essere la stessa credenziale utilizzata per 
installare il contesto o può essere diversa. 
I parametri extension_oids ed extension_buffers possono essere 
utilizzati per specificare un insieme di limitazioni per la credenziale delegata. Ci 
deve essere un numero identico di OIDs e buffer, questo perché ogni OID indica il 
tipo dei dati che contiene il buffer corrispondente. Questi due valori possono 
essere GSS_C_NO_OID_SET e GSS_C_NO_BUFFER_SET per indicare che 
nessuna limitazione deve essere applicata alla credenziale. 
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B.4 Funzione gss_accept_delegation() 
OM_uint32 
gss_accept_delegation( 
     OM_uint32                *minor_status, 
     const gss_ctx_id_t        context_handle, 
     const gss_OID_set         extension_oids, 
     const gss_buffer_set_t    extension_buffers, 
     const gss_buffer_t        input_token, 
     OM_uint32                 time_req, 
     OM_uint32                *time_rec, 
     gss_cred_id_t            *delegated_cred_handle, 
     gss_OID                   mech_type, 
     gss_buffer_t              output_token); 
Inputs: 
• sec_context: è l’handle del contesto di sicurezza. 
• input_token: è il token ricevuto. 
• extension_oids: identifica il tipo di dati dell’extension_buffers. 
• extension_buffers: sono le estensioni da applicare alla credenziale 
delegata. 
• lifetime_req: tempo di vita in secondi della credenziale delegate. Se 0 si 
richiede il tempo di default. 
 
Outputs: 
• delegated_cred: alla fine del procedimento di delega contiene l’handle 
della credenziale delegata. Va rilasciato con gss_release_cred(). 
• lifetime_rec: tempo di vita richiesto in secondi. 
• output_token: token da inviare. Può essere vuoto. Va rilasciato con 
gss_release_buffer(). 
• mech_type: meccanismo corrispondente alla credenziale delegata; è solo in 
lettura e non va rilasciato. 
• minor_status 
• major_status: che può assumere uno dei seguenti valori: 
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o GSS_S_COMPLETE: indica che la delega ha avuto successo e che 
delegated_cred contiene l’handle di una credenziale utilizzabile. 
o GSS_S_CONTINUE_NEEDED: indica che le informazioni 
nell’output_token devono essere inviate e che occorre attendere un 
token di risposta 
o GSS_S_DEFECTIVE_TOKEN: indica un token difettoso. 
o GSS_S_BAD_SIG: indica che il controllo di integrità è fallito. 
o GSS_S_OLD_TOKEN: indica che il token è troppo vecchio. 
o GSS_S_NO_CONTEXT: indica un contesto non utilizzabile. 
o GSS_S_BAD_MECH: indica un meccanismo non utilizzabile per la 
credenziale delegata. 
o GSS_S_BAD_BINDINGS: indica che le estensioni indicate non sono 
valide. 
o GSS_S_FAILURE: indica un errore non meglio specificato a livello GSS-
API. 
Questa routine può essere utilizzata da entrambi i lati di un contesto di sicurezza 
per accettare una delega che viene eseguita da gss_init_delegation(). 
La credenziale che viene delegata può essere la stessa credenziale 
dell’inizializzazione del contesto o può essere una credenziale diversa. 
Il parametro lifetime_rec contiene il tempo di vita rimanente, in secondi, della 
credenziale delegata. Un’applicazione che chiama 
gss_accept_delegation() può anche chiedere che la credenziale delegata 
sia valida per un periodo specificato di tempo (per mezzo dell'argomento 
lifetime_req). 
I parametri extension_oids ed extension_buffers possono essere 
utilizzati per specificare limitazioni da applicare alla credenziale delegata. Ci deve 
essere un numero identico di OIDs e buffer, infatti, ogni OID indica il tipo dei dati 
del buffer corrispondente. Osservare che a seconda del meccanismo, l’initiator può 
decidere di ignorare le estensioni richieste dall'acceptor. Questi valori possono 
essere GSS_C_NO_OID_SET e GSS_C_NO_BUFFER_SET, per indicare che 
non é richiesta nessuna estensione. 
 
B.5 La funzione gss_inquire_sec_context_by_oid() 
171
 
B.5 La funzione gss_inquire_sec_context_by_oid() 
OM_uint32 
gss_inquire_sec_context_by_oid( 
     OM_uint32            *minor_status, 
     const gss_ctx_id_t    context_handle, 
     const gss_OID         desired_object, 
     gss_buffer_set_t      data_set); 
Inputs: 
• sec_context: è l’handle del contesto di sicurezza. 
• desired_object: OID dell’oggetto che si vuol conoscere. 
 
Outputs: 
• major_status: può assumere uno dei seguenti valori: 
 GSS_S_COMPLETE: indica che la funzione è completata con successo. 
 GSS_S_CONTINUE_NEEDED: indica che ci sono altri oggetti da 
ritornare. 
 GSS_S_NO_CONTEXT: indica che il contesto non è valido. 
 GSS_S_FAILURE: indica che l’operazione è fallita per un non meglio 
specificato errore a livello GSS-API. 
• minor_status: è lo status code ritornato dal meccanismo sottostante. 
• data_set informazioni desiderate. Questo argomento va rilasciato 
utilizzando gss_release_buffer_set(). 
Il parametro desired_object deve contenere un OID che referenzia 
l’informazioni cui l'applicazione è interessata.  
Se i dati richiesti non sono attuali, major_status deve essere impostato a 
GSS_S_COMPLETE e in data_set non deve essere restituito niente. 
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B.6 La funzione gss_inquire_cred_by_oid() 
OM_uint32 
gss_inquire_cred_by_oid( 
     OM_uint32            *minor_status, 
     const gss_ced_id_t    cred_handle, 
     const gss_OID         desired_object, 
     gss_buffer_set_t     *data_set); 
Inputs: 
• cred_handle: è l’handle della credenziale. 
• desired_object: OID dell’oggetto che si vuol conoscere. 
Outputs: 
• major_status: può assumere uno dei seguenti valori: 
 GSS_S_COMPLETE: indica che la funzione è completata con successo. 
 GSS_S_CONTINUE_NEEDED indica che ci sono altri oggetti da ritornare. 
 GSS_S_NO_CRED indica che la credenziale non è valida. 
 GSS_S_FAILURE indica che l’operazione è fallita per un non meglio 
specificato errore a livello GSS-API. 
• minor_status: status code ritornato dal meccanismo sottostante. 
• data_set informazioni desiderate. Questo argomento va rilasciato 
utilizzando gss_release_buffer_set(). 
Il parametro desired_object deve contenere un OID che referenzia 
l’informazioni cui l'applicazione è interessata.  
Se i dati richiesti non sono presenti, major_status deve essere impostato a 
GSS_S_COMPLETE e in data_set non deve essere restituito niente. 
 
B.7 funzione gss_set_sec_context_option() 
OM_uint32 
     gss_set_sec_context_option( 
     OM_uint32       *minor_status, 
     gss_ctx_id_t    *context_handle, 
     const gss_OID    option, 
     gss_buffer_t     value); 




• sec_context: è l’handle del contesto di sicurezza. NULL specifica che 
deve essere creato un nuovo contesto di sicurezza. 
• option: è l’OID dell’opzione desiderata. 
• value: è il valore dell’opzione. 
 
Outputs: 
• major_status può assumere uno dei seguenti valori: 
o GSS_S_COMPLETE indica che la funzione è completata con successo 
o GSS_S_FAILURE indica che l’operazione richiesta è fallita per un non 
meglio specificato problema a livello GSS-API. Ciò include anche il 
tentativo di modificare un’opzione non modificabile. 
• minor_status status code ritornato dal meccanismo sottostante. 
Il parametro sec_context deve essere o un contesto di sicurezza esistente o 
NULL, in questo caso significa che va creato un nuovo contesto di sicurezza con le 
opzioni indicate. 
Il parametro option deve contenere l’OID che cui si riferisce l’applicazione che 
l’operazione vuole settare. 
Il parametro value deve contenere il valore cui l’opzione deve essere settata. La 
grandezza di questo parametro dipende dall’opzione da settare. 
 
B.8 Funzione gss_create_empty_buffer_set 
OM_uint32 
gss_create_empty_buffer_set( 
     OM_uint32            *minor_status, 
     gss_buffer_set_t     *buffer_set) 
Inputs: Nessuna. 
Outputs: 
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• major_status: può assumere uno dei seguenti valori: 
o GSS_S_COMPLETE indica che la funzione è completata con successo. 
o GSS_S_FAILURE indica che l’operazione richiesta è fallita per un non 
meglio specificato problema a livello GSS-API. 
 
B.9 Funzione gss_add_buffer_set_member 
OM_uint32 
gss_add_buffer_set_member( 
     OM_uint32            *minor_status, 
     const gss_buffer_t    member_buffer, 





• major_status: può assumere uno dei seguenti valori: 
o GSS_S_COMPLETE indica che la funzione è completata con successo. 
o GSS_S_FAILURE indica che l’operazione richiesta è fallita per un non 
meglio specificato problema a livello GSS-API. 
• minor_status: status code ritornato dal meccanismo sottostante. 
Questa funzione aggiunge un buffer ad un buffer set. L’argomento 
member_buffer va rilasciato dopo il completamento di questa chiamata. 
 
B.10 Funzione gss_release_buffer_set() 
OM_uint32 
gss_release_buffer_set( 
     OM_uint32          *minor_status, 
     gss_buffer_set_t    buffer_set) 
Inputs: 
• buffer_set. 




• major_status: può assumere uno dei seguenti valori: 
 GSS_S_COMPLETE: indica che la funzione è completata con successo. 
 GSS_S_FAILURE: indica che l’operazione richiesta è fallita per un non 
meglio specificato problema a livello GSS-API. 
• minor_status status code ritornato dal meccanismo sottostante. 







Constanza source tree 
L’appendice contiene l’albero dei sorgenti del progetto Constanza [39] 
 
Figura C-1 The source tree (1) 
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Figura C-2 The Soucre tree (2) 
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Figura C-3 The Source tree (3) 
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