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Abstract
The elliptic Ding-Iohara algebra is an elliptic quantum group obtained from the
free field realization of the elliptic Macdonald operator. In this article, we show
the construction of two families of commuting operators which contain the elliptic
Macdonald operator by using the elliptic Ding-Iohara algebra and the elliptic Feigin-
Odesskii algebra.
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Notations. In this paper, we use the following symbols.
Z : The set of integers, Z≥0 := {0, 1, 2, · · · }, Z>0 := {1, 2, · · · },
Q : The set of rational numbers, Q(q, t) : The field of rational functions of q, t over Q,
C : The set of complex numbers, C× := C \ {0},
C[[z, z−1]] : The set of formal power series of z, z−1 over C.
1
2 1 INTRODUCTION
If a sequence λ = (λ1, · · · , λN) ∈ (Z≥0)
N (N ∈ Z>0) satisfies the condition λi ≥ λi+1
(1 ≤ i ≤ N), λ is called a partition. We denote the set of partitions by P. For a partition
λ, ℓ(λ) := ♯{i : λi 6= 0} denotes the length of λ and |λ| :=
∑ℓ(λ)
i=1 λi denotes the size of λ.
Let q, p ∈ C be complex parameters satisfying |q| < 1, |p| < 1. We define the q-infinite
product as (x; q)∞ :=
∏
n≥0(1− xq
n) and the theta function as
Θp(x) := (p; p)∞(x; p)∞(px
−1; p)∞.
We set the double infinite product as (x; q, p)∞ :=
∏
m,n≥0(1 − xq
mpn) and the elliptic
gamma function as
Γq,p(x) :=
(qpx−1; q, p)∞
(x; q, p)∞
.
For the theta function Θp(x) and the elliptic gamma function Γq,p(x), we have the following
relations.
Θp(x) = −xΘp(x
−1), Θp(px) = Θp(x
−1) = −x−1Θp(x),
Γq,p(qx) =
Θp(x)
(p; p)∞
Γq,p(x), Γq,p(px) =
Θq(x)
(q; q)∞
Γq,p(x).
1 Introduction
Main topics of this article are about the elliptic Ding-Iohara algebra and the construction
of commutative families of the elliptic Macdonald operator. Before starting discussions
about them, we give backgrounds of this article.
The Ding-Iohara algebra was introduced by Ding and Iohara as a generalization of the
quantum affine algebra Uq(ŝl2) [6]. Defining relations of the algebra involve the structure
function g(x) which satisfies g(x−1) = g(x)−1. Hence we can understand that for each
function which satisfies g(x−1) = g(x)−1, there is a Ding-Iohara algebra whose structure
function is given by g(x).
In 2009, Feigin, Hashizume, Hoshino, Shiraishi, and Yanagida found that from the free
field realization of the Macdonald operator, a kind of Ding-Iohara algebra was obtained
[8]. In the following, we use the word ”Ding-Iohara algebra” as the quantum group arising
from the free field realization of the Macdonald operator. We can notice that Miki also
reached the Ding-Iohara algebra in a different way [7]. There are some applications of
the Ding-Iohara algebra such as the AGT conjecture [10][11][12], the refined topological
vertex [13].
On the other hand, there exists an elliptic analog of the Macdonald operator [1][4][9].
In [8], Feigin, Hashizume, Hoshino, Shiraishi, and Yanagida made an attempt to construct
the free field realization of the elliptic Macdonald operator by the idea of the quasi-
Hopf twist. They obtained an elliptic analog of the Ding-Iohara algebra, however some
problems remained open. Thus the author have started to search other ways of the free
field realization of the elliptic Macdonald operator.
Then the author paid attention to the fact that the free field realization of the Mac-
donald operator is based on the form of the kernel function of the operator. Furthermore
Komori, Noumi, and Shiraishi obtained the kernel function of the elliptic Macdonald
operator [9]. Hence it would be a natural expect that the elliptic kernel function has
3important informations for the free field realization of the elliptic Macdonald operator.
Consequently, starting from the elliptic kernel function, the free field realization of the
elliptic Macdonald operator was obtained, and another elliptic analog of the Ding-Iohara
algebra arose. We call the elliptic algebra the elliptic Ding-Iohara algebra.
Elliptic Macdonald operator
free field realization !
−−−−−−−−−−−−−→ Elliptic Ding-Iohara algebraxelliptic deformation xelliptic deformation !
Macdonald operator
free field realization
−−−−−−−−−−−−−−→ Ding-Iohara algebra
In the paper [8], Feigin, Hashizume, Hoshino, Shiraishi and Yanagida also constructed
two families of commuting operators which contain the Macdonald operator (commutative
families of the Macdonald operator). For the construction of the commutative families
of the Macdonald operator, they used the Ding-Iohara algebra and the trigonometric
Feigin-Odesskii algebra. Moreover the elliptic Feigin-Odesskii algebra which is an elliptic
analog of the trigonometric Feigin-Odesskii algebra was defined. Hence we can consider to
combine the elliptic Ding-Iohara algebra and the elliptic Feigin-Odesskii algebra. Actually
we can construct two commutative families of the elliptic Macdonald operator by using
the elliptic Ding-Iohara algebra and the elliptic Feigin-Odesskii algebra.
Organization of this paper.
Organization of this paper is as follows. Section 2 is overview of the trigonometric
case [8]. In section 3 we give the free field realization of the elliptic Macdonald operator
and introduce the elliptic Ding-Iohara algebra [14]. Construction of the commutative
families of the elliptic Macdonald operator by using the elliptic Ding-Iohara algebra and
the elliptic Feigin-Odesskii algebra is shown [15].
2 Trigonometric theory side
In this section, we review some results due to Feigin, Hashizume, Hoshino, Shiraishi,
and Yanagida [8] : the free field realization of the Macdonald operator, the Ding-Iohara
algebra, and the construction of the commutative families of the Macdonald operator.
2.1 Free field realization of the Macdonald operator
In the following, let q, t ∈ C be parameters and we assume |q| < 1. First we define the
algebra B of boson to be generated by {an}n∈Z\{0} and the relation :
[am, an] = m
1 − q|m|
1− t|m|
δm+n,0. (2.1)
We set the normal ordering : • : as
: aman :=
{
aman (m < n),
anam (m ≥ n).
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Let |0〉 be the vacuum vector which satisfies an|0〉 = 0 (n > 0). For a partition λ, we set
a−λ := a−λ1 · · · a−λℓ(λ) and define the boson Fock space F as a left B module :
F := span{a−λ|0〉 : λ ∈ P}.
Set the q-shift operator as Tq,xf(x) := f(qx). We define the Macdonald operator
HN(q, t) (N ∈ Z>0) [1][2][5] as
HN(q, t) :=
N∑
i=1
∏
j 6=i
txi − xj
xi − xj
Tq,xi. (2.2)
In the following [f(z)]1 :=
∮
dz
2πiz
f(z) denotes the constant term of f(z) in z.
Proposition 2.1 (Free field realization of the Macdonald operator [5][8]). Set
operators η(z), ξ(z), φ(z) : F → F ⊗C[[z, z−1]] as follows (γ := (qt−1)−1/2).
η(z) :=: exp
(
−
∑
n 6=0
(1− tn)an
z−n
n
)
:, (2.3)
ξ(z) :=: exp
(∑
n 6=0
(1− tn)γ|n|an
z−n
n
)
:, (2.4)
φ(z) := exp
(∑
n>0
1− tn
1− qn
a−n
zn
n
)
. (2.5)
We use the symbol φN(x) :=
∏N
j=1 φ(xj).
(1) The operator η(z) reproduces the Macdonald operator HN(q, t) as follows.
[η(z)]1φN(x)|0〉 = t
−N{(t− 1)HN(q, t) + 1}φN(x)|0〉. (2.6)
(2) The operator ξ(z) reproduces the Macdonald operator HN(q
−1, t−1) as follows.
[ξ(z)]1φN(x)|0〉 = t
N{(t−1 − 1)HN(q
−1, t−1) + 1}φN(x)|0〉. (2.7)
Proof . We show the equation (2.6). First by Wick’s theorem, we have
η(z)φ(w) =
1− w/z
1− tw/z
: η(z)φ(w) :
and also have
η(z)φN (x) =
N∏
j=1
1− xj/z
1− txj/z
: η(z)φN(x) : .
By the partial fraction expansion as
N∏
j=1
1− xj/z
1− txj/z
=
1− t
1− tN
N∑
i=1
1− t−N+1xi/z
1− txi/z
∏
j 6=i
txi − xj
xi − xj
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and the formal expression of the delta function as
δ(x) :=
∑
n∈Z
xn =
1
1− x
+
x−1
1− x−1
,
we have the following relation.
N∏
j=1
1− xj/z
1− txj/z
= t−N(t− 1)
N∑
i=1
∏
j 6=i
txi − xj
xi − xj
δ
(
t
xi
z
)
+ t−N
N∏
j=1
1− z/xj
1− t−1z/xj
.
We use the notation (η(z))± defined by
(η(z))± := exp
(
−
∑
±n>0
(1− tn)an
z−n
n
)
.
Due to the relation (η(tz))−φ(z) = φ(qz) = Tq,zφ(z), we have the following.
[η(z)]1φN(x)|0〉
=
t−N (t− 1)
N∑
i=1
∏
j 6=i
txi − xj
xi − xj
(η(txi))− + t
−N
[
N∏
j=1
1− z/xj
1− t−1z/xj
(η(z))−
]
1
 φN(x)|0〉
= t−N(t− 1)
N∑
i=1
∏
j 6=i
txi − xj
xi − xj
Tq,xiφN(x)|0〉+ t
−NφN(x)|0〉
= t−N{(t− 1)HN(q, t) + 1}φN(x)|0〉,
where we use the equation [
N∏
j=1
1− z/xj
1− t−1z/xj
(η(z))−
]
1
= 1.
The formula (2.7) is shown in the similar way. 
We also have the dual version of the proposition 2.1. Let 〈0| be the dual vacuum
vector which satisfies the condition 〈0|an = 0 (n < 0) and define the dual boson Fock
space F∗ as a right B module :
F∗ := span{〈0|aλ : λ ∈ P} (aλ := aλ1 · · · aℓ(λ)).
Proposition 2.2 (Dual version of the proposition 2.1). Let us define an operator
φ∗(z) : F∗ → F∗ ⊗C[[z, z−1]] as
φ∗(z) := exp
(∑
n>0
1− tn
1− qn
an
zn
n
)
. (2.8)
We use the symbol φ∗N(x) :=
∏N
j=1 φ
∗(xj).
(1) The operator η(z) reproduces the Macdonald operator HN(q, t) as follows.
〈0|φ∗N(x)[η(z)]1 = t
−N{(t− 1)HN(q, t) + 1}〈0|φ
∗
N(x). (2.9)
(2) The operator ξ(z) reproduces the Macdonald operator HN(q
−1, t−1) as follows.
〈0|φ∗N(x)[ξ(z)]1 = t
N{(t−1 − 1)HN(q
−1, t−1) + 1}〈0|φ∗N(x). (2.10)
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Remark 2.3. The kernel function of the Macdonald operator is defined by [2][3]
Π(q, t)(x, y) :=
∏
i,j
(txiyj; q)∞
(xiyj; q)∞
. (2.11)
The free field realization of the Macdonald operator is based on the form of the kernel
function Π(q, t)(x, y).
The operators φ∗M(x), φN(y) and the kernel function Π(q, t)(x, y) satisfy the following.
〈0|φ∗M(x)φN(y)|0〉 = Π(q, t)({xi}
M
i=1, {yj}
N
j=1) :=
∏
1≤i≤M
1≤j≤N
(txiyj; q)∞
(xiyj; q)∞
.
By the free field realization of the Macdonald operator, we can show the functional
equation of the kernel function Π(q, t)({xi}
M
i=1, {yj}
N
j=1).
Proposition 2.4 (Functional equation of the kernel function). The Macdonald
operator HN(q, t) and the kernel function Π(q, t)({xi}
M
i=1, {yj}
N
j=1) satisfy the following
functional equation.
{HM(q, t)x−t
M−NHN(q, t)y}Π(q, t)({xi}
M
i=1, {yj}
N
j=1) =
1−tM−N
1−t
Π(q, t)({xi}
M
i=1, {yj}
N
j=1).
(2.12)
Here HM(q, t)x denotes the Macdonald operator which acts on functions of x1, · · · , xM .
Proof . The proof of the proposition 2.4 is very simple. By the free field realization of
the Macdonald operator, we can calculate the matrix element 〈0|φM(x)[η(z)]1φN(y)|0〉 in
different two ways as
〈0|φM(x)[η(z)]1φN(y)|0〉
= t−M{(t− 1)HM(q, t)x + 1}Π(q, t)({xi}
M
i=1, {yj}
N
j=1)
= t−N{(t− 1)HN(q, t)y + 1}Π(q, t)({xi}
M
i=1, {yj}
N
j=1).
Consequently we have the relation (2.12). 
Remark 2.5. In [9], Komori, Noumi, and Shiraishi give another proof of the functional
equation (2.12) which doesn’t rely on the free field realization.
2.2 Ding-Iohara algebra U(q, t)
Definition 2.6 (Ding-Iohara algebra U(q, t) [8]). Let us define the structure function
g(x) as
g(x) :=
(1− qx)(1 − t−1x)(1− q−1tx)
(1− q−1x)(1− tx)(1 − qt−1x)
. (2.13)
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Then g(x−1) = g(x)−1. Let γ be a central, invertible element and x±(z) :=
∑
n∈Z x
±
n z
−n,
ψ±(z) :=
∑
n∈Z ψ
±
n z
−n be currents satisfying the relations :
[ψ±(z), ψ±(w)] = 0, ψ+(z)ψ−(w) =
g(γz/w)
g(γ−1z/w)
ψ−(w)ψ+(z),
ψ±(z)x+(w) = g
(
γ±
1
2
z
w
)
x+(w)ψ±(z), ψ±(z)x−(w) = g
(
γ∓
1
2
z
w
)−1
x−(w)ψ±(z),
x±(z)x±(w) = g
( z
w
)±1
x±(w)x±(z),
[x+(z), x−(w)] =
(1− q)(1− t−1)
1− qt−1
{
δ
(
γ
w
z
)
ψ+
(
γ1/2w
)
− δ
(
γ−1
w
z
)
ψ−
(
γ−1/2w
)}
. (2.14)
We define the Ding-Iohara algebra U(q, t) to be an associative C-algebra generated by
{x±n }n∈Z, {ψ
±
n }n∈Z, and γ.
By Wick’s theorem, we have the following proposition.
Proposition 2.7 (Free field realization of the Ding-Iohara algebra U(q, t) [8]).
Set γ := (qt−1)−1/2 and define operators ϕ±(z) : F → F ⊗C[[z, z−1]] as follows :
ϕ+(z) :=: η(γ1/2z)ξ(γ−1/2z) :, ϕ−(z) :=: η(γ−1/2z)ξ(γ1/2z) : . (2.15)
Then the map
x+(z) 7→ η(z), x−(z) 7→ ξ(z), ψ±(z) 7→ ϕ±(z)
gives a representation of the Ding-Iohara algebra U(q, t).
2.3 Trigonometric Feigin-Odesskii algebra A
In this subsection, we review basic facts of the trigonometric Feigin-Odesskii algebra [8].
Definition 2.8 (Trigonometric Feigin-Odesskii algebra A). Let εn(q; x) (n ∈ Z>0)
be a function defined as
εn(q; x) :=
∏
1≤a<b≤n
(xa − qxb)(xa − q
−1xb)
(xa − xb)2
. (2.16)
We also define ω(x, y) as
ω(x, y) :=
(x− q−1y)(x− ty)(x− qt−1y)
(x− y)3
. (2.17)
We define the action of the N -th symmetric group SN on N -variable functions by
σ · (f(x1, · · · , xN)) := f(xσ(1), · · · , xσ(N)) (σ ∈ SN).
We define the symmetrizer as
Sym[f(x1, · · · , xN )] :=
1
N !
∑
σ∈SN
σ · (f(x1, · · · , xN)). (2.18)
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For am-variable function f(x1, · · · , xm) and a n-variable function g(x1, · · · , xn), we define
the star product ∗ as follows.
(f ∗ g)(x1, · · · , xm+n) := Sym
[
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω(xα, xβ)
]
.
(2.19)
For a partition λ, we define ελ(q; x) as
ελ(q; x) := ελ1(q; x) ∗ · · · ∗ ελℓ(λ)(q; x). (2.20)
Set A0 := Q(q, t), An := span{ελ(q; x) : |λ| = n} (n ≥ 1). We define the trigonometric
Feigin-Odesskii algebra A :=
⊕
n≥0An whose algebraic structure is given by the star
product ∗.
Remark 2.9. The definition of the trigonometric Feigin-Odesskii algebra A above is a
reduced version of the paper [8]. For instance, there would be a question why the function
εn(q; x) appears. For more detail of the trigonometric Feigin-Odesskii algebra A, see [8].
In the paper [8], the following fact is shown.
Proposition 2.10. The trigonometric Feigin-Odesskii algebra (A, ∗) is unital, associa-
tive, and commutative.
2.4 Commutative families M, M′
Here we give an overview of the construction of the commutative families of the Macdonald
operator by using the Ding-Iohara algebra and the trigonometric Feigin-Odesskii algebra.
Definition 2.11 (Map O). Define a linear map O : A → End(F) as
O(f) :=
[
f(z1, · · · , zn)
∏
1≤i<j≤n
ω(zi, zj)
−1η(z1) · · ·η(zn)
]
1
(f ∈ An). (2.21)
Here [f(z1, · · · , zn)]1 denotes the constant term of f(z1, · · · , zn) in z1, · · · , zn, and we
extend the map O linearly.
Proposition 2.12. The map O and the star product ∗ are compatible : for f, g ∈ A, we
have O(f ∗ g) = O(f)O(g).
Proof . To prove the proposition, for f ∈ Am and g ∈ An, we show O(f ∗g) = O(f)O(g).
First we have
O(f ∗ g)(x1, · · · , xm+n)
=
[
Sym
(
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω(xα, xβ)
)
×
∏
1≤i<j≤m+n
ω(xi, xj)
−1η(x1) · · ·η(xm+n)
]
1
.
2.4 Commutative families M, M′ 9
Then from the relation
η(z)η(w) = g
( z
w
)
η(w)η(z),
we have the following :
1
ω(z, w)
η(z)η(w) =
1
ω(w, z)
η(w)η(z). (2.22)
The relation shows that the operator-valued function∏
1≤i<j≤N
ω(xi, xj)
−1η(x1) · · ·η(xN ) (2.23)
is symmetric in x1, · · · , xN . Further we have
[Sym(F (x1, · · · , xN ))]1 = [F (x1, · · · , xN)]1.
This follows from the fact that constant terms are invariant under the action of the
symmetric group. In addition for a symmetric function f(x1, · · · , xN), we have
σ(f(x1, · · · , xN)g(x1, · · · , xN )) = f(x1, · · · , xN )σ(g(x1, · · · , xN)) (σ ∈ SN).
Hence we have
Sym(f(x1, · · · , xN)g(x1, · · · , xN )) = f(x1, · · · , xN )Sym(g(x1, · · · , xN)).
From them we have the following.
O(f ∗ g) =
[
Sym
(
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω(xα, xβ)
×
∏
1≤i<j≤m+n
ω(xi, xj)
−1η(x1) · · · η(xm+n)
)]
1
=
[
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω(xα, xβ)
×
∏
1≤i<j≤m+n
ω(xi, xj)
−1η(x1) · · · η(xm+n)
]
1
=
[
f(x1, · · · , xm)
∏
1≤i<j≤m
ω(xi, xj)
−1η(x1) · · ·η(xm)
× g(xm+1, · · · , xm+n)
∏
m+1≤i<j≤m+n
ω(xi, xj)
−1η(xm+1) · · ·η(xm+n)
]
1
= O(f)O(g).
The trigonometric Feigin-Odesskii algebra A is commutative by means of the star
product ∗, therefore we have the following corollary.
Let V be a C-vector space and T : V → V be a C-linear operator. Then for a subset
W ⊂ V , the symbol T |W denotes the restriction of T on W . For a subset M ⊂ EndC(V ),
we use the symbol M |W := {T |W : T ∈M} (W ⊂ V ).
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Corollary 2.13 (Commutative family M). (1) Set M := O(A). The space M
consists of operators commuting with each other : [O(f),O(g)] = 0 (f, g ∈ A).
(2) The space M|CφN (x)|0〉 is a set of commuting q-difference operators which con-
tains the Macdonald operator HN(q, t) (commutative family of the Macdonald operator
HN(q, t)).
Proof . (1) This statement follows from the commutativity of A and the compatibility
of the star product ∗ and the map O. We have O(f ∗ g) = O(f)O(g) and also have
O(f ∗ g) = O(g ∗ f) = O(g)O(f). This shows [O(f),O(g)] = 0.
(2) Due to the free field realization of the Macdonald operator HN(q, t), the operator
O(εr(q; z)) (r ∈ Z>0) acts on φN(x)|0〉 (N ∈ Z>0) as a r-th order q-difference operator.
By the fact that M = O(A) is generated by {O(εr(q; z))}r∈Z>0 and the relation
O(ε1(q; z))φN(x)|0〉 = [η(z)]1φN(x)|0〉 = t
−N{(t− 1)HN(q, t) + 1}φN(x)|0〉
and (1) in the corollary 2.13, the restriction M|CφN (x)|0〉 is a space of commuting q-
difference operators which contains the Macdonald operator HN(q, t). 
The Macdonald operator HN(q
−1, t−1) is reproduced from the operator ξ(z). By this
fact, we can construct another commutative family of the Macdonald operator.
Definition 2.14 (Map O′). Set a function ω′(x, y) as follows.
ω′(x, y) :=
(x− qy)(x− t−1y)(x− q−1ty)
(x− y)3
. (2.24)
Define a linear map O′ : A → End(F) as
O′(f) :=
[
f(z1, · · · , zn)
∏
1≤i<j≤n
ω′(zi, zj)
−1ξ(z1) · · · ξ(zn)
]
1
(f ∈ An). (2.25)
We extend the map O′ linearly.
Lemma 2.15. Define another star product ∗′ as follows :
(f ∗′ g)(x1, · · · , xm+n) := Sym
[
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω′(xα, xβ)
]
.
In the trigonometric Feigin-Odesskii algebra A, we have ∗′ = ∗.
Proof . From the relation ω(x, y) = ω′(y, x), for f ∈ Am, g ∈ An we have the following.
(f ∗′ g)(x1, · · · , xm+n) = Sym
[
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω′(xα, xβ)
]
= Sym
[
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω(xβ, xα)
]
= Sym
[
g(x1, · · · , xn)f(xn+1, · · · , xn+m)
∏
1≤α≤n
n+1≤β≤n+m
ω(xα, xβ)
]
= (g ∗ f)(x1, · · · , xm+n)
= (f ∗ g)(x1, · · · , xm+n) (∵ A is commutative by means of ∗).
Since the relation holds for any f ∈ Am, g ∈ An, we have ∗
′ = ∗. 
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We can check the map O′ and the star product ∗′ are compatible in the similar way
of the proof of the proposition 2.12. Furthermore by the lemma 2.15 as ∗′ = ∗, we have
the following corollary.
Corollary 2.16 (Commutative family M′). (1) Set M′ := O′(A). The space M′
consists of operators commuting with each other.
(2) The space M′|CφN (x)|0〉 is a set of commuting q-difference operators which con-
tains the Macdonald operator HN(q
−1, t−1) (commutative family of the Macdonald opera-
tor HN(q
−1, t−1)).
From the relation [[η(z)]1, [ξ(w)]1] = 0, we have the following proposition.
Proposition 2.17. The commutative families M, M′ satisfy [M,M′] = 0 : For any
a ∈M and a′ ∈M′, we have [a, a′] = 0.
Proof . This proposition follows from the existence of the Macdonald symmetric func-
tions. That is, elements of the commutative families are simultaneously diagonalized by
the Macdonald symmetric functions. 
From the proposition 2.17, commutative families M|CφN (x)|0〉, M
′|CφN (x)|0〉 also com-
mute with each other : [M|CφN (x)|0〉,M
′|CφN (x)|0〉] = 0.
3 Elliptic theory side
In this section, we introduce the elliptic Ding-Iohara algebra [14] and explain how com-
mutative families of the elliptic Macdonald operator are constructed [15].
3.1 Free field realization of the elliptic Macdonald operator
The elliptic Macdonald operator HN(q, t, p) (N ∈ Z>0) is defined by
HN(q, t, p) :=
N∑
i=1
∏
j 6=i
Θp(txi/xj)
Θp(xi/xj)
Tq,xi. (3.1)
Set an algebra of boson Ba,b generated by {an}n∈Z\{0}, {bn}n∈Z\{0} and the following
relations :
[am, an] = m(1− p
|m|)
1− q|m|
1− t|m|
δm+n,0, [bm, bn] = m
1− p|m|
(qt−1p)|m|
1− q|m|
1− t|m|
δm+n,0,
[am, bn] = 0.
Let |0〉 be the vacuum vector which satisfies the condition an|0〉 = bn|0〉 = 0 (n > 0) and
set the boson Fock space F as a left Ba,b module.
F = span{a−λb−µ|0〉 : λ, µ ∈ P}.
We also define the normal ordering : • : as usual :
: aman :=
{
aman (m < n),
anam (m ≥ n),
: bmbn :=
{
bmbn (m < n),
bnbm (m ≥ n).
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Theorem 3.1 (Free field realization of the elliptic Macdonald operator [14]).
Define the operators η(p; z), ξ(p; z) as follows (γ := (qt−1)−1/2).
η(p; z) :=: exp
(
−
∑
n 6=0
1− t−n
1− p|n|
p|n|bn
zn
n
)
exp
(
−
∑
n 6=0
1− tn
1− p|n|
an
z−n
n
)
:, (3.2)
ξ(p; z) :=: exp
(∑
n 6=0
1− t−n
1− p|n|
γ−|n|p|n|bn
zn
n
)
exp
(∑
n 6=0
1− tn
1− p|n|
γ|n|an
z−n
n
)
: . (3.3)
Let φ(p; z) : F → F ⊗C[[z, z−1]] be an operator defined as follows.
φ(p; z) := exp
(∑
n>0
(1− tn)(qt−1p)n
(1− qn)(1− pn)
b−n
z−n
n
)
exp
(∑
n>0
1− tn
(1− qn)(1− pn)
a−n
zn
n
)
. (3.4)
We use the symbol φN(p; x) :=
∏N
j=1 φ(p; xj).
(1) The elliptic Macdonald operator HN(q, t, p) is reproduced by the operator η(p; z)
as follows.
[η(p; z)−t−N(η(p; z))−(η(p; p
−1z))+]1φN(p; x)|0〉 =
t−N+1Θp(t
−1)
(p; p)3∞
HN(q, t, p)φN(p; x)|0〉.
(3.5)
Here we use the notation (η(p; z))± as
(η(p; z))± := exp
(
−
∑
±n>0
1− t−n
1− p|n|
p|n|bn
zn
n
)
exp
(
−
∑
±n>0
1− tn
1− p|n|
an
z−n
n
)
.
(2) The elliptic Macdonald operator HN (q
−1, t−1, p) is reproduced by the operator
ξ(p; z) as follows.
[ξ(p; z)−tN(ξ(p; z))−(ξ(p; p
−1z))+]1φN(p; x)|0〉 =
tN−1Θp(t)
(p; p)3∞
HN(q
−1, t−1, p)φN(p; x)|0〉.
(3.6)
Here we use the notation (ξ(p; z))± as
(ξ(p; z))± := exp
( ∑
±n>0
1− t−n
1− p|n|
γ−|n|p|n|bn
zn
n
)
exp
( ∑
±n>0
1− tn
1− p|n|
γ|n|an
z−n
n
)
.
Proof . Here we prove the formula (3.5). First we have
η(p; z)φ(p;w) =
Θp(w/z)
Θp(tw/z)
: η(p; z)φ(p;w) :
and also have
η(p; z)φN(p; x) =
N∏
j=1
Θp(xj/z)
Θp(txj/z)
: η(p; z)φN(p; x) : .
3.1 Free field realization of the elliptic Macdonald operator 13
From the partial fraction expansion of formula a product of the theta function
N∏
j=1
Θp(xj/z)
Θp(txj/z)
=
Θp(t)
Θp(tN)
N∑
i=1
Θp(t
−N+1xiz)
Θp(txi/z)
∏
j 6=i
Θp(txi/xj)
Θp(xi/xj)
and the relation of the theta function and the delta function as
1
Θp(x)
+
x−1
Θp(x−1)
=
1
(p; p)3∞
δ(x),
we have the following :
N∏
j=1
Θp(xj/z)
Θp(txj/z)
=
t−N+1Θp(t
−1)
(p; p)3∞
N∑
i=1
∏
j 6=i
Θp(txi/xj)
Θp(xi/xj)
δ
(
t
xi
z
)
+ t−N
N∏
j=1
Θp(pxj/z)
Θp(ptxj/z)
.
Here we use the relation Θp(ax)/Θp(bx) = Θp(pa
−1x−1)/Θp(pb
−1x−1). Hence we have
[η(p; z)− t−N(η(p; z))−(η(p; p
−1z))+]1φN(p; x)|0〉
=
t−N+1Θp(t
−1)
(p; p)3∞
N∑
i=1
∏
j 6=i
Θp(txi/xj)
Θp(xi/xj)
(η(p; txi))−φN(p; x)|0〉.
By the relation (η(p; tz))−φ(p; z) = φ(p; qz), we have
[η(p; z)− t−N (η(p; z))−(η(p; p
−1z))+]1φN(p; x)|0〉
=
t−N+1Θp(t
−1)
(p; p)3∞
HN(q, t, p)φN(p; x)|0〉. 
The theorem 3.1 is also stated as follows. First we set zero mode generators a0, Q
which satisfy the relation :
[a0, Q] = 1, [an, a0] = [bn, a0] = 0, [an, Q] = [bn, Q] = 0 (n ∈ Z \ {0}). (3.7)
We also set the condition a0|0〉 = 0. We define |α〉 := e
αQ|0〉 (α ∈ C). Then we have
a0|α〉 = α|α〉. We also set Fα := span{a−λb−µ|α〉 : λ, µ ∈ P} (α ∈ C).
Theorem 3.2 ([14]). Set the operators η˜(p; z), ξ˜(p; z) by
η˜(p; z) := (η(p; z))−(η(p; p
−1z))+, ξ˜(p; z) := (ξ(p; z))−(ξ(p; p
−1z))+.
Using these symbols we define operators E(p; z), F (p; z) as follows :
E(p; z) := η(p; z)− η˜(p; z)t−a0 , F (p; z) := ξ(p; z)− ξ˜(p; z)ta0 . (3.8)
Then the elliptic Macdonald operators HN(q, t, p), HN (q
−1, t−1, p) are reproduced by the
operators E(p; z), F (p; z) as follows.
[E(p; z)]1φN(p; x)|N〉 =
t−N+1Θp(t
−1)
(p; p)3∞
HN(q, t, p)φN(p; x)|N〉, (3.9)
[F (p; z)]1φN(p; x)|N〉 =
tN−1Θp(t)
(p; p)3∞
HN(q
−1, t−1, p)φN(p; x)|N〉. (3.10)
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The dual versions of the theorem 3.1, 3.2 are also available. Let 〈0| be the dual vacuum
vector which satisfies the condition 〈0|an = 〈0|bn = 0 (n < 0) and 〈0|a0 = 0. We define
the dual boson Fock space as a right Ba,b module :
F∗ := span{〈0|aλbµ : λ, µ ∈ P}.
For a complex number α ∈ C, set 〈α| := 〈0|e−αQ. Then we have 〈α|a0 = α〈α|. We also
set F∗α := span{〈α|aλbµ : λ, µ ∈ P} (α ∈ C).
Theorem 3.3 (Dual versions of the theorem 3.1, 3.2). Let us define an operator
φ∗(p; z) : F∗ → F∗ ⊗C[[z, z−1]] as follows.
φ∗(p; z) := exp
(∑
n>0
(1− tn)(qt−1p)n
(1− qn)(1− pn)
bn
z−n
n
)
exp
(∑
n>0
1− tn
(1− qn)(1− pn)
an
zn
n
)
. (3.11)
We use the symbol φ∗N(p; x) :=
∏N
j=1 φ
∗(p; xj).
(1) The operators η(p; z), ξ(p; z) reproduce the elliptic Macdonald operators HN(q, t, p),
HN(q
−1, t−1, p) as follows.
〈0|φ∗N(p; x)[η(p; z)−t
−N(η(p; z))−(η(p; p
−1z))+]1 =
t−N+1Θp(t
−1)
(p; p)3∞
HN(q, t, p)〈0|φ
∗
N(p; x),
(3.12)
〈0|φ∗N(p; x)[ξ(p; z)−t
N(ξ(p; z))−(ξ(p; p
−1z))+]1 =
tN−1Θp(t)
(p; p)3∞
HN(q
−1, t−1, p)〈0|φ∗N(p; x).
(3.13)
(2) The operators E(p; z), F (p; z) reproduce the elliptic Macdonald operators HN(q, t, p),
HN(q
−1, t−1, p) as follows.
〈N |φ∗N(p; x)[E(p; z)]1 =
t−N+1Θp(t
−1)
(p; p)3∞
HN(q, t, p)〈N |φ
∗
N(p; x), (3.14)
〈N |φ∗N(p; x)[F (p; z)]1 =
tN−1Θp(t)
(p; p)3∞
HN(q
−1, t−1, p)〈N |φ∗N(p; x). (3.15)
Remark 3.4. The operator φ∗M(p; x), φN(p; y) and the kernel function Π(q, t, p)(x, y)
satisfy the following.
〈0|φ∗M(p; x)φN(p; y)|0〉 = Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1) :=
∏
1≤i≤M
1≤j≤N
Γq,p(xiyj)
Γq,p(txiyj)
.
By using the free field realization of the elliptic Macdonald operator, we obtain the
functional equation of the elliptic kernel function Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1) as follows.
Theorem 3.5 (Functional equation of the elliptic kernel function). Define the
elliptic kernel function Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1) by
Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1) :=
∏
1≤i≤M
1≤j≤N
Γq,p(xiyj)
Γq,p(txiyj)
. (3.16)
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We also define CMN(p; x, y) as
CMN(p; x, y) :=
〈0|φ∗M(p; x)[(η(p; z))−(η(p; p
−1z))+]1φN(p; y)|0〉
Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1)
=
[
M∏
i=1
Θp(t
−1xiz)
Θp(xiz)
N∏
j=1
Θp(z/yj)
Θp(t−1z/yj)
]
1
. (3.17)
For the elliptic Macdonald operator and the function Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1), we have
the following functional equation.
{HM(q, t, p)x − t
M−NHN(q, t, p)y}Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1)
=
(1− tM−N )(p; p)3∞
Θp(t)
CMN(p; x, y)Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1). (3.18)
Here the symbol HM(q, t, p)x denotes the elliptic Macdonald operator which acts on func-
tions of x1, · · · , xM .
Proof . The proof is straightforward. What we have to do is to calculate the matrix
element 〈0|φ∗M(p; x)[η(p; z)]1φN(p; y)|0〉 by the theorem 3.1, 3.3 in different two ways as
follows :
〈0|φ∗M(p; x)[η(p; z)]1φN(p; y)|0〉
=
t−M+1Θp(t
−1)
(p; p)3∞
HM(q, t, p)xΠ(q, t, p)({xi}
M
i=1, {yj}
N
j=1)
+ t−MCMN(p; x, y)Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1)
=
t−N+1Θp(t
−1)
(p; p)3∞
HN(q, t, p)yΠ(q, t, p)({xi}
M
i=1, {yj}
N
j=1)
+ t−NCMN(p; x, y)Π(q, t, p)({xi}
M
i=1, {yj}
N
j=1).
Therefore we obtain the theorem 3.5. 
Remark 3.6. We can check the following :
CMN(p; x, y) =
[
M∏
i=1
Θp(t
−1xiz)
Θp(xiz)
N∏
j=1
Θp(z/yj)
Θp(t−1z/yj)
]
1
−−→
p→0
[
M∏
i=1
1− t−1xiz
1− xiz
N∏
j=1
1− z/yj
1− t−1z/yj
]
1
= 1.
Hence by taking the limit p→ 0 the formula (3.18) reduces to the equation (2.12).
3.2 Elliptic Ding-Iohara algebra U(q, t, p)
The elliptic Ding-Iohara algebra is an elliptic analog of the Ding-Iohara algebra introduced
by the author.
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Definition 3.7 (Elliptic Ding-Iohara algebra U(q, t, p) [14]). Set the structure func-
tion gp(x) as
gp(x) :=
Θp(qx)Θp(t
−1x)Θp(q
−1tx)
Θp(q−1x)Θp(tx)Θp(qt−1x)
.
Then gp(x
−1) = gp(x)
−1. Let x±(p; z) :=
∑
n∈Z x
±
n (p)z
−n, ψ±(p; z) :=
∑
n∈Z ψ
±
n (p)z
−n be
currents and γ be central, invertible element satisfying the following relations :
[ψ±(p; z), ψ±(p;w)] = 0, ψ+(p; z)ψ−(p;w) =
gp(γz/w)
gp(γ−1z/w)
ψ−(p;w)ψ+(p; z),
ψ±(p; z)x+(p;w) = gp
(
γ±
1
2
z
w
)
x+(p;w)ψ±(p; z),
ψ±(p; z)x−(p;w) = gp
(
γ∓
1
2
z
w
)−1
x−(p;w)ψ±(p; z),
x±(p; z)x±(p;w) = gp
( z
w
)±1
x±(p;w)x±(p; z),
[x+(p; z), x−(p;w)] =
Θp(q)Θp(t
−1)
(p; p)3∞Θp(qt
−1)
{
δ
(
γ
w
z
)
ψ+(p; γ1/2w)−δ
(
γ−1
w
z
)
ψ−(p; γ−1/2w)
}
.
(3.19)
Here we define the delta function as δ(x) :=
∑
n∈Z x
n. We define the elliptic Ding-Iohara
algebra U(q, t, p) to be an associative C-algebra generated by {x±n (p)}n∈Z, {ψ
±
n (p)}n∈Z
and γ.
Theorem 3.8 (Free field realization of the elliptic Ding-Iohara algebra U(q, t, p)
[14]). Set γ := (qt−1)−1/2 and operators ϕ±(p; z) : F → F ⊗C[[z, z−1]] as
ϕ+(p; z) :=: η(p; γ1/2z)ξ(p; γ−1/2z) :, ϕ−(p; z) :=: η(p; γ−1/2z)ξ(p; γ1/2z) : .
Then the map
x+(p; z) 7→ η(p; z), x−(p; z) 7→ ξ(p; z), ψ±(p; z) 7→ ϕ±(p; z)
gives a representation of the elliptic Ding-Iohara algebra U(q, t, p).
3.3 Elliptic Feigin-Odesskii algebra A(p)
The elliptic Feigin-Odesskii algebra is defined in the similar way of the trigonometric case
except the emergence of elliptic functions [8].
Definition 3.9 (Elliptic Feigin-Odesskii algebra A(p)). Define a n-variable function
εn(q, p; x) (n ∈ Z>0) as follows.
εn(q, p; x) :=
∏
1≤a<b≤n
Θp(qxa/xb)Θp(q
−1xa/xb)
Θp(xa/xb)2
. (3.20)
Set a function ωp(x, y) as
ωp(x, y) :=
Θp(q
−1y/x)Θp(ty/x)Θp(qt
−1y/x)
Θp(y/x)3
. (3.21)
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Define the star product ∗ as
(f ∗ g)(x1, · · · , xm+n) := Sym
[
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ωp(xα, xβ)
]
.
(3.22)
For a partition λ, we set ελ(q, p; x) as
ελ(q, p; x) := ελ1(q, p; x) ∗ · · · ∗ ελℓ(λ)(q, p; x). (3.23)
Set A0(p) := C, An(p) := span{ελ(q, p; x) : |λ| = n} (n ≥ 1). We define the elliptic
Feigin-Odesskii algebra as A(p) :=
⊕
n≥0An(p) whose algebraic structure is given by the
star product ∗.
Similar to the trigonometric case, the following is shown [8].
Proposition 3.10. The elliptic Feigin-Odesskii algebra (A(p), ∗) is unital, associative,
and commutative algebra.
3.4 Commutative families M(p), M′(p)
For the operators E(p; z), F (p; z) which are used in the theorem 3.2, we have the following
proposition [14].
Proposition 3.11. (1) Operators E(p; z), F (p; z) satisfy the relation as
E(p; z)E(p;w) = gp
( z
w
)
E(p;w)E(p; z), (3.24)
F (p; z)F (p;w) = gp
( z
w
)−1
F (p;w)F (p; z). (3.25)
Due to the relations operator-valued functions as∏
1≤i<j≤N
ωp(xi, xj)
−1E(p; x1) · · ·E(p; xN ),
∏
1≤i<j≤N
ω′p(xi, xj)
−1F (p; x1) · · ·F (p; xN)
are symmetric in x1, · · · , xN .
(2) Commutator of E(p; z) and F (p; z) takes the following form.
[E(p; z), F (p;w)] =
Θp(q)Θp(t
−1)
(p; p)3∞Θp(qt
−1)
δ
(
γ
w
z
)
{ϕ+(p; γ1/2w)− ϕ+(p; γ1/2p−1w)}. (3.26)
From the relation (3.26) we have [[E(p; z)]1, [F (p;w)]1] = 0. This corresponds to the
commutativity of the elliptic Macdonald operators [HN(q, t, p), HN(q
−1, t−1, p)] = 0.
Definition 3.12 (Map Op). We define a linear map Op : A(p) → End(Fα) (α ∈ C) as
follows.
Op(f) :=
[
f(z1, · · · , zn)
∏
1≤i<j≤n
ωp(zi, zj)
−1E(p; z1) · · ·E(p; zn)
]
1
(f ∈ An(p)). (3.27)
Here [f(z1, · · · , zn)]1 denotes the constant term of f(z1, · · · , zn) in z1, · · · , zn. We extend
the map linearly.
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In the similar way of the trigonometric case, we can check the following.
Proposition 3.13. The map Op and the star product ∗ are compatible : for f, g ∈ A(p),
we have Op(f ∗ g) = Op(f)Op(g).
Theorem 3.14 (Commutative family M(p)). (1) Set M(p) := Op(A(p)). The space
is a commutative algebra of boson operators.
(2) The space M(p)|CφN(p;x)|N〉 is a set of commuting elliptic q-difference operators
which contains the elliptic Macdonald operator HN(q, t, p) (commutative family of the
elliptic Macdonald operator HN(q, t, p)).
A commutative family of the elliptic Macdonald operator HN(q
−1, t−1, p) is also con-
structed as follows.
Definition 3.15 (Map O′p). Set a function ω
′
p(x, y) as
ω′p(x, y) :=
Θp(qy/x)Θp(t
−1y/x)Θp(q
−1ty/x)
Θp(y/x)3
. (3.28)
We define a linear map O′p : A(p)→ End(Fα) (α ∈ C) as follows.
O′p(f) :=
[
f(z1, · · · , zn)
∏
1≤i<j≤n
ω′p(zi, zj)
−1F (p; z1) · · ·F (p; zn)
]
1
(f ∈ An(p)). (3.29)
We extend the map linearly.
In the same way of the trigonometric case, we have the following lemma.
Lemma 3.16. Set another star product ∗′ as
(f ∗′ g)(x1, · · · , xm+n) := Sym
[
f(x1, · · · , xm)g(xm+1, · · · , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω′p(xα, xβ)
]
.
(3.30)
In the elliptic Feigin-Odesskii algebra A(p), we have ∗′ = ∗.
We also have the following theorem [15].
Theorem 3.17 (Commutative family M′(p)). (1) Set M′(p) := O′p(A(p)). The space
is a commutative algebra of boson operators.
(2) The space M′(p)|CφN (p;x)|N〉 is a set of commuting elliptic q-difference operators
which contains the elliptic Macdonald operator HN(q
−1, t−1, p) (commutative family of the
elliptic Macdonald operator HN(q
−1, t−1, p)).
Similar to the proposition 2.17, we can show that the commutative families M(p),
M′(p) commute with each other [15].
Theorem 3.18. For the commutative families M(p), M′(p), we have the commutativity
[M(p),M′(p)] = 0.
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The theorem 3.18 is the elliptic analog of the proposition 2.17. But we can’t prove
the theorem 3.18 in the similar way of the proof of the proposition 2.17, because we don’t
have an elliptic analog of the Macdonald symmetric functions. Hence we will show the
theorem 3.18 in a direct way. For the proof we prepare the following lemma.
Lemma 3.19. Assume that a r-variable function A(x1, · · · , xr) and a s-variable func-
tion B(x1, · · · , xs) have a period p, i.e. Tp,xiA(x1, · · · , xr) = A(x1, · · · , xr) (1 ≤ i ≤ r),
Tp,xiB(x1, · · · , xs) = B(x1, · · · , xs) (1 ≤ i ≤ s). Then we have
[[A(z1, · · · , zr)E(p; z1) · · ·E(p; zr)]1, [B(w1, · · · , ws)F (p;w1) · · ·F (p;ws)]1] = 0. (3.31)
Proof . First we have
[A1 · · ·Ar, B1 · · ·Bs] =
r∑
i=1
s∑
j=1
A1 · · ·Ai−1B1 · · ·Bj−1[Ai, Bj ]Bj+1 · · ·BsAi+1 · · ·Ar.
(3.32)
Set c(q, t, p) := Θp(q)Θp(t
−1)/(p; p)3∞Θp(qt
−1) and we denote the p-difference of f(z) by
∆pf(z) := f(pz) − f(z). By the equation (3.32) and (3.26) in the proposition 3.11, we
have the following.
[A(z1, · · · , zr)E(p; z1) · · ·E(p; zr), B(w1, · · · , ws)F (p;w1) · · ·F (p;ws)]
=
r∑
i=1
s∑
j=1
A(z1, · · · , zr)B(w1, · · · , ws)E(p; z1) · · ·E(p; zi−1)F (p;w1) · · ·F (p;wj−1)
× [E(p; zi), F (p;wj)]F (p;wj+1) · · ·F (p;ws)E(p; zi+1) · · ·E(p; zr)
= c(q, t, p)
r∑
i=1
s∑
j=1
E(p; z1) · · ·E(p; zi−1)F (p;w1) · · ·F (p;wj−1)
× A(z1, · · · ,
i-th︷︸︸︷
γwj , · · · , zr)B(w1, · · · ,
j-th︷︸︸︷
wj , · · · , ws)δ
(
γ
wj
zi
)
∆pϕ
+(p; γ1/2p−1wj)
× F (p;wj+1) · · ·F (p;ws)E(p; zi+1) · · ·E(p; zr). (3.33)
By picking up the constant term of zi, wj dependence part of (3.33), we have[
A(z1, · · · ,
i-th︷︸︸︷
γwj , · · · , zr)B(w1, · · · ,
j-th︷︸︸︷
wj , · · · , ws)δ
(
γ
wj
zi
)
∆pϕ
+(p; γ1/2p−1wj)
]
zi,wj ,1
=
[
A(z1, · · · ,
i-th︷︸︸︷
γwj , · · · , zr)B(w1, · · · ,
j-th︷︸︸︷
wj , · · · , ws)∆pϕ
+(p; γ1/2p−1wj)
]
wj ,1
=
[
A(z1, · · · ,
i-th︷︸︸︷
γwj , · · · , zr)B(w1, · · · ,
j-th︷︸︸︷
wj , · · · , ws)ϕ
+(p; γ1/2wj)
]
wj ,1
−
[
A(z1, · · · ,
i-th︷︸︸︷
γwj , · · · , zr)B(w1, · · · ,
j-th︷︸︸︷
wj , · · · , ws)ϕ
+(p; γ1/2p−1wj)
]
wj ,1
. (3.34)
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We recall [f(z)]1 = [f(az)]1 (a ∈ C) and the functions A(z1, · · · , zr) and B(w1, · · · , ws)
have a period p. Hence we have[
A(z1, · · · ,
i-th︷︸︸︷
γwj , · · · , zr)B(w1, · · · ,
j-th︷︸︸︷
wj , · · · , ws)δ
(
γ
wj
zi
)
∆pϕ
+(p; γ1/2p−1wj)
]
zi,wj ,1
= 0.
The equation holds for any i, j, hence we have the lemma 3.19. 
Proof of the theorem 3.18. For the proof what we have to show is
[Op(εr(q, p; z)),O
′
p(εs(q, p;w))] = 0 (r, s ∈ Z>0).
By the definition of Op, O
′
p, operators Op(εr(q, p; z)), O
′
p(εs(q, p;w)) are the constant
terms of the following operators.
εr(q, p; z)
∏
1≤i<j≤r
ωp(zi, zj)
−1E(p; z1) · · ·E(p; zr), (3.35)
εs(q, p;w)
∏
1≤i<j≤s
ω′p(wi, wj)
−1F (p;w1) · · ·F (p;ws). (3.36)
Then their functional parts take the following forms.
(Functional part of (3.35))
= εr(q, p; z)
∏
1≤i<j≤r
ωp(zi, zj)
−1 =
∏
1≤i<j≤r
Θp(zi/zj)Θp(q
−1zi/zj)
Θp(t−1zi/zj)Θp(q−1tzi/zj)
, (3.37)
(Functional part of (3.36))
= εs(q, p;w)
∏
1≤i<j≤s
ω′p(wi, wj)
−1 =
∏
1≤i<j≤s
Θp(wi/wj)Θp(qwi/wj)
Θp(twi/wj)Θp(qt−1wi/wj)
. (3.38)
We can check (3.37), (3.38) have a period p. By the lemma 3.19, we have the theorem
3.18. 
By the theorem 3.18, commutative families M(p)|CφN (p;x)|N〉, M
′(p)|CφN (p;x)|N〉 also
commute with each other : [M(p)|CφN (p;x)|N〉,M
′(p)|CφN (p;x)|N〉] = 0.
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