SERIES EXPANSIONS IN TERMS OF THE
so that Tn(x, t) may also be expressed by the integral Tn(x, t) = h(x, t -y)Tn(0, y) dy, ^ ŵ here h{x, t) = j k(x, t) = -2 ~ k(x, t), t > 0.
f OX Thus T"(x, t) may be interpreted as the temperature of a semi-infinite bar (along the positive a:-axis), initially (t = 0) at zero temperature, the finite end of which is maintained at temperatures given by the function (1.3). We define here the related functions
Un(x, t) = [ h(x, t -y)zr.dy, x > 0, t > 0, ( 2. Properties of Tn(x, t) and UJx, t). Let us first find the Laplace transforms of TJx, t) and UJx, t) with respect to the variable t. We prove Theorem 1. For x > 0, Re s = a > 0
Since Tn and Un are defined as convolutions, the above transforms are obtained by multiplication of the following:
The absolute convergence of all integrals involved insures the validity of the composition theorem. Thus far the functions T" and Un are defined for positive x only. We now define them for negative x by analytic continuation. Clearly this analytic continuation is not given by the integrals (1.4) and (1.5) since h(x, t) is an odd function of x and since, as a consequence, the functions defined by those integrals suffer discontinuities at x -0. We proceed by replacing (1.4) and (1.5) by other integrals of equal value for x > 0 but which are analytic for -co < x < °o. Tn(x, t) = 2 /c(x + y, t) dy (2.3)
Un(x, t) = 2 £ Jc(x + y, t) dy.
The proofs of the two formulas are similar, so that we may confine attention to (2.3). By the uniqueness theorem for Laplace transforms it will be sufficient to show that both sides of Eq. (2.3) have the same transform. For the left hand side we already have the result in Eq. (2.1). For the right hand side we may use the known transform (formula
The interchange in the order of integration is justified by Fubini's theorem, the integrand of the integral (2.3) being positive. Since the integrals (2.3) and (2.4) are familiar Weierstrass transforms they may now be used to define Tn(x, t) and U"(x, t) as solutions of Eq. For the reader's convenience, we recall here some facts about entire functions in a form in which we shall use them. An entire function f(z) is said to be of growth (p, a) if it is of order ^ p. In addition it is stipulated that when the equality holds, then the type of /(z) is ^ a. For example, the functions 1, z, sinh z, cosh 3z2, z exp z2 are all of growth (2, We treat expansion in terms of the sets T"(x, t) and Un{x, t) separately. The main theorem will then be obtained by combining the two results. From this inequality we can infer by use of (3.2) that g{y) and g*(y), as defined by (4.3), have growth (2, l/(4r). Since only odd powers of y are involved we may replace n by 2n and b2n by a" in formula (3.2). It then becomes (4.6) with a = 1/(4r). And now the formal integration of series (4.3) effected in the earlier part of this proof again becomes valid for 0 < t < r under the present assumptions. This completes the proof. The companion result for expansions in terms of the Un(x, t) is the following. The proof is similar to that for Theorem 4.1 and is omitted.
By combining the two foregoing theorems we obtain the main result. It is clear that the sum of a series (4.10) must satisfy (1.1) for 0 < t < r, and that u(x, 0+) = 0(0 < x < oo ), u(x, 0+) = f(-x)(-< x < 0),
(2n + 2), + S"ST"
S. Expansions valid for 0 < t < <». Let us restrict attention in this section to expansions in terms of the functions U"(x, t). Analogous considerations would apply to series in the Tn(x, t). As in Theorem 4.1 the proof depends on the validity of the term-by-term integration of series (4.9) after multiplication by k(x + y, t). This process is clearly valid for 0 < t < od if h*(y) is of order 1. In one-half of the theorem this is part of the hypothesis. In the other half it is a consequence of (5.1). For, since series (4.9) involves only even powers of y we may replace n by 2n in formula (3.3), with c2n = b" . Then The criterion for the validity of the expansion (4.7), (5.1) may also be given a neat form in terms of the Laplace transform of u(x, t). so that the series (5.7) is dominated by one which converges by (5.2). Since the condition (5.3) restricts the function u(x, t) only for x > 0, the series (4.3) cannot be expected, in the first instance, to define u(x, t) for x < 0. But the terms of the series are defined for x < 0, and the series does in fact converge there, so that u(x, t) could be defined by analytic continuation for negative x. 
