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Re´sume´
DANS cette the`se, nous nous inte´ressons a` l’aide a` la de´cision lors d’interventions chirur-gicales. Dans ce but, nous proposons d’utiliser des enregistrements vide´os acquis lors
d’interventions chirurgicales ante´rieures, vide´os nume´rise´es et archive´es dans des dossiers
d’intervention, contenant toutes les informations relatives a` leur de´roulement. Au cours de
l’ope´ration, le chirurgien ne peut pas consulter lui-meˆme des dossiers et vide´os de´ja` archive´es
car il est totalement concentre´ sur l’acte ; par contre des outils d’analyse automatique en
temps re´el des images acquises en cours d’ope´ration pourraient permettre cette utilisation de
se´quences de´ja` archive´es, avec comme applications directes : des alertes en cas de proble`me,
des informations sur les suites de tel ou tel geste dans des situations ope´ratoires voisines
(ope´ration, caracte´ristiques patient, etc ...), des conseils sur les de´cisions. Notre objectif est
donc de de´velopper des me´thodes permettant de se´lectionner dans des archives des vide´os
similaires a` la vide´o propose´e en requeˆte. Nous nous appuyons pour cela sur la recherche de
vide´os par le contenu (CBVR : Content Based Video Retrieval) et le raisonnement a` base de
cas (CBR : Case Based Reasoning). Les me´thodes sont e´value´es sur trois bases de donne´es.
Les deux premie`res bases de donne´es e´tudie´es sont des bases re´alise´es en chirurgie ophtal-
mologique, en collaboration avec le service d’ophtalmologie du CHRU de Brest : une base
de chirurgie de pelage de membrane de la re´tine et une base de chirurgie de la cataracte. La
troisie`me base est la base de clips vide´o Hollywood, utilise´e pour montrer la ge´ne´ricite´ des
me´thodes propose´es.
Pour caracte´riser les vide´os, nous proposons trois me´thodes originales d’indexation a` partir
du domaine compresse´ : 1) une premie`re me´thode consiste a` caracte´riser globalement la vide´o
en utilisant des histogrammes de directions de mouvement, 2) une deuxie`me me´thodes est
base´e sur une segmentation spatio-temporelle et sur le suivi des re´gions entre deux images I,
pour construire une signature de´crivant la trajectoire des re´gions identifie´es comme les plus
importantes visuellement, 3) la troisie`me me´thode est une variante de la deuxie`me me´thode :
afin de re´duire la perte d’information engendre´e en utilisant uniquement les images I, nous
avons construit un re´sume´ de la vide´o base´ sur une se´lection des Group Of Pictures (groupes
d’images de´finis dans la norme de compression). Une des originalite´s de ces trois me´thodes
est d’utiliser les donne´es vide´os dans le domaine compresse´. Ce choix nous permet d’acce´der
a` des e´le´ments caracte´risant les vide´os d’une manie`re rapide et efficace, sans devoir passer
par la reconstruction totale du flux vide´o a` partir du flux compresse´.
Une fois les vide´os caracte´rise´es, la recherche s’effectue en calculant, au sens d’une
me´trique donne´e, la distance entre la signature des vide´os requeˆte et les signatures des vide´os
de la base. Ce calcul permet de se´lectionner des vide´os en re´ponse a` la requeˆte en dehors
de toute signification se´mantique. Nous avons propose´ trois me´thodes de calcul de distance.
Tout d’abord, l’algorithme classique “alignement dynamique temporel”, ou “Dynamic Time
Warping (DTW)” : il permet d’obtenir efficacement la distance entre deux se´quences d’im-
ages. Cet algorithme est a` l’origine de l’algorithme rapide FDTW que nous utilisons pour
comparer les signatures issues de la premie`re me´thode. Nous pre´sentons ensuite la distance
EMD (Earth Mover’s Distance), qui nous a conduit a` la distance EFDTW (Extented Fast
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Dynamic Time Warping), en la combinant avec l’algorithme FDTW (Fast Dynamic Time
Warping). Nous l’utilisons pour comparer les signatures de la deuxie`me et de la troisie`me
me´thode, base´es sur la trajectoire des re´gions. Pour ame´liorer le re´sultat de retrouvaille, nous
introduisons une technique d’optimisation pour le calcul de la distance entre signatures, en
utilisant les algorithmes ge´ne´tiques.
Les re´sultats que nous obtenons pour les deux bases de donne´es me´dicales que nous
e´tudions sont tre`s encourageants. Ainsi, la pre´cision moyenne pour une feneˆtre de cinq cas
atteint 79% (4 vide´os sont similaires a` la vide´o requeˆte) pour la base de pelage de membrane,
et 72,69% pour la base de la cataracte (3 a` 4 vide´os sont similaires a` la vide´o requeˆte).
Mots cle´s : indexation, recherche de vide´o par le contenu, suivi de re´gions, alignement
dynamique temporel.
Abstract
In this thesis, we are interested in computer-aided ophthalmic surgery. In this goal, we
propose to use surgery videos already stored in database and associated with contextual
information (data patients, diagnostics ... etc). During the surgery, the surgeon is focused
on his task. We try to improve the surgical procedures by proposing a system able, at any
time, to guide the surgery steps by generating surgical warnings or recommendations if the
current surgery shares signs of complications with already stored videos. Our goal is to develop
methods and a system to select in the databases videos similar to a video stream captured by
a digital camera monitoring the surgery (query). Our work will therefore implement methods
related to Content Based Video Retrieval (CBVR) and Case-Based Reasoning (CBR). The
methods are evaluated on three databases. The first two databases are collected at Brest
University Hospital (France) : the epiretinal membrane surgery dataset and the cataract
surgery dataset. Third, in order to assess its generality, the system is applied to a large
dataset of movie clips (Holywood) with classified human actions.
To caracterize our videos, we proposed three original indexing methods derived from the
compressed “MPEG-4 AVC/H.264” video stream. 1) A global method is based on motion
histogram created for every frame of a compressed video sequence to extract motion direc-
tion and intensity statistics. 2) A local method combine segmentation and tracking to extract
re´gion displacements between consecutive I-frames and therefore characterize re´gion trajec-
tories. 3) To reduce the loss of information caused by using only the I-frames, we constructed
a summary of each video based on a selection of the Group Of Pictures (GOP defined in the
standard of compression). An originality of these methods comes from the use of the com-
pressed domain, they not rely on standard methods, such as the optical flow, to characterize
motion in videos. Instead, motion is directly extracted from the compressed MPEG stream.
The goal is to provide a fast video characterization.
Once videos are characterized, search is made by computing, within the meaning of a given
metric, the distance between the signature of the query video and the signature of videos in
the database. This computing can select videos as answer to the query without any semantic
meaning. For this we use three methods. DTW (Dynamic Time Warping) provides an effective
distance between two sequences of images. This algorithm is at the origin of the fast algorithm
(FDTW) that we use to compare signatures in the first method. To compare signatures
resulting from approach based on re´gion motion trajectories, we propose to use a combination
of FDTW and EMD (Earth Mover’s Distance). The proposed extension of FDTW is referred
to as EFDTW. To improve the retrieval result, we introduce an optimization process for
computing distances between signature, by using genetic algorithms.
The results obtained on the two medical databases are satisfactory. Thus, the mean pre-
cision at five reaches 79% (4 videos similar to the query video) on the epiretinal membrane
iv ABSTRACT
surgery dataset and 72,69% (3 to 4 videos similar to the query video) on the cataract surgery
dataset.
Keywords : indexing, content-based video retrieval, re´gions traking, dynamic time warp-
ing.
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Introduction
DURANT ces dernie`res anne´es, la vide´o nume´rique a transforme´ le monde du multime´diaavec de nouveaux supports de capture, de visualisation et de transmission des vide´os. La
diffusion rapide et massive des avance´es technologiques a bouleverse´ le paysage me´diatique en
multipliant l’offre graˆce a` des dispositifs d’acquisition accessibles a` tous (came´ras nume´riques,
smartphones, ...), des e´crans plats de moins en moins one´reux, qui sont vite devenus “HD”,
des capacite´s de stockage croissantes pour des couˆts de´croissants (disques durs, me´moires
flash) et des syste`mes de transmission et de diffusion via les re´seaux Internet a` haut de´bit
spe´cialise´s ou non. Dans ce contexte, il est devenu ne´cessaire de mettre a` disposition des
outils permettant de retrouver rapidement l’information de´sire´e. Ce besoin a fait le succe`s
des moteurs de recherche sur internet (Google, Yahoo, Bing, etc...). Leur caracte´ristique
commune est qu’ils travaillent avec des e´le´ments textuels, associe´s aux informations archive´es,
voire parfois avec des valeurs nume´riques. Le proble`me se pose quand on a affaire a` des
vide´os ou des images, qui ne´cessitent alors que des annotations textuelles soient associe´es
a` ces objets par des ope´rateurs. Ce sont des ope´rations couˆteuses en temps, qui sont aussi
sujettes a` l’interpre´tation des annotateurs. Pour s’affranchir de ces proble`mes, depuis une
dizaine d’anne´es, les chercheurs s’inte´ressent aux me´thodes de recherche par le contenu, qui
permettent de retrouver ce type d’objets en utilisant uniquement leur contenu nume´rique.
C’est un domaine de recherche tre`s dynamique [1–3] en particulier dans le domaine me´dical.
Les informations recueillies au cours d’un examen me´dical (signaux physiologiques, im-
ages, vide´os chirurgicales ou d’examens, analyses de sang, contexte clinique du patient, di-
agnostic du me´decin, etc.) sont en effet de plus en plus souvent regroupe´es dans des dossiers
patients spe´cialise´s. L’inte´reˆt de pouvoir recourir a` des techniques de recherche par le contenu,
a` la fois textuel et nume´rique (images, vide´os...) dans des bases de donne´es existantes est donc
e´vident pour les praticiens. Cela leur permettrait de faire des recherches et des classements
d’une manie`re plus efficace qu’actuellement. La cre´ation de ces bases de dossiers patients est
un atout majeur pour le de´veloppement de nouvelles me´thodes d’aide a` la pratique me´dicale.
Les dossiers stocke´s dans ces bases de donne´es servent d’abord au suivi des patients, ils con-
stituent une trace de leurs examens passe´s ; mais ils peuvent e´galement eˆtre inte´ressants dans
l’aide au diagnostic pour les nouveaux patients. Mais on peut envisager d’autres applications,
parmi lesquelles l’aide en cours d’examen (guidage d’instruments en endoscopie) et l’aide au
geste ope´ratoire lors d’interventions chirurgicales. C’est dans ce contexte que se place ce
travail de the`se.
Notre contribution
Dans ce travail de the`se, nous nous inte´ressons a` l’utilisation perope´ratoire de bases de
donne´es pour l’aide a` la de´cision, bases constitue´es a` partir de l’information me´dicale mul-
time´dia acquise lors d’interventions chirurgicales ante´rieures. Le domaine cible est l’oph-
talmologie et plus particulie`rement les chirurgies de la re´tine. Au cours de l’ope´ration, le
chirurgien est totalement concentre´ sur l’acte, et il ne peut donc pas aller consulter des
dossiers et vide´os de´ja` archive´s ; par contre des outils d’analyse automatique en temps re´el
2 INTRODUCTION
des images acquises en cours d’ope´ration pourraient permettre cette utilisation de se´quences
de´ja` archive´es, avec comme applications directes : des alertes en cas de proble`me, des infor-
mations sur les suites de tel ou tel geste dans des situations ope´ratoires voisines (ope´ration,
caracte´ristiques patient, etc ...), des conseils sur les de´cisions. Nous nous plac¸ons donc dans
le champ de la recherche de document multime´dia par leur contenu nume´rique (CBVR :
Content Based Video Retrieval). Nous pre´sentons diffe´rentes me´thodes pour pouvoir traiter
des requeˆtes en cours d’ope´ration, la requeˆte e´tant alors la vide´o du champ ope´ratoire. Ces
me´thodes se´lectionnent les dossiers et vide´os les plus proches de la requeˆte au sein d’une base
de donne´es. On peut alors se baser sur les sce´narios et les annotations effectue´s par d’autres
experts pour proposer de l’aide aux chirurgiens. Si la recherche de documents multime´dia par
le contenu est un sujet de recherche particulie`rement actif depuis une dizaine d’anne´es [4], la
recherche de dossiers me´dicaux contenant notamment des vide´os, est un sujet extreˆmement
novateur et re´cent, et peu de publications abordent le sujet [5].
Cela soule`ve cependant de nouvelles questions. Tout d’abord, comment caracte´riser
des vide´os de chirurgies : peut-on se baser sur des me´thodes utilise´es pour des vide´os
de te´le´diffusion par exemple, qui ont des caracte´ristique diffe´rentes de celles des vide´os
me´dicales ? Comment comparer ces vide´os sachant que des chirurgies de meˆme type n’ont
pas force´ment les meˆmes de´roulements, dans la suite des gestes ope´ratoires, mais aussi dans
leur dure´e, qui de´pend de l’expertise du me´decin ? Comment e´galement introduire un syste`me
de recherche de vide´os dans le processus chirurgical, en temps re´el ?
Dans notre travail de the`se, nous apportons quelques re´ponses et quelques pistes a` ces
questions. Pour rechercher les vide´os les plus proches d’une vide´o place´e en requeˆte, nous
nous inte´ressons a` la recherche de vide´o par leur contenu nume´rique (Content-Based Video
Retrieval, CBVR). Pour ce faire, nous devons de´finir une mesure de similitude entre deux
vide´os. Elle s’appuie sur la de´finition de signatures associe´es a` chaque vide´o. Une signature
est constitue´e d’informations caracte´risant la vide´o. Pour construire ces signatures, nous nous
basons sur le contenu nume´rique des vide´os. Les vide´os de´ja` enregistre´es pourraient en effet
eˆtre de´crites, caracte´rise´es par des me´decins mais outre le temps que cela demanderait, ce ne
serait pas possible en cours d’intervention. Nous extrayons donc, dans les donne´es nume´riques,
des e´le´ments permettant de les caracte´riser. Les contraintes de calcul en temps re´el nous
ont incite´s a` nous inte´resser a` des me´thodes pouvant utiliser directement les donne´es vide´o
ge´ne´re´es par les syste`mes de compression vide´o. Ces donne´es, pour des taux de compression
raisonnables (pas ou peu de perte d’information visuelle), contiennent toute l’information
ne´cessaire. Nous avons de´veloppe´ des me´thodes de construction de signatures base´es sur ces
donne´es de compression, qui nous permettent d’acce´der a` des e´le´ments caracte´risant les vide´os
d’une manie`re rapide et efficace sans faire de de´composition totale de la vide´o.
La suite de ce manuscrit est organise´e de la fac¸on suivante :
– Le chapitre 1 rappelle les approches principales de la recherche d’information par le
contenu et du raisonnement a` base de cas. Nous commenc¸ons par une description des
approches des syste`mes CBIR et CBVR, leurs e´le´ments et l’architecture de base de tels
syste`mes. Nous donnons ensuite un e´tat de l’art des syste`mes CBVR avec diffe´rentes
approches. Ceci permettra de mieux comprendre le domaine de recherche cible´, et le
cadre de cette the`se.
– Le chapitre 2 expose la norme de compression de vide´o utilise´e pour l’extraction des
parame`tres. Nous pre´sentons une description globale du processus de compression de
vide´o, puis, le principe de fonctionnement des codeurs vide´o, et plus particulie`rement
le codeur H.264/AVC, celui sur lequel nous nous appuierons pour cre´er des signatures
de vide´o pour la CBVR.
INTRODUCTION 3
– Le chapitre 3 pre´sente les me´thodes d’indexation de´veloppe´es pour la CBVR, en se
basant sur les parame`tres extraits depuis la norme H264/AVC. Nous proposons trois
me´thodes diffe´rentes pour la ge´ne´ration des signatures des vide´os, ainsi que, les mesures
de similitude associe´es.
– Le chapitre 4 est consacre´ a` la description des bases de vide´os utilise´es et a` la
pre´sentation et discussion des re´sultats obtenus. Les re´sultats sont compare´s aux
re´sultats publie´s dans des travaux ante´rieurs.
– Dans la conclusion, nous essayerons de de´gager des perspectives.

CHAPITRE
1 INDEXATION ETRECHERCHE
D’INFORMATION
PAR LE CONTENU
Du fait des avance´es dans le domaine des technologies de l’information et de la Commu-
nication (te´le´vision nume´rique, Internet, etc.), le volume de donne´es nume´riques e´change´es
et archive´es s’est accru de fac¸on spectaculaire. De ce fait, l’acce`s automatique et rapide a`
l’information pertinente devient une taˆche fondamentale mais complexe. Elle constitue un
domaine de recherche en pleine expansion. Ce chapitre a pour but de rappeler les concepts
ge´ne´raux de ce domaine du traitement de l’information. Nous y pre´sentons les approches
principales de la recherche d’information, de son indexation et les proble`mes associe´s.
1.1 Recherche d’information par le contenu
La Recherche d’Informations (RI) consiste a` se´lectionner dans une collection de docu-
ments ceux susceptibles d’eˆtre pertinents vis a` vis d’un besoin en information d’un utilisa-
teur. Ce besoin en information est ge´ne´ralement exprime´ par une requeˆte. La qualite´ d’un
syste`me de recherche d’informations vis a` vis d’une requeˆte est e´value´e par rapport a` plusieurs
crite`res. Le premier concerne la fac¸on d’exprimer une requeˆte. Le second crite`re concerne les
fonctions de la recherche d’informations, qui vont permettre de restituer les documents per-
tinents par rapport a` la requeˆte. Pour e´valuer l’ade´quation entre un ensemble de documents
et une requeˆte, les syste`mes de recherche d’information doivent posse´der d’une part une
repre´sentation interne de l’information dans les documents disponibles et dans la requeˆte
utilisateur, et d’autre part d’une me´thode de comparaison afin de de´terminer leur degre´ de
correspondance. Les repre´sentations internes ainsi que la manie`re de les comparer de´finissent
le mode`le de recherche.
Les syste`mes les plus connus et les plus anciens sont les recherches par mots-clefs dans des
documents textes. Syste`mes qui ont vu comme ge´ne´ralisation la recherche en texte inte´gral
que nous proposent aujourd’hui tous les moteurs de recherche sur internet. Dans notre travail,
nous nous inte´ressons a` des syste`mes qui travaillent non pas sur des documents textes seuls,
mais sur des documents multimedia, contenant en particulier des images, des vide´os, qui ne
sont pas de´crites par des textes. Il faut donc trouver des me´thodes pour les comparer qui
s’appuient sur leur contenu nume´rique (valeurs des pixels, relations entre eux, formes, objets,
etc..) : c’est la recherche d’information par le contenu. Les principes de base restent les meˆmes,
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mais il faut trouver des repre´sentations de l’information contenue dans ces donne´es.
Plusieurs e´le´ments ressortent de cette de´finition et constituent le syste`me de recherche
d’information par le contenu :
– une repre´sentation des documents ou signature du document, qui sert comme car-
acte´ristique pour reconnaˆıtre le document et le distinguer parmi les autres. Elle est
souvent conside´re´e comme un index du document, de la meˆme manie`re qu’on de´finit
des index dans les livres ou les syste`mes d’archivage. D’ou le terme “Indexatio” associe´
tre`s souvent a` la recherche d’images/vide´os par le contenu.
– une me´trique de similitude (ou de distance) qui permet de comparer les signatures.
– des algorithmes de recherche qui, base´s sur les deux outils pre´ce´dents, permettent de
retrouver rapidement les documents recherche´s.
– une interface utilisateur, qui rend transparente la proce´dure de recherche et facilite
l’introduction de la requeˆte.
Les experts humains sont a priori les mieux place´s pour construire la signature des doc-
uments, en les de´crivant par exemple par rapport a` une nomenclature, une repre´sentation
des informations contenues dans des documents particuliers d’un domaine. Dans le domaine
me´dical, par exemple, il existe des descriptions normalise´es des organes, des le´sions, etc.
Cependant, cette ope´ration est tre`s couˆteuse en temps et difficilement re´alisable, e´tant donne´e
la taille e´norme des bases d’images. D’ou` l’inte´reˆt de l’indexation automatique.
1.2 Le raisonnement a` base de cas
1.2.1 Cadre ge´ne´ral
Le cadre ge´ne´ral de notre travail est l’aide a` la de´cision dans le domaine me´dical, plus
particulie`rement pour la prise de de´cisions chirurgicales. Les informations recueillies au cours
d’un examen (images, vide´os chirurgicales (ope´rations), analyses de sang, contexte clinique
du patient, diagnostic du me´decin, etc.) sont de plus en plus souvent regroupe´es dans des
dossiers patients spe´cialise´s. La cre´ation de ces bases de dossiers patients est un atout ma-
jeur pour le de´veloppement de nouvelles me´thodes d’aide a` la pratique me´dicale. De tels
syste`mes peuvent profiter utilement des informations contenues dans des cas cliniques de´ja`
analyse´s et enregistre´s, en y retrouvant par exemple des vide´os du meˆme type que l’ope´ration
pre´vue ou des situations ope´ratoires voisines (caracte´ristiques patient, etc). Ils permettront
aux me´decins d’utiliser l’expe´rience d’autres praticiens, de comparer les pratiques et donc
enrichir leurs connaissances, mieux re´agir peut-eˆtre dans des situations qu’ils n’ont pas ren-
contre´es. La constitution de bases de dossiers patients, l’e´tude de me´thodes permettant de les
comparer est la base de l’aide a` la de´cision par raisonnement a` base de cas. Cette me´thode se
formalise pour pouvoir eˆtre mise en oeuvre en informatique, dans des syste`mes de recherche
a` base de cas [1].
1.2.2 Principes ge´ne´raux de raisonnement a` base de cas
Le raisonnement a` base de cas (CBR-Case Base reasonning ) ou raisonnement a` partir
de cas, est une approche de re´solution de proble`mes qui utilise des expe´riences passe´es pour
re´soudre de nouveaux proble`mes [2]. L’ensemble des expe´riences forme une base de cas. Typ-
iquement un cas contient au moins deux parties : une description de situation repre´sentant un
“proble`me” et une “solution” utilise´e pour reme´dier a` cette situation. Parfois, le cas de´crit
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e´galement les conse´quences re´sultant de l’application de la solution (succe`s ou e´chec). Les
techniques CBR permettent de produire de nouvelles solutions en extrapolant sur les situa-
tions similaires au proble`me a` re´soudre. Cette approche est ade´quate pour les domaines ou`
la similarite´ entre les descriptions de proble`mes nous donne une indication de l’utilite´ des
solutions ante´ce´dentes.
Au de´but de la dernie`re de´cennie, on a assiste´ a` un regain de popularite´ du domaine et
de nouvelles tendances qui misent sur la simplification de la repre´sentation des cas et sur
des applications a` grande e´chelle. Les travaux initiaux sur le sujet remontent aux expe´riences
de Schank et Abelson en 1977 [3]. Le raisonnement a` base de cas connaˆıt un de´veloppement
croissant dans le domaine me´dical [4]. Il est ne´anmoins encore assez me´connu par rapport a`
d’autres technologies du domaine des sciences cognitives, comme la fouille de donne´es (data
mining) qui est l’exploration et l’analyse de grandes quantite´s de donne´es afin d’y de´couvrir de
l’information implicite. Les objectifs ne sont non plus pas identiques. Avec le raisonnement
a` base de cas, on cherche des solutions a` des proble`mes pre´cis, par exemple une aide au
diagnostic.
L’approche CBR offre de nombreux avantages. Pour certaines applications, l’approche
CBR est plus simple a` mettre en oeuvre que les approches base´es sur un mode`le du domaine
(base de re`gles) ; elle permet d’e´viter les proble`mes d’acquisition de connaissance (“knowledge
bottleneck”) qui rendent difficile la conception de bases de connaissances de taille importante.
Le CBR est particulie`rement bien adapte´ pour les applications dont la taˆche est accomplie
par des humains expe´rimente´s dans leur domaine et dont les expe´riences sont disponibles
dans une base de donne´es, ou des documents. On l’utilise pour les domaines n’exigeant pas
de solution optimale et dont les principes sont mal formalise´s ou peu e´prouve´s.
Nous nous appuyons sur le mode`le ge´ne´rique (voir figure 1.1) pour pre´senter les e´tapes
de la CBR :
Repre´sentation : la repre´sentation des cas est tre`s importante dans la re´alisation d’un
syste`me CBR. En effet, cette repre´sentation va de´terminer l’efficacite´ et la rapidite´ de la
recherche des cas dans la base. Il est donc ne´cessaire de choisir les informations a` stocker
dans chaque cas sous la forme ade´quate. Un cas est de´crit par de nombreuses caracte´ristiques
repre´sentant diffe´rents types d’informations. Ge´ne´ralement on conside`re les cas comme une
liste de couples attribut-valeur. Chaque couple correspondant a` une caracte´ristique.
Recherche : cette phase permet de de´terminer les cas de la base qui sont les plus similaires
au proble`me a` re´soudre. Plusieurs heuristiques, telles que l’algorithme des plus proches voisins
(Nearest Neighbour) [5], peuvent eˆtre utilise´es pour mesurer la similitude entre la requeˆte et
les cas de la base.
Re´utilisation : on propose pour le cas place´ en requeˆte, les solutions associe´es aux cas
de la base les plus proches.
Re´vision : apre`s sa ge´ne´ration par la me´thode, la solution du proble`me est teste´e. Si
l’aide est correcte, le cas est retenu : c’est la phase de conservation. Si la solution n’est pas
satisfaisante, il faut la corriger : c’est la phase de re´vision.
En me´decine, le syste`me CBR doit pouvoir inte´grer de l’information symbolique, telles
que des annotations cliniques et des informations nume´riques comme des images, des vide´os,
etc. La CBR permettra de raisonner par similitude, a` la fois pour indexer et rechercher des
dossiers patient (examens par vide´os, compte-rendu examens, etc.). Il doit aussi combiner des
techniques d’indexation et de recherche fonde´es sur des crite`res visuels nume´riques avec des
techniques fonde´es sur des crite`res symboliques. Certaines me´thodes ont e´te´ mises au point
8
CHAPITRE 1. INDEXATION ET RECHERCHE D’INFORMATION PAR LE
CONTENU
Figure 1.1 — Les e´tapes du raisonnement a` base de cas
pour ge´rer de l’information symbolique [6]. D’autres me´thodes, base´es sur la recherche par
le contenu, ont e´te´ mises au point pour ge´rer des images, des vide´os [7]. Dans la suite de ce
chapitre, nous commenc¸ons par une pre´sentation des syste`mes de recherche d’informations
base´s sur le contenu avant de poursuivre par une pre´sentation plus de´taille´e de la recherche
de vide´o par le contenu (CBVR), syste`me auquel nous nous inte´ressons. Nous parcourons les
concepts et les approches base´es sur l’extraction de caracte´ristiques nume´riques de la vide´o.
Nous expliquons ensuite la tendance de la recherche dans ce domaine et les principaux axes
que nous de´veloppons dans les chapitres qui suivent.
1.3 Architecture des syste`mes d’indexation des bases d’im-
ages et de vide´o
Les syste`mes de recherche d’informations base´s sur le contenu, font intervenir deux phases
qui sont l’indexation et la recherche.
1.3.1 Indexation
L’indexation consiste a` extraire, repre´senter et organiser efficacement l’information con-
tenue dans des documents d’une base de donne´es (figure 1.2). Pour cela, les documents sont
tout d’abord repre´sente´s par une signature nume´rique qui permettra leur identification, et
leur comparaison. Cette ope´ration est re´alise´e en deux e´tapes. La premie`re e´tape implique
l’analyse des documents pour en extraire les caracte´ristiques pertinentes au vu de l’usage
vise´. Par exemple, si on veut comparer des images de re´tinopathies diabe´tiques, par rapport
au nombre de microane´vrismes pre´sents dans la re´tine, il faudra de´tecter ces le´sions et les
compter. La seconde e´tape permet e´ventuellement de compresser l’information extraite sans
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nuire a` l’efficacite´ de repre´sentation de la signature. Il est important d’avoir des signatures
compactes pour e´viter d’avoir des donne´es trop importantes a` stocker et a` traiter. Les signa-
tures sont organise´es au mieux afin d’optimiser la recherche de l’information. Dans certains
cas, une structure hie´rarchique est utilise´e pour organiser et faciliter l’acce`s aux signatures.
La communaute´ scientifique du domaine a cherche´ tre`s vite a` inclure automatiquement du
contenu se´mantique dans les signatures construites initialement avec uniquement le contenu
visuel [8].
1.3.1.1 Description nume´rique
Des descripteurs de bas niveau, tels que la couleur, la texture, la forme, et le mouvement,
peuvent eˆtre associe´s aux objets ou des re´gions dans l’image. La couleur des images choisie
peut eˆtre de´crite par l’histogramme de couleur ou par les couleurs dominantes. Les parame`tres
de mouvement de came´ra et le taux d’activite´ de´crivent le mouvement au niveau du la vide´o.
Le mouvement des objets peut eˆtre de´crit par des trajectoires. Les sommaires d’images cle´s
sont ge´ne´ralement employe´s. Les images cle´s, qui se rapportent a` une ou plusieurs images
repre´sentatives dans un plan, fournissent une repre´sentation compacte.
Nous reprendrons en de´tail les diffe´rents descripteurs dans la section (§1.6.4).
1.3.1.2 Description se´mantique
L’information se´mantique peut eˆtre repre´sente´e par des annotations structure´es ou du
texte libre (mots cle´s), ou par des mode`les se´mantiques. Les annotations peuvent eˆtre
manuelles, ou extraites automatiquement a` partir du sous-titrage, par la de´tection et l’identi-
fication de visages, de de´cors, ou d’actions mode´lise´s spe´cifiquement. Les mode`les se´mantiques
peuvent de´crire des entite´s, telles que des objets et des e´ve´nements, et des relations entre elles,
qui rendent possible le traitement de requeˆtes complexes. Certains mode`les se´mantiques sont
conside´re´s comme des prolongements des mode`les d’Entite´ Relation (ER) de´veloppe´s pour
des documents par les communaute´s de recherche dans les bases de donne´es et les bases
documentaires.
Figure 1.2 — Phase d’indexation par le contenu
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1.3.2 Recherche
La recherche d’informations est l’ensemble des ope´rations ne´cessaires pour re´pondre a` la
demande d’un utilisateur (figure 1.3). Tout d’abord, l’utilisateur doit construire une requeˆte.
Cette ope´ration, e´vidente pour le texte, est bien plus difficile pour les images et encore plus
pour la vide´o. La requeˆte peut inclure diffe´rentes donne´es : un exemple (image, vide´o, son), un
dessin ou une animation. En re`gle ge´ne´rale, la difficulte´ est d’exprimer correctement l’objet
de la requeˆte en utilisant au mieux les moyens propose´s par le syste`me. La requeˆte est ensuite
transforme´e en signature en suivant un proce´de´ similaire a` l’indexation. Cette signature est
alors compare´e aux signatures de la base de donne´es afin de retrouver l’information la plus
pertinente. Toutefois il est particulie`rement difficile de re´pondre aux exigences des utilisateurs
a` partir d’une seule requeˆte. Il est alors utile d’inte´grer un bouclage de pertinence incluant
l’avis de l’utilisateur pour ame´liorer la requeˆte en fonction du re´sultat pre´ce´demment obtenu.
Un tel syste`me permet e´galement a` l’utilisateur de clarifier sa demande qui est souvent mal
formule´e au de´but de la recherche.
Figure 1.3 — Phase de recherche par le contenu
1.4 Crite`res usuels de performance d’une me´thode de
recherche d’informations
L’e´valuation des algorithmes de recherche est une taˆche tre`s complexe. Elle doit prendre
en compte les performances qualitatives des re´sultats fournis a` l’utilisateur, mais aussi le
temps de recherche ou la taille de la signature par exemple. L’e´valuation des me´thodes s’ap-
puie sur deux e´tapes principales. Il faut d’abord de´finir avec pre´cision le crite`re d’e´valuation,
puis la mesure d’e´valuation associe´e a` ce crite`re.
La qualite´ d’une me´thode de recherche d’informations peut eˆtre juge´e par un grand nombre
de crite`res diffe´rents. Ces crite`res peuvent eˆtre groupe´s en plusieurs classes :
– l’effectivite´ : la pertinence, la capacite´ de discrimination, la stabilite´ par rapport a` des
changements de la requeˆte, l’inte´grite´ des re´sultats, la complexite´ de formulation de la
requeˆte, etc.
– l’efficience : le temps de recherche, le temps pour donner le re´sultat de la recherche,
le temps pour la ge´ne´ration des index, le temps d’insertion, l’espace de stockage des
index, le temps pour la ge´ne´ration d’une requeˆte, etc.
– la flexibilite´ : l’adaptabilite´, capacite´ a` ge´ne´raliser, etc.
– autres : la pre´sentation des re´sultats, etc.
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Chaque classe posse`de plusieurs sous-crite`res et chacun de ces sous-crite`res doit eˆtre e´value´
individuellement pour obtenir une e´valuation globale de la me´thode.
La deuxie`me e´tape dans le processus de l’e´valuation est de de´finir les mesures associe´es aux
crite`res d’e´valuation. Elles sont simples pour certains crite`res (comme le temps de recherche).
Mais ce n’est malheureusement pas aussi simple pour la majorite´ des crite`res cite´s. Le crite`re
auquel nous allons nous inte´resser principalement est la capacite´ de discrimination (que nous
appelons aussi efficacite´ de retrouvaille). L’objectif d’une me´thode de recherche est de retrou-
ver les documents les plus proches de la requeˆte, pour une mesure de similitude donne´e.
L’efficacite´ globale de la me´thode peut eˆtre mesure´e uniquement si les similitudes re´elles sont
connues, ce qui suppose pour une me´thode automatique une classification des documents. En
ge´ne´ral, une e´valuation des me´thodes de recherche demande :
1. une collection de N documents (la base de donne´es).
2. un ensemble de M requeˆtes de re´fe´rence.
3. un ensemble de me´triques d’e´valuation.
La pratique commune pour e´valuer l’efficacite´ de retrouvaille (retrieval en anglais) est la
suivante : une requeˆte est pre´sente´e au syste`me, le syste`me renvoie une liste de k documents
classe´s en fonction de leur degre´ de similitude avec la requeˆte, fonction de la me´trique utilise´e ;
puis, pour chaque valeur de k (= nombre de documents pre´sente´s en re´ponse a` la requeˆte,
que nous appellerons “feneˆtre de retrouvaille”), les valeurs suivantes sont calcule´es (Vn est
la pertinence du document n, Vn = 1 si la requeˆte et le document n pre´sente´ en re´ponse
appartiennent a` la meˆme classe, Vn = 0 sinon) :
– les de´tections (e´quation 1.1) : le nombre d’objets approprie´s extraits
Ak =
k−1∑
n=0
Vn (1.1)
– les faux positifs (e´quation 1.2) : documents retrouve´s par la recherche mais ne
correspondant pas a` la requeˆte
Bk =
k−1∑
n=0
(1− Vn) (1.2)
– les faux ne´gatifs (e´quation 1.3) : documents approprie´s a` la requeˆte mais non retrouve´s
par la recherche
Ck =
N−1∑
n=0
Vn −Ak (1.3)
Les mesures de performance usuelles du domaine de la recherche d’information sont en-
suite calcule´es :
– le rappel (e´quation 1.4) : rapport entre le nombre d’objets approprie´s extraits et le
nombre d’objets approprie´s (extraits et non extraits) dans la base de donne´es.
Rk =
Ak
Ak + Ck
(1.4)
– la pre´cision (e´quation 1.5) : rapport entre le nombre d’objets approprie´s extraits et le
nombre total d’objets extraits (approprie´s et non approprie´s).
Pk =
Ak
Ak +Bk
(1.5)
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La pre´cision et le rappel donnent une bonne indication de la performance de la me´thode
(ils prennent des valeurs entre 0 et 1 ; les valeurs e´leve´es, voisines de 1, indiquent une bonne
performance). Mais une mesure seule est insuffisante. Nous pouvons toujours avoir le rappel
e´gal a` 1, simplement en donnant a` k une valeur e´gale a` la taille de la base. De meˆme, la
pre´cision gardera des valeurs e´leve´es en recherchant seulement quelques documents (k taille
de la base). Ainsi, la pre´cision et le rappel sont en ge´ne´ral utilise´s ensemble (par exemple, la
valeur de pre´cision ou` le rappel est e´gal a` 0.5 ), ou le nombre de documents propose´s (valeur
d’arreˆt) est indique´ (par exemple, le rappel quand 100 images sont affiche´es, ou la pre´cision
pour 20 images). Le nombre k de documents propose´s est choisi par l’utilisateur. Dans la
pratique, ce nombre est choisi pour que ces k documents soient visualise´s commode´ment.
Cependant, les mesures sont sensibles au choix du nombre k. Si le nombre est petit, les
petites diffe´rences dans l’exe´cution des algorithmes peuvent mener a` de grandes diffe´rences
dans la pre´cision et le rappel. D’autre part, de grandes valeurs de k ne permettent pas de
distinguer les diffe´rences de performance. Par conse´quent, les deux mesures sont souvent
calcule´es pour diffe´rentes valeurs de k et repre´sente´es sur le meˆme graphique : nous obtenons
une courbe parame´tre´e par k. Le re´sultat graphique est appele´ graphique “pre´cision - rappel”
comme repre´sente´ sur la figure 1.4.
Figure 1.4 — Courbes de pre´cision-rappel. Plusieurs courbes de pre´cision-rappel sont
pre´sente´es sur la figure, chacune e´tant associe´e a` une me´thode de recherche. La me´thode
la plus performante est celle dont la courbe est le plus a` droite : les valeurs de pre´cision sont
les plus e´leve´es pour toutes les valeurs de rappel.
1.5 La recherche d’image par le contenu (CBIR)
Depuis le de´but des anne´es 90 l’indexation et la recherche d’image par le contenu sont
devenues un domaine tre`s actif de la recherche et de nombreux syste`mes commerciaux et
acade´miques ont e´te´ propose´s [9]. Puis rapidement des extensions sont apparues pour re´aliser
des syste`mes d’indexation et de recherche de vide´os. Les premiers syste`mes introduits concer-
naient l’indexation et la recherche d’images. l’utilisation du terme  recherche d’images par
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le contenu  dans la litte´rature a e´te´ faite par T. Kato [10], pour de´crire ses expe´riences sur
la recherche automatique d’images dans une base de donne´es en utilisant des caracte´ristiques
de bas niveau comme la couleur et la forme. A partir de la`, le terme a e´te´ utilise´ pour de´crire
le processus de recherche d’images au sein d’une grande collection d’images d’apre`s des car-
acte´ristiques qui peuvent eˆtre extraites automatiquement des images elles-meˆmes (telles que
la couleur, la texture et la forme). Les caracte´ristiques utilise´es pour la recherche peuvent
eˆtre quantitatives (nume´riques) ou se´mantiques, mais le processus d’extraction doit eˆtre de
pre´fe´rence comple`tement automatique. Sans aucun doute, la recherche d’images par les mots-
cle´s assigne´s manuellement n’est pas de la CBIR telle qu’on l’entend ge´ne´ralement meˆme si les
mots-cle´s de´crivent partiellement le contenu de l’image. Pour caracte´riser/indexer les images,
la CBIR emploie beaucoup de me´thodes utilise´es par le traitement d’images et la vision par
ordinateur, et est conside´re´e par certains comme un sous-ensemble de ce champ. Le traitement
d’images couvre un champ beaucoup plus large, y compris l’ame´lioration d’images, la compres-
sion, la transmission, l’interpre´tation. Lorsqu’on travaille dans des bases d’images spe´cialise´es
(par exemple dans des bases me´dicales spe´cifiques), la CBIR permet de construire des sig-
natures d’images plus spe´cifiques, contenant des informations tre`s cible´es. Par conse´quent,
la pre´cision des me´thodes d’indexation propose´es peut donc eˆtre conside´rablement ame´liore´e
par rapport au cas ge´ne´ral Les me´thodes de recherche d’images par le contenu, spe´cifiques
au domaine me´dical, peuvent eˆtre regroupe´es en plusieurs cate´gories :
– les me´thodes base´es sur la segmentation, qui permettent d’extraire des formes d’inte´reˆt
telles que des re´gions, des objets caracte´ristiques, etc... [11, 12]. En ge´ne´ral, il est diffi-
cile d’extraire automatiquement toutes les formes d’inte´reˆt. Ainsi, des experts me´dicaux
sont sollicite´s pour de´terminer des re´gions d’inte´reˆt (human/physician in the loop ap-
proach) [13].
– les me´thodes utilisant directement la description des re´gions d’inte´reˆt faite manuelle-
ment par les me´decins [14]
– les me´thodes consistant a` caracte´riser l’agencement des formes inte´ressantes (organes,
le´sions, ...) pre´sentes dans l’image a` l’aide d’un graphe topologique, qui sert alors d’index
a` l’image [15,16]
– les me´thodes base´es sur l’extraction de descripteurs bas niveau connus pour bien car-
acte´riser les pathologies e´tudie´es [16].
Il faut ensuite de´finir des me´triques de simililitudes pour chaque me´thode, pour comparer
les images.
1.6 La recherche de vide´o par le contenu (CBVR) : etat de
l’art
Les vide´os contiennent deux sources supple´mentaires d’information par rapport a` l’image.
Il s’agit du mouvement et du son. La recherche de vide´o par le contenu (CBVR) de´passe
donc largement, par sa complexite´, le cadre habituel des techniques d’indexation de´die´es aux
donne´es monome´dias (audio, image fixe, ...). Il sagit ici d’indexer des contenus dynamiques,
riches et he´te´roge`nes, faisant intervenir diffe´rents types de me´dia (image, son, texte, ...) et
un tre`s gros volume d’information.
Plusieurs groupes de chercheurs ont e´tudie´ les possibilite´s d’adapter les techniques de
la CBIR a` la recherche de vide´os par le contenu. Cette adaptation permet d’avoir comme
e´le´ment d’indexation des descriptions de couleur, de forme, de position spatiale des objets
visuels, et trajectoire de mouvement spe´cifique. Tous ces descripteurs de bas niveau peu-
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vent former une base pour des signatures (index). L’indexation et la recherche de vide´os
(CBVR) trouvent e´videmment leur place dans des applications varie´es, au premier chef pour
la gestion des vide´os multime´dias de type te´le´diffusion..., elles sont aussi utilise´es dans le
domaine de la vide´o surveillance [17], ou` on peut distinguer deux cate´gories d’application.
La premie`re cate´gorie est la se´curite´, une alarme est de´clenche´e si le syste`me de´tecte un
e´ve´nement anormal. Habituellement, le personnel de se´curite´ veut trouver des informations
ante´rieures concernant le ou les objets implique´s dans cet e´ve´nement. La deuxie`me cate´gorie
est l’e´tude statistique. Il est inte´ressant de savoir combien de fois par mois un e´ve´nement aura
lieu ou quel e´ve´nement suit un e´ve´nement particulier. De nombreux projets de recherche ont
e´te´ mene´s a` travers le monde. L’agence ame´ricaine pour les projets de recherche avance´e de
la de´fense, DARPA (Defense Advanced Research Projects Agency), par exemple, a fonde´ un
projet multi-institutionnel sur la vide´o surveillance et le controˆle, VSAM (Video Surveillance
And Monitoring) [18].
D’autres applications sont plus oriente´es vers l’indexation des gestes re´alise´s [19, 21], ou`
l’indexation et la recherche de vide´os de sport base´es sur le contenu est une application
possible. Dans un contexte de football par exemple, l’utilisateur pourrait interroger une base
de donne´es de matches pour obtenir tous les passages d’un joueur par exemple, sans qu’il
y ait eu au pre´alable une indexation manuelle. Cela permettrait d’e´viter a` un ope´rateur
humain de parcourir l’ensemble d’une base de donne´es non indexe´e. Plus re´cemment, la
CBVR a e´te´ introduite dans d’autres domaines ; en particulier dans, le domaine me´dical
pour l’interpre´tation clinique et la formulation d’un diagnostic. Dans ce contexte, on peut
distinguer deux type d’applications : la recherche de vide´os me´dicales par le contenu et la
chirurgie assiste´e par ordinateur.
Un syste`me de recherche d’images et de vide´os me´dicales a e´te´ propose´ par Peijiang Yuan
et all, pour fournir aux me´decins une aide au diagnostic, en se basant sur des informations
me´dicales multime´dias acquises aupre`s de plusieurs patients, et de´ja` archive´es dans des bases
de donne´es [22]. Un travail similaire a e´te´ propose´ concernant plus des donne´es vide´o issues de
la chirurgie de la re´tine [23]. Une autre application introduit l’Endomicroscopie Confocale par
Minisondes (ECM) [24], celui-ci permet l’observation dynamique des tissus au niveau cellu-
laire pendant une endoscopie. Le but principal de l’e´tude e´tait d’assister les endoscopistes dans
l’interpre´tation in vivo des se´quences d’images ECM, en mettant en disposition un syste`me de
reconnaissance de vide´os endomicroscopiques capable d’extraire automatiquement dans une
base de donne´es, plusieurs vide´os ECM qui ont une apparence similaire a` la vide´o requeˆte,
mais qui ont de´ja` e´te´ annote´es avec diffe´rentes me´tadonne´es telles que par exemple le diagnos-
tic histologique. Zelnik-Manor et Irani proposent un syste`me d’analyse de comportement chez
les patients dans le but de les reconnaitre [25]. L’analyse permet d’e´tudier le comportement
et rechercher les cas similaire dans une base de donne´es afin de fournir une aid au diagnostic.
Peu de publications ont concerne´ la chirurgie assiste´e par ordinateur. Dans [26], un
syste`me de repre´sentation de haut niveau de l’information visuelle est pre´sente´ ; il refle`te non
seulement la structure mais aussi la chirurgie de la se´mantique sous-jacente et le contexte de
l’environnement in vivo. L’objectif est de faciliter l’analyse du flux de travail chirurgical et sa
compre´hension. En particulier, une repre´sentation base´e sur les donne´es issues de la chirurgie
mini-invasive (MIS) a e´te´ propose´e. Liao et all proposent une technique de super-position
autoste´re´oscopique d’image 3D inte´gre´e dans un syste`me de navigation chirurgicale sur le pa-
tient en utilisant un miroir semi-argente´ [27]. Ce syste`me augmente la pre´cision de la chirurgie
et re´duit les cas envahissant. Cao et all introduisent une nouvelle technique pour la de´tection
d’instruments the´rapeutiques et la de´tection des phases chirurgicales [28]. Des applications
similaires sont propose´es dans [29] et [30]. Une technique de localisation 3-D pour les instru-
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ments chirurgicaux a` partir se´quences vide´o laparoscopie est propose´e dans [31]. Le but est
d’aider au de´veloppement d’applications de re´alite´ augmente´e en chirurgie. Des applications
similaires ont e´te´ donne´es dans [32] ; en raison de la limitation du champ de vue, qui peut
causer des difficulte´s de navigation, l’outil combine un grand nombre d’endo-images vide´o
microscopiques automatiquement. Le champ de mouvement entre des images successives est
estime´ par le flux optique. Ensuite, l’image mosa¨ıque est construite.
Par rapport a` tous ces travaux, l’objectif de notre travail est assez original. Nous voulons
proposer des me´thodes de caracte´risation et de comparaison de vide´os pour l’aide a` la prise
de de´cision lors d’interventions chirurgicales, re´alise´es sous microscope et/ou controˆle vide´o
(cadre de la chirurgie assiste´e par ordinateur). Elles utiliseront des vide´os de´ja` enregistre´es et
commente´es. Notons que ces me´thodes pourraient aussi eˆtre utilise´es pour e´tudier des examens
vide´os type examens endoscopiques. Avant de pre´senter au chapitre 3 les me´thodes que nous
avons de´veloppe´es, il nous faut rappeler quelques de´finitions sur les vide´os. Notre objectif
e´tant de trouver des caracte´risations des vide´os, nous verrons ensuite comment diffe´rencier les
diffe´rentes phases d’une vide´o (segmentation), pour pouvoir les caracte´riser, avant d’examiner
les diffe´rentes possibilite´s de description de ces phases.
1.7 Indexation et structuration des vide´os
Plusieurs techniques d’indexation ont e´te´ pre´sente´es dans la litte´rature. Les descripteurs
nume´riques de la vide´o correspondent ge´ne´ralement a` des interpre´tations en termes de couleur,
de texture et de forme. Ces informations re´sultent de l’analyse de chaque image ou de seg-
ments d’images de la vide´o. Extraire les descripteurs de chacune des images d’un document
vide´o rendrait le temps de traitement prohibitif. D’autre part, il faut prendre en compte
le fait que deux images conse´cutives dans le meˆme plan d’une vide´o sont assez semblables,
et, si ce n’est pas le cas, cette diffe´rence est porteuse d’information au niveau structurel,
puisqu’elle peut correspondre a` un changement de plan. Cette observation conduit donc a`
favoriser un traitement de segments d’images, plutoˆt qu’un traitement image par image. De
nombreuses approches re´duisent ainsi le proble`me de l’extraction du contenu d’un segment
d’images au traitement des descripteurs d’une seule image du segment conside´re´. Tous ces
descripteurs peuvent former une base pour des signatures (index). Pour les mettre en oeu-
vre, il est ne´cessaire de disposer d’algorithmes de segmentation vide´o. La segmentation vide´o
comprend la segmentation temporelle, telle que la de´tection des changements de plan et la
de´tection d’effets de transition spe´ciaux, et la segmentation spatio-temporelle, telle que la seg-
mentation en objets et leur suivi. La segmentation temporelle de la vide´o passe souvent par
une segmentation en plans, sce`nes puis en images repre´sentatives des plans afin de conserver
uniquement l’essentiel du contenu.
1.7.1 Structure d’une vide´o
Une vide´o est un enregistrement dans le temps, sur un support physique, d’une sce`ne
d’origine optique ou provenant d’un appareil d’acquisition qui convertit l’information sous
forme de se´quences vide´os (exemple : e´chographes)). Une vide´o peut eˆtre repre´sente´e sous
forme d’images synchronise´es avec du son, dans un espace de temps discret. On les repre´sente
ge´ne´ralement a` travers plusieurs niveaux hie´rarchiques : le document complet, les se´quences,
les sce`nes, les plans, puis les images.
– Se´quence
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Figure 1.5 — Structure cine´matographique d’une vide´o
Une se´quence est un ensemble de sce`nes. Elle constitue une unite´ de sujet (par exemple
un reportage dans un journal te´le´vise´).
– Sce`ne
une sce`ne est un ou plusieurs plans qui partagent le meˆme contenu en terme d’actions,
de lieux et de temps. Ces plans sont souvent conse´cutifs.
– Plan de vide´o (video shot)
Un plan vide´o est une se´quence d’images qui sont acquises de manie`re continue par
une seule came´ra. Le plan de vide´o est une unite´ de base de vide´o. Une vide´o peut eˆtre
repre´sente´e par un ensemble de ses plans.
– Images cle´s (keyframe)
Une image cle´ est une image qui repre´sente significativement le contenu visuel d’un
plan de vide´o. Selon la complexite´ du plan, une ou plusieurs images cle´s peuvent eˆtre
choisies.
1.7.2 Me´thodes de segmentation de vide´o
1.7.2.1 Segmentation en plans
La segmentation en plans est la technique de segmentation temporelle des enregistrements
vide´o la plus re´pandue et la plus utilise´e. Les me´thodes de de´tection de changements de plan
localisent les images, a` travers lesquelles de grandes diffe´rences sont observe´es dans un certain
espace de caracte´ristiques [33–35]. L’espace de caracte´ristiques se compose habituellement
d’une combinaison de couleurs et de mouvements. Les changements de plan peuvent eˆtre
instantane´s ou apparaˆıtre sur plusieurs images, appele´es les effets de transition progressifs,
tels que les fondus et les volets. Il est plus facile de de´tecter des transitions instantane´es que
des effets progressifs.
La me´thode la plus simple pour la de´tection du changement de plans est d’analyser les vari-
ations d’intensite´ des pixels entre les images successives. Si un nombre pre´de´termine´ de pixels
montre des diffe´rences plus grandes qu’une valeur seuil, alors l’occurrence d’un changement
peut eˆtre de´clare´e. Une approche le´ge`rement diffe´rente consiste a` diviser chaque image en
blocs rectangulaires, a` ope´rer des e´valuations statistiques dans chaque bloc inde´pendamment,
et a` ve´rifier alors que le nombre de blocs qui ont globalement e´te´ modifie´s est supe´rieur a`
un seuil. Les deux approches peuvent eˆtre sensibles au bruit et a` la compression. Cependant,
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il existe de nombreuses solutions qui s’appliquent a` la vide´o de manie`re ge´ne´rique avec une
pre´cision plus qu’acceptable [33–35].
La micro-segmentation est une segmentation temporelle a` une e´chelle encore plus pe-
tite que celle du plan. Elle est base´e sur la segmentation en e´ve´nements, en mouvements de
came´ra, en entre´e-sortie d’objets ou de personnages [36]. Par opposition, la macro segmenta-
tion effectue une segmentation qui se rapproche de la composition se´mantique des documents
(segmentation en se´quences, en chapitres, en programmes) [37].
1.7.2.2 Segmentation en sce`ne
La sce`ne est une unite´ se´mantique importante puisqu’elle contient une se´quence de plans
dont la logique permet d’exprimer une ide´e. Par contre, le plan est une unite´ technique qui
est souvent de courte dure´e et son e´tude isole´e ne permet pas de comprendre re´ellement le
de´roulement de la sce`ne. La de´termination des sce`nes est alors utile pour la navigation, la vi-
sualisation des donne´es audiovisuelles et aussi pour leur analyse se´mantique. Elles permettent
aux utilisateurs d’avoir une bonne ide´e de l’action s’y de´roulant ou de l’ambiance de´gage´e.
Toutefois le proble`me de la segmentation en sce`nes est de´licat et leur utilisation pour l’in-
dexation et la recherche d’information en est pour l’instant a` ses de´buts. La premie`re e´tape
incontournable est le de´coupage en plans, ensuite l’e´tude de l’organisation des plans permet
de grouper les plans en sce`nes. Deux cate´gories se distinguent parmi les approches existantes.
La premie`re cate´gorie comprend les approches utilisant les algorithmes de regroupement.
Les plans sont regroupe´s en fonction de leur similarite´ et e´ventuellement de contraintes tem-
porelles [40]. Un graphe des transitions est ensuite construit et il permet de capturer la logique
pre´sente dans la se´quence des plans. Dans la deuxie`me cate´gorie se trouvent les me´thodes
se´quentielles qui regroupent au fur et a` mesure les plans. Un ensemble de re`gle permet de
de´finir si un plan appartient a` la sce`ne courante ou a` une nouvelle sce`ne [41] [42]. L’analyse des
sce`nes offre l’opportunite´ d’avoir une indexation se´mantique. Malheureusement le proble`me
de la segmentation en sce`nes n’est actuellement pas correctement re´solu dans le cas ge´ne´ral
et la plupart des me´thodes d’indexation et de recherche de la vide´o reposent uniquement sur
le de´coupage en plans. Par ailleurs le contenu d’une sce`ne peut-eˆtre visuellement tre`s varie´
et la notion de plan est toujours ne´cessaire pour identifier et caracte´riser les diffe´rents con-
tenus. L’indexation des sce`nes repose donc sur les plans et plus particulie`rement leurs images
caracte´ristiques.
1.7.2.3 Segmentation en objet
La segmentation en objets n’est pas un proble`me facile, principalement parce que la
de´finition des objets vide´o exige habituellement une interpre´tation se´mantique de la sce`ne.
Il n’est ge´ne´ralement pas possible de de´finir de tels objets, se´mantiquement significatifs,
en termes de caracte´ristiques de bas niveau, tel que des parame`tres de mouvement ou de
couleur. Par conse´quent, la segmentation et le suivi d’objets se´mantiques dans une sce`ne
sans contrainte peuvent exiger l’intervention interactive de l’utilisateur. Cependant, dans
quelques circonstances bien contraintes, des objets se´mantiques peuvent eˆtre segmente´s et
suivis entie`rement automatiquement. Par exemple, dans les syste`mes de vide´o surveillance
[38] [39] ou` la came´ra est stationnaire, des objets dans la sce`ne peuvent eˆtre extraits par des
me´thodes simples de soustraction et de de´tection de changement d’arrie`re plan.
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1.7.2.4 Se´lection d’images repre´sentatives
Il est inutile d’entrer dans des calculs complique´s et longs pour toutes les images d’un plan
afin d’extraire les caracte´ristiques visuelles. En effet, il serait par la suite impossible de con-
server et d’utiliser cette information qui est par ailleurs redondante. Le processus de simplifi-
cation de la vide´o continue donc par la se´lection d’une ou plusieurs images repre´sentatives des
plans. Ide´alement les images, appele´es images clefs, doivent capturer le contenu se´mantique
du plan. Malheureusement les techniques de traitement de l’information ne sont pas as-
sez avance´es pour de´terminer de telles images clefs. Les algorithmes utilisent donc les car-
acte´ristiques brutes obtenues sur les images (couleur, texture, mouvement). Lorsqu’un plan
est statique, les images le composant sont souvent tre`s similaires. The´oriquement il suffit alors
de choisir l’image qui est la plus similaire aux autres. Malheureusement cette recherche ex-
haustive est difficilement re´alisable en pratique. Les approches empiriques se´lectionnent sim-
plement la premie`re, la dernie`re ou l’image me´diane du plan. Yueting et al. [43] proposent une
approche par regroupement des images similaires pour obtenir la ou les images repre´sentatives
du plan. Toutefois lorsqu’un plan est mouvemente´, il est inte´ressant de se´lectionner les images
repre´sentatives en fonction de l’intensite´ ou des variations du mouvement. Kobla et al. [44]
pre´sentent une approche dans le domaine compresse´ MPEG qui mesure le de´placement de
la came´ra dans le plan et de´coupe ce dernier en sous plans afin de limiter l’amplitude du
mouvement. Wolf [45] utilise le flux optique pour de´tecter l’image avec l’activite´ la plus
faible. Liu et al. [46] proposent une mesure de l’e´nergie du mouvement dans le domaine
MPEG afin d’identifier les images clefs du plan. Une approche diffe´rente consiste a` cre´er une
mosa¨ıque du plan (Irani and Anandan [47]). Cette approche est beaucoup plus rare car les
mosa¨ıques sont difficiles a` construire dans le cas ge´ne´ral.Une mosa¨ıque est une unique image
repre´sentant l’ensemble de la sce`ne. Elle est construite a` partir des images du plan et fournit
une repre´sentation comple`te et compacte du fond. Les e´le´ments mobiles sont de´crits a` part
ainsi que leur trajectoire sur la mosa¨ıque. Au final de nombreuses me´thodes d’indexation et
de recherche par le contenu visuel des vide´os sont tre`s similaires aux me´thodes employe´es
sur les images fixes puisqu’elles se concentrent uniquement sur les images clefs. Toutefois
la vide´o permet l’utilisation de caracte´ristiques propres comme le son, les sous-titres et les
mouvements de la came´ra et des objets. La difficulte´ sera alors de combiner cet ensemble de
caracte´ristiques he´te´roge`nes de manie`re efficace. Dans un premier temps nous concentrerons
notre e´tude sur les caracte´ristiques calcule´es sur les images repre´sentatives ou des se´quences
d’images.
1.8 Me´thodes de description de vide´o
L’indexation des vide´os va s’appuyer sur l’extraction de caracte´ristiques qui peuvent eˆtre
associe´es globalement aux diffe´rentes structures de la vide´o ou plus pre´cise´ment a` des images
se´lectionne´es dans la vide´o.
1.8.1 Description du plan
De nombreuses me´thodes ont e´te´ propose´es dans la litte´rature pour capturer le contenu des
plans et obtenir des signatures efficaces. La premie`re partie traite de l’ensemble des me´thodes
d’indexation du contenu purement visuel. Ces me´thodes sont ge´ne´ralement applique´es aux
images repre´sentatives des plans. Elles sont donc souvent similaires a` celles que nous trou-
vons pour l’indexation d’images. La seconde partie traite de l’analyse du mouvement qui est
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naturellement e´tudie´ sur l’ensemble du plan.
1.8.2 Description d’une image par des caracte´ristiques visuelles
Pour de´crire le contenu visuel, de nombreuses me´thodes sont propose´es (Mandal et al. [48],
Rui et al. [49]). Une premie`re e´tape consiste a` de´finir les caracte´ristiques requises en fonc-
tion du proble`me. Les diffe´rentes caracte´ristiques pouvant eˆtre extraites afin de de´crire au
mieux le contenu, peuvent eˆtre regroupe´es principalement dans trois cate´gories primaires :
les caracte´ristiques de couleur, texture et structure, et une cate´gorie hybride. La descrip-
tion des couleurs est re´alise´e essentiellement par des histogrammes calcule´s dans diffe´rents
espaces de couleur. La description de la texture est re´alise´e par une analyse fre´quentielle
ou l’e´tude d’occurrences. La description de la structure est re´alise´e par les coins, les angles,
les contours et les formes. Les caracte´ristiques hybrides permettent de de´crire conjointement
les caracte´ristiques primaires. Elles se retrouvent principalement dans les domaines trans-
forme´s, par exemple FFT, DCT et PCA. La deuxie`me e´tape consiste a` de´finir les re´gions de
l’image dans lesquelles les donne´es vont eˆtre extraites. Selon l’application, il sera suffisant
de de´crire l’image comme une unique entite´. D’autres applications plus complexes peuvent
ne´cessiter une description locale du contenu faisant appel a` une de´tection des re´gions ou des
objets. Des compromis doivent eˆtre e´tablis entre l’objectif de l’application, la complexite´ de
la repre´sentation et les temps de calcul requis pour le traitement des donne´es.
1.8.2.1 A partir de la texture
La texture est importante pour caracte´riser les motifs pre´sents dans l’image, cependant
elle n’a aucune de´finition pre´cise. Quatre types d’approches se distinguent [50] : les approches
statistiques, ge´ome´triques, spectrales et par mode´lisation. Dans la premie`re cate´gorie nous
trouvons les matrices de co-occurrence [51]. Dans la seconde nous trouvons les descripteurs
de Tamura [52] qui caracte´risent la granularite´, la direction et le contraste. Dans la troisie`me
nous trouvons les ondelettes avec les filtres de Gabor [53] [54] qui permettent de capturer les
fre´quences et les directions principales. Finalement dans la dernie`re cate´gorie nous trouvons
la de´composition de Wold [55] qui caracte´rise la pe´riodicite´, la direction et le de´sordre ;
ainsi que les mode`les autore´gressifs simultane´s et multi re´solution [56] (ou  multiresolution
simultaneous autoregressive models : MSAR ) qui mode´lisent la texture a` diffe´rents niveaux
de granularite´ en fonction du voisinage des pixels. Malgre´ les contraintes spatiales qui peuvent
eˆtre impose´es par certaines me´thodes, la notion de re´gion et ide´alement d’objet fait toujours
de´faut.
1.8.2.2 A partir des re´gions
Les syste`mes base´s sur les re´gions composant une image tentent de capturer le con-
tenu d’une manie`re qui refle`te le comportement humain. Pour cela, l’image est segmente´e en
re´gions homoge`nes puis les algorithmes travaillent au niveau de la granularite´ des re´gions.
Ainsi les proprie´te´s locales de l’image sont analyse´es. Les syste`mes qui proposent d’indexer les
re´gions des images sont rares malgre´ leurs attraits. En effet deux barrie`res s’opposent a` leur
de´veloppement. La premie`re et principale est la segmentation en objets. Ce de´licat proble`me
est actuellement loin d’eˆtre re´solu dans le cas ge´ne´ral. Les algorithmes de segmentation en
re´gions sont nombreux mais ne parviennent pas toujours a` discerner les objets. Par ailleurs
ils sont souvent tre`s sensibles et il est difficile d’obtenir une segmentation homoge`ne entre
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plusieurs images. La seconde barrie`re est le couˆt de l’analyse, du stockage et des calculs de sim-
ilarite´. Les ope´rations d’indexation et de recherche se font sur les re´gions qui sont dissocie´es de
l’image a` laquelle elles appartiennent [57] [58]. Les me´thodes de la seconde cate´gorie utilisent
l’ensemble des re´gions composant une image pour effectuer l’indexation et la recherche. Deux
mesures de similarite´ sont commune´ment employe´es. La me´thode IRM (Integrated Region
Matching) [59] permet de mettre en correspondance toutes les re´gions de deux images. La
mesure EMD (Rubner et al. [60]) Earth Mover’s Distance permet de mesurer le couˆt ne´cessaire
pour transformer un ensemble de re´gions en un deuxie`me ensemble de re´gions. Trois autres
repre´sentations des images segmente´es ont e´galement e´te´ propose´es. La repre´sentation de
l’image et de ses re´gions peut eˆtre faite par des graphes [61] qui permettent une comparaison
simultane´e des proprie´te´s et de l’agencement des re´gions. Elle peut e´galement eˆtre faite par
des chaˆınes qui de´crivent les relations entre les re´gions [62]. Finalement elle peut eˆtre re´alise´e
par un vecteur de de´nombrement des re´gions d’un dictionnaire [63]. Le de´coupage des images
en re´gions permet aussi de capturer de nouvelles caracte´ristiques concernant les structures
des images comme nous allons le voir.
1.8.3 Utilisation des informations du flux de compression
L’extraction des caracte´ristiques des plans a` partir du flux de compression a montre´ un
grand inte´reˆt de la part de nombreux chercheurs. Le but principal est de limiter les temps de
calcul en utilisant l’information existante en l’e´tat. Le flux vide´o permet l’acce`s direct aux
coefficients DCT des macros blocs qui fournissent a` la fois une information locale de couleur
et de texture. Il permet e´galement l’acce`s a` une information de mouvement qui peut s’ave´rer
particulie`rement riche [45] [64]. Il est alors possible de traiter toutes les images de la vide´o
en se contentant de ces coefficients. Le mouvement est une information riche qui renseigne
sur l’activite´ d’un plan et celle de ses objets. A partir de la se´quence des images formant un
plan, le mouvement de la came´ra peut eˆtre estime´ ; ensuite le mouvement des objets peut eˆtre
de´termine´. Contrairement aux proble`mes de vision comme la localisation ou la reconstruc-
tion, l’indexation ne requiert pas ne´cessairement une grande pre´cision dans l’estimation du
mouvement. Le choix de la me´thode de calcul ne sera donc pas aborde´ puisque de nombreuses
me´thodes conviennent. Les deux me´thodes les plus re´pandues sont (Horn and Schunck [65],
Lucas and Kanade [66]) ; cependant la plupart des me´thodes utilisent directement les vecteurs
mouvements fournis par les normes de compression (MPEG). L’objectif est alors d’e´viter le
lourd calcul du flux optique pour chaque image en utilisant directement le mouvement de´ja`
calcule´ par les algorithmes de compresssion et accessible dans les donne´es compresse´es. . Une
premie`re approche de l’indexation par le mouvement utilisant directement l’information du
flux compresse´ est pre´sente´e par Kobla et al. [45], un vecteur caracte´ristique qui repre´sente la
direction quantifie´e du mouvement pour chaque macro bloc du flux MPEG. Le mouvement
peut e´galement eˆtre indexe´ par un histogramme de l’ensemble des vecteurs disponibles [67] ou
des attributs caracte´ristiques [68]. Les parame`tres obtenus peuvent alors servir a` l’indexation
ou eˆtre classe´s dans les cate´gories zoom, rotation, translation verticale et horizontale pour une
indexation se´mantique. Dans [69], un syste`me d’indexation base´ sur la trajectoire des objets
est propose´. Dagtas et al. [70] pre´sentent une approche d’indexation des trajectoires accom-
pagne´e d’une me´thode de recherche des trajectoires qui a l’avantage d’eˆtre invariante dans
l’espace et robuste aux changements d’e´chelle. DeMenthon et Doermann [71] proposent une
description spatiale et temporelle. Une segmentation spatio-temporelle est d’abord re´alise´e.
Les re´gions obtenues dans chaque image sont ensuite indexe´es avec l’objet auquel elles ap-
partiennent. La recherche permet alors de retrouver les objets aux meˆmes proprie´te´s visuelles
et de mouvement. Syeda-Mahmood [72] propose une mode´lisation en 3D de l’objet et de son
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e´volution dans le temps. Cette mode´lisation permet ensuite de retrouver les objets identiques
et au mouvement similaire sous diffe´rents points du vue.
1.9 Indexation et recherche de vide´os par le contenu dans le
domaine me´dical
1.9.1 Les me´thodes
Dans le domaine me´dical, les me´thodes utilise´es peuvent eˆtre regroupe´es dans 2 cate´gories :
– Les me´thodes base´es sur la segmentation de formes d’inte´reˆt (JSEG, chaˆınes de markoff,
contours actifs, etc...) telles que pre´sente´es dans [25] [28], associe´es a` l’extraction de
descripteurs bas niveau connus pour bien caracte´riser les zones d’inte´reˆt (histogramme
de couleur, texture, forme, etc) qui sert alors d’index aux vide´os.
– Les me´thodes base´es sur l’extraction de mouvement entre les images (flot optique, do-
maine de compression, etc) [34,35], puis la caracte´risation de cette information (quani-
fication) afin de construire des signatures de vide´os
Il faut noter que les me´thodes de de´tection de plan sont rarement utilise´es dans les appli-
cations me´dicales. Les vide´os auxquelles nous nous inte´ressons dans cette e´tude sont acquises
a` l’aide d’une seule came´ra, contrairement aux se´quences vide´os obtenues apre`s montage de
plusieurs plans fournis par des came´ras en mouvement ou la caracte´risation consiste dans un
premier temps a` de´tecter les diffe´rents plans puis extraire les e´le´ments pertinents au sein des
plans conside´re´s. Nous rappelons qu’un plan est une succession d’images obtenues par une
acquisition unique et continue a` partir d’une came´ra. Les e´le´ments qui peuvent nous inte´resser
sont lie´s a` l’environnement, les changements peuvent intervenir au sein de la se´quence et les
indices temporels qui y sont associe´s, aux re´gions (zones d’inte´reˆt) se de´placent au sein de
leur environnement et interagissent soit entre eux, soit avec l’environnement. A partir de ce
constat, nous avons de´cide´ de nous inte´resser aux indices relatifs aux re´gions. En conside´rant
successivement ceux lie´s a` leurs mouvements (ou de´placements), ces re´gions peuvent eˆtre as-
simile´es a` une information aussi bien de bas niveau (niveau de gris, histogramme, couleur,
...etc.) ou plutoˆt une information de haut niveau (de´placement, texture, forme, ... etc).
Le moyen le plus courant d’analyser les re´gions pre´sentes dans une se´quence vide´o (et
donc d’en extraire des indices) consiste a` e´tudier leur position au cours du temps, donc a`
caracte´riser leur mouvement. Ce proble`me, qui est un proble`me de suivi d’objet, a donne´ lieu
a` de nombreux travaux (voir section pre´ce´dente). Le suivi d’objet ou de re´gion est formule´
de la fac¸on suivante : connaissant la position d’une re´gion R dans les images pre´ce´dentes, on
souhaite de´terminer sa position dans l’image courante. Pour rechercher la re´gion dans l’image
courante, l’approche la plus utilise´e requiert l’identification des caracte´ristiques de l’objet
(mouvement, forme, couleur, texture, etc.) puis la localisation de ces caracte´ristiques dans
l’image a` analyser. Ces caracte´ristiques peuvent eˆtre obtenues en recherchant dans l’image
courante les caracte´ristiques les plus similaires a` celles trouve´es dans l’image pre´ce´dente.
1.9.2 Notre choix
Il est difficile de trouver des me´thodes robustes a` toutes les situations et suffisamment
rapides pour segmenter les formes d’inte´reˆt, les objets caracte´ristiques, dans des vide´os chirur-
gicales en temps re´el. Nous n’avons non plus qu’un seul plan dans nos vide´os. Nous avons donc
choisi de nous inte´resser principalement aux mouvements des re´gions dans les se´quences vide´os
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pour les caracte´riser. Nous avons de´ja` vu que de nombreuses me´thodes existent pour extraire
cette information (voir section pre´ce´dente). Nous avons utilise´ la dernie`re norme de compres-
sion (MEPG4/H.264) pour extraire cette information et d’autres indices pour caracte´riser
les vide´os. L’inte´re`t d’utiliser directement la norme est qu’il existe des cartes e´le´ctroniques
de compression qui ge´ne`rent le flux vide´o compresse´ en temps re´el. Nous n’avons alors pas
a` travailler directement sur la se´quence d’images et profitons des donne´es et parame`tres cal-
cule´s dans la norme de compression, donne´es qui contiennent bien toute l’information utile
et concise pour caracte´riser les vide´os.
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1.10 Conclusion
Pour les raisons e´voque´es pre´ce´demment, nous allons utiliser les informations du flux de
donne´es compresse´es, essentiellement les informations lie´es au codage des de´placements entre
blocs de codage, pour caracte´riser et indexer nos se´quences vide´os.
Notre travail portera principalement sur les points suivante :
– de´veloppement de nouveaux parame`tres ou signatures, pertinents et rapides a` calculer,
qui caracte´risent bien les vide´os, a` partir de la norme de compression H264/AVC.
– e´tude de nouvelles me´triques de similitude adapte´es a` ces signatures, prenant en compte
les contraintes de temps re´el, pour une recherche rapide et efficace.
Dans le chapitre 2, nous pre´sentons les principes de compression des se´quences vide´os,
et plus particulie`rement la norme H264/AVC. Cela nous permettra de justifier l’utilisation
de cette norme et mieux comprendre les e´le´ments que nous utiliserons pour construire nos
signatures.
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CHAPITRE
2 LE CODAGE VIDEOET LA NORME
H.264/AVC
Comme nous l’avons de´ja` mentionne´ dans l’introduction, l’objectif de cette the`se est de
proposer un syste`me d’aide au geste chirurgical en perope´ratoire utilisant la CBVR.
La CBVR doit traiter des quantite´s d’informations importantes dans des temps admis-
sibles compatibles avec le travail pre´ope´ratoire. Pour cela, nous nous somme inte´resse´s aux
informations contenues dans le domaine compresse´ des vide´os : les donne´es compresse´es conti-
ennent toute l’information ne´cessaire lorsque les taux de compression ne sont pas trop e´leve´s,
ce qui est le cas pour des vide´os me´dicales, et l’extraction des donne´es est rapide, ne reque´rant
pas une de´compression totale de la vide´o.
La compression de vide´o consiste a` re´duire la quantite´ de donne´es ne´cessaires pour la
stocker ou la transmettre, tout en cherchant a` minimiser les phe´nome`nes de perte de qualite´.
Elle s’appuie en particulier sur le fait que les variations a` l’inte´rieur d’une se´quence, cause´es
par exemple par des mouvements d’objets/re´gions par rapport a` la came´ra ou des change-
ments d’illumination, sont continues dans la majorite´ des cas. Les donne´es contenues sont par
conse´quent impre´gne´es de fortes redondances, qu’il est possible de retirer pour repre´senter
la sce`ne en utilisant une quantite´ re´duite d’informations. De plus, l’oeil humain ne perc¸oit
qu’une partie des informations pre´sentes dans les images, et il est ainsi possible de retirer
les zones les moins pertinentes en limitant l’impact sur la qualite´ ressentie. L’utilisation con-
jointe de la suppression des redondances et des informations les moins visibles permet alors
de condenser de manie`re significative les donne´es a` repre´senter.
Dans ce chapitre, nous allons pre´senter le principe de fonctionnement des codeurs vide´o,
et plus particulie`rement le codeur H.264/AVC sur lequel nous nous appuierons pour cre´er des
signatures de vide´o pour la CBVR. Nous expliquons chacune des e´tapes de codage a` l’aide
d’un sche´ma basique de codage de cette norme. L’objectif principal est d’exposer brie`vement
le cadre global de la compression vide´o et de faire ressortir les e´le´ments qui permettront de
de´velopper des signatures associe´es aux principales me´thodes de compression et/ou dans les
diffe´rentes e´tapes de ces me´thodes. Les concepts pre´sente´s permettront aussi d’expliquer cer-
tains re´sultats de performance de retrouvaille associe´es aux signatures, que nous proposerons
dans la suite.
Le chapitre commence par une bre`ve discussion sur les diffe´rentes codeurs vide´o existants,
suivi d’une description succincte des principales e´tapes du codage H.264/AVC notamment la
de´finition des diffe´rentes mesures d’erreur et les approches d’e´valuation de la qualite´ de la
compression qui ont amene´ a` privile´gier cette norme. Nous terminons le chapitre par un bilan
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de l’e´tat de l’art et quelques comparaisons, qui ne concernent pas directement nos objectifs
mais donnent des re´sultats pertinents.
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2.1 Historique
Une pre´sentation de´taille´e de l’e´volution historique des codeurs vide´o est donne´e dans [1].
La manie`re la plus simple de re´aliser un codage vide´o consiste a` coder chaque image du flux
par le biais d’un codeur d’images fixes, par exemple JPEG [2]. Dans ce type de sche´ma,
seules les redondances spatiales des images sont utilise´es pour comprimer la vide´o. Cepen-
dant, l’ide´e d’exploiter la corre´lation temporelle entre les images successives d’une se´quence
d’images apparaˆıt de`s 1929 [3]. On se pre´occupait de´ja` de re´duire la quantite´ d’informa-
tion a` transmettre. Dans cette approche, seules les diffe´rences entre les images successives
doivent eˆtre transmises au re´cepteur (pre´diction temporelle entre images). La toute premie`re
norme propose´e par l’ITU-T (International Telecommunications Union-Telecommuniction),
H.120 [4], met en oeuvre cette ide´e. Dans cette norme, les images sont de´coupe´es en blocs.
Les blocs identiques a` leurs correspondants dans l’image pre´ce´dente ne sont pas code´s et les
autres sont traite´s par pre´diction spatiale (dans l’image elle meˆme).
Les codeurs de type H.120 sont cependant inefficaces en cas de mouvement d’ensemble de
la came´ra vis-a`-vis de la sce`ne filme´e. Pour re´soudre ce proble`me, la solution a e´te´ d’exploiter
une partie des informations contenues dans l’image pre´ce´dente pour pre´dire les blocs de
l’image courante et de transmettre des donne´es permettant de corriger cette pre´diction [5].
Ce principe a donne´ naissance aux codeurs vide´o hybrides, dont le nom provient du fait qu’ils
utilisent deux techniques de re´duction de redondances : d’une part, une pre´diction temporelle,
d’autre part, une transformation des re´sidus de pre´diction (transformation de la diffe´rence
entre l’image courante et l’image pre´dite). Cette structure de base a e´te´ formalise´e par l’ITU-
T dans la norme H.261 [6]. Les normes ulte´rieures, MPEG-1 [7], MPEG-2 [8], H.263 [9],
MPEG-4 Part 2 Visual [10] et H.264/AVC [11] ont essentiellement repris et ame´liore´ cette
structure de base de codage hybride.
2.2 Les outils e´le´mentaires pour la compression
Quel que soit le type de codeur (voix, musique, image fixe, vide´o), un certain nombre
d’outils communs permettent de re´aliser la compression du signal. Ces outils, brie`vement
de´crits ci-dessous et illustre´s sur la figure 2.1, sont largement de´taille´s dans [12].
Figure 2.1 — Sche´ma global d’un codeur pour la compression de signaux
2.2.1 La pre´diction
Ce me´canisme a pour fonction de pre´dire les valeurs du signal d’entre´e pour les instants
a` venir. Ge´ne´ralement, cette estimation est base´e sur les informations des e´chantillons de´ja`
34 CHAPITRE 2. LE CODAGE VIDEO ET LA NORME H.264/AVC
encode´s du signal. La diffe´rence entre les e´chantillons du signal original et leur pre´diction
permet d’obtenir les re´sidus de pre´diction qui demandent moins de bits de codage, et rendent
plus efficace la compression.
2.2.2 La transformation
Ce proce´de´ consiste a` projeter les re´sidus de pre´diction dans une base permettant de
re´duire la corre´lation statistique entre les e´chantillons des re´sidus de pre´diction. Cette
ope´ration permet de rassembler l’e´nergie du signal sur un faible nombre d’e´chantillons. Une
de´corre´lation optimale des donne´es est obtenue a` partir de la transforme´e de Karhunen-
Loe`ve (Karhunen-Loe`ve Transform ou KLT) qui projette le signal sur les vecteurs propres
de sa matrice de covariance. Cependant, cette transformation est complexe et les codeurs
traditionnels inte`grent plutoˆt une de´composition en sous-bandes fre´quentielles. Dans cette
cate´gorie, la transforme´e en cosinus discre`te (Discrete Cosine Transform ou DCT) est de loin
la plus utilise´e a` la fois pour sa simplicite´ algorithmique et ses performances [13].
2.2.3 La quantification
Ce proce´de´ permet de faire une approximation des e´chantillons du signal transforme´ afin
de re´duire la quantite´ d’information a` transmettre. Souvent, la pre´cision de cette approxima-
tion est controˆle´e a` l’aide d’un pas repre´sentant la plus petite valeur absolue repre´sentable,
mais e´galement l’incre´ment entre deux valeurs successives a` la sortie du quantificateur. Parmi
tous les outils de compression, la quantification est la seule ope´ration a` eˆtre irre´versible, in-
duisant des pertes d’information. L’objectif de tout codeur est de minimiser la perte d’infor-
mation re´sultante sous une contrainte de de´bit en sortie du codeur.
2.2.4 Le codage entropique
Ce me´canisme permet de repre´senter efficacement les symboles issus du quantificateur en
prenant en compte leur fre´quence d’apparition. Ainsi, un mot de code de longueur variable
(Variable Length Coding ou VLC) est associe´ a` chaque symbole en fonction de la statistique
de la source. Les mots de code les plus courts sont attribue´s aux symboles fre´quents, et
inversement, des mots de code plus longs sont re´serve´s aux symboles les moins probables.
Les codeurs actuels utilisent ce proce´de´ pour encoder les parame`tres de compression, le plus
connu e´tant le codage de Huffman.
2.3 La norme H.264/AVC
2.3.1 Description du sche´ma global de codage de la norme H.264/AVC
La norme H.264/AVC [14] est un codeur vide´o en boucle ferme´e, tout comme l’ensemble
de ses pre´de´cesseurs. En effet, les informations de´ja` code´es sont utilise´es pour le codage de
l’image courante. Le sche´ma global de codage de cette norme est repre´sente´ dans la figure
2.2. La se´quence en entre´e (en haut a` gauche dans le sche´ma) est une succession d’images
(matrices de pixels). Chaque image est de´coupe´e en ”tranches”. Une tranche (slice en anglais)
est une partie de l’image ou l’image entie`re en fonction des parame`tres d’entre´e du codeur.
Ces tranches sont de´coupe´es en macroblocs (blocs de taille 16x16). Le macrobloc est l’unite´
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de codage dans la norme. Chaque macrobloc est code´ soit en pre´diction spatiale (boite 1),
soit en pre´diction temporelle (Compensation de mouvement, boite 12), chacun de ces codages
engendre plusieurs re´sidus (cf 1.3.8), qui sont compare´s dans le module de de´cision (boite 2).
Le syste`me de codage (inter ou intra) qui donne la meilleure possibilite´ de codage, par rapport
a` un crite`re de´bit-distorsion est alors se´lectionne´. Ce re´sidu est de´-corre´le´ avec la transforme´e
en cosinus discret (DCT) (boite 3). Il est ensuite quantifie´ (boite 4) et les coefficients sont
ensuite envoye´s vers le codeur entropique sans perte (boite 10) qui produit le flux binaire.
Les re´sidus transforme´s et quantifie´s sont ensuite de´-quantifie´s (boite 5) et on leur applique
la transforme´e inverse (boite 6) a` l’inte´rieur du codeur. Aux blocs ainsi ge´ne´re´s, on applique
la pre´diction inverse (7), en utilisant le pre´dicteur se´lectionne´ dans le module de de´cision
(boite 2) (le meilleur pre´dicteur Intra ou Inter). Ensuite, un filtre anti-blocs est applique´ sur
l’image reconstruite, permettant d’e´liminer certaines de´gradations produites par le module de
quantification (boite 4). Ce filtre lisse les images de re´fe´rence en bordure des blocs. Enfin, les
macroblocs et slices de´code´s sont stocke´s en me´moire (boite 9). Les blocs de´code´s de l’image
courante, stocke´s dans ce module, sont utilise´s pour le calcul des pre´dicteurs Intra. De meˆme,
les images pre´ce´demment de´code´es, ou` l’effet de bloc a e´te´ lisse´, sont utilise´es pour le codage
Inter. En effet, le mouvement entre le bloc courant et ces images est estime´ (boite 11). Le
pre´dicteur obtenu par cette estimation de mouvement servira pour la pre´diction Inter que
l’on appelle ge´ne´ralement compensation de mouvement (boite 12). Afin que le de´codeur soit
capable de retrouver ce pre´dicteur Inter, un vecteur correspondant au mouvement entre le
bloc courant et le pre´dicteur est transmis au de´codeur. Les vecteurs issus du codage Inter sont
pre´dits (boite 13) puis envoye´s dans le codeur entropique. Ces vecteurs pre´dits sont inse´re´s
dans le flux binaire.
Figure 2.2 — Sche´ma global d’un codeur H.264/AVC
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Dans la norme, on distingue trois types d’image : I, P, B. Dans une image I, tous les
macroblocs sont pre´dits en utilisant le mode Intra. De manie`re ide´ale, une image I devrait
intervenir lors d’un changement de sce`ne, c’est-a`-dire lorsque les redondances temporelles
entre les images sont faibles. Dans la pratique, les programmes de de´tection de changement
de sce`ne sont de´licats a` imple´menter et les codeurs inse`rent ge´ne´ralement une image I a`
intervalles re´guliers. Dans une image P, chaque macrobloc est pre´dit en utilisant soit le mode
Intra, soit le mode Inter. Lorsque le mode Inter est actif chaque macrobloc est associe´ a`
une seule image de re´fe´rence. Contrairement aux images P, les macroblocs d’une image B
construits avec le mode Inter peuvent s’appuyer sur deux diffe´rents types d’image. Les 3
types d’images sont regroupe´s pour former des se´quences (Group Of Pictures ou GOP). Un
GOP de´bute par une image I et contient ensuite une succession d’images P et B. La structure
classique d’un GOP est illustre´e sur la figure 2.3.
Les GOPs sont inde´pendants entre eux. Cette technique permet au de´codeur de se resyn-
chroniser sur le flux dans le cas d’une transmission avec pertes.
Figure 2.3 — Structure d’un GOP et de´pendance entre images
Dans la suite, nous pre´sentons en de´tail le principe de fonctionnement des diffe´rents outils
intervenant dans le codeur
2.3.2 Pre´diction Inter
Dans le cas de la pre´diction Inter [15], les macroblocs d’une image (image de´ja` compresse´e)
sont pre´dits a` partir des e´chantillons d’une image de re´fe´rence pre´ce´demment encode´e. Afin de
re´aliser pre´cise´ment cette ope´ration, chaque macrobloc peut eˆtre divise´ en partitions de taille
variable 16x16, 16x8, 8x16, 8x8, et chaque bloc 8x8 peut avoir un partitionnement 8x8, 8x4,
4x8 ou 4x4. Les partitions d’un macrobloc et d’un sous-macrobloc sont illustre´es sur la fig-
ure 2.4. Cette de´composition pyramidale permet d’isoler les diffe´rents objets composant une
image et de s’adapter a` leurs caracte´ristiques (sens de de´placement, vitesse). Un vecteur de
mouvement est associe´ a` chaque partition d’un macrobloc. Ce vecteur de de´placement spe´cifie
l’e´cart spatial entre la partition courante de l’image actuelle et sa meilleure repre´sentation
dans l’image de re´fe´rence base´e sur le crite`re de fide´lite´. Pour le bloc courant, ce proces-
sus a pour but de rechercher dans les images pre´ce´demment encode´es, un bloc de meˆme
taille repre´sentant le meˆme objet ou une meˆme partie de l’objet. Ce processus de recherche
du meilleur pre´dicteur temporel est effectue´ uniquement par l’encodeur, c’est donc un pro-
cessus non-normatif (cf. 1.3.5). L’estimation de mouvement correspond a` un algorithme de
mise en correspondance de blocs ou ”Block Matching”, avec comme crite`re de se´lection la
minimisation du crite`re de´bit-distorsion. Cependant, l’estimation de mouvement n’e´tant pas
normative, le choix du crite`re de se´lection de l’algorithme de´pend de chaque imple´mentation.
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Figure 2.4 — Les modes de pre´diction pour un bloc se´lectionne´
2.3.2.1 Codage de l’information de mouvement
En compression vide´o, afin d’exploiter au mieux les redondances temporelles entre les
images successives, on introduit une notion de mouvement pour caracte´riser les diffe´rences
entre ces images. Il existe diffe´rentes manie`res de coder cette information de mouvement. La
manie`re la plus intuitive est sans doute d’affecter un vecteur de´placement a` chaque objet
d’une se´quence vide´o. Ces me´thodes ont e´te´ largement e´tudie´es et inte´gre´es dans la norme
MPEG-4. Dans ce type de codage, chaque e´le´ment d’une sce`ne est code´ inde´pendamment :
on se´pare le fond des objets en mouvement. Dans chaque image, un objet est repre´sente´ par
la de´formation de son contour et par un vecteur mouvement traduisant son de´placement.
Cependant ces me´thodes n’ont pas e´te´ utilise´es par les industriels malgre´ leur inte´gration
dans la norme MPEG-4 car la segmentation de la sce`ne en objets est difficile a` obtenir avec
des algorithmes rapides. De plus, le fond d’une se´quence est rarement statique a` cause des
de´fauts des capteurs, et le de´bit du codage des contours et de leurs de´formations n’est pas
ne´gligeable.
La repre´sentation par bloc du mouvement est la plus utilise´e dans les standards vide´o.
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Ce partitionnement des images implique le codage d’un vecteur mouvement en coordonne´es
carte´siennes pour chaque bloc. Les algorithmes, a` taille de blocs fixe, ne ne´cessitent pas de
codage de la segmentation du mouvement et sont adapte´s a` la transforme´e de blocs de pixels
carre´s utilise´e dans la quasitotalite´ des standards d’image fixe et vide´o : la DCT 2D. Le de´faut
de cette me´thode est qu’elle n’exploite pas les corre´lations spatiales du champ de vecteurs a`
l’inte´rieur des objets. La norme H.264/AVC applique une segmentation du macrobloc allant
du 16x16 jusqu’au 4x4, ou` chaque bloc a un vecteur de mouvement propre.
Il existe deux types de codage de vecteur de mouvement :
– Codage des vecteurs mouvement avec pertes : dans les standards de codage
d’image et de vide´o avec pertes, on quantifie uniquement l’information de texture afin de
re´duire l’entropie de cette information. Le codage des vecteurs mouvement avec pertes
[16–18] a pour philosophie de traiter le mouvement en tant qu’information quantifiable,
comme l’information de texture. La proportion de l’information de mouvement peut
eˆtre plus e´leve´e que celle lie´e a` la texture, notamment a` bas et tre´s bas de´bit. Ce type
de codage a e´te´ teste´ dans H.264/AVC en boucle ferme´e. Pour chaque bloc, un pas de
quantification du vecteur est se´lectionne´ a` l’aide du crite`re de´bit-distorsion (cf. 1.3.5).
L’e´quation prend en compte le codage pre´dictif des vecteurs utilise´ dans la norme
H.264/AVC. Par conse´quent, le pre´dicteur du vecteur est lui aussi quantifie´. Cette
me´thode ne´cessite la transmission d’un pas de quantification pour chaque vecteur, ce
qui engendre une nouvelle information de codage tre´s couˆteuse. En pratique, la se´lection
du pas de quantification est effectue´e image par image.
– Codage pre´dictif des vecteurs mouvement : le couˆt de l’information de mouve-
ment, pour les algorithmes de compression utilisant une compensation de mouvement
par bloc, de´pend de trois parame`tres :
– la taille des blocs utilise´s (plus les blocs sont de petite taille, plus le nombre de
vecteurs a` coder est e´leve´).
– la re´solution sous-pixellique utilise´e pour la compensation de mouvement (la valeur
d’un vecteur au 1/4 de pixel est multiplie´e par quatre).
– l’entropie de l’information.
Pour re´duire l’entropie de l’information, on utilise ge´ne´ralement un codage pre´dictif.
Dans ce codage on conside`re non plus l’entropie de la source mais celle des re´sidus
de cette source. Pour le codage des vecteurs mouvement le re´sidu (cf. 1.3.8) va eˆtre
transmis a` la place du vecteur de mouvement.
L’efficacite´ de la me´thode de´pend de la pertinence du pre´dicteur utilise´. Dans le cas
des algorithmes hie´rarchiques [19, 20], chaque vecteur mouvement peut eˆtre pre´dit par
la valeur du vecteur parent. Dans les standards vide´o, afin d’exploiter les redondances
spatiales des champs de vecteurs mouvement, la valeur du pre´dicteur de´pend de la valeur
des vecteurs voisins de´ja encode´s/de´code´s. Ce pre´dicteur correspond a` un me´dian (cf.
1.3.4). Dans [21] le pre´dicteur est le module de ces vecteurs. Dans [22] le pre´dicteur est
le vecteur qui a le plus d’occurrences dans une feneˆtre autour du vecteur a` pre´dire. Les
redondances temporelles entre les champs de vecteurs mouvement de deux images ont
aussi e´te´ exploite´es [23,24].
2.3.2.2 Codage de l’information de mouvement dans H.264/AVC
La norme H.264/AVC utilise un codage pre´dictif des vecteurs mouvement. Le pre´dicteur
pˆ (cf. 1.3.8) est un me´dian spatial pour chacune des composantes (horizontale et verticale).
Nous noterons ce pre´dicteur mvH264. Les trois vecteurs voisins du vecteur courant mv, utilise´s
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pour le calcul du me´dian sont mva, mvb, mvc repre´sente´s dans la figure (2.5) . En fonction de
la taille des blocs voisins et du bloc courant, le vecteur mvc peut eˆtre remplace´ par le vecteur
mvd. Pour des cas particuliers, de´pendant des caracte´ristiques des blocs voisins, le pre´dicteur
pˆ peut eˆtre e´gal a` mva ou mvb ou mvc.
Figure 2.5 — Les modes de pre´diction pour un bloc se´lectionne´
Ces caracte´ristiques sont l’appartenance des blocs a` l’image, la taille du bloc courant et
des blocs voisins et les images de re´fe´rence utilise´es pour le codage des blocs voisins. Par
exemple, si un seul des vecteurs voisins a la meˆme image de re´fe´rence que le vecteur courant,
la valeur de pˆ est e´gale a` ce vecteur voisin. De meˆme, si l’un des blocs a, b, c, ou d est code´ en
Intra (modes pour lesquels il n’y a pas de vecteur mouvement) le vecteur mouvement pour
ce bloc est e´gal a` 0.
Les images B (cf. 1.3.1) utilisent des images dans le futur et le passe´ pour la compensation
de mouvement [25]. De plus, il est possible d’utiliser des pre´dictions bidirectionnelles qui sont
des combinaisons line´aires de deux compensations de mouvement impliquant l’utilisation de
deux vecteurs mouvement (un vecteur par pre´dicteur de bloc). Les images de re´fe´rence pour
une pre´diction bidirectionnelle peuvent se trouver dans le futur et le passe´ ou toutes dans le
futur ou toutes dans le passe´. Pour le me´dian, ceci ajoute une contrainte supple´mentaire de
direction (future ou passe´e ou les deux) pour les vecteurs voisins.
2.3.3 Pre´diction Intra
La norme H.264/AVC utilise quatre pre´dicteurs pour le partitionnement 16x16 et neuf
pre´dicteurs pour les partitionnements 4x4 et 8x8. Pour chaque bloc courant (4x4, 8x8 ou
16x16), la pre´diction est calcule´e avec la ligne supe´rieure et la colonne de gauche qui apparti-
ennent a` des blocs de´ja` de´code´s (voir figure 2.6 et 2.7). Pour le mode 16x16, le pre´dicteur ver-
tical est une copie de la ligne au-dessus du macrobloc pour chacune des lignes du pre´dicteur.
De meˆme le pre´dicteur horizontal est une copie de la colonne de gauche dans chacune des
colonnes du pre´dicteur. Le troisie`me pre´dicteur est la moyenne de la ligne du haut et de
la colonne de gauche. Ce pre´dicteur correspond a` une pre´diction, dans le domaine trans-
forme´, du premier coefficient du bloc. Enfin le pre´dicteur plan est la moyenne, pixel a` pixel
(dans le sens diagonal), de la ligne du haut et la colonne de gauche. Les neufs pre´dicteurs
Intra, repre´sente´s dans la figure 2.7, sont le pre´dicteur DC (coefficient DC) et huit autres
pre´dicteurs correspondant a` huit directions, incluant les directions verticale et horizontale.
Les pre´dicteurs pour les blocs de taille 8x8 sont construits de la meˆme manie`re. Les indices
des pre´dicteurs Intra 4x4 et 8x8 subissent eux aussi une forme de pre´diction. En effet, si le
pre´dicteur est e´gal au pre´dicteur le plus probable (calcule´ en fonction des deux blocs voisins
en haut et a` gauche), un seul bit sera transmis au de´codeur dans le cas du CAVLC (Context-
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adaptive variable-length coding) ou un seul bit sera utilise´ pour la binarisation dans le cas
du CABAC (Context-adaptive binary arithmetic coding). Si le pre´dicteur n’est pas e´gal a` ce
pre´dicteur le plus probable, la valeur du pre´dicteur sera code´e ou binarise´e avec 4 bits.
Figure 2.6 — Les quatre formes de pre´diction (voir fle`ches) des blocs Intra 16x16 de la
norme H.264/AVC
Figure 2.7 — Les neuf formes de pre´diction (voir fle`ches) des blocs Intra 4x4 de la norme
H.264/AVC
2.3.4 Me´triques de distorsion et crite`re d’optimisation des modes
Le processus de se´lection des modes n’est pas normatif dans H.264 / AVC, ce qui signifie
que l’on peut choisir n’importe quel algorithme de se´lection. Pour un macrobloc donne´ appar-
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tenant a` une image P ou B, on commence par de´terminer les pre´dictions intra et inter images,
correspondant a` toutes les partitions de blocs possibles. Si l’image courante est une image I,
seule la pre´diction intra-image sera active´e. Par exemple, on peut de´cider de ge´ne´rer toutes
les pre´dictions inter et intra, pour l’ensemble des partitions de´finies et ne choisir qu’ensuite le
meilleur mode pour le macrobloc. La se´lection du meilleur mode se fait en ge´ne´ral par le biais
de la minimisation d’une fonction de couˆt. Ou peut aussi proce`der par e´tape en choisissant
le meilleur mode pour une partition donne´e et pour un type de pre´diction (intra ou inter).
Parmi ces meilleurs modes, on se´lectionne le meilleur pour le macrobloc. Cette technique est
donc ne´cessairement sous optimale par rapport a` la pre´ce´dente qui met en concurrence tous
les modes, en une seule fois. La figure 2.8 pre´sente un exemple d’algorithme de se´lection des
modes. La fonction de couˆt qui est minimise´e pour ope´rer la se´lection peut eˆtre de´finie selon
plusieurs crite`res prenant en compte plus ou moins de parame`tres. Nous pre´sentons dans cette
section les crite`res base´s uniquement sur une mesure de distorsion et ceux, plus complexes,
base´s sur une optimisation de´bit/distorsion.
2.3.5 Mesure de distorsion
Le moyen le plus simple pour e´valuer la qualite´ d’une pre´diction est de mesurer la distor-
sion D entre un bloc source et sa pre´diction. Cette mesure e´value l’e´cart entre deux images en
sommant pixel a` pixel les erreurs faites. Le crite`re historiquement utilise´ pour e´valuer deux
images entre elles, est le PSNR pour Peak Signal to Noise Ratio. Cette mesure de distorsion
est donne´e par la relation suivante :
PSNR = 10log10(
d2
EQM
) (2.1)
Ou` d est la dynamique du signal et l’EQM est l’Erreur Quadratique Moyenne. Elle est
de´finie de la fac¸on suivante pour deux images x et y, de taille (M ×N) :
EQM =
1
MN
∑
i,j
(x(i, j)− y(i, j))2 (2.2)
Dans les crite`res d’e´valuation, on utilise plus simplement, la somme des erreurs au carre´
ou SSE pour Sum Square of Errors :
SSE =
∑
i,j
(x(i, j)− y(i, j))2 (2.3)
L’e´le´vation au carre´ rend ces mesures particulie`rement sensibles si les deux images sont
trop e´loigne´es. Un faible nombre de pixels ayant des valeurs trop diffe´rentes, suffit a` perturber
la mesure. Ne´anmoins, cette mesure de distorsion reste tre`s efficace si la diffe´rence entre x et y
correspond a` un bruit gaussien, i.e. si les images ne pre´sentent pas de diffe´rences majeures. Si
ce n’est pas le cas, on pre´fe´rera utiliser la SAD (Sum of Absolute Difference). Cette me´trique
consiste a` calculer la norme l1 de l’image d’erreur :
SSE =
∑
i,j
| (x(i, j)− y(i, j)) | (2.4)
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Figure 2.8 — Exemple de se´lection des modes de pre´diction
La SAD sera plus adapte´e dans les cas ou` les deux images sont structurellement bien
diffe´rentes.
2.3.6 Optimisation de´bit/distorsion
Pour affiner l’e´valuation des me´thodes de compression d’images, il a e´te´ de´fini un pro-
cessus cherchant le meilleur compromis entre la qualite´ de la reconstruction et le nombre de
bits ne´cessaires pour coder puis transmettre l’information re´siduelle. Il s’agit d’un proble`me
d’optimisation connu sous le nom RDO pour Rate Distorsion Optimization. Ce crite`re est
base´ sur une fonction de couˆt lagrangienne :
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Jλ = D + λ.R (2.5)
Ou` D est une mesure de distorsion, R repre´sente le de´bit en bits et λ un parame`tre
d’ajustement qui de´pend des contraintes de quantification. La me´trique de distorsion utilise´e
est en ge´ne´ral la SSE ou la SAD. Notons qu’il existe des de´cisions a priori et a posteriori.
Dans le cadre de la de´cision a posteriori, la valeur exacte du de´bit R doit eˆtre connue, ce qui
ne´cessite alors de passer par le processus complet de codage (transformation et quantification).
La SSE quant a` elle impose la reconstruction via les e´tapes de quantification et transformation
inverses. La technique est performante mais reste couˆteuse car cela ne´cessite de re´pe´ter le
processus pour chaque bloc et pour chaque mode. L’alternative est l’utilisation d’une approche
moins complexe mais ne´anmoins sous-optimale, qui consiste a` e´valuer a priori le couˆt qu’aurait
le bloc en fin de processus. Pour estimer le de´bit R, on se base sur des mode`les empiriques
d’optimisation de´bit/distorsion, permettant d’approcher les performances des algorithmes a
posteriori.
2.3.7 Calcul du re´sidu
Le re´sidu du bloc courant, appele´ aussi erreur de pre´diction, est la diffe´rence entre un
pre´dicteur et ce bloc courant. L’expression du re´sidu est donne´e dans l’e´quation (1.6) ou`
p(x,y) est le pixel du bloc courant a` la position (x,y) et pˆ est le pre´dicteur :
e(x, y) = p(x, y)− pˆ(x, y) (2.6)
L’ope´ration de pre´diction inverse est donne´e dans l’e´quation (1.7). Le pre´dicteur pˆ est
ajoute´ au re´sidu pour retrouver les pixels p(x,y) du bloc courant, le de´codeur calcule le
pre´dicteur et pˆ a` partir des informations de´ja` de´code´es et extraites du flux binaire :
p(x, y) = pˆ(x, y) + e(x, y) (2.7)
2.3.8 Transformation
Dans le meˆme contexte que les normes pre´ce´dentes, la phase de transformation-
quantication est applique´e dans le but de coder le signal d’erreur de pre´diction. La taˆche
de la transforme´e consiste a` re´duire les redondances spatiales du signal d’erreur. Toutes les
anciennes normes tels que le MPEG-1 et MPEG-2 appliquaient une DCT de taille (8 × 8)
sur chaque bloc de l’image. En revanche, la norme H.264/AVC utilise une transforme´e
entie`re (a les meˆmes proprie´te´s que la DCT classique [26]). La matrice de transformation
est ge´ne´ralement compose´ de (4 × 4) e´le´ments, mais peut eˆtre re´duite a` (2 × 2) e´le´ments
pour le codage de certaines informations de chrominance [11]. La diminution de la taille de
la feneˆtre d’analyse permet a` l’encodeur de mieux adapter le codage de l’erreur de pre´diction
aux frontie`res des objets mouvants. En effet, la taille du bloc est similaire aux dimensions de
la plus petite zone d’analyse de l’estimation Inter ou Intra ((4× 4) pixels) et la transforme´e
s’ajuste donc mieux aux erreurs de pre´diction locales.
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Il existe trois types diffe´rents de transforme´es. Le premier est applique´ a` tous les
e´chantillons quel que soit le mode de pre´diction utilise´, cette matrice de transformation H1,
est compose´e de 4x4 e´le´ments, sa structure est expose´e dans l’e´quation suivante :
H1 =

1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1

Si le macrobloc est pre´dit en utilisant le mode Intra (16× 16), la seconde transforme´e est
applique´e en plus de la premie`re. Cette dernie`re convertit les seize coefficients DC correspon-
dant a` l’intensite´ moyenne des blocs transforme´s d’un macrobloc en utilisant une transforme´e
de Hadamard dont la taille est de (4× 4) composantes.
H2 =

1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1

Le troisie`me type se rapporte aussi a` une transforme´e de Hadamard mais de taille (2×2).
Elle est utilise´e pour le codage des quatre coefficients DC contenus dans un macrobloc de
chrominance.
H3 =
(
1 1
1 −1
)
L’ope´ration de transformation dans le codec H.264/AVC se traduit par l’e´quation suiv-
ante :
Y = Hi.X.H
T
i . (2.8)
Ou Y est la matrice transforme´e, X le signal d’entre´e et Hi peut repre´senter H1(1, 2),
H2(1, 3), H1(1, 4)
En comparaison avec la DCT, les matrices de transformation du H.264/AVC sont com-
pose´es seulement de nombres entiers dans un intervalle compris entre -2 et +2. Ce principe
permet de calculer la transforme´e et son inverse sur seize bits en utilisant seulement des
ope´rations d’addition et de soustraction. Dans le cas d’une projection de Hadamard, seules
l’addition et la soustraction sont ne´cessaires. De plus, les disparite´s lie´es aux approximations
du calcul flottant sont comple`tement e´vite´es graˆce a` l’utilisation exclusive d’ope´rations sur des
entiers. Tous les coefficients sont ensuite quantifie´s par le biais d’un quantificateur scalaire.
2.3.9 Quantification
La quantification scalaire a pour but de re´duire l’espace des valeurs des transforme´es pour
re´duire l’entropie du signal. Cette ope´ration Q consiste a` diviser chaque coefficient du bloc
transforme´ par son coefficient de quantication provenant d’une matrice de quantification et a`
ne garder que la partie entie`re. La taille du pas de quantication est choisie par un parame`tre
QP qui peut prendre cinquante deux valeurs possibles. La taille du pas double lorsque la
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variable QP est incre´mente´e de 6. Une augmentation de QP de 1 entraˆıne un accroissement
du de´bit des donne´es d’environ 12.5 %
L’ope´ration conjointe de quantification et de de´-quantification est donne´e par la formule
suivante
Q−1Q(x) 7−→ mqsix ∈]mq − q
2
,mq − q
2
[ (2.9)
Ou` x est un coefficient transforme´ et q est le coefficient ayant la meˆme position dans
la matrice de quantification. Pour que la reconstruction du signal soit optimale, un “offset”
de quantification est ajoute´ a` chaque coefficient. Dans le logiciel de re´fe´rence de la norme
H.264/AVC [11], cet offset de quantification est fixe´ de manie`re adaptative en fonction de
statistiques obtenues sur les blocs pre´ce´demment quantifie´s.
2.3.10 Codage entropique
Le H.264/AVC propose deux me´thodes alternatives de codage entropique : une technique
de faible complexite´ base´e sur l’usage de contextes adaptatifs contenant des mots de code
VLC, nomme´ CAVLC (Context-based Adaptive Variable Length Coding) [26], et un algo-
rithme plus couˆteux fonde´ sur un codage arithme´tique reposant sur des tables e´volutives,
le CABAC (Context-based Adaptive Binary Arithmetic Coding) [27]. Les deux me´thodes
repre´sentent des ame´liorations majeures en terme d’efficacite´ de compression en comparaison
avec les techniques de codage statistique traditionnelles. Dans les anciennes normes, l’en-
codage de chaque e´le´ment de syntaxe e´tait base´ sur des tables VLC fixe´es (une distribution
de probabilite´ e´tait associe´ chaque e´le´ment). Cependant, des e´tudes pratiques ont rapidement
de´montre´ que les signaux e´taient rarement stationnaires et que l’utilisation de tables adapta-
tives (contextuelles) e´tait plus efficace pour comprimer les donne´es. Des mode`les contextuels
ont donc e´te´ inte´gre´s dans le processus d’encodage entropique.
Le codage CAVLC est le plus utilise´, il fournit un codage efficace de faible complexite´ est
inclu dans tous les profils de´finis par la norme H.264. Dans le codage CAVLC, deux techniques
de compression sont utilise´es. La premie`re, base´e sur un codage Exponential-Golomb (note´
Exp-Golomb dans la suite) [28], se charge d’encoder tous les parame`tres de codage (type
de macrobloc, pas de quantication, vecteurs de mouvement, etc) a` l’exception des re´sidus
de pre´diction. Ces re´sidus sont encode´s par la deuxie`me me´thode, plus complique´e, mais
permettant de comprimer les donne´es de manie`re adaptative.
Dans le codage CAVLC, les re´sidus de pre´diction (transforme´s et quantifie´s) sont en-
code´s de manie`re inde´pendante en suivant une proce´dure spe´cifique, les coefficients du bloc
transforme´ sont code´s en se basant sur un sche´ma de balayage spe´cifique (zig-zag scan). On
trouvera plus de de´tails dans [14].
2.3.11 Le filtre anti-blocs
Une caracte´ristique particulie`re du codage par blocs correspond a` la production acciden-
telle d’artefacts entre des ensembles successifs. Le filtrage du bord des blocs repre´sente un outil
puissant qui permet de re´duire conside´rablement la visibilite´ du de´coupage en blocs [29]. Dans
le principe, le lissage peut eˆtre conside´re´ comme un traitement final, se rapportant seulement
aux images qui sont affiche´es. Une plus haute qualite´ visuelle peut encore eˆtre atteinte en
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Figure 2.9 — Table de correspondance du codage Exp-Golomb
inte´grant le filtre dans la boucle d’encodage. En effet, toutes les images de re´fe´rence passe´es,
utilise´es pour la compensation en mouvement, seront des versions corrige´es des images recon-
struites. C’est pour cette raison, que le H.264/AVC incorpore cette technologie dans la boucle
de traitement. Ce filtre est hautement adaptatif car il de´pend de plusieurs e´le´ments de syn-
taxe mais aussi des caracte´ristiques locales de l’image. Ces diffe´rentes contraintes permettent
de controˆler la souplesse du traitement de filtrage.
La figure 2.10 illustre le principe de l’ope´ration en utilisant une repre´sentation d’un bloc
(4× 4) blocs en une dimension. Avant de re´aliser le traitement, des contraintes doivent eˆtre
respecte´es.
Figure 2.10 — She´ma du filtre anti-blocs
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Ces contraintes de´pendent de la valeur des e´chantillons et du parame`tre de quantification
QP. Ainsi, le filtrage de p0 et q0 intervient seulement si chacune des expressions suivantes
est ve´rifie´e :
1. | p0 − q0 |< β(QP )
2. | p1 − p0 |< α(QP )
3. | q1 − q0 |< α(QP )
Ou` le seuil α(QP ) est conside´re´ plus faible que β(QP ).
L’ide´e de base repose sur une simple constatation. Si la diffe´rence entre les e´chantillons
proches du bord d’un bloc est relativement importante, il est probable que ce phe´nome`ne
corresponde a` un artefact de bloc et doive donc eˆtre re´duit. En revanche, en cas d’e´cart trop
e´leve´, ne pouvant donc pas eˆtre explique´ par la quantification, le signal repre´sente plutoˆt
l’information propre de l’image source. Dans ce dernier cas, le lissage n’est pas applique´ au
bloc.
2.4 Ame´liorations apporte´es par rapport aux autres en-
codeurs
Jusqu’a` l’apparition d’H.264 AVC, la transforme´e ne s’ope´rait que sur des blocs de taille
(8× 8) ne permettant pas une de´corre´lation fine du signal. Il a donc e´te´ introduit une trans-
formation fre´quentielle sur des blocs de taille (4×4). L’exploitation des corre´lations spatiales
re´siduelles a` une re´solution plus fine permet d’ame´liorer la repre´sentation des de´tails. On peut
remarquer que la transformation utilise´e est de´finie de manie`re exacte (pre´cision entie`re) afin
d’e´viter les erreurs d’arrondis. Aux modifications pre´sente´es pre´ce´demment, s’ajoutent encore
quelques de´tails importants que nous pre´sentons ci-dessous.
La nouvelle norme permet de fournir jusqu’a` seize vecteurs de mouvement par macrobloc.
Jusqu’alors, seuls deux voire quatre vecteurs de mouvement e´taient de´finis, ce qui limitait les
performances de la pre´diction temporelle.
– La nouvelle norme permet de fournir jusqu’a` seize vecteurs de mouvement par mac-
robloc. Jusqu’alors, seuls deux voire quatre vecteurs de mouvement e´taient de´finis, ce
qui limitait les performances de la pre´diction temporelle.
– De meˆme, le passage a` une pre´cision supe´rieure dans le calcul des vecteurs de mou-
vement a e´te´ une avance´e majeure. En effet, par interpolation d’image, la norme
H.264/AVC autorise une recherche au quart de pixel ame´liorant ainsi conside´rablement
la pre´cision des vecteurs de mouvement.
– Une autre spe´cificite´ d’H.264/AVC a e´te´ l’introduction de modes supple´mentaires,
nomme´s modes directs, dont le but est de de´duire les vecteurs de mouvement. Le
principe consiste a` e´viter de les calculer en les estimant a` partir des vecteurs de´finis
pour les blocs voisins. Il existe deux modes directs : l’un spatial, l’autre temporel. En
spatial, les vecteurs voisins correspondent a` ceux retenus pour les blocs limitrophes au
bloc courant. Le mode direct temporel utilise quant a` lui, l’information du bloc colo-
calise´ dans l’image de re´fe´rence. Ces nouveaux modes sont applique´s pour les images B.
Il existe e´galement un mode direct spatial pour les images P, pour la pre´diction inter
(16×16). On gagne ainsi en de´bit puisque l’on e´vite d’avoir a` coder toute l’information
relative aux vecteurs de mouvement.
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– La quantification a elle aussi e´te´ le´ge`rement modifie´e. On a augmente´ le nombre de pas
de quantification jusqu’a` 52 niveaux afin d’ame´liorer la repre´sentation du signal.
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2.5 Conclusion
Dans ce chapitre, nous avons de´crit les principes de base de construction d’un codeur vide´o
afin de pre´senter les e´tapes de la chaˆıne de codage. Nous avons compare´ ensuite plusieurs pos-
sibilite´s de codages et pre´sente´ les diffe´rentes e´tapes du codeur H.264/AVC : la de´corre´lation
temporelle, la de´corre´lation spatiale, la quantification et le codeur entropique.
Le fondement de ce codage re´side dans le fait qu’une seule technique de codage ne peut
pas eˆtre efficace pour toutes les zones de l’image. Il est donc essentiel d’e´tudier plusieurs
possibilite´s de codage pour se´lectionner celle qui obtient la meilleure efficacite´. La compe´tition
entre les diffe´rentes techniques se fait a` plusieurs niveaux : au niveau se´quence pour les choix
applicatifs, au niveau image pour se´lectionner le type d’image, au niveau objet pour le codage
dynamique et au niveau bloc pour le codage de meˆme nom. La se´lection parmi l’ensemble
des possibilite´s de codage se fait par le crite`re de´bit-distorsion. Ce crite`re ponde`re le de´bit
en fonction de la distorsion avec le parame`tre de Lagrange. Ce parame`tre de´pend de la
quantification, du type de codage mis en compe´tition et des applications vise´es. La se´lection
des possibilite´s de codage peut se faire par des choix sous-optimaux base´s sur des a priori qui
sont ge´ne´ralement utilise´s pour re´duire la complexite´ de calcul.
Ces techniques, ainsi que plusieurs autres, aident H.264/AVC a` de´passer significativement
les standards pre´ce´dents, dans une grande varie´te´ de circonstances et dans une grande varie´te´
d’environnements applicatifs. L’objectif est de refle´ter au mieux l’appre´ciation subjective de
la qualite´ de compression provenant d’une multitude de possibilite´s de pre´dictions.
Comme nous l’avons rappele´ dans le chapitre 1, l’ide´e fondamentale de la CBVR est de
de´crire d’une manie`re compacte une vide´o par une signature nume´rique et le plus rapidement
possible dans le cas de notre e´tude (mode perope´ratoire), puis apparier la requeˆte aux vide´os
les plus ressemblantes dans la base de donne´es du point de vue similitude de leurs signatures.
Dans le cadre de cette the`se, nous avons voulu explorer les possibilite´s de cre´er ces signatures
en utilisant les informations utilise´es pour compresser les vide´os. Il s’agissait de profiter des
diffe´rentes me´thodes de compression et de leur diffe´rentes e´tapes pour extraire l’information
pertinente qui permet de caracte´riser les vide´os. Dans ce chapitre, nous avons pre´sente´ de
manie`re globale les principaux concepts de la compression de vide´o, en approfondissant ceux
que nous utilisons dans notre travail de recherche. Dans les prochains chapitres, nous allons
expliciter comment nous avons construit des signatures, en utilisant principalement les e´tapes
de pre´diction, transformation et quantification de l’architecture ge´ne´rale du processus de
compression. Elles nous permettront de rester dans le cadre de l’utilisation de parame`tres de
bas niveaux caracte´risant le mouvement, la texture et la couleur.
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CHAPITRE
3 INDEXATION ETRECHERCHE DE
VIDEO DANS LE
DOMAINE
COMPRESSE´ :
ME´THODES
DE´VELOPPE´ES
Nous avons de´ja` explique´, dans le chapite I, l’inte´reˆt de travailler dans le domaine com-
presse´ : toute l’information utile doit s’y trouver et cela nous permet de be´ne´ficier poten-
tiellement, avec les nouvelles normes, d’algorithmes de calcul des parame`tres de´crivant les
vide´os beaucoup plus performants que d’autres me´thodes d’extraction et de repre´sentation
de donne´es vide´o. Les premiers syste`mes d’indexation de vide´o par le contenu, comme ceux
e´tudie´s dans [1] ou [2], ont obtenu un certain succe`s dans la gestion de requeˆtes ge´ne´rales en
utilisant des caracte´ristiques globales de la vide´o. Toutefois, ces syste`mes ont leurs limites
comme nous allons le voir au cours de ce chapitre. L’utilisation de caracte´ristiques globales
ne tient pas compte des contraintes d’organisation spatiale de l’information. Ensuite elle ne
refle`te pas la manie`re dont nous percevons le contenu. Finalement elle ne permet pas de
repre´senter efficacement le contenu se´mantique de la sce`ne. Comme nous avons pu le voir
dans le chapitre 1, les me´thodes d’indexation des re´gions sont peu re´pandues. La difficulte´ de
la segmentation, la complexite´ de la repre´sentation et des mesures de comparaison sont les
principales barrie`res a` leur de´veloppement. Cependant l’inte´reˆt de travailler sur des re´gions
est immense : outre le fait d’apporter une description qui est en accord avec notre syste`me
visuel, l’analyse des re´gions ouvre les portes a` une e´tude plus approfondie du contenu comme
la de´tection des objets/re´gions identifie´s importants dans les sce`nes pour ensuite avoir une
caracte´risation plus efficace et moins couˆteuse. Cette approche s’apparente plus au comporte-
ment que nous adoptons pour observer notre environnement. De plus elle re´pond mieux au
besoin re´el des utilisateurs qui recherchent des objets/re´gions pre´sents dans des sce`nes dont
la composition change. Nous avons donc porte´ notre effort sur la repre´sentation efficace et
compacte du contenu des vide´os en utilisant les re´gions, les travaux e´tant conduits dans le
cadre de l’indexation de vide´os par le contenu visuel.
Nous pre´sentons rapidement en de´but de chapitre le logiciel ’JM-reference’ que nous util-
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isons pour extraire les donne´es contenues dans la norme H264. Ensuite, nous de´veloppons les
trois me´thodes que nous proposons pour repre´senter le contenu visuel des vide´os : la premie`re
me´thode consiste a` caracte´riser globalement la vide´o en utilisant des histogrammes de di-
rections de mouvement. Les deux autres me´thodes sont base´es sur une segmentation spatio-
temporelle et un suivi des re´gions dans la se´quence vide´o, pour de´crire le contenu des re´gions
identifie´es comme les plus importantes visuellement. Les approches que nous proposons pro-
duisent des signatures caracte´risant la vide´o d’une manie`re synthe´tique et structure´e ; elles
sont de plus ge´ne´riques car elles s’adaptent aux vide´os e´tudie´es en exploitant les donne´es issues
du domaine de la compression pour la construction des signatures. Finalement, les me´thodes
de comparaison de signatures DTW (Dynamic Time Warping), EMD (Earth Mover’s Dis-
tance) et une nouvelle approche de mesure de distance dite EFDTW (Extended Fast Dynamic
Time Warping) sont pre´sente´es.
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3.1 JM re´fe´rence (Joint Model)
Dans notre travail, nous avons utilise´ la norme de codage vide´o H.264 nomme´e aussi
“MPEG-4 Advanced Video Coding”. Cette norme comprend de nombreuses ame´liorations
techniques qui lui permettent de compresser beaucoup plus efficacement les vide´os que les
normes pre´ce´dentes (H.261, MPEG1, MPEG2, MPEG4 part2/ASP) [3] (cf. chapitre 2) et elle
est a` ce jour tre`s utilise´e pour la compression vide´o grand public. Notre objectif e´tait d’utiliser
directement les informations de´ja` calcule´es, pre´sentes dans le flux compresse´ MPEG4, pour
limiter les temps de calcul. Pour extraire ces informations, nous avions le choix entre les
encodeurs H.264 [4] et JM re´fe´rence [5]. Si le premier est plus performant, le code source du
second est plus simple d’acce`s.
Le JVT (Joint Video Team) a de´veloppe´ ce logiciel afin d’expe´rimenter et de valider
les fonctionnalite´s de H264. Le logiciel JM (Joint Model) en est a` sa version 18.4, et les
sources sont librement te´le´chargeables sur la page web des logiciels du JVT [6]. En utilisant
la norme MPEG-4 AVC et en analysant le code source de JM re´fe´rence, nous avons localise´
les fonctions importantes (l’estimation de mouvement, la de´cision d’encodage, les parame`tres
de de´composition des images en blocs (la taille des blocs), le mode de codage utilise´ (inter
ou intra), la taille des GOP (Group of pictures), etc), que nous utilisons pour extraire les
signatures des vide´os par la suite. Lors de l’encodage, le logiciel fournit par ailleurs une ligne
de statistiques utiles pour chaque image. La figure 3.1 est une capture d’e´cran de ce que
fournit le logiciel pour chaque image, ce sont les statistiques globales de l’encodage de la
se´quence vide´o.
Figure 3.1 — Statistique globale de l’encodage
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De´finition des statistiques affiche´es :
– Type de l’image : (I pour Intra, P pour Predict, IDR pour la premie`re image). Il existe
d’autres types d’images comme la B qui est une image interpole´e entre deux images P,
moyenne des deux P sans refaire d’estimation de mouvement. (cf. chapitre 2)
– Bit/pic : le poids de l’image en bits.
– QP : le coefficient de quantification, de 1 (sans pertes) a` 51 (forte compression).
– SNR : la mesure de rapport signal a` bruit entre l’image originale et l’image code´e, dans
chaque composante Y, U, et V. Pour les mesures, il est recommande´ de prendre en
compte le SNR de la luminance de l’image.
– Time : le temps d’encodage de l’image.
– MET : le temps d’estimation de mouvement de l’image.
– Frm/Fld : le mode de codage de l’image.
– Ref : l’indicateur de re´fe´rence courante de l’image.
3.2 Signatures base´es sur l’orientation et l’intensite´ de mou-
vement
Notre premie`re me´thode consiste a` de´finir une repre´sentation globale du mouvement dans
chaque image de la se´quence, apre`s l’extraction du mouvement en utilisant le logiciel JM
Reference. Chaque image de la se´quence est repre´sente´e par un histogramme base´ sur la
direction de ses vecteurs de mouvement (voir figure 3.2).
Figure 3.2 — Exemple de classification de vecteur de mouvements d’un macrobloc
La direction du vecteur V = (x, y) en un point (x, y) est calcule´e par la formule suivante :
W (V ) =
{
arccos x|V | si y ≥ 0
2Π− arccos x|V | si y < 0
Ou` W (V ) repre´sente la direction du mouvement, | V | : la norme euclidienne.
Nous construisons un histogramme a` 13 classes de ces directions de vecteurs mouvement,
La direction du mouvement W (V ) est affecte´e a` l’une des 13 classes de l’histogramme (voir
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figure 3.2) selon la formule suivante :
Hist(V ) =
{
0 si V = (0, 0)
1 + ([W (V ) K2Π +
1
2 ]modK) sinon
Nous avons choisi K = 12 pour avoir une bonne classification des vecteurs, nous avons
donc 13 classes : 12 de direction, plus la classe contenant les de´placements nuls (V = (0, 0)).
La figure 3.2 montre un exemple de classification de vecteur de mouvement d’un mac-
robloc. Nous utilisons l’histogramme de l’image pour extraire la signature de l’image et ensuite
celle de la vide´o.
Pour extraire la signature de l’image, le nombre de vecteurs de la classe dominante (con-
tenant le plus de vecteurs, appele´e Direction dominante), le nume´ro de la classe (Angle :
la classe 2 dans l’exemple illustre´ par la figure 3.2), ainsi que l’intensite´ des vecteurs de
mouvement appartenant a` la classe dominante (voir formule suivante), sont extraits [7] :
Intensite´C =
1
C
C∑
i=1
| V | (3.1)
C repre´sente le nombre de vecteurs de mouvement appartenant a` la classe dominante.
Notre vecteur descripteur contient ainsi 3 parame`tres par image : < Direction, Angle, In-
tensite´ >. Nous illustrons ci-dessous le processus d’extraction de signature pour une se´quence
vide´o de la base (voir la figure 3.3)
La signature d’une se´quence vide´o obtenue par cette me´thode donne des re´sultats
inte´ressants comme nous le verrons dans le chapitre 4 (Re´sultats). Cependant, dans ce travail
nous devons concevoir des approches avec un temps de calcul admissible dans un contexte
perope´ratoire. La me´thode propose´e est lente malgre´ son efficacite´. Pour pallier ce proble`me
nous proposons dans le paragraphe suivant une autre approche : seules les images I (cf.
chapitre 2) sont conside´re´es ; de plus, nous travaillons sur des re´gions et non plus sur des
blocs.
3.3 Signatures base´es sur le suivi des re´gions homoge`nes entre
images I
Dans cette me´thode, nous nous inte´ressons au suivi de re´gions, le but e´tant d’extraire la
trajectoire de chaque re´gion segmente´e (localise´e) afin de caracte´riser la vide´o. Nous avons
choisi la me´thode de croissance de re´gions pre´sente´e dans [8] (“seeded region-growing”),
comme me´thode de segmentation et les filtres de Kalman pour la pre´diction (suivi de re´gions).
Dans cette approche, nous n’utilisons que les images I issues du codeur MPEG-4. L’en-
codeur vide´o MPEG utilise´ dans ce travail produit une image I toutes les 15 images (15
images correspondant a` un GOP) (cf. chapitre 2). 1 seconde de vide´o contient 25 images, et
par conse´quent, comprend au moins une image I. Les images I contiennent les donne´es les
plus importantes dans la vide´o, elles se retrouvent au moins a` chaque changement de plan.
Pour re´duire le temps de calcul de la signature, tout en gardant le contenu principal d’une
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Figure 3.3 — Etapes de la caracte´risation de la vide´o
sce`ne, nous nous concentrons sur les informations de macroblocs dans les images I. Les infor-
mations de mouvement, de texture (re´sidus) sont extraites de chaque paire (I-image, P-image
suivante) (voir la figure 3.4).
Figure 3.4 — Paires (I-image , P-image)
3.3.1 Segmentation par croissance de re´gion a` partir d’un germe (seeded-
region growing)
Chaque image I de la se´quence est segmente´e en re´gions en se basant sur le mouvement
extrait depuis le standard MPEG.
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1. L’algorithme consiste a` chercher un ensemble de 5 blocs et le de´finir comme e´tant le
germe (voir e´tape 1 de l’algorithme). Puis faire croˆıtre le germe en une re´gion en prenant
les blocs environnants qui satisfont certains crite`res. Cette e´tape est re´pe´te´e jusqu’a` ce
qu’il ne reste plus de bloc candidat dans l’image pour former le germe. Nous obtenons
alors un ensemble de re´gions.
2. Les re´gions pre´sentant des caracte´ristiques voisines sont fusionne´es selon des crite`res
d’homoge´ne´isation de vecteurs de mouvement.
Les e´tapes de l’algorithme de segmentation sont de´crites dans la figure 3.5 :
Figure 3.5 — Diagramme de l’algorithme de segmentation
3.3.2 Algorithme
• Etape 1 : choix du germe initial
Le choix du germe est tre`s important pour le reste de la segmentation, il repre´sente un
point de de´part pour le regroupement ulte´rieur. Notons
−−→
MV i, i = 1, 2, · · · , 5 le vecteur
de mouvement pour chaque bloc du germe, ou` 5 repre´sente le nombre de blocs dans
le germe. Le nombre de germes de´pend du type de regroupement utilise´, il existe deux
types de regroupement : un regroupement dans trois directions (germe avec 4 blocs) ou
un regroupement dans quatre directions (germe avec 5 blocs).
Dans le cadre de notre e´tude, le sche´ma base´ sur les 4 directions a donne´ de meilleurs
re´sultats que le regroupement sur 3 directions.
Pour identifier le germe, nous parcourons tout les blocs de l’image (blocs candidats) et
nous calculons la distance entre chaque bloc et ses quatres voisins. L’e´quation suivante
est utilise´e pour localiser le germe dans une image :
Dgerme =
∑
j∈germe
‖−−→MV bloccandidat −
−−→
MV i‖) (3.2)
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−−→
MV bloccandidat repre´sentre le mouvement du bloc candidat pour former le germe, voir la
figure 3.6.
(a) regroupement a` trois direction (b) regroupement a` quatre direction
Figure 3.6 — She´mas de regroupement de blocs en re´gions
De´s lors qu’un bloc candidat est retenu (bloc ayant la distance minimale entre ses
voisins compare´ aux autres blocs candidats), les blocs voisins dans les quatre directions
sont tout d’abord regroupe´s pour former le germe (les blocs en bleu clair sur la figure
3.7).
Figure 3.7 — Sche´ma de regroupement
• Etape 2 : croissance de re´gion
Soit R l’ensemble de vecteurs de mouvement de la re´gion en croissance (au de´part R
= la re´gion germe). Le crite`re de cohe´rence est base´ sur la distance minimale entre les
blocs de R ; il est adapte´ a` chaque e´tape de regroupement.−−→
MV ext est le vecteur de mouvement d’un bloc voisin de R,
−−→
MV Rint est le mouvement
de chaque bloc a` l’inte´rieur de R et
−−→
MV RCentre la moyenne des vecteur du mouvement
des blocs de la re´gion. A chaque e´tape de regroupement
−−→
MV RCentre est calcule´ pour
de´terminer le seuil de regroupement DTH a` cette e´tape (voir 3.3) :
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DTH = E{‖ −−→MV Rint −
−−→
MV RCentre ‖}+Doffset (3.3)
Doffset = min(σ
2
MV , TMax offset) (3.4)
σ2MV repre´sente l’e´cart type du mouvement de blocs dans la re´gion R. TMax offset un
parame`tre repre´sente la variance maximale qu’on peut prendre en compte, obtenue par
apprentissage sur la base de donne´es (cf. chapitre 4, section §4.2.2)
Doffset repre´sente la taille de la re´gion R exprime´ par la variance au sein de la re´gion,
utilise´ lors du regroupement des blocs pour controˆler le regroupement rapide des blocs.
Pour chaque bloc environnant, le regroupement est de´cide´ lorsque la condition suivante
est ve´rifie´e :
Di =
−−→
MV RCentre −
−−→
MV ext 6 DTH (3.5)
• Etape 3 : mise a` jour du mouvement moyen de la re´gion
De`s lors qu’un bloc est assigne´ a` la re´gion, la valeur
−−→
MV Centre est mise a` jour en
calculant a` nouveau la moyenne des vecteurs de mouvement. Cette proce´dure est re´pe´te´e
pour tous les blocs voisins jusqu’a` ce qu’il ne reste plus de blocs satisfaisant le crite`re
de cohe´rence.
• Etape 4 : recherche d’autres re´gions
Quand il n’y a plus de blocs a` regrouper avec la re´gion R. Un autre germe est identifie´
dans l’image et les e´tapes 1 a` 3 sont re´pe´te´es jusqu’a` ce qu’il ne reste plus de germe
dans l’image.
• Etape 5 : fusion finale des re´gions
Les quatre e´tapes pre´ce´dentes permettent de regrouper chaque germe identifie´ en
re´gions. Cette e´tape permet d’affiner ce regroupement en fusionnant les re´gions simi-
laires au sens d’un crite`re bien de´fini.
Entre deux images successives, l’extraction des vecteurs de mouvement est assure´e par
le calcul de la diffe´rence absolue moyenne [8] lors de l’estimation de mouvement dans
MPEG, ce qui entraine des vecteurs de mouvement bruite´s. Ces vecteurs ge´ne`rent des
erreurs importantes lors de la segmentation. Pour les re´duire, nous repre´sentons chaque
re´gions avec le vecteur de mouvement de son centre
−−→
MV RCentre.
Pour toute paire de re´gions voisines, si la distance entre le mouvement des deux centres
est infe´rieure a` Dmin donne´ par la formule (3.6), les deux re´gions seront fusionne´es.
Dmin = min(σMV , TMov region) (3.6)
Dmin est la distance minimale entre les blocs de la re´gion en croissance, et TMov region
un parme`tre obtenu par apprentissage sur la base de vide´os (cf. chapitre 4, section
§4.2.2).
Re´sume´ de l’algorithme
1. Localisation du germe en cherchant la distance minimale moyenne dans 4 direc-
tions pour chaque bloc de l’image, c’est le point de de´part pour le regroupement.
2. En utilisant le seuil de´termine´ dans l’e´tape 2 (voir e´quation 3.3) et le germe bloc
de´termine´ dans l’e´tape 1, nous proce´dons au regroupement des blocs voisins. Apre`s
chaque regroupement, les crite`res sont adapte´s.
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3. On re´pe`te les e´tape 1 a` 3 jusqu’a` ce qu’il ne reste plus de germe dans l’image.
4. On calcule le vecteur me´dian pour chaque re´gion obtenue.
5. On calcule la distance entre chaque paire de re´gions voisines ; si la distance est
infe´rieure au seuil de´termine´ par l’e´quation (3.6), les deux re´gions sont fusionne´es.
La figure suivante donne un exemple de segmentation.
Figure 3.8 — Re´sultats obtenus en utilisant l’algorithme de croissance de re´gions a` partir
d’une re´gion germe pour deux images de la se´quence
Sur la figure 1.8, les blocs de vecteurs de mouvement similaires sont regroupe´s selon les
crite`res d’homoge´ne´ite´ en 3 re´gions (R1, R2, R3).
Apres avoir segmente´ les images constituant la se´quence vide´o, nous nous inte´ressons
ensuite a` la trajectoire des re´gions au long de la vide´o. Pour cela nous avons mis en oeuvre
un algorithme de suivi base´ sur le filtre de Kalman [10], cela dans le but de pre´dire la position
des re´gions qui se ressemblent au long de la se´quence.
3.3.3 Algorithme de suivi (Filtre de Kalman)
L’approche de´veloppe´e dans la partie pre´ce´dente permet d’extraire les re´gions en mouve-
ment tout au long de la se´quence en utilisant uniquement les images I. Pour de´terminer la
trajectoire de chaque re´gion, nous proposons une technique de suivi qui nous permet d’ef-
fectuer des pre´dictions sur la future position de chaque re´gion au sein de la prochaine image
(la prochaine image I dans la se´quence). La technique consiste a` estimer la position du cen-
tre de la re´gion dans l’image suivante, en utilisant un filtre de Kalman de deuxie`nne ordre
(Mode`le a` vitesse constante) en conside´rant que les actes sont a` vitesse constante.
Le filtre de Kalman est un algorithme optimal et re´cursif pour l’estimation des parame`tres
[10]. Graˆce a` un mode`le d’e´volution des parame`tres, cet algorithme calcule des pre´dictions et
ajoute l’information, provenant de mesures, de fac¸on optimale pour produire des estimations a
posteriori des parame`tres. Par rapport a` la contrainte de temps-re´el, des choix simples doivent
eˆtre faits ; chaque re´gion de´tecte´e est associe´e a` un mode`le d’e´volution a` vitesse constante,
ceci conduit a` un vecteur d’e´tat X de 4 composantes :
X = (x, y, vx, vy), avec (x, y) est le centre de la re´gion. (vx, vy) est la vitesse du centre.
Le mode`le d’e´volution a` vitesse constante conduit donc a` la matrice d’e´volution suivante :
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A = At =

1 1 T 0
0 1 0 T
1 0 1 0
0 1 0 1

Les e´quations ge´ne´rales de pre´diction et de filtrage de Kalman sont :
Equation de pre´diction :
Xˆt/t−1 = At−1X˜t−1/t−1 +Bt−1ut−1
Pˆt/t−1 = At−1Pt−1/t−1ATt−1 +Q
Equation de correction (filtrage ou mise a` jour) :
Xˆt/t = Xˆt/t−1 +Gt(st −GtXˆt/t−1)
Gt = Pt/t−1CtT (R+ CtPt/t−1CtT )2
Pt/t = (Id−GtCt)Pt/t−1
Conditions initiales :
X˜0/−1 = X0
P0/−1 = P0 = hId
st : vecteur de mesures ; ut−1 : vecteur de commande ; Xˆt/t−1 : vecteur d’e´tat pre´dit ; X˜t/t :
vecteur d’e´tat estime´ a` posteriori ; X0 : vecteur d’e´tat initial ; At−1 : matrice d’e´volution ;
Bt−1 : matrice de commande ; Ct : matrice d’observation des mesures ; Gt : matrice de gain
de kalman ; Pt/t−1 : matrice de covariance pre´dite ; Pt/t : matrice de covariance estime´e a`
posteriori ; P0 : matrice de covariance initiale ; Q : matrice du bruit de mode`le ; R : matrice
de bruit d’observation ; Id : matrice d’identite´ ;
Voici les simplifications de notation qui de´coulent de notre mode´lisation ainsi que les
hypothe`ses concernant certaines donne´es.
Notre syste`me de suivi de re´gions :
1. Il n’y a pas de vecteur de commande, soit ∀t ut = 0
2. Nous observons a` chaque instant t la position de la re´gion, donc st = [xt, yt] est le vecteur
de mesure et Ct est la matrice d’observation.
Ct =

1 0
0 1
0 0
0 0

3. Les mesures sont inde´pendantes et il n’y a que peu de bruit sur les mesures. Par
conse´quent, la matrice de bruit d’observation des mesures R est repre´sente´e par la ma-
trice identite´.
4. La matrice de bruit du mode`le a e´te´ choisie diagonale et e´gale a` la matrice identite´.
5. Concernant les conditions initiales, le vecteur d’e´tat initial X0 est de´fini par les premie`res
mesures ; la matrice de covariance initiale P0 a e´te´ choisie diagonale et e´gale a` la matrice
identite´ (P0 = Id).
Ci-dessous les e´quations de pre´diction et de filtrage de Kalman applique´es a` notre
mode´lisation, et simplifie´es graˆce aux hypothe`ses et aux choix pre´ce´demment de´crits.
Elles sont pre´sente´es dans l’ordre ou` elles sont calcule´es, pour l’instant t.
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Equation de filtrage :
Xˆt/t−1 = AX˜t−1/t−1
Pˆt/t−1 = At−1Pt−1/t−1ATt−1 +Q
Equation de correction :
Gt = Pt/t−1CtT (R+ CtPt/t−1CtT )−1
Pt/t = (Id−GtCt)Pt/t−1
Xˆt/t = Xˆt/t−1 +Gt(st − CtXˆt/t−1)
Les mesures e´tant disponibles uniquement lors du traitement de l’image courante, a`
l’instant t, nous commenc¸ons par estimer les variables en combinant les pre´dictions
faites lors du traitement de l’image pre´ce´dente a` l’instant t-1, et les mesures provenant
de l’image courante (obtenue par segmentation), a` l’instant t (voir la figure 3.9).
En prenant la re´gion R2 pour exemple, a` l’instant t-1 nous avons le centre et la vitesse ;
une pre´diction par le filtre de Kalman nous ame`ne a` un CR2pre´dit. Pour de´terminer
son correspondant dans l’image courante, nous calculons la distance minimale (distance
euclidienne : d1, d2 et d3) par rapport au re´gions existantes (voir la figure 3.9). Ensuite,
nous l’assignons a` celle la plus proche, c’est ainsi que nous proce´dons pour suivre les
re´gions.
Figure 3.9 — Exemple de suivie de re´gions entre deux images de la se´quence
Remarque : si la re´gion disparait pendant le suivi, le filtre de Kalman associe la dernie`re
apparition de la re´gion a` la re´gion la plus proche dans l’image suivante. Le filtre de kalman
est mis a` jour pour suivre cette re´gion.
Pour construire la signature, nous utilisons la trajectoire de chaque re´gion. Cette trajec-
toire est caracte´rise´e par le centre de chaque re´gion (centre repre´sente´ par le germe (point de
de´part localise´ lors de la segmentation et utilise´ pour la pre´diction de la re´gion) (voir §3.3.1)),
la vitesse du centre de la re´gion ainsi que sa direction calcule´e par (§3.2).
Pour limiter les temps de calcul, seuls( les K re´gions les plus importantes en terme d’aire
(typiquement K = 5) sont utilise´es pour extraire la signature.
Notre vecteur descripteur a la forme suivante :
SignatureV ide´o =< Centrei,k, V itessei,k, Directionik > Ou` i repre´sente l’indice du l’im-
age I et k l’indice de la re´gion : 1 ≤ k ≤ K.
Dans ce paragraphe, nous avons propose´ une solution pour ame´liorer la repre´sentation de
la vide´o en ne conside´rant que les images I de la se´quence. Nous retiendrons en particulier
l’ame´lioration des temps de calcul (cf. chapitre 4). Toutefois, cette solution se traduit par
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Figure 3.10 — Etapes de la caracte´risation de la vide´o
une perte d’une partie de l’information situe´e entre deux image I par rapport a` la me´thode
du (§3.2) ou` nous utilisons toutes les images de la se´quence. Les performances de retrouvaille
sont moins bonnes comme nous le verrons au chapitre 4. Pour reme´dier a` ce proble`me,
nous proposons dans le paragraphe suivant un compromis entre le temps de calcul et une
repre´sentation plus comple`te de la vide´o.
3.4 Signatures base´es sur le suivi des re´gions homoge`nes dans
des GOPs se´lectionne´s
Afin de re´duire la perte d’information engendre´e par la me´thode pre´ce´dente, nous pro-
posons dans cette approche, une solution base´e sur le suivi des re´gions dans un re´sume´ de la
vide´o. Nous re´alisons ce re´sume´ en se´lectionnant des GOPs (Group of pictures, cf. chapitre
2). Comme nous l’avons de´ja pre´sente´ dans la partie pre´ce´dente, une image I est produite a`
chaque GOP (15 images) et elle constitue l’information principale du GOP. Pour construire le
re´sume´ de la vide´o, nous avons de´veloppe´ un algorithme de se´lection de GOP, qui diffe´rencie
les GOPs correspondant a` des actions plus inte´ressantes, des GOPs sans action. Pour ce faire,
nous avons de´veloppe´ tout d’abord un algorithme de comparaison entre images I. Il va nous
permettre ensuite de faire la se´lection des GOPs les plus pertinents et finalement d’obtenir
le re´sume´ de la vide´o qui nous servira pour construire la signature.
3.4.1 Mesure de similitude entre deux images I
Pour comparer deux images I, nous utilisons les histogrammes HSV.
Les images I sont extraites a` intervalles re´guliers : chaque GOP est limite´ par deux images
I, nous avons donc une image I a` chaque GOP (15 images). Un exemple des images I extraites
dans un intervalle de 15 images d’une se´quence vide´o est donne´ dans la figure 3.11 :
Nous comparons deux images I, I1 et I2, par la me´thode suivante :
– Etape 1 : pour avoir plus de pre´cision lors de la comparaison, I1 et I2 sont de´compose´es
en macroblocs de taille L× L blocs.
– Etape 2 : pour chaque image I, m macroblocs sont se´lectionne´s ale´atoirement, 1 6
m 6 n. n repre´sente le nombre total de macroblocs de l’image I. Ce sont les meˆmes
macroblocs qui sont pris dans les deux images a` comparer.
– Etape 3 : pour chaque macrobloc se´lectionne´, l’histogramme HSV des pixels est calcule´.
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Figure 3.11 — Image I extraites dans un intervalle de 15 images d’une se´quence vide´o
– Etape 4 : la distance entre deux macroblocs aux meˆmes positions dans les images I1 et
I2, est la distance entre leurs histogrammes HSV. La distance entre histogrammes HSV
est calcule´e en utilisant la distance d’intersection d’histogramme [12] (formule 3.7) :
D(HSVmacroblocI1, HSVmacroblocI2) =
L∑
i=1
min[HSVmacroblocI1(i), HSVmacroblocI2] (3.7)
Avec HSVmacroblocI1 qui repre´sente l’histogramme HSV d’un macrobloc appartenant a`
I1.
– Etape 5 : deux macroblocs sont de´clare´s similaires si la distance mesure´e est infe´rieure a`
un seuil TMacrobloc, obtenu par apprentissage sur la base de vide´o (cf. chapitre 4, section
§4.2.2).
– Etape 6 : deux images I1 et I2 sont conside´re´es similaires si le nombre de macroblocs
similaires est supe´rieur a` la moite´ des macrobloc compare´s.
La figure 3.12 pre´sente l’application de l’algorithme sur les images I pre´sente´es dans la
figure 3.11.
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Figure 3.12 — Images I se´lectionne´es parmis les images pre´sente´es dans 3.11
3.4.2 Se´lection de GOPs base´e sur la similitude entre deux images I
L’e´tape de la se´lection des GOPs est motive´e par le besoin de ge´ne´rer un re´sume´ de la
vide´o efficace pour la construction de la signature. Cette e´tape permet d’avoir une description
de la vide´o en ne gardant que les passages inte´ressants dans la se´quence.
La construction du re´sume´ commence par la se´lection du premier GOP de la se´quence
suite a` la se´lection de la premie`re image I. Pour le reste de la vide´o, la variation entre les
images I conse´cutives est utilise´e (§3.4.1). Les images I conse´cutives sont compare´es, le re´sume´
est constitue´ de la se´lection de GOPs entre deux images I non similaires, conse´cutives dans
le temps : elles correspondent a priori a` un changement de plan, de sce`ne, a` une action,
modification dans le contenu visuel de la vide´o. Le sche´ma de se´lection de GOPs utilise´ pour
construire le re´sume´ de la se´quence est donne´e dans la figure 3.13.
Comme nous le constatons sur la figure 3.12, le nombre d’images est re´duit en utilisant
uniquement les images. Ce nombre est encore re´duit en utilisant la similarite´ et la se´lection
des images I ou` seuls les passages d’inte´re`t dans la se´quence (nouvelles informations) sont
garde´s. Le but est de construire un re´sume´ qui permette une caracte´risation de la vide´o rapide
et efficace.
Dans la figure 3.13, les images I1 et I2 sont similaires (pas de changement detecte´), donc
le GOP2 ne fera pas partie du re´sume´. Tandis que, si I1 et I3 ne sont pas similaires, le re´sume´
est alors constitue´ des deux GOPs (GOP1 et GOP3).
Pour construire la signature de la vide´o, nous avons garde´ la me´thode de´veloppe´e au
(§3.3). Afin de faciliter les calculs et conside´rer que les informations importantes, seules les
K re´gions les plus grandes en terme d’aires sont utilise´es pour extraire la signature.
Notre vecteur descripteur reste donc identique, mais en conside´rant les images des GOPs
se´lectionne´s.
SignatureRe´sume´−V ide´o =< Centrei,k, V itessei,k, Directionik > Ou` i repre´sente l’indice
des images dans les gops se´le´ctionne´s et k l’indice de la re´gion : 1 ≤ k ≤ K.
68
CHAPITRE 3. INDEXATION ET RECHERCHE DE VIDEO DANS LE DOMAINE
COMPRESSE´ : ME´THODES DE´VELOPPE´ES
Figure 3.13 — She´ma de construction du re´sume´ de la se´quence
3.5 Caracte´risation de l’information de re´sidu
Nos re´sultats (cf. chapitre 4) montrent que l’information de mouvement est pertinente
pour caracte´riser nos vide´os. Mais d’autres informations sont pre´sentes dans le flux MPEG4,
ne´cessaires aussi pour de´compresser les vide´os, et donc tout aussi porteuses d’informations : il
s’agit des informations lie´es aux valeurs des points dans l’image (niveaux de couleur/niveaux
de gris). Cette information se retrouve en partie dans les re´sidus qui sont calcule´s dans la
norme. Le re´sidu du bloc courant, appele´ aussi erreur de pre´diction, est la diffe´rence entre la
valeur du bloc pre´dit et celle du bloc courant (cf. chapitre 2).
Nous allons utiliser cette information pour enrichir nos signatures base´es sur l’analyse
du mouvement. L’ide´e est de mode´liser la distribution des coefficients de re´sidus par une loi
statistique, dont nous pourrons utiliser les parame`tres comme parame`tres supple´mentaires
dans nos signatures. De nombreux mode`les statistiques ont e´te´ propose´s pour mode´liser cette
information de re´sidu. Pao et al proposent d’utiliser un mode`le Laplacien [13], mais Wang et
al ont de´montre´ que les dernie`res avance´es dans le domaine de l’estimation de mouvement
(MPEG4) produisaient un re´sidu proche d’un bruit gaussien ale´atoire. L’utilisation d’une
mode´lisation par une gaussienne ge´ne´ralise´e semble donc eˆtre la plus approprie´e.
3.5.1 Loi gaussienne ge´ne´ralise´e
La loi gaussienne ge´ne´ralise´e est une loi centre´e qui de´rive de la loi normale. La loi normale
centre´e, n’e´tant de´finie que par un parame`tre, ne suffit pas a` repre´senter pre´cise´ment la
distribution. Par contre la loi gaussienne ge´ne´ralise´e est parame´tre´e par deux valeurs :
– α : le parame`tre d’e´chelle, qui correspond a` l’e´cart-type dans le cas d’une loi gaussienne
classique.
– β : le parame`tre de forme, qui est inversement proportionnel au taux de de´croissance
du pic (il vaut 2 dans le cas d’une gaussienne)
L’expression de sa densite´ est la suivante (e´quation 3.8) :
p(x;α, β) =
β
2αΓ( 1β )
e
−
( |x|
α
)β
(3.8)
ou` Γ(z) =
∫∞
0 e
−ttz−1dt, z > 0 est la fonction gamma. Une me´thode pour obtenir une
approximation de la fonction Γ avec une pre´cision de 2 × 10−10 ∀z > 0 est donne´e dans
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Numerical Recipes in C [14]. Des exemples de densite´s de lois gaussiennes ge´ne´ralise´es sont
donne´es figure 3.14.
Figure 3.14 — Exemples de densite´s de lois gaussiennes ge´ne´ralise´es (diffe´rentes valeurs
pour β / α = 1)
3.5.2 Estimation des parame`tres par maximum de vraisemblance
Nous cherchons a` calculer un estimateur du maximum de vraisemblance pour cette
distribution : soit x= (x1, ..., xL) le vecteur des coefficients de re´sidu pour une image donne´e
ou` L est le nombre de macrobloc. Nous supposons les donne´es xi inde´pendantes. Alors
Varanasi et Aazhang [15] ont montre´ que l’estimateur du maximum de vraisemblance (αˆ, βˆ)
est donne´ par le syste`me d’e´quation suivant :
αˆ =
(
βˆ
L
L∑
i=1
|xi|βˆ
) 1
βˆ
(3.9)
1 +
z( 1
βˆ
)
βˆ
−
L∑
i=1
|xi|βˆ log |xi|
L∑
i=1
|xi|βˆ
+
log
(
βˆ
L
L∑
i=1
|xi|βˆ
)
βˆ
= 0 (3.10)
ou` la fonction digamma z est de´finie par z(z) = Γ
′(z)
Γ(z) . La valeur de βˆ doit donc
d’abord eˆtre retrouve´e par un algorithme de recherche de racines. L’algorithme ite´ratif de
Newton-Raphson [16] converge efficacement vers l’unique solution, a` condition d’eˆtre bien
initialise´. Pour de´terminer une solution initiale, Do et Vetterli [17] proposent une me´thode
qui permet de faire converger Newton-Raphson en typiquement 3 ite´rations avec une
pre´cision de 10−6. Cette me´thode consiste a` faire correspondre l’e´cart type et la moyenne,
nomme´s moments de re´sidu de l’image (m1 et m2), avec ceux de la gaussienne ge´ne´ralise´e
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recherche´e. Do a montre´ que le rapport entre la moyenne et l’e´cart-type d’une gaussienne
ge´ne´ralise´e est une fonction monotone FM de β, de´finie par l’e´quation 3.11 [17] :
FM (β) =
Γ( 2β )√
Γ( 1β )Γ(
3
β )
(3.11)
Une estimation initiale β¯ pour β est donc donne´e par l’e´quation 3.12 :
β¯ = F−1M
(
m1√
m2
)
(3.12)
L’algorithme de Newton-Raphson peut eˆtre utilise´ pour la recherche de la racine de la
fonction monotone suivante :
x 7→ FM (x)− m1√
m2
(3.13)
3.5.3 Algorithme de Newton-Raphson et algorithme de Newton-Raphson
robuste
Pour calculer les racines d’une fonction f par la me´thode de Newton-Raphson, il faut
connaˆıtre une expression de la de´rive´e f ′ de f . Le principe de l’algorithme est le suivant :
(i) une solution initiale x0 est fournie
(ii) tant que
f(xk)
f ′(xk)
> ε : xk+1 = xk − f(xk)
f ′(xk)
La de´rive´e du premier membre de l’e´quation 3.10, pour le calcul de βˆ est donne´e par [17].
Elle fait intervenir la fonction trigamma z′, de´rive´e de la fonction z. Des approximations
efficaces de ces deux fonctions sont e´galement disponibles.
La de´rive´e de l’e´quation 3.13, pour le calcul de β¯ est de´termine´e de la manie`re suivante :
– Soit lFM (β) = logFM (β) ; lFM (β) est de´fini par l’e´quation 3.14.
lFM (β) = log(Γ(
2
β
))−
log(Γ( 1β )) + log(Γ(
3
β ))
2
(3.14)
– Soit dlFM la de´rive´e de lFM par rapport a β. dlFM est de´termine´e par l’e´quation 3.15.
dlFM (β) =
1
2 ×z( 1β ) + 32 ×z( 3β )− 2×z( 2β )
β2
(3.15)
– Finalement, la de´rive´e de FM (β), dFM (β), s’obtient par l’e´quation 3.16.
dFM (β) = FM (β)× dlFM (β) (3.16)
Dans le cas d’images me´dicales, nous constatons que pour certaines images l’algorithme
de Newton-Raphson peut diverger. Cela se produit lorsque le rapport f(xk)f ′(xk) (point (ii) de
l’algorithme) est trop important. Il se peut alors qu’apre`s mise a` jour, xk+1 soit ne´gatif ou
proche de 0, apre`s quoi l’algorithme diverge. Ceci nous a conduit a` proposer une modification
de l’algorithme initial de Newton-Raphson pour le rendre robuste [18].
Nous couplons l’algorithme de Newton-Raphson a` un algorithme de bissection (qui con-
verge moins rapidement, mais est assure´ de converger). Le principe de la me´thode de bissection
est le suivant :
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1. on recherche dans un premier temps a et b > a tels que f(a)f(b) < 0 ; cette premie`re
e´tape consiste donc a` encadrer la solution cherche´e,
2. on choisit un point c entre a et b, typiquement c = a+b2 , puis on calcule f(c),
3. si f(a)f(c) < 0 la solution est entre a et c, sinon elle est entre c et b,
4. l’intervalle [a, b] est donc remplace´ par [a, c] ou [c, b] suivant le cas et le processus est
ite´re´ jusqu’a` convergence.
A chaque ite´ration, nous de´cidons s’il faut appliquer une e´tape de l’algorithme de bissection
ou une e´tape de l’algorithme de Newton-Raphson, ces deux me´thodes faisant bien suˆr e´voluer
le meˆme point. Le choix entre ces deux e´tapes se fait en fonction de | f(xk)
f ′(xk)
|. Si | f(xk)
f ′(xk)
| < ,
 > 0 et  << (b − a), nous effectuons une e´tape de l’algorithme de bissection, sinon nous
effectuons une e´tape de l’algorithme de Newton-Raphson (nous avons choisi  = 10−6). De
meˆme, si xk − f(xk)
f ′(xk)
est en dehors de l’intervalle [a; b], alors xk+1 est de´termine´ par une
e´tape de l’algorithme de bissection.
Il faut de´finir un nouveau crite`re d’arreˆt pour l’algorithme hybride, un crite`re qui soit
calculable pour les deux me´thodes. Le crite`re suivant a e´te´ utilise´ : xcourant−xprecedent < seuil.
Pour la me´thode de bissection cette diffe´rence vaut c = b−a2 , pour la me´thode de Newton-
Raphson il vaut f(x)f ′(x) . L’intervalle initial pour la bissection est [;C]. Nous avons choisi C = 5,
qui n’est jamais atteint. En effet, la valeur de β est ge´ne´ralement comprise entre 0 et 2 (la
forme des distributions est proche d’un Laplacien).
3.5.4 Adaptation aux re´sidus des vide´os compresse´es e´tudie´es
Une approximation par gaussienne ge´ne´ralise´e des re´sidus extraits des vide´os que nous
utilisons, semble convenir. Les parame`tres de la gaussienne ge´ne´ralise´e sont recherche´s en
utilisant la me´thode pre´sente´e ci-dessus (voir §3.5.2). Pour montrer l’ade´quation de la gaussi-
enne ge´ne´ralise´e a` la distribution des coefficients de re´sidus, nous avons superpose´ les his-
togrammes des coefficients des re´sidus avec les densite´s des gaussiennes ge´ne´ralise´es d’une
vide´o de chirurgie de la re´tine.
Dans la figure 3.15, le peu de donne´es de re´sidu par image (une valeur par bloc) nous
impose d’avoir un faible nombre de classes.
3.6 Combinaison des signatures
Afin de produire des signatures efficaces et plus riches en terme d’information que celles
obtenues a` partir de l’information de mouvement, nous avons donc combine´ chacune des
signatures expose´es pre´ce´demment (§3.2, §3.3, §3.4) avec l’information de re´sidu caracte´rise´e
par les deux parame`tres α et β. La figure 3.16 illuste cette combination :
Nos vecteurs descripteurs suivant les 3 me´thodes peuvent eˆtre e´crits de la manie`re suiv-
ante :
Me´thode 1 (§3.2) :
SignatureV ide´o =< Directioni, Anglei, Intensite´i, αi, βi > . (3.17)
Ou` 1 ≤ i ≤ N repre´sente le nombre d’images de la se´quence.
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Figure 3.15 — Mode´lisation de l’histogramme des coefficients de re´sidu par une gaussienne
ge´ne´ralise´e (ses parametre α = 486.385 et β = 1.95)
Figure 3.16 — Etape de construction des signatures
Me´thode 2 (§3.3) :
SignatureV ide´o =< Centrei,k, V itessei,k, Directionik, αik, βik > (3.18)
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Ou` i repre´sente l’indice de l’image I et k l’indice de la re´gion : 1 ≤ k ≤ K.
Me´thode 3 (§3.4) :
SignatureRe´sume´−V ide´o =< Centrei,k, V itessei,k, Directionik, αik, βik > (3.19)
Ou` i repre´sente l’indice de l’image I dans les GOPs se´lectionne´s et k l’indice de la re´gion :
1 ≤ k ≤ K.
3.7 Mesures de distance entre deux signatures : de´finition
ge´ne´rale
Nous devons comparer des se´quences vide´os chirurgicales, qui n’ont pas force´ment les
meˆmes dure´es pour des chirurgies identiques, que ce soit globalement, ou dans les diffe´rentes
phases des chirurgies. Notons que cette remarque peut aussi s’appliquer a` des se´quences
d’examens vide´oendoscopiques par exemple.
La nature spatio-temporelle des vide´os ne´cessite donc de spe´cifier une mesure qui tienne
compte des proprie´te´s a` la fois spatiales et temporelles de la se´quence d’images. Une me´thode
commune´ment utilise´e pour comparer deux se´quences nume´riques est de chercher l’ensemble
des de´formations de couˆt minimal ne´cessaires a` l’alignement d’une se´quence sur l’autre. Les
de´formations locales autorise´es (ou ope´rations d’e´dition) sont l’insertion ou la suppression
d’un e´le´ment dans une se´quence et le remplacement d’un e´le´ment d’une se´quence par un autre.
Celles-ci de´finissent un mode`le de de´formations locales et nous verrons plus loin comment ces
principes sont mis en oeuvre pour notre cadre applicatif spe´cifique.
Trois types de signatures sont propose´es. Dans la premie`re nous cherchons a` caracte´riser
la vide´o dans sa globalite´ : chaque vide´o est repre´sente´e par un vecteur de 5 dimensions
(direction, angle et intensite´, parame`tre d’e´chelle (α), parame`tre de forme (β)). Pour cette
signature, la mesure de similitude entre deux se´quences est calcule´e en utilisant la distance
FDTW (Fast dynamique Time Warping) que nous pre´sentons dans la section §3.7.2. Les
deux autre me´thodes e´tant base´es sur la trajectoire des re´gions dominantes, chaque vide´o
est repre´sente´e par un vecteur de signature de 7 dimensions (position des re´gions, vitesses,
angles des vitesses, parame`tres d’e´chelle (α), parame`tre de forme (β))). La distance entre
deux vide´os est alors calcule´e en utilisant une nouvelle me´thode, appele´e EFDTW (Extended
Fast Dynamic Time Warping) qui repre´sente une extension de la FDTW dans le domaine
multidimentionnel, ou` chaque dimension est repre´sente´e par la trajectoire de l’une des re´gions
localise´es (§3.8.2).
Nous pre´sentons dans un premier temps l’algorithme classique, appele´ alignement dy-
namique temporel, ou Dynamic Time Warping (DTW), qui permet d’obtenir efficacement
l’ensemble de de´formations de couˆt minimal. Cet algorithme est a` l’origine de l’algorithme
rapide FDTW que nous utilisons. En (§3.7.3) nous pre´sentons la distance EMD (Earth
Mover’s Distance) qui nous a conduit a` la distance EFDTW, en la combinant avec l’al-
gorithme FDTW.
3.7.1 DTW (Dynamic Time Warping)
Sakoe et Chiba [19] posent le proble`me du calcul de l’ensemble de de´formations de couˆt
minimal entre deux se´quences en terme de mesure de la dissimilarite´ entre les se´quences
conside´re´es.
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Soient Q et C deux se´quences de tailles respectives (m, l) dont on souhaite connaˆıtre la
similarite´ :
Q = q1, q2, ..., qm, C = c1, c2, ..., cl (3.20)
On commence par construire une matrice S de correspondance entre les deux se´quences,
de taille m× l que l’on de´finit comme :
Si,j = d(qi, cj), ∀(i, j) ∈ [1;m]× [1; l] (3.21)
Ou` d repre´sente la distance euclidienne.
On de´finit un chemin w, de taille K, comme une suite de paires w(i, j) ∈ Si,j avec (i, j) ∈
[1;m]× [1; l], e´le´ments de S ve´rifiant les contraintes aux bords :
w(1) = S(1, 1), w(K) = S(m, l). (3.22)
Le chemin W conside´re´ doit ve´rifier les proprie´te´s suivantes :
Continuite´ : Si wk(i, j) et (wk−1(i′, j′)), alors (|i− i′| ≤ 1) et (|j − j′| ≤ 1)) (3.23)
Monotonie : Si wk(i, j) et (wk−1(i′, j′)) alors (|i−i′| ≥ 0) et (|j−j′| ≥ 0)) et |i−i′|+ |j−j′| 6= 0
(3.24)
On appelle transition un ensemble de deux paires d’indices conse´cutifs au sein d’un
chemin. On peut noter que la proprie´te´s de continuite´ ci-dessus e´nonce´e limite les chemins ac-
ceptables a` n’utiliser que des transitions horizontales (note´es (1, 0)), verticales (note´es (0, 1))
et diagonales (note´es (1, 1)).
Il en de´coule la formule de re´currence suivante :
∀(i, j) ∈ [1;m]× [1; l],Γi,j = min

S(i− 1, j)
S(i− 1, j − 1)
S(i, j + 1)
(3.25)
ou` Γi,j repre´sente la distance cumule´e calcule´e en utilisant la matrice S constitue´e de ses
i premie`res lignes et j premie`res colonnes ou, en d’autres termes, le couˆt de l’alignement des
se´quences q1, ..., qi et c1, ..., cj .
Pour calculer la distance DTW entre les deux se´quences, le chemin w est calcule´ de la
manie`re suivante :
1. w(1) = Γ(1, 1) et w(k) = Γ(m, l).
2. Pour chaque e´le´ment w(i, j) de la matrice Γ, le choix des pre´de´cesseurs est limite´ a`
(w(i− 1, j), w(i, j − 1), w(i− 1, j − 1)).
3. Le chemin est de´termine´ en allant de w(m, l) vers w(1, 1).
4. La distance minimale entre les deux se´quences est donne´e par la somme des e´le´ments du
chemin w.
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Nous donnons ci-dessous la distance DTW pour les deux se´quences VA et VB, caracte´rise´es
par les valeurs dans 3.17, ou` chacune des images de la se´quence est repre´sente´e par une valeur.
Le chemin est donne´ dans la figure 3.18 :
Figure 3.17 — Sche´ma illustrant l’alignement des deux se´quences
La distance DTW est de 0+1+1+2+2+2+2+3 = 13.
Figure 3.18 — Tableau de distances cumule´es
Pour e´viter de calculer plusieurs fois chaque terme d’indice (i, j), et avoir la distance en
meˆme temps que le calcul de la matrice cumule´e Γ, Sakoe et Chiba [19] proposent d’utiliser
la programmation dynamique et ce que nous avons utilise´ pour calculer la distance DTW.
L’algorithme consiste a` calculer d’une fac¸on re´cursive la distance cumule´e minimum pour
chaque point (i,j) en tenant compte des contraintes cite´es ci-dessus.
algorithme de la distance DTW Algorithme de calcul de la distance DTW. Il
de´termine le chemin optimal et son couˆt, pour la matrice S de similarite´ entre les se´quences
conside´re´es.
Entre´es : S[1..m][1..l]
float Γ[0..m][0..l]
int i, j
Γ[0][0]← 0
Γ[0][1..l]← +∞
Γ[1..m][0]← +∞
pour i = 1 a` m faire
pour j = 1 a` l faire
Γ[i][j]← S[i][j] +min(Γ[i− 1][j],Γ[i][j − 1],Γ[i− 1][j − 1])
fin pour
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fin pour
renvoi Γ[m][l]
Cet algorithme a une complexite´ temporelle en O(m× l) et une complexite´ spatiale en O
(m × l). Cette dernie`re peut toutefois aise´ment eˆtre re´duite a` O(l) car il suffit, lorsque l’on
traite la ligne d’indice i, de stocker les lignes d’indices i-1 et i de la matrice Γ, les pre´ce´dentes
n’e´tant plus utiles. De la meˆme manie`re, si l’on a m  l, il sera judicieux de remplir la
matrice Γ colonne par colonne et limiter la complexite´ spatiale a` O(m).
Nous avons utilise´ cette me´thode pour mesurer la distance entre deux se´quences. Une
telle proce´dure de recherche directe serait tre`s lente (voir re´sultats, cf. chapitre 4) a` cause
des nombreuses possibilite´s de recherche de chemin optimal, surtout lorsqu’on travaille avec
de longues se´quences. Pour pallier ce proble`me, nous avons utilise´ une version modifie´e de la
DTW appele´e Fast DTW (FDTW) pour l’alignement dynamique.
3.7.2 FDTW (Fast Dynamic Times Warping)
Le principe est ici de diminuer la complexite´ du calcul de la DTW par une me´thode de
recherche de chemin optimal entre les se´quences plus efficace. Dans cet algorithme, on de´finit
une enveloppe qui sert a` limiter la recherche. Sakoe et Chiba [19] utilisent une enveloppe sous
forme de bande. Cette ide´e a ensuite e´te´ ame´liore´e par Keogh et Ratanamahatana [20] en
appliquant une contrainte globale au calcul de la DTW : ils imposent a` la bande de rester
e´troite, de largeur 2r + 1 autour de la diagonale (voir la figure 3.19). Le parame`tre r de´pend
de la longeur de C, r = 0.1|C| , illustre´ dans [21].
Cette contrainte e´quivaut a` ne chercher le chemin dans la matrice Γ que pour les termes
d’indices (i, j) tels que :
{qj , |i− j| ∈ [0, R]} (3.26)
Afin de calculer la distance FDTW, les minima et maxima (enveloppe forme´e par U et
L) de la se´quence requeˆte Q sont construits (voir formule 3.27 et 3.28). C’est l’ensemble des
e´le´ments de Q susceptibles d’eˆtre mis en correspondance avec ci.
U : ∀i ∈ [1;m];ui = max{Qi−r, Qi+r} (3.27)
L : ∀i ∈ [1;m]; li = min{Qi−r, Qi+r} (3.28)
i− r, i+ r repre´sentent la bande.
On voit notamment ici l’inte´reˆt de se restreindre a` une bande autour de la diagonale pour
DLBKeogh qui offre ainsi une mesure pre´cise et plus rapide. Cette figure est inspire´e de [20].
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Figure 3.19 — Alignement dynamique et chemins. Deux exemples de chemins pour l’aligne-
ment dynamique : le premier (a) correspond aux contraintes classiques telles qu’e´nonce´es par
l’e´quation 1.28, le deuxie`me (b) correspond a` un chemin contraint globalement par une bande
de Sakoe-Chiba de largeur r = 1.
Pour mieux comprendre l’utilite´ de cette bande, nous expliquons le principe dans la figure
3.20 :
Figure 3.20 — Principe intuitif du calcul de la FTDW
Le principe de la FTDW est base´ sur l’observation suivante : apre`s le calcul de la bande par
les deux formules donne´es ci-dessus, tout e´le´ment au-dessus du minimum des deux maxima
des deux se´quences devrait contribuer au calcul de la distance. Par exemple, les deux e´le´ment
c1 et c2 sur la figure sont supe´rieurs a` la valeur minimale des deux maximas (Minmax), donc ils
doivent contribuer au calcul de la distance. En fonction de la proprie´te´ de continuite´ du trajet
de de´formation, ces e´le´ments doivent eˆtre mis en correspondance avec au moins un e´le´ment
de Q et bien e´videmment avec celui qui a la distance minimale. Ceci nous e´vite d’aligner les
points de C avec d’autres points (e´viter le balayage de toute la matrice de distance comme
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c’est le cas pour la DTW (voir les deux manie`res de recherche du chemin optimal dans la
figure 3.19). La meˆme observation pour les e´le´ments au-dessus du minimum des deux minimas
(Minmin dans la figure 3.20)
Pour pouvoir comparer les se´quences C, U et L, celles-ci doivent eˆtre de meˆme taille. Pour
rendre cela possible, les auteurs proposent de re´-e´chantillonner la se´quence C. Ainsi, dans la
suite de cette partie, la se´quence C sera suppose´e de longueur m. Il faut toutefois noter que
les bornes infe´rieures propose´es par la suite minorent la DTW calcule´e, non pas entre les
se´quences Q et C, mais entre la se´quence Q et la version de la se´quence C re´-e´chantillonne´e.
La distance DLBKeogh est calcule´e en approchant l’une des deux se´quences, ici Q, par son
enveloppe. Le principe est d’estimer la similarite´ entre les deux se´quences par la somme des
distances au carre´ entre chacun des e´le´ments de C et le plus proche point dans l’intervalle
[li ; ui] (voir la figure 3.19).
On de´finit alors :
DLBKeogh =
n∑
i=1

(ci − ui)2 si ci > ui
(ci − li)2 si ci < li
0 sinon
Keogh et Ratanamahatana montrent dans [20] que DLBKeogh(Q,C) ≤ DTW (Q,C).
Sur la figure 3.21, la requeˆte est dessine´e en trait fin et la se´quence de la base a` laquelle elle
est compare´e en trait gras. l’aire colore´e en gris correspond a` la mesure relative a` la borne
infe´rieure conside´re´e. La contrainte globale conside´re´e est une bande de Sakoe-Chiba [19],
menant a` une enveloppe de largeur fixe 2r + 1 telle qu’indique´e :
Figure 3.21 — Enveloppe pour la DTW : la borne supe´rieure et infe´rieure pour la se´quence
requeˆte
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3.7.3 Earth Mover’s Distance (EMD)
Nous pre´sentons dans ce paragraphe, d’une manie`re ge´ne´rale, la distance EMD entre deux
se´quences d’images Q et C. Nous verrons l’utilite´ de l’EMD dans la section (§3.8.2).
L’EMD (Earth Mover’s Distance) est la quantite´ minimale de travail ne´cessaire pour
changer une se´quence en une autre se´quence. Soient deux se´quences a` comparer Q et C,
repre´sente´es par les vecteurs Q = qi et C = cj , 1 ≤ i ≤ m et 1 ≤ j ≤ l. Selon [22], la
premie`re e´tape consiste a` trouver l’ensemble des portions de contenu fi,j de la distribution a`
transporter de la composante i vers la composante j qui minimise le couˆt (travail) suivant :
EMD(Q,C) =
∑m
i=1
∑l
j=1 fi,jD∑m
i=1
∑l
j=1 fi,j
(3.29)
Ou` D repre´sente la matrice de distance entre Q et C et fi,j ≥ 0 les de´placements entre Q
et C minimisant les equations suivantes :
m∑
i=1
fi,j ≤WQi ,
l∑
j=1
fi,j ≤WCj (3.30)
m∑
i=1
l∑
j=1
fi,j = min(
l∑
i=1
WQi ,
m∑
j=1
WCj ) (3.31)
Ou` WQi et WCj repre´sentent les points associe´s a` chaque composants des deux se´quences.
Puisque nous avons de´ja optimiser les distances avec les algorithmes ge´ne´tiques (voir §3.9,
e´quation (3.46)), donc nous avons fixe´ les points a` la valeur 1 : WQi = 1 et WCj = 1.
3.8 Mesures de distance entre deux signatures : adaptation
aux signatures pre´sente´es
3.8.1 Mesures de distance entre signatures base´es sur l’intensite´ et l’ori-
entation de mouvement
Pour comparer deux vide´os, nous comparons leurs signatures pre´sente´es dans (§3.6). Pour
cela, nous devons e´tablir une mesure de distance entre elles. Nous avons utilise´ la DTW
(Dynamic time warping) dans un premier temps. Conside´rons deux vide´os Q et C, Q = {qi}
et C = {cj} 1 ≤ i ≤ m et 1 ≤ j ≤ l. Chaque se´quence est repre´sente´e par son vecteur
caracte´ristique VQ = {VQi}, 1 ≤ i ≤ m, and VC = {VCj}, 1 ≤ j ≤ l avec :
VQi = {VQi,v} 1 ≤ v ≤ 5 (3.32)
VCj = {VCj,v} 1 ≤ v ≤ 5 (3.33)
Ou` 1 ≤ v ≤ 5, repre´sente les cinq composantes de la signature (direction, angle, intensite´
et α, β) de l’image Qi de la se´quence Q (respectivement de l’image Cj de la se´quence C)
(voir §3.6).
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La distance entre les deux se´quences d’images se traduit par la distance entre leurs vecteurs
caracte´ristiques et se traduit par la formule suivante :
D(VQ, VC) =
5∑
v=1
γvDTW (VQi,v, VCj,v) (3.34)
Les γv sont des poids d’ajustement utilise´s pour favoriser certaines composants de la signature
par rapport aux autres (voir section §3.9)
DTW repre´sente la distance qui se calcule suivant les e´tapes de´ja pre´sente´es dans la section
(§3.7.1) Un exemple de calcul est donne´ par la figure 3.18.
Afin de diminuer la complexite´ de la DTW, et passer a` une me´thode de recherche de
chemin optimal moins grossie`re entre les se´quences, nous avons utilise´ la FDTW (voir §3.7.2).
3.8.2 Mesure de distance entre signatures base´es sur le suivi des re´gions
Dans cette partie, nous proce´dons de la meˆme manie`re que dans (§3.8.1) pour calculer
la distance entre les trajections de paires de re´gions. Quant a` la distance entre deux vide´os
(avec le nombre de re´gions conside´re´es, typiquement K = 5), nous utilisons EFDTW qui
est la combinaison de la FDTW (Fast Dybamic Time Warping) et l’EMD (Earth mover’s
distance).
Nous conside´rons deux vide´os Q = {qi} et C = {cj} 1 ≤ i ≤ m et 1 ≤ j ≤ l. Chaque
se´quence est repre´sente´e par son vecteur caracte´ristique VQi = {VQi,Rk1 } et VCj = {VCj,Rk2 },
ou` Rk est une re´gion avec 1 ≤ k1, k2 ≤ K.
{VQi,Rk1 } et {VCj,Rk2 } sont repre´sente´s par les sept composantes de la signature, voir la
section (§3.6) :
VQi,Rk1
= {VQi,Rk1,c , 1 ≤ k1 ≤ 5 , 1 ≤ c ≤ 7} (3.35)
VCj,Rk2
= {VCj,Rk2,c , 1 ≤ k2 ≤ 5 , 1 ≤ c ≤ 7} (3.36)
La distance entre les deux vide´os se traduit par la relation suivante :
D(VQ, VC) =
7∑
c=1
γcFDTW (VQi,Rk1,c
, VQj,Rk2,c
) (3.37)
Les γv sont des poids d’ajustement utilise´s pour favoriser certaines composantes de la
signature par rapport aux autres (voir section §3.9)
FDTW repre´sente la distance qui se calcule suivant les 2 e´tapes suivantes :
Quand K=1, nous avons deux vecteurs caracte´ristiques VQi = {VQi,R1} et VCj = {VCj,R1}.
La distance est calcule´e en utilisant la FDTW comme dans (§3.8.1).
Nous proce´dons de la meˆme manie`re pour construire une matrice D de distances entre
paires de re´gions k = 1, 2, ...,K, (typiquement K = 5)
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D =

Fdtw1,1 Fdtw1,2 Fdtw1,3 Fdtw1,4 Fdtw1,5
Fdtw2,1 Fdtw2,2 Fdtw2,3 Fdtw2,4 Fdtw2,5
Fdtw3,1 Fdtw3,2 Fdtw3,3 Fdtw3,4 Fdtw3,5
Fdtw4,1 Fdtw4,2 Fdtw4,3 Fdtw4,4 Fdtw4,5
Fdtw5,1 Fdtw5,2 Fdtw5,3 Fdtw5,4 Fdtw5,5

Pour obtenir la distance entre les deux vide´os Q = {qi} et C = {cj}, l’EMD est applique´e
sur la matrice D suivant la formule suivante :
EFDTW (Q,C) =
∑K
i=1
∑K
j=1 fi,jD∑K
i=1
∑K
j=1 fi,j
(3.38)
Ou` fi,j ≥ 0 repre´sente le travail entre Q et S, minimisant les contraintes suivantes :
K∑
i=1
fi,j ≤WQi ,
K∑
j=1
fi,j ≤WCj (3.39)
K∑
i=1
K∑
j=1
fi,j = min(
K∑
i=1
WQi ,
K∑
j=1
WCj ) (3.40)
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3.9 De´termination des poids utilise´s dans le calcul de la dis-
tance
Pour prendre en compte l’importance relative des diffe´rentes composantes de la signature,
nous devons construire des distances ponde´re´es entre vide´os. Dans ce but, nous allons ajuster
les poids pour assurer la meilleure pre´cision possible au niveau se´lection des vide´os de la base
par rapport aux requeˆtes. Nous effectuons cet ajustement par apprentissage sur une base de
cas connus, renseigne´s, dont on connait la classe. Plusieurs me´thodes d’apprentissage sont
propose´es dans la litte´rature.
3.9.1 Position du proble`me
Soit N le nombre de coefficients de la signature. Nous recherchons les coefficients γh qui
maximisent l’efficacite´ du syste`me pour une base de vide´os, la distance entre deux vide´os
e´tant de´finie par l’e´quation suivante :
D(VQ, VC) =
N∑
h=1
γhd(VQi,Rk , VCj,Rl ) (3.41)
ou` d est la distance entre les composantes de la signature de meˆme nature pour les deux
vide´os Q et C .
Pour e´valuer la performance d’une me´thode de recherche, nous devons lui attribuer un
score sous la forme d’une valeur nume´rique. La mesure d’e´valuation classique des algorithmes
de CBVR, la courbe de pre´cision-rappel (cf. chapitre 1, section §3.4), n’est pas adapte´e : elle
ne permet pas de de´finir un ordre entre les jeux de parame`tres γh .
Comme nous l’avons pre´cise´, nous avons choisi la pre´cision moyenne de retrouvaille pour
une feneˆtre de cinq vide´os comme crite`re principal d’e´valuation des me´thodes (cf. chapitre
4, section §4.2.1.2). Nous utilisons donc ce crite`re pour de´finir le score de chaque jeu de
parame`tres γk. Nous devons re´soudre un proble`me de maximisation de fonction dans R
N .
La fonction a` maximiser est donne´e par l’e´quation suivante :
f :
(
RN → [0; 1]
(γh)h=1..N → pre´cision moyenne
)
Cette fonction n’est pas continue. En effet, puisque nous comptons le nombre de vide´os
correctement se´lectionne´es, la fonction est a` valeur dans un espace de´nombrable, de taille
N. Par conse´quent, un algorithme de descente classique du type gradient conjugue´ n’est pas
adapte´. De plus, la fonction pouvant pre´senter a priori plusieurs maxima locaux, nous ne
sommes pas assure´s de trouver le maximum global. Une autre approche a donc e´te´ utilise´e :
les algorithmes ge´ne´tiques. Nous rappelons ci-dessous le principe des algorithmes ge´ne´tiques.
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3.9.2 Les algorithmes ge´ne´tiques
Les algorithmes ge´ne´tiques [23] appartiennent a` la famille des algorithmes e´volutionnistes
(un sous-ensemble des me´ta-heuristiques). Leur but est d’obtenir rapidement une solution
approche´e a` un proble`me d’optimisation, lorsqu’on ne connait pas de me´thode exacte pour le
re´soudre en un temps raisonnable. Les algorithmes ge´ne´tiques utilisent la notion de se´lection
naturelle de´veloppe´e au XIXe sie`cle par Darwin et l’appliquent a` une population de solutions
potentielles au proble`me conside´re´. On se rapproche par “bonds” successifs d’une solution,
comme dans une proce´dure de se´paration et e´valuation, a` ceci pre`s que ce sont des formules
qui sont recherche´es et non plus directement des valeurs.
Les algorithmes ge´ne´tiques sont souvent utilise´s pour rechercher les extre´ma d’une fonction
dans un domaine de´limite´ de l’espace, de manie`re stochastique. Ces algorithmes font e´voluer
plusieurs solutions (une population de solutions, appele´es ge´nomes). A chaque ite´ration
(ge´ne´ration), on ge´ne`re une nouvelle population de solutions obtenues par se´lection des indi-
vidus les plus prometteurs, qui sont recopie´s, recombine´s deux a` deux ou le´ge`rement modifie´s
(mute´s).
Cette proce´dure permet de converger rapidement vers les extre´ma locaux tout en se
donnant les moyens d’en sortir (graˆce aux recombinaisons ou croisements). Les algorithmes
sont parame´tre´s par les probabilite´s de croisement et de mutation, ainsi que par la manie`re
dont les solutions sont se´lectionne´es, croise´es et mute´es, qui conditionnent la qualite´ des
solutions ainsi que la vitesse de convergence.
Les ge´nomes sont compose´s d’un ensemble de ge`nes, qui correspondent aux parame`tres
de la solution. Dans le cas le plus simple, les ge´nomes sont des vecteurs de parame`tres. A
chaque ge´nome est associe´ une mesure d’e´valuation qui traduit son adaptation au proble`me.
Plus le ge´nome est adapte´, plus il aura de chance d’eˆtre se´lectionne´ pour former la ge´ne´ration
suivante :
L’algorithme le plus simple (voir figure 3.22) consiste a` :
– ge´ne´rer N individus a` chaque ite´ration (par se´lection, recombinaisons et mutations), N
e´tant la taille de la population.
– remplacer les anciens individus par les nouveaux.
– me´thodes de se´lection : se´lection par tournoi [24].
– croisement : on de´finit une probabilitie de croisement entre les individu.
– mutation : on de´finit une probabilitie de mutation.
L’algorithme que nous avons utilise´ est celui de la cre´ation continue (steady state). Son
principe est le suivant :
– a` chaque ite´ration, l individus (l < N) sont ge´ne´re´s a` partir de la ge´ne´ration pre´ce´dente.
– les l nouveaux individus sont me´lange´s avec ceux de la ge´ne´ration pre´ce´dente.
– les M plus mauvais candidats de la population (M < N) re´sultante sont e´limine´s.
Contrairement aux algorithmes de descente, les algorithmes ge´ne´tiques peuvent eˆtre facile-
ment paralle´lise´s. En effet, a` chaque ite´ration, on e´value inde´pendamment un certain nombre
d’individus ge´ne´re´s a` partir de la population a` l’ite´ration pre´ce´dente. Ces nouveaux individus
peuvent alors eˆtre re´partis entre diffe´rents processeurs pour y eˆtre e´value´s.
Une fois la population e´value´e sur les diffe´rents processeurs, leur score est donne´ au
processeur maˆıtre, qui peut s’en servir pour ge´ne´rer la population suivante. Nous avons donc
paralle´lise´ l’algorithme de cre´ation continue a` l’aide de la librairie MPI [25].
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Figure 3.22 — Sche´ma simple d’un algorithme ge´ne´tique
3.9.3 Adaptation a` la distance e´tudie´e
Dans le cas e´tudie´, les ge`nes sont les poids affecte´s a` chaque composante de la signature
pour le calcul de la distance entre deux se´quences d’images, c’est a` dire les γv, i = 1...N ; la
mesure d’adaptation des ge´nomes est la pre´cision moyenne pour une feneˆtre de cinq vide´os.
Les parame`tres qui ont e´te´ utilise´s sont donne´s par le tableau §3.1.
Tableau 3.1 — Parame`tres de l’algorithme ge´ne´tique utilise´ pour la recherche de poids
entre les composants de la signature
taille des populations 25
nombre de ge´ne´rations 100
probabilite´ de mutation 0.06
probabilite´ de croisement 0.7
me´thode de se´lection tournoi
me´thode de croisement pair / impair
Le choix de ces parame`tres est justifie´ dans le chapitre 4, section §4.2.2.
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3.9.4 Adaptation des poids aux vide´os de la base
Dans la section pre´ce´dente, nous avons explicite´ comment nous adaptons les poids a` la
distance utilise´e pour comparer une vide´o requeˆte avec toutes les vide´os de la base e´tudie´e
(voir figure 4.1)
Figure 3.23 — Sche´ma de calcul de distance entre la vide´o requeˆte et les vide´os de la base
en utilisant les meˆme poids
le parame`tre c repre´sente le nombre de composante de la signature de´finies dans l’e´quation
(§3.32) et (§3.35). Ce parame`tre varie selon la me´thode utilise´e (5 composantes ou 7 com-
posantes).
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3.10 Conclusion
Dans ce chapitre, nous avons pre´sente´ les me´thodes que nous proposons pour repre´senter
le contenu des vide´os a` partir des donne´es MPEG4, et se´lectionner, dans une base de vide´os,
celles qui sont les plus proches de la vide´o en requeˆte, par rapport aux signatures choisies.
Pour caracte´riser nos vide´os, trois me´thodes ont e´te´ propose´es. La premie`re me´thode
consiste a` caracte´riser globalement la vide´o en utilisant des histogrammes de directions de
mouvements. Les deux autres me´thodes sont base´es sur une segmentation spatio-temporelle
et sur le suivi des re´gions dans la se´quence, pour construire une signature de´crivant la tra-
jectoire des re´gions identifie´es comme les plus importantes visuellement. A chacune des trois
me´thodes, nous avons ajoute´ l’information de re´sidu pour avoir des signatures plus efficaces
et plus riches en terme d’information.
Pour comparer les signatures et permettre la recherche dans des bases de donne´es de
vide´os, nous avons propose´ trois mesures de distances. Nous avons utilise´ dans un premier
temps la distance DTW (Dynamic Time Warping) pour le premier type de signatures. Cette
distance permet une comparaison comple`te, fine, entre se´quences. Elle est cependant trop
couˆteuse en temps pour que l’on puisse comparer une requeˆte a` l’ensemble des se´quences de la
base de donne´es avec un temps de re´ponse raisonnable. Nous avons donc propose´ une version
approche´e, peu couˆteuse en temps de calcul, de la distance DTW : la FDTW (Fast Dynamic
Time Warping). Pour comparer les signatures issues des me´thodes de suivi de re´gions, nous
avons propose´ une combinaison de la DTW/FDTW avec la distance EMD (Earth Mover’s
distance), appele´e EFDTW (Extended Fast Dynamic Time Warping). C’est une extension
de la DTW dans le domaine multi-dimensionnel ou` chaque dimension est repre´sente´e par la
trajectoire d’une re´gion.
Dans le chapitre 4, nous allons pre´senter les re´sultats et nous discuterons de l’inte´re`t de
chaque me´thode. Nous donnerons auparavant quelques e´le´ments sur le syste`me d’acquisition
de vide´os de la chirurgie de la re´tine, et pre´senterons les bases de vide´os que nous avons
utilise´es.
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CHAPITRE
4 INDEXATION ETRECHERCHE DE
VIDEO DANS LE
DOMAINE
COMPRESSE´ :
RE´SULTATS
Dans le chapitre 3, nous avons pre´sente´ les me´thodes que nous proposons pour caracte´riser
les vide´os chirurgicales. Ces me´thodes peuvent eˆtre utilise´es a` la fois pour indexer des vide´os,
faire des recherches dans des bases de donne´es de vide´os similaires a` une vide´o requeˆte, au sens
de nos crite`res, et pour suivre the´oriquement des chirurgies en per-ope´ratoire. Nous n’avons
cependant pas pu les e´valuer dans ce dernier cadre, pour des raisons de temps de calcul
d’abord, mais aussi parce qu’il faudra vraisemblablement parvenir a` cataloguer les diffe´rentes
phases des chirurgies, pour faciliter la recherche dans les bases.
L’e´valuation de nos me´thodes a ne´cessite´ la construction de bases de vide´os chirurgicales,
et nous commencerons ce chapitre en pre´sentant rapidement le syste`me d’acquisition vide´o
utilise´, puis les deux bases que nous avons construites avec le service d’ophtalmologie du
CHRU de Brest : une premie`re base relative a` la chirurgie de la re´tine (pelage de membrane),
une deuxie`me base relative a` la chirurgie de la cataracte. Pour comparer nos re´sultats a` des
re´sultats de la litte´rature, nous avons du utiliser une base non chirurgicale, la base Hollywood,
qui sera de´crite e´galement.
Nous donnons ensuite les re´sultats obtenus par chacune des me´thodes sur ces trois bases,
nous les comparons a` des me´thodes publie´es ante´rieurement, et nous discutons de ces re´sultats
a` la fin du chapitre.
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4.1 Bases de donne´es
Pour e´valuer nos algorithmes, nous nous sommes inte´re´sse´s plus particulie`rement a`
deux bases me´dicales pre´sente´es ci-dessous, concernant la chirurgie ophtalmologique, et plus
pre´cise´ment les chirurgies de la re´tine et de la cataracte. Pour mieux comprendre la descrip-
tion de ces deux bases me´dicales, nous donnons un sche´ma simplifie´ de la structure de l’oeil :
Figure 4.1 — Sche´ma simplifie´ de la structure de l’oeil
– L’iris est une membrane circulaire et contractile de la face ante´rieure du globe oculaire.
Il constitue la partie colore´e visible de l’oeil.
– Le cristallin est un petit disque fibreux, transparent et flexible qui permet de focaliser
l’image sur la re´tine en fonction de la distance.
– La re´tine est situe´e dans la partie poste´rieure de l’oeil. C’est la plus interne des
membranes de l’oeil, qui est sensible a` la lumie`re et qui transmet l’information au nerf
optique.
4.1.1 Description du syste`me d’acquisition de vide´os me´dicales
La figure 4.5 montre le syste`me d’acquisition de´veloppe´ au sein du service d’ophtalmologie
de l’hoˆpital universitaire de Brest. Avant chaque ope´ration, les donne´es de´mographiques (aˆge,
sexe, ... etc), et des donne´es contextuelles (pre´sence d’un diabe`te, une maladie inflammatoire,
petite taille de la pupille, ... etc) sont recueillies par une infirmie`re du bloc ope´ratoire et
rendues anonymes.
Nous nous somme inte´re´sse´s a` deux type de chirurgies, la premie`re est le pelage de mem-
brane et la deuxie`me est la chirurgie de la cataracte (voir section §4.1.2 et §4.1.3). Les chirur-
gies ont e´te´ effectue´es par des chirurgiens diffe´rents, dans deux salles d’ope´ration diffe´rentes
(salle d’ope´ration 1, salle d’ope´ration 2). Une infirmie`re a e´te´ en charge de l’enregistrement
vide´o des interventions chirurgicales. Dans la salle d’ope´ration 1, les vide´os ont e´te´ enregistre´es
avec un appareil CCD-IRIS (Sony, Tokyo, Japon) et un magne´toscope DSR-20MDP (Sony,
Tokyo, Japon). Dans la salle d’ope´ration 2, les vide´os ont e´te´ enregistre´es avec une came´ra
3CCD incorpore´e dans le microscope et un enregistreur vide´o MediCap USB200 (MediCap-
ture, Philadelphie, USA).
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Les vide´os enregistre´es au sein de la salle d’ope´ration 1 sont stocke´es au format MPEG2,
avec les parame`tres qui donnent les meilleures qualite´s, et en format DV (Digital Video)
dans la salle d’ope´ration 2. A la fin de chaque ope´ration, le chirurgien remplit un formulaire
mentionnant le type de la chirurgie, l’implant utilise´ pour la chirurgie de la cataracte, les
re´glages de l’appareil utilise´ et les complications constate´es au cours de la chirurgie (cf.
Annexe B).
Le protocole d’e´tude est conforme aux principes de la de´claration d’Helsinki. Le comite´
de protection des personnes du CHU de Brest a approuve´ le protocole de l’e´tude, et les vide´os
ayant e´te´ anonymise´es, une dispense de consentement a e´te´ accorde´e.
Figure 4.2 — Syste`me d’acquisition nume´rique de chirurgies de la re´tine
4.1.2 Base de chirurgies de pelage de membrane re´tinienne
Une membrane e´pi-re´tinienne est compose´e de cellules provenant de la re´tine et qui se
sont e´tale´es a` sa surface en un tissu tre`s fin. Au de´but de son e´volution, la membrane e´pi-
re´tinienne entraˆıne peu de geˆne visuelle. Mais elle peut s’e´paissir ou devenir opaque et eˆtre
alors responsable d’une baisse de l’acuite´ visuelle, qui s’installe le plus souvent progres-
sivement et qui devient se´ve`re avec le temps. Ce symptoˆme est souvent la premie`re plainte
du patient et peut eˆtre a` lui seul une indication d’intervention chirurgicale.
Sur le plan e´pide´miologique, l’apparition d’une membrane e´pire´tinienne est une patholo-
gie relativement commune chez la personne aˆge´e. Dans 20% des cas, les MER (membrane
e´pi-re´tinienne) sont secondaires a` diverses pathologies oculaires, telles que des de´chirures
re´tiniennes, des occlusions vasculaires, des inflammations intra-oculaires. Dans 80% des autres
cas, on ne retrouve pas de pathologies oculaires associe´es, elle est alors appele´e membrane
e´pimaculaire.
La chirurgie des membranes e´pimaculaires permet d’obtenir de bons re´sultats fonction-
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nels avec une ame´lioration de l’acuite´ visuelle et une disparition du syndrome maculaire en
postope´ratoire dans la majorite´ des cas. De plus, la possibilite´ de re´aliser cette chirurgie par
voie transconjonctivale a diminue´ l’invalidite´ postope´ratoire, sans supprimer cependant les
complications qui restent habituelles de la vitre´ctomie.
Le pelage de membrane se compose de trois e´tapes :
Figure 4.3 — Image de la chirurgie de pelage de membrane : (a) e´tape d’injection, (b)
e´tape de pelage, (c) e´tape de vitre´ctomie
– Injection : cette e´tape consiste a` injecter un colorant tel que le vert d’indocyanine
pour faciliter l’ablation de la membrane e´pire´tinienne.
– Pelage : dans un second temps, le chirugien proce`de a` l’ablation de la membrane
e´pire´tinienne, tissu tre`s fin e´tale´ sur la surface de la re´tine.
– Vitre´ctomie : apre`s injection du colorant et ablation de la membrane e´pire´tinienne,
cette e´tape consiste a` retirer le corps vitre´ qui est la substance transparente ge´latineuse
qui remplit l’oeil.
La base de vide´os de pelage de membranes, de´veloppe´e spe´cifiquement pour l’e´tude, con-
tient 23 cas. Les films de la chirurgie ont une taille moyenne de 621s (e´cart type de 299s)
avec des images de re´solution 720x576.
Un chirurgien ophtalmologiste a segmente´ chaque vide´o en trois classes : injection, pelage
et vitre´ctomie, correspondant aux e´tapes de l’ope´ration de pelage de membrane. (3 classes
pour chaque film = 69 vide´os).
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Tableau 4.1 — Base de pelage de membrane
Nombre de la classe Classe Nombre de vide´o
1 Injection 23
2 Pelage 23
3 Vitre´ctomie 23
4.1.3 Base de chirurgies de la cataracte
La cataracte est une opacification totale ou partielle du cristallin (lentille naturelle de
l’oeil), qui entraˆıne une baisse de la vision. Elle peut apparaˆıtre dans un ou dans les deux
yeux. La geˆne visuelle varie selon l’intensite´ et l’emplacement des opacite´s.
Le cristallin normal est transparent. Il laisse passer la lumie`re jusqu’a` la partie poste´rieure
de l’oeil (sur la re´tine) pour que les images soient clairement vues. Si certaines parties du
cristallin deviennent troubles (opaques), la lumie`re ne peut pas les traverser et, de ce fait,
la vision baisse. Premie`re cause de ce´cite´ au monde (environ 48 % des cas de ce´cite´), la
cataracte est un important proble`me de sante´ publique, particulie`rement dans les pays en
voie de de´veloppement. La cataracte est principalement lie´e au vieillissement : elle est donc
souvent ine´vitable. En France, elle touche plus de 60 % des personnes de plus de 85 ans.
Le seul traitement efficace de la cataracte est la chirurgie. L’ope´ration a e´te´ invente´e par
le chirurgien Franco au XVIe sie`cle. L’intervention aujourd’hui consiste a` enlever le cristallin
opaque, et le remplacer par un cristallin artificiel (implant intra-oculaire) qui prend place
dans l’enveloppe du cristallin (appele´e capsule) laisse´e en place pendant l’intervention. Cette
intervention est actuellement tre`s au point, et se fait classiquement sous anesthe´sie de contact
ou locale.
L’intervention se fait le plus souvent en ambulatoire, c’est-a`-dire sans hospitalisation, ou
alors avec une hospitalisation tre`s courte, selon les cas. La complication postope´ratoire la
plus fre´quente de l’intervention chirurgicale est la cataracte secondaire qui peut apparaˆıtre
quelques jours a` quelques anne´es apre`s l’intervention. Elle correspond a` une opacification de la
capsule. Cette opacification se traite par capsulotomie, le plus souvent au laser Nd-YAG. Des
impacts focalise´s sur la capsule vont la de´chirer et rendre imme´diatement une vue normale. Il
arrive e´galement que l’un des points de suture sur la corne´e ne soit plus parfaitement e´tanche.
Le chirurgien observe alors le signe de Seidel, qui traduit la fuite d’humeur aqueuse a` travers
la perforation. La prise en charge doit eˆtre rapide et adapte´e, l’oeil e´tant expose´ a` un grand
risque septique.
Dans les pays du tiers monde, l’intervention pre´fe´rentielle (pour des raisons de couˆt) reste
l’extraction intra-capsulaire du cristallin, ou` l’enveloppe (la capsule) est retire´e en meˆme
temps que ce dernier. Les re´sultats sont moins bons que l’extraction extra-capsulaire.
La base de vide´os de la cataracte, re´alise´e aussi pour notre l’e´tude, contient 250 cas.
Les films de la chirurgie ont une taille moyenne de 17 min et 16 s (e´cart type de 10 min
et 25 s) avec une de´finition des images de 720x576 pixels. Un chirurgien ophtalmologiste a
de´crit chaque ope´ration (voir Annexe B) et il a affecte´ 11 classes a` chaque vide´o : Incision,
Injection, Rhexis, Hydrodissection ... etc), correspondant aux e´tapes de l’ope´ration de la
catarcte, comme re´sultats nous avons 1,638 se´quences vide´o.
– Incision : sous anesthe´sie locale, ou simplement par collyre anesthe´sique, l’intervention
de´bute par l’incision corne´enne au couteau pour acce´der a` la chambre ante´rieure de
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l’oeil.
– Injection de visqueux : par cette incision, on remplit la chambre ante´rieure d’un
produit visqueux (en ge´ne´ral du hyaluronate de sodium) afin de garder une bonne
profondeur de cette chambre ante´rieure car l’humeur aqueuse, trop fluide, a tendance
a` s’e´chapper par l’incision.
– Rhexis : une aiguille permet d’inciser la capsule ante´rieure du cristallin (capsulorhexis
curviligne) ainsi le noyau du cristallin apparait directement et va eˆtre accessible.
– Hydrodissection : il faut maintenant que ce noyau pivote dans son sac gra`ce a` l’in-
jection d’humeur aqueuse artificielle. Ceci se fait a` l’aide d’une canule qui glisse entre
le sac et le noyau.
– Phako : une sonde a` ultrason va pouvoir maintenant creuser le noyau du cristallin
dans diffe´rents secteurs (ici en croix).
– Aspiration ou Epi noyau : autour du noyau, persistent des reliquats du cristallin
qu’il faut aspirer a` l’aide d’une sonde d’aspiration.
– Mise en place ou implantation : un implant souple, pliable est introduit plie´ sur
lui meˆme a` travers l’incision puis mis en place.
– Fermeture : elle peut eˆtre auto e´tanche mais il peut parfois eˆtre ne´cessaire de mettre
un point de suture.
– RetraitVisqueux : en fin de l’ope´ration, le visqueux est remplace´ par de l’eau ste´rile.
– Divers : toute sorte d’action qui ne constitue pas une classe chirurgicale (inse´rer le
ciseau, ...etc)
– Rien : la classe ou rien ne se passe au cours de l’ope´ration.
(a) Incision (b) Injection (c) Rhexis (d) Hydrodissecion
(e) Phaco (f) Aspiration (g) implatation (h) fermeture
Figure 4.4 — Images des e´tapes de la chirurgie de la cataracte
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Tableau 4.2 — Base de chirurgie de la cataracte
Nume´ro Classe Nombre de vide´o
1 Incision 105
2 Injection 114
3 Rhexis 115
4 Hydrodissection 118
5 Phako 126
6 Fermeture 111
7 Implantation 123
8 Epinoyau 118
9 RetraitVisqueux 123
10 Divers 28
11 Rien 466
4.1.4 Base HOLLYWOOD
Cette base de donne´es a e´te´ utilise´ pour montrer la ge´ne´ricite´ des me´thodes propose´es. Elle
contient 1837 vide´os extraites de diffe´rents films de hollywood [1], issue d’une collaboration
entre le laboratoire INRIA et l’IRISA en France (HOLLYWOOD2 human action dataset).
Les vide´os qui la composent sont classifie´es en fonction de leur nature en terme d’action
humaine, 12 classes sont affecte´es aux vide´os :
– re´pondre au te´le´phone
– conduire
– manger
– chute d’une personne
– sortir de la voiture
– agiter a` la main
– caˆlin
– embrasser
– courir
– s’asseoir
– s’allonger
– se lever
La base est divise´e en deux parties approximativement identiques ; la premie`re repre´sente
la base d’apprentissage et contient 823 vide´os, la deuxie`me est la base de test et elle en contient
884. Les images ont diffe´rentes re´solutions (640x352 pixels, 576x312 pixels et 548x226 pixels).
La pre´sense de l’une des 12 classes est indique´e dans chacune des vide´os (1 si la classe apparait
dans la vide´o, 0 sinon).
Les statistiques de la base sont donne´es dans le tableau suivant :
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Tableau 4.3 — La base Hollywood
Nume´ro Classe Nombre de vide´o De´finition
1 Re´pondre au te´le´phone 130 640x352
2 Conduire 178 576x312
3 Manger 73 548x226
4 Chutte d’une personne 124 640x352
5 Sortir de la voiture 108 576x312
6 Agiter a` la main 77 640x352
7 Caˆlin 130 548x226
8 Embrasser 217 576x312
9 Courir 276 640x352
10 S’asseoir 212 548x226
11 S’allonger 61 576x312
12 Se lever 278 640x352
Figure 4.5 — Des images extraites de la base Hollywood
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4.2 Me´thodologie
Les me´thodes ont e´te´ de´veloppe´es dans le cadre de l’aide aux gestes de la chirurgie en
ophtalmologie. Nous pre´cisons ici les objectifs vise´s dans ce cadre et les crite`res d’e´valuation
qui en de´coulent. Les meˆmes crite`res d’e´valuation sont applique´s aux trois bases de donne´es.
Comme nous l’avons mentionne´ en introduction de la the`se, notre travail ne s’inscrit pas
dans le cadre d’une assistance robotique, mais dans l’assistance au chirurgien lors de son
ope´ration afin de le pre´venir de risques (cas des alertes) ou pour prodiguer des conseils sur
les de´cisions pour assurer le bon de´roulement de la chirurgie.
4.2.1 Crite`res d’evaluation des 3 me´thodes propose´es
4.2.1.1 Evaluation pour chaque base de vide´os
Chaque base de vide´os est divise´e en 2 parties de taille (approximativement) e´gales (base
de test et base d’apprentissage). Pour la base pelage de membrane, au vu du peu de vide´os
qu’elle contient (69 vide´os) compare´e aux deux autres bases de vide´os, nous avons utilise´ la
validation croise´e : la base est divise´e en 2 parties, on re´alise l’apprentissage en laissant a`
chaque fois une des parties de coˆte´ pour le valider.
4.2.1.2 Pre´cision moyenne a` 5
Le mode d’e´valuation est adapte´ a` l’objectif poursuivi. Il s’agit de retrouver dans la
base de cas disponibles, uniquement les cas les plus probablement voisins de la requeˆte pour
pre´voir des alertes ou des pre´conisations sur tel ou tel geste chirugical. Les me´decins jugent
que les cinq premie`res vide´os se´lectionne´es par le syste`me sont suffisantes, en particulier pour
des raisons de temps et au vu des re´sultats fournis par le syste`me. Le syste`me est donc
parame´tre´ afin de maximiser la pertinence des cinq premiers cas propose´s. Pour e´valuer les
performances des me´thodes propose´es, nous calculons donc le pourcentage moyen de vide´os
pertinentes parmi les cinq premiers re´sultats propose´s lors d’une requeˆte. Pour chaque base
de vide´os, nous proce´dons ainsi :
– chaque vide´o de la base de test est place´e en requeˆte a` tour de roˆle.
– la distance entre la vide´o requeˆte et chaque vide´o de la base de test est calcule´e (selon
la me´thode utilise´ (DTW, FDTW, EFDTW) (cf. chapite 3, section §3.7)).
– les vide´os de la base de test sont classe´es par ordre de distance croissante.
– une pre´cision moyenne a` 5 est calcule´e, c’est-a`-dire le pourcentage de vide´os ayant la
meˆme classe que la vide´o requeˆte parmi les 5 vide´os les plus proches.
Dans les re´sultats (§4.3), les courbes de pre´cision-rappel sont fournies a` titre indicatif,
mais nous ne les utilisons pas pour comparer les re´sultats des diffe´rentes me´thodes car elles
sont peu significatives pour les me´decins et notre application.
4.2.1.3 Pre´cision moyenne
Pour e´valuer la ge´ne´ricite´ des me´thodes propose´es, nous les avons e´galement e´value´es sur
la base Hollywood. Nous comparons nos me´thodes avec le travail de M.Marszalek et al. [5],
dans lequel les re´sultats sont exprime´s par la pre´cision moyenne et non pas en pre´cision
moyenne a` 5.
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Pour pouvoir comparer nos me´thodes, nous avons donc exprime´ nos re´sultats e´galement
en pre´cision moyenne. Nous avons parame´tre´ notre apprentissage pour nos trois me´thodes,
de manie`re a` maximiser cette pre´cision moyenne (nos trois me´thodes avec re´sidu et avec
apprentissage).
La pre´cision moyenne se de´termine de la manie`re suivante :
– chaque vide´o de la base de test est place´e en requeˆte a` tour de roˆle.
– la distance entre la vide´o requeˆte et chaque vide´o de la base de test est calcule´e (selon
la me´thodes utilise´ (DTW, FDTW, EFDTW) (cf. chapite 3, section §3.7)).
– les vide´os de la base de test sont classe´es par ordre de distance croissante.
– une pre´cision moyenne est calcule´e (MAP : Maximized Average Precision) par l’e´quation
suivante :
MAP =
∑n
l=1(pertinence(l)/l)
nombre des vide´os pertinentes dans la base de vide´os
(4.1)
Ou` pertinence(l) repre´sente le nombre des vide´os pertinentes de´ja trouve´es, et l le rang
de la vide´o dans la base
Pour comprendre l’inte´re`t de cette mesure, nous pre´sentons deux exemples. Supposons
qu’une base de vide´os comporte sept vide´os parmi lesquelles trois sont pertinentes (vide´os
ayant la meˆme classe que la vide´o requeˆte)
Exemple 1 :
Tableau 4.4 — Pre´cision moyenne (exemple 1)
Classement Pertinence pre´cision
T1 Oui 1
T2 Oui 2/2
T3 Non -
T4 Oui 3/4
T5 Non -
T6 Non -
T7 Non -
Ce qui donne :
MAP =
1
3
(1 +
2
2
+
3
4
) = 0.91 (4.2)
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Exemple 2 :
Tableau 4.5 — Pre´cision moyenne (exemple 2)
Classement Pertinence pre´cision
T1 Non -
T2 Oui 1/2
T3 Non -
T4 Oui 2/4
T5 Non -
T6 Non -
T7 Oui 3/7
Pour cet exemple, la pre´cision moyenne est :
MAP =
1
3
(
1
2
+
2
4
+
3
7
) = 0.47 (4.3)
Ce nombre MAP mesure bien la qualite´ du classement, graˆce a` un score e´voluant entre 0
et 1.
4.2.2 Choix des parame`tres utilise´s pour les trois me´thodes
Remarque :
les parame`tres utilise´s pour la compression de vide´o sont ceux de la norme de compression
MPEG. L’ensemble des parame`tres utilise´s pour les trois me´thodes propose´es a e´te´ base´ sur
une e´tude bibliographique et des ajustements empiriques. En effet, le temps de calcul pour un
seul jeu de parame`tres, avec apprentissage, pour une me´thode applique´e sur une seule base
de donne´es ne´cessite environ 1 mois de calcul (la taille des bases de donne´es est donne´e dans
§4.1). C’est la raison pour laquelle nous n’avons pas pu tester plusieurs jeux de parame`tres.
Les parame`tres utilise´s nous ont amene´s a` des re´sultats tre`s encourageants (voir le para-
graphe §4.3). Cependant, il aurait e´te´ plus satisfaisant de pouvoir tester d’autres jeux de
parame`tres. Nous e´voquerons quelques possibilite´s pour pallier ce proble`me dans la conclu-
sion.
4.2.2.1 Choix de la taille du GOP
Le choix du nombre d’images entre deux images I ou ce qu’on appelle GOP (Group Of
Pictures) (cf. chapitre 2) du codage des vide´os MPEG est un des parame`trage de l’algorithme
de compression. MPEG utilise le plus souvent une taille de GOP de 15 a` 18 images [2]. Nous
avons choisi 15 images par Gop pour avoir plus d’images I et une meilleure description de la
vide´o.
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4.2.2.2 Nombre de classes choisies pour classifier le mouvement (cf. chapitre 3,
section §3.2)
Le choix du nombre de classes de l’histogramme de classifications des vecteurs de mouve-
ment K = 13 a e´te´ e´tabli apre`s une e´tude de la litte´rature. Le meˆme type d’histogramme a
de´ja` e´te´ utilise´ avec succe`s pour d’autres application de classification de mouvement [3] [4].
4.2.2.3 Algorithme de segmentation par croissance de re´gion a` partir d’un germe
(cf. chapitre 3, section §3.3.2)
Les deux parame`tres utilise´s sont ajuste´s empiriquement pour obtenir une bonne segmen-
tation. TMax offset = 8 : ce parame`tre repre´sente la variance maximale qu’on peut avoir dans
une re´gion, donc la variance d’une re´gion est limite´e a` 8. Ceci est re´alise´ pour ve´rifier que si
la variance est trop grande au sein de la re´gion (ce qu’on ne souhaite pas puisqu’on cherche
des re´gions avec des blocs a` de´placements cohe´rents) on ne regroupe pas des blocs par erreur.
TMov region = 4 : seuil de regroupement de deux re´gions lie´ aussi a` la variance entre deux
re´gions qu’on souhaite fusionner.
4.2.2.4 Mesure de similitude entre deux images I pour la se´lection des GOPs
(cf. chapitre 3, section §3.4.1)
Pour de´tecter les images I les plus repre´sentatives, le parame`tre de seuil TMacrobloc est
de´fini empiriquement e´gal a` 0.7. Une valeur trop petite implique une selection plus e´leve´e et
une valeur trop grande implique une perte de l’information entre les images I se´lectionne´es.
Pour e´viter ceci, ainsi que le proble`me de l’utilisation d’histogrammes (il est possible de ne
pas de´tecter la diffe´rence si les deux images concerne´es ont un histogramme similaire mais un
contenu diffe´rent), nous avons choisi de de´composer les images en macrobloc de taille L = 8
pour empeˆcher l’erreur de se propager sur toute l’image.
4.2.2.5 Les parame`tres de l’apprentissage avec algorithme ge´ne´tique
Nous remarquons que pour les parame`tres d’optimisation par algorithme ge´ne´tique donne´s
dans le tableau §3.1 (cf. chapitre 3, section §3.9.3) :
– Il vaut mieux privile´gier le nombre de ge´ne´rations par rapport a` la taille des populations.
Cependant, dans certains cas, la population arreˆte rapidement d’e´voluer. Nous avons
donc pre´vu d’arreˆter l’algorithme quand les solutions ne s’ame´liorent plus.
– Le fait d’avoir une probabilite´ de croisement importante (70%) permet de sortir facile-
ment des maxima locaux.
– La me´thode de se´lection par tournoi consiste a` se´lectionner deux individus avec une
probabilite´ proportionnelle a` leur adaptation (le score exprime´ en pre´cision moyenne a`
5) et a` conserver le meilleur des deux, c’est a` dire celui qui maximise la pre´cision.
4.3. RE´SULTATS 101
4.3 Re´sultats
Nous allons donner les re´sultats obtenus par les trois me´thodes pre´sente´es pre´ce´demment
avec et sans optimisation. Les re´sultats sont pre´sente´s sous forme de courbes pre´cision-rappel,
pour chaque base de donne´es. Les scores de pre´cision moyenne sont re´capitule´s dans le tableau
4.6.
Tableau 4.6 — Pre´cision moyenne pour une feneˆtre de cinq vide´os (pre´cision moyenne a` 5)
pour les 3 me´thodes propose´es
Bases de Pelage de membrane Hollywood Cataracte
donne´es
avec avec avec
sans avec re´sidu sans avec re´sidu sans avec re´sidu
Me´thodes + + +
re´sidu re´sidu appren- re´sidu re´sidu appren- re´sidu re´sidu appren-
tissage tissage tissage
Me´thode 1 69,3% 74% 79,69% 65,3% 71,33% 75,69% 67,8% 70% 72,69%
(§3.2)
Me´thode 2 62,8% 69,66% 73% 60% 67,33% 72,5% 59,33% 67% 71,4%
(§3.3)
Me´thode 3 64,3% 67,66% 75,2% 65,6% 69% 74,3% 63,3% 67,5% 72,3%
(§3.4)
D’apre`s le tableau 4.6, nous remarquons que les meilleures performances sont obtenues
en utilisant l’approche base´e sur l’orientation et l’intensite´ de mouvement en exploitant la
se´quence comple`te, ce qui est logique. En effet elle fournit une analyse et des caracte´ristiques
de la vide´o beaucoup plus riche que les me´thodes qui n’utilisent que les images I ou les GOPs.
Ces re´sultats montrent aussi l’inte´reˆt de l’utilisation de l’information de re´sidu qui apporte
un gain tre`s important dans la pre´cision moyenne a` 5 (jusqu’a` 10% dans certains cas). Une
autre ame´lioration propose´e dans ce travail, est celle des poids adapte´s globalement a` chaque
base de test de chaque base de vide´os. Le jeu de parame`tres qui maximise la pre´cision moyenne
a` 5 a e´te´ retenu.
Nous donnons dans les figures 4.6, 4.7 et 4.8, des courbes de pre´cision-rappel (cf. chapitre 1,
section §1.4) montrant l’influence de l’information de re´sidu ainsi que celle de l’apprentissage
sur la pre´cision, en utilisant les trois me´thodes pour les trois bases de vide´os utilise´es.
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(a) Me´thode 1 applique´e sur la base pelage de membrane
(b) Me´thode 2 applique´e sur la base pelage de membrane
(c) Me´thode 3 applique´e sur la base pelage de membrane
Figure 4.6 — Influence de la combinaison de l’information de re´sidu avec la signature et
l’apprentissage sur la pre´cision moyenne a` 5, en utilisant les 3 me´thodes propose´es pour la
base de pelage de membrane
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(a) Me´thode 1 appliqe´e sur la base Hollywood
(b) Me´thode 2 applique´e sur la base Hollywood
(c) Me´thode 3 applique´e sur la base Hollywood
Figure 4.7 — Influence de la combinaison de l’information de re´sidu avec la signature et
l’apprentissage sur la pre´cision moyenne a` 5, en utilisant les 3 me´thodes propose´es pour la
base de Hollywood
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(a) Me´thode 1 applique´e sur la base cataractes
(b) Me´thode 2 applique´e sur la base cataractes
(c) Me´thode 3 applique´e sur la base cataractes
Figure 4.8 — Influence de la combinaison de l’information de re´sidu avec la signature et
l’apprentissage sur la pre´cision moyenne a` 5, en utilisant les 3 me´thodes propose´es pour la
base cataractes
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Dans les figures 4.6, 4.7 et 4.8, les courbes pre´cision-rappel confirmes nos remarques
concernant nos re´sultats e´xprime´s en pre´cision moyenne a` 5 (voir tableau 4.6). Les meilleures
performances sont obtenues en utilisant l’approche base´e sur l’orientation et l’intensite´ de
mouvement. Nous voyons sur les courbes, l’influence de l’information de re´sidu et celle des
poids adapte´s, et le fait qu’elles apportent un gain significatif.
A` titre indicatif, nous illustrons dans le tableau 4.7, les re´sultats de la pre´cision moyenne
pour une feneˆtre d’une vide´o (une feneˆtre d’une vide´o et non pas cinq vide´os) pour les 3
me´thodes propose´es :
Tableau 4.7 — Pre´cision moyenne pour une feneˆtre d’une vide´o pour les 3 me´thodes pro-
pose´es
Bases de Pelage de membrane Hollywood Cataracte
donne´es
avec avec avec
sans avec re´sidu sans avec re´sidu sans avec re´sidu
Me´thodes + + +
re´sidu re´sidu appren- re´sidu re´sidu appren- re´sidu re´sidu appren-
tissage tissage tissage
Me´thode 1 75% 85% 90% 94,5% 96,5% 97,5% 93% 95% 96,5%
(§3.2)
Me´thode 2 73,18% 74,33% 78% 93,75% 95,75% 97% 95,75% 95,75% 96%
(§3.3)
Me´thode 3 76,01% 78,14% 81,01% 92,5% 94,5% 95,5% 92,5% 94,5% 95,5%
(§3.4)
D’apre`s le tableau 4.7, nous remarquons que pratiquement, une vide´o pertinente est classe´e
en premie`re position dans plus de 90% des cas pour la base pelage de membrane jusqu’a` 97%
des cas pour la base Hollywood.
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4.3.1 Temps de calcul
Dans ce travail nous devons concevoir des approches avec un temps de calcul admissible
compatible avec le travail perope´ratoire. La me´thode 1 (cf. chapitre 3, section §3.2) est lente
malgre´ son efficacite´. Nous avons ame´liorer le temps de calcul en utilisant uniquement les
images I ((cf. chapitre 3, section §3.3)) et la me´thode base´e sur la selection des Gops ((cf.
chapitre 3, section §3.4)), pour permette l’utilisation du syste`me en temps re´el. Nous donnons
dans le tableau 4.8, un exemple de re´sultats sur le temps de calcul, pour rechercher les cinq
vide´os les plus proches d’une vide´o requeˆte de 9min, dans chacune des bases. Tous les calculs
ont e´te´ effectue´s par un processeur AMD Athlon 64-bit cadence´ a` 2 GHz et 8G de me´moire.
Tableau 4.8 — Temps de calcul moyen de recherche d’une vide´o de 9 minutes dans une
base de donne´es
Dataset Pelage de membrane Hollywood Cataracte
temps 1 : 14 min 33s temps 1 : 12 min 25s temps 1 : 13 min 25s
Me´thode 1 temps 2 : 3 min 25s temps 2 : 6 min 55s temps 2 : 5 min 15s
Total :17 min 58s Total : 19 min 20s Total : 18 min 40s
temps 1 : 7 min 03s temps 1 : 6 min 55s temps 1 : 7 min 07s
Me´thode 2 temps 2 : 1 min 10s temps 2 : 6 min 20s temps 2 : 5 min 35s
Total : 8 min 13s Total : 13 min 15s Total : 12 min 42s
temps 1 : 6 min 38s temps 1 : 6 min 03s temps 1 : 6 min 49s
Me´thode 3 temps 2 : 1 min 03s temps 2 : 5 min 20s temps 2 : 5 min 53s
Total : 7 min 41s Total : 11 min 23s Total : 12 min 43s
temps 1 : le temps ne´cessaire pour le calcul du vecteur caracte´ristique
pour une vide´o de 9 minutes
temps 2 : le temps ne´cessaire pour calculer la distance
avec chaque vide´o dans la base
Nous voyons que le temps de recherche de l’approche base´e sur les images I (me´thode
2) ou celle base´e sur la se´lection des GOPs (me´thode 3) est nettement plus court que celui
de la me´thode base´e sur l’extraction de l’orientation et l’intensite´ du mouvement exploitant
la se´quence comple`te. Avec les me´thodes 2 et 3, le syste`me donne les meilleurs re´sultats du
point de vue temps, mais avec une pre´cision moins bonne que le me´thode 1. Ces re´sultats
montrent que l’ame´lioration de la pre´cision moyenne a` 5 apporte´e par la me´thode 1 se fait
au de´triment de la rapidite´ de la re´ponse aux requeˆtes.
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4.4 Comparaison de nos me´thodes aux travaux ante´rieurs
Remarque :
la comparaison de nos me´thodes avec celles de´veloppe´s dans le laboratoire IRISA/INRIA
Rennes France [5], n’est effectue´e que sur la base Hollywood. Les re´sultats dans [5] sont
exprime´s en pre´cision moyenne (§4.2.1.3) et non pas en pre´cision moyenne a` 5 (§4.2.1.2). Nous
avons refait l’apprentissage des poids pour les trois me´thodes, pour maximiser la pre´cision
moyenne (nos trois me´thodes avec re´sidu et apprentissage) pour la comparaison.
Dans [5], les auteurs examinent plusieurs caracte´risations des vide´os. Ils utilisent d’abord
les descripteurs SIFT (Scale-invariant feature transform). Il s’agit d’extraire les informations
nume´riques de´rive´es de l’analyse locale d’une image/vide´o et qui caracte´risent le contenu
visuel de la fac¸on la plus inde´pendante possible de l’e´chelle (zoom et re´solution du capteur,
du cadrage, de l’angle d’observation et de la luminosite´). La deuxie`me me´thode propose´e dans
[5], est la description de vide´os par histogramme de gradient oriente´ (HOG). Une troisie`me
me´thode est de repre´senter le contenu des vide´os par le descripteur HOF qui repre´sente un
histogramme des orientations du flot optique, de´crit par Laptev et al [6] [7].
Les meilleurs re´sultats pre´sente´s dans [5], sont obtenus en combinant les trois descripteurs
(voir table 4.8). Les re´sultats obtenus sur la base Hollywood dans [5] sont donne´s dans le
tableau suivant :
Tableau 4.9 — Pre´cision moyenne des trois me´thodes donne´es dans [5]
SIFT
Me´thodes HOG HOG
SIFT HOF HOF
Hollywood 20% 32,4% 32,6%
Dans le tableau ci-dessous nous illustrons les re´sultats obtenus avec nos me´thodes et celle
base´e sur les trois descripteurs donne´e dans [5] :
Tableau 4.10 — Pre´cision moyenne en utilisant nos trois me´thodes et celles propose´es
dans [5]
Me´thode 1 Me´thode 2 Me´thode 3 SIFT
Me´thodes (re´sidu (re´sidu (re´sidu HOG
+ + + HOF
Apprentissage) Apprentissage) Apprentissage) [5]
Hollywood 36,9% 26% 34,2% 32,6%
Dans ce tableau 4.10, nous voyons la diffe´rence entre les me´thodes qu’on a propose´es
et celles e´tudie´s dans [5]. Un gain significatif jusqu’a` 4,3 % est obtenu en utilisant la
me´thode base´e sur l’orientation et l’intensite´ du mouvement, exploitant toutes les images
de la se´quence, et 1.7% en utilisant la me´thode base´e sur la selection des GOPs (cf. chapitre
3, section §3.4). Cela peut eˆtre explique´ par le fait que l’utilisation des me´thodes de segmen-
tation et de suivi, sur un nombre suffisant d’images (qui est le cas avec la me´thode base´e sur
les GOPs et non pas celle base´e sur les images I), est mieux adapte´e que les me´thodes base´es
sur les descripteur SIFT, HOG et HOF de´crit dans [5], sur la base de hollywood. Au niveau
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temps de calcul, les auteurs [5] ne donnent pas d’indication.
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4.5 Discussion
L’efficacite´ des me´thodes propose´es, mesure´e par la pre´cision moyenne pour une feneˆtre de
cinq vide´os, est inte´ressante : elle atteint les 79% (4 vide´os sont similaires a` la vide´o requeˆte)
pour la base de pelage de membrane, 75,69% pour la base de Hollywood (3 a` 4 vide´os sont
similaires en moyenne a` la vide´o requeˆte) et 72,69% pour la base de la cataracte (3 a` 4 vide´os
sont similaires a` la vide´o requeˆte). Les meilleurs re´sultats sont obtenus en utilisant la me´thode
1 en exploitant la se´quence comple`te ce qui est logique, du fait qu’elle fournit une analyse et
des caracte´risations de vide´o beaucoup plus riches que celles base´es sur le suivi des re´gions
homoge`nes entre les images I, ou avec se´lection des GOPs. Bien que la base de chirurgies de
pelage de membrane ne contienne que peu de vide´os, avec seulement 3 classes repre´sentant
les e´tapes de la chirurgie (69 se´quences), les bases Hollywood et chirurgies de la cataracte
contiennent beaucoup plus de vide´os (12 classes et 1837 vide´os pour la premie`re, 11 classes et
1638 vide´os pour la seconde). Les re´sultats que nous obtenons peuvent donc eˆtre conside´re´s
comme bien significatifs pour les performances obtenues par les trois me´thodes.
Les courbes de pre´cision rappel et les valeurs de la pre´cision moyenne a` 5, montrent
que l’information du re´sidu et l’apprentissage global des poids, combine´s avec les me´thodes
utilise´es pour la ge´ne´ration des signatures, ont augmente´ significativement la pre´cision
moyenne a` 5. Les poids optimaux trouve´s par le processus d’apprentissage fournissent dans
tous les cas une meilleure pre´cision que les me´thodes sans apprentissage. Le choix des
types de signatures (entre celles base´es sur l’orientation et l’intensite´ de mouvement sur
la se´quence comple`te, le suivi de re´gions entre les images I et le suivi des re´gions dans les
GOPs se´lectionne´s) de´pend du type de l’application. Par exemple, pour une application ou
le temps de calcul est primordial, ce sont les me´thodes base´es sur le suivi de re´gions qui sont
plutoˆt a` retenir.
Du point de vue des temps de calcul, les approches base´es sur le suivi de re´gions entre
les images I ou entre images des GOPs se´lectionne´s, sont presque 2 fois plus rapides que
celles utilisant l’intensite´ et l’orientation de mouvement. Pour la base pelage de membranes,
l’ensemble peut meˆme eˆtre du temps re´el car le calcul des signatures peut eˆtre obtenu a` la
fin de l’enregistrement vide´o (moins de 7mn pour la vide´o enregistre´e compresse´e, et 1mn de
recherche dans la base, mais qui est petite). C’est la recherche dans les bases qui va prendre
de plus en plus de temps quand la dimension de la base augmentera. La me´thode base´e sur
le suivi de re´gions dans les GOPs se´lectionne´s (me´thode 3) est un bon compromis entre la
meilleure pre´cision moyenne de la me´thode 1 et le temps de calcul de cette me´thode 3. Le
proble`me du temps de calcul peut eˆtre re´solu par l’utilisation d’ordinateurs puissants ou bien
d’une grille de calcul pour permettre une utilisation en temps re´el dans le cas des grandes
bases de donne´es.
La comparaison de nos re´sultats avec les re´sultats obtenus dans [5] pour la base de Holly-
wood donne un avantage a` la me´thode base´e sur l’intensite´ et l’orientation de mouvement et
celle base´e sur la se´lection des GOPs. Outre l’ame´lioration de la pre´cision moyenne, nous util-
isons le domaine compresse´ pour extraire les parame`tres. Nous e´vitons ainsi la de´compression
totale de la vide´o, compare´ aux me´thodes de description (SIFT, HOG et HOF) donne´e
dans [5], base´es sur l’extraction de parame`tres du flot optique, ce qui se traduit par un
gain supple´mentaire au niveau temps de calcul. La baisse au niveau de la pre´cision moyenne
constate´e pour la me´thode base´e sur le suivi de re´gions entre les images I, peut eˆtre justifier
par le peu de donne´es qu’on utilise pour extraire la signature ; nous utilisons une image toutes
les 15 images, ce qui peut eˆtre pe´nalisant en terme de richesse de la signature.
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Pour les trois me´thodes propose´es, la baisse de la pre´cision moyenne a` 5 en augmentant la
taille de la base de vide´os peut facilement s’expliquer. Le nombre de vide´os utilise´es dans le
cas de la base Hollywood est 1,707 vide´os, soit 24 fois le nombre de vide´os de la base pelage
de membrane (69 vide´os). La base Hollywood a de plus 12 classes alors que la base pelage
n’en a que 3. Ceci peut se traduire par une plus grande dispersion des donne´es qui explique
des performances moins bonnes avec les grandes bases.
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4.6 Conclusion
Ce chapitre a pre´sente´ le syste`me d’acquisition de vide´o me´dicale installe´ au sein du service
d’ophtalmologie de brest, ainsi que les bases de vide´os utilise´es pour cette e´tude. L’ensemble
des re´sultats obtenus sur ces bases sont aussi expose´s. Les meilleures performances sont
obtenues par l’approche base´e sur l’orientation et l’intensite´ de mouvement, cependant cette
me´thode est lente, malgre´ son efficacite´ comme nous avons pu le voir. Nous avons trouve´
un compromis entre la pre´cision moyenne et le temps de calcul en ne conservant que les
parties de la vide´o ou` il se passe de l’action. Pour e´valuer les me´thodes propose´es, nous
avons utilise´ la pre´cision moyenne a` 5 tout au long de notre e´tude. Cette mesure fournit des
re´sultats significatifs pour les me´decins. Pour pouvoir comparer nos re´sultats obtenus avec
ceux obtenus dans [5], nous avons utilise´ la pre´cision moyenne.
Pour conclure, c’est la me´thode base´e sur la se´lection des GOPs qu’il faudra privile´gier
dans des applications ou` le temps repre´sente le facteur principal. Il faudrait maintenant
disposer d’autres bases pour pouvoir ge´ne´raliser e´ventuellement cette conclusion.
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Conclusion
DANS ce me´moire, nous avons aborde´ la proble´matique de l’utilisation perope´ratoire desbases de donne´es me´dicales multime´dia, pour l’aide a` la de´cision. Dans cet objectif,
nous nous sommes inte´resse´s aux me´thodes permettant de caracte´riser automatiquement les
vide´os, pour mettre en oeuvre des syste`mes d’indexation et de recherche d’information par
le contenu. Les solutions propose´es ont e´te´ e´value´es dans le cadre d’applications me´dicales.
Le domaine cible e´tait l’ophtalmologie et plus particulie`rement les chirurgies de la re´tine et
de la cataracte. Nous re´sumons ci-dessous le contenu du me´moire, puis nous explorerons les
perspectives de recherche mises en valeur par ce travail de the`se.
Dans le premier chapitre, nous avons pre´sente´ les principes des syste`mes de recherche
d’information, en mettant l’accent sur les syste`mes de recherche par le contenu. Nous avons
rappele´ quels e´taient leurs principaux e´le´ments et l’architecture de base de tels syste`mes. A`
la fin de ce chapitre, nous avons montre´ l’inte´reˆt de l’utilisation des donne´es vide´os dans
le domaine compresse´, afin d’e´clairer les choix qui ont conduit a` notre travail de recherche.
Dans le second chapitre, nous avons donne´ en de´tail le principe de fonctionnement des codeurs
vide´o, et plus particulie`rement le codeur H.264/AVC sur lequel nous nous sommes appuye´s
pour cre´er des signatures de vide´os pour la recherche de vide´os par le contenu (CBVR :
Content Based Video Retrieval). Nous avons explique´ chacune des e´tapes de codage a` l’aide
d’un sche´ma basique de codage de cette norme. L’objectif e´tait d’exposer brie`vement le cadre
global de la compression vide´o et de faire ressortir les e´le´ments permettant de de´velopper
des signatures associe´es aux principales me´thodes de compression et/ou dans les diffe´rentes
e´tapes de ces me´thodes.
Le troisie`me chapitre a e´te´ consacre´ a` la construction des signatures nume´riques a` partir
du domaine compresse´. Trois me´thodes ont e´te´ propose´es. La premie`re me´thode consiste a`
caracte´riser globalement la vide´o en utilisant les histogrammes des directions de mouvement.
La deuxie`me me´thode est base´e sur une segmentation spatio-temporelle et sur le suivi des
re´gions entre deux images I, pour construire une signature de´crivant la trajectoire des re´gions
identifie´es comme les plus importantes d’un point de vue aire. La troisie`me me´thode est une
ame´lioration de la deuxie`me me´thode, qui permet de pallier la perte d’information de la
me´thode 2, qui ne prend en compte que les images I. Nous avons construit un re´sume´ de la
vide´o base´ sur la se´lection des GOPs et nous construisons des signatures de la meˆme manie`re
qu’avec la deuxie`me me´thode mais en prenant toutes les images des GOPs se´lectionne´s.
A` chacune des trois me´thodes, nous avons ajoute´ l’information de re´sidu pour avoir des
signatures plus efficaces et plus riches en terme d’information.
Apre`s la spe´cification des me´thodes de ge´ne´ration des signatures, une mesure de simili-
tude est de´finie pour chaque me´thode. Nous avons pre´sente´ dans un premier temps l’algo-
rithme classique “alignement dynamique temporel”, ou “Dynamic Time Warping (DTW)”,
qui permet d’obtenir efficacement l’ensemble des de´formations de couˆt minimal. Ce type
d’algorithme nous permet de prendre en compte les diffe´rences de dure´e des phases des inter-
ventions chirurgicales. L’algorithme FDTW que nous utilisons pour comparer les signatures
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issues de la premie`re me´thode est un algorithme rapide de´rive´ de l’algorithme DTW. Dans
un second temps, nous de´taillons la distance EMD (Earth Mover’s Distance) qui nous a con-
duit a` la distance EFDTW, en la combinant avec l’algorithme FDTW. Nous l’utilisons pour
comparer les signatures des deuxie`me et troisie`me me´thodes base´es sur la trajectoire des
re´gions.
Le chapitre 4 est consacre´ a` la pre´sentation des re´sultats et a` la me´thodologie d’e´valuation.
C’est aussi dans ce chapitre que nous de´crivons le syste`me d’aquisition mis en place au sein du
service d’ophtalmologie de l’hoˆpital universitaire de Brest, ainsi que les diffe´rentes bases de
vide´os utilise´es : deux bases de vide´os de chirurgies en ophtalmologie - une base de chirurgies
de pelage de membrane et une base de chirurgies de la cataracte - et une base de vide´os
souvent utilise´e pour des comparaisons entre travaux sur l’indexation et la CBVR, la base
Hollywood2.
Pour ame´liorer les re´sultats de retrouvaille, un processus d’optimisation des poids des
e´le´ments des signatures a e´te´ introduit dans le calcul des distances entre la vide´o requeˆte
et les vide´os de la base. Ce processus est base´ sur une technique d’apprentissage qui utilise
les algorithmes ge´ne´tiques. La pre´cision moyenne, pour une feneˆtre de cinq vide´os, obtenue
par ces me´thodes atteint les 79% (4 vide´os sont similaires a` la vide´o requeˆte) pour la base
pelage de membrane, 75,69% pour la base Hollywood (3 a` 4 vide´os sont similaires a` la vide´o
requeˆte) et 72,69% pour la base cataracte (3 a` 4 vide´os sont similaires a` la vide´o requeˆte).
Ces re´sultats sont compare´s aux re´sultats d’une me´thodes base´e sur une combinaison des
descripteurs (SIFT, HOG et HOF). Les me´thodes 1 et 3 que nous proposons donnent de
meilleurs re´sultats en terme de pre´cision moyenne (gain de 1,6 a` 4,3%).
Le choix de la me´thode a` pre´coniser est guide´ par le compromis pre´cision-temps de calcul :
c’est la me´thode base´e sur la selection des GOPs et le suivi des re´gions dans ces GOPs pour
obtenir une trajectoire des re´gions qui nous semble eˆtre la plus inte´ressante. Cependant, quelle
que soit la me´thode utilise´e, la pre´cision moyenne obtenue et la robustesse sont suffisamment
importantes pour que toutes les me´thodes propose´es puissent eˆtre utilise´es pour la mise en
place de syste`mes d’aide au geste chirugical.
Des ame´liorations sont d’ores et de´ja` envisageables :
– introduire des me´thodes d’optimisation pour le calcul du couple distance/signature de
paralle´lisation de code (algorithmes) pour permette l’utilisation en temps re´el.
– coupler l’information du mouvement avec d’autres parame`tres pouvant eˆtre extraits du
domaine compre´sse´ (texture (DCT), taille des blocs, ...etc) pour produire des signatures
plus riches en termes d’information.
– utiliser la dernie`re norme de compression HEVC ou H.265, une norme qui offre une
efficacite´ deux fois supe´rieure a` la norme pre´ce´dente H.264 et dans un temps plus court
graˆce au calcul paralle`le.
– fusionner l’information nume´rique et textuelle : prise en compte dans toutes les vide´os,
des informations contextuelles disponibles (aˆge, sexe, etc.), e´ventuellement des connais-
sances a priori sur l’ope´ration e´tudie´e, etc.
– appliquer les approches sur d’autres bases de vide´os
Nos signatures actuelles nous permettent de rechercher dans les bases de donne´es des
phases chirurgicales segmente´es dans une vide´o. Mais nous avons montre´ que ces signatures
pouvaient se calculer au moins dans la dure´e de la vide´o. Il faudra les adapter a` un suivi
dynamique, par exemple en conside´rant des segments de trajectoires, ou des groupes d’his-
togrammes. Avec des se´quences plus courtes a` conside´rer, le temps de calcul ne devrait pas
poser de proble`me. Les distances utilise´es devraient aussi bien se preˆter a` un suivi dynamique,
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mais il faudra envisager des recherches plus rapides, prenant en compte les informations de´ja`
de´termine´es sur le de´roulement de la chirurgie pour mettre en place des recherches optimise´es
dans les bases de donne´es, en temps re´el.
Il faudra aussi re´fle´chir au de´veloppement d’interfaces homme-machine, pour donner aux
praticiens l’information sous une forme ergonomique en situation interventionnelle, et leur
permettre d’interagir avec les syste`mes, de manie`re a` avoir plus de pre´cisions sur les infor-
mations de´sire´es, et d’effectuer des validations qualitatives de ce type de syste`me d’aide a` la
de´cision.
En conclusion, nous espe´rons que ce travail contribuera a` la mise en place de syste`mes
d’aide a` la de´cision base´s sur la recherche par le contenu, pour tirer profit de la masse de
donne´es et d’informations me´dicales qui sont nume´rise´es et archive´es tous les jours. Ces
syste`mes devraient faciliter la pratique clinique quotidienne des me´decins dans un avenir
proche, pour le plus grand be´ne´fice des patients et des praticiens.
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ANNEXE
B Renseignement de labase de la cataracte
Nous donnons dans cette annexe des exemples de description de chirurgie de la cataracte
effectue´s par diffe´rentes me´decin au sein de CHU de Brest.
Figure B.1 — Description de l’ope´ration de la cataracte e´tablie par le Dr. Josselin
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Figure B.2 — Description de l’ope´ration de la cataracte e´tablie par le Dr. Josselin
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Figure B.3 — Description de l’ope´ration de la cataracte e´tablie par le Dr. Cochener
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Figure B.4 — Description de l’ope´ration de la cataracte e´tablie par le Dr. Josselin
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Figure B.5 — Description de l’ope´ration de la cataracte e´tablie par le Dr. Josselin
