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THE CLOSE RELATION BETWEEN BORDER AND POMMARET
MARKED BASES
CRISTINA BERTONE AND FRANCESCA CIOFFI
Abstract. Given a finite order ideal O in the polynomial ring K[x1, . . . , xn] over a field K, let
∂O be the border of O and PO the Pommaret basis of the ideal generated by the terms outside
O. In the framework of reduction structures introduced by Ceria, Mora, Roggero in 2019, we
investigate relations among ∂O-marked sets (resp. bases) and PO-marked sets (resp. bases).
We prove that a ∂O-marked set B is a marked basis if and only if the PO-marked set
P contained in B is a marked basis and generates the same ideal as B. Using a functorial
description of these marked bases, as a byproduct we obtain that the affine schemes respectively
parameterizing ∂O-marked bases and PO-marked bases are isomorphic. We are able to describe
this isomorphism as a projection that can be explicitly constructed without the use of Gro¨bner
elimination techniques. In particular, we obtain a straightforward embedding of border schemes
in smaller affine spaces. Furthermore, we observe that Pommaret marked schemes give an open
covering of punctual Hilbert schemes. Several examples are given along all the paper.
Introduction
Let K be a field and RA := A[x1, . . . , xn] the polynomial ring over a Noetherian K-algebra
A in the variables x1 < · · · < xn. Let T denote the set of terms, i.e. monic monomials, in RA.
Given an order ideal O ⊆ T, the ideals I ⊂ RA such that O is an A-basis of RA/I have been
extensively investigated and characterized in literature, for instance because they are suitable
tools for the study of Hilbert schemes. These ideals can be identified by means of particular sets
of generators called marked bases. Probably the most popular marked bases are Gro¨bner bases,
which need a term order, but they are not particularly suitable for studying Hilbert schemes,
because in general they provide locally closed subsets covering a Hilbert scheme instead of open
subsets [19, Theorem 6.3 i)]. Two types of term order free marked bases proved to be more
suitable to investigate Hilbert schemes parameterizing 0-dimensional schemes (for example, see
[4, 6, 11, 12, 16, 17, 22] and the references therein). In this paper we focus on these latter ones.
If O is a finite order ideal, then also the border ∂O is finite and the ideal generated by the
terms outside O admit a Pommaret basis PO, which is contained in ∂O. Hence, in this paper we
consider finite order ideals and focus on the known characterizations of the ideals I ⊂ RA, such
that O is an A-basis of RA/I, that have been obtained by using either border bases (∂O-marked
bases in this paper) or marked bases over a quasi-stable ideal (PO-marked bases in this paper).
We explicitly describe a close relation between these types of marked bases.
Given a finite order ideal O, ∂O-marked sets and bases are made of monic marked polynomials
[26], whose head terms form ∂O. Border bases were first introduced in [21], in the context of
Gro¨bner bases, for computing a minimal basis of an ideal of polynomials vanishing at a set
of rational points, also using duality. Border bases were then investigated from a numerical
point of view because of their stability with respect to perturbation of the coefficients [23, 27]
and have also attracted interest from an algebraic point of view (see [14], [15, Section 6.4]).
Furthermore, given a finite order ideal O, the ∂O-marked bases parameterize an open subset
of a punctual Hilbert scheme (e.g. [11, 18]). This fact was used, for instance, to investigate
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elementary components of punctual Hilbert schemes in [12]. As O varies in the set of order ideals
of a prescribed cardinality, the corresponding border schemes give an open cover of a punctual
Hilbert scheme [16, Remark 3.2 items b) and e)], [17, Remark 2.8] and [18, Proposition 1].
Recall that every Artinian monomial ideal in RK has a Pommaret basis. So, given a finite
order ideal O, we can consider the Pommaret basis PO of the monomial ideal generated by T\O
and construct PO-marked sets and bases, i.e. sets and bases made of monic marked polynomials
whose head terms form PO. We recall that every strongly stable ideal, also in the non-Artinian
case (i.e. if the order ideal O is not finite), has a finite Pommaret basis. Hence, working on
strongly stable ideals, PO-marked bases were first introduced in [9] and investigated in [6] with
the aim to parameterize open subsets of a Hilbert scheme and study it locally. We highlight that
PO-marked bases do not need any finiteness assumption on the underlying order ideal, nor they
need a term order, even if PO-marked bases have some nice properties similar to those of Gro¨bner
bases (see for instance [4, Theorems 3.5 and 4.10]). The PO-marked bases were considered in
[3, 7] in the case of homogeneous polynomials. In [4] non-homogeneous PO-marked bases were
studied, obtaining more efficient computational techniques than those in the homogeneous case.
An affine scheme parameterizing PO-marked bases has been already described and used, for
instance in [2, 5], to successfully investigate Hilbert schemes. These schemes give an open cover
of Hilbert schemes for any dimension, up to suitable gruoup actions.
The motivating question of our work is: what is the relation between ∂O-marked sets (and
bases) and PO-marked sets (and bases) for a given finite order ideal O? We answer this question,
and as a byproduct we also establish the relation between the schemes paramaterizing these
marked bases, giving also a computational Gro¨bner free method to eliminate some variables
from the equations defining one in order to obtain the other.
We use the framework of reduction structures introduced in [8] and a functorial approach
in order to compare the schemes parameterizing these two different types of bases. We prove
that there is a close relation among ∂O-marked bases and PO-marked bases (see Theorem 3.6)
and observe that the affine schemes parameterizing the ideals generated by these two types of
bases are isomorphic, also giving an explicit isomorphism (see Corollary 3.9, Theorem 4.1 and
Corollary 4.3). We are able to describe this isomorphism as a projection that can be explicitly
constructed without the use of Gro¨bner elimination techniques, obtaining an embedding of bor-
der schemes in affine spaces of lower dimension than the one where they are naturally embedded.
Moreover, as we have already pointed out, we have an open cover of punctual Hilbert schemes
made of marked schemes, without the use of any group actions which are instead needed for
Hilbert schemes parameterizing schemes of positive dimension (see Proposition 3.10). Several
examples are exhibited along all the paper.
The paper is organized in the following way.
In Section 1 we recall some general notations and facts, the framework of reduction structures
introduced in [8] and some known results for the Pommaret reduction structure.
In Section 2 we focus on ∂O-marked bases. Observing that a set B of marked polynomials
on ∂O always contains a set P of marked polynomials on PO, we prove that B is a ∂O-marked
basis if and only if P is a PO-marked basis and generates the same ideal as B (Theorem 2.3). We
also compare the border reduction structure implicitly considered in [15] with the one we give in
Definition 2.1. In particular, we relate the border division algorithm of [15, Proposition 6.4.11] to
the reduction relation induced by the border reduction structure, where the terms of the border
are ordered according to the degree. In this setting, we can prove a Buchberger’s criterion for
∂O-marked bases (Proposition 2.12), which is alternative to that of [15, Proposition 6.4.34].
In Section 3, using a functorial approach, we easily prove that the scheme parameterizing ∂O-
marked bases, called border marked scheme, and the scheme parameterizing PO-marked bases,
called Pommaret marked scheme, are isomorphic (Corollary 3.9). The monicity of the marked
sets we consider is crucial for the use of functors. In fact, although in [8] the authors deal
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with the polynomial ring RK , everything works also in RA thanks to the monicity of marked
polynomials and sets. In Proposition 3.10, as a byproduct of our investigation we easily obtain
an open cover of a punctual Hilbert schemes by marked schemes.
In Section 4, we explicitly exhibit an isomorphism between the border marked scheme and the
Pommaret marked scheme using Theorem 2.3. As a byproduct, we prove that there is always
a subset of the variables involved in the generators of the ideal defining the border marked
scheme that can be eliminated (see Corollary 4.2), obtaining in this way the ideal defining the
Pommaret marked scheme. This elimination does not use Gro¨bner elimination techniques, which
are in theory useful, but practically impossible to use (see Example 4.6). Corollary 4.3 is the
geometric version of Corollary 4.2. Upper bounds for the degrees of the polynomials involved in
this computation are given in Proposition 4.4.
1. Generalities and setting
Let K be a field, R := K[x1, . . . , xn] the polynomial ring in n variables with coefficients in
K, T the set of terms in R. If Y is a subset of {x1, . . . , xn}, we denote by T[Y ] the subset of
T containing only terms in the variables in Y . We denote by A a Noetherian K-algebra with
unit 1K and set RA := A ⊗K R. When it is needed, we assume x1 < · · · < xn (this is just an
ordering on the variables, this is not a term order). For every term τ in T we denote by min(τ)
the smallest variable appearing in τ with non-null exponent.
Definition 1.1. A monomial ideal J ⊂ R is quasi-stable if, for every term τ ∈ J and for every
xi > min(τ), there is a positive integer s such that x
s
i τ/min(τ) belongs to J .
It is well known that a quasi-stable ideal J has a special monomial generating set that is
called Pommaret basis and has a very important role in this paper. The terms in the Pommaret
basis of J can be easily detected thanks to the following property (see [7, Definition 4.1 and
Proposition 4.7]). For every term σ ∈ J ,
(1.1) σ belongs to the Pommaret basis of J ⇔
σ
min(σ)
/∈ J.
Definition 1.2. A set O of terms in T is called an order ideal if
∀ σ ∈ T,∀ τ ∈ O, σ | τ ⇒ σ ∈ O.
Given a monomial ideal J ⊆ R, the set of terms outside J is an order ideal. On the other
hand, if O is an order ideal, then J is the monomial ideal such that J ∩ T = T \ O.
Along the paper we only consider finite order ideals O. This is equivalent to the fact that
the Krull dimension of the quotient ring R/J is zero, i.e R/J is Artinian. In this case, J is
quasi-stable [4, Corollary 2.3]. So, given a finite order ideal O, we can always consider the
Pommaret basis of the ideal generated by T \ O in R and we denote it by PO.
Definition 1.3. [15, Definition 6.4.4, Proposition 6.4.6] Given a finite order ideal O, the border
of O is
∂O := {xi · τ | τ ∈ O, i ∈ {1, . . . , n}} \ O.
Since O ∪ ∂O is an order ideal too, for every integer k ≥ 0 we can also define the k-th border
∂kO of O in the following way:
∂0O := O and ∂kO := ∂(∂k−1O ∪ · · · ∪ ∂0O).
For every µ ∈ T \ O, the integer indO(µ) := min{k | µ ∈ ∂
kO} is called the index of µ with
respect to O.
For every finite order ideal O ⊂ T, it is immediate to observe that PO is contained in ∂O,
thanks to (1.1).
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Example 1.4. If we consider R = K[x1, x2] and O = {1, x1, x2, x1x2}, then the Pommaret basis
of the ideal (T \ O) is PO = {x
2
1, x
2
1x2, x
2
2} and the border of O is ∂O = {x
2
1, x
2
1x2, x1x
2
2, x
2
2}.
Given a subset T ⊆ T of terms, we denote by 〈T 〉A the module generated by T over A.
Moreover, for every term α, the set CT (α) := {τα | τ ∈ T} is called cone of α by T .
Definition 1.5. [8, Definition 3.1] A reduction structure J (RS, for short) in T is a 3-uple
J := (H,L := {Lα |α ∈ H},T := {Tα |α ∈ H}) where:
• H ⊆ T is a finite set of terms;
• for every α ∈ H, Tα ⊆ T is an order ideal, called the multiplicative set of α, such that
∪α∈HCTα(α) = (H);
• for every α ∈ H, Lα is a finite subset of T \ CTα(α) called the tail set of α.
Given a reduction structure J = (H,L,T ), we say that: J has maximal cones if, for every
α ∈ H, Tα = T; J has disjoint cones if, for every α,α
′ ∈ H, CTα(α) ∩ CTα′ (α
′) = ∅; J has
multiplicative variables if, for every α ∈ H, there is Yα ⊂ {x1, . . . , xn} such that Tα = T[Yα].
Recall that the support of a polynomial f ∈ RA is the finite subset supp(f) ⊆ T of those
terms that appear with non-null coefficients in f .
Definition 1.6. [26] A marked polynomial is a polynomial f ∈ RA together with a specified
term of supp(f) which appears in f with coefficient 1K . It will be called head term of f and
denoted by Ht(f).
Definition 1.7. [8, Definitions 4.2 and 4.3] Given a reduction structure J = (H,L,T ), a set F
of exactly |H| marked polynomials in RA is called an H-marked set if, for every α ∈ H, there is
fα ∈ F with Ht(fα) = α and supp(f) \ {α} ⊆ Lα.
Let OH be the order ideal given by the terms of T outside the ideal generated by H. An
H-marked set F is called an H-marked basis if OH is a free set of generators for RA/(F ) as
A-module, that is (F )⊕ 〈OH〉A = RA.
Given a reduction structure J = (H,L,T ) and an H-marked set F , a (H)-reduced form mo-
dulo (F ) of a polynomial g ∈ RA is a polynomial h ∈ RA such that g − h belongs to (F ) and
supp(h) ⊆ OH. If there exists a unique (H)-reduced form modulo (F ) of g then it is called
(H)-normal form modulo (F ) of g and is denoted by Nf(g).
In the following, when OH is finite, we will write OH-reduced form (resp. OH-normal form)
instead of (H)-reduced form (resp. (H)-normal form). Furthermore, for any order ideal O, if h
belongs to 〈O〉A, then we say that h is O-reduced.
Remark 1.8. Given a reduction structure J = (H,L,T ), if F is an H-marked basis, then every
polynomial g ∈ RA admits the (H)-normal form Nf(g) modulo (F ). This is a direct consequence
of the fact that RA decomposes in the direct sum (F )⊕ 〈OH〉A, so that for every g ∈ RA there
is a unique writing g = h+ h′ with h ∈ (F ) and h′ ∈ 〈OH〉A. Hence, h
′ is the (H)-normal form
of g modulo (F ).
The definition of a reduction relation over polynomials can be useful to computationally detect
reduced and normal forms.
Definition 1.9. [8, page 105] Given a reduction structure J = (H,L,T ) and an H-marked set
F , the reduction relation associated to F is the transitive closure →+F J of the relation on RA
that is defined in the following way. For g, h ∈ RA, we say that g is in relation with h and write
g →F J h if there are terms γ ∈ supp(g) and α ∈ H such that γ = αη belongs to CTα(α) and
h = g − cηfα, where c is the coefficient of γ in g.
Given a reduction structure J = (H,L,T ) and an H-marked set F , the reduction relation
→+F J is Noetherian if there is no infinite reduction chain g1 →F J g2 →F J . . . . The reduc-
tion structure J is said Noetherian if →+F J is Noetherian for every H-marked set F (see [8,
Section 5]).
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Moreover, →+F J is confluent if for every polynomial g ∈ RA there exists only one (H)-reduced
form h modulo (F ) such that g →+F J h. The reduction structure J is confluent if →
+
F J is
confluent for every H-marked set F (see [8, Definition 7.1]).
Remark 1.10. If →+F J is a reduction relation such that every polynomial g ∈ RA admits a
(H)-reduced form modulo (F ) then (F ) + 〈OH〉A = RA. This holds in particular if →
+
F J is
Noetherian and confluent.
Definition 1.11. Given a finite order ideal O, the Pommaret reduction structure JPO =
(H,L,T ) is the reduction structure with H := PO and, for every α ∈ PO, Lα := O and
Tα := T ∩K[x1, . . . ,min(α)].
The Pommaret reduction structure was investigated in [4, Definition 4.2] for an arbitrary
order ideal O, not necessarily finite. The reduction relation →+F JPO
is Noetherian and confluent
for every PO-marked set F [4, Proposition 4.3]. Then, it is well-known that the Pommaret
reduction relation can be used to characterize PO-marked bases in the following way.
Definition 1.12. Given two marked polynomials f, f ′ with Ht(f) = α and Ht(f ′) = α′, the
S-polynomial of (f, f ′) is S(f, f ′) = ηf − η′f ′, where ηHt(f) = η′Ht(f ′) = lcm(Ht(f),Ht(f ′)).
Definition 1.13. Let O be a finite order ideal and J = (H,L,T ) a reduction structure such
that (H) = (T \O). For every α,α′ ∈ H, (α,α′) is a non-multiplicative couple if there is xi /∈ Tα
such that xiα ∈ CTα′ (α
′).
Proposition 1.14. (Buchberger’s criterion for Pommaret marked bases) [4, Proposition 5.6]
Let O be a finite order ideal, consider the Pommaret reduction structure JPO and let P be a
PO-marked set. The following are equivalent:
(1) P is a PO-marked basis;
(2) for every p, p′ ∈ P such that (Ht(p),Ht(p′)) is a non-multiplicative couple, S(p, p′)→+P JPO
0.
2. Border reduction structure
In this section, given a finite order ideal O, we focus on reduction structures such that H is
the border of O and their relations with the Pommaret reduction structure.
Definition 2.1. [8, Table 1 and Lemma 13.2] Given a finite order ideal O, let the terms of the
border ∂O be ordered in an arbitrary way and labeled coherently, i.e. for every βi, βj ∈ ∂O, if
i < j then βi precedes βj .
The border reduction structure J∂O := (H,L,T ) is the reduction structure with H = ∂O and,
for every βi ∈ ∂O, Lβi := O and Tβi := {µ ∈ T | ∀j > i, βj does not divide βiµ}.
Remark 2.2. Given a finite order ideal O, in [15] the authors consider the reduction structure
J ′ = (H′,L′,T ′) with H′ = ∂O (ordered arbitrarily and labeled coeherently as in J∂O), and
L′β = O, T
′
β = T for every β ∈ ∂O. The border reduction structure J∂O given in Definition 2.1
is a substructure of J ′, because the multiplicative sets of J∂O are contained in those of J
′ (see
[8, Definition 3.4] for the definition of substructure).
Like observed in [8, Remark 4.6], the definition of marked basis only depends on the ideal
generated by the marked set we are considering, and this notion does not rely on the reduction
relation associated to the reduction structure we are considering. However, in order to prove
that the notions of ∂O-marked basis and PO-marked basis associated to J∂O and JPO , respec-
tively, are closely related, we need the features of the reduction relation given by the Pommaret
reduction structure.
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Theorem 2.3. Let O be a finite order ideal, J∂O be the border reduction structure, with terms
of ∂O ordered arbitrarily, and JPO be the Pommaret reduction structure. Let B be a ∂O-marked
set in RA, P the PO-marked set contained in B and B
′ = B \ P . Then,
B is a ∂O-marked basis⇔ P is a PO-marked basis and B
′ ⊂ (P ).
Proof. If B is a ∂O-marked basis, then RA = (B)⊕ 〈O〉A and, in particular, (B)∩ 〈O〉A = {0}.
Since the PO-marked set P is a subset of B, we also have (P ) ∩ 〈O〉A = {0}. Furthermore,
since the Pommaret reduction structure is Noetherian and confluent, every polynomial in RA
has a O-reduced form modulo (P ), that is (P ) + 〈O〉A = RA by Remark 1.10. These two facts
together imply that P is a marked basis.
Moreover, for every polynomial b′ ∈ B′, let b˜′ ∈ 〈O〉A be its O-normal form modulo (P ),
hence b′ − b˜′ belongs to (P ) ⊂ (B). This means that b˜′ is also the only O-normal form modulo
(B), which is equal to 0 by hypothesis (see Remark 1.8). Hence, b′ belongs to (P ).
Assume now that P is a PO-marked basis and B
′ ⊂ (P ). Observing that in the present
hypotheses (P )⊕ 〈O〉A = RA and (P ) = (P ∪B
′) = (B), we immediately conclude. 
Example 2.4. Consider the finite order ideal O = {1, x1, x2, x1x2} ⊂ R = K[x1, x2] as in
Example 1.4, the ∂O-marked set Be1,e2 given by the following polynomials
b1 := x
2
1−x1−x2−1, b2 := x
2
2−3x2, b3 := x
2
1x2−x1x2−4x2, b4 := x1x
2
2−e1x1x2−e2 x1, e1, e2 ∈ K,
and the PO-marked set P = {b1, b2, b3}.
For every e1, e2 ∈ K, P is a PO-marked basis, by Proposition 1.14. If e1 6= 3 or e2 6= 0, then
b4 does not belong to (P ), hence, by Theorem 2.3, Be1,e2 is not a ∂O-marked basis for these
values of e1 and e2. If e1 = 3 and e2 = 0 then b4 belongs to (P ), hence B3,0 is a ∂O-marked
basis.
In [15], the authors consider a procedure called border rewrite relation [15, page 432] which
is the reduction relation of the reduction structure J ′ presented in Remark 2.2. The reduction
structure J ′ is not Noetherian, as highlighted in [15, Example 6.4.26]. This is due to the fact
that J ′ has maximal cones and, in general, there is no term order with respect to which, for
every f in a ∂O-marked set F and for every γ in O, the head term Ht(f) of f is bigger than γ
(see [26] and [8, Theorem 5.10]).
In general, given a reduction structure J , disjoint cones are not sufficient to ensure Noetheri-
anity. For instance, also the substructure J∂O of J
′ is in general not Noetherian. We highlight
this rephrasing the above quoted example of [15] for the reduction structure J∂O.
Example 2.5. [15, Example 6.4.26] Consider the order ideal O = {1, x1, x2, x
2
1, x
2
2} ⊂ RK =
K[x1, x2]. The border of O id ∂O = {x1x2, x
3
1, x
2
1x2, x1x
2
2, x
3
2}. We consider the border reduction
structure J∂O with the terms of the border ordered in the following way:
β1 = x
3
1, β2 = x
2
1x2, β3 = x1x
2
2, β4 = x
3
2, β5 = x1x2,
and the ∂O-marked set B given by the marked polynomials
bi = βi for i = 1, . . . , 4, b5 = β5 − x
2
1 − x
2
2.
The reduction structure J∂O has disjoint cones, however this does not imply Noetherianity.
Indeed, consider the term γ = x21x
2
2. When we reduce γ by →B J∂O , we fall in the same infinite
loop as using the border rewrite relation of [15]. Recalling that a term γ ∈ (∂O) is reduced
using the term βi with i = max{j | βj ∈ ∂O divides γ}, we obtain
x1x
2
2 →B J∂O x1x
2
2 − x2b5 = x
2
1x2 + x
3
2 →B J∂O x
2
1x2 + x
3
2 − b4 = x
2
1x2 →B J∂O
→B J∂O x
2
1x2 − x1b5 = x
3
1 + x1x
2
2 →B J∂O x
3
1 + x1x
2
2 − b1 = x1x
2
2.
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In the following, we will order the terms of ∂O either increasingly by degree (terms of the
same degree are ordered arbitrarily), or increasingly according to a term order ≺. In the first
case, we will denote the reduction structure with J∂O,deg and, in the second case, with J∂O,≺.
For every term order ≺, the reduction structure J∂O,≺ is Noetherian [8, page 127]. We now
focus on properties of the reduction relation of a border reduction structure J∂O,deg and explicitly
prove that J∂O,deg is Noetherian and confluent. We use properties of the border described in
[15, Section 6.4.A] and results in [8].
Lemma 2.6. Let O be a finite order ideal.
(1) If γ is a term in (T \ O) and β ∈ ∂O is a term of maximal degree dividing γ, then
indO(γ) = deg(γ/β) + 1;
(2) if δ ∈ O and η ∈ T are terms such that δη belongs to (T \O) and if β ∈ ∂O is a term of
maximal degree dividing δη, then deg(η) > deg(δη/β).
Proof. Item (1) is a direct consequence of [15, Proposition 6.4.8 a)]. For what concerns item (2),
we have indO(δη) = deg(δη/β) + 1 by (1) and conclude, because indO(δη) ≤ deg(η) by [15,
Proposition 6.4.8 b)]. 
Proposition 2.7. Given a finite order ideal O, consider the border reduction structure J∂O,deg
and a ∂O-marked set B. Then, the reduction relation →+B J∂O,deg is Noetherian and confluent.
Proof. First we prove that J∂O,deg has disjoint cones, that is CTβi (βi) ∩ CTβj (βj) = ∅, for every
βi, βj ∈ ∂O. Indeed, assume j > i and consider γ ∈ CTβi (βi). By definition of cone, there is
η ∈ Tβi such that ηβi = γ and for every j > i, βj does not divide γ. Hence, γ does not belong
to CTβj (βj).
Furthermore, J∂O,deg is Noetherian. It is sufficient to consider T with the well founded order
given by the index of a term with respect to O, and apply [8, Theorem 5.9]. Indeed, consider
f, g ∈ RA such that f →B J∂O,deg g and let γ = ηβi ∈ supp(f) ∩ CTβi (βi) be the term which
is reduced, i.e. f − cηbi = g, with c ∈ RA the coefficient of γ in f and bi the polynomial of
B such that Ht(bi) = βi. Consider a term γ
′ in supp(g) \ supp(f). By construction we obtain
that γ′ is divisible by η. So, if γ′ belongs to CTβj (βj) for some βj ∈ ∂O, then by Lemma 2.6
indO(γ
′) = deg(γ′/βj) + 1 < deg(η) + 1 = indO(γ). Hence, →
+
B J∂O,deg
is Noetherian.
Summing up, J∂O,deg has disjoint cones and it is Noetherian. Hence, we can conclude that
→+B J∂O,deg is also confluent by [8, Remark 7.2]. 
We highlight that, given the border reduction structure J∂O,deg and a ∂O-marked set B, the
reduction relation →+F J∂O,deg is equivalent to the border division algorithm of [15, Proposition
6.4.11], in the sense that the O-reduced forms obtained by the reduction relation →+F J∂O,deg are
normal O-reminders of the border division algorithm (see [15, page 426]).
Recall that for a given finite order ideal O, every ∂O-marked set contains a PO-marked set.
Nevertheless, the different reduction relations applied on the same polynomial in general give
different O-reduced forms.
Example 2.8. Consider the order ideal O = {1, x1, x2, x1x2} ⊂ R = K[x1, x2], as in Exam-
ple 1.4, and the border reduction structure J∂O,deg and the Pommaret reduction structure JPO .
Let B ⊂ R be the ∂O-marked set given by the following polynomials:
b1 := x
2
1 − 1− x1 − x2, b2 := x
2
2 − 3x2, b3 := x
2
1x2 − 4x2 − x1x2, b4 := x1x
2
2 − x1 − x1x2
and P the PO-marked set given by the polynomials b1, b2, b3. The ∂O-marked set B is obtained
from that of Example 2.4 by replacing both e1 and e2 with 1. Consider the polynomial f = x
2
1x
2
2.
We compute an O-reduced form modulo (B) of f in the following way:
f →+B J∂O f − x1b4 = x
2
1x2 + x
2
1 →
+
B J∂O
x21x2 + x
2
1 − b3 − b1 = x1x2 + x1 + 5x2 + 1 ∈ 〈O〉K .
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We also compute an O-reduced form modulo (P ) in the following way:
f →+P JPO
f − x21b2 = 3x
2
1x2 →
+
P JPO
3x21x2 − 3b3 = 3x1x2 + 12x2〈O〉K .
We now focus on how the reduction relations corresponding to border reduction structures
are used in order to obtain marked bases.
Definition 2.9. For every α,α′ terms in a finite set M ⊂ T, (α,α′) is a neighbour couple if
either α = xjα
′ for some variable xj or xiα = xjα
′ for some couple of variables (xi, xj).
The definition of neighbour couple is due to [15, Definition 6.4.33 c)] in the framework of
border bases, however Definition 2.9 is given for any finite set of terms, not necessarily the
border of an order ideal. Furthermore, the notion of neighbour couple does not depend on the
reduction structure we are considering.
Given a finite order ideal O and recalling Definition 1.13, if we consider the Pommaret reduc-
tion structure JPO , then a couple of terms in PO can be simultaneously non-multiplicative and
neighbour, although this is not always the case (see Example 2.14).
We now investigate the non-multiplicative couples for the border reduction structure J∂O,deg,
showing that non-multiplicative couples are always neighbour couples in this case.
Lemma 2.10. Given a finite order ideal O, consider the border reduction structure J∂O,deg, and
let (βi, βj) be a non-multiplicative couple of ∂O, i.e. there is xℓ /∈ Tβi such that xℓβi ∈ CTβj (βj).
More precisely, xℓβi = δβj for some xℓ /∈ Tβi and δ ∈ Tβj . Then j > i and deg(δ) ≤ 1.
Proof. By definition of Tβj for a border reduction structure (Definition 2.1), the equality xℓβi =
δβj , with xl /∈ Tβi and δ ∈ Tβj , implies that j > i. Furthermore deg(βi) ≤ deg(βj), since in
J∂O,deg the terms of δO are ordered according to increasing degree. This implies that deg(δ) ≤
deg(xℓ) = 1. 
As already observed in Remark 2.2, J∂O,deg is a substructure of J
′. So, we can rephrase
Buchberger’s criterion for border marked bases given in [15, Proposition 6.4.34] in terms of the
reduction relation given by J∂O,deg.
Proposition 2.11. (Buchberger’s criterion for border marked bases) [15, Proposition 6.4.34] Let
O be a finite order ideal, and consider the reduction structure J∂O,deg. Let B be a ∂O-marked
set. The following are equivalent:
(1) B is a ∂O-marked basis;
(2) for every (b, b′) such (Ht(b),Ht(b′)) is a neighbour couple, S(b, b′)→+B J∂O,deg 0.
Applying [8, Theorem 11.6] to the reduction structure J∂O,≺, for some term order ≺, an alter-
native Buchberger’s criterion can be obtained. However, this criterion might involve couples of
terms in ∂O which are neither neighbour, nor non-multiplicative, unless J∂O,≺ has multiplica-
tive variables. For instance, if ≺lex is the lex term order, then the reduction structure J∂O,≺lex
has multiplicative variables (see [8, Theorem 13.5]).
In general, the reduction structure J∂O,deg does not have multiplicative variables, not even if
we consider J∂O,≺ for a degree compatible term order [8, Example 13.4]. Nevertheless, we now
show that it is sufficient to consider non-multiplicative couples of terms ∂O in J∂O,deg in order
to obtain another Buchberger’s criterion for border bases. In terms of continuous involutive
division, this result also follows from results by Riquier and Janet (see [13], [10, Definitions
3.1 and 4.9, Theorem 6.5]). For the sake of completeness, we give a complete proof using the
notions adopted in the present paper. More explicitely, we prove the equivalence of the following
Proposition to Proposition 2.11.
Proposition 2.12. Let O be a finite order ideal, and consider the reduction structure J∂O,deg.
Let B be a ∂O-marked set. The following are equivalent:
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(1) B is a ∂O-marked basis;
(2) for every (b, b′) such (Ht(b),Ht(b′)) is a non-multiplicative couple, S(b, b′)→+B J∂O,deg 0.
Proof. Here, we prove the equivalence between Proposition 2.11(2) and item (2). By Lemma 2.10,
one implication is immediate, so we move to proving that item (2) implies Proposition 2.11(2).
Consider now a neighbour couple (βi, βj) which is not a non-multiplicative couple. Since ∂O
is increasingly ordered by degree, if xsβi = βj then j > i, hence xs /∈ Tβi by definition of T as
given in Definition 2.1. Furthermore, if xsβi = xlβj , then it is not possible that xs belongs to
Tβi and simultaneously xℓ ∈ Tβj , again by Definition 2.1.
Hence, the only case of neighbour couple which is not non-multiplicative is xsβi = xlβj with
xs /∈ Tβi and xℓ /∈ Tβj . Let βk be the unique term in ∂O such that xsβi = xℓβj = δβk with
δ ∈ Tβk . Hence both (βi, βk) and (βj , βk) are non-multiplicative couples and by Lemma 2.10
we obtain that i, j < k and deg(δ) ≤ 1. Let bi, bj , bk ∈ B be the marked polynomials such
that Ht(bi) = βi, Ht(bj) = βj , and Ht(bk) = βk. Since S(bi, bk) and S(bj , bk) reduce to 0
by →+B J∂O,deg , then also S(bi, bj) reduces to 0 by →
+
B J∂O,deg
, because S(bi, bj) = S(bi, bk) −
S(bj , bk) and →
+
B J∂O,deg
is confluent (see also [16, Proposition 4.5]). 
Remark 2.13. The most used effective criterion to check whether a ∂O-marked set is a basis
is not a Buchberger’s criterion. The commutativity of formal multiplication matrices is usually
preferred (see [25, Theorem 3.1]). This is simply due to the fact that the border reduction given
in [15] is neither Noetherian nor confluent, hence when in a statement one finds “f →+B J∂O 0”,
one should read “it is possible to find a border reduction path leading f to 0”.
Example 2.14. [16, Example 4.6] Consider the finite order ideal O = {1, x1, x2, x3, x2x3} ⊂
R = K[x1, x2, x3], so that ∂O := {b1, . . . , b8} with b1 = x
2
1, b2 = x1x2, b3 = x1x3, b4 = x
2
2,
b5 = x
2
3, b6 = x1x2x3, b7 = x
2
2x3, and b8 = x2x
2
3, while PO = ∂O \ {b8} = {b1, . . . , b7}. In this
case the reduction structure J∂O,deg has multiplicative variables.
Inspired by Ufnarovski graphs [24, Definition 48.1.1], similarly to what is done in [27, Defi-
nition 8.5], in Figures 1, 2, 3 we represent graphs whose vertices are the terms in ∂O (we use
bullets for the terms in PO and a star for the unique term in ∂O \ PO), and whose edges are
given by either neighbour couples of terms in ∂O (Figure 1), or non-multiplicative couples of
terms ∂O in J∂O,deg (Figure 2) or non-multiplicative couples of terms PO in JPO (Figure 3). In
Figures 2 and 3, we use arrows for edges; the arrow starts from bi and ends at bj if (bi, bj) is a
non-multiplicative couple with xℓbi = δbj .
b1
b3 b2
b6
b5 b8 b7 b4
Figure 1. Neighbour couples for J∂O,deg
Remark 2.15. Observe that the non-multiplicative couples of terms in PO of JPO which are
not neighbour couples of terms in ∂O of J∂O,deg are such that xℓbi = δbj with deg(δ) = s > 1.
In this case, there are bi2 , . . . bis−1 ∈ ∂O \ PO such that (bi, bi2), (bis−1 , bj) and , for every t ≥ 2,
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b1
b3 b2
b6
b5 b8 b7 b4
Figure 2. Non-multiplicative
couples for J∂O,deg
b1
b3 b2
b6
b5 b8 b7 b4
Figure 3. Non-multiplicative
couples for JPO
(bit , bit+1) are neighbour couples of terms in ∂O of J∂O,deg. In Example 2.14, this is the case for
the non-multiplicative couples (b6, b5) and (b7, b5) of terms in PO of JPO .
This means that in general there are less S-polynomials to consider in Proposition 1.14(2) than
those in Proposition 2.11(2) or Proposition 2.12(2).
3. Border and Pommaret marked functors and their representing schemes
From now, for what concerns border reduction structures, given a finite order ideal O, we only
consider the border reduction structure J∂O,deg, which will be simply denoted by J∂O.
Given a finite order ideal O, the goal of this section is proving that the two affine schemes,
which respectively parameterize ∂O-marked bases and PO-marked bases, are isomorphic.
Definition 3.1. [8, Appendix A] Let O be a finite order ideal and J = (H,L,T ) a reduction
structure with (H) = (T \ O). The functor
MsJ : Noeth-k-Alg −→ Sets,
associates to every Noetherian k-Algebra A the set MsJ (A) consisting of all the ideals I ⊂ RA
generated by an H-marked set, and to every morphism of Noetherian k-algebras φ : A→ A′ the
morphism MsJ (φ) :MsJ (A)→MsJ (A
′) that operates in the following natural way:
MsJ (φ)(I) = I ⊗A A
′.
The following subfunctor of MsJ
MbJ : Noeth-k-Alg −→ Sets,
associates to every Noetherian k-Algebra A the set MbJ (A) consisting of all the ideals I ⊂ RA
generated by an H-marked basis, and to every morphism of Noetherian k-algebras φ : A → A′
the morphism MbJ (φ) :MbJ (A)→MbJ (A
′) that operates in the following natural way:
MbJ (φ)(I) = I ⊗A A
′.
Remark 3.2. The monicity of marked sets and bases ensures that marked sets and bases are
preserved by extension of scalars (see also [8, Lemmas A.1 and A.2]).
The functor MsJ is the functor of points of an affine scheme MsJ isomorphic to A
N , for
a suitable integer N . More precisely, if Lα = O for every α ∈ H, then MsJ is the functor of
points of the affine scheme MsJ ≃ A
|H|·|O| [8, Lemma A.1].
We now investigate MbJ∂O and MbJPO
more in detail in order to understand the relation
among them.
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Definition 3.3. Let O = {σ1, . . . , σℓ} be a finite order ideal and J = (H,L,T ) any reduction
structure with H = {τ1, . . . , τm} a set of generators of the ideal (T \ O) and Lα := O, for every
α ∈ H. Let C := {Cij |1 ≤ i ≤ m, 1 ≤ j ≤ ℓ} be a new set of parameters. The generic H-marked
set is the set of marked polynomials {g1, . . . , gm} ⊂ RK[C] where
gi = τi −
ℓ∑
j=1
Cijσj.
Observe that the generic H-marked set is a H-marked set in RA with A = K[C].
The generic ∂O-marked set was first introduced in [16, Definition 3.1]. We denote it by B,
and observe that, up to relabelling the parameters C, B always contains the generic PO-marked
set, that we denote by P. From now on we denote by B′ the set B \P and by C˜ the set of
parameters in the polynomials of B′.
Example 3.4. We consider again the finite order ideal O = {1, x1, x2, x1x2}. Then, the generic
∂O-marked set B is given by the following polynomials:
b1 := x
2
1 −C1,1 − C1,2x1 − C1,3x2 − C1,4x1x2, b2 := x
2
2 − C2,1 − C2,2x1 − C2,3x2 − C2,4x1x2,
b3 = x
2
1x2−C3,1−C3,2x1− x2C3,3−C3,4x1x2, b4 := x1x
2
2−C4,1−C4,2x1−C4,3x2−C4,4x1x2.
Observe that in this case the generic PO-marked set P is equal to {b1, b2, b3}, B
′ is equal to
{b4}, C consists of 16 parameters and C˜ = {C4,1, C4,2, C4,3, C4,4}.
The functor Mb∂O (resp. MbPO) is the functor of points of a closed subscheme of Ms∂O =
A
|O|·|∂O| (resp. MsPO = A
|O|·|PO|), see [16, Proposition 4.1] and [18, Proposition 3] (resp. [4,
Theorem 6.6]). We now recall the construction of the two subschemes representing the functors
Mb∂O and MbPO .
Given a polynomial in K[C][x1, . . . , xn], the coefficients in K[C] of the terms in the variables
x1, . . . , xn are called x-coefficients.
Definition 3.5. Let P = {bi ∈ B|Ht(bi) ∈ PO} ⊂ B be the generic PO-marked set. For every
pr, ps ∈ P such that (Ht(pr),Ht(ps)) is a non-multiplicative couple, consider the O-reduced
polynomial h′rs ∈ 〈O〉A such that S(pk, ps) →
+
P JPO
h′rs. Let P ⊂ K[C \ C˜] be the ideal
generated by the x-coefficients of the polynomials h′rs. The affine scheme Spec (K[C \ C˜]/P) is
the Pommaret marked scheme of O.
Theorem 3.6. [4, Theorem 6.6] MbJPO
is the functor of points of Spec (K[C \ C˜]/P).
Definition 3.7. Let B = {bi}i=1,...,m be the generic ∂O-marked set. For every br, bs ∈ B
such that (Ht(br),Ht(bs)) is a neighbour couple, consider the O-reduced polynomial such that
S(br, bs)→
+
B J∂O
hrs. Let B ⊂ K[C] be the ideal generated by the x-coefficients of the polyno-
mials hrs. The affine scheme Spec (K[C]/B) is the border marked scheme of O.
The border marked scheme was introduced in [16], and it was further investigated in [11, 18].
In [18] the interested reader can find a different proof of the fact that MbJ∂O is the functor
of points of the border marked scheme. In [16, Definition 3.1], although the functor is not
explicitly defined, the authors define the border marked scheme using the commutativity of
formal matrices.
For the sake of completeness, we explicitly prove that the affine scheme defined by the ideal
B of Definition 3.7 represents the functor MbJ∂O just like the schemes in [16, Definition 3.1],
[18, Proposition 3]. Our proof is inspired by [8, Appendix A].
Theorem 3.8. MbJ∂O is the functor of points of Spec (K[C]/B).
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Proof. For every K-algebra A, there is a 1-1 correspondence between Hom(K[C]/B, A) and
MbJ∂O(A). In fact, on the one hand we consider a morphism of K-algebras π : K[C]/B → A
and extend it in the obvious way to a morphism between the polynomial rings RK[C]/B and RA.
Then, we can associate to every such morphism π the ∂O-marked basis π(B), where B is the
generic ∂O-marked set. The ideal generated by π(B) belongs to MbJ∂O(A).
On the other hand, every ∂O-marked basis B = {bi = τi −
∑
cijσj|cij ∈ A}i=1,...,m ⊂ RA
generates an ideal belonging to MbJ∂O(A) and defines a morphism πB : K[C]/B→ A given by
πB(Ci,j) = ci,j, thanks to Proposition 2.11.
This 1-1 correspondence commutes with the extension of scalars, because for every morphism
φ : A→ A′ and for every ∂O-marked basis B we have φ(B) = {φ(bi) = τi −
∑
φ(cij)σj}, hence
πφ(B) = φ ◦ π(B). 
The functorial approach combined with Theorem 2.3 gives the following result.
Corollary 3.9. For a given finite order ideal O, the border marked scheme and the Pommaret
marked scheme are isomorphic.
Proof. By Theorem 2.3, for every K-algebra A the sets MbJ∂O(A) and MbJPO
(A) are equal.
Hence, by Yoneda’s Lemma, MbJ∂O and MbJPO
are the functor of points of the same scheme,
up to isomorphism. Hence, Spec (K[C]/B) and Spec (K[C \ C˜]/P) are isomorphic. 
In [4] and in [6] (in the latter case, under the hypothesis that K has characteristic 0), the
authors present an open cover for the Hilbert scheme parameterizing d-dimensional schemes in
P
n
K with a prescribed Hilbert polynomial; the open subsets are Pommaret marked schemes, but
in order to cover the whole Hilbert scheme, the action of the general linear group GLK(n+1) is
needed. We now highlight that, for the Hilbert scheme parameterizing 0-dimensional subschemes
of length m in AnK , the Pommaret marked schemes cover the whole Hilbert scheme without any
group action. In the next statement, Proposition 3.10, we also recall the known analogous result
for border marked schemes, see [16, Remark 3.2 items b) and e)], [17, Remark 2.8] and [18,
Proposition 1].
Proposition 3.10. Consider the Hilbert scheme Hilbm(AnK) that parameterizes 0-dimensional
schemes of AnK of length m. Let O be the set containing the finite order ideals O in RK such
that |O| = m. Then we have the two following open covers
Hilbm(AnK) = ∪O∈OMbJ∂O = ∪O∈OMbJPO ,
where MbJ∂O (resp. MbJPO ) is the scheme defined in Definition 3.7 (resp. Definition 3.5) that
represents the functor MbJ∂O (resp. the functor MbJPO
). For every O ∈ O, the open subset
MbJ∂O of Hilb
m(AnK) is isomorphic to the open subset MbJPO .
Proof. See [16, Remark 3.2 b)] and [18, Proposition 1] for the fact that, as O varies in O,
the border marked schemes cover Hilbm(AnK). The fact that also Pommaret marked schemes
cover Hilbm(AnK), as O varies in O, is a consequence of [4, Lemma 6.12 and Proposition 6.13],
combined with the fact that for every O ∈ O, the ideal generated by T \ O is quasi-stable, i.e.
has a Pommaret basis. The isomorphism between the open subsets of the open covers is that of
Corollary 3.9. 
4. The isomorphism between the border and Pommaret marked schemes
In the present section we explicitly present an isomorphism between the border and the
Pommaret marked schemes of the same finite order ideal O. We describe the algebraic relation
between the ideals B ⊂ K[C] and P ⊂ K[C \ C˜] defining the two schemes and, as a byproduct,
obtain a constructive method to eliminate the variables C˜.
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Theorem 4.1. Let O a finite order ideal. Let B ⊂ K[C] be the ideal defining the border marked
scheme of O and P ⊂ K[C \ C˜] be the ideal defining the Pommaret marked scheme of O. Then,
there is an ideal B′ ⊂ K[C] generated by |C˜| polynomials of kind Cij − qij with Cij ∈ C˜ and
qij ∈ K[C \ C˜], such that
B = PK[C] +B′.
Proof. Consider the generic ∂O-marked set B and the generic PO-marked set P contained in
B. Let B′ = {b′i} be the set of marked polynomials in B \P and denote by C˜ the parameters
appearing in the polynomials in B′. Thanks to Theorem 2.3, we can obtain the ideal B defining
the border marked scheme in the following alternative way with respect to Definition 3.7.
Consider τ ′i ∈ ∂O \ PO and let b
′
i be the marked polynomial in B such that Ht(b
′
i) = τ
′
i . By
the Pommaret reduction relation, compute the unique O-reduced polynomial h′i such that
(4.1) τ ′i →
+
P JPO
h′i.
Let B′ be the ideal in K[C] generated by the x-coefficients of b′i − (τ
′
i − h
′
i), for τ
′
i ∈ ∂O \ PO.
Observe that the x-coefficients of b′i − (τ
′
i − h
′
i) are of the form Cij − qij, where Cij ∈ C˜ and
qij ∈ K[C \ C˜]. By Theorem 2.3, the following equality of ideals in K[C] holds:
B = PK[C] +B′.

Corollary 4.2. Let O be a finite order ideal. Let B ⊂ K[C] be the ideal defining the border
marked scheme of O and P ⊂ K[C \ C˜] be the ideal defining the Pommaret marked scheme of
O. Then,
P = B ∩K[C \ C˜].
Proof. By Theorem 4.1, we have B = PK[C]+B′ ⊆ K[C]. Since the variables C˜ only appear in
the generators of B′ and not in the generators we consider for P, then we obtain the thesis. 
Corollary 4.2 has the computational consequence that the parameters C˜ can be eliminated
from the generators of B using the generators of the ideal B′ as computed in the proof of
Theorem 4.1. This has the following geometrical consequence on the border and the Pommaret
marked schemes of O.
Corollary 4.3. Let O be a finite order ideal. There is a projection morphism from A|C| to
A|C\C˜| such that its restriction to the border marked scheme is an isomorphism between the
border marked scheme and the Pommaret one.
Proof. With the notation introduced in the proof of Theorem 4.1, let Φ be the K-algebra sur-
jective morphism K[C]→ K[C \ C˜] such that
Φ(Ci,j) :=
{
qi,j ∈ K[C \ C˜], if Ci,j ∈ C˜
Ci,j, otherwise.
The morphism Φ corresponds to the morphism φ : A|C\C˜| → A|C|, which associates to a closed
K-point P := (a1, . . . , a|C\C˜|) the closed K-point Q := (a1, . . . , a|C\C˜|, qi,j(a1, . . . , a|C\C˜|)).
The kernel of Φ coincides with the ideal B′ generated by the polynomials Ci,j − qi,j, as Ci,j
varies in C˜. Hence, from Φ we obtain a K-algebra isomorphism Φ¯ : K[C]/B′ → K[C \ C˜] which
corresponds to an isomorphism φ¯ : A|C\C˜| = Spec (K[C \ C˜]) → Spec (K[C]/B′) that is the
inverse of the restriction to Spec (K[C]/B′) of the projection from A|C| to A|C\C˜| .
Since Φ(B) = P, from Φ we obtain a K-algebra isomorphism Ψ : K[C]/B → K[C \ C˜]/P,
which gives to the inverse of the desired projection from Spec (K[C]/B) to Spec (K[C \ C˜]/P).

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Corollary 4.2 states that it is possible to know a priori a subset C˜ of the variables in C
that can be eliminated from the border marked scheme, and its proof gives an effective method
which does not use any Gro¨bner elimination computation. In next Example 4.5, the polynomials
generating B′ that allow this elimination are also generators of B, but this does not happen in
general, although linear terms often appear in the generators of B, allowing the elimination of
some variables in C. Actually, the polynomials we consider to generate the ideal B have degree
≤ 2 [16, Remark 3.2 item a)]. For the generators of P and for the polynomials generating B′
we have the following result.
Proposition 4.4. [4] Let D := max{deg(σ)|σ ∈ O}+ 1.
(i) The generators of P have degree bounded from above by D(Dn − 1)/(D − 1).
(ii) For every β ∈ ∂O \ PO, let s := deg(β). Then the generators of B
′ obtained from β by
(4.1) are polynomials in K[C] of degree bounded from above by (s− 1)(Dn − 1)/(D − 1).
Proof. Item (i) is [4, Corollary 7.8].
For what concerns item (ii), it is sufficient to consider the polynomial hβ ∈ 〈O〉 such that
β →+JPO P
hβ and apply [4, Theorem 7.5]. 
So, in general the generators of B′ have degree strictly bigger than 2 and do not belong to
the set of generators of B we consider, as Example 4.6 will show.
Finally, we underline that Corollary 4.3 gives an embedding of the border marked scheme
Spec (K[C]/B) in an affine space of dimension lower than |C|, namely of dimension |C \ C˜|.
However, there might be embeddings of the border marked scheme in affine spaces of even smaller
dimension, as highlighted in Example 4.5. Nevertheless, when |C \ C˜| ≪ |C|, in general it is not
possible to obtain an embedding in an affine space of dimension with Groebner elimination or
direct computations, see Example 4.6.
Example 4.5. Consider the finite order ideal O = {1, x1, x2, x1x2} and the generic ∂O-marked
set B as defined in Example 3.4. In this case, the ideal B ⊂ K[C] of Definition 3.7 is generated
by the following polynomials:
−C1,3C2,1−C1,4C4,1+C3,1, −C1,3C2,2−C1,4C4,2+C3,2, −C1,3C2,3−C1,4C4,3−C1,1+C3,3,
−C1,3C2,4−C1,4C4,4−C1,2+C3,4, −C1,1C2,2−C2,4C3,1+C4,1, −C1,2C2,2−C2,4C3,2−C2,1+C4,2,
−C1,3C2,2 − C2,4C3,3 + C4,3, −C1,4C2,2 − C2,4C3,4 − C2,3 + C4,4,
C1,1C4,2 − C2,1C3,3 + C3,1C4,4 − C3,4C4,1, C1,4C4,2 −C2,4C3,3 − C3,2 + C4,3
C1,2C4,2−C2,2C3,3+C3,2C4,4−C3,4C4,2+C4,1, C1,3C4,2−C2,3C3,3+C3,3C4,4−C3,4C4,3−C3,1.
They are obtained computing the O-reduced forms modulo B by →+
B ∂O of the S-polynomials
of the neighbour couples (b1, b3), (b2, b4), (b3, b4). The ideal P ⊂ K[C \ C˜] of Definition 3.5 is
generated by the following polynomials
−C1,1C1,4C2,2−C1,4C2,4C3,1−C1,3C2,1+C3,1, −C1,3C1,4C2,2−C1,4C2,4C3,3−C1,3C2,3−C1,1+C3,3,
−C1,2C1,4C2,2 − C1,4C2,4C3,2 − C1,3C2,2 − C1,4C2,1 + C3,2,
−C1,4
2C2,2 − C1,4C2,4C3,4 − C1,3C2,4 − C1,4C2,3 −C1,2 + C3,4,
−C1,1C1,2C2,2 +C1,1C2,2C3,4 −C1,1C2,4C3,2 −C1,4C2,2C3,1 −C1,1C2,1 + C2,1C3,3 − C2,3C3,1,
− C1,2
2C2,2 + C1,2C2,2C3,4 − C1,2C2,4C3,2 − C1,4C2,2C3,2 − C1,1C2,2 − C1,2C2,1 + C2,1C3,4+
+ C2,2C3,3 − C2,3C3,2 − C2,4C3,1,
−C1,2C1,3C2,2 + C1,3C2,2C3,4 − C1,3C2,4C3,2 − C1,4C2,2C3,3 − C1,3C2,1 + C3,1,
−C1,2C1,4C2,2 − C1,4C2,4C3,2 − C1,3C2,2 − C1,4C2,1 + C3,2.
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Among the generators of B, there are polynomials containing C4,i, i = 1, . . . , 4. These vari-
ables do not appear in the generators of P, because the polynomial b4 is not involved in its
construction. The polynomials that generate B′ ⊂ K[C] as in Theorem 4.1 are
C4,1 − C1,1C2,2 − C2,4C3,1, C4,2 − C1,2C2,2 − C2,4C3,2 − C2,1,
C4,3 − C1,3C2,2 − C2,4C3,3, C4,4 − C1,4C2,2 − C2,4C3,4 − C2,3.
The morphism Φ of Corollary 4.3 operates in the following way: Φ(Ci,j) = Ci,j for i = 1, 2, 3
and every j, and
Φ(C4,1) = C1,1C2,2 + C2,4C3,1, Φ(C4,2) = C1,2C2,2 + C2,4C3,2 + C2,1,
Φ(C4,3) = C1,3C2,2 + C2,4C3,3, Φ(C4,4) = C1,4C2,2 + C2,4C3,4 + C2,3.
The morphism Φ embeds the border marked scheme Spec (K[C]/B) ⊂ A16 into an affine space
of dimension |C \ C˜| = 12. We highlight that this is not the smallest possible embedding for
this border marked scheme, which is actually isomorphic to A8, as shown by direct elimination
in [16, Example 3.8].
Example 4.6. Consider the order ideal O = {1, x1, x2, x3, x
2
1, x
3
1, x
4
1} ⊂ RK = K[x1, x2, x3].
The border of O is
∂O = {x2x1, x
2
2, x3x1, x3x2, x
2
3, x2x
2
1, x3x
2
1, x2x
3
1, x3x
3
1, x
5
1, x2x
4
1, x3x
4
1},
and the Pommaret basis of the ideal generated by T \ O is
PO = {x
2
3, x3x2, x
2
2, x3x1, x2x1, x
5
1}.
Observe that, in this case, the Pommaret basis of the ideal generated by T \ O coincides with
the minimal monomial basis, because (T \ O) is a stable ideal.
For the interested reader, ancillary files containing the generic marked sets B and P, the
set of eliminable parameters C˜ and the generators of the ideals B, P and B′ are available at
https://sites.google.com/view/cristinabertone/ancillary/borderpommaret
Constructing B as in Definition 3.7 and thanks to Theorem 3.8, the border marked scheme
of O is a closed subscheme of A|C| = A84, and its defining ideal is generated by a set of 126
polynomials of degree 2.
ConstructingP as in Definition 3.5 and thanks to Theorem 3.6, the Pommaret marked scheme
of O is a closed subscheme of A|C\C˜| = A42, and its defining ideal is defined by a set of 56
polynomials of degree at most 5.
The polynomials Cij − qij, which generates the ideal B
′ and allow the elimination of the 42
parameters C˜, have degrees between 2 and 4. In particular, there are 14 polynomials of degree 2
that generate B′ and also belong to the set of polynomials given in Definition 3.7 generating B.
Hence, 14 of the 42 variables in C˜ can be eliminated by some generators of B. Then among the
polynomials generating B′ there are 14 polynomials of degree 3 and 14 polynomials of degree 4,
which do not belong to the set of the generators of B we consider, which have degree 2.
So, Corollary 4.2 has two important consequences on the elimination of variables from the
border marked scheme. Firstly, it identifies C˜ as a set of eliminable variables. In the present
example, if one only knows that 42 of the variables in C are eliminable, it is almost impossible
to find an eliminable set of this size without knowing that such a set is given by the variables
appearing in marked polynomials with head terms in ∂O\PO. Secondly, even if one knows that
the variables in C˜ can be eliminated, this is not feasible by a Gro¨bner elimination. We stopped
the computation of such a Gro¨bner basis on this example after one hour of computation by
CoCoA 5 (see [1]) and Maple 18 (see [20]), while it takes few seconds to compute the polynomials
generating B′ by →+
P JPO
.
16 C.BERTONE AND F.CIOFFI
Acknowledgments
The authors are members of GNSAGA (INdAM, Italy). This research is partially supported
by MIUR funds FFABR-Cioffi-2017 and by Dipartimento di Matematica, Universita` di Torino,
in the framework of the projects “Algebra e argomenti correlati” and “Algebra, Geometria e
Calcolo Numerico”.
References
1. J. Abbott, A. M. Bigatti, and L. Robbiano, CoCoA: a system for doing Computations in Commutative
Algebra, Available at http://cocoa.dima.unige.it.
2. C. Bertone and F. Cioffi, On almost revlex ideals with Hilbert function of complete intersections, Ricerche di
Matematica (2019), in press, https://doi.org/10.1007/s11587-019-00453-z.
3. C. Bertone, F. Cioffi, P. Lella, and M. Roggero, Upgraded methods for the effective computation of marked
schemes on a strongly stable ideal, J. Symbolic Comput. 50 (2013), 263–290.
4. C. Bertone, F. Cioffi, and M. Roggero, Macaulay-like marked bases, J. Algebra Appl. 16 (2017), no. 5, 1750100,
36.
5. , Smoothable Gorenstein points via marked schemes and double-generic initial ideals, Exp. Math.
(2019), in press, https://doi.org/10.1080/10586458.2019.1592034.
6. C. Bertone, P. Lella, and M. Roggero, A Borel open cover of the Hilbert scheme, J. Symbolic Comput. 53
(2013), 119–135.
7. M. Ceria, T. Mora, and M. Roggero, Term-ordering free involutive bases, J. Symbolic Comput. 68 (2015),
no. part 2, 87–108.
8. , A general framework for Noetherian well ordered polynomial reductions, J. Symbolic Comput. 95
(2019), 100–133.
9. F. Cioffi and M. Roggero, Flat families by strongly stable ideals and a generalization of Gro¨bner bases, J.
Symbolic Comput. 46 (2011), no. 9, 1070–1084.
10. V. P. Gerdt and Y. A. Blinkov, Involutive bases of polynomial ideals, vol. 45, 1998, Simplification of systems
of algebraic and differential equations with applications, pp. 519–541.
11. M. E. Huibregtse, Some syzygies of the generators of the ideal of a border basis scheme, Collect. Math. 62
(2011), no. 3, 341–366.
12. , Some elementary components of the Hilbert scheme of points, Rocky Mountain J. Math. 47 (2017),
no. 4, 1169–1225.
13. M. Janet, Sur les syste`mes d’e´quations aux de´rive´es partielles, J. Math. Pure Appl. 3 (1920), no. 3, 65–151.
14. A. Kehrein, M. Kreuzer, and L. Robbiano, An algebraist’s view on border bases, Solving polynomial equations,
Algorithms Comput. Math., vol. 14, Springer, Berlin, 2005, pp. 169–202.
15. M. Kreuzer and L. Robbiano, Computational commutative algebra. 2, Springer-Verlag, Berlin, 2005.
16. , Deformations of border bases, Collect. Math. 59 (2008), no. 3, 275–297.
17. , The geometry of border bases, J. Pure Appl. Algebra 215 (2011), no. 8, 2005–2018.
18. M. Lederer, Gro¨bner strata in the Hilbert scheme of points, J. Commut. Algebra 3 (2011), no. 3, 349–404.
19. P. Lella and M. Roggero, Rational components of Hilbert schemes, Rend. Semin. Mat. Univ. Padova 126
(2011), 11–45.
20. Maple, release 18, Maplesoft, a division of Waterloo Maple Inc., Waterloo, Ontario, 2014.
21. M. G. Marinari, H. M. Mo¨ller, and T. Mora, Gro¨bner bases of ideals defined by functionals with an application
to ideals of projective points, Appl. Algebra Engrg. Comm. Comput. 4 (1993), no. 2, 103–145.
22. E. Miller and B. Sturmfels, Combinatorial commutative algebra, Graduate Texts in Mathematics, vol. 227,
Springer-Verlag, New York, 2005. MR 2110098
23. H. M. Mo¨ller and H. J. Stetter, Multivariate polynomial equations with multiple zeros solved by matrix eigen-
problems, Numer. Math. 70 (1995), no. 3, 311–329.
24. T. Mora, Solving polynomial equation systems. Vol. IV. Buchberger theory and beyond, Encyclopedia of Math-
ematics and its Applications, vol. 158, Cambridge University Press, Cambridge, 2016.
25. B. Mourrain, A new criterion for normal form algorithms, Applied algebra, algebraic algorithms and error-
correcting codes (Honolulu, HI, 1999), Lecture Notes in Comput. Sci., vol. 1719, Springer, Berlin, 1999,
pp. 430–443.
26. A. Reeves and B. Sturmfels, A note on polynomial reduction, J. Symbolic Comput. 16 (1993), no. 3, 273–277.
27. H. J. Stetter, Numerical polynomial algebra, Society for Industrial and Applied Mathematics (SIAM), Philadel-
phia, PA, 2004.
THE CLOSE RELATION BETWEEN BORDER AND POMMARET MARKED BASES 17
Dipartimento di Matematica dell’Universita` di Torino, Via Carlo Alberto 10, 10123 Torino,
Italy
E-mail address: cristina.bertone@unito.it
Dipartimento di Matematica e Applicazioni dell’Universita` di Napoli Federico II, via Cintia,
80126 Napoli, Italy
E-mail address: francesca.cioffi@unina.it
