Abstract The celebrated Erdös, Faber and Lovász Conjecture may be stated as follows: Any linear hypergraph on v points has chromatic index at most v. We will introduce the linear intersection number of a graph, and use this number to give an alternative formulation of the Erdös, Faber, Lovász conjecture. Finally, first results about the linear intersection number will be proved. For example, the definition of the linear intersection number immediately yields an easy upper bound, and we determine all graphs for which this bound is sharp.
1 Introduction Definition 1.1. A linear hypergraph or partial linear space is a pair π = (P, L) consisting of a set P of elements called points and a set L of distinguished subsets of P , called lines or hyperedges, satisfying the following axioms.
(L1) Any two distinct points belong to at most one line.
(L2) Any line has at least two points.
Moreover, a linear space is a linear hypergraph in which any two points belong to precisely one line. Dually, the linear hypergraph is intersecting if distinct lines always intersect.
A line coloring c of a linear hypergraph π = (P, L) is a map c : L −→ C into some color set C such that any pair of intersecting lines has different colors, i.e. given l, g ∈ L, l = g then c(l) = c(g) if l ∩ g = ∅. The coloring c will be called a v−coloring if |C| ≤ v. Clearly, we are interested in the minimum cardinality of C, denoted by χ ′ (π), the so-called chromatic index of π.
A famous conjecture of Erdös, Faber and Lovász can be stated as follows, see for example [6] . see the number v of points of π given only G π . In order to solve this problem, we are going to define the linear intersection number of an arbitrary graph.
Let G = (V, E) be a graph. Given any vertex x ∈ V , let E x := {e ∈ E; x ∈ E} be the set of all edges incident with x. Then the dual space
of G forms a hypergraph with G G * = G. Moreover, this hypergraph is almost a linear hypergraph. Any two lines of G * intersect in at most one point, however any vertex x ∈ V of degree one yields a line E x of G * with only one point, and such lines are not allowed in a linear hypergraph. But this is not a real problem, just add a new point to any line E x with r x = 1, and any vertex x ∈ V with r x = 0 needs two points for its line. The linear hypergraph G * obtained by this construction has our original graph as its intersection graph,
i.e. G G * = G. In particular, each graph is the intersection graph of a linear hypergraph and the set P G := {v ∈ AE; π is a linear hypergraph on v points such that G π = G} is not empty. As usual, the equality G π = G in this formula actually means isomorphism. We will define the linear intersection number of G to be the smallest number of points of a linear hypergraph realizing G as its intersection graph. Proof: Assume the conjecture is true. Let G be a graph. Then for every linear hypergraph π = (P, L) with
Then we obtain for every linear hyper-
Since we explicitly constructed a linear hypergraph with given intersection graph, we get a simple upper bound on v(G). In order to formulate this result, define for any graph G = (V, E) L(G) := {x ∈ V ; r x = 1} the set of leafs of G, l(G) := |{x ∈ V ; r x = 1}| the number of leafs of G, I(G) := {x ∈ V ; r x = 0} the set of isolated vertices of G and e(G) := |{x ∈ V ; r x = 0}| the number of isolated vertices of G.
Since G * forms a linear hypergraph satisfying G G * = G we already know
The inequality in this corollary may actually become an equality, and we will determine all graphs G with v(G) = |E|+l(G)+2e(G) later in this section. The linear intersection number is additive, i.e. given two graphs G 1 , G 2 and a realisation of G 1 + G 2 as intersection graph of a linear hypergraph, no line of G 1 can intersect a line of G 2 , hence the linear hypergraph is a sum of two linear hypergraphs realizing G 1 and G 2 , respectively. This observation proves
As it turns out, it is possible to describe the linear intersection number without even mentioning linear hypergraphs.
There exist cliques C 1 , . . . , C r ⊆ V of G such that any edge of G is in exactly one C i and each vertex of G belongs to at least two of these cliques
Proof. Write v = v(G) and let π = (P, V ) be a linear hypergraph with G π = G and |P | = v. Given any point x ∈ P of π, the set C x := {a ∈ V ; x ∈ a} of all lines passing through x is a clique in G = G π . An edge e in G is a pair (a, b) of intersecting lines a, b of π, but these two lines intersect in exactly one point x ∈ P , hence there is exactly one C x containing a and b. Finally, each line of π contains at least two points, hence each vertex of G is contained in at least two C x .
Conversely, assume we got a collection C 1 , . . . , C r of cliques of G, as above. Build a linear hypergraph by using P := {C 1 , . . . , C r } as its set of points. Given any vertex a ∈ V , construct a set of points corresponding to a by a = {C i ; a ∈ C i }. Then, (P, {a; a ∈ V }) is a linear hypergraph with intersection graph G and |P | = r.
It is quite natural to remove the condition that each vertex belongs to at least two of the cliques, i.e. to consider arbitrary partitions of the set of edges of G into cliques. In this context, there is no need for trivial cliques, i.e. cliques with at most one element, and we define C(G) := {C ⊆ V ; C is a clique with |C| > 1} to be the set of all non-trivial cliques of a graph G = (V, E). Now, we will define the reduced linear intersection number of a graph. Definition 3.5. Let G = (V, E) be a graph. The reduced linear intersection number of G is defined to be v(G) := min r ≥ 0 There exist C 1 , . . . , C r ∈ C(G) such that each edge of G is in exactly one C i .
Obviously, v(G) ≤ v(G) for any graph G, but the reduced linear intersection number may be quite different from v(G), for example v(G) = 1 if G is a complete graph. However, in many cases the two numbers will coincide. Differences between v(G) and v(G) are caused by the existence of some kind of interior vertices of the graph G. We are going to define a whole bunch of variants of the concept of an interior vertex of G. Definition 3.6. Let G = (V, E) be a graph, and let x ∈ V be a vertex of G. The neighborhood of x will be denoted by G x := {y ∈ V ; {x, y} ∈ E}.
1. The vertex x is an interior vertex of G if G x is a clique. Let Int(G) be the set of all interior vertices of G.
2. The set of strongly interior vertices of G is defined to be
3. An interior vertex x of G is an extremal interior vertex if there exists a collection C 1 , . . . , C r as in Lemma 3.4 with r = v(G) and G x ∪ {x} = C i for some 1 ≤ i ≤ r. Of course, G x ∪ {x} = C i for some i if and only if {x} = C j for some j. The set of all extremal interior vertices of G will be denoted by Int e (G). Note that leafs and isolated vertices of G are also extremal interior vertices of G.
Of course, it may be difficult to recognize the extremal interior vertices in the set of all interior vertices of a graph. We are going to discuss all these concepts in a complete graph. As usual, the maximal size of a clique in a graph G will be denoted by ω(G). Each clique in the intersection graph of a linear hypergraph corresponds to a set of pairwise intersecting lines in this linear hypergraph, hence Corollary 2.2 immediately implies a lower bound for the linear intersection number.
Theorem 3.7. For every graph G we have ω(G) ≤ v(G).
Now, it is easy to discuss the complete graph.
, and consider the following collection of cliques of K n V \{a}, ({a, x}) x∈V \{a} .
Lemma 3.4 yields v(K n ) ≤ n. Finally, assume C 1 , . . . , C s is a collection of cliques of K n such that each edge is contained in exactly one C i and each vertex is contained in at least two C i . If C i = V for some i, then |C j | ≤ 1 for j = i, and in particular s ≥ n + 1. Consequently, there are no extremal interior vertices in K n .
Geometrically, the linear hypergraph on n points realizing K n is a so-called near-pencil.
The near-pencil on ten points
The result Int e (K n ) = ∅ just states that the set of all vertices of K n cannot occur in a minimal partition of the set of all edges of K n into cliques. It is tempting to ask which subsets of K n actually occur in such a decomposition. Of course, an answer depends only on the size r of such a set. Our construction gives a positive answer if r = 2 or r = n − 1 and negative answers if r = n or r = 1. Other values of r correspond to projective planes with n points, i.e. r = 2, n − 1 is possible if and only if n = k 2 + k + 1 and there exists a projective plane of order k. In this case, r is the size of a line pencil, i.e. we have r = k + 1.
We will prove two simple results relating v(G) and v(G).
Proof. First, assume there are no extremal, strongly interior vertices of G. Let C 1 , . . . , C v(G) be a sequence of cliques of G such that each edge is contained in exactly one of these cliques, and each vertex is contained in at least two of them. We may assume that exactly the cliques C 1 , . . . , C s , 0 ≤ s ≤ r are non-trivial, and in particular v(G) ≤ s. Each of the remaining cliques C s+1 , . . . , C v(G) consists of exactly one point. Let s + 1 ≤ i ≤ r and C i = {x}. By minimality, x is contained in at most one of the cliques C 1 , . . . , C s .
We claim that x ∈ L(G) ∪ I(G). In fact, if x / ∈ C 1 , . . . C s , then there is no edge incident with x and x is an isolated vertex. Otherwise x ∈ C j for exactly one 1 ≤ j ≤ s, and each edge incident with x is in C j , i.e. G x ∪ {x} ⊆ C j . Hence C j = G x ∪ {x} and x ∈ Int e (G). But Int es (G) = ∅, i.e. |G x | = 1 and x is a leaf of G.
If x is an isolated vertex, then x / ∈ C 1 , . . . , C s , so there is another s
This argument proves the first assertion. Now, assume Int s (G) = ∅. Let r := v(G), and let C 1 , . . . , C r be a collection of non-trivial cliques of G such that each edge is contained in exactly one of these cliques. Given any vertex x ∈ V \(L(G) ∪ I(G)) which is neither a leaf nor an isolated vertex, we choose an edge e ∈ E x and an i such that e is an edge of C i . Since G x is not a non-trivial clique and r x > 1, we know that E x ⊆ C i , i.e. there is a j = i containing another edge f ∈ E x . In particular, the vertex x is in at least two of C 1 , . . . , C r . Consequently,
is a collection of cliques of G as in Lemma 3.4, and we have
(G) and equality holds if and only if G is a sum of isolated vertices and edges.
Proof. Let r = v(G) be the reduced linear intersection number of G, and choose nontrivial cliques C 1 , . . . , C r ⊆ V such that each edge of G is in exactly one C i . Let S be the set of vertices of G contained in exactly one C i . By adding one trivial clique {x} for each x ∈ S and two trivial cliques {x} for each x ∈ I(G), we obtain v(G) ≤ r + |S| + 2|I(G)| ≤ r + n + e(G). Now assume, v(G) = r+n+e(G), in particular |S|+2|I(G)| = n+|I(G)|, i.e. S = V \I(G) and C 1 , . . . , C r is a partition of V \I(G) into cliques. Since each edge of G is contained in some C i , there are no edges between C i and C j if i = j, hence G is a sum of complete graphs.
Finally assume
Let G = (V, E) be a graph. We will build a new graph C G by taking the set C(G) of all non-trivial cliques of G as its set of vertices. Two non-trivial cliques A, B ⊆ V of G will be joined by an edge in C G if and only if they have a common edge, i.e. |A ∩ B| ≥ 2. The graph C G will be called the clique graph of G. The stability number α(H) of a graph H is defined to be the maximal size of an independent set of vertices of H.
Proof. Let r = v(G) and choose C 1 , . . . , C r ∈ C(G) as in the definition of v(G). Then {C 1 , . . . , C r } is a maximal independent subset of C G since each edge of G is contained in one of the C i . Conversely, let {C 1 , . . . , C s } be a maximal independent set of vertices of C(G). If e is an edge of G not in any of the C i , then the two vertices incident with e form another non-trivial clique which could be added to C 1 , . . . , C s contradicting the maximality assumed of {C 1 , . . . , C s }. Hence, each edge of G is in exactly one C i , and r ≤ s.
It seems to be important to study the behaviour of the intersection number of a graph with respect to natural constructions on graphs. Let G = (V, E) be a graph. Given two vertices a, b ∈ V not incident with a common edge, i.e. (a, b) / ∈ E, let G/ab be the graph obtained from G by collapsing the set {a, b} into a single vertex.
Lemma 3.12. Let G = (V, E) be a graph, and a, b ∈ V be two vertices of G.
Proof. Denote the set of all vertices of G/ab by V ′ = V \{a, b} ∪ {ω}. We begin with the first result. Let π = (P, V ) be a linear hypergraph with intersection graph G and |P | = v(G). ∈ Int(G). Let π = (P, V ′ ) be a linear hypergraph with intersection graph G/ab and |P | = v(G/ab). The neighborhood of ω in G/ab is the union G a ∪ G b , and d(a, b) ≥ 3 implies G a ∩ G b = ∅. Define a new hypergraph π ′ = (P, V ) by replacing the line ω with the two new lines a = {l ∩ ω; l ∈ G a } and b = {l ∩ ω; l ∈ G b }. We claim that π ′ is a linear hypergraph. Given points p, q ∈ P and lines m, n ∈ V with p = q, p, q ∈ l, m, we shall show that m = n. If m, n = a, b, we immediately have m = n since π is a linear hypergraph. Otherwise, we may assume that m = a. In particular p, q ∈ ω, hence n / ∈ V \{a, b}, i.e. n = a or n = b.
; a contradiction. This contradiction implies n = a = m. It remains to prove that a and b are each incident with at least two points. Since a is not an isolated vertex of G, there is a vertex l ∈ G a , hence l ∩ ω ∈ a. If l ∩ ω is the only point of a, then l
G a is a clique and a is an interior vertex of G; a contradiction. Similarly, the line b has at least 2 point.
Finally,
We will need the special case d(a, b) = ∞ of this lemma, i.e. the vertices are in distinct connected components of G. In this special case, we have a more complete result. It is usefull to introduce a small notation. Assume, G i = (V i , E i ) are two graphs with a common vertex V 1 ∩ V 2 = {a}. The join of G 1 and G 2 at a is the graph
i.e. the two graphs G 1 and G 2 are glued along the vertex a. Since each non-trivial clique in G 1 ∨ a G 2 is contained in exactly one of the two graphs G 1 and G 2 , we immediately see
However, the intersection number of G 1 ∨ a G 2 is slightly more complicated. Lemma 3.13. Let G i = (V i , E i ), i = 1, 2 be two graphs with a common vertex V 1 ∩ V 2 = {a}.
Proof. If a is an isolated vertex of G 2 , write G 2 = a + G 3 , and compute v( 
Conversely, let r = v(G 1 ∨ a G 2 ) and let C 1 , . . . , C r be cliques in G 1 ∨ a G 2 such that each edge of G 1 ∨ a G 2 is in exactly one C i and each vertex of G 1 ∨ a G 2 is in at least two of the C i . For i = 1, 2 set t i := 1 if a is an extremal interior vertex of G i , and t i := 0 otherwise. Since a is not an isolated vertex of G 1 or G 2 we have C i = {a} for each 1 ≤ i ≤ r. Assume that C 1 , . . . , C s ⊆ V 1 and C s+1 , . . . , C r ⊆ V 2 .
Each edge of G 1 is contained in exactly one of the C 1 , . . . , C s , and each vertex x ∈ V 1 \{a} is contained in at least two of the C 1 , . . . , C s . In particular, s ≥ v i − 1. If s = v 1 − 1, then a ∈ Int e (G 1 ) and t 1 = 1, i.e. we know s ≥ v 1 − t 1 in any case. Similarly r − s ≥ v 2 − t 2 , i.e.
We will use this lemma to discuss the effect of removing a clique from a given graph.
Lemma 3.14. Let G = (V, E) be a graph and let C ⊆ V be a clique of G with n = |C| ≥ 3.
E − := {e ∈ E; e ⊆ C},
Proof. Write r := |V − ∩ C|. If r = 0, then there are no edges between C and V \C, i.e. C is a connected component of
Now, assume that r ≥ 2. Write s = v(G − ) and choose cliques C 1 , . . . , C s in G − , as usual.
by Lemma 3.13 and Theorem 3.8 where t = 1 if a ∈ Int e (G − ) and t = 0 if a / ∈ Int e (G − ). Now, we are in a position to discuss the case of equality in Corollary 3.3. First, we shall describe the class of graphs realizing equality. Now, assume G is an almost triangle-free graph with m edges and our lemma holds for G. Let a be a vertex of the triangle-free graph G was build from, and let D be a new triangle intersecting G in the vertex a. We shall show that the lemma remains to be true for the new graph
Moreover, D is the only triangle glued to a in G ′ , hence Int es (G ′ ) = Int es (G) consists exactly of the extremal vertices of G, and these are exactly the extremal vertices of
, and the extremal, strongly interior vertices of G ′ are exactly the extremal interior vertices of G and the two new vertices of D, and these are exactly the exterior vertices of
by our hypothesis about G, and Proof. Let G be a graph on n vertices with m edges, and assume that v(G) = m + l(G) + 2e(G). We shall prove that G is almost triangle-free. By induction, assume this result to be true for all graphs with at most n − 1 vertices. If G is even triangle-free, we are immediately done. Now, assume that G contains a triangle, i.e. ω = ω(G) ≥ 3. Choose a clique C of G with |C| = ω, and let G − = G − C be the residual graph. By Lemma 3.14 and Corollary 3.3, we know that
− is almost triangle-free by induction and either C is a connected component of G or C intersects G − in a single vertex a / ∈ Int e (G − ). If C is a connected component of G, the graph G = G − + K 3 is almost triangle-free. In the other case, assume the graph G − was build from a triangle-free graph G 0 . Since a / ∈ Int es (G − ), the vertex a is not an exterior vertex of G − . If a is a vertex of G 0 , the graph G is almost triangle-free. Otherwise a belongs to a triangle D of G − glued as the only triangle to an isolated vertex of G 0 . Replacing this isolated vertex by a shows that G is again almost triangle-free.
In particular, we know the linear intersection number v(G) if G is a triangle-free graph. This class of graphs includes bipartite graphs, trees and cycles, so we get a number of immediate corollaries. 
Lower bounds for the linear intersection number
It is well-known (and very easy to see) that the clique number is a lower bound for the chromatic number of G, and we already proved that ω(G) ≤ v(G). By Theorem 3.7 it follows that our conjecture is true for graphs G satisfying ω(G) = χ(G), in particular for perfect graphs. We are going to derive three other results on lower bounds for the linear intersection number v(G).
First of all, if π is a linear hypergraph with b lines on v points, then
is a trivial lower bound on v(G). Of course, equality holds if and only if G is the intersection graph of a complete graph. A somewhat more interesting bound is given by a theorem of Seymour on matchings in a linear hypergraph [8] . Here, a matching of a hypergraph is a collection of pairwise disjoint lines in the hypergraph. Proof. Let π be a linear hypergraph on v(G) points with intersection graph G = G π . Seymours theorem [8] states the existence of a matching S of π consisting of at least |S| ≥ n/v(G) lines. But a matching of π is just an independent set in G = G π , hence α(G) ≥ n/v(G).
Let π = (P, V ) be a linear hypergraph with intersection graph G = (V, E). Let a ∈ V be a line of π. For any point x ∈ a, the pencil V x = {b ∈ V ; x ∈ b} is a clique in G containing a. Moreover, V x ∩ V y = {a} for any two points x, y ∈ a, x = y. Hence the sets V x \{a} form a partition of the subgraph G a = {b ∈ V ; (a, b) ∈ E} into cliques. Hence, if θ(H) denotes the minimal number of cliques necessary to partition the set of vertices of a graph H, we have
The number k(a) is something like the minimal number of points on a in any realization of G as an intersection graph of a linear hypergraph. Whether there actually exists such a realization π = (P, L) of G with v(G) = |P | and exactly k(a) points on a is another question. However, if U ⊆ V is an independent subset of G, then the lines of π belonging to U have no points in common, hence
This observation already proved the next lemma.
The numbers k(a) can be used to show another lower bound for the linear intersection number. Given any graph G = (V, E), define
Continuing our interpretation of k(a), the number f (G) is something like a minimal number of flags required to realize G as an intersection graph. 
Proof. Write G = (V, E) and let π = (P, V ) be a linear hypergraph with G π = G and |P | = v(G). Given any point x ∈ P , the line pencil V x is a clique in G, hence |V x | ≤ ω(G). We compute
For any graph H, the vertices of H may be partitioned in θ(H) cliques, each of size at most ω(H), hence θ(H)ω(H) is at least the number of vertices of H. Consequently,
for any vertex a ∈ V . This implies
Consequently, the Erdös, Faber, Lovász conjecture will be true for graphs with f (G)/ω(G) ≥ χ(G). Since ω(G) ≤ χ(G), we obtain the next corollary. These little observations already indicate that it will be pretty difficult to actually compute the number v(G) for an arbitrary graph G. For example, consider the complete s-partite graph K s,n on s ≥ 2 sets each of size n ≥ 2. If a is any vertex of K s,n , then G a = K s−1,n and k(a) = θ(K s−1,n ) = n, and Corollary 4.2 implies v(K s,n ) ≥ n 2 . Now, assume v(K s,n ) = n 2 , then it is possible to realize K s,n as the intersection graph of a linear hypergraph on n 2 points. Each of the s independent sets in K s,n will be a full parallel pencil in this linear hypergraph, hence the linear hypergraph looks like s parallel pencils of an affine plane. Such linear hypergraphs are sometimes called nets, and it is known that the existence of such a net implies s ≤ n + 1 and s = n + 1 is possible if and only if there exists a projective plane of order n.
In particular, an algorithm which computes v(G) for each graph G is able to decide the existence of a projective plane of order n. This fact pretty much implies that there will not exist an efficient algorithm to compute v(G) for an arbitrary graph G.
Of course, each graph is a subgraph of a certain complete graph. Therefore, it is interesting to ask what happens if we remove an edge from a given graph. Proof. Let x and y be vertices of G such that e = {x, y} is an edge of G, and let G − be the graph obtained from G by deleting e. Moreover, let π = (P, L) be a linear hypergraph with |P | = v(G − ) and G π = G − . Then x and y are disjoint lines of π. We introduce one new point, denoted ∞, and define π ′ = (P ∪ {∞}, (L\{x, y}) ∪ {x ∪ {∞}, y ∪ {∞}}).
Since the lines x ∪ {∞} and y ∪ {∞} intersect, we obtain G = G π ′ , in particular v(G) ≤ |P ∪ {∞}| = v(G − ) + 1.
