For an estimable parameter of degree m(~I), Glivenko-Cantelli lemma type result for the empirical kernel distribution and weak convergence of the related empirical process are studied. Some statistical applications of these results are also considered.
I(g(X. , •• .,X.) <x), X E E, n::.m.
Note that like V in (1.2), H , for m _> 2, does not involve independent summands, n n and hence, the classical results on the asymptotic properties of the sample d.f. may not be directly applicable to H • Nevertheless, like the V , such n n asymptotic results can be derived by using some (reverse) sub-martingale theory.
The main objective of the present study is to consider the e.k. 2. Glivenko-Cantelli lemma for H • Note that by (1.3) and (1.4), Towards this, let~n be the sigma-field generated by the unordered collection {X 1 , ••• ,X }.and X .,j > 1, for n > 1. Note that~n is monotone nonincreasing.
Lemma 2. L {~~~IH n (x) -Hex) I ,,J!..'n n > m} is a reverse sub-martingale.
Proof. Note that for every x £ E,~m , 
Thus, by (2.3) and (2.4), for every n~m, (2.5) Since is a convex functional, (2.5) insures the reverse sub-martingale
property. Q.E.D.
/~J n+l n+ Let now n* = [n/mJ be the largest integer contained in n/m , for n > m.
Also, for every n~m, let * -1 n*' (2.6) Hn(x) = (n*) Li=l I(g(X Ci .;.l)ii1H"."X im ) .::. x) , x E: E.
*
Note that H involves independent summands, and, as in (2.4),
n . n n 4-By Lemma 2.1, (2.7) and the Kolmogorov inequality for reverse submartingales, we obtain that for every E > 0, n~m, p{ sup sup P{(n*)Yz sup IH (x) _ H(x) I > r} < C e-r , U n*~1, xEE n~-I i _ * where C is a finite positive constant, independent of rand n*. Since n _ n/m, as n + 00 , (2.9) insures that the right hand side of (2.8) converges to a as n + 00 • This completes the proof of (2.2). We may also note that for every~.
* } n*~1, (n*) 2{H n (X)-H(x)}/{1-H(x)},x E E is a martingale, and hence, by the Hajek-Renyi-Chow inequality, it can be shown that the right hand side -2 of (2.9) may be replaced by a more crude bound r , for every r > 1, 50 that the convergence of the right hand side of (2.8) (to a as n + 00) remains in tact. [See Theorem 15.6 of Billingsley (1968) , in this context.] For this, we (3.9) * On the other hand, W (.) involves n* independent summands, and hence, using the n moment generating function of the multinomial distrubution, we obtain that
(3.10) < 5(n/n*)2 (s2-sl) (s3 -s2) 2 < 5(m+l) (s2-sl)(s3 -s2) , for every 0~sl<s2<s3~l and n~m.
Thus, (3.8) follows from (3.9) and (3.10). Hence, we arrive at the following.
Theorem 3.1. W in (3.1) converges in law to the Gaussian function Wwith EW= --nõ and covariance function~(s,t), given br (3.7).
Note that~(s,t) = 0 when s or t is equal to 0 or I, and hence, W is tieddown at t = 0 and t = 1. However, for m~2, in general,~(s,t) is not equal~. Note that if we rewrite Mn(t) as dHo(Y) , then, for t away from 8 , Mn(t) blows up as n + 00 , while, for t close to 8 , we may proceed as in Pyke(1970) and through some routine steps obtain that as n + 00 In the context of tests of goodness of fit when some of the parameters are unknown, an alternative procedure may be suggested as follows. Corresponding to the unknown parameters, obtain the kernels and for these kernels, consider the corresponding empirical kernel d.f.'s. Then, a multivariate version of Theorem 3.1 may be employed for the goodness of fit problem, using either the KolmogorovSmirnov or the Cramer-von Mises' type statistics.
The theory also can be extended to the two-sample case on parallel lines.
