Abstract. We give an elementary proof of the associativity of the reduced tensor product that also works for primitive roots of -1. At the same time, we get a useful understanding of how representations \fuse" into each other.
Introduction
Following the fundamental paper of Reshetikin and Turaev 18] , a number of investigations of invariants for 3-manifolds, e.g. 20] , 21], and 7], uses implicitly or explicitly a \reduced tensor product" which is applied to a nite set I of representations of an algebra A. For 1 ; 2 2 I, 1 2 is obtained from 1 2 by removing, in a prescribed way, a maximal summand of \quantum dimension zero". The crucial requirements are that I must be closed under this tensor product and must be associative.
In the case where A is a quantum group at a primitive root of 1, the associativity, while apparently \well known to physicists", to our knowledge was rst rigorously established in 20] for the case of A n and the general case was obtained in 1].
Especially the investigation 7] requires explicitly the representations to be unitary, and for this reason one is forced to consider primitive roots of (-1). At the same time the investigation in 1] uses some deep results from algebra as well as Lusztig's canonical bases and hence a more elementary approach might give a useful perspective. The current paper is the result of the desire to meet these requirements.
Our basic tool is what we call a \small" representation of a quantum group. This concept is de ned in terms of a number of, for our purposes, useful properties. It turns out that each quantum group has at least one such.
It may be said that our approach is in spirit related to that of 21] . Upon describing our program to Andersen we learned that he and Paradowski, in anticipation of certain results Lusztig's book 17], had launched a program which, among other things, would deal with other roots of 1. Their e orts have recently found a successful completion in 5] .
Finally, we would like to thank H.H. Andersen as well as the members in our local q-group, B. Durhuus, A. Jensen, S. J ndrup, and R. Nest, for helpful conversations.
Notation and background results
We consider the Cartan matrix fa ij g n i;j=1 corresponding to a simple nite dimensional complex Lie algebra and let U K denote the quantum group over the eld K = Q(q) generated by the 4n generators E 1 ; : : :; E n ; F 1 ; : : :; F n ; K 1 ; : : :; K 1 n with the usual \quantized Serre relations". For i = 1; : : : ; n we let d i 2 f1;2;3g be chosen such that fd i a ij g is symmetric, and more generally use the notation of 2].
N 0 denotes the non-negative integers. We recall the following de nition:
De nition 2.1 (Lusztig 16] In the following our eld is always C . For a 2 C we let U = U A A C where C is made into an A -algebra by specialization at . Similarly, for any A-module M we set M = M C . C likewise denotes the specialization of the integrable modules.
We will always take to be a primitive`th root of 1 or, occasionally, we take = 1. We assume throughout that`is prime to the non-zero entries in the Cartan matrix and that it is bigger than the Coxeter number. Remark 2.2. In many cases one is interested in yet another quantum algebra, U lit , de ned directly from the Serre relations by viewing the parameter q in the Serre relations as a complex number. In the case where q is not a root of unity there is not a great deal of di erence, but in the root of unity case, which is the interesting one, this algebra has a big center. Indeed, it is nite dimensional over its center ( 6] : (5) We denote by C the rst dominant alcove, C = f 2 X + j ( + ; _ ) <`for all 2 4 + g: (6) The following has been established in 2], but it is also an easy consequence of the formula (5) together with the generic irreducibility of the induced modules ( 2] 
( ).
In the following we wish to evaluate nite-dimensional U K -modules. This we de ne as follows, where we use the fact ( 2] ) that such modules are completely reducible together with the following result:
Proof. This follows because A ! K is at ( 2] Suppose now that specialization is not surjective. Consider the right U A -module (16) where 1 denotes the 1-dimensional U A (b ? )-module de ned by the character . In an appropriate sense, the left module hom U A (b ? ) (U A ; 1 ) is the dual of this module. The Weyl module is equivalent to the quotient of R A ( ) by the space P A generated by the elements E (s) 1; s > i . Comparing with the situation at a generic it follows (analogous to the proof of Lemma 3.3) that this is the dual of H 0 A ( ). In a similar way,
is the dual of hom U (b ? ) (U ; ). We know ( 2] ) that H 0 ( ) is nite-dimensional (and its weights are conjugate under the Weyl group).
The polar P (annihilator) of H 0 ( ) in R ( ) is, naturally, invariant. Since the specialization H 0 A ( ) ! H 0 ( ) is injective, P (P A ) . On the other hand, P contains, by a simple computation, the specialization of the elements E (s) i 1; s > i . Thus, (P A ) P .
By Lemma 3.2 and Proposition 3.4 we may say that H 0 ( ) has been obtained by specialization of the module H 0 K ( ) or that H 0 ( ) is H 0 K ( ) \evaluated at ". We will do that and also extend the terminology to e.g. tensor products of such modules.
Tensoring with the adjoint representation
We denote the adjoint representation by Ad and we denote the representation whose highest weight is that of 0 by Ad`(the \little adjoint" representation). More precisely, the names of these representations ought perhaps to have the pre x \the quantum analogues of", but we omit this.
We rst prove four lemmas for the \generic case" U K . In fact, we prove them for the specializations to = 1. Since we have complete reducibility over the eld K, there will be a perfect match-up between the primitive vectors in the K-modules considered (and their weights) and the primitive weight vectors in the specializations of the modules (as de ned below). Proof. This follows by arguments similar to those for Ad. One simply has to introduce the 0-weight space in Ad`in the left-hand tensors in the vector in (22).
Filtrations
The following de nition of a tilting module is not the usual de nition, but it is a theorem 1] that we loose no generality by doing it. Let ? be a commutative A-algebra and set U ? = U A A ?. 
The surjectivity of R 0 comes about as follows: It follows either from (35) or by using the counit that : U ! U U (38) (restricted to U + ) is injective. On the level of homomorphisms, i.e. forgetting the niteness criterion for being in a space H 0 , we then obtain all homomorphisms. Finally, the niteness condition does not a ect this at all. This is because we in the generic case (or in the U A -case) get as image a module which contains all weights (Lemma 3.3). The claim then follows from Proposition 3.4. Put di erently, the only way surjectivity could be ruined would be if were to map some element which is not in the annihilator of H 0 ( 1 + 2 ) into the annihilator of H 0 ( 1 ) H 0 ( 2 ) in U + U + . But is the localization of A hence the latter would have to share this property. But this clearly is in con ict with the fact that for generic we have full reducibility (with one summand equivalent to H 0 ( 1 + 2 )). For each i we then get a kernel K 1 i and these kernels together span the space of homomorphism that vanish to the rst order on the diagonal. This argument may clearly be continued to give the full ltration. Proof. Trivial.
We now introduce some terminology: The following is easily veri ed: Lemma 6.3. For any g there is a small representation. Moreover, with the exception of B n it can be chosen to be generating. In the case of B n there is exactly one representation which is not generated, namely = (0; : : : ; 0; 1). De nition 6.5. We denote the representation in Lemma 6.3 by S .
De nition 6.6. Suppose that H 0 ( 1 ) and H 0 ( 2 ) are irreducible. Let H 0 ( 1 ) and H 0 ( 2 ) denote the dual representations. We then denote by K 0 ( 1 ; 2 ) the kernel in H 0 ( 1 ) H 0 ( 2 ) of the restriction homomorphism R 0 ( 34) and we denote by P 0 the annihilator in H 0 ( 1 ) H 0 ( 2 ) of K 0 ( 1 ; 2 ). Proposition 6.7. Suppose that gd is good and that ( + ; _ 0 ) =`? 1: (49) Then K 0 ( 1 ; 2 ) is semi-simple and P 0 is equivalent to H 0 ( + gd ). Let P 1 = K 0 \ P 0 :
Then P 1 is equivalent to H 0 ( ) and is non-complemented in P 0 . Let W 1 = K 0 P 1 .
Then there is an invariant subspace W 2 such that H 0 ( ) H 0 ( gd ) = W 1 W 2 : (51)
Finally, there is a non-split exact sequence
Proof. The most important observation is that according to De nition 6.2 and formula ( 
Technical matters
To substantiate some of our previous and coming claims, we present here some facts about simple Lie algebras and selected representations of these.
For the classical groups, the de ning representation is 1 Proposition 8.1 (Andersen, 1] ). Let E; M 2 C be nite-dimensional and suppose that tr q (f) = 0 for all f 2 End U K (M). Then tr q ( ) = 0 for all 2 End U K (E M).
In particular, dim q (Q) = 0 for all summands of E M.
We can now state our main result: Proposition 8.2. Let 1 and 2 be in the rst dominant alcove C. Then Suppose now that the formula (63) holds for a given pair 1 ; 2 . It then follows that the module S is a direct sum of D( j )'s, each of q-dimension 0. By tensoring both sides by S and using Proposition 8.1 we clearly get a right-hand-side which is a direct sum of simple modules L ( j ) with j 2 C and a moduleS for which tr q ( ) = 0 for all 2 End U (S).
Concerning the left-hand-side, we can consider the tensor product S 1 which we can assume to decompose into a direct sum i i of representations from C and thus the left-hand-side is a sum of the form i i 2 . (We might, of course, have chosen to tensor S onto 2 rst instead.) It follows by the uniqueness of the decomposition of tilting modules that each of the summands i 2 satis es a formula like (63). Moreover, the left-hand-side can be written as a direct sum of tilting modules, hence so can the right-hand-side. Moreover, by the uniqueness of the decomposition into tilting modules, we can keep track of all the tilting modules with q-dimension 0 on the right-hand-side and hence on the left-hand-side.
Thus, we can extend the set of 1 ; 2 2 C C for which (63) holds. Eventually, by the property of S , we get it to hold for all pairs in C C.
We can now introduce the reduced tensor product :
De nition 8. 
