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Abstract 
The emerging field of atmospheric pressure plasmas (APPs) for treatment of various solutions and suspensions 
has led to a variety of plasma reactors and power sources. This article reports on the design, characterisation and 
modelling of a novel plasma-microbubble reactor that forms a dielectric barrier discharge (DBD) at the gas-liquid 
interface to facilitate the transfer of short-lived highly reactive species from the gas plasma into the liquid phase. 
The use of microbubbles enabled efficient dispersion of long-lived reactive species in the liquid and UVC-induced 
oxidation reactions are triggered by the plasma radiation at the gas-liquid interface. A numerical model was 
developed to understand the dynamics of the reactor, and the model was validated using experimental 
measurements. Fluid velocities in the riser region of the reactor were found to be an order of magnitude higher 
for smaller bubbles (~500 µm diameter) than for larger bubbles (~2500 µm diameter); hence provided well-mixed 
conditions for treatment. In addition to other reactive oxygen species (ROS) and reactive nitrogen species (RNS), 
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a dissolved ozone concentration of 3 µM was recoded after a 15-minute operation of the reactor, demonstrating 
the suitability of this design for various applications.  
Nomenclature 
Term Definition   Term Definition Unit 
∅ Liquid phase fraction -  𝐷𝐷𝑖𝑖  Diffusion Coefficient of 
species i 
m2s-1 
𝜌𝜌 Liquid density Kg m-3  𝑅𝑅𝑖𝑖 Reaction rate of species i 1st order s-1 
2nd order m3 s-1mol-1 
3rd order m6 s-1mol-2 
4th order m9 s-1mol-3 
𝑈𝑈 Velocity magnitude m s-1  𝑚𝑚𝑔𝑔𝑔𝑔 Mass transfer Kg m-3s-1 
𝑡𝑡 Time s  𝑑𝑑𝑏𝑏 Bubble size m 
𝑝𝑝 Pressure Pa  𝐺𝐺𝐺𝐺 Grashof number - 
𝐶𝐶𝑔𝑔 Concentration of 
species i in the liquid 
mol m3  𝑆𝑆𝑆𝑆 Schmidt number - 
𝐶𝐶𝑔𝑔 Concentration of 
species i in the gas 
mol m3  𝑆𝑆ℎ Sherwood number - 
𝑇𝑇 Temperature K  𝐾𝐾𝐿𝐿𝑎𝑎 Rate coefficient m s-1 
𝑔𝑔 Gravitational 
acceleration 
m s-2  𝜇𝜇𝑇𝑇 Turbulent velocity m2s-1 
𝐶𝐶𝑖𝑖 Concentration of 
species i 
mol m3  𝐻𝐻 Henry’s constant Pa m3mol-1 
𝑎𝑎𝚤𝚤𝑉𝑉���� Interfacial area m-1  𝜇𝜇𝑔𝑔 Dynamic liquid velocity Pa s 
𝑉𝑉 Volume m3  𝑀𝑀𝑤𝑤 Molecular weight g mol-1 
 
1.0 Introduction 
Ozone has been established as an excellent oxidising agent and used on industrial scale for water treatment 
worldwide (Loeb et al., 2012). Its high oxidation potential of 2.07 V is superior to that of chlorine (1.36 V), and 
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the ability to produce ozone in-situ on-demand makes it an attractive alternative. Although ozone is often the focal 
oxidative species produced from an atmospheric pressure plasma (APP), other highly reactive species are also 
generated in the process, including hydrogen peroxide, superoxide, atomic oxygen, hydroxyl radicals (·OH), 
perhydroxyl radicals and singlet oxygen, which are collectively known as reactive oxygen species (ROS). If 
nitrogen is present in the feed gas, peroxynitrites and nitrogen-based acids such as HNO3, HNO2 and NO- are also 
produced. These species are collectively known as reactive nitrogen species (RNS). These reactive species often 
interact synergistically, increasing the effectiveness of the oxidation process.  
The production of ·OH in these systems categorises APP as an advanced oxidation process (AOP). ·OH are 
generated both directly in the gas plasma and in subsequent reactions in the liquid phase. For instance, dissolved 
ozone and hydrogen peroxide can react to generate ·OH and hydrogen peroxide can be photodissociated in the 
presence of the plasma UV light. This combined approach has been proven advantageous as ·OH has a greater 
oxidation potential and it is more efficient than ozone alone in removing chemical pollutants such as cyanide, 
arsenide and ammonia (Von Gunten, 2003). Additionally, the combined effect of ROS and RNS has been shown 
to be highly effective in disinfecting water born microorganisms, such as E. coli and cryptosporidium  (Hayes et 
al., 2013; Kim et al., 2013). It is anticipated that a scalable and highly efficient APP reactor would be beneficial 
to many potential industrial applications such as water treatment  (Loeb et al., 2012), pretreatment of 
lignocellulosic biomass (Wright et al., 2018), seed treatment (Sivachandiran and Khacef, 2017), food industry 
(Shaw et al., 2015) and chemical processing (Rumbach and Go, 2017). These emerging wide-ranging applications 
have led to various designs of APP reactors. In most cases, however, the research focus has been in proof-of-
principle studies and little attention has been given to the efficiency of the delivery of reactive species from plasma 
to the liquid and the scalability of the designs. 
Highly-reactive species generated from an APP that have a very short half-life in the order of few nanoseconds to 
few milliseconds, such as ·OH and superoxide are very effective, but efficient delivery of these species to a liquid 
target is challenging. Therefore, it is important to consider not only the creation of these reactive species but also 
their efficient delivery into a target suspended in liquid when designing APP systems. Microbubbles have a large 
surface to volume ratio which can facilitate this delivery and induce convection currents that aid mixing of 
dissolved species within a reactor. This can lead to high mass transfer rates (Wei et al., 2017; Wright et al., 2018). 
Microbubbles generated by fluidic oscillation, an energy efficient and scalable technology, has been explored for 
non-plasma applications such as wastewater aeration (Rehman et al., 2015), bioreactors, aqua culture and 
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separation  (AL-Mashhadani et al., 2015; Ying et al., 2013a). Conventional aeration systems typically produce 
bubbles sizes of the order of 1-3 mm from sintered ceramic or rubber aerators. However, microbubbles generated 
from perforated through-hole membranes such as nylon, stainless steel and nickel can produce smaller bubbles 
(~200 µm to 800 µm) as these membranes reduce bubble coalescence due to a uniform distribution of pores 
(Hanotu et al., 2017). Use of microbubbles to disperse species produced by APP would be an effective approach 
in improving the efficiency of existing reactors.    
There are hundreds of reactions that occur within a plasma as the feed gas is excited, dissociated and ionised to 
form free electrons, excited atoms/molecules and ions which then participate in a series of reactions to form a 
complex combination of ROS and RNS. In addition to these reactive species, relaxation of exited states emits UV 
radiation which can further contribute to the efficacy of the treatment. To understand the gas chemistry of these 
discharges and to analyse their complex reaction schemes, plasma scientists have developed different 
computational techniques. For example,  Sakiyama et al., 2012 developed an air plasma chemistry model that 
included over 50 species and 600 elementary reactions. Further work has been reported in modelling the 
interaction of these type of plasma discharges and its effluent with multiple, media including solid surface 
(Sigeneger et al., 2016), tissue cultures (Tian and Kushner, 2014) and liquids (Liu et al., 2015). Henry’s law is 
often used in these models to account for transport of reactive species from plasma or gas phase to the liquid phase. 
The Henry’s constant is a dimensionless ratio between the concentration in the aqueous phase and that in the gas 
phase:  
𝑘𝑘𝐻𝐻
𝑐𝑐𝑐𝑐 = 𝑆𝑆𝑔𝑔
𝑆𝑆𝑔𝑔
 (1) 
However, Henry’s law stated in equation (1) is only suitable for equilibrium systems at steady state. For dynamic 
systems, such as bubbly flow reactors where spatial and temporal changes to concentration can be expected, the 
two-film theory should be applied.  
𝑚𝑚𝑔𝑔𝑔𝑔 = 𝐾𝐾𝑔𝑔  (𝐶𝐶∗ − 𝐶𝐶𝑔𝑔) × 𝑀𝑀𝑤𝑤 × 𝑎𝑎𝚤𝚤𝑉𝑉���� (2) 
where 𝐶𝐶∗ is the equilibrium concentration �𝑃𝑃
𝐻𝐻
�
𝑖𝑖
 and 𝑎𝑎𝚤𝚤𝑉𝑉���� is the interfacial area that depends on the bubble size and 
bubble density. Whilst well established in many fields, including water ozonation (Lucas et al., 2009), the use of 
two film theory by the APP community is very limited. Some lessons could be learnt from the detailed models 
that have been developed in other fields to describe mass transfer from bubbles to liquid, taking into account 
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bubble shrinkage and gas composition inside the bubbles (Worden and Bredwell, 1998) as well as variation of 
surface tension and shell elasticity (Dalvi and Joshi, 2015).  
Due to the myriad of emerging applications of APPs, large variations in reactor designs can be found in the 
literature. These reactor configurations may be highly specific for a particular application, such as a plasma jet for 
localised biomedical use. Therefore, designs and innovative approaches that improve efficiency of such processes 
is highly sought. Broadly, there are several configurations to bring a plasma in contact with a bulk target liquid: 
from above the liquid surface, within the liquid, from the side of a falling film and from below (Bruggeman et al., 
2016). For some applications, droplets have also been considered (Multanen et al., 2016). Most studies reported 
so far have used the discharge above or within a liquid volume to treat the liquid. When the plasma discharge is 
generated above a liquid, most of the reactive species remain in the gas phase as the mass transfer process depends 
on the limited gas-liquid interface. Whilst convection and electro-hydrodynamic effects can be used to enhance 
the delivery of species into the liquid (Taglioli et al., 2016), the limited surface area of the gas-liquid interface 
ultimately limits the transport. Whilst this limitation can be alleviated by generating the discharge within the liquid, 
doing so can be challenging due to high voltage and high frequency required and the need for specialised power 
supplies (Pongrác et al., 2018). Here we explore the formation of the discharge in a plenum chamber under the 
liquid volume and disperse the plasma effluent as bubbles through the liquid (Wright et al., 2018; Zhou et al., 
2016).  
The focus of this study is to design, characterise and model a scalable reactor that brings a DBD plasma to the 
gas-liquid interface to facilitate transfer of short-lived reactive species and then disperse the long-lived plasma 
products efficiently using microbubbles. Additionally, if UV radiation emitted by the plasma discharge is also 
available at the ‘skin’ of the microbubbles during bubble formation, that would enable further reactions to 
breakdown dissolved species such as peroxide and ozone to form ·OH. Liquid circulation and mixing of dissolved 
species within the reactor is promoted by integrating a draft tube to induce air-lift effect. The suitability of this 
design for various applications such as water treatment or lignocellulosic biomass pretreatment will depend on 
the cocktail of reactive species generated and their concentrations within the liquid phase; hence the reactor 
performance will be evaluated for various operating regimes. A numerical model is developed to understand the 
dynamic nature of the reactor and to predict outputs for potential applications.  
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2.0 Reactor Design and the Experimental Rig 
2.1 Plasma-microbubble Reactor Design 
A schematic diagram of the plasma-microbubble reactor developed in this study is shown in Figure 1. The reactor 
has two main sections with different functionalities. The lower section of the reactor underneath the membrane is 
the plenum chamber with a plasma module where a DBD discharge is ignited. The upper section of the reactor is 
where target liquid is held, and bubbles are introduced to transfer reactive species produced by the plasma. The 
plasma module consists of 19 high voltage (HV) electrodes wired in parallel to a stainless-steel ring which is 
connected to the high voltage output of the power supply. Each HV electrode assembly consists of a cylindrical 
stainless-steel rod with a hemispherical cap at the top end encased in a quartz crucible. The dimensions of the 
stainless-steel rods (length= 90 mm, diameter= 7 mm) and the quartz crucibles (length=80 mm, inner diameter = 
7 mm) were selected to give a tight fit between them. The quartz crucibles serve as the dielectric barrier required 
for the DBD plasma and have a wall thickness of 1.5 mm necessary to form a uniform discharge. HV electrodes 
were held within the crucibles by a PTFE plug. The array of 19 HV electrode assemblies are separated 14 mm 
apart and held in place with two compressed PTFE mounts. The lower mount provides a gas tight fit around the 
crucibles while the upper mount supports the crucibles in square holes. Feed gas enters this chamber radially and 
rises through the gaps between the square holes and the circular crucibles in the top PTFE mount into the plenum 
chamber. The height and the internal diameter of the plenum chamber are 30 mm and 80 mm respectively 
providing a volume of 150 cm3. The gap between the quartz crucible tips and the metallic porous membrane 
electrode is set approximately 1 mm. A larger gap would require higher voltage to ignite the plasma and it will 
result in a hotter discharge, which can be detrimental to ozone generation efficiency. Smaller gaps would reduce 
the plasma volume and hence potentially the overall ROS production. The porous membrane used in this reactor 
serves two purposes: firstly, it serves as the ground electrode for the plasma generation and secondly, as the bubble 
forming sparger for the dispersion of plasma products. Two different membranes were used in this study to achieve 
different bubble sizes. The first one is a perforated nickel membrane (Micropore Ltd) with a pore size of 20 µm 
and a pitch of 180 µm, and the second one is a woven stainless-steel mesh (Plastok Ltd, UK) with an aperture of 
35 µm with a wire diameter of 30 µm. These membranes were soldered to a copper support ring housed within 
the aluminium frame and electrically grounded.  
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Figure 1: A schematic diagram of the plasma-microbubble reactor design (a) cross-sectional front elevation (b) 
plan view.  
The plan view in figure 1(b) shows the electrode configuration and the fibre optic arrangement for dissolved ozone 
measurements. The upper section of the reactor, i.e. the reaction tank, has a total usable capacity of 1 L and the 
height and the diameter of this tank are 90 mm and 140 mm, respectively. To ensure good mixing within the 
reaction tank, a draft tube with a height of 50 mm and an internal diameter of 80 mm was installed. Dimensions 
and placement of the draft tube were calculated according to Ying et al., 2013. The air-lift loop design allows the 
reactor to operate without mechanical stirring as natural convection currents were induced by buoyancy-driven 
bubbly flow. This approach has the added advantage of simplicity as it does not require moving parts and it is 
more economical than other external mixing technologies. The reaction tank is hermetically sealed at the top with 
a lid where the exhaust and characterization probes are connected.   
2.2 Resonant Plasma Power Source  
To generate the plasma discharge, a full-bridge resonant power supply was designed and built in-house. An outline 
of the controls of the power supply unit is shown in Figure 2. The mains voltage is first stepped down to 60 volts 
with a toroidal transformer before being rectified to DC. The DC output is then fed into the full bridge circuitry 
which forms a high-frequency (1-100 kHz) square waveform. The square waveform is applied to a partial core 
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resonant transformer which filters out high order harmonics and increases the voltage up to 50 kV. Due to the 
topology of the power supply, the frequency and voltage are linked; hence a change in the frequency will produce 
a different output voltage. The power supply can be operated with a continuous or modulated AC output. When 
modulated, the ratio of the on-time to the off-time can be varied, thereby adjusting the duty cycle.   
Mains input User input
Plug in wall
Step down 
transformer
Transformer/
rectifier/
Voltage regulator
Timer
On-time
dial
Off-time
dial
Continuous/
Pulsed
switch
Full bridge 
driverOn/off
Rectifier85 V AC
Frequency
dial
12V DC
MOSFET 
transistors85 V DC
Resonant 
transformer
+/-85 V pulse
Plasma device
5-50 kV
Alternate pulsing 1-100 kHz
230V AC
 
Figure 2: Outline topology of the full-bridge resonant power supply 
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2.3 Characterisation of the Power Source 
To ensure that the plasma discharge is the same for both membranes, the average power delivered to the plasma 
was kept constant. The average power was determined  using charge vs voltage (Q-V) Lissajous diagrams (Manley, 
1943). The output voltage of the power supply was measured with a high-voltage probe (Tektronix P6015) 
connected to an oscilloscope (Tektronix, TDS 2012 B) and the voltage across the measuring capacitor on the 
ground electrode was measured using a voltage probe (Pico, TA150). This experiment was repeated 6 times for 
each membrane and 128 waveforms were recorded for each run. The recorded waveforms were then exported to 
a computer and analysed using MatlabTM. Measurement probes have different intrinsic delays due to the 
differences in parasitic capacitances and inductances of the cables. Since power calculations require signals 
measured simultaneously, data recorded by the oscilloscope was time-shifted to account for the probe delays. 
Average power consumption was then calculated from these time adjusted measurements. For both membranes, 
the input power to the discharge was adjusted by changing the operation frequency between 23 and 38 kHz. 
 
2.4 Bubble Generation and Analysis 
To generate bubbles of two different sizes, a nickel or a stainless-steel membrane was installed in the reactor and 
synthetic air was supplied at 0.75 SLPM via a mass flow controller (MKS, PR4000B). The resultant bubble size 
distribution was measured using a high-speed camera (Photon Fastcam, M2.1) coupled with a long-distance lens 
(Infinity, KC). To provide illumination for high-speed video recordings, a 1000 W halogen light source and a 
diffuser sheet was placed behind the reactor directly in line with the camera. Every 1/100th frame was stored in 
the computer for analysis to ensure that there were no repeated measurements of the same bubble with a 30 seconds 
time frame. These experiments were repeated 10 times to collect sufficient number of images for analysis 
(approximately 10,000). The resultant bubble size distributions were determined using ImageJ.  
2.5 Optical Emission Spectroscopy  
To confirm that the plasma discharge produced with both membranes have the same characteristics and that any 
difference observed in the liquid can be attributed to the bubble size, optical emission spectroscopy (OES) was 
used to collect radiation emitted from the discharge. The plasma emission spectra were collected using a 
collimating lens, an Ocean Optics QR400-7-UV/VIS optical fibre and an Andor SR-303i-A Czerny-Tuner 
spectrograph. The entrance slit and the holographic grating were set at 10 μm and 2400 l/mm respectively, and an 
ICCD camera paired to the monochromator was used as the detector. The camera exposure time was set at 100 
ms, and 1000 acquisitions were performed for each membrane. These experiments were repeated five times. All 
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the measured spectra were calibrated for wavelength and intensity by means of an Ocean Optics HG-1 Mercury-
Argon lamp and an Ocean Optics DH-2000-BAL Deuterium-Halogen light source respectively. The plasma 
temperature was inferred from the rotational temperature of nitrogen molecules (Bruggeman et al., 2014; Iza and 
Hopwood, 2004) and in particular the experimental spectra of the nitrogen second positive system (C3Πu–B3Πg) 
was compared to  synthetic spectra generated using SPECAIR (Laux, 2002). 
2.6 Fourier Transform Infrared (FTIR) Spectroscopy  
To determine the concentrations of RNS species produced by the DBD plasma discharge, the exhaust from the 
reactor operated with dry air (without liquid in the reaction tank) was fed into a variable path-length gas cell (Pike 
Technologies Ltd.) seated within an FTIR spectrometer (4700, Jasco Ltd.). Concentration of each species was 
determined using Beer-Lambert law at the following absorption wavenumbers: N2O at 2240 cm-1, N2O5 at 750 
cm-1, HNO3 at 890 cm-1, and NO2 at 1580 cm-1 (Fitzsimmons et al., 1999).  
2.7 Ozone Measurements 
The concentration of ozone in both the gas and the liquid phase was measured using the set up shown in Figure 1. 
UV light emitted from a LED light source (LLS-255, Ocean Optics Ltd) was directed towards a collimating lens 
using optical fibres. Transmitted light was collected at 180o opposite to the first lens using a spectrometer 
(HR2000+, Ocean Optics Ltd). By measuring the transmitted light intensity at 254 nm and using the Beer-Lambert 
law, the ozone concentration was inferred. For the gas measurements, experiments were repeated 5 times and a 
cross-sectional area of 1.12.10-17 cm2 was used in the calculations (Grebenshchikov et al., 2007). For the liquid 
measurements, an absorption coefficient of  3300 M-1 cm-1 was used in the calculations (Koh et al., 2001) with 
data obtained from experiments replicated in triplicate. 
3.0 Numerical Model   
The main purpose of the numerical model was to investigate the dynamic nature of the reactor, i.e. spatial and 
temporal evolution of reactive species as this will determine the reactor’s efficiency and effectiveness for a given 
application. Additionally, the effect of changing the bubble size on the reactor’s performance was also investigated. 
A chemical reaction scheme based on the work of Liu et al., 2015 was used to study the transfer of ten key long-
lived ROS and RNS from the gas plasma into the liquid. Within the liquid phase, these species react with each 
other to produce further 32 species. In total, 107 of the 109 reactions from Liu’s reaction scheme were incorporated 
in the model as those involving the short-lived specie singlet oxygen could not be accurately determined in the 
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gas phase. Table 1 lists all the reactive species modelled along with their diffusion coefficients and their Henry’s 
law constants.  
Table 1: A list of the reactive species in the model with their diffusion coefficients in water and the Henry’s law 
constant at 19 oC. Diffusion coefficients and Henry’s law constants were taken from Liu et al., 2015 and Sander, 
1999, respectively.  
Reactive Species Diffusion Coefficient (m2s-1) 
Henry’s Constant 
(Pa m3mol-1) 
NO2 1.85 × 10−9 4.4694 × 10−4 
NO3 1 × 10−9 3.8517 × 10−4 
N2O5 1 × 10−9 2.620 × 10−2 
HNO2 1.85 × 10−9 6.7332 × 10−1 
HNO3 2.6 × 10−9 3.776 × 103 
O3 1.75 × 10−9 1.3069 × 10−4 
H2O2 1 × 10−9 1.1606 × 103 
N2O 2.1 × 10−9 2.226 × 10−1 
O2 2 × 10−9 1.4228 × 10−5 
N2 1.88 × 10−9 2.7158 × 10−3 
H2O 1 × 10−9 - 
HO2 1 × 10−9 - 
HO2- 1 × 10−9 - 
HO3 1 × 10−9 - 
H+ 9.312 × 10−9 - 
N2O3 1 × 10−9 - 
N2O4 1 × 10−9 - 
NO 2.21 × 10−9 - 
NO2- 1.85 × 10−9 - 
NO3- 1.9 × 10−9 - 
O2- 2 × 10−9 - 
·OH 2 × 10−9 - 
OH- 5.26 × 10−9 - 
O- 2 × 10−9 - 
-ONOOH 2.6 × 10−9 - 
H2 4.5 × 10−9 - 
ONOOH 2.6 × 10−9 - 
O3- 1.75 × 10−9 - 
O2NOOH 1 × 10−9 - 
O2NOO- 1 × 10−9 - 
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O 2 × 10−9 - 
H 8 × 10−9 - 
 
3.1 Momentum balance 
The gas density was assumed to be negligible compared to that of the liquid, and therefore both phases in the 
bubbly flow were assumed to share the same pressure field. The bulk liquid and the gas phase were treated as 
interpenetrating media where the bubbles are uniformly distributed within the liquid phase with equal diameters. 
The liquid phase momentum balance is described by the Navier-Stokes equation (Al-mashhadani et al., 2012): 
∅𝑔𝑔𝜌𝜌𝑔𝑔
𝜕𝜕𝒖𝒖𝑙𝑙
𝜕𝜕𝜕𝜕
+ ∅𝑔𝑔 𝜌𝜌𝑔𝑔(𝒖𝒖𝑔𝑔 .𝛻𝛻)𝒖𝒖𝑔𝑔 = 𝛻𝛻. [−𝑝𝑝𝑝𝑝 + ∅𝑔𝑔(𝜇𝜇𝑔𝑔 + 𝜇𝜇𝑇𝑇)(𝛻𝛻𝒖𝒖𝑔𝑔 + (𝛻𝛻𝒖𝒖𝑔𝑔)𝑇𝑇)] + ∅𝑔𝑔𝜌𝜌𝑔𝑔𝒈𝒈 (3) 
The gas fraction is typically less than 10% by volume; hence both fluids can be assumed nearly incompressible. 
The continuity equation can be written as: 
𝛻𝛻.𝒖𝒖𝑔𝑔 = 0   (4) 
At the porous membrane surface, a constant gas flux boundary condition was set, which corresponds to a net flow 
of 0.75 SLPM. The uppermost boundary, i.e. the free surface at the top, was set as the outlet to allow gas to exit 
the reactor with no constraints. The reaming walls of the reactor and the internal draft tube surfaces were set as 
no-slip boundaries.  
3.2 Mass balance 
The model assumes that only the long-lived species are transported by the bubbles from the plasma discharge to 
the liquid. Short-lived species produced within the plasma, such as ·OH and atomic oxygen are not considered in 
the simulation. Their effective diffusion lengths (EDL) are of the order of few nanometres (Liu et al., 2015) and 
hence these species are only available at the gas-liquid interface. Nonetheless, some of these short-lived species 
are also produced within the bulk liquid as a result of reactions between dissolved long-lived species. The initial 
gas composition of the bubbles was atmospheric air (N2 and O2) with an admixture of long-lived reactive species 
set to match the concentration measured in the device when the reactor is run without liquid. 
To model mass transfer of the reactive species from gas to liquid, the two-film theory was used (equation (2)). 
The mass transfer coefficient (𝐾𝐾𝑔𝑔) for a swarm of bubbles is estimated from an empirical correlation (equation (5)) 
according to Calderbank and Moo-Young, 1995. 
𝑆𝑆ℎ = 𝐾𝐾𝑔𝑔 𝑑𝑑𝑏𝑏𝐷𝐷𝑖𝑖 = 𝑋𝑋 × 𝐺𝐺𝐺𝐺13 × 𝑆𝑆𝑆𝑆𝑌𝑌 (5) 
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According to Calderbank and Moo-Young, 1995, for a bubble size of 2500 µm, X is 0.42 and Y is ½, and for 
bubble size of 550 µm, X is 0.31 and Y is 1/3. The Grashof number (6) and Schmidt number (7) are given by 
𝐺𝐺𝐺𝐺 = 𝑑𝑑𝑏𝑏3 × 𝜌𝜌𝑔𝑔 × 𝑔𝑔 × 𝜌𝜌𝑔𝑔 − 𝜌𝜌𝑔𝑔𝜇𝜇𝑔𝑔2  (6) 
𝑆𝑆𝑆𝑆 = 𝜇𝜇𝑔𝑔
𝜌𝜌𝑔𝑔 × 𝐷𝐷𝑖𝑖 (7) 
Transport of species 𝑖𝑖 reacting with species 𝑗𝑗 with Fickian diffusion is described by: 
𝜕𝜕𝑆𝑆𝑖𝑖
𝜕𝜕𝑡𝑡
+ 𝛻𝛻. (−𝐷𝐷𝑖𝑖𝛻𝛻𝑆𝑆𝑖𝑖) + 𝒖𝒖.𝛻𝛻𝑆𝑆𝑖𝑖 = �𝑅𝑅𝑖𝑖𝑖𝑖
𝑖𝑖
+ ( 𝑚𝑚𝑔𝑔𝑔𝑔
𝑀𝑀𝑤𝑤
)𝑖𝑖 (8) 
The initial concentrations of H+ and OH- in the liquid were set as 1 × 10−4  mol m-3 (i.e. pH=7) and for all 
remaining ions 1 × 10−19 mol m-3 to aid convergence. The reaction rates in the liquid are a function of the local 
liquid temperature. However, given the well-mixed conditions of the reactor and for simplicity, the liquid 
temperature was assumed to be constant throughout the entire reactor and fixed to 292 K. This assumption is 
reasonable as only a 2 K difference in liquid temperature was observed over a 15-minute operation.  
 
Figure 3: The geometry and mesh used for computations. 
 
The above system of equations was solved using the Galerkin Finite Element Method in COMSOL Multiphysics 
5.3a. A 2D asymmetric geometry was created using measurements from the actual reactor, and the computational 
domain was discretised using 24200 tetrahedral mesh elements as shown in Figure 3. The number of degrees of 
freedom solved was 576419, and the computational time was approximately 18 hours on a PC with an Intel core 
i5 64bit 2.7 GHz processor.   
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4.0 Results and Discussion 
4.1 Effect of the membrane type on the plasma characteristics 
As two different membranes were used to generate different bubble sizes, it is important to verify that this had no 
effect on the plasma characteristics. The stainless steel and nickel membranes can in principle alter the electrical 
characteristics of the device and thus change the resonant frequency of the circuit as well as the characteristics of 
the plasma.  
 
To study the effect of the membrane material on the plasma characteristics, each membrane was installed in the 
reactor and a plasma discharge was formed at the highest possible frequency of 36 kHz followed by a gradual 
reduction to the lowest ignition frequency at 23 kHz in steps of 2 kHz. Given the resonant nature of the power 
supply, sweeping the frequency range resulted in a variation of the applied voltage and thereby the power delivered 
to the plasma. To prevent thermal damage to the plasma module, the discharge was modulated using an on-time 
of 100 ms and an off-time of 233 ms, i.e. a duty cycle of 30%. Figure 4 shows the average power delivered to the 
discharge as a function of the applied frequency, and Figure 4(b) shows the relationship between the varying 
power and the applied voltage. These results indicate that both membranes behave similarly electrically and that 
the resonant frequency of the system is 28 kHz. When driven at this frequency, the applied voltage is 9.2 kV and 
the power dissipated in the system at a 30% duty cycle is 25 W. 
15 
 
 
Figure 4: The effect of the membrane on the electrical characteristics of the system when this is driven with a duty 
cycle of 30%. (a) Average power as a function of the driving frequency. (b) Relationship between the applied 
peak voltage and the average power.  
 
Analysis of the OES provides details about the composition and temperature of the plasma. These depend on feed 
gas composition and applied power. Although it is possible to operate the plasma in pure oxygen and avoid 
production of RNS, high local temperatures in the plasma module (~150 oC) and electronegative properties of 
oxygen could lead to unsafe operation. For this reason, pure oxygen plasmas were omitted from this study.  Three 
feed gases were used in this study: synthetic air with no humidity (RH%=0), synthetic humid air (RH%=100) and 
pure nitrogen (RH%=0). The relatively small discharge gap (1 mm) between the quartz crucibles and the metallic 
membrane makes it possible to strike the plasma with the three feed gases used. The frequency was fixed at 33 
kHz, slightly above the resonant frequency, to limit the amount of power delivered to the discharge and to 
minimize stress on the membranes and the power supply. At this frequency the applied peak voltage is 9 kV and 
the average power dissipated in the system is 33 W.  
Humidity of the feed gas was introduced by bubbling the gas though water in a sintered dreschel bottle upstream 
of the reactor. High humidity in feed gas is well-known to increase hydrogen peroxide production at the expense 
of ozone (McKay et al., 2012). Pipa et al., 2007 observed a 50% increase in the emission at 308 nm, which 
corresponds to hydroxyl radicals, when humidity was introduced in the feed gas. In plasmas, ·OH is primarily 
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produced by collisional dissociation of water molecules and these recombine readily to form hydrogen peroxide 
(·OH+·OHH2O2). The presence of humidity in the gas increases the electronegativity of the plasma and for a 
given input power, the intensity of the discharge decreases. Nonetheless, it was possible to sustain a stable 
discharge at all the conditions considered in this study.  
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Figure 5: (a) OES for dry air (RH=0%), humid air (RH=100%) and nitrogen feed gas (RH=0%). (b) Comparison 
of the optical emission of dry air plasmas (RH=0%) sustained with the stainless steel and the nickel membranes. 
 
Nitrogen is largely responsible for emission of UVA, UVB and UVC with excited NO radiating in the UVA region 
and N2 and N2+ in the remainder (Schwartz et al., 2016). Figure 5 shows a significant increase in UVA emission 
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from the plasma due to NO when pure nitrogen is used. In this case O is present due to impurities in the feed gas 
and minute amounts of oxygen are known to favour NO formation (Pipa et al., 2007). If substantial amount of 
oxygen is present in the feed gas and ozone is produced, ozone can absorb UVA (Grebenshchikov et al., 2007). 
OES was also used to compare the plasma discharge when different membranes were used. As shown in Figure 
5(b) two spectra overlap confirming that the plasma characteristics are the same for each membrane and therefore 
the membrane has no noticeable effect on the plasma discharge. Further analysis of (0-3) transition of the nitrogen 
second positive system indicates a rotational temperature of nitrogen molecules of 415±20 K.  
4.2 Bubble Size Characterisation 
To determine the effect of membrane type on bubble generation, the bubble size distributions obtained with each 
membrane were recorded and analysed. Figure 6(a) and 6(b) show typical images of the bubbles generated with 
the stainless steel and the nickel membranes. The corresponding average bubble sizes are 2500 µm and 550 µm, 
respectively. The reason for the larger bubbles produced by the stainless-steel membrane is twofold: firstly, the 
pore size for the stainless-steel membrane is 1.75 times larger than that for the nickel membrane. Whilst the pore 
size is not directly proportional to the bubble size, they are strongly linked, and the relationship between these 
two depends on the bubble generating regime (Bari and Robinson, 2013). Secondly, nickel membranes have a 
larger pitch of 180 µm as opposed to 35 µm for the stainless-steel membranes, and this reduces bubbles 
coalescence. The pore structure is also known to influence the bubble size distribution as seen in Figure 6(c) and 
6(d). Interestingly, the bubble size distribution for the stainless-steel woven mesh is unimodal and positively-
skewed whilst the nickel membrane produces a bimodal distribution. Bubble overlap and coalescence is thought 
to be the main reason for larger bubbles being produced by the woven stainless-steel membrane. For the nickel 
membrane, the mean bubble size is slightly smaller than the most frequent bubble size due to very smaller bubbles 
generated at the edge of the membrane.   
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Figure 6: Bubble images and respective bubble size distributions (a and c) for a stainless-steel woven membrane 
with a wire diameter and a pitch of 30 µm and 35 µm, respectively; (b and d) for a nickel membrane with a pore 
diameter and a pitch of 20 µm and 180 µm, respectively.  
 
The contact angle at the membrane surface is one of the key factors in bubble formation and detachment. It is 
known that smaller contact angles provide an early pinch-off during the bubble formation process, thus generating 
smaller bubbles (Kukizaki and Wada, 2008). Due to the high porosity of the woven stainless steel membrane, 
contact angle measurements were difficult, but the contact angle was estimated to be ~85o according to Prajitno 
et al., 2016. This value is smaller than the measured contact angle for nickel membranes, which is 120o. Therefore, 
further reduction of the bubble size could be made by surface modification of the nickel membrane. Despite the 
nickel membrane having the larger contact angle of the two membranes used, it still produced smaller bubbles 
mainly due to the membrane structure, specifically the pitch between the pores. Since the bubble size is much 
larger than the pitch for the stainless-steel membranes, bubbles coalesce immediately after formation generating 
larger bubbles. Energy efficient fluidic oscillator mediated microbubble generation technique can also be applied 
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to achieve smaller bubbles ~80-120 µm (Rehman et al., 2015). Since the gas flow rate is fixed at 0.75 SLPM for 
both membranes, the smaller bubbles produced by the nickel membrane will have a higher surface area to volume 
ratio than those produced with the stainless-steel membrane; thereby improving the mass transfer rate from the 
gas to the liquid phase (Rehman et al., 2015). 
4.3 Species Concentrations in the Plasma Effluent  
As the numerical model requires the concentration of long-lived reactive species as an input, these were measured 
using FTIR and UV-absorption spectroscopy when the reactor was run without liquid. These concentrations were 
recorded as a function of time until a steady value was reached. It took approximately 15 minutes to reach steady 
values, which can be attributed to the time taken to completely flush the reactor and the FTIR gas column with 
plasma effluent replacing air. While a large number of RNS and ozone can be measured,  some species such as 
H2O2, HNO2 and NO3 fell below the detection limit of FTIR or had overlapping peaks with other species; therefore 
the concentrations of those species were estimated from the computational results of Sakiyama et al., 2012. 
Concentrations of the reactive species achieved with a 30% duty cycle were then converted into partial pressures 
using the ideal gas law (see Table 2). 
Table 2: The partial pressures of species in the gas phase measured from FTIR and UV-absorption spectroscopy. 
* calculated partial pressures from Sakiyama et al., 2012. 
Reactive Species Partial pressure (Pa) 
NO2 1.8 × 10−1 
NO3* 1.8 × 10−1 
N2O5 5.1 × 101 
HNO2* 5.7 × 10−2 
HNO3 5.7 × 101 
O3 5.7 × 102 
H2O2* 1.8 × 10−1 
N2O 2.9 × 102 
O2 1.7 × 104 
N2 7.0 × 104 
 
Whilst a broad range of ROS and RNS species can be produced in atmospheric plasmas, the ratio between the two 
categories of species can be manipulated by changing the on-time and the duty cycle of the modulation (Ma et al., 
2016; Seri et al., 2019). Lower duty cycles result in lower device temperatures, which is preferable for ozone 
production and minimisation of RNS production. Raising the duty cycle increases the average power delivered to 
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the device and thereby its operating temperature. If sufficient cooling is provided, then the ozone density will 
increase. However, if the temperature increases, thermal decomposition of ozone will become significant and the 
plasma will predominantly produce RNS. The optimal duty cycle for ozone production therefore differs between 
reactors and systems. As the plasma module is cooled by both the gas flux that flows through the system and the 
water above which acts as a heat sink, high operating duty cycles of up to 60% can generate large ozone 
concentrations without the need for additional cooling mechanisms.   
  
4.4 Model Predictions  
Dissolved ozone concentration for each membrane was compared with that of the numerical simulations. 
Additionally, a smaller bubble size of 200 µm was also investigated numerically as it could be possible to generate 
these bubbles using a microbubble generator based on fluidic oscillations (Zimmerman et al., 2011). The dissolved 
ozone concentration for both membranes were monitored for 15 minutes and compared with the numerical 
simulations (Figure 7).  
  
Figure 6: Comparison between experimental measurements and computational results of the time evolution of the 
dissolved ozone concentration. 
 
Both the computed and the measured ozone concentration evolutions show a similar trend: a rapid rise for the first 
few minutes followed by a plateauing behaviour. This is expected as the driving force for mass transfer is high at 
the beginning but reduces with time as more ozone is dissolved in the liquid. Furthermore, chemical reactions will 
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intensify as the reactive species concentration rises. For both simulated and experimental profiles, higher 
concentrations are achieved for the smaller bubbles. After 15 minutes of bubbling, the nickel membrane achieved 
~60% higher ozone concentration than the stainless-steel membrane while simulation results show an increase of 
~54% for 550 µm bubbles as compared to 2500 µm bubbles. However, there is some discrepancy between the 
simulated and the experimental values. Simulation results predict a faster initial increase and higher final value 
than those observed in the experiments. These quantitative differences are attributed to the uncertainties in the 
mass transfer rate and chemical kinetics used in the simulation. The correlation constants used in equation (5), X 
and Y, are guidelines for a broad bubble range rather than a specific bubble size and do not account for the 
influence of different gas composition. However, gas molecules could alter the properties of the gas-liquid 
interface (Zheng et al., 2015) and thus, change the mass transfer rate. In addition, the model does not take into 
consideration the bubble size distribution observed in the experiments and ozone leaving the liquid at the top 
boundary. Surface reactions on the inner walls of the acrylic tank, the internal draft tube and the membrane were 
not accounted for in the model. Although it is well known that reactive species react with polymers and metals, 
these reactions and their rates are not well-defined.  
  
Figure 7: Production rates of species (ozone and oxygen) from the numerical simulations.  
 
Figure 8 shows the average production/loss rate of oxygen and ozone in the liquid due to chemical reactions in 
the liquid phase. As oxygen is more stable than ozone, oxygen is largely produced, and ozone consumed through 
numerous chemical pathways largely involving reaction with H2O2, ·OH and HO2. A positive rate indicates 
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creation of that species while a negative rate indicates consumption of that species. For both species, the first three 
minutes show a rapid change in the production/consumption rate before reaching a steady state. According to 
Figure 8, ozone is consumed by chemical reactions with other reactive species while oxygen is being produced.  
It is interesting to evaluate various approaches for increasing dissolved ozone concentration in the liquid phase 
for applications that require substantial oxidation or disinfection capability. This can be achieved either by 
decreasing the bubble size leading to higher mass transfer rates or increasing the ozone concentration in the plasma 
effluent at the expense of higher input energy. These options were investigated by computing the average 
dissolved ozone concentration for bubbles 2.75 times smaller than 550 µm (i.e. 200 µm bubbles) and for partial 
pressure of ozone 2.75 higher than the measurements used in actual experiments (1570 Pa) with 550 µm bubbles. 
The results are summarised in Table 3. By reducing the bubble size from 550 µm to 200 µm, the dissolved ozone 
concentration can be increased by a factor of 2.4 while increasing the partial pressure only doubles the dissolved 
ozone concentration. This result is not surprising as increasing the partial pressure increases the mass transfer 
linearly while reducing the bubble diameter affects mass transfer non-linearly according to equation (5). This 
significant increase in mass transfer due to smaller bubbles was also observed in Figure 7. Decreasing the bubble 
size is therefore a more effective approach to increase the concentration of dissolved reactive species than 
increasing the partial pressure. Partial pressure of ozone in the plasma effluent can be increased by operating the 
reactor at higher duty cycles with additional cooling, but this is likely to increase power consumption and design 
complexity. This result highlights the importance of utilising small bubbles to enhance the mass transfer as 
opposed to increase production rates at a higher energy cost.  
Table 3: The effect of bubble size and partial pressure on the dissolved ozone concentration after 15 minutes. 
Bubble size (µm) Ozone partial pressure (pa) 
dissolved ozone 
concentration (mol/m3) 
Concentration 
increase factor 
550 571 9.8 × 10−3 1 
550 1570 1.9 × 10−2 2 
200 571 2.3 × 10−2 2.4 
 
 4.5 Effect of the Bubble Size on Fluid Flow 
Average bubble sizes measured for each membrane were used as model inputs to determine the effect of bubble 
size on fluid velocity due to buoyant convection. Due to limitations in the model, a single average bubble size 
instead of a distribution was used in the simulations. Resultant velocity fields at different times are shown in 
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Figure 9. Both bubble sizes induced similar flow features. As bubbles are released from the porous membrane at 
the bottom of the reactor, they rise within the draft tube imparting a drag force on the liquid that depends on the 
rise velocity and the surface area of the bubbles. Most bubbles will leave at the top liquid surface and the liquid 
will be driven downward in the outer downcomer region, thereby inducing a circulatory flow pattern. Several 
stagnant points are developed at the corners of the reactor, but these regions are limited to a very small volume 
by design and represent areas for further future improvement. The model shows that the flow field takes 
approximately 10 seconds to reach a steady state once bubbling starts. As shown in Figure 9, the velocity 
magnitude induced by the smaller bubbles is one order of magnitude larger than that induced by the larger bubbles. 
Since the net volume of gas is fixed for both cases, the difference in velocity magnitude is mainly due to the 
difference in interfacial area, which is 2.13 × 10−7 𝑚𝑚−1 and 3.06 × 10−8 𝑚𝑚−1 for 550 µm and 2500 µm bubbles 
respectively. Although high radial velocity under the draft tube could push bubbles towards the centre of the tank, 
leading to bubble coalescence, this effect is negligible for cases studied. 
 
Figure 8: Simulated fluid flow profiles (m s-1) for average bubble sizes produced by the nickel (550 µm) and the 
stainless-steel (2550 µm) membranes. 
 
4.8 Time Evolution of Species  
The numerical model can be used to study the time evolution of various ROS and RNS produced within the liquid 
phase to determine the suitability of the reactor for different applications. Figure 10 shows the time evolution of 
the concentrations of various species in the liquid phase for the first 15 minutes of operation. Computational 
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results for the case with 550 µm bubbles (nickel membrane) are presented here as 550 µm bubbles result in higher 
mass transfer rates and higher final concentrations than larger bubbles studied here (Figure 7). 
Figure 10(a) shows concentrations of ROS in the liquid phase. Ozone and hydrogen peroxide are transferred from 
bubbles to the liquid and undergo further reactions within the liquid. Their concentration increases gradually over 
time. As their concentration rises within the liquid, O3 and H2O2 participate in reactions with other ROS and RNS 
species. Formation of ·OH by direct interaction between O3 and H2O2 is an important reaction (equation 9).  
𝑂𝑂3 + 𝐻𝐻2𝑂𝑂2 →∙ 𝑂𝑂𝐻𝐻 + 𝐻𝐻𝑂𝑂2 + 𝑂𝑂2 (9)(Josh Smith, 2014) 
AOP systems based on pure ozone generation systems require addition of peroxide to form ·OH, but since APPs 
generates both ozone and hydrogen peroxide, addition of peroxide is not required. According to Figure 10(a), ·OH 
reach a steady state concentration of 3 × 10−9 mol/m-3 after 2 minutes. ·OH have a half-life of ~1 ns, therefore 
constant generation of ·OH within the liquid by chemical reactions is important.  
According to the computational study, the pH drops from 7 to 5.9 after 15 minutes of bubbling. For the 
experiments, pH reduced to ~3.5 after 1 hr of operation. Acidification of the liquid is mainly due to RNS such as 
HNO2, HNO3, ONOOH and O2NOOH (Figure 10(c)) and H2O2. All these species accumulate in the liquid and 
dissociate into their ionic states, releasing H+ as shown in Figure 10(b) and (d). The pH of the solution may 
influence reactions that occur in the liquid phase in which H+ and OH- participate as reactants. Also, mass transfer 
rates are affected by pH as this affects the solubility of gases. For instance, acidic conditions increase the Henry’s 
constant for ozone by 70% when the pH decreases from 7 to 2 (Biń, 2006; Kuosa et al., 2004). The dependency 
of Henry’s constant on pH is not accounted for in the model as data is not available for all species considered.       
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Figure 9: Concentration of species in the liquid phase for 550 µm bubbles (a) neutral ROS, (b) ionic ROS, (c) 
neutral RNS containing H, (d) ionic RNS (e) neutral RNS without H and (f) N2 and O2.  
 
Figure 10(b) and 10(d) show the main ionic species present in the liquid phase. Ionic RNS are typically formed 
by reaction of neutral RNS, such as N2O4 and N2O5 (Figure 10 (e)) with water to form NO2- and NO3-, respectively 
(equation 9 and 10). 
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𝑁𝑁2𝑂𝑂4 + 𝐻𝐻2𝑂𝑂 → 𝑁𝑁𝑂𝑂2− + 𝑁𝑁𝑂𝑂3− + 2𝐻𝐻+ (9)(Coddington et al., 1999)  
𝑁𝑁2𝑂𝑂5 + 𝐻𝐻2𝑂𝑂 → 2𝑁𝑁𝑂𝑂3− + 2𝐻𝐻+ (10)(Herrmann et al., 2000) 
 
Ionic ROS are typically formed from species such as hydrogen peroxide that react with water to form H+ and HO2- 
(equation 10) with the latter then forming other ions such as O2-(equation 12 and 13). 
𝐻𝐻2𝑂𝑂2 ↔ 𝐻𝐻
+ + 𝐻𝐻𝑂𝑂2− (11)(Pastina and LaVerne, 2001)  
· 𝑂𝑂𝐻𝐻 + 𝐻𝐻𝑂𝑂2− → 𝐻𝐻𝑂𝑂2 + 𝑂𝑂𝐻𝐻− (12)(Pastina and LaVerne, 2001) 
𝐻𝐻𝑂𝑂2 ↔ 𝐻𝐻
+ + 𝑂𝑂2− (13)(Coddington et al., 1999) 
 The increase in ionic concentration in the liquid suggests an increase in the electrical conductivity of the liquid, 
as it has been observed experimentally (Wright et al., 2018a). The combined effect of decreasing pH and 
increasing conductivity of the solution is advantageous in achieving high level of ozone in the tank as acidic 
conditions are known to slow down decomposition of ozone and increase the Henry’s constant (Dehouli et al., 
2010; Park et al., 2005). N2O, a stable species generated in the plasma effluent, only reacts with H to form .OH  
and N2; therefore, accumulates readily in the tank as shown in Figure 10 (e). Nitrogen concentration in the liquid 
increases only slightly as its solubility is low and nitrogen forming reactions are limited (Figure 10 (f)). However, 
O2 concentration increases 2 orders of magnitude as it is a common by-product of reactions involving ROS and 
RNS and it has a relatively high solubility.  
4.9 Application Development and Limitations 
Based on the characterisation of the reactor and the simulation results discussed above, it is possible to provide 
some generic guidance for the operation of the reactor for different applications. For the treatment of organic 
liquid suspensions, such as wastewater sludge or biomass pre-treatment, high concentrations of ROS are desirable; 
therefore, maximising power to the plasma module whilst avoiding increases in temperature is important. The 
input power to a plasma can be adjusted by either varying the amplitude of the applied voltage or its duty cycle. 
A duty cycle of 30% was used in this study, but duty cycles of up to 60% have been tested with this rig 
demonstrating the potential to further increase the ozone production. The reactor is designed to provide natural 
cooling to the plasma module by means of the incoming gas flow and liquid convection, but it may also be possible 
to operate the plasma continuously (without modulation) if additional cooling is provided (e.g. forced convection, 
water cooling of electrodes, etc). Whilst the focus on this study was to maximise dissolved ozone concentration 
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in the liquid phase, hydrogen peroxide was also formed in the plasma and transferred to the liquid. The ratio 
between these two species can be controlled by changing the humidity level in the feed gas to the plasma. i.e. an 
increase in humidity favours hydrogen peroxide over ozone (Vasko et al., 2014). H2O2 and superoxide are known 
to produce ·OH in the presence of transition metals through the Fenton and Haber-Weiss reactions; hence it could 
provide excellent antimicrobial properties (Foster et al., 2012).  
These experiments were performed in distilled water with the view of understanding the fluid dynamics, mass 
transfer and chemistry for dilute solutions and suspensions. However, some applications may require processing 
liquids with high amount of suspended matter or highly viscous solutions. Even though smaller bubbles in the 
order of ~200 µm were shown to perform better in terms of mass transfer and mixing, changing the fluid properties 
will affect this result. As the bubble size reduces, the terminal rise velocity of bubbles will decrease reducing the 
drag force on the fluid. As a consequence, viscous liquids will have low velocities and air-lift driven mixing will 
be weak. If large amount of suspended matter is present in the process fluid such as wastewater sludge or 
concentrated biomass suspensions, then additional mixing may be required to complement the effect of the small 
bubbles.  Alternatively, a broad size distribution or bimodal bubble size distribution can be used to achieve both: 
i.e. large bubbles for mixing and microbubbles for improved mass transfer. While the bubble size range used in 
this study is more appropriate for dilute solutions and suspensions with fluid properties similar to that of water, 
bubble size selection for viscous liquids with high concentrations of suspended matter require further investigation.  
5.0 Conclusions  
This manuscript reports on the design, characterisation and modelling of a novel plasma-microbubble reactor for 
the treatment of dilute solutions and suspensions.  In this reactor, plasma is formed in the immediate vicinity of 
the gas-liquid interface to favour effective delivery of short-lived reactive species from the gas plasma to the 
liquid. Mass transfer of long-lived reactive species is enhanced using microbubbles. Perforated nickel and woven 
stainless-steel membranes were used to generate ~550 µm and ~2500 µm bubbles, respectively. A numerical 
model of the reactor was developed to study the time evolution of various reactive species and the effect of bubble 
size on the overall performance of the reactor. The model accounts for bubbly flow, interfacial mass transfer, 
transport of species and chemical reactions.  
The reactor was found to be effective in delivering ROS and RNS to a liquid phase and generated plasma with the 
same composition and temperature with both membranes. The use of the nickel membrane created smaller bubbles 
(~550 µm), which resulted in efficient mass transfer of reactive species into the liquid phase. This enhanced mass 
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transfer caused a rapid increase and higher final concentrations of reactive species in the liquid phase for the same 
input conditions to the reactor. The smaller bubble size also influenced the mixing of the liquid, and the fluid 
velocities induced by the airlift-loop configuration were found to be one order of magnitude larger for smaller 
bubbles than for larger bubbles. Analysis of the chemistry of the model showed that hydrogen peroxide and ozone 
are the most abundant species accumulating in the liquid and that these react in the liquid phase to produce shorter-
lived species such as hydroxy radicals, which are desirable in many applications. This study also demonstrates 
the ability to alter plasma chemistry to suit an application by regulating the feed gas and the power source delivery.    
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