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ABSTRACT 
 
A software defect is an error, failure, or fault in a software that produces an incorrect or 
unexpected result. Software defects are expensive in quality and cost. The accurate 
prediction of defect‐prone software modules certainly assist testing effort, reduce costs and 
improve the quality of software. The classification algorithm is a popular machine learning 
approach for software defect prediction. Unfortunately, software defect prediction remains 
a largely unsolved problem. As the first problem, the comparison and benchmarking results 
of the defect prediction using machine learning classifiers indicate that, the poor accuracy 
level is dominant and no particular classifiers perform best for all the datasets. There are two 
main problems that affect classification performance in software defect prediction: noisy 
attributes and imbalanced class distribution of datasets, and difficulty of selecting optimal 
parameters of the classifiers. In this study, a software defect prediction framework that 
combines metaheuristic optimization methods for feature selection and parameter 
optimization, with meta learning methods for solving imbalanced class problem on datasets, 
which aims to improve the accuracy of classification models has been proposed. The 
proposed framework and models that are are considered to be the specific research 
contributions of this thesis are: 1) a comparison framework of classification models for 
software defect prediction known as CF-SDP, 2) a hybrid genetic algorithm based feature 
selection and bagging technique for software defect prediction known as GAFS+B, 3) a 
hybrid particle swarm optimization based feature selection and bagging technique for 
software defect prediction known as PSOFS+B, and 4) a hybrid genetic algorithm based 
neural network parameter optimization and bagging technique for software defect prediction, 
known as NN-GAPO+B. For the purpose of this study, ten classification algorithms have 
been selected. The selection aims at achieving a balance between established classification 
algorithms used in software defect prediction. The proposed framework and methods are 
evaluated using the state-of-the-art datasets from the NASA metric data repository. The 
results indicated that the proposed methods (GAFS+B, PSOFS+B and NN-GAPO+B) makes 
an impressive improvement in the performance of software defect prediction. GAFS+B and 
PSOFS+B significantly affected on the performance of the class imbalance suffered 
classifiers, such as C4.5 and CART. GAFS+B and PSOFS+B also outperformed the existing 
software defect prediction frameworks in most datasets. Based on the conducted 
experiments, logistic regression performs best in most of the NASA MDP datasets, without 
or with feature selection method. The proposed methods also generated the selected relevant 
features in software defect prediction. The top ten most relevant features in software defect 
prediction include branch count metrics, decision density, halstead level metric of a module, 
number of operands contained in a module, maintenance severity, number of blank LOC, 
halstead volume, number of unique operands contained in a module, total number of LOC 
and design density.  
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ABSTRAK 
 
Kecacatan perisian merupakan suatu ralat, kegagalan atau kesilapan dalam perisian yang 
menghasilkan keputusan tidak tepat atau di luar jangkaan. Kecacatan perisian  menjejaskan 
kualiti dan melibatkan kos yang tinggi. Ramalan tepat melalui modul perisian yang terdedah 
kepada kecacatan membantu usaha pengujian, mengurangkan kos dan meningkatkan kualiti 
perisian. Algoritma klasifikasi merupakan pendekatan pembelajaran mesin yang terkenal 
untuk ramalan kecacatan perisian. Namun, ramalan kecacatan perisian masih kekal sebagai 
sebahagian daripada masalah yang tidak dapat diselesaikan. Perbandingan dan 
penandaarasan keputusan ramalan kecacatan menggunakan pengelas pembelajaran mesin 
menunjukkan bahawa tahap ketepatan adala lemah, tidak ada perbezaan prestasi yang 
ketara dapat dikesan di antara pengelas, dan tiada pengelas tertentu yang mempunyai 
pelaksanaan terbaik bagi kesemua set data. Di samping itu, terdapat dua masalah utama 
yang mampu menjejaskan prestasi pengelasan dalam ramalan kecacatan perisian: atribut 
hingar dan ketidakseimbangan kelas taburan set data, serta kesulitan pemilihan parameter 
optimum pengelas. Dalam kajian ini, suatu rangka kerja diwujudkan bagi perisian ramalan 
kecacatan yang menggabungkan  kaedah pengoptimuman metaheuristik bagi pemilihan ciri 
dan pengoptimuman parameter, dengan kaedah meta learning bagi menyelesaikan masalah 
ketidakseimbangan kelas pada set data, yang bertujuan untuk meningkatkan ketepatan 
klasifikasi model. Rangka kerja dan model yang dicadangkan dianggap sebagai sumbangan 
besar dalam tesis ini ialah: 1) Rangka kerja perbandingan model klasifikasi untuk ramalan 
kecacatan perisian, yang dikenali sebagai CF-SDP, 2) Algoritma genetik hibrid berasaskan 
pemilihan ciri dan teknik pembungkusan bagi ramalan kecacatan perisian, yang dipanggil 
GAFS+B, 3) Pengoptimuman kumpulan zarah hibrid berdasarkan pemilihan ciri dan teknik 
pembungkusan untuk ramalan kecacatan perisian, yang dipanggil PSOFS+B, dan 4) 
Algoritma genetik hibrid berasaskan pengoptimuman jaringan saraf dan teknik 
pembungkusan bagi perisian ramalan kecacatan, yang dipanggil NN-GAPO+B. Bagi tujuan 
kajian ini, sepuluh algoritma klasifikasi telah dipilih. Pemilihan ini bertujuan bagi mencapai 
keseimbangan antara algoritma pengelasan yang telah mantap yang digunakan dalam 
ramalan kecacatan perisian. Rangka kerja dan kaedah yang dicadangkan dinilai 
menggunakan set data terkini dari repositori data metrik NASA.  Keputusan menunjukkan 
bahawa kaedah yang dicadangkan (GAFS+B, PSOFS+B dan NN-GAPO+B) menghasilkan 
peningkatan yang memberangsangkan dalam pelaksanaan perisian ramalan kecacatan. 
GAFS+B dan B+PSOFS terjejas dengan ketara kepada pengelas yang mengalami 
ketidakseimbangan kelas, seperti C4.5 dan CART. GAFS+B dan B+PSOFS juga mengatasi 
rangka kerja ramalan kecacatan perisian yang sedia ada dalam kebanyakan set data. 
Berdasarkan eksperimen yang dijalankan, regresi logistik melakukan terbaik dalam 
kebanyakan dataset NASA MDP, tanpa atau dengan kaedah pemilihan ciri. Kaedah yang 
dicadangkan juga menghasilkan ciri-ciri yang berkaitan yang dipilih dalam ramalan 
kecacatan perisian. Sepuluh ciri yang paling relevan dalam ramalan kecacatan perisian 
termasuk metrik kiraan cawangan, ketumpatan keputusan, metrik tahap halstead dalam 
modul, operan yang terkandung dalam modul, keterukan penyelenggaraan, jumlah LOC 
kosong, jumlah halstead, bilangan operan unik yang terkandung dalam modul, jumlah LOC 
dan kepadatan reka bentuk.  
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techniques for classification and regression, which produce a class label 
and predication based on the similarity of the query to its nearest 
neighbor in the training set. In explicit contrast to other methods such as 
decision trees and neural networks, instance-based learning algorithms 
do not create an abstraction from specific instances. Rather, they simply 
store all the data, and at query time derive an answer from an 
examination of the query’s nearest neighbor (Sammut & Webb 2011). 
IDE Integrated Development Environment. A software application that 
provides comprehensive facilities to computer programmers for 
software development. An IDE normally consists of a source code 
editor, build automation tools and a debugger. Most modern IDEs offer 
Intelligent code completion features. Some IDEs contain a compiler, 
interpreter, or both, such as Net Beans and Eclipse; others do not, such 
as SharpDevelop and Lazarus. 
IEEE Institute of Electrical and Electronics Engineers. A professional 
association with its Corporate Office in New York City and its 
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Operations Center in Piscataway, New Jersey and is dedicated to 
advancing technological innovation and excellence. It has about 425,000 
members in about 160 countries, slightly less than half of whom reside 
in the United States. 
ISI Institute for Scientific Information. It was founded by Eugene Garfield 
in 1960 and then acquired by Thomson Scientific & Healthcare in 1992, 
became known as Thomson ISI. ISI offered bibliographic database 
services which its specialty on citation indexing and analysis. It 
maintains citation databases covering thousands of academic journals. 
This database allows a researcher to identify which articles have been 
cited most frequently, and who has cited them. The database not only 
provides an objective measure of the academic impact of the papers 
indexed in it, but also increases their impact by making them more 
visible and providing them with a quality label. The ISI also publishes 
the annual Journal Citation Reports which list an impact factor for each 
of the journals that it tracks.  
IV&V Independent Verification and Validation. Independent verification and 
validation involves verification and validation done by a third party 
organization not involved in the development of the product. Thus, the 
product, such as a software, gets examined by third party. The main 
check performed is whether user requirements are met alongside 
ensuring that the product is structurally sound and built to the required 
specifications. 
k-NN k-Nearest Neighbor. k-Nearest Neighbor algorithm represents that 
classification method, in which a new object is labeled based on its 
closest (k) neighboring objects. In principle, given a training dataset 
(left) and a new object to be classified (right), the distance (referring to 
some kind of similarity) between the new object and the training objects 
is first computed, and the nearest (most similar) k objects are then 
chosen (Gorunescu 2011). 
LDA Linear Discriminant Analysis. A methods used in statistics, pattern 
recognition and machine learning to find a linear combination of 
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features which characterizes or separates two or more classes of objects 
or events. The resulting combination may be used as a linear classifier, 
or for dimensionality reduction before later classification. LDA is 
closely related to ANOVA (analysis of variance) and regression 
analysis, which also attempt to express one dependent variable as a 
linear combination of other features or measurements. However, 
ANOVA uses categorical independent variables and a continuous 
dependent variable, whereas discriminant analysis has continuous 
independent variables and a categorical dependent variable. 
LOC Line of Code. Also known as source lines of code (SLOC), is a software 
metric used to measure the size of a computer program by counting the 
number of lines in the text of the program's source code. LOC is 
typically used to predict the amount of effort that will be required to 
develop a program, as well as to estimate programming productivity or 
maintainability once the software is produced. 
LR Logistic Regression. Logistic regression provides a mechanism for 
applying the techniques of linear regression to classification problems 
(Sammut & Webb 2011). It measures the relationship between a 
categorical dependent variable and one or more independent variables, 
which are usually continuous, by using probability scores as the 
predicted values of the dependent variable. 
M Mean. In probability and statistics, mean and expected value are used 
synonymously to refer to one measure of the central tendency either of 
a probability distribution or of the random variable characterized by that 
distribution. For a data set, the terms arithmetic mean, mathematical 
expectation, and sometimes average are used synonymously to refer to 
a central value of a discrete set of numbers: specifically, the sum of the 
values divided by the number of values. 
MBR Memory Based Reasoning. Memory based reasoning technique is one 
such quantitative method that predicts a new case by retrieving similar 
cases from the past. It uses the past cases to predict the solution to the 
