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Abstract
We consider the Haar functions hI on dyadic intervals. We show that
if p > 2
3
and E ⊂ [0, 1] then the set of all functions ‖hI1E‖
−1
2
hI1E with
|I∩E| ≥ p|I | is a Riesz sequence. For p ≤ 2
3
we provide a counterexample.
1 Introduction
We prove a stability result for perturbed Haar functions. The Haar function of
the interval I := [a, b) is given by
hI := −1Il + 1Ir
where I l := [a, a+b2 ) and I
r := [a+b2 , b). We consider the Haar functions of the
dyadic intervals
D =
{[
k2n, (k + 1)2n
) ∣∣ n, k ∈ Z}.
The main result of this paper is the following theorem.
Theorem 1.1. For each p > 23 there is a c > 0 such that for all measurable
E ⊂ [0, 1) and all sequences (aI)I∈D with aI = 0 if |I ∩ E| < p|I|, we have∥∥∑
I∈D
aIhI1E
∥∥2
2
≥ c
∑
I∈D
∥∥aIhI1E∥∥22, (1)
whenever the right-hand-side is finite. For p ≤ 23 there is no such c > 0.
If the right-hand-side of (1) converges, then the sum on the left-hand-side
converges in L2 because for any finite subset D0 ⊂ D we have
∥∥∑
I∈D0
aIhI1E
∥∥2
2
≤
∥∥∑
I∈D0
aIhI
∥∥2
2
=
∑
I∈D0
∥∥aIhI∥∥22 ≤ 1p
∑
I∈D0
∥∥aIhI1E∥∥22. (2)
This also implies (2) for D0 = D, i.e. a reverse inequality of (1) holds as well.
We will prove the theorem with
c =
81
8
(
p−
2
3
)2
+O
(
p−
2
3
)3
.
This paper grew out of the author’s Master’s thesis [6], written in Bonn under
the supervision of Christoph Thiele. There we also provide an E for which we
1
prove a sharp constant c with c = 27
(
p− 23 )
2 +O(p− 23 )
3. We conjecture that
(1) holds already with this c for every E, and prove this in [6] for certain types
of E.
Note that unless p ≤ 12 every dyadic interval with |I ∩E| ≥ p|I| is contained
in [0, 1). However (1) still holds if we allow a[0,2) 6= 0.
The proof strategy of Theorem 1.1 resembles the well known Bellman func-
tion technique as for example in [5].
We are also interested in the following question, because its answer could
provide ideas on how to to extend the result in [3] to three general functions.
Question 1. Let D be the set of dyadic intervals of [0, 1). Let [0, 1) = E0 ∪E1
be a partition. Is there a partition D = D0 ∪ D1 such that for i = 0, 1
‖
∑
I∈Di
aIhI1Ei‖
2
2 ∼
∑
I∈Di
‖aIhI1Ei‖
2
2 (3)
holds?
In Section 5 in [6] we prove a first result on this question.
An initial approach to Question 1 could be to construct a partition by a
majority decision: For i = 0, 1 take Di s.t. for all I ∈ Di we have
|I ∩ Ei| ≥
1
2
|I|. (4)
However by Theorem 1.1 for p = 12 , this strategy does not result in the lower
bound in (3). However by (2) the majority decision (4) at least leads to the
upper bound in (3),
Theorem 1.1 also improves on Corollary 1.3 below, which in turn follows
from Theorem 1.2, an equivalent formulation of Corollary 6.5 in [1] by Bownik,
Casazza, Marcus and Speegle. Their proof is based on the resolution of the
Kadison-Singer problem by Marcus, Spielman and Srivastava in [4].
Theorem 1.2. Let C < 43 and c :=
C
2 −
√
2(C − 1)(2− C). Let V ⊂ H such
that for all (av)v∈V ⊂ R
‖
∑
v∈V
avv‖
2 ≤ C
∑
v∈V
‖avv‖
2.
Then there is a partition V = V0 ∪ V1 such that for i = 0, 1 we have
‖
∑
v∈Vi
avv‖
2 ≥ c
∑
v∈Vi
‖avv‖
2.
Corollary 1.3. Let p > 34 and c :=
1
2p −
√
2( 1
p
− 1)(2− 1
p
). Let E ⊂ [0, 1) and
E = E0 ∪ E1 be a partition and for i = 0, 1 set
Hi :=
{
hI1Ei
∣∣ I ∈ D, |I ∩Ei| ≥ p|I|}.
Then H0 ∪H1 can be partitioned into G0 ∪G1 where for i = 0, 1 we have
‖
∑
v∈Gi
avv‖
2 ≥ c
∑
v∈Gi
‖avv‖
2. (5)
2
Note that the constant c in Corollary 1.3 tends to 0 for p→ 34 .
Theorem 1.1 says that H0 and H1 already satisfy (5) with some other c > 0.
And since H0 and H1 are orthogonal to one another, also their union satisfies
(5). And this already holds for p > 23 .
Theorem 1.1 is not a consequence of the fact that
{
hI1E
∣∣ |I ∩ E| ≥ p|I|}
is only a small perturbation of the orthogonal set
{
hI
∣∣ |I ∩ E| ≥ p|I|}, in the
sense that ‖hI −hI1E‖
2
2 ≤ (1− p)‖hI‖
2
2 <
1
3‖hI‖
2
2. Take the following example:
Assume that u1, . . . , un are orthonormal. Abbreviate u := u1+ . . .+ un and for
i = 1, . . . , n set
u′i := ui −
1
n
u.
Then
‖ui − u
′
i‖
2 =
1
n2
‖u‖2 =
1
n2
n∑
i=1
‖ui‖
2 =
1
n
.
but
‖u′1 + . . .+ u
′
n‖
2 = ‖u− u‖2 = 0 6& ‖u′1‖
2 + . . .+ ‖u′n‖
2.
Consider the following basic inequalities for countable subsets V of a Hilbert
space H : ∑
v∈V
|〈u, v〉|2 ≤ C‖u‖2, (6)
∑
v∈V
|〈u, v〉|2 ≥ c‖u‖2, (7)
‖
∑
v∈V
avv‖
2 ≤ C
∑
v∈V
|av|
2, (8)
‖
∑
v∈V
avv‖
2 ≥ c
∑
v∈V
|av|
2, (9)
with some c > 0, C <∞ independent of u ∈ H, (av)v∈V ⊂ ℓ
2. Inequalities (6)
and (8) respectively can be interpreted as the boundedness of the analysis and
the synthesis operator. By duality they are mutually equivalent, and if they
hold then V is called a Bessel sequence. If (6) and (7) hold, V is called a frame.
If (8) and (9) hold, V is called a Riesz sequence. Note that any finite V is a
Bessel sequence. The set V is also a frame if and only if it is spanning, and a
Riesz sequence if and only if it is linearly independent.
All the statements we discussed so far can be expressed in terms of (8) and
(9). For example (1) is equivalent to (9) with
V =
{
hI1E
‖hI1E‖2
∣∣∣∣ I ∈ D, |I ∩ E| ≥ p|I|
}
. (10)
Similarly we obtain by (2) that (8) already holds for any p > 0. Thus Theorem
1.1 states that for p > 23 and E ⊂ [0, 1), (10) is a Riesz sequence.
3
2 Proof of the Case p >
2
3
For n ∈ N0 denote Dn := {I ∈ D | |I| ≤ 2
−n}. We will construct a sequence of
weights w0, w1, . . . such that for each n ∈ N0 we have
‖
∑
I∈Dn+1
aIhI1E‖
2
L2(wn+1)
−‖
∑
I∈Dn
aIhI1E‖
2
L2(wn)
≥
∑
I∈Dn+1\Dn
‖aIhI1E‖
2
2 (11)
and
1 ≤ w0 (12)
wn ≤ C (13)
where C only depends on p. Then from (12) we obtain
‖
∑
I∈D0
aIhI1E‖
2
L2(w0)
≥
∑
I∈D0
‖aIhI1E‖
2
2 (14)
because each side only has one nonzero summand. Then if we sum up (11) for
n = 0, . . . , k − 1 and (14), and use (13) for n = k we obtain
C‖
∑
I∈Dk
aIhI1E‖
2
2 ≥ ‖
∑
I∈Dk
aIhI1E‖
2
L2(wk)
≥
∑
I∈Dk
‖aIhI1E‖
2
2.
This implies the case p > 23 of Theorem 1.1 because we can pass to the limit
k →∞ using (2).
We proceed to construct the weights. We rewrite (11) as
∫
E
( ∑
I∈Dn+1
aIhI
)2
wn+1 −
(∑
I∈Dn
aIhI
)2
wn ≥
∑
I∈Dn+1\Dn+1
∫
E
(aIhI)
2.
We partition the domain of integration on the left-hand-side into Dn+1 \ Dn.
Then (11) follows if for each J ∈ Dn+1 \ Dn we prove∫
E∩J
(∑
I∈Dn
aIhI + aJhJ
)2
wn+1 −
(∑
I∈Dn
aIhI
)2
wn ≥
∫
E
(aJhJ)
2. (15)
For all k ∈ N0 and I ∈ Dk+1 \ Dk we make wk constant on I. We set its
value such that ∫
E∩I
wk = |I|g
( |I ∩E|
|I|
)
(16)
holds, for some function g defined in Proposition 2.1. Equation (16) means
wk = q
−1g(q) for q = |I|−1|I ∩E| 6= 0 and g(0) = 0. Then the inequalities (12)
and (13) follow from
q ≤ g(q) ≤ Cq (17)
for all q ∈ [0, 1] and it remains to prove a condition on g that ensures (15). So
fix J ∈ Dn+1 \ Dn. Then J
l, J r ∈ Dn+2 \ Dn+1. Write
q1 :=
|J l ∩ E|
|J l|
, q2 :=
|J r ∩ E|
|J r|
,
q1 + q2
2
=
|J ∩ E|
|J |
4
and set a := aJ . Since 1J
∑
I∈Dn
aIhI = b1J for some b ∈ R, (15) becomes
(b− a)2|J l|g(q1) + (b + a)
2|J r|g(q2)− b
2|J |g
(q1 + q2
2
)
≥ |J |
q1 + q2
2
a2. (18)
For b = 0 (18) follows from the lower bound in (17). If b 6= 0 we divide (18) by
b2 so that it suffices to consider b = 1. Then divide by |J | and use q1+q22 ≤ 1 on
the right-hand-side, so that (18) follows from
(1− a)2
2
g(q1) +
(1 + a)2
2
g(q2)− g
(q1 + q2
2
) ≥ a2. (19)
Note that we also obtain (18) with b = 0 from (19) when sending a→∞. That
way we would even obtain the stronger inequality without the factor q1+q22 .
By our line of arguments from above, and recalling that we demanded |J ∩
E| ≥ p|J | or aJ = 0, Theorem 1.1 follows from the following Proposition 2.1.
Tracing back the proof, the constant c in Theorem 1.1 may be chosen as C−1
with C from (17).
Proposition 2.1. For p > 23 define g : [0, 1)→ R by
g(q) :=
{
1 + p(2−p)(3p−2)(3p−2q) q ≥ p
g(p) q
p
q ≤ p
(20)
Then g satisfies (17) with
C =
8
81
(
p−
2
3
)−2
+O
(
p−
2
3
)−1
and (19) for all q1, q2 ∈ [0, 1] with
q1+q2
2 ≥ p or a = 0.
Note that (19) with a = 0 means that g is convex.
The rest of the section is devoted to proving Proposition 2.1. Abbreviate
g˜(q) := 1 + p(2−p)(3p−2)(3p−2q) so that g = g˜ on q ≥ p.
Lemma 2.2. Let q1, q2 ≤ 1, a ∈ R. Then
(1− a)2
2
g˜(q1) +
(1 + a)2
2
g˜(q2)− g˜
(q1 + q2
2
)
≥ a2.
Proof. For i = 1, 2 take xi so that g˜(qi) = 1 +
1
xi
. Then xi > 0 and g˜
(
q1+q2
2
)
=
1 + 2
x1+x2
. So it suffices to confirm the positivity of
(1− a)2
2
(
1 +
1
x1
)
+
(1 + a)2
2
(
1 +
1
x2
)
−
(
1 +
2
x1 + x2
)
− a2
=
1
2
a2
( 1
x1
+
1
x2
)
+ a
( 1
x2
−
1
x1
)
+
1
2
( 1
x1
+
1
x2
− 4
1
x1 + x2
)
=
1
x1x2
[
1
2
a2(x1 + x2) + a(x1 − x2) +
1
2
(
x1 + x2 − 4
x1x2
x1 + x2
)]
which is a quadratic polynomial in a. Thus since x1 + x2 ≥ 0 and
1
x1x2
≥ 0 the
lemma follows from
(x1 + x2)(x1 + x2 − 4
x1x2
x1 + x2
)− (x1 − x2)
2
= (x1 + x2)
2 − 4x1x2 − (x1 − x2)
2 = 0
5
Lemma 2.3.
g(2p− 1) = g˜(2p− 1).
Proof.
g(2p− 1) = g(p)
2p− 1
p
=
[
1 +
p(2− p)
p(3p− 2)
]2p− 1
p
=
2p
3p− 2
2p− 1
p
= 1 +
p
3p− 2
= g˜(2p− 1).
Proof of Proposition 2.1. By Lemma 2.3 and by the definition of g(p) we have
that g(q) = g˜(q) at the two values q = 2p− 1, p. So on [2p− 1, p], g is the linear
interpolation between g˜(2p − 1) and g˜(p). Lemma 2.2 with a = 0 implies that
g˜ is midpoint convex and thus convex. Hence on q ∈ [2p− 1, p] we have g ≥ g˜,
and recall that on [p, 1] we have g = g˜. Now assume q := q1+q22 ≥ p. Then
q1, q2 ≥ 2p− 1. Therefore for all a
(1− a)2
2
g(q1) +
(1 + a)2
2
g(q2)− g(q)
≥
(1− a)2
2
g˜(q1) +
(1 + a)2
2
g˜(q2)− g˜(q) ≥ a
2,
where the last inequality follows from Lemma 2.2. This proves (19) for q1+q22 ≥
p. Now consider the case a = 0. For q1, q2 ≤ p (19) holds since g is linear there
and for q1+q22 ≥ p we just showed it. Hence it remains to consider the case
q1 ≤ p, q2 ≥ p,
q1+q2
2 ≤ p upon renaming. Then
1
2
g(q1)− g(
q1 + q2
2
) =
g(p)
p
(
q1
2
−
q1 + q2
2
)
=
g(p)
p
(−
q2
2
)
Now take 2p− 1 ≤ q˜1 ≤ p s.t.
q˜1+q2
2 = p. Then
=
g(p)
p
(
q˜1
2
−
q˜1 + q2
2
)
=
1
2
g(q˜1)− g(
q˜1 + q2
2
)
and since we already have (19) for q˜1+q22 = p
≥ −
1
2
g(q2),
proving (19) for a = 0.
Now it remains to provide a C depending only on p for which (17) holds.
Since g is convex and g(0) = 0 the upper bound holds for
C = g(1) = 1 +
p(2− p)
(3p− 2)2
=
2
3
4
3
32
(
p−
2
3
)−2
+O
(
p−
2
3
)−1
=
8
81
(
p−
2
3
)−2 +O
(
p−
2
3
)−1
.
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For the lower bound, recall that for q ∈ [0, p] we have g(q) = q
p
g(p), so that
convexity implies g(q) ≥ q
p
g(p) for all q ∈ [0, 1]. It follows from the definition of
g that g(p) ≥ 1 and therefore g(q) ≥ q
p
≥ q.
Remark. Our constant C is likely not minimal because g satisfies a stronger
bound than g(q) ≥ q, and because we dropped a factor q1+q22 in the deduction
of (19). We did this because letting q1 → q2 in (19) leads to an ODE with
solution g˜, while with the factor q1+q22 in place we could not solve the ODE.
We did however minimize C in some respect: There are multiple solutions
to the ODE from (19) such that the corresponding g satisfies (17) and (19) with
some C. Among all those, g˜ has the smallest C for p → 23 . For a proof of this
and for more details; see [6].
3 Proof of the Case p ≤ 2
3
Fix E := [0, 23 ]. We build the counterexample from the subsequence (I2n)n of
the following sequence of dyadic intervals:
Lemma 3.1. Define the sequence of dyadic intervals (Ii)i=0,1,... inductively by
I0 := [0, 1],
I2n+1 := I2n
r,
I2n+2 := I2n+1
l.
Then for all n we have |In| = 2
−n, |I2n ∩ E| =
2
3 |I2n|, |I2n+1 ∩ E| =
1
3 |I2n+1|.
Proof. |In| = 2
−n is clear. For the other statements we proceed by induction
on n. For n = 0 we have |[0, 1]∩ [0, 23 ]| =
2
3 =
2
3 |[0, 1]|, |[
1
2 , 1]∩ [0,
2
3 ]| =
2
3 −
1
2 =
1
6 =
1
3 |[
1
2 , 1]|. Now assume the statement holds for n. That means that
2
3 is
1
3 |I2n+1| to the right from the left boundary of I2n+1, i.e.
2
3 |I2(n+1)| to the right
from the left boundary of I2(n+1). Therefore |I2(n+1) ∩ E| =
2
3 |I2(n+1)|. That
again implies that 23 is
1
6 |I2(n+1)| to the right from the midpoint of I2(n+1),
i.e. 13 |I2(n+1)+1| to the right from the left boundary of I2(n+1)+1. Therefore
|I2(n+1)+1 ∩ E| =
1
3 |I2(n+1)+1|, finishing the proof of the lemma for n+ 1.
Further set
a0 := 1,
n ≥ 1 : a2n := 2
n−1.
The following Proposition 3.2 proves the case p ≤ 23 of Theorem 1.1:
Proposition 3.2. For each n we have
n∑
n=0
‖a2nhI2n1E‖
2
2 =
2
3
+
n
6
, (21)
‖
n∑
n=0
a2nhI2n1E‖
2
2 =
2
3
(22)
7
Proof. By Lemma 3.1 we have |I2n ∩ E| =
2
32
−2n. Thus
‖a0hI01E‖
2
2 =
2
3
,
n ≥ 1 : ‖a2nhI2n1E‖
2
2 =
2
3
2−2n22(n−1) =
1
6
,
which implies (21).
In order to prove (22), first note that the support of hI2(n+1)1E is I2n
r ∩ E.
Therefore it follows by induction on n that
n∑
k=0
a2khI2k1E = −1[0,12 ) + 2
n1I2nr∩E
because
2n1I2nr∩E + 2
nhI2(n+1)1E = 2
n+11I2(n+1)r∩E .
By Lemma 3.1 we have |I2n
r ∩ E| = 13 |I2n
r| = 132
−2n−1 so that we obtain
‖
n∑
k=0
a2khI2k1E‖
2
2 =
1
2
· (−1)2 +
1
3
2−2n−122n =
2
3
.
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