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~roughout this paper we use the following notatians: The cardinality of the 
finite set Y is denoted by ISI - .s& B8, . I s den&e finite or infinite sets of positive 
integers. If & is a finite or infinite set of positive integers, then S(d) denotes the 
set of the distinct positive integers n that can be represented in the form 
n = Coed &*a where E, = 0 or 1 for all a (and if JZZ is infinite, then all but finitely 
many of the E’S are equal to 0). 
2. 
Let u = F(N, t) denote the greatest integer u. such that for every d c 
(II 2, - . . ~ IV) with I.&l = t, the set P(d) contains 11 consecutive multiples of a 
positive integer d: ((x + l)d, (x + 2)d, . _ . , (x + u)d) c P(a) for some x and d, 
and let v = G(N, t) denote the greatest integer v such that for every tit 
(17 2, . f - , N} with l&j = t, the set 9(a) contains an arithmetic progression of 
length IJ: {y + (z -I- l)dl y + (z + 2)d, . . . , y + (z -I- u)d} c P”(d) for some y, t 
and d(>O). Clearly, F(N, t) 6 G(iV, t) for all N, t. 
S&-k&y [5] proved that 
(G(N, t) 2 )F(N, t) > 8-110-4tz for N > &, t B l(H)(N log N)ln. 
(This result has many appli&ations.) As the set OB = (It 2, . . I I t] shows, clearly 
we have 
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(F(N, t) s )G(N, t) c v. 
Thus for N 2 t >> (N log N)f, the order of magnitude of both F(N, t) and G(N, t) 
is t’. Furthermore, he showed that there is a t = (1 - o(l))Ni with F(N, t) c 
(1 + o(l))t. Thus as t decreases, there is a sharp drop in the order of magnitude of 
F(N, t) near t = Ni. 
In this paper, our goal is to extend the study of the functions F(N, t) and 
G(N, t) to the case t = o(Nf). 
First we will prove 
Theorem 1. If N 3 No and 
lS(log N)2 < t =s N, 
then we have 
(WC 4 3 )f’(N, t) > k&p 
On the other hand, it will be shown that 
Theorem 2. (i) Zf N > No and 
clogN<t<fNf, 
then we have 
F(N, t) < 16 
(ii) Zf E > 0 and 
to(E) < t < (1 - s)Nt, 
then we have 
F(N, t) < (1 + E)t. 
(1) 
(2) 
(3) 
(4) 
(5) 
Thus we have F(N, t) = O(t) for all t << Nf and F(N, t) = o(t) for log N << t = 
N”(l) 
Theorem 3. (i) Zf N > No and 
exp(2(log N)f) < t < Na, 
then we have 
(6) 
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(ii) For all 
t,,<t<$Nt 
we have 
G(N, t) < 26. 
Thus for exp(c(log N)f) < t = No(‘) we have G(N, t) < t’+“(l). It would be 
interesting to decide whether G(N, t) = O(t) or even G(N, t) = o(t) for t << Nf, 
t+ +m. Furthermore, we have not been able to decide whether 
G(N, t)/F(N, I)+ +m holds for t/log N + +m, r = o(Ni) (or, perhaps, in a slightly 
smaller range). 
3. 
Finally, we will study the case of three term arithmetic progressions. For N 2 3 
we write 
H(N) = min{t: F(N, t) 2 3}, 
i.e., H(N) denotes the least integer t such that for every ti c (1, 2, . . . , N} with 
[,&[a t the set P(a) contains three consecutive multiples of a positive integer. 
Similarly, we write 
K(N) = min{t: G(N, t) 2 3}, 
i.e., K(N) denotes the least integer t such that for every ti c (1, 2, . . . , N} with 
lDp[ 2 t the set P(a) contains an arithmetic progression of three terms. Finally, 
let L(N) denote the least integer t such that for every L& c (1, 2, . . . , N} with 
(d8( 2 t there is a positive integer x with {x, 2~) c CP(&). Note that if a’ E d and 
we write A? = &!\{a’}, then {x, 2~) c LP(&‘) implies {a’, a’ +x, a’ + 2.x) c 
P(d) so that 
K(N) s L(N) + 1. 
Furthermore, clearly we have 
K(N) s H(N). 
We will prove 
Theorem 4. For N > No we have 
log N 
[ 1 - +2cK(N)< log 3 & (log N + log log N) + 2. 
Theorem 5. For N > N,, we have 
log N 
[ 1 - -16,5(N)<- log 2 logN+loglogN+c log 2 log2 ’ 
(7) 
(8) 
where c zk a positive absolute constant. 
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It seems very difficult to remove the c log log N gap between the lower and 
upper bounds and to decide whether K(N) = log N/log 3 + O(1) and L(N) = 
log N/log 2 + O(1) hold; we will return to this problem later. In fact, we have not 
been able to find an integer N with [log N/log 3]+ 2 < K(N) so that, perhaps, we 
have K(N) = [log N/log 3]+ 2. 
On the other hand, we do not have any reasonable estimate for H(N). 
Let Q(N) denote the least integer t such that for every ti c (1, 2, . . . , N} with 
I&] 2 r the set S(d) contains two integers q, s such that q ) s. Clearly, 
Q(N) s L(N). We do not know whether Q(N) = o(log N) holds. On the other 
hand, we can show that Q(N) >> log N/log log N. 
4. Proof of Theorem 1 
The proof of the theorem will be based on the following theorem of ErdBs and 
Rado [4]. 
Lemma 1. Zf p, q are positive integers and r = {Sp,, Y;, . . . , Y,.} is a system of 
finite sets such that 
r= (rl >q!p4+l (9) 
and 
lq[Sq for lSiSr, (10) 
then there is a system A = {Y;,, Yi2, . . . , 9’is} c r such that 
s = IAl >p 
and the intersections of any two of the sets of A have the same value: 
94,;n~ir=sBi,n~i~ forall l<j<kss, l<l<mss. 
(We remark that Coppersmith was the first who used the Erdiis-Rado 
theorem for studying a related additive problem.) 
To prove (2), assume that .& c (1, 2, . . . , N}, 1~41 = t. Let us write q = [log N], 
and for n = 1, 2, . . . , let q(n) denote the number of the subsets 9 of & such that 
PI = q and LSB b = n. For N > 3, 93 c ti, IS%] = q clearly we have 
1~ c b< c N=qN. 
baSB be48 
It follows that 
53: CB)c& (‘Bl=q, bGBb=n}i 
= I{%?: LBCC, 1533l =q}I = (I;‘) = (J. 
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(11) 
since 
(for all 1~ 4 < t). Let no denote an integer for which the maximum in (11) is 
attained, and let 
r=(%Mkd, 1931=q,b~Bb=no} 
so that 
4 Irl=~(no)=lyxN~(n)~L f . 
=zs 0 0 q (12) 
Now we are going to show that Lemma 1 can be applied with r and q defined 
above and with 
In fact, (10) holds trivially. To show that also (9) holds, in view of (12) it suffices 
to prove that 
1 tq -- 
0 qN 4 
>q!pq+l 
or, in equivalent form, 
tq > q! q . q”p”pN. 
By using Stirling’s formula and the definition of q, for large N we have 
qlq<q4, 
and by t 6 N clearly we have p < N. Thus it suffices to show 
tq > qqqqpqN . 
or, in equivalent form, 
t > q2pNuq. 
It follows from (1) that 
N = qQpqN2 
(13) 
1 t I 1 t 
’ = i8(logN)* 
+1<--- -+1 
18 (log N)* 
1 t 1 t 1 t 
%(logN)*+i8(log=9~ 
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so that for large N we have 
q2pNUq = [log N]2pNU”ogN1 < (log N)* f & . 9 = t 
which proves (13) and thus, in fact, the lemma can be applied. 
By using Lemma 1, we obtain that there exist sets %‘, 53i, C?$, . . . , LZ$ such that 
?&ET for 1SiSp (14) 
and 
CS3ifl.%i=% for lSi<jSp. (15) 
Let US write pi = %i \ % for 1 c i G p, and let 
d = n, - c a. 
as% 
It follows from (14) and (15) that 
~idic~ for lSi<p, 
?&i15%j=fl for lSi<jSp 
and 
=za=d- 
Note that it follows from (15) and 
[ 
1 t 
I--’ = 
___ +121+1=2 
ii (log N)* 1 
(where we used also (1)) that d > 0. By (16), (17) and (18), for 
l<iSp= 
[ 
1 t 
-____ +1 
18 (log N)* 1 
we have 
id= 5 c aE’?P(&) 
k=l ac9, 
which proves (2). 
5. Proof of Theorem 2 
(1’5) 
(17) 
(18) 
(i) Assume that N is large and t satisfies (3). It suffices to construct a set &! 
with the following properties: 
&r8c {1,2,. . . , N}, (19) 
WI at, (20) 
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there is a positive integer u such that 
t 
u~16- 
log N (21) 
and, for x = 0, 1, 2, . . . , d = 1, 2, . . . , 
{(x + l)d, (x + 2)d, . . . , (x + u)d} # 9’(a). 
Let p denote the least prime with 
(22) 
t 
p>7- 
log N 
If c in (3) is sufficiently large, then, by the prime number theorem, we have 
t 
p<8- 
log N 
(23) 
(24) 
Define the integer r by 
p3’ c N <P3(r+l) 
so that 
(25) 
log N 
?.= 3logp . [ 1 
If follows from (3) and (24) that for large N we have 
log N 
->l 
3logp 
(26) 
(27) 
hence r 2 1. For k = 1, 2, . . . , r, write 
& = {p3@-1), (p + l)p3@--1), (2p + l)p3(k--1), . . . , ((p - 2)p + l)p3+1)}, 
and let 
&= lj S&. 
k=l 
We are going to show that this set & has the desired properties. (19) follows 
trivially from (25) and the definition of ~4. Furthermore, we have 
IdI = i I.!&( = r(p - 1). 
k=l 
(28) 
If c in (3) is sufficiently large, then (20) follows from (3), (23), (26), (27) and 
(28) f 
Now we are going to prove that also (21) and (22) hold with u = 2p. (21) 
follows from (24). To prove (22), consider a sum 
s = c ~~a E P(d) where Ed = 0 or 1 for all a. (29) 
as& 
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s = i &PX--1) where 0 s Sk <p3. (30) 
k=l 
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Write s in the form 
By the definition of &, it follows from (29) and (30) that 
6kP 
Xk-1) = 
c &a = (g YiGP + 1))PY 
as& 
wherey,=Oorlfori=O,l,... , p - 2. Clearly, dk > 0 implies cf:z yj(iP + 1) f 
O(modp) so that in (30) we have p # 6k for I S k C r, 8k > 0. Thus 
s E Y(a), pm 11 s imply 3 1 m. (31) 
For some x and d, consider the numbers (X + l)d, (x + 2)d, . . . , (x + u)d = 
(x + 2p)d. Let i denote the least positive integer with p ( (x + i) so that 1 =S i sp. 
Then defining u, y and z by p” I( (x + i)d, py II (x + i + 1)d and p* II (x + i +p)d, 
respectively, either v = y + 1 or z = y + 1 holds. Thus 3 ) v, 3 ) y and 3 ( z cannot 
hold simultaneously so that by (31), at least one of (X + i)d $ P(a), (x + i + 
1)d 4 Y(a) and (X + i +p)d $ 9’(d) holds, and this completes the proof of (4). 
(ii) Let p denote the least prime number greater than t, and let 
& = { 1, p + 1, 2p + 1, . . . ) (t - 1)p + l}. 
Clearly, IdI = t, d c (1, 2, . . . , N} (by (5)) and no s E s(a) is the multiple of p 
so that g’(d) cannot contain p consecutive multiples of a positive integer d. Thus 
we have 
F(N, t) <p < (1+ &)t, 
for t > t,(E). 
6. Proof of Theorem 3 
(i) Assume that N is large and t satisfies (6). It suffices to construct a set ~4 with 
the following properties: 
S4 c {1,2, . . . , N}, 
I4 at, 
there is a positive integer u such that 
>) 
and, for x = 1,2, . . . , d = 1,2, . . . , 
{x, x + d, x + 26, . . . , x + (u - l)d} + s(a). 
Let us write k = [4 log N/log t] and B = [t’lk] + 1 so that, in view of (6), 
B c 2[t”k] s 2t”‘, 
(32) 
(33) 
-(34) 
(35) 
(36) 
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B > tl’k z +2 log r)flog N - _..p(*) >e8, 
and let p denote the least prime with p 2 Bk+’ so that 
B k+l s p < 2Bk+l. 
Let ~4 denote the set of the integers a of the form 
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(37) 
(38) 
(I = ‘2’ b,p'( = ‘2’ b,(a)p$ 1 c bi c B. 
i=O i=O 
Then, in view of (6), (36), (37) and (38), for large N, a E S$ implies 
k-l 1 -p-k 
c Bpi=Bpk-‘p l _p-, < Bpk--I 
1 
as ~= 
i=O 
1 _ 2-l 2Bpk-’ 
G2p Wk+l)pk--l cp . pk-’ cpk < (zBk+l)k < (2. @l’k)k+l)k 
< 2(k+l)2tk+l < 2((log N)1(2 logr)+l)2f(log A’)/(2 log r)+l 
< 2(&% Wt14+lStj@ < 2(‘“9 N’lgN$N; < N 
so that (32) holds. 
Clearly we have 
l&l = Bk = ([tl’k] + l)k > (tl’k)k = t 
so that also (33) holds. 
Finally, we are going to show that both (34) and (35) hold with u =p. In fact, 
by (6) and (38) we have 
u =p < 2Bk+l = 2([t”k] + l)k+’ G 2(2t”k)k+1 
= 2k+2tl+l/k = 2[(log N)l(2 log t)]+2t . tll[(log N)l(2 log t)] 
<rexp(log2($$+2) +logt*4$) 
which proves (34). 
Assume that 
n=Ceip’EP(ti) whereOGeiSp-lforalli. 
1 
Then there is a non-empty set d’ c d such that 
n =C t?jpi= 2 a= 2 
I oed’ 
apt, (z: bi(alP’) = z: ( C bi(a))p’. 
ncsd’ 
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By (37) and (38) here we have 
= $l I{a: hi(a) = b}l b = 5 B&--lb = B”(“2 + ‘) 
b=l 
< Bk(B + B/2) _ 3 
2 -qB k+l<Bk+L2<P-2 
so that 
lSei<p-2fOri=O,l,..., k-l,nEP(&) 
(and ei = 0 for i > k - 1). 
(39) 
On the other hand, for a fixed d, define r by pr 11 d. 
Then clearly, for all x there is a unique j = j(x, d) such that 0 <j <p - 1 and 
writing x + jd in the form 
x + jd = C eip’ where Ose,<p - 1, 
we have 
e, =p - 1. 
By (39), this implies x +jd 4 PP(.&) which proves (35) and this completes the 
proof. 
(ii) Let B = [t”‘] + 1, and let p denote the least prime p such that p > B3. Let 
J$ denote the set of the integers of the form 
hip + bz where lcb,, b,SB. 
It is easy to see that for large N 
&C {1,2,. . . ) Iv}, 
[.A[ = B2>t, 
and P’(d) does not contain an arithmetic progression of length ~(~26) which 
completes the proof. 
7. Proof of Theorem 4 
First we are going to prove the lower bound. Let us write 
&q= (3’: 1=&&v} 
so that 
WI = [Z] + 1, 
Arithmetic progressions in subset sums 259 
and put u = (&] - 1 = [log N/log 31. It suffices to show that 9’(a) does not 
contain an arithmetic progression of three terms. Clearly, s E s(a) if and only if 
it can be written in the form 
s = i Ei3i where si = 0 or 1 and 2 ci > 0. (40) 
i=O i=O 
Let us assume that contrary to the assertion there exist numbers x, y, z such that 
o<x<y<z, (41) 
X E s(a), y E 9(&q, 2 E S(sa) (42) 
and 
2y=x+z. (43) 
By (42), X, y and z can be written in the form 
X = 2 cUi3'j y = i pi3', z = i yi3’, 
i=O i=O i=O 
where 
CYi, Bi, yi = 0 or 1 for all i. 
Then it follows from (43) that 
go t2Pij3’ = so Cai + Yij3’- 
Here we have 0 G 2pi s 2 and 0 6 ai + yi s 2, and thus 
(44) 
2pi = ai + ‘yi (45) 
for all i. It follows from (44) and (45) that ai = pi = yi for all i, so that x = y = z. 
But this contradicts (41) and the proof of the lower bound is completed. 
To prove the upper bound in (7), we have to show that if .Y$ c {1,2, . _ . , N} 
and s(a) does not contain an arithmetic progression of three terms then 
WI <& (log N + log log N) + 1 
must hold. First we are going to show that if (0) U LIP(d) does not contain an 
arithmetic progression of three distinct terms, then .s$ has 
Property P: & is such that all the 3’&’ sums of the form 
c &A E, = 0, 1 or 2 for all a E d 
OS.54 
are distinct. 
To show this, assume that contrary to the assertion there are two sums such 
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that 
C w = 2 69, ~,,&=O,lor2foralla~& 
a2ES4 .E& 
and E,, # 6,. for some a’ c d. 
(47) 
We may assume that 
&** > fs,,. (48) 
If Ed = 1 for some a E d and 6, = 0 or 1, then we add a to both sides of equation 
(47), while if E~ = 1 and 6, = 2, then we subtract a from both sides. In this way, 
we get an equality of the form 
E, (2~)a = OTd %a, (49) 
where Q)~ = 0 or 1 and q’. = 0, 1 or 2 for all a E d, and by (48), 
qII, = 1, rj~~, = 0 or 1. (50) 
We have to distinguish two cases. 
Case 1. There is an a E sd with WL2 = 1. In this case, write 
S& = {a: a E d, rp, = l}, 
dz={a:aEd, Wa=2}, 
.& = {a: a E 54, W. = 1 or 2} 
and 
Y= C a, x= C a, .z= C a. 
ocd, aed* PEd3 
Then we have x, y, z E (0) U SF’(d), 2y =x + z and x <z which contradicts our 
assumption. 
Case 2. We have q, = 0 or 2 for all a E .d. In this case, for all a with 
q= = 1, I,!J~ = 2 subtract 2a from (49), and divide the equality obtained in this way 
by 2. Then we get an equality of the form 
where a-,, #la = 0 or 1 and a0 #pa for all a E d, and 
cu,, = 1 
by (50). Write 
.s$ = {a: a Ed, afa = l}, 
so that &i fl S& = 0, and write 
(51) 
x= C a= C a. 
IIEd, BE& 
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Then 0 E (0) U P(d), x E (0) U .9(d), 2x = Caed,Ud2 a E (0) U 9’(d) and x > 0 
by (51), and this contradicts our assumption. 
Thus we have proved that if (0) U C?(d) does not contain an arithmetic 
progression of three distinct terms, then it has property P. 
Assume now that J& c (1, 2, . . . , N} and 9’(a) does not contain an arithmetic 
progression of three terms. Let a, be an arbitrary element of d, and write 
.G$* = &\{q}. If {x, y = (x + 2)/2, z} c (0) U C?P(.sd*), then al +x, a, + y, a, + z 
form an arithmetic progression of three terms which is contained in s(a). Thus 
(0) U CP(.d*) must not contain an arithmetic progression of three terms so that, as 
we have proved, .&?* must have property P. It remains to estimate I.&*[ using the 
facts that d* c (1, 2, . . . , N} and d* has property P. 
Let us form all the sums 
c sC#, sII = 0, 1 or 2 for all a E .&*. 
aeJ’ 
All these 31d*’ sums are distinct, and they belong to (0, 1, . . . , I&*[ N}. Thus we 
have 
3’&*’ C Id*IN + 1. 
For N > No this implies 
IdI = I&4*1 + l<& (log N + log log N) + 1 
which completes the proof of the theorem. 
8. Proof of Theorem 5 
To prove the lower bound in (8), it suffices to construct a set .& such that 
d c {1,2,. . . , N}, (52) 
I&+[$]-2 (53) 
and there is no positive integer x with 
{x, bl= w-q (54) 
Write k = [log N/log 2]- 1, and let & denote the set of the integers of the form 
2k + 2’ where 0 s i =S k - 2. 
Then (52) and (53) hold trivially. It remains to show that there is no x satisfying 
(54). 
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Every positive integer n has a unique representation in the form 
k-l 
n=r.2k+C Ei2i whereei=OorlforO~iCk-1 
i=O 
(and t is a non-negative integer). Clearly, if n E S”(a), then this representation is 
of the form 
k-2 
n=r.2k+ C Ei2i where ci=Oor 1 forOSiSk-2, 
i=O 
k-2 
r>Oand 2 .si=r, 
i=o 
Assume that contrary to our assertion, 
k-2 
x=r*2k+ C Ei2iE.P(.@, Ei=Oor lforOSii/c-2, 
i=o 
r > 0, 
k-2 
g &izr 
and 
k-2 
2x=r’*2k+ C &~2ie~(&?), &;=OorlforOS~ik-2, 
i=O 
r’>O, 
k-2 
2 4 = r’. 
It follows from (55) and (58) that 
k-l k-2 
2x = (2r)2k + C q-,2 = rr2k + C ~12’ 
i=l i=O 
whence 
2r=r’ 
and 
&&_2 = &I, = 0, &i-l =&I for lSiSk-2 
so that, in view of (57) and (60), 
k-2 k-2 
r= C tci= C .5i=r’. 
i=O i=o 
(55) 
(56) 
(57) 
(58) 
(59) 
(60) 
(61) 
This contradicts (56), (59) and (61) and the proof of the lower bound is 
completed. 
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To prove the upper bound in (8), we have to show that if N > N,, 
&C{l,2,...,N} 
holds and there is no positive integer x with 
{x9 h) = S(.% 
then .c&! must satisfy 
(62) 
(63) 
logiv loglogN+c, 
WI <log+ 2log2 . (64) 
First we are going to show that if (62) holds and there is no x satisfying (63) 
then d must have 
Property P’: & is such that all the 2’&’ sums of the form 
c &,a, is, = 0 or 1 for all a e 54 
asd 
are distinct. 
Assume that contrary to this assertion (62) holds and there is no x satisfying 
(63), however, property P’ does not hold, i.e., there are two sums such that 
Let 
C w = C ha, E,, 6,=Oor lforalla~d, 
as.zz ncS¶ 
and E,, # 6,. for some a’ E d. 
d, = {a: a E 34, E~ = l}, 
&={a:acd, S,=l}, 
and write 
J& = &I \(&I n &), 
&& = &\(&q n &q. 
Then we have S& tl .&, = 0 and, in view of (69, 
z, a = .z, a. 
Thus writing 
x= C a, 
aed, 
by cIIV # 6,. we have x > 0 and, clearly, we have x E 9(a), 
2x= C a+ C aeCP(d). 
aes43 osd4 
This contradicts our assumption and thus, in fact, d must have property P’. 
(65) 
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By a result of ErdBs and Moser [2], (62) and property P’ imply (64) and this 
completes the proof of Theorem 5. 
9. 
As our proof show the estimates of K(N) and L(N) are closely related to the 
problem studied by ErdBs and Moser [2] (see also [l, 31) where the same 
c log log N gap appears between the lower and upper bounds and, apart from the 
value of this constant c, it seems very difficult to tighten this gap. 
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