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Abstract
Hamiltonian systems of hydrodynamic type occur in a wide range of ap-
plications including fluid dynamics, the Whitham averaging procedure and
the theory of Frobenius manifolds. In 1 + 1 dimensions, the requirement
of the integrability of such systems by the generalised hodograph trans-
form implies that integrable Hamiltonians depend on a certain number of
arbitrary functions of two variables. On the contrary, in 2 + 1 dimensions
the requirement of the integrability by the method of hydrodynamic reduc-
tions, which is a natural analogue of the generalised hodograph transform
in higher dimensions, leads to finite-dimensional moduli spaces of integrable
Hamiltonians. We classify integrable two-component Hamiltonian systems of
hydrodynamic type for all existing classes of differential-geometric Poisson
brackets in 2D, establishing a parametrisation of integrable Hamiltonians via
elliptic/hypergeometric functions. Our approach is based on the Godunov-
type representation of Hamiltonian systems, and utilises a novel construc-
tion of Godunov's systems in terms of generalised hypergeometric functions.
Furthermore, we develop a theory of integrable dispersive deformations of
these Hamiltonian systems following a scheme similar to that proposed by
Dubrovin and his collaborators in 1 + 1 dimensions. Our results show that
the multi-dimensional situation is far more rigid, and generic Hamiltoni-
ans are not deformable. As an illustration we discuss a particular class of
two-component Hamiltonian systems, establishing triviality of first order de-
formations and classifying Hamiltonians possessing nontrivial deformations
of the second order.
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Chapter 1
Introduction
The classification of integrable systems has been an area of intensive research
since the very beginning of soliton theory. Many differential equations coming
from physics and mathematics are in fact Hamiltonian systems of hydrody-
namic type on an infinite dimensional phase space of vector functions. The
theory of such systems was first developed in 1 + 1 dimensions for a vec-
tor variable u(x, t), u = (u1, u2, . . . , un). The understanding of integrability
in this context is based on symmetry approach, i.e. on the existence of in-
finitely many Hamiltonian flows, also called symmetries, commuting with
the original one. S.P. Novikov made a conjecture that a Hamiltonian system
in 1 + 1 dimensions, ut = {H,u}, is integrable if it can be brought to a
diagonal form. S.P. Tsarev [61] later proved this conjecture and also found
out that the Hamiltonian condition could be relaxed. He introduced the
semiHamiltonian property, and showed that it is necessary and sufficient
condition for integrability. Coordinateinvariant criterion to establish diag-
onalisability using the Haanties tensor was first applied in the paper [32].
Finally, a tensor criterion was found to test the semiHamiltonian property
[55]. Detailed discussion of the theory is presented in Chapter 2.
Since the 1+ 1 dimensional situation was completely understood, the
focus was moved to higher dimensional problems. Although the symmetry
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approach generalises to 2+1 dimensions, difficulties due to non-local variables
[43] make this route non-appealing. The method of hydrodynamic reductions
was first proposed as a test for integrability in the paper [23]. In a nutshell,
given a 2 + 1 dimensional system of hydrodynamic type,
ut = Aux +Buy
one looks for a solution u = u(R1, R2, . . . , RN), where Ri is a function of
x, y and t and Rit = λ
iRix, R
i
y = µ
iRix (no summation!), with the condition
that these flows commute, Rity = R
i
yt. The existence of infinitely many such
reductions for any N imposes very strong conditions on the matrices A and
B and can be used to establish integrability for a given system. Details as
well as an example of the application of this method as an integrability test
are given at the end of Chapter 2.
Using the method of hydrodynamic reductions as an integrability test,
we have successfully classified all possible two component, integrable Hamil-
tonian systems in 2+1 dimensions. The results are published in the article
[31] and are presented in Chapter 3 of the present work. We note here that
in the 1+1 dimensional case, if we fix signature, up to a coordinate change
there exists only one non-degenerate Poisson bracket. In contrast, in the two
component 2+1 dimensional case things are different - there are three essen-
tially different types of Poisson brackets and up to a coordinate change any
non-degenerate Poisson bracket could be brought to one of these three. The
general theory and classification of these Poisson brackets is briefly described
in Section 3.2. The first two could be brought to a constant coefficient form
P =
(
d/dx 0
0 d/dy
)
, P =
(
0 d/dx
d/dx d/dy
)
,
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whereas the third one is essentially non constant:
P =
(
2v w
w 0
)
d
dx
+
(
0 v
v 2w
)
d
dy
+
(
vx vy
wx wy
)
.
We call them type I, type II and type III respectively. Here v, w are the
dependent variables. Hamiltonian of hydrodynamic type is a functional F =∫
h(v, w)dxdy, for which the density h(v, w) depends on v and w only. Then
the equations of motion for Poisson brackets of type I in explicit form are
vt = (hv)x, wt = (hw)y,
for type II we have
vt = (hw)x, wt = (hv)x + (hw)y,
and for type III
vt = (2vhv + whw − h)x + (vhw)y, wt = (whv)x + (2whw + vhv − h)y.
It turns out that the analysis of these systems is considerably simplified
if we use the Legendre transform of the equations. We call the Legendre
transformed variables V and W and the Legendre transformed Hamiltonian
H. The transformations itself is v → HV , w → HW and H → vhv+whw−h.
In the rest of this work will call both h and H potentials, but h will always
refer to a Hamiltonian density , whereas H - to its Legendre transform.
We were able to derive integrability conditions and classify all possible
integrable Hamiltonians for each type, using the method of hydrodynamic
reductions. In all cases the integrability conditions constitute an overde-
termined system of fourth order differential equations for the Hamiltonian
density h(v, w). For Poisson bracket of type I the integrability conditions
were derived in [23]. The classification of this system's solutions, hence the
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classification of integrable potentials, was accomplished in [26]. The results
of these papers are briefly presented in Sect. 3.3. Type II and type III
brackets were studied in author's joint work with E.V. Ferapontov and A.V.
Odeskii [31]. Both cases are fully understood and the results are presented
in Chapter 3. For type II Poisson bracket the following result is proved.
Theorem 10 The generic Legendre transformed integrable potential of type
II is given by the formula
H = V ln
V
σ(W )
where σ is the Weierstrass sigma-function: σ′/σ = ζ, ζ ′ = −℘, ℘′2 = 4℘3 −
g3. Its degenerations correspond to
H = V ln
V
W
, H = V lnV, H =
V 2
2W
+ αW 7,
as well as the following polynomial potentials:
H =
V 2
2
+
VW 2
2
+
W 4
4
, H =
V 2
2
+
W 3
6
.
Details are given in Section 3.4. We were also able to find Lax pairs for all
these potentials to make a connection to integrability in classical sense.
Type III systems proved to be a considerably more difficult nut to crack.
In order to understand them we studied the associated point and contact
symmetry groups. Furthermore we used Godunov systems and generalised
hypergeometric functions in order to establish the following result.
Theorem 11 The generic integrable potential of type III is given by the series
H =
1
Wg(V )
(
1 +
1
g1(V )W 6
+
1
g2(V )W 12
+ ...
)
.
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Here g(V ) satisfies the fourth order ODE,
g′′′′(2gg′2 − g2g′′) + 2g2g′′′2 − 20gg′g′′g′′′ + 16g′3g′′′ + 18gg′′3 − 18g′2g′′2 = 0,
whose general solution can be represented in parametric form as
g = w2(t), V =
w1(t)
w2(t)
,
where w1(t) and w2(t) are two linearly independent solutions of the hypergeo-
metric equation t(1− t)d2w/dt2− 2
9
w = 0. The coefficients gi(V ) are certain
explicit expressions in terms of g(V ), e.g., g1(V ) = gg
′′ − 2g′2 and so on.
Degenerations of this solution correspond to
H =
1
Wg(V )
, H =
1
WV
, H = V −W logW, H = V −W 2/2.
We were also able to find a representation of the generic solution based
solely on generalised hypergeometric functions. Details are presented in Sec-
tion 3.5. This part of our joint work is essentially due to A. V. Odeskii.
After the classification of hydrodynamic integrable potentials was com-
pleted, it seemed natural to look for integrable dispersive deformations of
these systems. This is inspired by a similar program in 1+1 dimensions,
developed by B.A. Dubrovin and his collaborators. The basic idea in 1 + 1
dimensions is to look for deformation of the symmetries of a given integrable
system, that preserve the commutativity of the respective flows [22]. This
approach is presented in the introduction to Chapter 4. Since the symme-
tries in the case of 2 + 1 systems are nonlocal, and very difficult to find, the
understanding of integrability in 2+1 dimensions is based on hydrodynamic
reductions and we are looking for dispersive deformations of the original
Hamiltonian system, that inherit all of its hydrodynamic reductions. This
method is outlined in Section 4.2. We studied integrable dispersive defor-
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mations for all three types of Poisson brackets. The results of this work
are published in a joint paper of the author with E.V. Ferapontov and V.S.
Novikov [29]. In this paper we present solid evidence to the conjecture that
the generic Hamiltonian has no integrable dispersive deformations for any of
the three types of brackets. There are, however, deformable examples.
First of all we show that deformations at level  are trivial. It turns out
that the case of Type II Poisson bracket is the simplest one, and at the same
time involves all essential phenomena, so we concentrate our discussion on
it.
Theorem 14 A Hamiltonian H0 =
∫
h(v, w) dxdy of type II possesses a
nontrivial integrable deformation to the order 2 if and only if, along with the
integrability conditions, it satisfies the additional differential constraints
hvvvhvww − h2vvw = 0, hvvvhwww − hvvwhvww = 0, hwwwhvvw − h2vww = 0,
that is,
rank
(
hvvv hvvw hvww
hvvw hvww hwww
)
= 1. (1.1)
Modulo equivalence transformations, this gives two types of deformable den-
sities:
h(v, w) =
w2
2
+ ev, h(v, w) = α
v2
2
+ βvw + f(w),
where f(w) satisfies the integrability condition f ′′′′f ′′(αf ′′−β2) = f ′′′2(3αf ′′−
2β2).
In the case of Type I Poisson bracket the following conjecture is proposed
Conjecture 2 A Hamiltonian H0 =
∫
h(v, w) dxdy of type I possesses a
nontrivial integrable deformation to the order 2 if and only if, along with
the integrability conditions, presented in Chapter 3, it satisfies the additional
10
differential constraints
hvvvhvww − h2vvw = 0, hvvvhwww − hvvwhvww = 0, hwwwhvvw − h2vww = 0,
or, equivalently,
rank
(
hvvv hvvw hvww
hvvw hvww hwww
)
= 1.
Modulo equivalence transformations, this gives three types of deformable den-
sities:
h(v, w) = vw + αv3, h(v, w) =
1
2
(v + w)2 + ev,
h(v, w) =
α
2
v2 + βvw +
γ
2
w2 + f(v + w),
where f satisfies the integrability condition
(β + f ′′)Qf ′′′′ = f ′′′2[3Q+ (β − α)(β − γ)],
here Q = (β + f ′′)2 − (α + f ′′)(γ + f ′′).
The respective deformations are shown in Section 4.7.
Direct computations support the conjecture that in the case of Type III
Poisson bracket there are no deformable potentials.
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Chapter 2
Hydrodynamic type systems in
1 + 1 dimensions. The method of
hydrodynamic reductions
In this Chapter we include the basic necessary information on quasilinear
systems in 1 + 1 dimensions. Our main goal is to develop understanding and
fully illustrate the following conjecture, first suggested by S. P. Novikov and
later proved by S. P. Tsarev [61]:
Conjecture 1 A quasilinear system in 1 + 1 dimensions is integrable if it is
both diagonalisable and Hamiltonian.
Furthermore, we will present algorithmic and invariant criteria in order to
establish if a given system is indeed diagonalisable and semi-Hamiltonian,
and we will study the generalised hodograph method [61] which allows us to
find solutions to such systems. Finally we will look at the extension of these
ideas to higher dimensions, and at the method of hydrodynamic reductions.
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2.1 Quasilinear systems in 1+1 dimensions. Ex-
amples. Hyperbolicity
Systems of the following type:
uit =
n∑
j=1
vij(u)u
j
x, (2.1)
are called quasi-linear systems in 1 + 1 dimensions, or systems of hydrody-
namic type. Here u = (u1(t, x), u2(t, x), . . . , un(t, x)) is a n-component vector
of dependent variables. The functions vij(u), which could also be considered
as matrix elements of n× n matrix V, are assumed sufficiently smooth and,
in general, non-constant. Systems of this type arise in many backgrounds
including differential geometry, general relativity, magneto-fluid dynamics,
etc.
For example, the equations of motion for ideal barothropic gas,
ρt + (ρu)x = 0, (2.2)
ut + uux + px/ρ = 0,
where p = p(ρ) is the equation of state, can be re-written in the form (2.1)
in the following way(
ρ
u
)
t
+
(
u ρ
pρ/ρ u
)(
ρ
u
)
x
= 0,
so we have
u =
(
ρ
u
)
, V = −
(
u ρ
pρ/ρ u
)
.
Other well-known examples are the Benney's equations [62], describing a
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multi-layered system of fluids, with ηi being the height and ui the velocity of
each layer,
ηit + (u
iηi)x = 0,
uit + u
iuix + f
(
n∑
i=1
ηi
)
x
= 0,
and the equations of ideal chromatography,
cuix + (a
i(u) + ui)t = 0, i = 1, ..., n.
The last system describes the passage of an n-component mixture through
an absorbing medium [58]. Here c is a constant, and ui and ai are the con-
centrations of the non-absorbed and absorbed ith component, respectively.
In order to bring this system to the familiar form (2.1) we introduce the
variable τ = ct− x and obtain
uix + a
i(u)τ = 0,
which may be rewritten in the hydrodynamic type form uix − ∂jai(u)ujτ =
uix − vij(u)ujτ = 0. To define this system completely, one needs to specify an
isotherm, an explicit form of dependence ai = ai(u). For instance, in the
simplest case of the classical Langmuir isotherm one has:
ai = kiu
i/W, W := 1 +
n∑
s=1
ksu
s.
Here we need to give the following definition, which will play an important
role in our discussion.
Definition 1 The system (2.1) is called strictly hyperbolic if and only if all
eigenvalues of V are real and distinct.
All systems that we will consider in this work are assumed to be strictly
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hyperbolic. We note that all examples mentioned above are hyperbolic in an
appropriate region of the hodograph space.
2.2 Riemann invariants
Let us perform a locally invertible change of coordinates for the system (2.1)
such that ui = ui(p1, p2, . . . , pn). Using the chain rule we find
∂ui
∂pj
pjt = v
i
k(u(p))
∂uk
∂pl
plx,
and equivalently
pjt =
∂pj
∂ui
vik(u(p))
∂uk
∂pl
plx,
which means that V transforms as a tensor of type (1, 1).
If there exists a change of variables ui = ui(R1, R2, . . . , Rn) such that
the matrix V becomes diagonal in the new coordinates Ri we say that this
system is diagonalisable. The Ri coordinates are called Riemann invariants,
and in this new set of variables the system has the form
Rit = vi(R)R
i
x, (2.3)
(no summation!). Provided that Riemann invariants exist, there is a general
algorithm to find them. Let v1, ..., vn be the eigenvalues of the matrix V,
which, due to the assumed hyperbolicity, are pairwise distinct and satisfy the
characteristic equation det(vij − viδij) = 0. Let us denote the corresponding
left eigenvectors by ξpj
ξpi v
i
j = vpξ
p
j , p = 1, ..., n.
Suppose that for each eigenvector ξpj there exists an integrating factor c
p a
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function Rp such that
cpξpj = ∂R
p/∂uj. (2.4)
Then cpξpj appear to be the components of a gradient, and the functions
R1, ..., Rn are the desired Riemann invariants, because
Rpt =
∂Rp
∂uj
∂uj
∂t
= cpξpj
∂uj
∂t
= cpξpj v
j
k
∂uk
∂x
= vpc
pξpk
∂uk
∂x
= vp
∂Rp
∂uk
∂uk
∂x
= vpR
p
x.
Let us look how this procedure works for the system of equations of gas
dynamics (2.2) in the case of polytropic equation of state p(ρ) = γργ−1:
ρt + uxρ+ uρx = 0, ut + uux + γρ
γ−2ρx = 0. (2.5)
First we have to solve the characteristic equation, γργ−1−(u−v)2 = 0, which
has solutions,
v1,2 = u± (γργ−1)1/2.
Next, in order to find the Riemann invariants we require,
(
Riρ R
i
u
)( u− vi ρ
γργ−2 u− vi
)
= 0,
where i = 1, 2. This allows us to find R1 and R2 in terms of u and ρ,
R1 = u+
2γ1/2ρ
γ−1
2
γ − 1 , R
2 = u− 2γ
1/2ρ
γ−1
2
γ − 1 .
Finally we re-express the eigenvalues v1, v2 as functions of R1 and R2,
v1 =
R1 +R2
2
+
(γ − 1)(R1 −R2)
4
, v2 =
R1 +R2
2
+
(γ − 1)(R2 −R1)
4
.
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Thus we can re-write the system in diagonal form
R1t +
(
R1 +R2
2
+
(γ − 1)(R1 −R2)
4
)
R1x = 0,
(2.6)
R2t +
(
R1 +R2
2
+
(γ − 1)(R2 −R1)
4
)
R2x = 0.
A direct check ensures that the change of variables
R1 +R2
2
= u, R1 −R2 = 4γ
1
2ρ
γ−1
2
γ − 1 ,
brings (2.5) to (2.6). We note here that we explicitly needed the hydrody-
namic system (2.5) to be strictly hyperbolic.
The method we have just discussed has two obvious weak points. First
of all, for n ≥ 5 it is not always possible to solve the characteristic equation
in explicit form. Second, for n ≥ 3 the integrating factor cp in (2.4) may
not exist. However, Novikov's Conjecture 1 does not require the explicit
diagonal form of the system in question, it just requires the existence of
coordinates in which the system (2.1) is diagonal. There exists an invariant
differential-geometric criterion for diagonalisability due to Haantjes [38]. One
needs to construct the Nijenhuis tensor from a strictly hyperbolic matrix
V = vij,
N ijk :=
n∑
p=1
n∑
q=1
vsj∂sv
i
k − vsk∂svij − vis(∂jvsk − ∂kvsj ),
and then use it to find the Haantjes tensor,
H ijk :=
n∑
p=1
n∑
q=1
(N iqpv
q
k −N qkpviq)vpj − vip(Npqjvqk −N qkpviq).
The following theorem then holds
Theorem 1 [38] A strictly hyperbolic matrix vij is diagonalisable if and only
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if the corresponding Haantjes tensor H ijk is identically zero.
This test was first applied in the field of integrable systems to classify isotherms
of absorption for which the equations of chromatography possess Riemann
invariants [32].
2.3 Hamiltonian structures of hydrodynamic type
Let us now look at the Hamiltonian properties of a hydrodynamic type sys-
tem. The Hamiltonian structure is defined by a Poisson bracket which is said
to be of hydrodynamic type when it has the following form:
{I, J} =
∫
δI
δui(x)
Aij
δJ
δuj(x)
dx. (2.7)
Here Aij is a Hamiltonian differential operator
Aij = gij(u(x, t))
d
dx
+ bijk (u(x, t))u
k
x. (2.8)
The following important theorem, due to Dubrovin and Novikov holds:
Theorem 2 [21]
1. Under local changes of coordinates, gij transforms like a (2,0) - ten-
sor. Furthermore if det gij 6= 0 then bijk transforms like the expression
−gisΓisk, where Γisk is an affine connection.
2. The skew-symmetry of (2.7) imposes that gij must be symmetric and
thus it can be considered as a pseudo-Riemanian metric on the space
of field variables u. Moreover, the connection Γisk must be compatible
with this metric, ∇kgij = 0.
3. In order that the bracket (2.7) satisfies the Jacoby identity,
{{I, J}, K}+ {{J,K}, I}+ {{K, I}, J} = 0,
18
it is necessary and sufficient that the connection Γisk is torsionless and
flat i.e. Γisk = Γ
i
ks and the Riemann curvature tensor R
i
jkl = 0.
Hamiltonian of hydrodynamic type is a functional H =
∫
h(u)dx such
that its density h(u) depends only on the field variables u(x, t), but is in-
dependent of their spatial derivatives ux, uxx, . . . . Hamiltonian system of
hydrodynamic type uit = {ui, H} is, explicitly,
uit =
(
gik
∂2h
∂uk∂uj
+ bikj
∂h
∂uk
)
ujx,
and, as a direct result of Theorem 2,
vij = g
ik ∂
2h
∂uk∂uj
+ bikj
∂h
∂uk
= gis∇s∇jh = ∇i∇jh.
We will call such matrices V Hamiltonian.
Lemma 3 [61] The matrix V with elements vij(u) is a matrix of a Hamilto-
nian system of hydrodynamic type if and only if there exists a non-degenerate
flat metric gij such that gikv
k
j = gjkv
k
i and also ∇ivkj = ∇jvki .
Proof Let vij = ∇i∇jh, for a connection with zero curvature. Since the
metric is flat it follows that gikv
k
j = ∇i∇jh = ∇j∇ih = gjkvki . The same
argument can be applied for ∇ivkj = ∇jvki = ∇i∇k∇jh = ∇j∇k∇ih.
If the conditions of the Lemma are fulfilled for a zero curvature metric
gij, we can take a set of coordinates in which gij is constant-coefficient. In
these coordinates the expression Mij = gikv
k
j is symmetric with respect to i
and j and also ∂iMjk = ∂jMik, where ∂i =
∂
∂ui
. Then there exists a vector
Nk such that Mik = ∂iNk, and also, since Mij = Mjk, Nk = ∂kh for some
functional h. It follows that, in flat coordinates,
vij = g
ik ∂
2h
∂uk∂uj
.
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It turns out that the Hamiltonian property is not necessary for integra-
bility. We will now discuss a way to weaken the condition in an appropriate
way as found by S.P.Tsarev in [61].
2.4 Semi-Hamiltonian systems
Let us now look at diagonal Hamiltonian systems, which, as mentioned in
the beginning of this Chapter, play central role in the theory:
uit = vi(u)u
i
x.
Here we have introduced the notation vij = viδ
i
j. We note that in the rest of
this Section we do not sum over repeated indices, unless explicitly noted. We
remind that vi(u) are pairwise distinct due to hyperbolicity. Let us apply
Lemma 3 to diagonal matrices vij = viδ
j
i ,
0 = ∇ivki −∇jvki = ∂ivjδjk − ∂jviδik + Γkij(vj − vi).
This means that Γkij = 0 for i 6= j 6= k and
∂ivk = Γ
k
ki(vi − vk), i 6= k. (2.9)
On the other hand, for diagonal matrices vij = viδ
j
i the condition
∑
k gikv
k
j =∑
k gjkv
k
i directly implies that the associated metric gik is diagonal since,
n∑
k=1
gikv
k
j − gjkvki = gij(vj − vi) = 0,
and vi 6= vj for i 6= j due to hyperbolicity. From Γkij =
∑
s
1
2
gks(∂jgsi+∂igsj−
∂sgij) we find
Γkki =
1
2
∂i ln gkk. (2.10)
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From the last equation it directly follows that the consistency condition
∂j∂i ln gkk − ∂i∂j ln gkk = ∂jΓkki − ∂iΓkkj = 0 is equivalent to
∂j
(
∂ivk
vi − vk
)
= ∂i
(
∂jvk
vj − vk
)
, i 6= j 6= k. (2.11)
In differential geometry the existence of a flat diagonal metric is equivalent
to the existence of an orthogonal curvilinear coordinate system in (pseudo-)
Euclidean space. If we are given an orthogonal curvilinear system of coordi-
nates it is natural to ask how to find the relevant Hamiltonian matrices vi.
Evidently, from Lemma 3 and the arguments in this section, the sole re-
quirement for a diagonal matrix to be Hamiltonian and respectively possess
an associated flat metric is (2.9).
On the other hand, we can think of (2.9) as a linear system of equations
for vi(u), which is compatible if and only if
∂iΓ
k
kj − ΓkkjΓjjj − ΓkkiΓiij + ΓkkiΓkkj = Rkjik = 0, (2.12)
from which follows
∂jΓ
k
ki − ∂iΓkkj = Rkkij = 0,
where Rkkji are components of the Riemann curvature tensor. These condi-
tions are trivially satisfied for a flat metric gij.
The solutions of systems of type (2.9) are discussed in classical differential
geometry [11]. One can prove that the solution of the system (2.9) depends
on n functions of a single variable. This implies that for each orthogonal
curvilinear coordinate system there exist a family of Hamiltonian matrices,
locally parametrised by n functions of a single variable.
The following theorem [61] summarises the results discussed in this sec-
tion.
Theorem 4 The metric , associated with the Hamiltonian matrixV, vij(u) =
vjδ
i
j, is diagonal and the variables u constitute curvilinear orthogonal system
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of coordinates. On the other hand for each curvilinear orthogonal system
of coordinates there exists a family of Hamiltonian matrices, which are di-
agonal in this system of coordinates. This family is locally parametrized by
n functions of a single variable. For all matrices V with different diagonal
coefficients vi belonging to this family the following relations hold:
∂ivk = Γ
k
ki(vi − vk), ∂j
(
∂ivk
vi − vk
)
= ∂i
(
∂jvk
vj − vk
)
.
Here we make an important observation. The conditions (2.12) follow
directly from (2.11). Precisely speaking, given a diagonal system uit = vi(u)u
i
x
with pairwise distinct coefficients, usually called characteristic speeds, that
satisfy (2.11) then the system of equations for wi,
∂iwk = Γ
k
ki(wi − wk), Γkki =
∂kvi
vk − vj , (2.13)
is compatible.
Definition 2 [61] A diagonal hydrodynamic system uit = viu
i
x is called semi
- Hamiltonian if it is hyperbolic and its coefficients satisfy the condition
∂j
(
∂ivk
vi − vk
)
= ∂i
(
∂jvk
vj − vk
)
.
As it turns out, the semi - Hamiltonian condition is necessary and sufficient
for integrability. We will however hold this discussion until the next section.
Following Conjecture 1 the procedure to check if a hydrodynamic type
system is integrable has three steps - one needs to check if the system is
diagonalisable by Theorem 1, then actually bring it to diagonal form and
then check the semi - Hamiltonian property by virtue of (2.11). As we noted
in the discussion of Riemann invariants, the second step is a particularly
weak point of the procedure, which for some time was making the entire
routine inapplicable. A way to overcome the problem was found in [55], by
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the construction of a tensor criterion to establish the semi - Hamiltonian
property.
Theorem 5 [55] A generic diagonalisable operator V with pairwise distinct
eigenvalues is semi-Hamiltonian if and only if the associated tensor P is
identically 0,
P skij =
n∑
p=1
n∑
q=1
(vspQ
p
kqjv
q
i + v
s
pQ
p
kiqv
q
j − vsqvqpQpkij −Qskpqvpi vqj ) ≡ 0.
Here the components of the tensor Q are
Qskij =
n∑
p=1
n∑
q=1
(vpkK
s
pqjv
q
i + v
p
kK
s
piqv
q
j − vpqvqkKspij −KskpqApiAqj) +
n∑
p=0
(4vpkM
s
pij − 2M skpjApi − 2M skipApj),
where M, in component form, is
M skij =
n∑
p=1
n∑
q=1
(N skpv
p
qN
q
ij +N
s
pqv
p
kN
q
ij −N spqNpikvqj −N skpNpiqvqj −N skpNpqjvqi ).
Here N is the Nijenhuis tensor and to compute K we take B = V2, so that
Kskij =
n∑
p=1
(Bsp∂kN
p
ij −Bpk∂pN sij +Npij∂pBpj +N skp∂jBpi ) + . . . .
with the dots in the last equation representing ten summands which are ob-
tained from the five written out by the cyclic permutations of i, j, k.
Although being too complicated for direct computations, above formulas
provide an option for the use of software packages, and provided sufficient
computational power, it could be a useful tool. It could also be proven
that the existence of n conservation laws together with diagonalisability is
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sufficient condition for semi-Hamiltonian property.
2.5 Conservation Laws and Commuting Flows
When we study a finite dimensional Hamiltonian system we say it is inte-
grable when the number of involutive first integrals of the system is equal to
the dimension of this system. Let us look how a similar construction works
for the considered 1 + 1 hydrodynamic type systems. We will distinguish a
narrow class of first integrals, namely hydrodynamic type first integrals I,
functionals of the type
I =
∫
P (u)dx, (2.14)
with density P (u) independent of the spatial derivatives of the field variables
ux, uxx, . . . , which Poisson commute with the Hamiltonian. The functional
I, together with the action of the Poisson bracket generates the flow
uiτ = {ui, I} = wij(u)uix = Wux. (2.15)
Since the first integral and the Hamiltonian Poisson commute, {H, I} =
0, then from the Jacobi identity it directly follows that utτ = uτt (as a
functional, ui(x) =
∫
ui(y)δ(x− y)dy ).
The following lemma holds:
Lemma 6 [61] The functional I from (2.14) is a first integral for the Hamil-
tonian system ut = {u, H} = Vux if and only if VW = WV.
Proof Let us consider the trivial identity It =
∫
∂tPdx =
∫
∂iPv
i
ju
j
xdx = 0.
Its variational derivative
δ
δui
∫
∂iPv
i
ju
j
xdx ≡ 0,
must be trivially zero, but if we apply Lemma 3 and use ∂i∂jP = ∇i∂jP −
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Γkik∂kP this leads to the non-trivial result:[
∂k(∂iPv
i
j)− ∂j(∂iPvik)
]
ujx =
[
(∇k∇iP )vij − (∇j∇iP )vik
]
ujx = 0,
and due to glkvil = g
livkl ,
gkl
[
(∇l∇iP )vij − (∇j∇iP )vil
]
= (∇k∇iP )vij−vkl (∇l∇jP ) = wki vij−vkl wlj = 0.
Conversely, if vij and w
i
j commute, the previous argument shows that ∂i(∂kPv
k
j ) =
∂j(∂kPv
k
i ), which implies the existence of the function Q(u) such that ∂iQ =
∂iPv
i
j, i.e.
It =
∫
∂kPv
k
j u
j
xdx =
∫
d
dx
Q(u)dx = 0. (2.16)
We can now introduce the notion of conservation law, namely if a Hamil-
tonian system of the type ut = {u, H} possesses a hydrodynamic integral
I (2.14) there exists a corresponding function Q(u) such that we have a
conservation law
P (u)t = Q(u)x.
In order for I (2.14) to be first integral of the semi - Hamiltonian system
(2.11) it is necessary and sufficient that
∂i∂jP − Γiij∂iP − Γjji∂jP = 0,
where Γjji is defined by (2.9). Let us introduce new field variables z such that
∂iP = z
i. Then the system above could be rewritten as
∂iz
j = Γiijz
i + Γjjiz
j.
We can compute the consistency conditions for this system,
∂k∂iz
j − ∂i∂kzj = ziRkkji + zkRkkij − zj(∂kΓjji − ∂iΓjjk) = 0.
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This condition is satisfied because of (2.12), which is a direct consequence of
the semi- Hamiltonian property.
Theorem 7 [61] A semi-Hamiltonian system has infinitely many commut-
ing flows, parametrised locally by n functions of a single variable. These
flows commute with each other, their matrices are all diagonal and all hydro-
dynamic type integrals of the initial semi-Hamiltonian system are also their
integrals.
Proof Denoting vij = vjδ
i
j, let us compute the consistency condition
∂t∂τu
i − ∂t∂τui = (∂kwijvkp − ∂kvijwkp)upxujx + (wij∂kvjq − vij∂kwjq)uqxupx
+(wijv
j
p − vijwjp)upxx,
where we sum over repeating indices. We want this expression to be trivially
zero, so if we consider it as a polynomial in the x-derivatives of the field
variables uix, u
i
xx, etc., each of the coefficients of this polynomial should be
trivially zero. This means that (wijv
j
p − vijwjp) = 0, and since vij = vjδij then
wij is also diagonal, and we can denote it as w
i
j = wjδ
i
j. Setting all coefficients
of the remaining part of the consistency condition,
∂t∂τu
i−∂t∂τui =
n∑
k=1
(∂kvi(wk−wi)−∂kwi(vk−vi))uixukx = 0, i 6= k, (2.17)
is equivalent to the conditions (2.13). Any two diagonal flows automatically
commute due to (2.17) and (2.13). Finally, if we consider a hydrodynamic
integral of the original semi-Hamiltonian system I =
∫
Pdt it follows that it
is a first integral for each of the flows commuting with the original system,
because
(wj−wi)
(
∂i∂jP − Γiij∂iP − Γjji∂jP
)
= (wj−wi)∂i∂jP−∂iP∂jwi−∂jP∂iwj = 0.
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We will now discuss the generalized hodograph method which allows us
to find solutions of semi - Hamiltonian systems.
2.6 Generalized Hodograph Method
Let us consider u to be a two dimensional vector u = (u1, u2). The hyperbolic
system uit = v
i
ju
j
x, which is automatically semi-Hamiltonian, could be solved
using the classical hodograph method. To do this we need u1 = u1(t, x) and
u2 = u2(t, x) to be locally invertible. We can then invert this system by
considering t and x as functions of u1 and u2. Next we expand the relations
∂tt = ∂xx = 1 and ∂tx = ∂xt = 0 by the chain rule and reduce them modulo
the initial system. We end up with a linear system for the functions xu1 ,
xu2 , tu1 , tu2 .
For example, in the case of shallow water equations,
ut + uux + hx = 0,
ht + (hu)x = 0,
following the described procedure we obtain a linear system of equations for
the functions x(u, h) and t(u, h),
xh = uth − tu,
−xu = hth − utu,
which can be written in the linear form
(x− ut)h = −tu,
(x− ut)u = −hth − t.
In a similar manner, if we consider a n-dimensional semi-Hamiltonian
diagonal system uit = viu
i
x it can be solved by virtue of the generalised hodo-
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graph method [61]. As we have already discussed, a system of the considered
type has infinitely many commuting flows uiτ = wiu
i
x, which satisfy the equa-
tions
∂iwk
wi − wk =
∂ivk
vi − vk , i 6= k. (2.18)
Let us now construct a system of n equations for the field variables u,
wi(u) = vi(u)t+ x. (2.19)
Here x and t are parameters, vi are the coefficients of the original semi -
Hamiltonian matrix, and wi are the coefficients of any flow commuting with
the original system. The following theorem then holds:
Theorem 8 [61] Any smooth solution of (2.19) is a solution of the semi-
Hamiltonian system uit = viu
i
x. Furthermore, any solution of the given system
uit = viu
i
x may be represented as a solution of (2.19) in a neighborhood of a
point (t0, x0) such that u
i
x(t0, x0) 6= 0.
Proof Let us differentiate (2.19) by t and then denote Mik = ∂kwi(u) −
∂ivk(u)t, then
n∑
k=1
Miku
k
t = vi,
n∑
k=1
Miku
k
x = 1.
Taking into account (2.19) and the semi-Hamiltonian property (2.18) we have
that Mik = 0, Miiu
i
t = vi and Miiu
i
x = 1. It directly follows that u
i
t = viu
i
x
(we note the condition uix 6= 0).
To prove this in the reverse direction, suppose that in a neighborhood
of u(t0, x0) we have u
i
x(t, x) 6= 0 and uit = viuix. Then the initial conditions
ui0 = u
i(t0, x) give rise to initial Cauchy data
wi(u0(x)) = vi(u0(x))t+ x, (2.20)
on the curve u0(x) for the system (2.18). Since we assume that u
i
x(x0) 6= 0
it follows that in a neighbourhood of u0(x) there exists a unique solution
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of (2.18) with the initial conditions above. With the initial data (2.20) the
system (2.19) has a unique solution in a neighbourhood of (x0, t0, u
i
0) since the
Jacoby matrix Mik of (2.19) is diagonal at (x0, t0, u
i
0) and Mii = (u
i)−1x = 0.
Since the solution of the system uit = viu
i
t and the considered curve coincide,
u¯(t0, x) = u
i
0(x), then, in the considered neighbourhood of (t0, x0), u¯(t, x) =
ui(x).
2.7 The Method of Hydrodynamic Reductions.
Example of dKP
The theory of integrable 1 + 1 dimensional systems provides a base for the
exploration of higher dimensional hydrodynamic type systems. The method
of hydrodynamic reductions [23] extensively relies on the results discussed in
the previous sections and provides a way to investigate the integrability of
higher dimensional systems of hydrodynamic type. We will be interested in
the 2 + 1 dimensional case, and we will present the method in this context.
Let us consider a 2 + 1 dimensional system of hydrodynamic type in the
following form:
ut = A(u)ux +B(u)uy. (2.21)
Here u is a n-component vector, A(u) and B(u) are n× n matrices, with n
being the number of equations. We consider the following ansatz
u(x, y, t) = u(R1, R2, . . . , RN),
with Ri(x, y, t) required to satisfy the equations,
Rit = λ
i(R)Rix, R
i
x = µ
i(R)Rix. (2.22)
In the literature these reductions are also known as "non-linear interactions
of N planar simple waves" or "multi - phase solutions", and are discussed
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extensively in gas dynamics and in the context of the dispersionless KP hier-
archy. We can think of this as a decoupling of the original 2 + 1 dimensional
system (2.21) into two separate commuting 1 + 1 dimensional systems of
hydrodynamic type from where the name hydrodynamic reductions comes.
Substituting the ansatz into (2.21) we arrive at the following equation
(λiI − A− µiB)∂iu = 0, (2.23)
which implies that λi and µi must satisfy the dispersion relation det(λI −
A− µB) = 0
We can now compute the commutativity condition Rty = Ryt to find that
∂jλ
i
λj − λi =
∂jµ
i
µj − µi i 6= j. (2.24)
Provided (2.24) holds, the solution of the system (2.21) is given by the gen-
eralised hodograph formula
vi(R) = x+ λi(R)t+ µi(R)y, (2.25)
where vi is the general solution of the linear system
∂jv
i
vj − vi =
∂jλ
i
λj − λi =
∂jµ
i
µj − µi , i 6= j. (2.26)
Definition 3 [23] We will call the system (2.21) integrable if it possesses
sufficiently many N-component reductions, parametrized by N functions of a
single variable.
We note here that this definition agrees with any other definitions of
integrability for this kind of systems. It was extensively used for classification
purposes, see for instance [23, 25, 26].
A number of remarks are in place. First of all, this procedure works only
if A and B do not commute [A,B] 6= 0. This related to the irreducibility of
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the dispersion relation det(λI − A− µB) = 0.
Second, let us consider N = 1, then we have u = u(R), with R being a
solution of
Rt = λ(R)Rx, Ry = µ(R)Rx.
We automatically have Rty = Ryt. The hodograph formula in the scalar case
gives f(R) = x+λ(R)t+µ(R)y with f(R) being an arbitrary function. This
means u(R) is constant along one parameter family of planes. This kind of
solutions exist for all multi-dimensional quasilinear systems and cannot be
used to check integrability. When we consider a two component reduction,
i.e. u = u(R1, R2) with R1 and R2 satisfying (2.22) we have the general
solution given by the formula
v1(R) = x+ λ1(R)t+ µ1(R)y,
v2(R) = x+ λ2(R)t+ µ2(R)y.
Setting R = const. results in a two -parameter family of lines in the space
(x, y, t) which means u is constant along the lines of a two parameter family.
This is also not too restrictive condition - for instance if n = 2 any system
(2.21) possesses infinitely many 2 - component reductions.
On the other hand, the existence of three component reductions is a
very strong condition. This is evident if we consider (2.23) and (2.24) as
a Gibbons - Tsarev-type system [35] . The compatibility conditions of this
system involve only triplets of indices i 6= j 6= k. This means that the
existence of infinitely many three-phase reductions guaranties the existence
of higher phase reductions, and hence integrability.
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2.7.1 Using the method of hydrodynamic reductions as
an integrability test. Example of dKP
To illustrate the way that the method can be used as a test to detect inte-
grability we will try to find the class of functions f(u) for which the system
ut = f(u)ux + wy, wx = uy, (2.27)
is integrable. We make a hydrodynamic reductions of the system u =
u(R1, R2, . . . , RN), w = w(R1, R2, . . . , RN), where the phases Ri satisfy
Rit = λ
iRix, R
i
y = µ
iRix.
Substituting in (2.27) produces the system
λiui = f(u)ui + µ
iwi, wi = µ
iui,
(no summation!) where ui denotes ∂Riu. We can eliminate wi, reducing the
first equation of the last system to
λi = f(u) + µi
2
.
We now enforce the condition (2.24), which provides
∂jµ
i =
f ′(u)uj
µi − µj . (2.28)
On the other hand the equation wi = µ
iui itself must be consistent i.e.
wij = wji, which leads to the relation
uij =
∂jµ
i
µj − µiui +
∂iµ
j
µi − µj uj.
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Finally we require that (2.28) is in involution, ∂k∂jµ
i−∂j∂kµi = 0. In general
we obtain P∂j∂ku = 0 with P being a rational expression in µ
i, i = 1, . . . , N .
The numerator of P is a polynomial in µi, i = 1, . . . , n and require that
all its coefficients are zero. The equations generated this way constitute the
integrability conditions.
In the considered problem (2.27) , the situation is simple since the only
non-vanishing term appears to be
f ′′(u)
(
uk
µj − µi +
uj
µk − µi
)
∂ku,
from which we can conclude that f(u) is a linear function, which, up to a
suitable change of variables, means that the only integrable equation in this
class is the dKP.
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Chapter 3
Classification of integrable
two-component Hamiltonian
systems of hydrodynamic type in
2+1 dimensions
In this Chapter, based on the author's joint work with E.V. Ferapontov and
A.V. Odesskii [31], we provide a complete classification of integrable two com-
ponent 2 +1 dimensional Hamiltonian systems of hydrodynamic type. Our
approach relies on the method of hydrodynamic reductions, as discussed in
Chapter 1. We begin with a classification of two component Hamiltonian op-
erators in 2+1 dimensions. Next, we calculate the integrability conditions for
each class, and obtain a list of integrable potentials. Our results demonstrate
that the moduli spaces of integrable Hamiltonians in 2 + 1 dimensions are
finite-dimensional: the integrability conditions for the corresponding Hamil-
tonian densities constitute over-determined involutive systems of finite type.
Modulo natural equivalence groups, this leads to finite lists of integrable
Hamiltonians parametrised by elliptic or hypergeometric functions. We also
present the relevant dispersionless Lax pairs, whose existence is equivalent
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to integrability.
3.1 Introduction
We consider 2 + 1 dimensional quasilinear systems
ut = P (u)ux +Q(u)uy. (3.1)
The Hamiltonian structure in 2+1 dimensions is introduced in a way
analogous to the approach discussed in Chapter 1 for the 1+1 dimensional
case, with Poisson bracket of two functionals I and J defined as
{I, J} =
∫
δI
δui(x, y)
Aij
δJ
δuj(x, y)
dxdy. (3.2)
Here A = Aij is a two-dimensional Hamiltonian operator of differential-
geometric type,
Aij = gij(u)
d
dx
+ bijk (u)u
k
x + g˜
ij(u)
d
dy
+ b˜ijk (u)u
k
y.
Operators of this form are generated by a pair of metrics gij, g˜ij. Theorem
2 holds for gij, bijk and g˜
ij(u), b˜ijk separately. Despite the similar structure
there is a substantial difference to the 1 +1 dimensional case. Although both
metrics gij and g˜ij must necessarily be flat, it may not be possible to bring
them to constant coefficient form simultaneously: there exist obstruction
tensors.
The two-component case completely understood and classified in [13], [44]
and [45]. Any two component operator Aij (3.1) can be brought to one of
the following three forms by an appropriate change of coordinates,
A =
(
d/dx 0
0 d/dy
)
, (3.3)
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A =
(
0 d/dx
d/dx d/dy
)
, (3.4)
and a third one, which is essentially non-constant,
A =
(
2v w
w 0
)
d
dx
+
(
0 v
v 2w
)
d
dy
+
(
vx vy
wx wy
)
. (3.5)
Here v, w are components of the vector u. We will call them Hamiltonian
operators of type I, type II, and type III, respectively, and refer to the Poisson
brackets generated as brackets of type I, type II and type III.
Hamiltonian of hydrodynamic type in 2 + 1 dimensions is a functional
H =
∫
h(u)dxdy. Thus Hamiltonian systems generated by the operators
(3.3) - (3.5) take the form
vt = (hv)x, wt = (hw)y, (3.6)
vt = (hw)x, wt = (hv)x + (hw)y, (3.7)
and
vt = (2vhv +whw−h)x + (vhw)y, wt = (whv)x + (2whw + vhv−h)y, (3.8)
respectively.
Our main result is a description of Hamiltonian densities h(v, w) for which
the corresponding systems (3.6) - (3.8) are integrable by the method of hy-
drodynamic reductions. Let us point out that the integrability conditions
for the general class of two-component systems (3.1) were derived in [24] in
the coordinates where the first matrix P is diagonal. It was demonstrated
in [46, 48] that, again in special coordinates, the matrices P and Q can be
parametrised by hypergeometric functions. However, it is not clear how to
isolate Hamiltonian cases within these general descriptions.
We adopt a straightforward approach and derive the integrability con-
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ditions by directly applying the method of hydrodynamic reductions to the
systems (3.6) - (3.8) in the same way it was applied to the example of dKP.
For Hamiltonian systems of type (3.6) this was done in [23]. Applied to
equations (3.6) - (3.8), this method results in involutive systems of fourth
order PDEs for the Hamiltonian densities h(v, w) which are, in general, quite
complicated.
It was observed that these systems simplify considerably under the Leg-
endre transformation h(v, w)→ H(V,W ) defined as
V = hv, W = hw, H = vhv + whw − h, HV = v, HW = w.
In the new variables, equations (3.6) - (3.8) take the so-called Godunov form,
(HV )t = Vx, (HW )t = Wy, (3.9)
(HV )t = Wx, (HW )t = Vx +Wy, (3.10)
and
(HV )t = (V HV +H)x+(WHV )y, (HW )t = (V HW )x+(WHW +H)y, (3.11)
respectively. All our classification results will be formulated in terms of
the Legendre-transformed Hamiltonian densities H(V,W ). We recall that a
system (3.1) is said to be in Godunov form [37] if, for appropriate potentials
Fα(u), α = 0, 1, 2, it possesses a conservative representation
(F0,i)t + (F1,i)x + (F2,i)y = 0,
Fα,i = ∂Fα/∂u
i. In particular, in the case (3.11) one has F0 = −H,F1 =
V H,F2 = WH. This representation will be utilised in Section 5 to pro-
vide a parametrisation of the generic integrable potential of type (3.11) by
generalised hypergeometric functions.
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Let us first review the known results for systems of type I. Here the
integrability conditions take the form
HVWHV V V V = 2HV V VHV VW ,
HVWHV V VW = 2HV V VHVWW ,
HVWHV VWW = HV VWHVWW +HV V VHWWW ,
HVWHVWWW = 2HV VWHWWW ,
HVWHWWWW = 2HVWWHWWW ,
see [23]. These equations are in involution and can be solved in closed form.
Up to the action of a natural equivalence group (see Appendix), this provides
a complete list of integrable potentials.
Theorem 9 [26] The generic integrable potential of type I is given by the
formula
H = Z(V +W ) + Z(V + W ) + 2Z(V + 2W )
where  = e2pii/3 and Z ′′(s) = ζ(s). Here ζ is the Weierstrass zeta-function,
ζ ′ = −℘, (℘′)2 = 4℘3 − g3. Degenerations of this solution correspond to
H = (V +W ) log(V +W )+(V +W ) log(V +W )+2(V +2W ) log(V +2W ),
H =
1
2
V 2ζ(W ), H =
V 2
2W
, H = (V +W ) ln(V +W ),
as well as the following polynomial potentials:
H = V 2W 2, H = VW 2 +
α
5
W 5, H = VW +
1
6
W 3.
We refer to Section 2 of the present Chapter for further details.
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In Section 3 we demonstrate that for systems of type II the integrability
conditions take the form
HV V V V =
2H2V V V
HV V
,
HV V VW =
2HV VWHV V V
HV V
,
HV VWW =
2H2V VW
HV V
, (3.12)
HVWWW =
3HVWWHV VW −HWWWHV V V
HV V
,
HWWWW =
6H2VWW − 4HWWWHV VW
HV V
.
These equations are also in involution, and can be solved in a closed form.
Up to the action of a natural equivalence group, we obtain a complete list of
integrable potentials.
Theorem 10 [31] The generic integrable potential of type II is given by the
formula
H = V ln
V
σ(W )
where σ is the Weierstrass sigma-function: σ′/σ = ζ, ζ ′ = −℘, ℘′2 = 4℘3 −
g3. Its degenerations correspond to
H = V ln
V
W
, H = V lnV, H =
V 2
2W
+ αW 7,
as well as the following polynomial potentials:
H =
V 2
2
+
VW 2
2
+
W 4
4
, H =
V 2
2
+
W 3
6
.
Further details, as well as dispersionless Lax pairs corresponding to integrable
potentials from Theorem 10, are provided in Section 3 of the present Chapter.
Remark. ForH = V lnV the equations (3.10) take the form Vt = VWx, Vx =
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−Wy, implying the Boyer-Finley equations for V : Vxx + (lnV )ty = 0. Sim-
ilarly, the choice H = V
2
2
+ W
3
6
results in the equations Vt = Wx, Vx =
WWt−Wy, implying the dKP equation for W : Wxx = (WWt−Wy)t. These
Hamiltonian representations have appeared previously in the literature, see
e.g. [4].
The case III turns out to be considerably more complicated. The inte-
grability conditions constitute an involutive system of fourth order PDEs for
the potential H which is not presented here due to its complexity (see Sect.
4). However, it possesses a remarkable SL(3, R)-invariance which reflects the
invariance of the Hamiltonian formalism (3.8) under linear transformations
of the independent variables x, y, t. Based on this invariance, we were able
to classify integrable potentials.
Theorem 11 [31] The generic integrable potential of type III is given by the
series
H =
1
Wg(V )
(
1 +
1
g1(V )W 6
+
1
g2(V )W 12
+ ...
)
.
Here g(V ) satisfies the fourth order ODE,
g′′′′(2gg′2 − g2g′′) + 2g2g′′′2 − 20gg′g′′g′′′ + 16g′3g′′′ + 18gg′′3 − 18g′2g′′2 = 0,
whose general solution can be represented in parametric form as
g = w2(t), V =
w1(t)
w2(t)
,
where w1(t) and w2(t) are two linearly independent solutions of the hyperge-
ometric equation
t(1− t)d2w/dt2 − 2
9
w = 0.
The coefficients gi(V ) are certain explicit expressions in terms of g(V ), e.g.,
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g1(V ) = gg
′′ − 2g′2 and so on. Degenerations of this solution correspond to
H =
1
Wg(V )
, H =
1
WV
, H = V −W logW, H = V −W 2/2.
We refer to Section 4 for further details. In particular, we obtained a
parametrisation of the generic integrable potential H(V,W ) by generalised
hypergeometric functions:
H = G
(u1 − 1
u2 − 1
)
, V =
h1
h0
, W =
h2
h0
. (3.13)
Here G′(t) = 1
t2/3(t−1)2/3 and h0, h1, h2 are linearly independent solution of the
hypergeometric system
u1(1− u1)hu1,u1 −
4
3
u1hu1 −
2
9
h =
2
3
u1(u1 − 1)
u1 − u2 hu1 +
2
3
u2(u2 − 1)
u2 − u1 hu2 ,
u2(1− u2)hu2,u2 −
4
3
u2hu2 −
2
9
h =
2
3
u1(u1 − 1)
u1 − u2 hu1 +
2
3
u2(u2 − 1)
u2 − u1 hu2 ,
hu1,u2 =
2
3
hu2 − hu1
u2 − u1 ,
which can be viewed as a natural two-dimensional generalisation of the hyper-
geometric equation t(1− t)d2w/dt2 − 2
9
w = 0. This parametrisation is based
on a novel construction of integrable quasilinear systems in Godunov's form
in terms of generalised hypergeometric functions which builds on [46, 48]. We
believe that this construction is of independent interest, and can be applied
to a whole variety of similar classification problems. The details are provided
in Theorem 12, to be found in Section 5 of the present Chapter.
Our results lead to the following general observations:
The moduli spaces of integrable Hamiltonians in 2 + 1 dimensions are
finite dimensional.
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In the two-component case, the actions of the natural equivalence
groups on the moduli spaces of integrable Hamiltonians possess open or-
bits. This leads to a remarkable conclusion that for any two-component
Poisson bracket in 2+1 dimensions there exists a unique `generic' inte-
grable Hamiltonian, all other cases can be obtained as its appropriate
degenerations.
We anticipate that the results presented in this Chapter will find applications
in the theory of infinite-dimensional Frobenius manifolds, see [9] for the first
steps in this direction.
3.2 Hamiltonian systems of type I
In this section we review the classification of integrable systems of the form
(3.6), (
v
w
)
t
=
(
d/dx 0
0 d/dy
)(
hv
hw
)
,
or, explicitly,
vt = (hv)x, wt = (hw)y,
following [23, 26]. The integrability conditions were first derived in [23] based
on the method of hydrodynamic reductions. These conditions constitute a
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system of fourth order PDEs for the Hamiltonian density h(v, w),
hvw(h
2
vw − hvvhww)hvvvv = 4hvwhvvv(hvwhvvw − hvvhvww)
+3hvvhvwh
2
vvw − 2hvvhwwhvvvhvvw − hvwhwwh2vvv,
hvw(h
2
vw − hvvhww)hvvvw = −hvwhvvv(hvvhwww + hwwhvvw)
+3h2vwh
2
vvw − 2hvvhwwhvvvhvww + h2vwhvvvhvww,
hvw(h
2
vw − hvvhww)hvvww = 4h2vwhvvwhvww
−hvvhvvw(hvwhwww + hwwhvww)− hwwhvvv(hvwhvww + hvvhwww),
hvw(h
2
vw − hvvhww)hvwww = −hvwhwww(hwwhvvv + hvvhvww)
+3h2vwh
2
vww − 2hvvhwwhwwwhvvw + h2vwhwwwhvvw,
hvw(h
2
vw − hvvhww)hwwww = 4hvwhwww(hvwhvww − hwwhvvw)
+3hwwhvwh
2
vww − 2hvvhwwhwwwhvww − hvwhvvh2www.
(3.14)
This system is in involution, and its solution space is 10-dimensional. Eqs.
(3.14) can be represented in compact form as
sd4h = d3hds+ 3hvw(2dhvdhw − hvwd2h) det(dn)
where s = h2vw(hvvhww − h2vw), dkh denotes k-th symmetric differential of h,
and n is the Hessian matrix of h. The contact symmetry group of the system
(3.14) (see Sect 3.6) is also 10-dimensional, consisting of the 8-parameter
group of Lie-point symmetries,
v → av + b,
w → cw + d,
h→ αh+ βv + γw + δ,
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along with the two purely contact infinitesimal generators,
−Ωhv
∂
∂v
−Ωhw
∂
∂w
+(Ω−hvΩhv−hwΩhw)
∂
∂h
+(Ωv+hvΩh)
∂
∂hv
+(Ωw+hwΩh)
∂
∂hw
,
with the generating functions Ω = h2v and Ω = h
2
w, respectively. It was
observed in [23] that the integrability conditions simplify under Legendre
transformation,
V = hv, W = hw, H = vhv + whw − h, HV = v, HW = w,
which brings Eqs. (3.6) into the Godunov form (3.9),
(HV )t = Vx, (HW )t = Wy.
The integrability conditions (3.14) simplify to
HVWHV V V V = 2HV V VHV VW ,
HVWHV V VW = 2HV V VHVWW ,
HVWHV VWW = HV VWHVWW +HV V VHWWW ,
HVWHVWWW = 2HV VWHWWW ,
HVWHWWWW = 2HVWWHWWW .
(3.15)
This system is also in involution, and can be represented in compact form as
Sd4H = d3HdS + 6HVWdV dW det(dN)
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where S = H2VW , and N is the Hessian matrix of H. The system (3.15) is in-
variant under a 10-parameter group of Lie-point symmetries (see Appendix),
V → aV + b,
W → cW + d,
H → αH + βV 2 + γW 2 + µV + νW + δ.
Thus, both contact symmetry generators of the system (3.14) are mapped
by the Legendre transformation to point symmetries of the system (3.15).
One can show that the action of the symmetry group on the moduli space of
solutions of the system (3.15) possesses an open orbit. The classification of
integrable potentials H(V,W ) is performed modulo this equivalence.
3.2.1 Classification of integrable potentials
The paper [26] provides a complete list of integrable potentials:
Theorem 9 The generic integrable potential of type I is given by the formula
H = Z(V +W ) + Z(V + W ) + 2Z(V + 2W )
where  = e2pii/3 and Z ′′(s) = ζ(s). Here ζ is the Weierstrass zeta-function,
ζ ′ = −℘, (℘′)2 = 4℘3 − g3. Degenerations of this solution correspond to
H = (V +W ) log(V +W )+(V +W ) log(V +W )+2(V +2W ) log(V +2W ),
H =
1
2
V 2ζ(W ), H =
V 2
2W
, H = (V +W ) ln(V +W ),
as well as the following polynomial potentials:
H = V 2W 2, H = VW 2 +
α
5
W 5, H = VW +
1
6
W 3.
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The corresponding systems (3.9) possess dispersionless Lax pairs, see [26]
for further details.
3.3 Hamiltonian systems of type II
In this section we consider Hamiltonian systems of the form (3.7),(
v
w
)
t
=
(
0 d/dx
d/dx d/dy
)(
hv
hw
)
,
or, explicitly,
vt = (hw)x, wt = (hv)x + (hw)y.
Let us first mention two well-known examples which fall into this class.
Example 1. The Hamiltonian
h =
w2
2
+ ev
generates the system
vt = wx, wt = e
vvx + wy.
Under the substitution v = ux, w = ut these equations reduce to
utt − uty = euxuxx,
which is an equivalent form of the Boyer-Finley equation [7].
Example 2. The Hamiltonian
h =
v2
2
+
2
√
2
3
w
√
w
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generates the system
vt =
1√
2w
wx, wt = vx +
1√
2w
wy.
Introducing the variables V = v, W =
√
2w, we obtain
Vt = Wx, WWt = Vx +Wy.
Setting W = ut, V = ux we arrive at the dKP equation,
uty − ututt + uxx = 0.
Let us now demonstrate how to find all Hamiltonians h(v, w) for which
the system (3.7) is integrable by the method of hydrodynamic reductions.
Rewriting Eqs. (3.7) as
vt = hvwvx + hwwwx,
wt = hvvvx + hvwwx + hvwvy + hwwwy,
(3.16)
we seek n-phase solutions in the form
v = v(R1, R2, . . . , Rn), w = w(R1, R2, . . . , Rn),
where the phases (Riemann invariants) Ri satisfy the equations
Rit = λ
i(R)Rix, R
i
y = µ
i(R)Rix.
Here the characteristic speeds λi and µi satisfy the commutativity conditions
∂jλ
i
λj − λi =
∂jµ
i
µj − µi
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The substitution of this ansatz into (3.16) implies the relations
viλ
i = hvwvi + hwwwi,
wiλ
i = hvvvi + hvwwi + hvwviµ
i + hwwwiµ
i,
(3.17)
here vi = ∂iv, wi = ∂iw, ∂i = ∂/∂R
i. The condition of their non-trivial
solvability implies the dispersion relation for λi and µi,
−λi2 + hwwλiµi + 2hvwλi + hvvhww − h2vw = 0.
In what follows we assume that the dispersion relation defines an irreducible
conic, which is equivalent to the requirement hww 6= 0, hvvhww − h2vw 6= 0.
Setting vi = φ
iwi we can rewrite (3.17) in the from
φiλi = hvwφ
i + hww,
λi = hvvφ
i + hvwµ
iφi + hwwµ
i + hvw.
(3.18)
We also require the compatibility of the relations vi = φ
iwi, which gives
∂i∂jw =
∂jφ
i
φj − φi∂iw +
∂iφ
j
φi − φj ∂jw. (3.19)
Expressing λi, µi in terms of φi from (3.18),
λi =
hvwφ
i + hww
φi
, µi =
hww − hvvφi2
φi(hvwφi + hww)
,
and substituting these expressions into the commutativity conditions ∂iλ
j/(λi−
λj) = ∂iµ
j/(µi − µj) we obtain relations of the form ∂jφi = (. . . )∂jw,
∂i∂jw = (. . . )∂iw∂jw where dots denote certain rational expressions in φ
i, φj
whose coefficients depend on the Hamiltonian density h(v, w) and its deriva-
tives up to the order three. The compatibility conditions ∂j∂kφ
i = ∂k∂jφ
i
take the form P∂jw∂kw = 0 where P is a polynomial in φi, φj, φk. Setting all
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coefficients of this polynomial equal to zero one obtains the integrability con-
ditions, which constitute a system of fourth order PDEs for the Hamiltonian
density h(v, w),
hww(hvvhww − h2vw)hvvvv = −6h2vwh2vvw + 3hwwhvvh2vvw
+4h2vwhvwwhvvv − 2hwwhvwhvvwhvvv + h2wwh2vvv,
hww(hvvhww − h2vw)hvvvw = −3h2vwhvwwhvvw + 3hwwhvwwhvvwhvv
−3hwwhvwh2vvw + h2vwhvvvhwww + hwwhvwhvwwhvvv + h2wwhvvwhvvv,
hww(hvvhww − h2vw)hvvww = −2h2vwh2vww + 2hvvh2vwwhww
−3hwwhvwhvwwhvvw + hwwhvvhwwwhwvv + hwwhvwhwwwhvvv + h2wwhvwwhvvv,
(3.20)
hww(hvvhww − h2vw)hvwww = −2h2vwhwwwhvww − 3hwwh2vwwhvw
+3hwwhvvhwwwhvww + hwwhvwhwwwhvvw + h
2
wwhwwwhvvv,
hww(hvvhww − h2vw)hwwww = −2h2vwh2www − 2hwwhwwwhvwhvww
−3h2wwh2vww + 3hwwhvvh2www + 4h2wwhwwwhvvw.
We have verified that system (3.20) is in involution, and its solution space is
10-dimensional. The integrability conditions can be represented in compact
form as
sd4h = d3hds+ 3hww(2(dhw)
2 − hwwd2h) det(dn)
where s = h2ww(hvvhww − h2vw), dkh denotes k-th symmetric differential of
h, and n is the Hessian matrix of h. This system is invariant under an 11-
dimensional group of contact symmetries which consists of the 9-dimensional
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group of Lie-point symmetries,
v → av + b,
w → pv + cw + d,
h→ αh+ βv + γw + δ,
along with the two purely contact infinitesimal generators,
−Ωhv
∂
∂v
−Ωhw
∂
∂w
+(Ω−hvΩhv−hwΩhw)
∂
∂h
+(Ωv+hvΩh)
∂
∂hv
+(Ωw+hwΩh)
∂
∂hw
,
with the generating functions Ω = hvhw and Ω = h
2
w, respectively. To solve
this system we apply the Legendre transformation,
V = hv, W = hw, H = vhv + whw − h, HV = v, HW = w.
The transformed equations (3.7) take the Godunov form (3.10),
(HV )t = Wx, (HW )t = Vx +Wy,
and the integrability conditions (3.20) simplify to
HV V V V =
2H2V V V
HV V
,
HV V VW =
2HV VWHV V V
HV V
,
HV VWW =
2H2V VW
HV V
, (3.21)
HVWWW =
3HVWWHV VW −HWWWHV V V
HV V
,
HWWWW =
6H2VWW − 4HWWWHV VW
HV V
.
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This system is also in involution, and can be represented in compact form as
Sd4H = d3HdS − 6HV V (dW )2 det(dN),
where S = H2V V , and N is the Hessian matrix of H. The system (3.21) is
invariant under an 11-parameter group of Lie-point symmetries,
V → aV + bW + p,
W → cW + d, (3.22)
H → αH + βW 2 + γVW + V + κW + η.
Thus, both contact symmetry generators of the system (3.20) are mapped to
point symmetries of the system (3.21). All our classification results will be
performed modulo this equivalence.
3.3.1 Classification of integrable potentials
The main result of this subsection is a complete classification of solutions of
the system (3.21):
Theorem 10 Modulo the equivalence group (3.22), the generic integrable
potential H(V,W ) is given by the formula
H = V ln
V
σ(W )
, (3.23)
where σ is the Weierstrass sigma-function: σ′/σ = ζ, ζ ′ = −℘, ℘′2 = 4℘3 −
g3. Its degenerations correspond to
H = V ln
V
W
, (3.24)
H = V lnV, (3.25)
H =
V 2
2W
+ αW 7, (3.26)
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as well as the following polynomial potentials:
H =
V 2
2
+
VW 2
2
+
W 4
4
, (3.27)
H =
V 2
2
+
W 3
6
. (3.28)
Proof:
In the analysis of Eqs. (3.21) it is convenient to consider two cases, HV V V 6= 0
and HV V V = 0.
Case 1: HV V V 6= 0. Then Eqs. (3.21)1 and (3.21)2 imply HV V V = cH2V V ,
c = const, so that HV V = − 1cV+f(W ) . The substitution into (3.21)3 implies
that f(W ) must be linear. Modulo the equivalence group we can thus assume
that HV V =
1
V
, which gives
H = V ln(V ) + g(W )V + h(W ).
The substitution of this ansatz into (3.21)4 gives h
′′′ = 0, so that we can set
h equal to zero modulo the equivalence group. Ultimately, the substitution
into the last equation (3.21)5 gives
g′′′′ = 6g
′′2.
The general solution of this equation is g = − lnσ(W ), where σ is the Weier-
strass sigma-function defined as (lnσ)′ = ζ, ζ ′ = −℘ with ℘ satisfying
℘′2 = 4℘3 − g3 (notice that g2 = 0). Degenerations of this solution give
g = − lnW and g = 0. This leads to the three cases
H = V ln
V
σ(W )
, H = V ln
V
W
, H = V lnV.
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Case 2: HV V V = 0. Then HV V = a(W ), and (3.21)3 implies
a′′ = 2
a′2
a
,
so that a(W ) = 1
pW+q
. There are again two subcases to consider depending
on whether HV VW is zero or non-zero. If HV VW 6= 0 then p 6= 0 and, modulo
the equivalence group, one can set HV V =
1
W
. Integrating twice with respect
to V we obtain
H =
V 2
2W
+ b(W )V + c(W ).
The substitution into (3.21)4 gives b
′′′ = −3b′′/W . Modulo the equivalence
group, one can set b(W ) = 1/W . Thus we get
H =
V 2
2W
+
V
W
+ c(W ).
By a translation of V one can remove the intermediate term V
W
, leaving
H = V
2
2W
+ c(W ). Then the substitution into (3.21)5 gives
c′′′′ − 4c
′′′
w
= 0.
Modulo the equivalence group, this gives
H =
V 2
2W
+ αW 7.
In the second subcase, HV V V = HV VW = 0, one can normalize H as H =
V 2/2 + a(W )V + b(W ). With this ansatz Eqs. (3.21)1 -(3.21)3 are trivial,
while the last two equations imply, modulo the equivalence group, that
H =
V 2
2
+ αVW 2 + α2W 4 + βW 3.
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The case α = 0 leads to
H =
V 2
2
+
W 3
6
.
The case α 6= 0 leads, on appropriate rescalings, to
H =
V 2
2
+
VW 2
2
+
W 4
4
.
This finishes the proof of Theorem 10.
3.3.2 Dispersionless Lax pairs
We recall that a quasilinear system (3.1) is said to possess a dispersionless
Lax pair,
Sx = F (u, St) , Sy = G (u, St) , (3.29)
if it can be recovered from the consistency condition Sxy = Syx (we point out
that the dependence of F and G on St is generally non-linear). Dispersion-
less Lax pairs first appeared in the construction of the universal Whitham
hierarchy, see [41] and references therein. It was observed in [63] that Lax
pairs of this kind naturally arise from the usual `solitonic' Lax pairs in the
dispersionless limit. It was demonstrated in [24, 25] that, for a number of
particularly interesting classes of systems, the existence of a dispersionless
Lax pair is equivalent to the existence of hydrodynamic reductions and, thus,
to the integrability. Lax pairs form a basis of the dispersionless ∂¯-dressing
method [6] and a novel version of the inverse scattering transform associated
with parameter-dependent vector fields [42]. In this section we calculate
dispersionless Lax pairs,
Sx = F (V,W, St), Sy = G(V,W, St),
for all integrable potentials appearing in Theorem 10. Thus, we require that
the consistency condition Sxy = Syx results in the corresponding equations
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(3.10). We will demonstrate the standard technique on the case H = V 2/2+
W 3/6. For all other cases we will only present the final results. Let us point
out that in all examples discussed below the first equation of the Lax pair
does not explicitly depend on V . The general class of Lax pairs of this kind
was discussed in [47].
Case (3.28): H = V
2
2
+ W
3
6
. The equations (3.10) take the form
Vt = Wx,
WWt = Vx +Wy. (3.30)
This system has dispersionless Lax pairs of the form
Sx = F (V,W, St),
Sy = G(V,W, St) (3.31)
and the consistency condition Sxy = Syx is
FV Vy + FWWy + FξGV Vt + FξGWWt = (3.32)
GV Vx +GWWx +GξFV Vt +GξFWWt,
where St = ξ. We now substitute Vt and Vx from (3.30), and comparing
coefficients in front of Vy,Wx,Wy,Wt we obtain the system
FV = 0,
FW = −GV , (3.33)
FξGV = GW ,
FξGW = GξFW +WGV .
From (3.33)1 and (3.33)2 we find G = A(ξ)V + B(W, ξ), FW = −A(ξ). Sub-
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stituting these into (3.33)3 provides
FξA = (AWV +BW ).
From this it directly follows that AW = 0, so we can put A = aξ, as well
as F = −a(ξ)W − c(ξ). Also we find B(W, ξ) = a(−a′W + c). Next we
substitute these in (3.33)4 to find
(−a′W + c′)2 = W − (a′V +Bξ).
This means that a′ = 0, and without loss of generality we set a = 1. Also we
have
Bξ = W − c′2.
Then the consistency condition BξW = BWξ results in c
′′ = 1. Finally
F = −W + ξ
2
2
,
G = V + ξW − ξ
3
3
,
Hence the corresponding dispersionless Lax pair is
Sx =
S2t
2
−W,
Sy = −S
3
t
3
+ StW + V.
Case (3.27): H = V
2
2
+ VW
2
2
+ W
4
4
. The equations (3.10) take the form
Vt +WWt = Wx
VWt +WVt + 3W
2Wt = Vx +Wy.
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The corresponding dispersionless Lax pair is
Sx =
S4t
4
− StW,
Sy = −S
7
t
7
+WS4t + St(V −W 2).
Case (3.26): H = V
2
2W
, α = 0. The equations (3.10) take the form
Vt
W
− VWt
W 2
= Wx,
−V Vt
W 2
+
V 2Wt
W 3
= Vx +Wy.
The corresponding dispersionless Lax pair is
Sx = −W
2
2S2t
,
Sy =
VW
S2t
+
W 5
5S5t
.
Case (3.26): H = V
2
2W
+ αW 7. Without any loss of generality we will set
α = 1/168. The equations (3.10) take the form
Vt
W
− VWt
W 2
= Wx,
−V Vt
W 2
+
V 2Wt
W 3
+
1
4
W 5Wt = Vx +Wy.
The corresponding dispersionless Lax pair is
Sx = −aW
2
2
,
Sy = aVW − aa
′W 5
10
,
here a = a(St) satisfies the ODE 3a
′2−5 = 2aa′′.When we integrate once we
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obtain a′2 = λa3 +5/3. We can then take λ = 4 to get a(St) = ℘(St, 0,−5/3)
Case (3.25): H = V logV. The equations (3.10) take the form
Vt = VWx,
0 = Vx +Wy.
The corresponding dispersionless Lax pair is
Sx = − log(W + St),
Sy =
V
W + St
.
Case (3.24): H = V log V
W
. The equations (3.10) take the form
Vt
V
− Wt
W
= Wx,
V Wt
W 2
− Vt
W
= Vx +Wy.
The corresponding dispersionless Lax pair is
Sx = − ln(St +W )−  ln(St + W )−  ln(St + 2W ),  = e 2pii3 ,
Sy = −3 VWSt
W 3 + S3t
.
Case (3.23): H = V log V
σ(W )
. We recall that (log σ)′ = ζ and ζ ′ = −℘
where ℘ = ℘(w, 0, g3) is the Weierstrass ℘-function, ℘
′2 = 4℘3 − g3. The
equations (3.10) take the form
1
V
Vt − ζ(W )Wt = Wx,
−ζ(W )Vt + V ℘(W )Wt = Vx +Wy.
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The corresponding dispersionless Lax pair is of the form
Sx = F (W,St),
Sy = V A(W,St),
where the functions F and A satisfy the equations
FW = −A, Fξ = AW
A
− ζ(W )
and
Aξ = ℘(W )− A
2
W
A2
, AWW = 2
A2W
A
− 2A℘(W ),
respectively (here ξ = St). Setting A = 1/u one can rewrite the last two
equations for A in the equivalent form,
uξ = u
2
W − ℘(W )u2, uWW = 2℘(W )u. (3.34)
Here the second equation is a particular case of the Lame equation. It has
two linearly independent solutions [3],
e−Wζ(α)
σ(W + α)
σ(W )σ(α)
, eWζ(α)
σ(W − α)
σ(W )σ(α)
,
where α is the zero of the ℘-function: ℘(±α) = 0. Thus, one can set
u = −e−Wζ(α) σ(W + α)
σ(W )σ(α)
a(ξ) + eWζ(α)
σ(W − α)
σ(W )σ(α)
b(ξ).
The substitution into (3.34)1 implies a pair of ODEs for a(ξ) and b(ξ),
a′ = ℘′(α)b2, b′ = −℘′(α)a2.
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This system can be solved in the form
a(ξ) = c
τ℘′(ξ, 0, g3)− 1
τ℘′(ξ, 0, g3) + 1
, b(ξ) = c
γ℘(ξ, 0, g3)
τ℘′(ξ, 0, g3) + 1
,
where the constants c, τ and γ are defined as
τ =
1√
3
g
−1/2
3 , γ = 2g
−1/3
3 , c =
√
3
℘′(α)
g
1/6
3 .
Setting g3 = 1, ℘
′(α) = i one obtains
a(ξ) = −i
√
3
℘′(ξ, 0, 1)−√3
℘′(ξ, 0, 1) +
√
3
, b(ξ) = −i 6℘(ξ, 0, 1)
℘′(ξ, 0, 1) +
√
3
.
Ultimately,
u = i
√
3 e−Wζ(α)
σ(W + α)
σ(W )σ(α)
℘′(ξ)−√3
℘′(ξ) +
√
3
− 6i eWζ(α) σ(W − α)
σ(W )σ(α)
℘(ξ)
℘′(ξ) +
√
3
.
The functions A and F can be reconstructed via A = 1/u,
FW = −1/u, Fξ = −uW
u
− ζ(W ).
3.4 Hamiltonian systems of type III
In this section we consider Hamiltonian systems of the form III,(
v
w
)
t
=
[(
2v w
w 0
)
d
dx
+
(
0 v
v 2w
)
d
dy
+
(
vx vy
wx wy
)](
hv
hw
)
,
or, explicitly,
vt = (2vhv + whw − h)x + (vhw)y, wt = (whv)x + (2whw + vhv − h)y.
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The integrability conditions constitute a system of fourth order PDEs for the
Hamiltonian density h(v, w) which is not presented here due to its complexity.
We have verified that this system is in involution, and its solution space is
10-dimensional. It is invariant under an 8-dimensional group of Lie-point
symmetries,
v → av + bw,
w → cv + dw,
h→ αh+ βv + γw + δ,
along with the two purely contact infinitesimal generators,
−Ωhv
∂
∂v
−Ωhw
∂
∂w
+(Ω−hvΩhv−hwΩhw)
∂
∂h
+(Ωv+hvΩh)
∂
∂hv
+(Ωw+hwΩh)
∂
∂hw
,
with the generating functions Ω = hv(vhv + whw) and Ω = hw(vhv + whw),
respectively. As in the previous two cases, the integrability conditions for the
Hamiltonian density h(v, w) simplify under the Legendre transformation,
V = hv, W = hw, H = vhv + whw − h, HV = v, HW = w,
which brings the corresponding equations (3.8) into the Godunov form (3.11),
(HV )t = (V HV +H)x + (WHV )y, (HW )t = (V HW )x + (WHW +H)y.
Remark. Equations (3.11) coincide with the so-called EPDiff equations [39],
mt − u× curl m+∇(u,m) +m divu = 0,
where u = −(V,W, 0) and m = (HV , HW , 0).
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The integrability conditions for the system (3.11) take the form
SHV V V V = 2(HWHV V V −HVHV VW )2
+4H2V (H
2
V VW −HV V VHVWW )
+12HWH
2
V VHV VW − 12HWHV VHVWHV V V
−24HVHV VHVWHV VW + 8HVH2VWHV V V + 6HVH2V VHVWW
+10HVHV VHWWHV V V + 12H
2
V V (H
2
VW −HV VHWW ),
SHV V VW = HV V V (2H
2
WHV VW − 4HVHWHVWW −H2VHWWW )
+3H2VHV VWHVWW − 3HWHV VHVWHV VW
−4HWH2VWHV V V − 6HVH2VWHV VW + 152 HWH2V VHVWW
−6HVHV VHVWHVWW + 32HVH2V VHWWW
−1
2
HWHV VHWWHV V V +
3
2
HVHV VHWWHV VW
+9HVHVWHWWHV V V + 12HV VHVW (H
2
VW −HV VHWW ),
(3.35)
SHV VWW = 2(HVHVWW −HWHV VW )2
+2HVHW (HV VWHVWW −HV V VHWWW )− 8H2VW (HWHV VW +HVHVWW )
+6HWHV VHVWHWWV + 6HVHWWHVWHV VW
−HV VHWW (HWHV VW +HVHVWW ) + 3HWH2V VHWWW
+3HVH
2
WWHV V V + 4(2H
2
VW +HV VHWW )(H
2
VW −HV VHWW ),
SHVWWW = HWWW (2H
2
VHVWW − 4HVHWHV VW −H2WHV V V )
+3H2WHV VWHVWW − 3HVHWWHVWHVWW
−4HVH2VWHWWW − 6HWH2VWHVWW + 152 HVH2WWHV VW
−6HWHWWHVWHV VW + 32HWH2WWHV V V − 12HVHV VHWWHWWW
+3
2
HWHV VHWWHVWW + 9HWHVWHV VHWWW
+12HWWHVW (H
2
VW −HV VHWW ),
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SHWWWW = 2(HVHWWW −HWHVWW )2
+4H2W (H
2
VWW −HWWWHV VW ) + 12HVH2WWHVWW
−12HVHWWHVWHWWW − 24HWHWWHVWHVWW
+8HWH
2
VWHWWW + 6HWH
2
WWHV VW
+10HWHWWHV VHWWW + 12H
2
WW (H
2
VW −HV VHWW ),
where
S = H2WHV V − 2HVHWHVW +H2VHWW .
This system is manifestly symmetric under the interchange of V and W , and
can be represented in compact form as
Sd4H = 2d3HdS − 6(dH)2 det(dN) + 6dHd2Hd(detN)+
12(HV dHW −HWdHV )(d2HV dHW − d2HWdHV )−
12 detN(d2H)2,
(3.36)
where N is the Hessian matrix of H. We have verified that the system (3.36)
is in involution, and is invariant under a 10-dimensional group of Lie-point
symmetries generated by projective transformations of V and W along with
affine transformations of H,
V → aV + bW + c
pV + qW + r
, W → αV + βW + γ
pV + qW + r
, H → µH + ν.
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The corresponding infinitesimal generators are:
2 translations :
∂
∂V
,
∂
∂W
;
4 linear transformations : V
∂
∂V
, W
∂
∂V
, V
∂
∂W
, W
∂
∂W
;
2 projective transformations : V 2
∂
∂V
+ VW
∂
∂W
, VW
∂
∂V
+W 2
∂
∂W
;
2 affine transformations of H :
∂
∂H
, H
∂
∂H
.
(3.37)
Projective transformations (3.37) constitute the group of `canonical' transfor-
mations of equations (3.11): combined with appropriate linear changes of the
independent variables x, y, t, they leave equations (3.11) form-invariant. Let
us consider, for instance, the projective transformation V˜ = 1/V, W˜ = W/V .
A direct calculation shows that the transformed equations take the form
(V˜ HV˜ +H)t = (HV˜ )x + (W˜HV˜ )y, (V˜ HW˜ )t = (HW˜ )x + (W˜HW˜ +H)y.
They assume the original form (3.11) on the identification t → x, x →
t, y → −y. In other words, the projective invariance of the integrability
conditions is a manifestation of the invariance of the Hamiltonian formalism
(3.8) under arbitrary linear transformations of the independent variables.
This is analogous to the well-known invariance of Hamiltonian structures of
hydrodynamic type in 1 + 1 dimensions under linear transformations of x
and t [53]. We emphasise that this invariance is not present in the case of
constant coefficient Poisson brackets.
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3.4.1 Classification of integrable potentials
The analysis of this section is somewhat similar to the classification of inte-
grable Lagrangians of the form
∫
utg(ux, uy) dxdydt proposed in [30]. This
suggests that there may be a closer link between these two classes of equa-
tions. The main result of this section is the following
Theorem 11 The generic integrable potential of type (3.11) is given by the
series
H =
1
Wg(V )
(
1 +
1
g1(V )W 6
+
1
g2(V )W 12
+ ...
)
.
Here g(V ) satisfies the fourth order ODE,
g′′′′(2gg′2 − g2g′′) + 2g2g′′′2 − 20gg′g′′g′′′ + 16g′3g′′′ + 18gg′′3 − 18g′2g′′2 = 0,
whose general solution can be represented in parametric form as
g = w2(t), V =
w1(t)
w2(t)
,
where w1(t) and w2(t) are two linearly independent solutions of the hypergeo-
metric equation t(1− t)d2w/dt2− 2
9
w = 0. The coefficients gi(V ) are certain
explicit expressions in terms of g(V ), e.g., g1(V ) = gg
′′ − 2g′2 and so on.
Degenerations of this solution correspond to
H =
1
Wg(V )
, H =
1
WV
, H = V −W logW, H = V −W 2/2.
In the rest of this section we provide details of the classification, and discuss
various properties and representations of the generic solution. The system
(3.36) for H(V,W ) is not straightforward to solve explicitly. We will start
with the investigation of special solutions which are invariant under various
one-parameter subgroups of the equivalence group. In this case the system
of integrability conditions for H(V,W ) reduces to ODEs which are easier
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to solve. Up to conjugation and normalisation, there exist four essentially
different one-parameter subgroups of the projective group SL(3), with the
infinitesimal generators
αV
∂
∂V
+W
∂
∂W
, V
∂
∂V
+
∂
∂W
, W
∂
∂V
+
∂
∂W
,
∂
∂V
.
Combined with the operators ∂/∂H, H∂/∂H this leads to the following
list of eleven essentially different `ansatzes' governing invariant solutions (in
what follows we do not consider degenerate solutions for which the expression
S = H2WHV V − 2HVHWHVW +H2VHWW equals zero):
Case 1. Solutions invariant under the operator ∂/∂V +∂/∂H are described
by the ansatz H = V + F (W ). The integrability conditions imply F ′′F ′′′′ −
2F ′′′2 = 0. Modulo the equivalence transformations this leads to integrable
potentials H = V −W 2/2 and H = V −W logW , which constitute the last
two cases of Theorem 11. Applying to the first potential transformations
from the equivalence group we obtain integrable potentials of the form
H(V,W ) =
Q(V,W )
l2(V,W )
where Q and l are quadratic and linear forms, respectively (not necessarily
homogeneous). The integrability implies that the line l = 0 is tangential to
the conic Q = 0 on the V,W plane. Any such potential can be reduced to
the form H = V −W 2/2 by a projective transformation which sends l to the
line at infinity.
Case 2. Solutions invariant under the operator ∂/∂W + H∂/∂H are de-
scribed by the ansatz H = eWF (V ). This case gives no non-trivial solutions.
Case 3. Solutions invariant under the operator W∂/∂V + ∂/∂W are
described by the ansatz H = F (V −W 2/2). A simple analysis leads to the
only polynomial potential H = V −W 2/2, the same as in Case 1.
Case 4. Solutions invariant under the operator W∂/∂V + ∂/∂W + ∂/∂H
are described by the ansatz H = W + F (V −W 2/2). In this case F turns
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out to be linear so that, modulo translations in W , we again arrive at the
same potential as in Case 1.
Case 5. Solutions invariant under the operatorW∂/∂V +∂/∂W +H∂/∂H
are described by the ansatz H = eWF (V −W 2/2). A detailed analysis shows
that this case gives no non-trivial solutions.
Case 6. Solutions invariant under the operator V ∂/∂V + ∂/∂W are de-
scribed by the ansatz H = F (W − lnV ). This case gives no non-trivial
solutions.
Case 7. Solutions invariant under the operator V ∂/∂V + ∂/∂W + ∂/∂H
are described by the ansatz H = W + F (W − lnV ). This case gives no
non-trivial solutions.
Case 8. Solutions invariant under the operator V ∂/∂V +∂/∂W+µH∂/∂H
are described by the ansatz H = eµWF (W − lnV ), also no non-trivial solu-
tions.
Case 9. Solutions invariant under the operator αV ∂/∂V + W∂/∂W are
described by the ansatz H = F (Wα/V ). Here one can assume α 6= 0, 1. A
straightforward substitution implies that, without any loss of generality, one
can assume F to be linear, while the parameter a can only take two values:
a = 2 or a = −1. This results in the two rational potentials H = W 2/V and
H = 1/VW . Notice that they are related by the projective transformation
W → 1/W, V → V/W .
Case 10. Solutions invariant under the operator αV ∂/∂V + W∂/∂W +
∂/∂H are described by the ansatz H = lnW + F (Wα/V ). This case gives
no non-trivial solutions.
Case 11. Solutions invariant under the operator αV ∂/∂V + W∂/∂W +
µH∂/∂H are described by the ansatzH = W µF (Wα/V ). A detailed analysis
shows that, modulo the equivalence group and the solutions already discussed
above, the only essentially new possibility corresponds to the ansatz H =
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1
Wg(V )
(here µ = −1, α = 0). It leads to the fourth order ODE for g = g(z),
g′′′′(2gg′2 − g2g′′) + 2g2g′′′2 − 20gg′g′′g′′′ + (3.38)
16g′3g′′′ + 18gg′′3 − 18g′2g′′2 = 0,
which possesses a remarkable SL(2, R)-invariance inherited from (3.37):
z˜ =
αz + β
γz + δ
, g˜ = (γz + δ)g; (3.39)
here α, β, γ, δ are arbitrary constants such that αδ − βγ = 1. Moreover,
there is an obvious scaling symmetry g → λg. The equation (3.38) can be
linearised as follows. Introducing h = g′/g, which means factoring out the
scaling symmetry, we first rewrite it in the form
h′′′(h′−h2)−2h′′2+12hh′h′′−4h3h′′−15h′3+9h2h′2−3h4h′+h6 = 0; (3.40)
the corresponding symmetry group modifies to
z˜ =
αz + β
γz + δ
, h˜ = (γz + δ)2h+ γ(γz + δ). (3.41)
We point out that the same symmetry occurs in the case of the Chazy equa-
tion, see [1], p. 342. The presence of the SL(2, R)-symmetry of this type
implies the linearisability of the equation under study. One can formulate
the following general statement which is, in fact, contained in [10].
Proposition 1. Any third order ODE of the form F (z, h, h′, h′′, h′′′) = 0,
which is invariant under the action of SL(2, R) as specified by (3.41), can be
linearised by a substitution
h =
d
dz
lnw2, z =
w1
w2
(3.42)
where w1(t) and w2(t) are two linearly independent solutions of a linear equa-
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tion d2w/dt2 = V (t)w with the WronskianW normalised asW = w2dw1/dt−
w1dw2/dt = 1. The potential V (t) depends on the given third order ODE,
and can be efficiently reconstructed.
In particular, the general solution of the equation (3.40) is given by para-
metric formulae (3.42) where w1(t) and w2(t) are two linearly independent
solutions of the hypergeometric equation d2w/dt2 = 2
9
1
t(1−t)w with W = 1.
Proof:
Our presentation follows [30]. Let us consider a linear ODE d2w/dt2 = V (t)w,
take two linearly independent solutions w1(t), w2(t) with the WronskianW =
1, and introduce new dependent and independent variables h, z by parametric
relations
h =
d
dz
lnw2, z =
w1
w2
.
Using the formulae dt/dz = w22 and h = w2dw2/dt, one obtains the identities
h′ − h2 = w42 V,
h′′ − 6hh′ + 4h3 = w62 dV/dt,
h′′′ − 12hh′′ − 6(h′)2 + 48h2h′ − 24h4 = w82 d2V/dt2,
where prime denotes differentiation with respect to z. Thus, one arrives at
the relations
I1 =
(h′′ − 6hh′ + 4h3)2
(h′ − h2)3 =
(dV/dt)2
V 3
,
I2 =
h′′′ − 12hh′′ − 6(h′)2 + 48h2h′ − 24h4
(h′ − h2)2 =
d2V/dt2
V 2
.
We point out that I1 and I2 are the simplest second and third order differen-
tial invariants of the action (3.41) whose infinitesimal generators, prolonged
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to the third order jets z, h, h′, h′′, h′′′, are of the form
X1 = ∂z, X2 = z∂z − h∂h − 2h′∂h′ − 3h′′∂h′′ − 4h′′′∂h′′′ ,
X3 = z
2∂z − (2zh+ 1)∂h − (2h+ 4zh′)∂h′
− (6h′ + 6zh′′)∂h′′ − (12h′′ + 8zh′′′)∂h′′′ ;
notice the standard commutation relations
[X1, X2] = X1, [X1, X3] = 2X2, [X2, X3] = X3.
One can verify that the Lie derivatives of I1, I2 with respect to X1, X2, X3
are indeed zero. Thus, any third order ODE which is invariant under the
SL(2, R)-action (3.41), can be represented in the form I2 = F (I1) where F is
an arbitrary function of one variable. The corresponding potential V (t) has
to satisfy the equation
d2V/dt2
V 2
= F
(
(dV/dt)2
V 3
)
.
This simple scheme produces many the well-known equations, for in-
stance, the relation I2 = −24 implies the Chazy equation for h, that is,
h′′′− 12hh′′+ 18(h′)2 = 0. The corresponding potential satisfies the equation
d2V/dt2 = −24V 2.
Similarly, the choice I2 = I1− 8 results in the ODE h′′′ = 4hh′′− 2(h′)2 +
(h′′ − 2hh′)2
h′ − h2 which, under the substitution h = y/2, coincides with the
equation (4.7) from [2]. The potential V satisfies the equation V d2V/dt2 =
(dV/dt)2 − 8V 3.
The relation I2 = I1 − 9 gives h′′′(h′ − h2) = h6 − 3h4h′ + 9h2(h′)2 −
3(h′)3 − 4h3h′′ + (h′′)2. This equation appeared in [30] in the context of first
order integrable Lagrangians. The corresponding potential V satisfies the
equation V d2V/dt2 = (dV/dt)2 − 9V 3.
Finally, the relation I2 = 2I1 + 9 coincides with the equation (3.40). The
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corresponding potential V satisfies the equation V d2V/dt2 = 2(dV/dt)2 +
9V 3. It remains to point out that the general solution to the last equation
for V is given by V = −2
9
1
t2+at+b
. Without any loss of generality one can
set V = 2
9
1
t(1−t) . It this case the linear equation d
2w/dt2 = V (t)w takes the
hypergeometric form corresponding to the parameter values a = −1
3
, b =
−2
3
, c = 0: t(1− t)d2w/dt2 − 2
9
w = 0. This finishes the proof of proposition
1.
As h = g′/g, this immediately implies the following formula for the gen-
eral solution of (3.38):
Proposition 2. The general solution of the equation (3.38) is given by
parametric formulae
g = w2, z =
w1
w2
,
where w1 and w2 are two linearly independent solutions to the hypergeometric
equation t(1− t)d2w/dt2 − 2
9
w = 0.
Remark. Expansions at zero give
w1 = w2 ln t+
9
2
+
t2
3
+
211t3
1458
+ ..., w2 = t+
t2
9
+
10t3
243
+ ...,
so that
g = w2 = t+
t2
9
+
10t3
243
+..., z =
w1
w2
= ln t+
9
2t
− 1
2
+
11t
54
+
34t2
729
+
715t3
39366
+....
Solving the first relation for t in terms of g and substituting into the second,
one gets an implicit relation connecting g and z,
z = ln g − 9
g
+
1
2
+
112g
27
+
289g2
486
+
4381g3
39366
+ ....
Similarly, expansions at infinity give
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w1 = t
2/3
(
1− 1
3t
− 2
45t2
− ...
)
, w2 = t
1/3
(
1− 1
6t
− 5
126t2
− ...
)
,
z =
w1
w2
= t1/3
(
1− 1
6t
− 41
1260t2
− ...
)
,
so that g = w2 can be represented explicitly as
g(z) = z
(
1− a
z6
− 1165
143
a2
z12
− 5280035
46189
a3
z18
− ...
)
,
here a = 1/140. For other values of a this formula represents the general
solution to (3.38) in the form g = z(1 − a/z6 − b/z12 − c/z18 − ...). The
corresponding potential H(V,W ) takes the form
H(V,W ) =
1
Wg(V )
=
1
VW
(
1 +
a
V 6
+
1308
143
a2
V 12
+ ...
)
.
It can be viewed as a perturbation of the potential H = 1
VW
constructed
before. Computer experiments show that the `generic' integrable potential
H(V,W ) can be represented as
H =
∑
j,k≥0
ajk
V 6j+1W 6k+1
=
1
VW
(
1 +
1
V 6
+
1
W 6
− 24
V 6W 6
+
1308
143V 12
+
1308
143W 12
+ . . .
)
.
An alternative representation of this solution,
H =
1
Wg(V )
(
1 +
1
g1(V )W 6
+
1
g2(V )W 12
+ ...
)
,
can be obtained be rearranging terms in the above sum. The substitution
of this expression into the integrability conditions implies that g(V ) has to
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satisfy the fourth order ODE (3.38), g1(V ) is expressed in terms of g(V )
via the Rankin-Cohen-type operation, g1(V ) = gg
′′ − 2g′2 (recall that, due
to (3.39), g(V ) transforms as a modular form of weight 1), and so on. In
Sect. 3.5 we provide a parametrisation of the generic solution by generalised
hypergeometric functions. This finishes the proof of Theorem 11.
3.4.2 Dispersionless Lax pairs
Here we present Lax pairs for some of the simplest potentials found in the
previous section.
Case H = V −W 2/2. The corresponding system (3.11) takes the form
Wy = WWx − 2Vx, Wt = VWx − 5WVx + 3W 2Wx − Vy,
and possesses the Lax pair
Sy = −WSx + 1
S2x
, St = (V −W 2)Sx + W
S2x
− 2
5S5x
.
Case H = V −W logW . The corresponding system (3.11) takes the form
Wy = (W lnW − 2V )x, Wt/W = (V lnW + V )x + (2W lnW +W − V )y,
and possesses the Lax pair
Sy = −Sx(lnW + 1) + p(Sx), St = Sx(V −W lnW −W )− 1
2
Sxp
′(Sx)W
where p(z) satisfies the ODE zp′′+ p′2 + 3p′ = 0. This gives p′ = 3
z3−1 so that
p(Sx) = ln(Sx − 1) +  ln(Sx − ) + 2 ln(Sx − 2),  = e 2pii3 . (3.43)
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Case H = 1
WV
. The corresponding system (3.11) takes the form(
1
V 2W
)
t
=
(
1
V 2
)
y
,
(
1
VW 2
)
t
=
(
1
W 2
)
x
, (3.44)
and possesses the Lax pair
Sx = a(St)/V, Sy = b(St)/W
where the functions a(z) and b(z), z = St, satisfy a pair of ODEs
a′ = 1− a
2b
, b′ = 1− b
2a
.
These equations can be solved in parametric form as
a(z) =
℘′(p) + λ
2℘(p)
, b(z) =
℘′(p)− λ
2℘(p)
, z = −2ζ(p),
where ℘(p) and ζ(p) are the Weierstrass functions, ℘′2 = 4℘3 + λ2, ζ ′ = −℘.
The resulting Lax pair can be written in parametric form as
Sx =
1
V
℘′(p) + λ
2℘(p)
, Sy =
1
W
℘′(p)− λ
2℘(p)
, St = −2ζ(p),
or, equivalently,
SxSy(V Sx −WSy) = λ
VW
, SxSy =
℘(p)
VW
, St = −2ζ(p).
Notice that equations (3.44) coincide with the Euler-Lagrange equations
corresponding to the Lagrangian density
∫ uxuy
u2t
dxdydt upon setting V =
ut
2ux
, W = ut
2uy
as pointed out by Maxim Pavlov. In this context, the above
Lax pair appeared previously in [52].
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3.5 Godunov systems and generalized hyperge-
ometric functions
In this section we include the general theory of Godunov's systems [37], and
describe the Godunov form of n-component quasilinear systems constructed
in [46, 48] in terms of generalised hypergeometric functions. In particular,
this provides a Godunov representation for any generic 2-component inte-
grable system [24, 46]. Applied to the system (3.11), this construction gives
a parametrisation of the generic integrable potential H(V,W ) in the form
(3.13). Most of these results are due to A. V. Odeskii.
In Sect. 3.5.1 we recall the main aspects of the Godunov representation,
and clarify its symmetry properties. In Sect. 3.5.2 we construct a Godunov
form for quasilinear systems found in [46, 48] in terms of generalised hyperge-
ometric functions. In Sect. 3.5.3 we specialise this construction to integrable
potentials H(V,W ) of the type (3.11).
3.5.1 Godunov systems
A 2 + 1 dimensional quasilinear system in n unknowns v = (v1, ..., vn) is
said to possess a Godunov representation [37] if it can be written in the
conservative form,
(F0,i)t + (F1,i)x + (F2,i)y = 0, i = 1, . . . , n, (3.45)
where potentials F0, F1, F2 are functions of v, and Fα,j = ∂Fα/∂v
j, α =
0, 1, 2. Any such system automatically possesses an extra conservation law,
L(F0)t + L(F1)x + L(F2)y = 0, (3.46)
where L denotes the Legendre transform: L(Fα) = Fα,kvk − Fα. Many
systems of physical origin are known to be representable in the Godunov
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form. This representation is widely used for analytical/numerical treatment
of quasilinear systems.
Note that the systems (3.9)-(3.11) are written in the Godunov form. For
example, in the case (3.11) we have n = 2, v1 = V, v2 = W, F0 = −H, F1 =
V H, F2 = WH. Recall that a 2 + 1 dimensional quasilinear system of n
equations for n unknowns possesses a Godunov form iff it possesses n + 1
conservation laws of hydrodynamic type. The following fact will be useful:
Proposition 1. The Godunov representation (3.45) is form-invariant under
the projective action of GLn+1 defined as
v˜i =
li(v)
l(v)
, F˜α =
Fα
l(v)
,
here li, l are linear (inhomogeneous) forms in v.
Proof:
With any Godunov system we associate the following geometric objects. Let
us consider an auxiliary (n + 1)-dimensional affine space An+1 with coordi-
nates x1, . . . , xn, xn+1. With any potential Fα we associate an n-parameter
family of hyperplanes,
xn+1 − xkvk + Fα(v) = 0. (3.47)
The envelope of this family is a hypersurface MnFα ⊂ An+1 defined paramet-
rically as
(x1, . . . , xn, xn+1) = (Fα,1, . . . , Fα,n, L(Fα)).
Notice that components of its position vector are the conserved densities
appearing in Eqs. (3.45), (3.46). By construction, hypersurfaces MnF0 , M
n
F1
and MnF2 have parallel tangent hyperplanes at the points corresponding to
the same values of the parameters vi. Let us now apply an arbitrary affine
transformation in An+1, x˜ = Ax, where A is a constant (n + 1) × (n + 1)
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matrix. This will transform Eq. (3.47) to
x˜n+1 − x˜kv˜k + F˜α(v˜) = 0 (3.48)
where the transformation v→ v˜ will automatically be projective:
v˜i =
li(v)
l(v)
, F˜α =
Fα
l(v)
;
here li, l are linear (inhomogeneous) forms in v. Since affine transformations
preserve the properties of being parallel/tangential, they naturally act on the
class of Godunov's systems.
3.5.2 Godunov form of integrable quasilinear systems
and generalized hypergeometric functions
Let Hs1,...,sn+2 be the space of solutions of the system
∂2h
∂ui∂uj
=
si
ui − uj ·
∂h
∂uj
+
sj
uj − ui ·
∂h
∂ui
, i, j = 1, ..., n, i 6= j, (3.49)
and
∂2h
∂ui∂ui
= −
(
1 +
n+2∑
j=1
sj
) si
ui(ui − 1) h+
si
ui(ui − 1)
n∑
j 6=i
uj(uj − 1)
uj − ui ·
∂h
∂uj
+
( n∑
j 6=i
sj
ui − uj +
si + sn+1
ui
+
si + sn+2
ui − 1
) ∂h
∂ui
,
(3.50)
for one unknown function h(u1, . . . , un). Here s1, ..., sn+2 are arbitrary con-
stants. Elements of Hs1,...,sn+2 are examples of the so-called generalised hy-
pergeometric functions, see [33], [48]. It is known that dimHs1,...,sn+2 = n+1.
Let g0, g1, ..., gn be a basis of Hs1,...,sn+2 . Choose a time tq for each element
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gq of this basis. Here q runs from 0 to n. It is known [46], [48] that for each
pairwise distinct q, r, s running from 0 to n the system∑
1≤i≤n,i 6=j(gq,ujgr,ui − gr,ujgq,ui)uj(uj−1)ui,ts−ui(ui−1)uj,tsuj−ui +
σ · (gqgr,uj − grgq,uj)uj,ts+
∑
1≤i≤n,i6=j(gr,ujgs,ui − gs,ujgr,ui)
uj(uj−1)ui,tq−ui(ui−1)uj,tq
uj−ui +
σ · (grgs,uj − gsgr,uj)uj,tq +
∑
1≤i≤n,i 6=j(gs,ujgq,ui − gq,ujgs,ui)uj(uj−1)ui,tr−ui(ui−1)uj,truj−ui +
σ · (gsgq,uj − gqgs,uj)uj,tr = 0,
where j = 1, ..., n, σ = 1+s1+ ...+sn+2, possesses a dispersionless Lax repre-
sentation and an infinity of hydrodynamic reductions. Moreover, any generic
integrable 3-dimensional hydrodynamic type system with two unknowns is
isomorphic to a system of the form (3.51), see [46]. It is also known that
the system (3.51) possesses n + 1 conservation laws of hydrodynamic type,
see [24] for n = 2 and [48] for general n. Therefore, it possesses a Godunov
representation which can be constructed explicitly in the following way.
Theorem 12 Let h0, h1, ..., hn be a basis of H2s1,...,2sn+2. For each α 6= β =
0, 1, ..., n let fα,β be a solution of the system
∂2h
∂ui∂uj
=
2si
ui − uj ·
∂h
∂uj
+
2sj
uj − ui ·
∂h
∂ui
+
∂gα
∂ui
∂gβ
∂uj
− ∂gα
∂uj
∂gβ
∂ui
ui − uj ,
i, j = 1, ..., n, i 6= j,
(3.51)
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and
∂2h
∂ui∂ui
= −
(
1 + 2
n+2∑
j=1
sj
) 2si
ui(ui − 1) h+
2si
ui(ui − 1)
n∑
j 6=i
uj(uj − 1)
uj − ui ·
∂h
∂uj
+
( n∑
j 6=i
2sj
ui − uj +
2si + 2sn+1
ui
+
2si + 2sn+2
ui − 1
) ∂h
∂ui
−
(3.52)∑
j 6=i
∂gα
∂ui
∂gβ
∂uj
− ∂gα
∂uj
∂gβ
∂ui
ui − uj ·
uj(uj − 1)
ui(ui − 1) − (1 + s1 + ...+ sn+2)
∂gα
∂ui
gβ − ∂gβ∂ui gα
ui(ui − 1) .
Define new coordinates v1, ..., vn and functions Fα,β(v1, ..., vn) by
vi =
hi(u1, ..., un)
h0(u1, ..., un)
, Fα,β =
fα,β
h0(u1, ..., un)
. (3.53)
Then, in coordinates v1, ..., vn, the system (3.51) takes the Godunov form(
∂Fr,s
∂vi
)
tq
+
(
∂Fs,q
∂vi
)
tr
+
(
∂Fq,r
∂vi
)
ts
= 0, i = 1, . . . , n. (3.54)
Proof:
Substituting (3.53) into (3.54) and calculating derivatives of fα,β by virtue
of (3.51), (3.52) we obtain conservation laws of the system (3.51) as found in
[48]. More precisely, the left hand side of (3.54) is equal to
n∑
j=1
(−1)i+j detWi,j
uj(uj − 1) detWRj
whereRj is the left hand side of (3.51), the matrixW is defined asW = (wα,β)
where w0,β = hβ(u1, ..., un), wα,β =
∂hβ
∂uα
if α 6= 0 and Wi,j is the n× n-minor
of W obtained by eliminating a column with hi and a row with
∂
∂uj
. In other
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words, the left hand side of (3.54) is equal to
n∑
j=1
(W−1)i,j
uj(uj − 1)Rj,
so that (3.54) holds identically modulo (3.51).
Remark 1. The system (3.54) possesses a natural action of the group
GLn+1×GLn+1. Namely, the first copy of GLn+1 acts on the times t0, ..., tn,
and in the same way on the basis g0, ..., gn. This action corresponds to a
change of basis g0, ..., gn in Hs1,...,sn+2 . The second copy of GLn+1 acts ac-
cording to the Proposition 1. This action corresponds to a change of basis
h0, ..., hn in H2s1,...,2sn+2 .
Remark 2. Note that Fα,β is defined up to an arbitrary linear combina-
tion of 1, v1, ..., vn and, therefore, fα,β is defined up to an arbitrary linear
combination of h0, h1, ..., hn. This explains why fα,β satisfies a linear non-
homogeneous system with the same homogeneous part as for elements from
H2s1,...,2sn+2 . Moreover, the structure of the non-homogeneous part of the
system (3.51), (3.52) containing linear combinations of ∂gα
∂ui
∂gβ
∂uj
− ∂gα
∂uj
∂gβ
∂ui
and
∂gα
∂ui
gβ − ∂gβ∂ui gα is dictated by the action of GLn+1 on the times t0, ..., tn, and
in the same way on g0, ..., gn, compare with (3.51).
Remark 3. It was proven in [46] that any 2-component integrable system
is isomorphic to a member of the family (3.51) with n = 2, or its appropri-
ate limit. Therefore, Theorem 12 gives, in particular, a description of the
Godunov form for any generic 2-components integrable system. If n > 2
there exist n-component integrable systems which do not belong to the fam-
ily (3.51) or its degenerations (see, for example, [49]). However, n-component
systems constructed in [49]) have n conservation laws only and, therefore, do
not possess a Godunov form. Probably, the only integrable systems possess-
ing Godunov's form should belong to the family (3.51) or its appropriate
degenerations.
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3.5.3 Application to integrable potentials H(V, W)
Let us now apply these results to the system (3.11). Set n = 2, choose a
triple of indices s = 0, q = 1, r = 2 and set t0 = −t, t1 = x, t2 = y
where t, x, y are the independent variables in (3.11). Note that the bases in
Hs1,...,sn+2 andH2s1,...,2sn+2 are no longer independent since we have constraints
on the functions F1,2, F2,0, F0,1, namely, F2,0 = v1F1,2, F0,1 = v2F1,2. To
obtain (3.11) it remains to set F1,2 = H, v1 = V, v2 = W . Therefore,
f1,2 = Hh0, f2,0 = Hh1, f0,1 = Hh2. Moreover, we must have
hi = a(u1, u2)(gjgk,u1 − gkgj,u1) + b(u1, u2)(gjgk,u2 − gkgj,u2)
+c(u1, u2)(gj,u2gk,u1 − gj,u1gk,u2)
where i, j, k is a cyclic permutation of 0, 1, 2. Indeed, hi must have the same
structure in g0, g1, g2 as coefficients at uj,ti in (3.51). Substituting the
expressions for h0, h1, h2 and f1,2, f2,0, f0,1 into the equations for H2s1,...,2sn+2
and (3.51), (3.52), respectively, and using the equations (3.49), (3.50) for
g0, g1, g2, we obtain that s1 = s2 = −s3 = s4 = −13 , along with the following
expressions for the functions h0, h1, h2:
h0(u1, u2) = C
( u2
u2 − 1(g1g2,u1 − g2g1,u1)+
u1
u1 − 1(g1g2,u2 − g2g1,u2) + 3(u1 − u2)(g1,u2g2,u1 − g1,u1g2,u2)
)
,
h1(u1, u2) = C
( u2
u2 − 1(g2g0,u1 − g0g2,u1)+
u1
u1 − 1(g2g0,u2 − g0g2,u2) + 3(u1 − u2)(g2,u2g0,u1 − g2,u1g0,u2)
)
,
h2(u1, u2) = C
( u2
u2 − 1(g0g1,u1 − g1g0,u1)+
u1
u1 − 1(g0g1,u2 − g1g0,u2) + 3(u1 − u2)(g0,u2g1,u1 − g0,u1g1,u2)
)
,
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where
C = (u1 − 1)2/3(u2 − 1)2/3(u1 − u2)−1/3.
We also obtain the following system for H,
Hu1 =
u2 − 1
C(u1 − u2) , Hu2 =
u1 − 1
C(u2 − u1) .
The solution of this system reads
H(u1, u2) = G
(u1 − 1
u2 − 1
)
where G′(t) = 1
t2/3(t−1)2/3 . Summarizing, we obtain the following
Proposition 3. Let the potential H(V,W ) be defined parametrically in the
form
H = G
(u1 − 1
u2 − 1
)
, V =
h1
h0
, W =
h2
h0
,
where G′(t) = 1
t2/3(t−1)2/3 and h0, h1, h2 are linearly independent solution of
the hypergeometric system
u1(1− u1)hu1,u1 −
4
3
u1hu1 −
2
9
h =
2
3
u1(u1 − 1)
u1 − u2 hu1 +
2
3
u2(u2 − 1)
u2 − u1 hu2 ,
u2(1− u2)hu2,u2 −
4
3
u2hu2 −
2
9
h =
2
3
u1(u1 − 1)
u1 − u2 hu1 +
2
3
u2(u2 − 1)
u2 − u1 hu2 ,
hu1,u2 =
2
3
hu2 − hu1
u2 − u1 ;
(this system coincides with (3.49), (3.50) for the values of constants s1 =
s2 = −s3 = s4 = −23). Then H(V,W ) provides the generic solution to the
system (3.36). In particular, it does not possess any continuous symmetry
from the equivalence group.
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3.6 Appendix. Point and contact symmetry
groups for differential equations.
In this Appendix we present the group methods used to obtain the point and
contact symmetry groups of the systems (3.6) -(3.8). Our discussion is based
on the book [40].
3.6.1 Local one-parameter point transformation groups
Let us consider a function y(x) depending on a variable x. We look at locally
invertible transformation x¯ = φ(x, y, a), y¯ = ψ(x, y, a), depending upon a
real parameter a. We require that,
φ|a=0 = x, ψ|a=0 = y.
These transformations form a group iff two successive transformations are
equivalent to another transformation. We can always choose the parameter
in such a way that
φ(x¯, y¯, b) = φ(x, y, a+ b),
ψ(x¯, y¯, b) = ψ(x, y, a+ b).
We note that for our purposes it is sufficient if the group property is satisfied
only for sufficiently small a and b, i.e. we consider only local groups.
Let us denote the transformation x¯ = φ(x, y, a), y¯ = ψ(x, y, a) as Ta.
The set G of transformations Ta is a one-parameter group iff for a and b
sufficiently small,
T0 = I ∈ G,
TaTb = Ta+b ∈ G,
T−1a = T−a ∈ G.
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Since a is considered small, we can study the infinitesimal transformation by
expanding x¯ = φ(x, y, a) and y¯ = ψ(x, y, a) around the point a = 0,
x¯ = x+ ξ(x, y)a, y¯ = y + η(x, y)a.
Here we have denoted
ξ(x, y) =
∂φ(x, y, a)
∂a
∣∣∣∣
a=0
, η(x, y) =
∂ψ(x, y, a)
∂a
∣∣∣∣
a=0
.
Given an infinitesimal transformation the respective one-parameter group can
be found by solving the Lie equations with the appropriate initial conditions:
dφ
dx
= ξ(x, y), φ|a=0 = x,
dψ
dx
= η(x, y), ψ|a=0 = y.
A tangent vector field can be then written in terms of first-order differential
operator
X = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
.
X is called the group operator.
The function F (x, y) is called the invariant of a group of if for each point
(x, y) it is constant along the trajectory determined by the action of the
group, F (x, y) = F (x¯, y¯).
Theorem 13 The function F (x, y) is an invariant of the group G with in-
finitesimal operator X if and only if XF = 0.
From the last theorem it follows that every one-parameter group on the plane
has only one functionally independent invariant, which is taken as the first
integral of the characteristic equation
dx
ξ(x, y)
=
dy
η(x, y)
.
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3.6.2 Prolongation formulas
We now look at the way derivatives y′, y′′, . . . transform under the action of
a one-parameter group. We introduce the operator of total differentiation
D =
∂
∂x
+ y′
∂
∂y
+ y′′
∂
∂y′
+ . . . .
The derivatives transform as
y¯′ ≡ dy¯
dx
=
Dψ
Dφ
=
ψx + y
′ψy
φx + y′φy
≡ P (x, y, y′, a),
y¯′′ ≡ dy¯
′
dx
=
DP
Dφ
=
Px + y
′Py + y′′Py′
φx + y′φy
. (3.55)
If we start from a group G and add the action of (3.55)1 we obtain the
first prolongation G1, acting on the space of three variables (x, y, y
′). If we
further add (3.55)2 we obtain the second prolongation G2, acting on the space
(x, y, y′, y′′).
Let us now look at the infinitesimal form of transformations (3.55). By
keeping only linear terms in a, we find
y¯′ =
y′ + aD(η)
1 + aD(ξ)
= (y′ + aD(η)) (1− aD(ξ)) =
y′ + a (D(η)− y′D(ξ)) ≡ y′ + aξ1,
y¯′′ =
y′′ + aD(ξ1)
1 +D(ξ)
= (y′ + aD(ξ1)) (1− aD(ξ)) =
y′′ + a (D(ξ1)− y′′D(ξ)) ≡ y′′ + aξ2
Form these follows that the infinitesimal operators of the groups G1 and G2
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are respectively
X1 = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂x
+ ξ1
∂
∂y′
,
X2 = X1 + ξ2
∂
∂y′′
.
This construction could be easily generalised to a multidimensional situation,
with xi, i = 1, . . . , n, being independent variables and u = u(x1, . . . , xn).
Then the operator of a one-parameter group is
X = ξi
∂
∂xi
+ η
∂
∂u
.
In a similar manner the first and second prolongations are
X1 = X + ζi
∂
∂ui
, X2 = X1 + ζij
∂
∂uij
.
Here ui = ∂xiu,
ζαi = Di(η)− ujDi(ξj),
ζαij = Dj(ζ)− ujDi(ξj),
and
Di =
∂
∂x
+ ui
∂
∂u
+ uij
∂
∂uj
+ . . . . (3.56)
3.6.3 Groups admitted by differential equations
Let us consider a group of point transformations G with first and second
prolongation G1 and G2 respectively. We say that a first order differential
equation
F (x, y, y′) = 0
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admits the group G if the two-dimensional surface F (x, y, p) = 0 in the three
dimensional space of variables x, y, p is invariant under the first prolongation
G1 modulo p = y
′. Analogously a second-order differential equation
F (x, y, y′, y′′) = 0
admits a group G if the surface F (x, y, p, q) is invariant under the second
prolongation G2 under the condition p = y
′, q = y′′. This construction
is easily generalised to higher order equations, as well as partial differential
equations. We note that under the action of a group admitted by a differential
equation a solution of the equation is transformed into a solution of the same
equation. Let us now construct the maximal group admitted by a second
order differential equation. The infinitesimal criterion for invariance is
X2F |F=0 ≡ (ξFx + ηFy + ζ1Fy′ + ζ2Fy′′)|F=0 = 0. (3.57)
The equation (3.57) is called determining equation for the group G. For
simplicity we will consider differential equations written in the form y′′ =
f(x, y, y′). The determining equation then becomes
ηxx+ (2ηxy − ξxx)y′ + (ηyy − 2ξxy)y′2 − y′3ξyy + (3.58)
(ηy − 2ξx − 3y′ξy)f −
(
ηx + (ηy − ξx)y′ − y′2ξy
)
fy′ − ξfx − ηfy = 0.
Here f(x, y, y′) is a known function, whereas ξ and η are unknown functions
of x and y. Because in this equation y′ is considered independent variable,
we can use it to split the determining equation into a overdetermined system
of PDE's for ξ and η. To do this we simply need to consider the left-hand
side as a polynomial in y′ and require that all its coefficients are trivially
zero. By solving this system we can find all operators admitted by the given
differential equation.
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Example Let us find all operators X = ξ∂x + η∂y admitted by
y′′ +
y′
x
− ey = 0.
We substitute f = ey − y′
x
in (3.58) and obtain
ηxx + (2ηxy − ξxx)y′ + (ηyy − 2ξxy)y′2 − y′3ξyy +
(ηy − 2ξx − 3y′ξy)(ey − y
′
x
)− (ηx + (ηy − ξx)y′ − y′2ξy) 1
x
−
ξ
y′
x2
− ηey = 0.
The left-hand side of this equation is a third order polynomial in y′. We
require that all its coefficients are identically zero and obtain the following
system of equations:
ξyy = 0,
ηyy − 2ξxy + 2
x
ξy = 0,
2ηxy − ξxx + ξx
x
− ξ
x2
− 3ξyey = 0,
η +
ηx
x
+ (ηy − 2ξx − η)ey = 0.
The general solution for this system is
ξ = C1 lnx+ C2x, η = −2 (C1(1 + ln x) + C2) .
Here C1 and C2 are constants of integration. Due to the linearity of the
determining equations the general solution can be represented as a linear
combination of the following independent solutions
ξ1 = x lnx, η1 = −2(1 + ln x),
ξ2 = x, η2 = −2.
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This means the equation y′′ + y
′
x
− ey = 0 admits two independent operators
X1 = x lnx∂x − 2(1 + ln x)∂y, X2 = x∂x − 2∂y.
Hence the set of all operators admitted by y′′+ y
′
x
−ey = 0 is a two dimensional
vector space with basis given by the above operators.
In the case of partial differential equations the procedure follows the pro-
cedure for ODEs. To find the point group of symmetries of (3.20), one needs
to compute all prolongations up to forth order, then compute the determin-
ing equation. Due the size of the formulas we only present the final result.
The general solution for the determining equations is
ξv = −c6 − c5v,
ξw = −c4 − c2v − c3w,
η = c11 + c10h+ c8v + c9w.
Hence the vector space of operators admitted by the system (3.20) in nine
dimensional. It is spanned by two translations ∂v and ∂w, three linear trans-
formations v∂v, v∂w and w∂w, linear transformations of h generated by v∂h,
w∂h and affine transformations of h generated by h∂h and ∂h. The natural
equivalence group that is obtained from this infinitesimal group is
v → av + b,
w → pv + cw + d,
h→ αh+ βv + γw + δ.
We will now move the discussion to a wider class of transformations - the so
called contact or tangent transformations.
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3.6.4 Contact transformations
Transformations that depend on the first derivatives as well as on the de-
pendent and independent variable are called contact transformations. Here
we will consider the case of a variable u depending on n variables xi. Let us
denote the set of first derivatives ∂iu = ui by u
′. Now consider the transfor-
mation
x¯ = φi(x, u, u′, a), u¯ = ψ(x, u,u′, a), u¯i = ω(x, u,u′, a)
which acts in the 2n+1 space (x, u,u′). The transformation is called contact
under the condition u¯i = ∂u¯/∂x¯i We can write the transformation in the
infinitesimal form
x¯i = xi + ξi(x, u, u′)a, u¯ = u+ ηi(x, u, u′)a, u¯i = ui + ζi(x, u, u′)a.
In these terms the transformation is called contact if
ζi = Di(η)− ujDi(ξj)
The differential operator defining a contact transformation is
X = ξi
∂
∂xi
+ η
∂
∂u
+ ζi
∂
∂ui
, (3.59)
if and only if
ξi =
∂W
∂ui
, η = W − ui∂W
∂ui
, ζ =
∂W
∂xi
− ui∂W
∂u
, (3.60)
for some function W (x, u, u′). This function is called the characteristic func-
tion of the contact transformation group. To find it we need to find the
determining equation XF |F=0 = 0 with the symbol (3.59). Here we need to
substitute ξ, η and ζ from (3.60)
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In the case (3.7) considered above the characteristic function is
W = c1h
2
w + (c2v + c3w + c4)hw + (c5v + c6)hv +
+c7hwhv + c8v + wc9 + c10h+ c11,
and, as noted in the main text it gives rise to two purely contact generators
hw∂v + hv∂w + hvhw∂h, 2hw∂w + h
2
w∂h.
We note here that for the Legendre transformed system the point symmetry
group coincides with the contact symmetry group.
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Chapter 4
Dispersive deformations of
Hamiltonian systems in 2+1
dimensions
In this chapter, based on the work [29], we develop a theory of integrable
dispersive deformations of 2 + 1 dimensional Hamiltonian systems of hydro-
dynamic type. We use a scheme analogous to the scheme proposed by B. A.
Dubrovin and his collaborators in 1 + 1 dimensions. Our results show that
the multi-dimensional situation is far more rigid, and generic Hamiltonians
are not deformable. As an illustration we discuss in detail Type II Hamilto-
nian systems, establishing triviality of first order deformations and classifying
Hamiltonians possessing nontrivial deformations of the second order.
4.1 Introduction
The deformation theory of 1 + 1 dimensional Hamiltonian systems is based
on the theory of integrability of hydrodynamic type Hamiltonian systems
in 1 + 1 dimensions, presented in Chapter 2. We recall that a Hamiltonian
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system of hydrodynamic type
uit = {ui, H0} = P ij δH0/δuj, (4.1)
i, j = 1, . . . , n, where P ij = iδijd/dx is the Hamiltonian operator and H0 =∫
h(u) dx is the Hamiltonian with the density h(u), is integrable if and only if
it is diagonalisable. Integrability in this case is understood as the existence of
infinitely many functionals F =
∫
f(u) dx, commuting with the Hamiltonian,
{H,F} = 0. The functionals F are parametrized by n arbitrary functions of
one variable.
There are several approaches in studying deformations of integrable dis-
persionless equations. These include deformations of Lie algebra homomor-
phisms [22] and dressing operator method applied to Moyal algebra valued
loop group [59]. The theory of dispersive deformations of 1+1 dimensional
systems has been developed and thoroughly investigated by Dubrovin and
his collaborators in a series of papers [16, 17, 18, 19, 20]. Given an integrable
Hamiltonian system of hydrodynamic type one considers a deformation of
the original Hamiltonian in the form
H = H0 + H1 + 
2H2 + . . . (4.2)
where the density of Hi is assumed to be a homogeneous differential poly-
nomial of degree i in the x-derivatives of u (uixxx, u
i
xu
j
xx and u
i3
x all have
degree three) with coefficients being functions of ui themselves. Here the
Hamiltonian operator P ij can be assumed undeformed due to the general
results of [34, 12]. Deformation (4.2) is called integrable (to the order m)
if any hydrodynamic Hamiltonian F0 =
∫
f(u) dx commuting with H0 can
be deformed in such a way that {H,F} = 0 (mod m+1). The classification
of integrable deformations is performed modulo canonical transformations of
the form
H → H + {K,H}+ 
2
2
{K, {K,H}}+ . . . (4.3)
93
where K is any functional of the form (4.2). The richness of this deformation
scheme is due to the following facts:
The variety of integrable `seed' Hamiltonians H0 is parametrised by
n(n− 1)/2 arbitrary functions of two variables;
For a fixed integrable Hamiltonian H0, the deformation procedure in-
troduces extra arbitrary functions of one variable known, in bi - Hamil-
tonian context, as `central invariants'. One should point out that it is
still an open problem to extend a deformation, for arbitrary values of
these functions, to all orders in the deformation parameter .
The main goal of this Chapter is to present the analogous deformation
scheme in 2 + 1 dimensions, developed in the context of hydrodynamic re-
ductions. Since the definition of integrability according to the method of
hydrodynamic reductions is in a sense intrinsic, based on a reduction of the
given system, the route to deform this system also is intrinsic. We will say
that a deformed system is integrable (integrable to order m) if and only
if all its hydrodynamic reductions inherited from the original system could
be deformed without breach of commutativity conditions. The details for
this procedure based on [27, 28] are given in Section 4.3. We note here
that the Hamiltonian operator will be assumed undeformed (although we
are not aware of any results establishing the triviality of Poisson cohomology
in higher dimensions). In the previous Chapter 3 we have developed the
theory of integrability of two-component systems of type I, type II and type
III Poisson brackets, respectively,
P =
(
d/dx 0
0 d/dy
)
, P =
(
0 d/dx
d/dx d/dy
)
,
P =
(
2v w
w 0
)
d
dx
+
(
0 v
v 2w
)
d
dy
+
(
vx vy
wx wy
)
,
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with v, w being the dependent variables.
We will concentrate on the deformation of type II Hamiltonian systems,
as it turns out to be the most interesting of the three. As we already noticed,
the corresponding Hamiltonian systems take the form(
v
w
)
t
=
(
0 d/dx
d/dx d/dy
)(
δH0/δv
δH0/δw
)
, (4.4)
H0 =
∫
h(v, w) dxdy, or, explicitly,
vt = (hw)x, wt = (hv)x + (hw)y.
We will be looking at deformations of the form (4.2) where the density of Hi
is a homogeneous polynomial of degree i in the x- and y-derivatives of v and
w with coefficients explicitly depending on v and w.
The main features of the 2 + 1 dimensional deformation scheme can be
summarised as follows:
The variety of integrable `seed' Hamiltonians H0 is finite dimensional.
Generic integrable Hamiltonians H0 possess no nontrivial deforma-
tions.
Nevertheless, there exist deformable (non-generic) Hamiltonians.
Example 1. Let H0 =
∫
w2
2
+f(v) dxdy. In this case the integrability condi-
tions reduce to a single fourth order ODE, f ′′′′f ′′ = f ′′′2, so that without any
loss of generality one can set f(v) = ev. Modulo canonical transformations,
this Hamiltonian possesses a unique integrable dispersive deformation of the
form
H =
∫
w2
2
+ f(v)− 
2
3!
f ′′′v2x +O(
4) dxdy.
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For f(v) = ev it can be rewritten in the equivalent form
H =
∫
w2
2
+ ev +
2
3!
evvxx +O(
4) dxdy.
It is quite remarkable that this deformation can be extended to all orders in
the deformation parameter , providing a Hamiltonian formulation of the 2D
Toda system,
H =
∫
w2
2
+ exp
(
v +
2
3!
vxx +
4
5!
vxxxx + . . .
)
dxdy,
see Sect. 4.6 for further details.
Example 2. Let H0 =
∫
α v
2
2
+ βvw + f(w) dxdy. Here the integrabil-
ity conditions reduce to a single fourth order ODE, f ′′′′f ′′(αf ′′ − β2) =
f ′′′2(3αf ′′ − 2β2). Modulo canonical transformations, this Hamiltonian pos-
sesses a unique integrable dispersive deformation of the form
H =
∫
α
v2
2
+ βvw + f(w) +
2f ′′′
(
−α
2
f ′′
v2x +
β2
f ′′
v2y + 2αw
2
x + 2βvywy + f
′′w2y
)
+O(4) dxdy.
Although for β = 0 the Hamiltonian H0 gives rise to the dispersionless KP
(dKP) equation, the deformation presented here is not equivalent to the full
KP equation: see Sect. 4.7 for further discussion.
It will be demonstrated (Theorem 14 of Section 4.4) that, modulo certain
equivalence transformations, these two examples exhaust the list of Hamilto-
nians of type II which possess nontrivial integrable deformations to the order
2. In Sect. 4.3 we prove the triviality of -deformations. The structure of
2-deformations is analysed in Sect. 4.4. The classification of deformable
Hamiltonians of type I is summarised in Sect. 4.7.
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4.2 Dispersive deformations in 2+1 dimensions
We remind that the classification of hydrodynamic systems developed in
Chapter 2 is based on the method of hydrodynamic reductions, which requires
the existence of infinitely many N -phase solutions of the form
v = v(R1, R2, . . . , RN), w = w(R1, R2, . . . , RN), (4.5)
where the phases Ri(x, y, t) satisfy the commuting equations
Rit = λ
i(R)Rix, R
i
y = µ
i(R)Rix; (4.6)
recall that the assumption of commutativity Rity = R
i
yt imposes the following
restrictions on the chraracteristic speeds λi and µi:
∂jλ
i
λj − λi =
∂jµ
i
µj − µi , (4.7)
∂j = ∂/∂Rj , i 6= j, see [61]. Equations (4.6) are said to define an N -
component hydrodynamic reduction of the original system (4.4). Given a
Hamiltonian system of the form (4.4), its deformation H = H0 + H1 + · · ·+
mHm +O(
m+1) will be called integrable (to the order m) if both equations
(4.5) and (4.6) defining N -phase solutions can be deformed to the same order
in . In other words, the deformed dispersive system is required to `inherit' all
hydrodynamic reductions of its dispersionless limit [27, 28]. More precisely,
we require the existence of expansions
v = v(R1, R2, . . . , RN) + v1 + · · ·+ mvm +O(m+1),
w = w(R1, R2, . . . , RN) + w1 + · · ·+ mwm +O(m+1),
(4.8)
where vi and wi are assumed to be homogeneous polynomials of degree i in
the x-derivatives of R's (thus, both Rixx and R
i
xR
k
x have degree two, etc).
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Similarly, hydrodynamic reductions (4.6) are deformed as
Rit = λ
i(R)Rix + a1 + · · ·+ mam +O(m+1),
Riy = µ
i(R)Rix + b1 + · · ·+ mbm +O(m+1),
(4.9)
where ai and bi are assumed to be homogeneous polynomials of degree i+1 in
the x-derivatives of R's. We require that the substitution of (4.8), (4.9) into
the deformed system (4.4), as well as the commutativity conditions Rity = R
i
yt
are satisfied up to the order O(m+1). This requirement proves to be very
restrictive indeed, and imposes strong constraints on the structure of the
deformed Hamiltonian H.
Remark. Expansions (4.8)-(4.9) are invariant under Miura-type transfor-
mations of the form
Ri → Ri + r1 + 2r2 + . . . ,
where ri denote terms which are polynomial of degree i in the x-derivatives
of R's. These transformations can be used to simplify calculations. For in-
stance, working with one-phase solutions one can assume that v remains un-
deformed. Similarly, working with two-phase solutions one can assume that
both v and w remain undeformed. For three-phase solutions this normali-
sation still leaves some extra Miura-freedom which can be used to simplify
expressions for ai and bi (to the best of our knowledge there exist no general
theory of normal forms under Miura-type transformations).
4.3 Triviality of -deformations
In this section we prove that all -deformations are trivial and can be elimi-
nated by an appropriate canonical transformation. Thus, we consider defor-
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mations of the form(
v
w
)
t
=
(
0 d/dx
d/dx d/dy
)(
δH/δv
δH/δw
)
(4.10)
where
H =
∫
h(v, w) + (avx + bvy + pwx + qwy) +O(
2) dxdy.
Here a, b, p, q are functions of v and w. We require that all N -phase solutions
(4.5) can be extended to the order ,
v = v(R1, R2, . . . , RN) + v1 +O(
2),
w = w(R1, R2, . . . , RN) + w1 +O(
2),
(4.11)
where v1 and w1 are polynomials of order one in the x-derivatives of R's.
Similarly, hydrodynamic reductions (4.6) are deformed as
Rit = λ
i(R)Rix + a1 +O(
2), Riy = µ
i(R)Rix + b1 +O(
2), (4.12)
where a1 and b1 are polynomials of order two in the x-derivatives of R's. We
thus require that relations (4.11), (4.12) satisfy the original system (4.10) up
to the order O(2).
It was verified by a direct calculation that all one- and two-component
reductions can be deformed in this way, for any a, b, p, q and any density
h(v, w), not necessarily integrable. On the contrary, the requirement of the
inheritance of three-component reductions (recall that the existence of three-
component reductions forces h(v, w) to satisfy the integrability conditions
(3.20)), is nontrivial, and leads to the following single relation:(
hvvNw − hvw(Mw −Nv)
hvvhww − h2vw
)
w
=
(
hvwNw − hww(Mw −Nv)
hvvhww − h2vw
)
v
, (4.13)
99
here M = (aw − pv)/hww, N = (bw − qv)/hww. It remains to show that
the relation (4.13) is necessary and sufficient for the existence of a canonical
transformation of the form
H → H + {K,H}+O(2),
with K =
∫
k(v, w) dxdy, which eliminates all -terms. Since the density of
the functional H + {K,H} is given by the formula
h(v, w)+(avx+bvy+pwx+qwy)+(kv, kw)
(
0 d/dx
d/dx d/dy
)(
hv
hw
)
+O(2) =
h(v, w) + (Avx +Bvy + Pwx +Qwy) +O(
2),
where
A = a+ kvhvw + kwhvv, B = b+ kwhvw,
P = p+ kvhww + kwhvw, Q = q + kwhww,
the conditions that -terms are trivial (form a total derivative), take the form
Aw = Pv, Bw = Qv. This leads to the following linear system for k(v, w):
kvvhww − kwwhvv = aw − pv, kvwhww − kwwhvw = bw − qv.
The compatibility conditions of these equations for k can be obtained by
introducing the auxiliary variable p via the relation kww = phww, and solving
for the remaining second order derivatives of k,
kvv = M + phvv, kvw = N + phvw, kww = phww.
Cross-differentiating and solving for pv and pw we obtain
pv =
hvvNw − hvw(Mw −Nv)
hvvhww − h2vw
, pw =
hvwNw − hww(Mw −Nv)
hvvhww − h2vw
.
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Ultimately, the compatibility condition pvw = pwv gives the required relation
(4.13), thus finishing the proof.
4.4 Reconstruction of 2-deformations
In this section we analyse the structure of 2-deformations. The result of the
previous section allows us to set all -terms equal to zero. Thus, we consider
deformations of the form(
v
w
)
t
=
(
0 d/dx
d/dx d/dy
)(
δH/δv
δH/δw
)
(4.14)
where
H =
∫
h(v, w) + 2h2(v, w, vx, wx, vy, wy) +O(
3) dxdy.
Here h2 is assumed to be of second order in the x- and y-derivatives of v and
w,
h2 = f1v
2
x + f2v
2
y + f3w
2
x + f4w
2
y + f5vxwx +
f6(vxwy + vywx) + f7vywy + f8vxvy + f9wxwy,
where f1, . . . , f9 are functions of v and w. Note that all terms which are linear
in the second order derivatives of v and w can be removed via integration by
parts. Furthermore, any expression of the form f(v, w)(vxwy − vywx) can be
omitted, since its variational derivative is identically zero. We require that
all N -phase solutions (4.5) can be extended to the order 2,
v = v(R1, R2, . . . , RN) + 2v2 +O(
3),
w = w(R1, R2, . . . , RN) + 2w2 +O(
3),
(4.15)
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where v2 and w2 are polynomials of order two in the x-derivatives of R's.
Similarly, hydrodynamic reductions (4.6) are deformed as
Rit = λ
i(R)Rix + 
2a2 +O(
3), Riy = µ
i(R)Rix + 
2b2 +O(
3), (4.16)
where a2 and b2 are polynomials of order three in the x-derivatives of R's. We
thus require that relations (4.15), (4.16) satisfy the deformed system (4.14)
up to the order O(3). The classification is performed modulo canonical
transformations of the form
H → H + {K,H}+O(3),
here K = 
∫
(avx + bvy + pwx + qwy) dxdy. Note that the density of the
functional {K,H} is given by the following formula (set m = aw − pv, n =
bw − qv):
2(δK/δv, δK/δw)
(
0 d/dx
d/dx d/dy
)(
hv
hw
)
+O(3) =
2m(hvvv
2
x + hvwvxvy + hwwvxwy − hwww2x) +
2n(hvvvxvy + hvwv
2
y + hwwvywy − hwwwxwy) +O(3).
Our calculations demonstrate that generic integrable HamiltoniansH0 do not
possess nontrivial dispersive deformations. To be precise, these deformations
are parametrised by two arbitrary functions, analogous to m and n above,
which can be eliminated by a canonical transformation. There are cases,
however, where dispersive deformations are parametrised by two arbitrary
functions and a constant. It is exactly this extra constant which gives rise to
a non-trivial deformation. We emphasize that canonical transformations can
be used from the very beginning to bring the deformation to a `normal form':
since hww 6= 0 one can set, say, f6 = f9 = 0. This normalisation simplifies all
subsequent calculations. Our results can be summarised as follows.
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Theorem 14 A Hamiltonian H0 =
∫
h(v, w) dxdy of type II possesses a
nontrivial integrable deformation to the order 2 if and only if, along with
the integrability conditions (3.20), it satisfies the additional differential con-
straints
hvvvhvww − h2vvw = 0, hvvvhwww − hvvwhvww = 0, hwwwhvvw − h2vww = 0,
that is,
rank
(
hvvv hvvw hvww
hvvw hvww hwww
)
= 1. (4.17)
Modulo equivalence transformations, this gives two types of deformable den-
sities:
h(v, w) =
w2
2
+ ev, h(v, w) = α
v2
2
+ βvw + f(w),
where f(w) satisfies the integrability condition f ′′′′f ′′(αf ′′−β2) = f ′′′2(3αf ′′−
2β2).
Proof:
In contrast to the case of -corrections where all constraints were coming
from deformations of three-component reductions, at the order 2 the main
constraints appear at the level of one-component reductions already. Further-
more, it was verified by a direct calculation that multi-component reductions
impose no extra conditions. Since the third order derivative hwww appears
as a factor in all deformation formulae, there are two cases to consider.
Case 1: hwww = 0. Then the integrability conditions imply hvww = 0. The
further analysis shows that one has to impose an extra condition, namely
hvvw = 0, otherwise all deformations are trivial. Notice that conditions
hwww = hvww = hvvw = 0 clearly imply (4.17). Modulo equivalence transfor-
mations, this is the case of the Hamiltonian density h(v, w) = w
2
2
+ ev. Its
dispersive deformation is given in Example 1 of the Sect. 4.1.
Case 2: hwww 6= 0. In this case one gets a system of equations for the
coefficients f1, . . . , f9 which contains f4 as a factor. If f4 equals zero, all de-
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formations are trivial. In the case f4 6= 0 one can express f1, f2, f3, f5, f7, f8
in terms of f4, f6, f9. What is left will be a system of two compatible first
order PDEs for f4, and a system of additional differential constraints for
h(v, w) which coincides with (4.17). Solving equations for f4 we obtain a
constant of integration which is responsible for non-trivial dispersive defor-
mations. To find integrable Hamiltonian densities satisfying (4.17) we set
hwww = q, hvww = pq. Then the remaining third order derivatives of h can
be parametrised as
hwww = q, hvww = pq, hvvw = p
2q, hvvv = p
3q.
Calculating the compatibility conditions we obtain pv = ppw, qv = (pq)w.
With this ansatz the integrability conditions (3.20) imply p=const so that
q = F (w + pv + c) where f is a function of one variable. Thus, h can be
represented in the form h(v, w) = f(w + pv + c) +Q(v, w), where Q(v, w) is
an arbitrary quadratic form. Modulo the equivalence group any such density
can be written in the form h(v, w) = α v
2
2
+βvw+f(w), and the substitution
into (3.20) gives a fourth order ODE for f . The dispersive deformation of this
Hamiltonian is presented in Example 2. We believe that both Hamiltonians
from Theorem 14 can be deformed to all orders in .
4.5 Example 1: dispersive deformation of the
Boyer-Finley equation
In this section we discuss the key example where dispersive deformations can
be reconstructed explicitly at all orders of the deformation parameter . Let
us consider the system (4.4) with the Hamiltonian density h = w
2
2
+ ev,
vt = wx, wt = e
vvx + wy.
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On the elimination of w, it reduces to the Boyer-Finley equation [7],
vtt − vty = (ev)xx,
(the left hand side can be put into the standard form vty by a linear trans-
formation of t and y). An integrable dispersive deformation of this example
is closely related to the 2D Toda equation, see [5] for an equivalent construc-
tion based on the central extension procedure. Let us introduce the auxiliary
Hamiltonian system(
u
w
)
t
=
(
0 1

sinh(d/dx)
1

sinh(d/dx) d/dy
)(
hu
hw
)
, (4.18)
where the Hamiltonian density h is the same as above, h(u,w) = w
2
2
+ eu
(the exact relation between u and v is specified below). Explicitly, this gives
ut =
1

sinh(d/dx)w, wt =
1

sinh(d/dx)eu + wy,
which, on elimination of w, leads to the integrable 2D Toda equation,
utt − uty = 1
2
(sinh(d/dx))2eu =
1
42
(
eu(x+2) + eu(x−2) − 2eu(x)) .
Introducing the change of variables u↔ v by the formula
u =
1

(d/dx)−1 sinh(d/dx)v
= (d/dx)−1
(
v(x+ )− v(x− )
2
)
= v +
2
3!
vxx +
4
5!
vxxxx + . . . ,
one can verify that the Hamiltonian operator in (4.18) transforms into the
Hamiltonian operator in (4.4), while the Hamiltonian density h(u,w) = w
2
2
+
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eu takes the form
h(v, w) =
w2
2
+ exp
(
1

(d/dx)−1 sinh(d/dx)v
)
=
w2
2
+ exp
(
v +
2
3!
vxx +
4
5!
vxxxx + . . .
)
=
w2
2
+ ev
(
1 +
2
3!
vxx +
4
5!
(vxxxx +
5
3
v2xx) + . . .
)
.
This provides the required integrable deformation for the Hamiltonian den-
sity h = w
2
2
+ ev.
4.6 Example 2: deformation of the dKP equa-
tion
For β = 0, α = 1 the Hamiltonian density from Example 2 takes the form
h(v, w) = v
2
2
+ f(w) where f ′′′′f ′′ = 3f ′′′2. The corresponding deformation
assumes the form
H =
∫
v2
2
+ f(w) + 2f ′′′
(
− 1
f ′′
v2x + 2w
2
x + f
′′w2y
)
+O(4) dxdy.
Without any loss of generality one can set f(w) = 2
√
2
3
w3/2. In this case the
dispersionless system takes the form
vt = (
√
2w)x, wt = vx + (
√
2w)y.
Introducing the new variable u =
√
2w one obtains
vt = ux, uut = vx + uy,
which, on elimination of v, leads to the dKP equation (uy − uut)t + uxx = 0,
with `non-standard' notation for the independent variables. The correspond-
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ing KP equation, (uy − uut)t + uxx + 2utttt = 0, gives rise to the following
integrable deformation of the original system:
vt = (
√
2w)x, wt = vx + (
√
2w)y + 
2(
√
2w)ttt.
This, however, is clearly outside the class of Hamiltonian deformations.
4.7 Deformable Hamiltonians of type I
In this section we summarise our results on deformations of Hamiltonian
systems of the form(
v
w
)
t
=
(
d/dx 0
0 d/dy
)(
hv
hw
)
,
or, explicitly,
vt = (hv)x, wt = (hw)y.
As discussed in Chapter 2, the integrability conditions constitute a system
of fourth order PDEs (3.14) for the Hamiltonian density h(v, w).
Conjecture 2 A Hamiltonian H0 =
∫
h(v, w) dxdy of type I possesses a
nontrivial integrable deformation to the order 2 if and only if, along with
the integrability conditions (3.14), it satisfies the additional differential con-
straints
hvvvhvww − h2vvw = 0, hvvvhwww − hvvwhvww = 0, hwwwhvvw − h2vww = 0,
or, equivalently,
rank
(
hvvv hvvw hvww
hvvw hvww hwww
)
= 1.
Modulo equivalence transformations, this gives three types of deformable den-
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sities:
h(v, w) = vw + αv3, h(v, w) = 1
2
(v + w)2 + ev,
h(v, w) = α
2
v2 + βvw + γ
2
w2 + f(v + w),
where f satisfies the integrability condition
(β + f ′′)Qf ′′′′ = f ′′′2[3Q+ (β − α)(β − γ)],
here Q = (β + f ′′)2 − (α + f ′′)(γ + f ′′).
Dispersive deformations of these Hamiltonians are given by the following
formulae (we use the normalisation f8 = f9 = 0 which can always be achieved
by a canonical transformation; furthermore, all -deformations are trivial,
and have been set equal to zero):
H =
∫
vw + αv3 + 2(6αv2x + vxwx) +O(
4) dxdy,
H =
∫
1
2
(v + w)2 + ev + 2ev
(
2(1 + ev)v2x − 2w2x − 2evvxwx + vxwy + vywx
)
+O(4) dxdy.
The third case is somewhat more complicated:
H =
∫
α
2
v2 + βvw +
γ
2
w2 + f(v + w) + 2h2 +O(
4) dxdy,
where h2 = f1v
2
x + f2v
2
y + f3w
2
x + f4w
2
y + f5vxwx + f6(vxwy + vywx) + f7vywy,
recall that we use the normalisation f8 = f9 = 0. The coefficients f1− f7 are
defined as follows:
f1 = (α + f
′′)(β + f ′′)2Q, f4 = (γ + f ′′)(β + f ′′)2Q,
f2 = (4β − α + 3f ′′)(β + f ′′)2Q, f3 = (4β − γ + 3f ′′)(β + f ′′)2Q,
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f5 = (β+f
′′)Q[Q+4(α+f ′′)(β+f ′′)], f7 = (β+f ′′)Q[Q+4(γ+f ′′)(β+f ′′)],
f6 =
1
2
(β + f ′′)Q[2Q+ (2β − α− γ)2].
We conjecture that these Hamiltonians from can be deformed to all orders
in .
4.8 Deformable Hamiltonians of type III
We consider Hamiltonian systems of type III,
Our calculations suggest that none of these examples are deformable. We
propose the following:
Conjecture 3 For Hamiltonians of type III, all deformations of the order
2 are trivial.
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Chapter 5
Concluding remarks and outline
In the discussion of hydrodynamic systems we restricted ourselves to the
case of local Poisson brackets of hydrodynamic type, and local Hamiltoni-
ans. The main reason for this is the existence of a well-developed theory of
differential-geometric Poisson brackets, allowing their efficient classification.
On the other hand, the approach of [4] based on the Dirac reduction suggests
that there exists a whole variety of integrable models corresponding to non-
local brackets/Hamiltonians, involving variables of the form d−1y dxv, d
−1
y dxw,
etc. It is a challenging problem to extend our classification program to non-
local Hamiltonian systems: the construction of a covariant theory of non-local
Poisson brackets would be the first step in this direction. The question for
the description of the corresponding Hamiltonian hierarchies meets the same
difficulty - higher symmetries /conservation laws are non-local. Furthermore,
the study of the associated Hamiltonian hydrodynamic chains requires intro-
duction of a canonical set of non-local variables reducing all higher flows of
the hierarchy to infinite component systems of hydrodynamic type.
For dispersive systems our results demonstrate that, already at the order
2, the requirement of the existence of nontrivial deformations is very restric-
tive so that `generic' integrable Hamiltonians are not deformable. The main
reason for this is apparently the assumption that all higher order dispersive
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corrections are local expressions in the dependent variables v, w and x, y-
derivatives thereof. It would be of interest to extend this scheme to the case
of nonlocal brackets/Hamiltonians, see [4] for particular examples obtained
via Dirac reduction.
Furthermore, to the best of our knowledge the theory of deformations
of multi-dimensional Poisson brackets of hydrodynamic type has not been
constructed: is it true that all such deformations are trivial, as in the 1 + 1
dimensional case?
Moreover, calculations leading to Example 1 of Sect. 2 show that any
Hamiltonian of the form H0 =
∫
w2
2
+ f(v) dxdy, where the function f is
arbitrary, possesses a unique dispersive deformation of the form
H =
∫
w2
2
+ f(v) +
2
3!
f ′′′v2x +O(
4) dxdy,
which inherits all one-phase solutions to the order 2. Thus, one can speak
of `partial integrability' of a certain kind. However, already the requirement
of the inheritance of two-phase solutions forces f to satisfy the integrability
condition f ′′′′f ′′ = f ′′′2.
Finally, the general theory of the studied systems suggests that the dis-
persionless case breaks down (one of the spatial derivatives becomes infinite)
in finite time, whereas the deformed system should not have such behaviour,
and a numerical study might be carried out in this direction.
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