A novel solution method has been developed to solve the linear Boltzmann equation on an unstructured triangular mesh. Instead of tackling the first-order form of the equation, this approach is based on the even/odd-parity form in conjunction with the conventional multigroup discreteordinates approximation. The finite element method is used to treat the spatial dependence. The solution method is unique in that the spacedirection dependence is solved simultaneously, eliminating the need for the conventional inner iterations, and the method is well suited for massively parallel computers.
DISCLAIMER
benchmark problems and a comparison with experiment. A 1D version of the code has also been written for development and testing purposes.
Ackroyd [l] provides a thorough review of the history and state of the art of FE applications to radiation transport problems. Because the CG algorithm requires a symmetric positive definite (SPD) matrix, the even/odd parity form of the transport problem is used in this work [8] . Josef and Morel [7] applied the simplified spherical harmonic method to model electron/photon transport on a 2D cylindrical geometry, using conventional source iteration. ManteufTel and Ressel [12] investigated a leastsquares FE solution of the transport equation, which also leads to SPD matrices, for isotropic scattering in the diffusive limit. A comparison of the two approaches, even/odd parity form vs. least-squares, will be the subject of future work. This article begins with a brief description of the even/odd parity transport equation, followed by a development of the FE basis of the code. Then, the results of several benchmark problems are presented, followed by results illustrating the parallel efficiency of the solver and the effectiveness of preconditioners on the convergence of the CG iterations. The article finishes with a discussion of the current status of the code and plans for future work.
2. Development of the FE discrete ordinates even/odd parity transport equation. The balance relation describing the motion in space, direction, and energy of neutral particles such as neutrons or photons is the linear, steady-state Boltzmann transport equation [2] , where ot(r, E ) is the total cross section, and @(r, 0? E ) is the particle fluence. The scattering cross section, os(r, po, E' --t E ) , is the probability of scattering between different directions and energies, and Q(r, 52, E ) is a specified external particle source distribution. The independent variables are: the spatial position r E V, the particle direction $2 E S2, and the particle energy E , 0 _< E < 00. Furthermore, po = 52' . $2 is the cosine between the pre-and post-scattered directions, 52' and $2. Eq. (2.1) is applicable to neutral-particle transport and can also model the transport of electrons for many problems of interest if Goudsmit-Saunderson modified electron cross sections are used [3] .
The energy dependence is handled by integrating the Boltzmann equation over successive energy groups, and separating the known down-scatter source component from the unknown self-scatter source, resulting in the multigroup form of the equation, = /os,gf-g(r, po)@gf(r,n')do' + Qg(r, 521,
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where g is the energy group index. The unknown self-scatter portion of the source term has been moved to the left side, so that everything on the right side is known from the solutions at the previous energy groups. Eq. (2.2) is solved over successive energy groups from highest to lowest, in the standard way. By including the (known) downscatter source into the external distributed source term and dropping the group indices, Eq. (2.2) can be written, = Q(r,$2) for r E V and 52 E S2.
Vacuum (inflow) boundary conditions specify the particle directions on the boundary, fluence for all incoming (2.4) Q(r, 52) =Qb(r, 52) for r E dV and $2. n < 0, where n is the unit outward normal on the boundary, dV, and @b(r, $2) is a specified function. The scattering and total cross sections are assumed to satisfy 1 as(r, $2' n>dn' < ot(r> for r E V , where the left side does not depend on $2 (the material is isotropic), which is a reasonable assumption for most applications. This condition is suflicient to ensure that the resulting linear system is positive definite. Within a given energy group, the transport equation depends upon space and direction, with the directions coupled together by the scattering source integral. Because of the streaming term, 52 . VrQ, which is first order in space, the transport operator is neither symmetric nor positive definite. Applying FE directly to this form of the transport equation is ineffective, since the resulting linear system is also neither symmetric nor positive definite. The equation can be more conveniently solved by first extracting the symmetric and antisymmetric components of the particle fluence, resulting in two decoupled equations. The corresponding integro-differential operators are second order in space. This is known as the even/odd parity formulation of the transport equation 151. The advantage of the even/odd parity formulation is that the resulting linear system is SPD, so that powerful solution methods, such as CG, can be applied to their solution. Furthermore, powerful parallel linear-equation solvers, such as Aztec (61, can be directly applied to solving the linear system efficiently on massively parallel computers. = -@b(r, F52)+GT1Q+(r, 52) for r E dV and 52 . n 2 0.
Evaluation of the inverse scattering operators, GT1 and GI1, is described in the next section. Note that the boundary conditions for the odd-parity equation cannot quite be obtained from those for the even-parity equation by interchanging +'s and -'s. This is because the even-parity fluence is symmetric in direction, while the odd-parity fluence is antisymmetric in direction, so the boundary term is slightly different for the odd-parity equation. A more detailed derivation and a demonstration that the operators are symmetric and positive definite are in references [8] and [4].
Weak form and discretization of the even/odd parity equations.
The weak forms of Eqs. (2.6) and (2. where the boundary conditions are defined on the external boundary, dV,, of the elements, e, which have an external boundary. With these discrete functions and operators defined, the FE discreteordinates form of the even-parity weak form is Based on these approximations, a code has been developed to set up the linear system, and then to solve it with a parallel CG algorithm in the Aztec code package. In the next section of this article, the computational results are compared with analytic solutions, for several simple test problems, and then the computational results are compared with some experimental data for a more realistic problem.
Results.
In this section the convergence rate of the error due to the spatial and directional approximations of the code is investigated by analyzing several simple test problems, where analytic solutions are available, followed by a comparison with measured data for 1-MeV electrons on aluminum. If an exact solution is known, a discrete ordinates approximation of the L2 norm of the error is defined by where T(r,Om) is the approximate solution at the m-th quadrature point, and the exact solution is f(r, Om).
The error is expected to obey the relation,
where T is the convergence rate, h is the maximum element size, and c is a positive constant. Such convergence results are well established for elliptic boundary value problems. An extension of these results to the discretization of the even/odd parity form of the Boltzmann equation is non-trivial, however, and will be presented in future work. The expected convergence rate for FE with linear basis functions is 2, and that for quadratic basis functions is 3. The &st two test problems are designed to test the convergence of the spatial approximation, so a simple physics model is used. where the coordinate system is illustrated in Fig. 3.1 . The 1D approximation assumes that the fluence, source, scattering cross section, and boundary conditions are independent of two of the spatial variables, x and y -, and also independent of the azimuthal direction, p, which is the angle between the positive x axis and the projection of the particle direction on the xy plane. These approximations result in an equation in two independent variables, z and p, where and 0 is the angle between the particle direction and the positive z axis, cp is .
can be written in terms of the pre-and post-scattered directions as
The cosine of the angle between the pre-and post-scattered directions is po, which
Since the integral over the azimuthal angle cp' of cos(cp -9') is zero, the transport equation simplifies to
In order to quantify the error in the numerical results, we specify a simple solution,
The source term and boundary conditions that result in the desired solution are, and
@ & (~, p )
= (1 + p) e-', for -1 I p < 0.
Computational results are determined by specifying a uniform spatial mesh with linear or quadratic basis functions, and a low-order Gauss quadrature for approximating the p-integrals. Because of the simple angular dependence of this example problem, a 2-point Gauss quadrature is sdicient to exactly model the angular dependence, so any error in the computational results arise from the spatial approximation.
At this point, it is interesting to write out equations for the even/odd scattering operators and integredifferential equations for the even and odd parity solutions. The even-parity fluence is @+(z, p) = e-", and the odd-parity fluence is
The even-parity source is and the odd-parity source is where the coordinate system is illustrated in Fig. 3.1 .
The cosine of the angle between the pre-and post-scattered directions is po, po = pap; + sin(0) sin(6') cos('p -p'),
where
where f3 is the angle between the particle direction and the positive z axis, and cp is the azimuthal angle between the positive x axis and the projection of the particle direction on the zy plane. If the solution is independent of azimuthal angle, cp, the integral over the azimuthal angle cp of cos(cp -cp' ) is zero, and the transport equation Table 3 .3 and plotted in Fig. 3.3 , showing nearly the expected quadratic convergence rate. A test problem is defined as follows: the even-parity fluence is @+(.,P) = COS(P), and the odd-parity fluence is zero, which corresponds to source terms of,
. . 
and
The convergence of the directional approximation is examined by dividing the directional domain into a number of uniform intervals, and approximating the integral over each subregion by either a 1-point or 2-point Gauss quadrature. Using one Gauss point per angle mesh should result in quadratic convergence, and using two Gauss points per angle mesh should result in fourth-order convergence, since one-point Gauss quadrature integrates linear terms exactly, and twepoint Gauss quadrature integrates up to cubic terms exactly. Fig. 3.4 shows the convergence of the L2 norm of the directional approximation, showing nearly the theoretical convergence rates. The results are tabulated in Table 3 .5. The parallel efficiency is quite good, improving as the problem size increases. For a given number of processors, the larger problems have better parallel efficiencies, since the relative fraction of communication is less for the larger problems. The convergence criterion is that the relative error norm is reduced to lo-' of its original value, #$ < lo-'. For the largest problem considered, speedup of 466 was attained for 512 processors, corresponding to better than 90% parallel efficiency.
3.6. Preconditioning. The CG iterations converge fairly slowly when applied to the unpreconditioned linear system, but by preconditioning the matrix, the convergence can be accelerated. Table 3 .6 compares run times and iteration counts for the unpreconditioned system compared to the results with several preconditioners that are included in the Aztec software. The problem considered is again the 2D benchmark problem described in Sec. 3.2. Only the largest problem was considered, with a maximum element size of 0.01, SI6 quadrature with 72 discrete directions, corresponding to 734,472 unknowns. The calculations were performed on Sandia's ASCI red computer, utilizing 100 CPU's. Only two of the built-in preconditioners significantly reduced runtime, point Jacobi and 1-step block Jacobi. Incomplete LU with threshold cutoff (ilut) signiscantly reduced the iteration count, but without much change in the runtime. The various preconditioners are described in the Aztec manual [6] and are briefly described here. Point Jacobi is equivalent to a symmetric diagonal scaling, resulting in all 1's on the diagonal. Block Jacobi uses a small number of block Jacobi iteration steps as a preconditioner, with the block size equal to the number of discrete directions in the quadrature integration. Neumann and least squares use a low-order polynomial approximation as a preconditioner, and ilut uses an incomplete LU factorization with a threshold cutoff as a preconditioner. Much work remains to be done to find a good preconditioner for this linear system. The convergence criterion is that the relative error norm is reduced to of its original value, #& < mann transport equation on an unstructured mesh of triangles, and the code has been applied to a number of benchmark problems to test the spatial and directional discretizations. The solver is based on a triangular mesh of a 2D region, but extension to 2D quadrangular or mixed triangular-quadrangular mesh or 3D tetrahedral or hexahedral mesh would be straightforward. The 2D FE approximation is currently based on linear basis functions, which are fairly inaccurate in regions with steep gradients in the solution, common in radiation transport problems. Quadratic basis functions have been included in a 1D version of the code, and inclusion in the 2D code would be straightforward. Because the method solves the space-direction dependence simultaneously, the linear system may be huge. The Aztec software is designed to take full advantage of the sparsity of the matrix, but further advantage can be gained by taking advantage of the structure of the submatrices arising from the scattering term. Work is in progress to exploit this structure by computing matrix elements on the fly from a few precomputed submatrices, substantially reducing storage. Furthermore, unaccelerated CG converges slowly for large problems, as does the unaccelerated source-iteration algorithm. For this reason, an effective preconditioner is needed specifically designed for this problem, possibly based on a coarse-mesh space or direction approximation. Interestingly, experience indicates that the CG iterations converge much faster for electron groups than for photon groups, unlike the standard source iterations. This behavior merits further investigation.
The code is designed to model the transport of neutral particles but can also model the transport of charged particles, such as electrons, by using specially modified electron cross sections [3] . The reference describes a Goudsmit-Saunderson modification to CEPXS electron cross sections [ll] , resulting in electron cross sections that are compatible with neutral-particle transport codes. For some applications, this method requires a very high order Legendre expansion of the electron cross sections, which is inefficient. Possibly, a better approach would be to include a continuous slowing down term directly in the transport equation, and this work is in progress.
