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Improving Temporal Resolution in Ambient Noise
Monitoring of Seismic Wave Speed
C. Hadziioannou 1, E. Larose1, A. Baig1,2, P. Roux1, M. Campillo1
Abstract
The use of ambient seismic noise has been intensively investigated
to perform passive tomography at various scales. Besides passive to-
mography, passive monitoring is another application of seismic noise
correlation as was shown by the recent observation of postseismic ve-
locity changes around the San Andreas Fault in Parkfield, California.
One of the drawbacks of using ambient noise correlation for passive
monitoring is the need to average the correlations over a long time pe-
riod in order to obtain a sufficient signal-to-noise ratio (SNR) for the
phase fluctuations to be measured accurately. For the application to
passive monitoring, one wants the possibility of following short-term
velocity variations (one day or less) using noise correlation functions
calculated on short time windows. Another difficulty may then appear
when the spatial distribution of noise sources also evolves with time.
The aim of this paper is to introduce an adaptive filter to the Park-
field dataset in order to improve the SNR output of the ambient noise
correlation functions. When applied to passive monitoring, the tem-
poral resolution can be increased from 30 days up to 1 day. With this
improved temporal resolution, the velocity drop observed at Parkfield
is shown to be cosesimic with the September 24, 2004 Mw = 6.0 event.
The relationship between the measured velocity fluctuations and the
time-evolution of the spatial distribution of the noise wavefield is also
investigated. Finally, the error bar in the amplitudes of the velocity
variations are compared with a theoretical expectation.
1 Introduction
It was observed that the two-point cross-correlation between long records
of ambient seismic noise yields the Green Function (GF) between the two
stations (e.g. Shapiro and Campillo (2004)). This property is expected
when noise sources are distributed isotropically around the stations which is
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eventually the case when the ambient noise correlation is integrated over a
long time (Weaver and Lobkis (2004); Sanchez-Sesma and Campillo (2006);
Wapenaar (2004); Roux et al. (2004)). However, these optimal conditions
are almost never fulfilled in seismology as the noise sources (primarily oceanic,
Gerstoft and Tanimoto (2007); Lande`s et al. (2010)) are distributed un-
evenly. The consequence is that the Green function is only partially recon-
structed, and that a certain amount of unpredicted fluctuations remain in
the long-time averaged noise correlation. However, using dense network of
seismic stations, the large number of correlation pairs provides enough re-
dundancy from the data to counterbalance the relative inaccuracy of travel-
time measurements extracted from noise correlation. As a matter of fact,
seismic tomography based on noise correlation has been performed success-
fully at various scales ranging from kilometers to hundred of kilometers
(Shapiro et al. (2005)).
Another application of seismic noise correlation is the monitoring of seis-
mic velocity variations. Indeed, an advantage of using noise correlation to
retrieve the Green function is that it is a continuous measurement. This
allows to track temporal changes from a set of correlation functions cal-
culated on successive time windows of noise recordings. For example, by
looking at small phase changes in the signals extracted from noise correla-
tion, we may detect velocity changes occurring in the medium sampled by
the seismic waves. In practice, the coda portion of the noise correlation
is used for measuring seismic velocity changes. The coda waves have been
scattered throughout the medium, and have accumulated the delays due to
a velocity change along their trajectories. This makes them more suitable
to measuring velocity variations than the direct waves.
What makes this use of noise correlation even more appealing is the work
performed by Hadziioannou et al. (2009) through laboratory experiments
that showed that passive monitoring was successful without completely re-
constructing the GF from cross-correlations. This means that, contrarily to
passive imaging, passive monitoring would be viable with a few stations and
an uneven distribution of noise sources.
Actually, two ingredients are necessary for passive monitoring. First, mea-
suring accurate phase variations between similar signals requires a good
signal-to-noise (SNR) ratio. In particular, the velocity variations associated
with earthquakes are very subtle - of the order of 0.1% relative change - ex-
cept for the non-linear response of unconsolidated materials at the surface
(Peng and Ben-Zion (2006); Rubinstein et al. (2007); Niu et al. (2003)) or in
highly damaged fault zones (Li et al. (2007)). Since the coda waves strongly
contribute to the accuracy of phase variation measurements, the challenge
is therefore to obtain a good SNR on this part of the correlation function
that is classically of much lower amplitudes than the direct waves. Second,
since the spatial distribution of seismic noise is uneven, the correlation func-
tion may evolve with time as the noise sources are modified (Froment et al.
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Table 1: Overview of the different timescales used in this paper.
designation typical duration definition
T 0.1 – 1 s Dominant period of the correlated signal
t 10 – 120 s Lapse time of the correlated signal
TSNR 1 – 30 days Averaging time of cross-correlation; stack length.
Tnoise days – months Evolution timescale of the noise sources
Tmedium months – years Evolution timescale of crustal properties
(2010)). For example, seasonal changes of ocean noise directivity have been
observed, whose effect on the direct arrivals of the noise correlation function
is comparable or of greater amplitude than an actual change of the medium
velocity.
Going back to the SNR issue, improving SNR in the seismic noise corre-
lation function means averaging over longer noise time series of typically
weeks or months (Larose et al. (2008); Sabra et al. (2005)). This need for
long averages might be problematic though, since we would like to follow
short term variations in the medium as well. In particular, Brenguier et al.
(2008a) have measured the velocity changes occurring around an array near
Parkfield, California, in the period spanning from 2003-2007. They observed
drops in seismic velocity around the array which seem to coincide with the
2004 Mw = 6.0 Parkfield earthquake, as well as with the 2003 Mw = 6.5 San
Simeon earthquake. However, since the noise was averaged over 30 days to
retrieve the Green function, it is very difficult to say if the observed changes
are coseismic or slightly delayed or advanced.
As for the time evolution of the noise source distribution, one may claim
that the coda part of the noise correlation function will be less sensitive to
the spatial distribution of the noise sources than the direct waves, as was
experimentally shown at the laboratory scale (Hadziioannou et al. (2009)).
In conclusion, the key issue for passive monitoring is the combination of a
strong SNR on strongly-scattered waves extracted from noise correlation.
To reach such condition, different timescales play a role in the success of
passive monitoring which will be discussed throughout the paper (see table
1): TSNR is the averaging time of the noise correlation function, Tmedium is
the time evolution of the medium properties (the local velocity change after
an earthquake, for example) and Tnoise is the time evolution of the spatial
distribution of the noise sources.
In this paper, we revisit the 2003-2007 Parkfield data introducing a new
processing algorithm with the objective to improve the temporal resolution
of the velocity change measurements. The goal of the processing is to im-
prove the SNR of our signals while keeping short temporal averages. The
paper is structured as follows: in the next section (section 2), we discuss
the data set and the signal processing methods previously applied on the
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noise data. Then, (section 3), we introduce an adaptive filter to improve the
SNR of noise-extracted correlation functions, which increases the temporal
resolution of velocity variation measurements (sections 4 and 5). We then in-
vestigate if the origin of the velocity variations can be attributed to changes
in the ambient noise source distribution (section 6). Finally, in section 7 we
introduce an expression for estimating the errors made on velocity variation
measurements. Conclusion is that the velocity drop observed with waves in
the band from 0.1 to 0.9 Hz at the Parkfield earthquake is coseismic, and
that the distribution of the noise source directions has no influence on the
velocity variations observed when using the coda of the signal.
2 Parkfield Data
The data used in this study is recorded at the Berkeley High Resolution
Seismic Network (HRSN 3) near Parkfield, California. This network con-
sists of 13 borehole stations which have been recording continuously since
July 2001. The borehole depths range from 60 m to 300 m, which helps
reduce surface effects such as temperature variations and precipitation. The
location of the stations and these two earthquakes is shown in Figure 1. For
each pair of stations, we consider the vertical component of the continuous
record between the 1st of August 2003 and December 31st, 2006. In this
period, the MW = 6.5 San Simeon earthquake occurred on 22 December
2003, as well as the MW = 6.0 Parkfield earthquake of September 28, 2004.
The noise signal recorded at each station is whitened between [0.1 0.9] Hz
using a tapered boxcar window in the frequency domain, and subsequently
1-bit digitized. The daily cross-correlation is then computed for each of the
78 station pairs as well as the 13 autocorrelations, for lapse times between
-120 and +120 seconds.
Initially, in an effort to improve the SNR, the daily cross-correlations are
stacked with a sliding window of 30 days, which is shifted 1 day at a time.
Later on, sliding window stacks of 1 and 5 days are used as well. An example
of the signals obtained for a 30 day sliding window for one station pair
(JCNB-SMNB) is shown in Figure 2. For each station pair, we define a
reference correlation as the average of the correlations for the whole 1248
day measurement period. The temporal evolution of the seismic velocity
can be measured by comparing the coda of the reference correlation to that
of the shorter stacks. Temporal variations are measured using two different
methods, as detailed in section 4.
Seasonal variations are visible on the ballistic waves (Figure 2, center) of
the cross-correlation as an asymmetric change in intensity. This suggests a
seasonal change in noise source, as will be investigated in section 6. Note
3More information concerning the Parkfield HRSN can be found at
http://seismo.berkeley.edu/bdsn/hrsn.overview.html
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Figure 1: Location of the HRSN stations (white and black triangles) near
Parkfield, California. In the inset figure, the locations of the 2003 San
Simeon and 2004 Parkfield earthquakes (stars). The white and black circle
indicates the location of the GPS station pomm.
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Figure 2: Cross correlation signal for JCNB-SMNB, stacked with a 30-day
sliding window. Overlain in gray is the reference trace for this station pair.
The gray horizontal dashed lines represent the dates of the San Simeon
earthquake (22 December,2003) and the Parkfield earthquake (28 Septem-
ber, 2004). In the center a zoom on the direct waves, on either side on the
coda part of the correlations. Note that the seasonal variation visible on the
direct waves is no longer present in the coda.
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that this intensity variation is not visible in the coda part of the signal
(Figure 2, left and right).
3 Method: Adaptive Filter
In an attempt to improve the SNR of the noise correlations, thereby in-
creasing the temporal resolution, an adaptive filter (developed by Baig et al.
(2009)) is applied to the correlations before retrieving the velocity variations.
3.1 The S-transform
The algorithm used is based on the S-transform, as developed by Stock-
well (Stockwell et al. (1996)). The analytical S-transform of a continuous
function of time x(t), noted as S{x}(τ, f), is defined as:
S{x}(τ, f) = 1√
2pi
∫
∞
−∞
x(t)|f | exp
[
−(τ − t)
2f2
2
− i2pift
]
dt, (1)
which transforms the signal x(t) into a time-frequency domain (τ, f).
The Gaussian envelope function (exp[−(τ − t)2f2/2]) localizes in time, and
is translated along the signal. In the meantime, the oscillatory exponen-
tial kernel exp[−i2pift] fixes the frequency being analyzed, and does not
translate. This allows the S-transform to find the amplitude and phase in-
dependently. In other words, the S-transform not only estimates the local
power spectrum, but also the local phase spectrum.
For a discrete, real signal x(t) with N points, the S-transform will result in
N2/2 complex-valued points (the positive frequencies). The S-transforms
therefore needs to be evaluated at N2/2 points in time-frequency space.
Stockwell (2007) developed the Discrete Orthonormal S-transform (DOST)
to reduce the number of evaluations necessary. The N -point signal is pro-
jected onto a series of N complex basis functions xk[τ, f ]; k = 1 : N ,
with each function mapping to a localized patch of time-frequency space de-
scribed by its frequency, f , and a time lag, τ . These basis functions form an
orthonormal set. Like its parent S-transform, DOST allows both straightfor-
ward manipulation of signals from time to time-frequency while preserving
the phase of the signal.
Both the analytical S-transform and the DOST are linear, which is beneficial
in application to noise discrimination. Modelling a recorded time series, x(t)
as signal, g(t), corrupted with noise, n(t), (ie. x(t) = g(t) + n(t)), the S-
transform of the signal (S{x}(τ, f)) becomes:
S{x}(τ, f) = S{g}(τ, f) + S{n}(τ, f) (2)
Provided the signal and noise occupy different portions of time-frequency
space, the absence of cross-terms in equation 2 potentially allows for the
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Figure 3: The absolute value of the coefficients of DOST basis vectors for the
reference signal for JCNB-SMNB with each number coefficient plotted at its
appropriate patch of time-frequency space. The colorscale ranges from dark
blue - representing zero amplitude - to dark red for the highest amplitudes.
noise cancellation. We shall exploit this property in section 3.2.
3.2 Construction of the Self-Filter
To construct a denoising filter based on the data itself we use the linearity
property of the S-transform, as shown in equation 2. The challenge is to
identify the signal g(t) when only the noisy timeseries xi(t) are measured.
Suppose we have M records of the same timeseries, xi(t). When we average
over all these xi(t), and assume a random noise, the noise part of the record
should tend to 0 as the number of records approaches∞, and only the signal
remains. We can see that with equation (2) the S-transform of the timeseries
becomes:
〈S{x}(τ, f)〉 = S{g}(τ, f) + 1
M
M∑
k=1
S{nk}(τ, f) (3)
where 〈.〉 represents a normalized sum over the signals 1
M
∑M
i=1. The second
term in equation 3 disappears as M →∞.
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We can now construct a phase coherence filter F , inspired by the method
used in Schimmel and Paulssen (1997), using the ‘cleanest’ possible signal
x(t). The signal x(t) is decomposed into its DOST basis vectors xk. The
normalized, complex values of these basis vectors are stacked:
F (τ, f) =
∣∣∣∣∣ 1N
N∑
k=1
S{xk}(τ, f)
|S{xk}(τ, f)|
∣∣∣∣∣
ν
, (4)
The parameter ν can be used to control the strength of the filter. In this
paper, ν = 0.5.
In this case, the reference stack takes the role of the clean signal x(t) used
in equation (3) and is used to construct the filter for each station pair. Each
daily cross-correlation is then S-transformed, filtered according to:∫
∞
−∞
S{xi}(τ, f)F (τ, f)dτ = Xi(f), (5)
and finally transformed back to the time-domain.
A drawback of the analytical S-transform (equation 1) is that it is computa-
tionally expensive to calculate. In practice, we apply the DOST transform
to our signals in order to gain on computing time.
4 Method: Doublets & Stretching
Two processing techniques have been proposed in the literature to estimate
relative velocity changes dv/v in the coda of the correlations. The first
one, the doublet technique, was developed by Poupinet et al. (1984). It is
also known as cross-spectral moving-window technique (CSMWT, Frechet
et al. (1989)), and in practice computes the phase shift between records for
consecutive, overlapping time windows ∆t. For a given window ∆t, the time
shift δt is assumed to be constant and is estimated in the frequency domain
by measuring the Fourier cross-spectrum phase. This estimator uses an
accurate, unbiased Wiener filter technique (Jenkins and Watts (1969)) and
produces an estimate whose confidence interval is controlled by the coherence
values in the frequency band used for the analysis. The method can then
measure arbitrary time-shifts between two records with enough similarity (or
coherence). It is consequently possible to represent the time-shift δt versus
time t in the coda. The actual velocity variation is simply the average
slope of δt(t): dv/v = −δt/t. The key parameter in this analysis is the
Fourier transform window length ∆t, which is the time-window over which
the time-delay is measured. On one hand, large time windows include more
data, thus averaging down the fluctuations of δt due to noise. This results
in more accurate measurements. On the other hand, the approximation
that the time-shift is constant within the given time-window is getting more
erroneous when the window length is increased. The choice of ∆t is therefore
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a trade-off between time-shift accuracy, and the time resolution between two
consecutive measurements.
This processing found remarkable applications in seismology, including re-
cent developments in ambient noise seismology (Brenguier et al. (2008b,a)).
Another idea (Lobkis andWeaver (2003); Sens-Scho¨nfelder andWegler (2006))
is to interpolate the coda at times t(1− ε) with various stretching factors ε.
The actual relative velocity change is the stretching factor ε0 = dv/v that
maximizes the cross-correlation coefficient:
X(ε) =
∫ t2
t1
h [t(1− ε)]h0[t]dt√∫ t2
t1
h2 [t(1− ε)] dt. ∫ t2t1 h20[t]dt
, (6)
where t1 and t2 the start and end time of the coda used, respectively.
One drawback is that this latter processing assumes a linear behavior δt
versus t, equivalent to a homogeneous relative velocity change dv/v = ε.
This is sometimes not the case in complex media. But this technique has
also a noticeable advantage: whole data is processed at once, which is found
to result in a more stable, and thus more precise, estimation of dv/v. In
particular, we showed from laboratory experiments that the stretching tech-
nique is more adapted to data with low signal-to-noise ratio (Hadziioannou
et al. (2009)). It was also found very useful for noisy seismic correlations on
the moon (Sens-Scho¨nfelder and Larose (2008)). Another interesting feature
of the stretching technique is to provide the remnant coherence X(ε). This
coherence indicates if noise sources are stable or changing over the period
of observation of interest: X ∼ 1 means absolutely stable sources, X << 1
means that sources locations are changing. X also indicates the quality of
the ε estimation (see section 7). In the case of Parkfield, we end up with a
dv/v resolution of 10−3 for measurements on 1 day stacks, and up to 2 ·10−4
for 30 day stacks (section 7).
5 Results
The adaptive filter is tested with the two methods (doublets and stretching)
for retrieving velocity variations detailed in section 4. Both analyses are
done on cross-correlations bandpassed for [0.1 0.9]Hz.
5.1 Velocity Variations from Doublets
In the doublet analysis the time shift δt is measured for 100 windows of
∆t = 10s, which are shifted by 1 second. A slope is then fitted along
the measurements for time windows ranging from -120s to -20s and +20s
to +120s in the cross-correlation signal. The window from -20s to 20s is
excluded, in order to minimize effects from the direct waves.
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Figure 4: dv/v using the doublet method, for a stack of 30 days. In blue:
using the original data, in red: after applying the adaptive filter. The dashed
line represents displacement measurements along the fault measured at the
pomm GPS station (figure 1). The first vertical dashed line indicates the date
of the San Simeon earthquake, the second that of the Parkfield earthquake.
The extent of the stack used is shown as a shaded gray area.
Figure 4 shows the relative velocity changes obtained with the doublet
method on 30 day stacks (which slide by 1 day), before (blue) and after
(red) application of the adaptive filter. We can see that while the dispersion
of the measurements is reduced, as seen by the reduction of the errorbars,
the overall values of velocity change measured are reduced. This follows
from the way the doublet method retrieves the time lag in the frequency
domain (Poupinet et al. (1984)). The delay of each small window of the
signal is measured by fitting a line to the phase-frequency behavior in the
cross-spectrum of the signal and its reference. In Figure 3, the absolute
value of each of the N DOST basis vectors is portrayed on its correspond-
ing time-frequency space. In a way, it represents the absolute value of the
DOST basis function for the reference signal of station pair JCNB-SMNB.
In this figure, it is visible that the adaptive filter applies different filtering
coefficients for different frequencies, which affects this linear phase-frequency
behavior. Since the doublet method measures the time delay by fitting a
linear regression to the phase-frequency, this way of filtering interferes with
the measurements. This lower amplitude of the dv/v is a disadvantage of the
adaptive filter when it is used in combination with the doublet technique.
However, in some cases it can be useful to use the filter to increase the SNR
and thereby the temporal resolution. This way, it is possible to pinpoint the
date at which a change occurred, even if the amplitude is wrong. For stacks
shorter than 10 days, the SNR of the signals become too small to apply the
doublet method, even after filtering.
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Figure 5: dv/v using the stretching method, for a stack of 30 days (A),
5 days (B) and 1 day (C). In blue: using the original data, in red: after
applying the adaptive filter. The black dashed line represents displacement
measurements along the fault measured at the pomm GPS station (figure 1).
The first black dashed line indicates the date of the San Simeon earthquake,
the second that of the Parkfield earthquake. The shaded gray areas around
the dashed lines show the extent of the stack used.
5.2 Velocity Variations from Stretching
The stretching technique measures the dilation of the signal using as much
of the coda as possible (see equation 6) - in this case, from ± 20s to ± 120 s.
This renders the technique less sensitive to fluctuations in the correlations.
In Figure 5a we show the velocity changes measured with the stretching
method using 30 day stacks, with and without application of the filter.
Again, we remark a reduction of fluctuations after applying the filter. How-
ever, unlike in the case of the doublet method, the filter does not degrade
the amplitude of the variations measured. In Figure 5b, we observe the
same with a stack of 5 days. Note that the postseismic behavior is still
consistent with the postseismic slip as measured by Freed (2007) from GPS
measurements 4. Another improvement by the filter can be seen when re-
4More information concerning the USGS GPS network at Parkfield can be found at
http://earthquake.usgs.gov/monitoring/edm/parkfield/continuous.php
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Figure 6: dv/v using the stretching method, for a stack of 1 day, zoom
around Parkfield earthquake (28 September, 2004). In blue: using the orig-
inal data, in red: after applying the adaptive filter. The gray shading rep-
resents the day of the earthquake. Due to the many aftershocks this day
interfering with the background noise, the dv/v measurement is unreliable.
The points for the day of the earthquake are therefore not plotted. The
errorbars are described in section 7.
ducing the stack length to only 1 day (Figure 5c). Here, when using the
unfiltered signal, the velocity drops associated with the San Simeon and
Parkfield earthquakes can be observed, but they become much clearer in
the case of the filtered signal. This is especially apparent when we look
closely at the velocity behavior around the date of the Parkfield earthquake
(Figure 6). The errorbars shown in this figure are described in section 7.
The measurements from the filtered signals show that the velocity one day
after the earthquake has dropped to a lower value, and recovers slowly.
Note that the ambient noise on the day of the earthquake is altered by
numerous aftershocks and the mainshock itself. After elimination of these
parts of the noise, not much data remains to work with on that day, thus
producing an unreliable correlation signal. There also appears to be a veloc-
ity increase one day before the event, however, we would be very hesitant to
claim a precursor based on this single data point. From these observations
(Figure 6), we can safely conclude that the velocity drop we measure has its
maximum at the time of the Parkfield earthquake (Rubinstein and Beroza
(2005)).
Stretching, especially in combination with the adaptive filter to remove as
much noise from the signals as possible, allows to greatly improve the tem-
poral resolution of the measurements.
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6 Noise Source Location from Beamforming
After the previous discussion on the improvement of the temporal resolu-
tion of the dv/v measurements, we study if the observed fluctuations in the
velocity can be explained by the change in noise source distribution. We
observe on the example of cross-correlations of couple JCNB-SMNB (Figure
2, center) that the direct waves are sensitive to seasonal variation, prob-
ably due to variations in the noise source distribution. According to the
theory (Goue´dard et al. (2008), Froment et al. (2010), Paul et al. (2005)),
we expect any strongly directive and varying part of the noise field to influ-
ence the Green function reconstruction negatively and thus alter the dv/v
measurement.
In order to establish if any such strong moving sources exist around the
Parkfield array, we investigate the structure and evolution of the ambient
noise field. To do so, we perform plane wave beamforming (as described in
Roux (2009)) on 1-day segments of ambient noise in the [0.1 0.2]Hz frequency
band which contains the secondary microseism peak. Figure 7 shows an
example of the angular-speed distribution of the background noise on this
frequency interval.
We observe that the ambient noise field at Parkfield is very directive and
dominated by a component propagating to ∼ 50◦ clockwise from North
with an apparent velocity around 2500 m/s. This means that it consists
mostly of surface waves originating from the direction of the Pacific Ocean,
in agreement with results from similar analyses by Roux (2009).
We track the azimuthal variation of the most prominent maximum in Figure
8a. In order to quantify the temporal change of the incident direction of all
noise sources, not only the strongest, we define a correlation of the noise
incident direction. This is evaluated by looking at the daily coherence of
the beamformer output with respect to the output averaged over the three
years of data (Figure 8b).
Do the azimuthal variations of the dominant source, or variations of the
noise field coherence, reflect on the dv/v measurements? In Figure 8, we
have plotted the azimuthal variation of the strong source at [0.1 0.2]Hz, as
well as the noise field coherence (a and b) along with the dv/v measurements
and the correlation function coherence (c and d).
From Figure 8a, some seasonal variations in the azimuth of the beamformer
output is visible, reminiscent of the variations seen on the cross-correlations
in Figure 2. However, one can see that the change in noise direction does not
influence the dv/v measurements directly. On the other hand, the change
in noise field structure, expressed as a decoherence in Figure 8b, does relate
to a change in correlation waveform (Figure 8d). As seen in section 4,
this decrease in waveform coherence as the source distribution changes, is
expected. In some cases, such as in the beginning of 2005, a strong change
in noise sources has even led to more fluctuations in the dv/v measurements.
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Figure 7: Beamforming output representing the angle-versus-velocity ambi-
guity surface at [0.1 0.2]Hz. Azimuth in degrees clockwise from North.
This effect of decreased waveform coherence on the measurements is included
in the expected rms fluctuations, as can be seen in section 7.
In conclusion, a change in noise wavefield incidence does temporarily result
in a noisier dv/v measurement. Since such a change is also visible as a
decoherence of the waveform these periods of time can be detected and
treated accordingly.
7 Error calculation
The precision with which a dilation coefficient  is retrieved depends on the
strength of correlation between two signals. Weaver et al. (2011) derived
an expression to predict the fluctuations in dilation coefficient due to e.g.
changes in the noise source, in the case where the velocity in the medium
has not changed.
The goal is to evaluate the precision with which wave speed changes can be
evaluated. To do this we consider the case in which two waveforms differ
only by noise so that the actual relative dilation, without noise, is zero. We
then look for the apparent (non-zero in general) value of  at which the
corresponding X in equation (6) achieves its maximum. Equation 7 gives
the root mean square of this apparent, and erroneous, relative dilation.
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Figure 8: (a) The azimuth of the beamformer output maximum (in degrees
clockwise from North) and (b) the beamformer output coherence, both at
[0.1 0.2]Hz. (c) The velocity variations as well as (d) the correlation wave-
form coherence for a 5-day sliding stack. The gray vertical dashed lines
represent the dates of the San Simeon earthquake and that of the Parkfield
earthquake, respectively.
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rms() =
√
1−X2
2X
√√√√ 6√pi2T
ω2c (t
3
2
− t3
1
)
, (7)
where  is the dilation, X the coherence of the waveform after dilation,
between starting time t1 and end time t2. T is the half period bandwidth,
with ωc the center frequency of the signal. In this study, values are typically
ωc = 0.5, T = 0.4, with start time t1 = 20 seconds and end time t2 = 120
seconds. This leads to an rms() evaluated by:
rms() = 2.6× 10−3
√
1−X2
2X
, (8)
as detailed in Weaver et al. (2011). Since we average the measurement over
91 station pairs, this rms value is reduced by
√
91, which leads to a rms of
the order of 8 × 10−5 for a wavefield coherence of X = 0.8. If the dilation
measured exceeds this rms value, we can conclude that it is indeed due to a
velocity change in the medium. We find that in the case of the Parkfield data,
the velocity variations measured are larger than the predicted fluctuation
value of  for a correlation coefficient of X. This means that they are due
to a local velocity change and not loss of coherence in the cross-correlation
function.
8 Discussion
By improving the temporal resolution of our dv/v measurements using an
adaptive filter and the stretching technique, we have shown that the velocity
drop observed at Parkfield is coseismic. The increase in temporal resolution
obtained in this paper allows us to track velocity changes immediately after
the event.
Similar, albeit stronger, coseismic velocity drops have been observed and are
generally associated with shallow damage in either the crust (Rubinstein and
Beroza (2004), Sawazaki et al. (2009), Peng and Ben-Zion (2006), Niu et al.
(2003)) or the fault zone (Li et al. (2003)). These shallow effects are modeled
by a strong drop in shear modulus (and thus velocity drop) very shortly after
the mainshock, followed by a postseismic logarithmic healing curve.
The peak ground acceleration measured in the region surrounding the array
is in the order of 0.65 − 1.3g (Shakal et al. (2005)), so superficial damage
is a possiblity. It could be argued that the velocity drop we observe is a
result of this shallow damage. The lower amplitude of velocity drop - on the
order of 0.1% instead of 30% - could be the result of averaging a localized
effect over a larger volume, seeing as we measure the change with multiply
scattered coda waves.
However, if the velocity drop we observe were due only to superficial damage,
we would expect the drop amplitude to become higher as we measure in a
17
shorter time window just following the event (1 day as opposed to 30 days).
As seen in Figure 5, this is not the case.
In fact, the postseismic relaxation behaviour closely follows along-fault dis-
placement deduced from GPS measurements (Freed (2007), Johanson et al.
(2006)). This suggests the possibility that not shallow, but deeper, deformation-
related effects are involved here.
Apart from the velocity drop at the Parkfield event, some small velocity
fluctuations remain. As shown in section 7, these fluctuations are larger
than the error expected on dv/v, and should have a physical origin. Since
our GF is not perfectly reconstructed, these fluctuations could be due to a
change of the sources. In section 6, we find no direct relation between the
dominant noise direction and the dv/v measurements (Figure 8). However,
the amount of decorrelation of the cross-correlations does reflect the stability
of the ambient noise wavefield.
9 Conclusion
By using an adaptive filter to rid the data of as much noise as possible, and
by applying the stretching method to retrieve the velocity variation mea-
surements, we are able to perform monitoring on cross-correlations of only
1 day of ambient noise. Thanks to this, we can show that the 0.1% veloc-
ity change observed at the Parkfield event is well above the measurement
precision and precisely coseismic.
Furthermore, we show that slow seasonal variations in the orientation of
the main noise sources do not affect the velocity change measurements di-
rectly. Sudden changes in the noise wavefield do relate to large fluctuations
measured in dv/v.
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