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Abstract-The distribution function of a linear combination of independent central chi-square random 
variables is obtained in a straightfoward manner by inverting the moment generating function. The 
distribution is expressed as an infinite gamma series whose terms can be computed efficiently to a 
sufficient degree of accuracy. 
1. INTRODUCTION 
We are concerned with the computation of the distribution function of a finite linear combination 
of independent central chi-square random variables. Let c = (c,, . . . , cp)’ be a vector of real 
non-zero constants and n = (n,, . . . , np)’ be a vector of integers uch that n,21, i = 1, . . . , 
p. The random variable of interest is Q(c,n) where 
Q (Cv n) = i$l ciX2(nil (1.1) 
where I*, i = 1, . . . ,p are independent chi-square random variables with ni degrees of 
freedom. 
The distribution of Q = Q(c, n) is important in a variety of problems in statistical 
inference and applied probability. A survey of applications is found in Jensen and Solomon 
[41. 
Exact series representations for the distribution of Q are found in Ruben [9], Katz et al. 
[5] and in Mathai [6]. The use of these representations for computational purposes thus far has 
been limited to small values of p; for large values the computations tend to become unfeasible. 
Alternative computational methods include numerical inversion of the characteristic function of 
Q, Imhof [3] and Rice [8]; a differential equation approach, Davis [l]; various moments- 
based approximations reviewed in Solomon and Stephens [lo], and most recently the method 
of negative binomial mixtures, Oman and Zacks [7]. 
Oman and Zacks [7] point out that all methods available in the literature ither demand 
lengthy computations or are insufficiently accurate while their method reduces the amount 
of computation and produces sufficiently accurate results. Indeed, their numeric&l com- 
parisons indicate that the percentiles of Q computed by their method are the most accurate 
as compared with Imhofs exact percentiles. 
In this paper we present yet another method for computing the distribution function 
of Q which is computationally very efficient, better or at least as accurate as the mixture 
method and easily programmed. 
2. THE EXACT DENSITY AND DISTRIBUTION FUNCTION OF Q 
By inverting the moment generating function M(t) of Q we will obtain the distribution 
function of Q as an infinite series of incomplete gamma integrals. It is well known that 
M(r)=fi (l-2c,r)-“1, mi=ni/2. (2.1) 
i=1 
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The following identity is reported in Mathai [6], 
from which, for I(1 - c,lc,)/(l -2c,t)(<l and i= 2, . . . , p we obtain the following asymp- 
totic expansion where (m>,,= 1, (m>,=m(m + 1) * * * (m+ r- l), 
(1 - 2c,t)-“i = (C,/Ci)-i~~O~(l - q//$(1 - L?crt)-(‘+mi). (2.2) 
A sufficient condition for this expansion is that t < min (1/2c3. For convenience we let 
bi=(C,/Ci)“” adA(ci, r)=(112,),(1_CI/Ci)‘/r!. (2.3) 
On multiplying the p - 1 series in (2.2), we obtain M(t) as an infinite series in (1 - 2c,t)-I, 
i.e. 
where the aj’s satisfy the relation 
i aj(l-2c,t)++j), S=f: fni (2.4) 
j=O i=l 
fi[~oA(ci9r)xer]= f ‘jx-j~ 
j-0 
and as such are easily computed recursively from the following numerically stable formulae. 
uj = AjJ”, Al” = i At-“A(ciy j-k) 7 
k=O 
(2.5) 
wherei=3,4,. . . ,p,j=O, 1,2,. , . ,andforr=O, 1,2,. . . , 
A !*) = A (c2, r) (see (2.3)). 
We now invert (2.4) term-by-term. Since the density corresponding to the factor 
(l --2c,t)-“+A is the gamma density g,(y) where 
the distribution function F(w) = F’r(Q5w) is 
(2.6) 
where the Uj’S are very efficiently computed from (2.5). Thus, (2.6) is easily used for com- 
putational purposes, since there are a number of accurate routines available for the computation 
of the incomplete gamma function. 
3. NUMERICAL COMPARISONS 
The accuracy of the representation (2.6) was numerically evaluated by comparing proba- 
bilities and percentiles of the distribution of Q to their exact values. Exact percentiles of Q 
corresponding to the probabilities and the cases (combinations of c,‘s and ni’s) of Table 1, are 
reported in Oman and Zacks [7] and other articles. These percentiles are denoted by I, the ones 
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Table 1. Percentage points using Imhofs method (I), mixture method (M) and (2.6) (Q) 
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c !r, ,r...t c ,r, ! Hethod ______________________________-_-_____________-______________ 
1 1 r P 
O.Ul 0.025 0.05 0.10 0.90 0.9s 0.975 0.99 
P.5!1,.0.4~1).0.1(1) 
0.5!11,0.3(1I,O.?tl, 
1 * 5 ! 2 ) ! 0 $5 ( :’ 1 
z.5t1,,0.5!3, 
1.8rZ~,O.t!l1~0.4121 
3.0~1,,0.5(4, 
0.?!4r,o.l(?, 
0.4~1),0.1(1)r011(41 
0.116 0.167 0.224 O.JO9 1.902 
0.115 t*:z 0.223 0.306 1.903 
0.116 . 0.224 0. JOY 1.902 
0.104 0.151 0.203 0.282 1.970 
::t:: ;::g 0.202 3 @“8! L 1.974 0
0.113 0.162 0.217 0.300 1.928 
“0:::’ 2 ?:t” *2 0.214 0.217 0.296 0.300 1.930 1.928 
0.114 0.164 0.220 0.303 1.918 
0.113 0.162 0.216 0.301 l.Vl8 
0.114 0,164 0.220 0.303 1,918 
0.105 0.151 0.203 0.280 1.985 
;*;g i*;q . .J 0.201 3 0.280 78 ;*;g . 
0.166 0.223 OS?%3 0.369 1.808 
0,164 0.221 0.281 . 6 2 3 I*::: * ;:t:7’ 
0.17% 0.238 0.301 0.389 1.767 
0.177 0.236 0,299 0.387 
0.178 0.238 0.301 0.389 ;*:zs * 
0.157 0,211 0.269 0.350 1.856 
0.15: 0.209 0,266 ::3JcS: 1.857 
0.157 0.211 0.269 1.856 
il.2rJl 0.259 0.31% 0.401 1,777 
0.201 0.256 o.Jle 0.400 1.778 
0.201 0.259 0.318 0.401 1.777 
0.217 0.279 0.342 0.428 1.713 
0.217 0.278 0.341 1.714 
0.217 0.279 0.342 ;::z; L 1.713 
0.032 0.060 0.097 0.164 2.167 
::1:1 
;y; 
KY’! ::tt: ;:;;: 
0.036 0.066 0.110 0.183 2.122 
i.l .036 0.06? 0.110 OS 183 
0.036 0 . 067 0.110 0.183 
$1;:; 
0.259 0.424 0.027 0.947 B.l?O 
0.259 0.425 ts: . L ta;:: * !‘:G . 2 
0.?.?5 0.368 0.545 O.B26 9.540 
On??4 0.36R 0.545 0.826 0.224 h% .  88.::: ,= 
0.449 0.677 0.943 1.347 9.921 
::‘9:: 0.677 il  0.943 1.347 9.v21 9
0,404 0,609 0.846 1.211 10.407 
0.403 0,609 0.84@ 1.211 10.407 
0.403 0.609 0.848 1.211 10.407 
0.135 0.197 00263 0.356 l.BOO 
0.139 0,198 0.263 0.355 G.139 . f~“8~~ * 
0.122 0.178 0.238 0.324 1.879 
0.125 0.178 0.237 0,323 % . ;*“8:; * 
6.20% 0.260 0.331 0.416 1.741 
0.209 0.266 0.530 0.414 10 70 3 1 6 ;*::: I 
0.199 0 . ‘57 0.317 0.396 .201 O,iS8 .  
X6 .
:c 
0.201 0.25% 0.317 1:7e7 
2.333 2.757 3.314 
2.332 2.756 3.310 
2.333 2.757 3.314 
2.464 2.961 3.624 
‘2:::: ;:;;y 3*g; * L 
2.400 2.878 3.520 
2.397 2.879 3.506 
2.400 2.878 3.519 
2.382 ?.%52 3.488 
2.380 2.849 3,483 
2 a382 2.852 3.487 
2.544 3.126 3.923 
2.541 3.124 4 6 ?8? . i 
2.188 2.565 3.061 
$:g; 2.564 5 ;*gt . _ 
2.130 2.494 2.978 
;:;g 2.494 3 2.971 % 
2.310 2.776 3.412 
2.307 2.77% 
2.310 2.776 ?:E .
2.161 2.546 3.056 
2.162 2.547 3,055 
2.161 2.546 3.056 
2.057 2.406 2.879 
2.056 2.407 2.B77 
2.057 2.406 2.879 
2.818 3.450 4.290 
2.818 3.451 4.29” 
2.618 3.450 4.291 
2.706 3,302 4.102 
;::g :::;” 2 4,105 lO.J 
10.202 12.282 15.032 
10.203 12.X.3 15.040 
10.202 12.183 15.032 
11.342 14.279 18.294 
;;.$ I L 14,280 . 18.296 4
12*419 14.913 18.213 
12.419 14.915 16.216 
12.419 14.914 18.213 
13.778 17.308 22.127 
13.77% 17.307 22.129 
13.77% 17.307 22.127 
1.147 2.483 2.914 
2.148 2.484 
2,148 2.483 
;:‘p;i 
2.332 2.799 3.429 
2.333 2 5::;; E4 2 
2.101 2.463 2.950 
2.105 2.464 2.940 
2.100 2.463 2.947 
2,228 2.694 3.336 
2.229 2.694 3.334 
2.229 2,694 3.333 
derived by the mixture method of Oman and Zacks by M and ours by Q. As the table indicates 
Q is closer to I than M is. Our percentiles were computed by fitting a quadratic urve to (2.6) 
and then computing the inverse function at the indicated probability. We should point out that 
our method is more appropriate for the computation of probabilities rather than percentiles. The 
probabilities corresponding to the I-entries of Table 1 are easily obtained using (2.6) and the 
errors occur in the fifth decimal place. 
The integral in (2.6) was evaluated using the IMSL routine MDGAM on an IBM 4341 
computer at the University of Texas at Dallas. The number of terms used in (2.6) varied from 
about 30 (in the lower percentiles) to about 40 (in the upper percentiles), however, the CPU 
time was absolutely negligible due to the stability of (2.5). The Fortran code is available from 
the authors upon request. 
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