We define and study two generalizations of the Krull dimension for rings, which can assume cardinal number values of arbitrary size. The first, which we call the cardinal Krull dimension, is the supremum of the cardinalities of chains of prime ideals in the ring. The second, which we call the strong cardinal Krull dimension, is a slight strengthening of the first. Our main objective is to address the following question: for which cardinal pairs (κ, λ) does there exist a ring of cardinality κ and (strong) cardinal Krull dimension λ? Relying on results from the literature, we answer this question completely in the case where κ ≥ λ. We also give several constructions, utilizing valuation rings, polynomial rings, and Leavitt path algebras, of rings having cardinality κ and (strong) cardinal Krull dimension λ > κ. The exact values of κ and λ that occur in this situation depend on set-theoretic assumptions.
Introduction
Before motivating this article, we fix some terminology. All rings will be assumed to be associative (though not commutative unless stated explicitly), with 1 = 0 unless noted otherwise, and all extensions of unital rings will be unital.
Recall that a collection C of sets is a chain if for any A, B ∈ C, either A ⊆ B or B ⊆ A. Next, if R is a ring and n is a non-negative integer, then a chain P 0 P 1 · · · P n of prime ideals of R is said to have length n. 1 Now let κ be an infinite cardinal and suppose that C is a chain of κ many prime ideals of R. Then we say that C has length κ. If C is any nonempty chain of prime ideals of R, then we denote the length of C by (C).
The Krull dimension of a commutative ring R is often defined to be n if n is the largest nonnegative integer for which there is a chain of prime ideals of R of length n. If no such n exists, it is common for the Krull dimension of R to be defined to be simply "∞" (see [14] , pp. 105-106 and [26] , p. 65).
In this paper, we study a more stringent notion.
Definition 1. Let R be a ring, and let κ := sup{ (C) | C a nonempty chain of prime ideals of R}. We call the cardinal κ the cardinal Krull dimension of R, and we write c.dim(R) = κ.
We remark that the terminology "cardinal Krull dimension" above is due to Pete Clark, who studied the cardinal Krull dimension of rings of holomorphic functions (his definition of this phrase in Section 1.1 of [5] is precisely our Definition 1 above).
The concept of finite Krull dimension (the supremum of the lengths of chains of prime ideals is finite) is ubiquitous both in algebraic geometry and the ideal theory of commutative rings. As a sampling, we record several well-known results, and we refer the reader to the texts [12] , [14] , and [18] for details. Fact 1. Let R be a commutative ring. Then the following hold:
(1) R is Artinian if and only if R is Noetherian with Krull dimension 0.
(2) If R is Noetherian of Krull dimension m ∈ N and X 1 , . . . , X n are indeterminates, then the polynomial ring R[X 1 , . . . , X n ] has Krull dimension m + n. A natural question is whether the cardinal Krull dimension of a ring R can always be realized by a chain of prime ideals. In other words, if R is a ring and c.dim(R) = κ, is it the case that there exists a chain of prime ideals of R of length κ? The answer turns out to be "no". To see this, recall that every chain of prime ideals of a commutative Noetherian ring is finite. (This follows from the well-known fact that every such ring satisfies the descending chain condition on prime ideals. Thus a nonempty subset of a chain of prime ideals in a commutative Noetherian ring must have a least and a greatest element. Furthermore, a totally ordered set with the property that every nonempty subset has both a greatest and a least element is necessarily finite.) In contrast to this fact, Nagata showed in 1962 ( [31] ) that there exist commutative Noetherian rings with chains of prime ideals of arbitrarily long finite length. Thus there exist rings R for which c.dim(R) = ℵ 0 , yet there is no chain of prime ideals of R of length ℵ 0 . Later in the paper we establish, for every limit cardinal κ, the existence of a ring of cardinal Krull dimension κ but without a chain of prime ideals of length κ (see Proposition 9) . In light of these facts, we make the following definition: Definition 2. Let R be a ring. Say that R has strong cardinal Krull dimension κ provided c.dim(R) = κ and there exists a chain of prime ideals of R of length κ. If this is the case, we write sc.dim(R) = κ.
Our comments above demonstrate that while the cardinal Krull dimension of any ring always exists, there are rings which do not have strong cardinal Krull dimension. Nevertheless, often the two notions coincide. We record observations toward this end below. The proofs are straightforward; as such, they are omitted. Aside from Nagata's example, another impetus for the definitions and results presented in this note stems from the recent paper of Kang and Park ([20] ) which proves that the power series ring (in one variable) over a nondiscrete valuation ring has uncountable chains of prime ideals. Additionally, we mention the dissertation of Bailey ([3] ), in which he shows that it is consistent with ZFC that for every infinite cardinal κ, there is a valuation ring of cardinality κ with a chain of 2 κ prime ideals. We record the related observation communicated to the first author by Jim Coykendall below. The result seems to have been known since antiquity and can be found, for example, on p. 1501 of [10] . The proof we give is the standard one.
Proposition 1 (folklore). Let F be a countable field, and let X 1 , X 2 , X 3 , . . . be indeterminates. For every positive integer n, set R n := F [X 1 , . . . , X n ], and let R ∞ := F [X 1 , X 2 , X 3 , . . .]. Then (1) sc.dim(R n ) = n for every integer n > 0, yet
Proof. Assume that F , R n , and R ∞ are as stated above.
(1) The assertion follows immediately from (1) and (2) of Fact 1 along with (1) of Observation 2.
(2) Because |Z + | = |Q|, we may re-enumerate the variables with respect to Q. Hence we may assume that R ∞ = F [X q | q ∈ Q]. Now, for every real number r, let P r := X i | i ∈ (−∞, r) ∩ Q . It is clear that each P r is a prime ideal of R ∞ and that, moreover, P r P s whenever r, s ∈ R with r < s. Setting C := {P r | r ∈ R}, we see that
C is a chain of prime ideals of R ∞ of cardinality 2 ℵ 0 . 3
Applying Observation 1 and (1.1), we have 2 ℵ 0 ≤ c.dim(R ∞ ) ≤ 2 |R∞| = 2 ℵ 0 . Thus equality holds throughout. It is immediate from (1.1) that R has strong cardinal Krull dimension.
As final motivation for the results presented in this paper, we mention the interesting work of Dobbs, Heitmann, and Mullins ([8]- [11] ) who study lengths of chains of various algebraic structures including subspaces of a vector space, overrings, and field extensions. They work mostly in ZFC. In this note, we expand the set-theoretic focus a bit; in particular, we establish some results which are independent of ZFC. Many such results translate to chains of other algebraic objects. We now state the central question addressed in this article: The outline of the paper is as follows. The next section gives a terse treatment of some fundamental order theory and set theory utilized throughout the paper. In Section 3, we explore Question 1 in the context of valuation rings. Section 4 is devoted to a similar analysis, but with valuation rings replaced with polynomial rings. Section 5 continues the investigation of Question 1 relative to Leavitt path algebras. More specifically, we show that if κ ≥ λ, then there exists a ring with cardinality κ and strong cardinal Krull dimension λ if and only if κ ≥ 2 and either κ ≥ ω or λ = 0 (Theorem 2). We also construct, for any infinite cardinal κ, a valuation ring (Corollary 1), a polynomial ring (Corollary 4), and a Leavitt path algebra (Theorem 7) having cardinality κ and cardinal Krull dimension λ strictly larger than κ. Most of the rest of the paper discusses what values of λ and κ are possible in this situation, and how that depends on set-theoretic assumptions (see Theorem 4, Corollary 3, Corollary 5, and Proposition 7).
Preliminaries
In this terse section, we present several definitions and results of which we shall make frequent use.
2.1. Order Theory. Let P be a set. A preorder on P is a binary relation ≤ on P which is reflexive and transitive. If in addition, ≤ is antisymmetric, then we say that ≤ is a partial order on P . In this case, (P, ≤) is called a partially ordered set or poset. If in addition, for any x, y ∈ P , either x ≤ y or y ≤ x, then we say that ≤ is a total order or linear order on P , and call (P, ≤) a linearly ordered set or a chain. We call ≤ a well-order on P if, in addition to being linear, every nonempty subset of P has a ≤-least element. Finally, suppose that (L, ≤) is a linearly ordered set and that D ⊆ L. Then D is dense in L provided that for every x, y ∈ L with x < y, there exists some d ∈ D such that x < d < y.
If ≺ is a binary relation on P which is irreflexive and transitive, then ≺ is often called a strict partial order on P . Observe that if ≺ is a strict partial order on P , then the binary relation defined on P by x y if and only if x = y or x ≺ y is a partial order on P . Analogously, if is a partial order on P , then the binary relation ≺ defined on P by x ≺ y if and only if x y and x = y is a strict partial order on P . Similar remarks apply in case is a linear or well-order on P . when there is no ambiguity, this relation will be denoted by the more commonplace <.
The axiom of choice (along with the other axioms of ZFC) implies that every set is equinumerous with an ordinal. If x is any set, then the least ordinal α equinumerous with x (relative to the membership relation just described) is called the cardinality of x; we say that α is the cardinal number of x, and write |x| = α. An ordinal α is a cardinal number if α = |x| for some set x. Let κ be an infinite cardinal. The cofinality of κ, denoted cf(κ), is the least cardinal λ such that κ is the union of λ cardinals, each smaller than κ. We say that κ is regular if cf(κ) = κ. If κ is not regular, then κ is called singular.
Now let α ∈ ORD be arbitrary. Then α is a limit ordinal provided that for every i < α, there is an ordinal j such that i < j < α. The ordinal α is a successor ordinal if α = i + 1 for some ordinal i, where i + 1 := i ∪ {i} (which is the least ordinal greater than i). It is easy to prove that every ordinal number is either a limit or a successor ordinal. Analogously, a cardinal number κ is a successor cardinal if there is a cardinal number β such that κ is the least cardinal larger than β. In this case, we write κ = β + . If there is no such β, then κ is a limit cardinal. 3 Next, let α and β be cardinals and let X and Y be disjoint sets of cardinality α and β, respectively. The sum α + β of α and β is defined to be |X ∪ Y |. Moreover, the product α · β is |X × Y |, and the power α β is defined by α β := |X Y |, where X Y := {f | f : Y → X is a function}. We now recall several elementary results on cardinal arithmetic which will be useful throughout this paper: Fact 2. Let α and β be cardinals with α nonzero and β infinite. Then:
(1) α + β = max(α, β) = α · β, (2) β β = 2 β , and (3) β is a limit ordinal.
The Continuum Hypothesis (CH) is the assertion that there is no cardinal number properly between ℵ 0 and 2 ℵ 0 . The Generalized Continuum Hypothesis (GCH) is the claim that for every infinite cardinal κ, there is no cardinal properly between κ and 2 κ . By work of Gödel and Cohen, CH (respectively, GCH) cannot be proved nor refuted from the ZFC axioms, assuming the axioms are consistent. Finally, we mention the well-known texts [19] and [25] as references for the elementary results presented above as well as for more advanced set theory.
Valuation Rings
Before presenting our main results, we set the stage by introducing some fundamentals of valuation theory. We remark that throughout, we adopt the model-theoretic/universal-algebraic convention of denoting ordered groups and, more generally, ordered sets with boldface capital letters and the ground set (universe) with non-boldface capital letters. However, we use a standard font for rings.
Ordered Abelian Groups and
Valuations. An ordered abelian group is a triple G := (G, +, ≤) consisting of an abelian group (G, +) and a translation-invariant total order ≤ on G. In other words, ≤ is a total order on G and is such that for all a, b, c ∈ G: if a ≤ b, then a + c ≤ b + c. Suppose now that I := (I, ≤) is a well-ordered set and that for every i ∈ I, G i := (G i , + i , ≤ i ) is an ordered abelian group. The group i∈I G i denotes the external direct sum of the groups G i with the lexicographic order defined as follows. Suppose that f, g ∈ i∈I G i are distinct, and choose the least
If G is a totally ordered abelian group, then we may adjoin infinity by declaring g +∞ = ∞+g = ∞ + ∞ = ∞ for any g ∈ G (here, ∞ is any set which is not already a member of G). Moreover, we may extend ≤ to G ∪ {∞} by defining g ≤ ∞ for g ∈ G. Suppose now that (G, +, ≤, ∞) is a totally ordered abelian group with infinity adjoined, and let F be a field. A function v : F → G ∪ {∞} is said to be a valuation on F with value group G if the following conditions hold:
, then one checks that V is an integral domain whose lattice of ideals forms a totally ordered chain with respect to set inclusion. The commutative domain V is called the valuation ring associated with v. The next result is well-known:
Fact 3 (Krull). Let G be a totally ordered abelian group. Then there exists a field F and a valuation v on F such that G is the value group of v. Moreover, if G is nontrivial, we may find F having cardinality |G| (see [14] , Corollary 18.5).
Next, let G be a totally ordered abelian group. For g ∈ G, we define the absolute value of g in the natural way: |g| := g if g ≥ 0 and |g| :
The rank ρ(G) of G is simply the order type of the collection of nontrivial isolated subgroups of G, which is totally ordered by inclusion. The following is well-known; for a proof, see [24] , Result 1.
Fact 4. Suppose that v is a valuation on a field F with value group G and associated valuation ring V . Then there is a one-to-one inclusion-reversing correspondence between the collection of prime ideals of V and the collection of isolated subgroups of G.
We introduce a bit more notation and then conclude this section with a result from [24] to be invoked shortly. In what follows, if L := (L, ≤) is a linearly ordered set, then set L := (L = L, ≤ op ), where ≤ op is defined on L by x ≤ op y if and only if y ≤ x. Next, suppose that I is a linearly ordered set and that for every i ∈ I, S i := (S i , ≤ i ) is also a linearly ordered set. Now define i∈I S i := {(i, s) | i ∈ I, s ∈ S i }, endowed with the order ≤ given by (i, s) ≤ (j, t) if and only if i < j or i = j and s ≤ i t. It is easy to see that ≤ is a linear order on {(i, s) | i ∈ I, s ∈ S i }; the structure i∈I S i is called the concatenation of the S i 's (relative to I).
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Theorem 1 ([24], Theorem 1). Let I be a well-ordered set, and suppose that for every i ∈ I, G i is a totally ordered abelian group. Then ρ( i∈I G i ) = i∈I ρ(G i ).
3.2.
The Downward-Restricted Version of Question 1. The purpose of this subsection is to state and prove our first theorem, which resolves Question 1 in the case κ ≥ λ.
Theorem 2. Let κ and λ be cardinals with κ ≥ λ. Then there exists a ring R of cardinality κ with cardinal Krull dimension λ if and only if the following hold: (1) and (2) above hold, we may find such a ring R with strong cardinal Krull dimension.
Proof. Recall that for us, all rings are unital with 1 = 0. Moreover, every finite ring has Krull dimension 0 as every prime ideal of a finite ring is maximal. 4 The necessity of (1) and (2) above is now clear. Conversely, suppose that κ ≥ λ are cardinals satisfying (1) and (2) . Observe that if κ < ω, then we may take R := Z/ κ . Now assume κ ≥ ω. If λ = 0, then choose R to be any field of cardinality κ. Suppose that λ > 0. Note that the ordered abelian group (Z, +, ≤) has no proper nontrivial isolated subgroups. Applying Theorem 1, it is easy to see that
Set G := λ Z and H := κ Z, both ordered lexicographically. Basic set theory implies that |G × H| = κ. If one endows the external direct sum G ⊕ H with the lexicographic order, then by Fact 3, there is a field F of cardinality κ and a valuation v on F with value group G ⊕ H. Let π 1 : G × H → G be the projection function onto the first coordinate. It is straightforward to show that the map w : Our objective is now to study the limitations of Proposition 2 in ZFC. First, we prove a proposition which will afford us a short proof of Bailey's two theorems presented above along with other results concerning what can be proved in ZFC regarding the possible strong cardinal Krull dimension of a valuation ring.
Proposition 3. Let κ be an infinite cardinal and let λ be the least cardinal such that 2 λ > κ. Then there exists a totally ordered abelian group G such that |G| = κ and G has at least 2 λ isolated subgroups.
Proof. We let κ be an infinite cardinal and let λ be the least cardinal such that 2 λ > κ. Since κ is infinite, it is clear that
Since 2 κ > κ, we conclude that
Next, set 
We now define the lexicographic order < on 2 <λ+1 as follows:
The reverse lexicographic order on G is defined as follows:
One checks easily that P is closed under addition and that (P, {0}, −P ) partitions G. Thus the order ≺ defined on G by f ≺ g if and only if g − f ∈ P induces a translation-invariant total order on the group G.
Recall that 0 ≺ g. Hence g(m(g)) > 0. We conclude that
. But recall that 0 ≺ f , and thus f (m(f )) > 0. Finally, we see that (g − f )(m(g − f )) < 0. But this contradicts the fact that 0 ≺ g − f , and (3.7) is confirmed. Following the notation presented in Section 2.2, we let {0, 1} λ ⊆ 2 <λ+1 denote the collection of all functions f : λ → {0, 1}. We claim that if x, z are distinct members of {0, 1} λ , then G x = G z . Toward this end, it is easy to verify that 2 <λ is dense in {0, 1} λ . Without loss of generality, we may suppose that x < z. Then there exists y ∈ 2 <λ such that x < y < z. Consider the function f ∈ G defined by f (ζ) := 1 if ζ = y, and 0 otherwise . We are almost ready to establish Bailey's theorems as corollaries. First, we recall that an infinite cardinal κ is a strong limit cardinal provided that for every cardinal α < κ, also 2 α < κ. We weaken this condition slightly and call an infinite cardinal κ a pseudo strong limit cardinal (PSL cardinal) if for every cardinal α < κ, 2 α ≤ κ. It is easy to construct arbitrarily large strong limits (hence arbitrarily large PSL cardinals). Begin with an infinite cardinal κ 0 . By recursion, define κ n+1 := 2 κn . Now set κ := n≥0 κ n . Then one checks at once that κ is a strong limit. As promised, we give a short proof of Bailey's results.
Proof of Theorem 3. Let κ be an infinite cardinal. By Corollary 1, there exists a valuation ring V of cardinality κ and strong cardinal Krull dimension at least κ + . So if we assume GCH, it follows that for every infinite cardinal κ, there is a valuation ring of cardinality κ and strong cardinal Krull dimension 2 κ . Now suppose that κ is a PSL cardinal. Then it follows immediately from the definition of "PSL cardinal" that the least cardinal λ for which 2 λ > κ is κ itself. By Fact 3, Fact 4, and Proposition 3, we see that there is a valuation ring of cardinality κ and strong cardinal Krull dimension 2 κ .
We now present an immediate corollary of our work above.
Corollary 2. Let κ be an infinite cardinal. Then the following hold:
(1) ( [22] , Problem 18.4) There exists a set X of cardinality κ and a chain of κ + subsets of X.
(2) Assume GCH. Then there is a set X of cardinality κ and a chain of 2 κ subsets of X.
(3) Suppose κ is a PSL cardinal. Then there is a set X of cardinality κ and a chain of 2 κ subsets of X.
Next, we prove that a conjecture of Bailey is undecidable in ZFC. Proof. We have proved in ZFC that for every infinite cardinal κ, there is a valuation ring of cardinality κ and strong cardinal Krull dimension strictly larger than κ. So ZFC + GCH proves the conjecture. On the other hand, ZFC+ ¬GCH disproves the conjecture.
Given our results up to this point, it is natural to consider the following question: The answer is 'no'. We now work toward proving that this is indeed the case, and begin with two lemmas.
Lemma 1. Let S be a set, and suppose that C is a chain of subsets of S. Define a binary relation ≺ on S by letting x ≺ y whenever there exists A ∈ C which contains x but not y.
(1) The relation ≺ is a (strict) partial order on S.
(2) There exists a subset S of S such that (a) the map C → P(S ) defined by A → A ∩ S is injective, and (b) the restriction of ≺ to S is a (strict) total order on S .
Proof. Let S, C, and ≺ be as defined above.
(1) It is patent that ≺ is irreflexive on S. Suppose now that x, y, z ∈ S and x ≺ y ≺ z. Then there is A 1 ∈ C which contains x but not y and A 2 ∈ C which contains y but not z. Because C is a chain, either A 1 ⊆ A 2 or A 2 ⊆ A 1 . If A 2 ⊆ A 1 , then because y / ∈ A 1 , also y / ∈ A 2 , a contradiction. Hence A 1 ⊆ A 2 , and we deduce that A 1 contains x but not z. By definition, x ≺ z, and we have shown that ≺ is a partial order on S.
(2) Say that a set X ⊆ S is C-separated if for every distinct x, y ∈ X, there exists A ∈ C such that either A contains x but not y or A contains y but not x. By Zorn's Lemma, we may find a set S ⊆ S which is maximal with respect to being C-separated. We claim that (3.9) the map C → P(S ) defined by A → A ∩ S is injective.
For suppose by way of contradiction that A 1 , A 2 are distinct members of C and
Next, we claim that S ∪ {x * } is C-separated. To see this, pick x ∈ S arbitrarily. It suffices to show that there is A ∈ C which contains x but not x * or vice-versa. If A 1 contains x, then A 1 contains x but not x * . Otherwise, x / ∈ A 1 . Because A 1 ∩ S = A 2 ∩ S and x ∈ S , we see that x / ∈ A 2 . But then A 2 contains x * and not x. We have shown that S ∪ {x * } is C-separated, and this contradicts the maximality of S . We have now verified (2)(a). It is clear by the definition of ≺ and S that the restriction of ≺ to S is a total order, completing the proof of (2).
For a set S and a chain C ⊆ P(S), let us agree to call the partial order ≺ defined in Lemma 1 the C-order on S. Our next lemma is certainly known. Since we could not locate a reference, we include the proof. Proof. Let κ and λ be as stated. Suppose first that there exists a linearly ordered set S := (S, ≤) and a dense subset D of S such that |S| = λ and |D| = κ. Now simply set T := D. For s ∈ S, let X s := {x ∈ D | x ≤ s}. Because D is dense in S, we see that X s 1 = X s 2 for s 1 = s 2 in S. Setting C := {X s | s ∈ S} completes the proof of the forward implication.
For the converse, suppose that T is a set of cardinality κ and that C ⊆ P(T ) is a chain of cardinality λ. By Lemma 1(2), there is a set S ⊆ T and a chain C ⊆ P(S) (namely, C := {X ∩ S | X ∈ C }) such that |C| = λ and the C -order on S is total. It is clear that this implies that the 11 C-order ≺ is total on S as well. We now show that every A ∈ C is closed downward relative to ≺; that is, we prove that This is easy to see: if s / ∈ A, then by definition of ≺, we have a ≺ s, which is impossible since s ≺ a and ≺ is a total order on S. It is immediate from the linearity of ≺ on S that We now extend S := (S, ≺) to a dense linear order as follows: let Q := (Q, <), where < is the usual order on Q. Next, order S × Q lexicographically (relative to ≺ and <, respectively). For brevity, we denote the lexicographic order on S × Q by . It is easy to see that (3.13) for every X ∈ C, X ×Q is closed downward relative to and has no -greatest element.
As in the literature, call a set Y ⊆ S × Q which has no greatest element and is closed downward with respect to a cut. Let D := {seg(z) | z ∈ S × Q}, and set B := {X × Q | X ∈ C} ∪ D . It is clear that B has cardinality λ. One checks immediately that every member of D has no -greatest element, hence by (3.11), every member of D is a cut. Moreover, |D | ≤ κ. We claim that D is dense in B relative to ⊆. To wit, suppose that C 1 and C 2 are distinct members of B. Without loss of generality, we may assume (by (3.12) and (3.13)) that C 1 ⊂ C 2 (that is, C 1 is a proper subset of C 2 ). Let (a 0 , q 0 ) ∈ C 2 \C 1 . As C 2 has no greatest element, there exist (a 1 , q 1 ), (a 2 , q 2 ) ∈ C 2 such that (a 0 , q 0 ) (a 1 , q 1 ) (a 2 , q 2 ). Then one verifies that C 1 ⊂ seg((a 1 , q 1 )) ⊂ C 2 . Extend D to a subset D of B of cardinality κ (if necessary). Then D is clearly also dense in B. Finally, setting B := (B, ⊆), the proof is complete.
Next, we recall a well-studied definition inspired by model theory. Proof. Immediate from Corollary 2(1) and Lemma 2.
We now recall two results on the ded function from the literature which we shall employ shortly; we refer the reader to [4] and [21] for a fairly comprehensive sampling of what is known on this function.
Lemma 3 ([4]
, [30] ). Let κ be an infinite cardinal.
(1) κ < ded(κ) ≤ 2 κ , 7 and (2) (Mitchell) it is consistent with ZFC that if cf(κ) > ℵ 0 , then ded(κ) < 2 κ .
Recall from Observation 1 that if R is any ring, then c.dim(R) ≤ 2 |R| . Applying Proposition 4 above yields a better bound. Finally, we close this section by proving that Question 2 has a negative answer. 
Polynomial Rings
Employing some of the machinery extablished in the previous section, we now consider Question 1 in the context of polynomial rings. We begin by establishing lower and upper bounds on the cardinal Krull dimension of polynomial rings and algebras over a division ring, respectively.
(2) If R is an algebra of dimension κ (as a left vector space) over a division ring D, then c.dim(R) ≤ ded(κ).
Proof. Let κ be an infinite cardinal. 
This establishes claim (1).
(2) Suppose now that R is an algebra of dimension κ over a division ring D. Proceeding by contradiction, suppose that ded(κ) < c.dim(R). Then there exists a cardinal λ > ded(κ) and a chain C of prime ideals of R of length λ. By Lemma 1(2), there is a set S ⊆ R and a chain C of subsets of S such that the C-order ≺ restricted to S is total and such that |C | = λ.
Our next claim is that
To see this, suppose that |S| ≤ κ. Recall above that there is a chain C of subsets of S of cardinality λ > ded(κ). Then certainly there exists a chain of subsets of κ of cardinality λ > ded(κ), contradicting Proposition 4. We now prove that (4.2) S is linearly independent over D.
Suppose not. Because ≺ is a total order on S, there exist distinct elements s 0 ≺ s 1 · · · ≺ s n of S and nonzero d 0 , . . . , d n ∈ D such that (4.3) 0 = d 0 s 0 + · · · + d n s n .
By definition of ≺, for each i, 0 ≤ i < n, we may choose P i ∈ C such that s i ∈ P i but s i+1 / ∈ P i . Observe that P 0 P 1 · · · P n−1 . Equation (4.3) and the fact that D is a division ring yield that s n ∈ P n−1 , a contradiction.
We have shown that there exists a linearly independent subset S of R of size greater than the dimension of R as a D-algebra. This is absurd, and the proof is complete.
Next, we extend Proposition 1 from the Introduction. ( Proof. Assume κ is an infinite cardinal and R is a ring.
(1) If |R| ≤ κ, then the ring R[X i | i < κ] has cardinality κ. Proposition 5 and Theorem 5(1) yield the desired result.
(2) Immediate from Theorem 5.
(3) Assume that κ is PSL. By Corollary 2(3), there is a chain C of 2 κ subsets of κ. By the proof of Theorem 5(1), we obtain a chain of 2 κ prime ideals of R[X i | i < κ].
(4) Under GCH, every infinite cardinal is PSL.
We now present an analog of Theorem 4 for polynomial rings. Proof. Immediate from Corollary 4(1) and Lemma 3.
The next two facts from the literature will enable us to prove another corollary along with a proposition. Proof.
(1) Let κ > ℵ 0 be PSL. Suppose first that S is a commutative domain of cardinality κ, and let P (S) be the prime subring of S. Note that P (S) is countable. Basic set theory yields a subset X of S of cardinality κ which is algebraically independent over P (S). Hence to within isomorphism, P (S)[X i | i < κ] is a subring of S. Making this identification, we have P (S)
. We now invoke (3) of Corollary 4 to conclude the existence of R and T with the desired properties. Next, suppose that S is Noetherian of cardinality κ. By Fact 6, there is a prime ideal P of S such that |S/P | = |S|. By our work above, there is a subring of S/P of cardinality κ and strong cardinal Krull dimension 2 κ . This subring is of the form R/P for some subring R of S containing P . But then R has a chain of 2 κ prime ideals, each containing P . It follows that sc.dim(R) = 2 κ . As before, we set T := S[X i | i < κ].
(2) Immediate from (1) since under GCH, every infinite cardinal is PSL.
Remark 2.
A natural question is whether we can drop the assumption that S is either a domain or Noetherian in Corollary 6. The answer is no. To see this, let κ be an arbitrary infinite cardinal, and set R := Z[X i | i < κ]/ X i X j | i, j < κ . Observe that the variables embed injectively into R in the canonical way, and hence R has cardinality κ. Moreover, every element r ∈ R can be expressed in the form r = m + x, where m is an integer and x 2 = 0 (modulo X i X j | i, j < κ ). It follows that R is an integral extension of Z (we identify Z with its image in R), and hence every subring of R has strong Krull dimension 1, by Fact 5. 15 It is easy to see via an elementary set-theoretic argument that if F is an infinite field and K is an algebraic field extension of F , then F and K have the same cardinality. Employing a technique used in the proof of Corollary 6, we generalize this result. Proposition 6. Let R be an infinite commutative ring, and suppose that S is a commutative Noetherian integral extension of R. Then |R| = |S|.
Proof. Let R and S be as postulated. Suppose by way of contradiction that |S| > |R|. Let P be a prime ideal of S such that |S| = |S/P | (furnished by Fact 6). Then S/P is an integral extension of R/(R ∩ P ) ( [14] , Lemma 10.1). Observe that S/P and R/(R ∩ P ) are domains and that |S/P | = |S| > |R| ≥ |R/(R ∩ P )|. Let K and F be the quotient fields of S/P and R/(R ∩ P ), respectively. Then K is an algebraic field extension of F , yet |K| > |F | (note that the cardinality of any commutative domain is the same as the cardinality of its quotient field). From the remarks preceding the statement of Proposition 6, we deduce that F is finite. Because R is infinite and |S| > |R|, S is uncountable. But then K is an uncountable algebraic field extension of the finite field F , and we have reached a contradiction.
We close this section by showing that it is consistent with ZFC that, in a sense, Conjecture 1 can fail quite badly. As a full proof of the set-theoretic assertions would take us too far afield, we give an outline of the argument and refer the reader to the popular texts [19] and [25] for references on forcing. We also remark that neither the next proposition nor the technique of forcing will be utilized in the remainder of this note. Sketch of Proof. Begin with a countable transitive model of ZFC + GCH, and add ℵ 2 many Cohen reals. A straightforward (Cohen) forcing argument shows that GCH fails only at ω (this is an immediate consequence of [25] , exercise G1, for example). In other words, we obtain a model of ZFC which satisfies (1) 2 ℵ 0 = ℵ 2 , and (2) for all cardinals β ≥ ℵ 1 , 2 β = β + (the least cardinal larger than β).
We claim that every infinite cardinal β ≥ ℵ 2 is PSL in this model. It follows immediately from (1) and (2) above that ℵ 2 is PSL. Suppose that β > ℵ 2 , and assume that α < β. We must show that 2 α ≤ β. If α ≥ ℵ 1 , then by (2), 2 α = α + ≤ β. Otherwise, α ≤ ℵ 0 . In that case, (1) yields 2 α ≤ ℵ 2 < β. Therefore β is PSL, and hence Corollary 4(3) implies that for every cardinal β ≥ ℵ 2 , there is a commutative ring of cardinality β and strong cardinal Krull dimension 2 β . Suppose now that β = ℵ 0 or β = ℵ 1 , and let F be a field of cardinality β. Observe that the polynomial ring F [X i | i < ω] has cardinality β. Moreover, the proof of Proposition 1 along with (1) and (2) above shows that the strong cardinal Krull dimension of F [X i | i < ω] exists and is equal to 2 ℵ 0 = ℵ 2 = 2 β . The proof is now concluded. 16
Leavitt Path Algebras
With the help of Leavitt path algebras, we give another construction of a class of (mostly noncommutative) rings whose strong cardinal Krull dimensions exceed their cardinalities. For the reader who is not familiar with Leavitt path algebras, we begin with a very brief introduction to these rings.
Throughout this section, rings will be assumed only to be associative, not necessarily unital.
5.1.
More on Partially Ordered Sets. Suppose P := (P, ≤) is a partially ordered set. We call P downward directed if P is nonempty, and for all p, q ∈ P there exists r ∈ P such that p ≥ r and q ≥ r. An element x ∈ P is called a least, respectively greatest, element of P if x ≤ y, respectively y ≤ x, for all y ∈ P . Let (P 1 , ≤ 1 ) and (P 2 , ≤ 2 ) be two partially ordered sets, and let f :
implies that x ≤ 1 y for all x, y ∈ P 1 . In the latter case, f is necessarily injective, since f (x) = f (y) implies that x ≤ 1 y and y ≤ 1 x. If f is both order-preserving and order-reflecting, then it is an order-embedding. If f is an order-embedding and bijective, then f is an order-isomorphism. We write (P 1 , ≤ 1 ) ∼ = (P 2 , ≤ 2 ) if there is an order-isomorphism between the two partially ordered sets.
The Leavitt Path Algebra Construction.
A directed graph E := (E 0 , E 1 , s, r) consists of two disjoint sets E 0 , E 1 (the elements of which are called vertices and edges, respectively), together with functions s, r : E 1 → E 0 , called source and range, respectively. We shall refer to directed graphs as simply "graphs" from now on. A path p of length n in E is a sequence e 1 · · · e n of edges e 1 , . . . , e n ∈ E 1 such that r(e i ) = s(e i+1 ) for i ∈ {1, . . . , n − 1}. We view the elements of E 0 as paths of length 0, and denote by Path(E) the set of all paths in E. Given a vertex v ∈ E 0 , if the set s −1 (v) = {e ∈ E 1 | s(e) = v} is finite but nonempty, then v is said to be a regular vertex.
Next, let K be a field and E be a nonempty graph 8 . Augment E 1 by adjoining a new edge e * for every e ∈ E 1 such that (1) for e 1 = e 2 , e * 1 = e * 2 , and (2) (E 1 ) * := {e * | e ∈ E 1 } is disjoint from E 1 and E 0 . Extend s and r to E 1 ∪ (E 1 ) * by setting s(e * ) := r(e) and r(e * ) := s(e). The Leavitt path algebra L K (E) of E is the K-algebra freely generated over K by E 0 ∪ E 1 ∪ (E 1 ) * , modulo the following relations (where δ denotes the Kronecker delta): For all v ∈ E 0 we define v * := v, and for all paths p := e 1 · · · e n (e 1 , . . . , e n ∈ E 1 ) we set p * := e * n · · · e * 1 . With this notation, every element of L K (E) can be expressed (though not necessarily uniquely) in the form n i=1 k i p i q * i for some k i ∈ K and p i , q i ∈ Path(E). It is also easy to establish that L K (E) is unital (with multiplicative identity v∈E 0 v) if and only if E 0 is a finite set.
For additional information and background on Leavitt path algebras see, e.g., [1] .
5.3.
Associating Leavitt Path Algebras to Posets. We begin with several definitions and a theorem from [2] , which we record next.
Definition 4. Given a partially ordered set P := (P, ≤) we define the graph E P as follows:
and p, q ∈ P satisfy p > q}, where s(e i p,q ) := v p and r(e i p,q ) := v q for all i ∈ N. Intuitively, we build E P from P by viewing the elements of P as vertices and putting countablyinfinitely many edges between them whenever the corresponding elements are related in P. It turns out that the prime spectrum of a Leavitt path algebra constructed from a graph of this form has a structure closely related to that of P. The next two definitions will enable us to state this fact precisely.
Definition 5. Let (P, ≤) be a partially ordered set. Define a binary relation on the collection of nonempty subsets of P as follows. Given S 1 , S 2 ∈ P(P ) \ {∅}, write S 1 S 2 if for every s 2 ∈ S 2 there exists s 1 ∈ S 1 such that s 1 ≤ s 2 . If S 1 S 2 and S 2 S 1 , then we write S 1 ≈ S 2 .
It is routine to verify that (P(P ) \ {∅}, ) is a preordered set, that ≈ is an equivalence relation on P(P ) \ {∅}, and that induces a partial order on the set (P(P ) \ {∅})/ ≈ of ≈-equivalence classes. For S ∈ P(P ) \ {∅}, we shall denote the ≈-equivalence class of S by [S]. Further, we extend ≤ to a binary relation ≤ A on A(P ), as follows. For all p, q ∈ A(P ) let p ≤ A q if one of the following holds:
(1) p, q ∈ P and p ≤ q, (2) p ∈ P , q = x [S] ∈ A(P ) \ P , and p ≤ s for all s ∈ S, (3) p = x [S] ∈ A(P ) \ P , q ∈ P , and s ≤ q for some s ∈ S, or (4) p, q ∈ A(P ) \ P , p = x [S] , q = x [T ] , and S T .
We conclude this subsection by recalling a useful result from [2] and proving a lemma. where Spec(L K (E P )) denotes the set of prime ideals of L K (E P ).
Lemma 4. If (P, ≤) is linearly ordered, then so is (A(P ), ≤ A ).
Proof. By Theorem 6, (A(P ), ≤ A ) is a poset. Now assuming that (P, ≤) is linearly ordered, it suffices to take two arbitrary elements p, q ∈ A(P ) and prove that either p ≤ A q or q ≤ A p. In light of Definition 6, there are four cases to consider. First, suppose that p, q ∈ P . Then either p ≤ q or q ≤ p, since P is a chain. Hence either p ≤ A q or q ≤ A p, by Definition 6(1).
Second, suppose that p ∈ P and q = x [S] ∈ A(P )\P , for some S ⊆ P . Since P is linearly ordered, either p ≤ s for all s ∈ S, or t ≤ p for some t ∈ S. In the first case, p ≤ A q, by Definition 6(2), while in the second case, q ≤ A p, by Definition 6(3).
The case where q ∈ P and p ∈ A(P ) \ P is analogous to the previous one. Finally, suppose that p, q ∈ A(P ) \ P , p = x [S] , and q = x [T ] , for some S, T ⊆ P . Since P is linearly ordered, we must have either S T or T S. In the first case, p ≤ A q, while in the second case, q ≤ A p, by Definition 6(4).
Cardinal Krull Dimension of Leavitt Path
Algebras. Our next goal is to compute the cardinality and strong cardinal Krull dimension of a Leavitt path algebra of the form L K (E P ).
Lemma 5. Let K be a field and E a graph. Also set |K| := κ and |E| := |E 0 ∪ E 1 | := . Then the following hold:
(2) If κ ≤ and ℵ 0 ≤ , then |L K (E)| = .
Proof. (1) First, note that
As mentioned above, every element of L K (E) can be expressed in the form n i=1 k i p i q * i for some k i ∈ K and p i , q i ∈ Path(E). Hence |L K (E)| ≤ ℵ 0 · κ · 2 .
(2) Since E ⊆ L K (E), necessarily ≤ |L K (E)|. If κ ≤ and ℵ 0 ≤ , then ℵ 0 · κ · 2 = , and hence |L K (E)| = , by (1). Corollary 7. Let K be a field and (P, ≤) a poset. If |K| ≤ |P | and ℵ 0 ≤ |P |, then |L K (E P )| = |P |.
Proof. We observe that
Hence if ℵ 0 ≤ |P |, then |E P | = |P |. Therefore |L K (E P )| = |P |, by Lemma 5(2). Proposition 8. Let K be a countable field, (P, ≤) an infinite linearly ordered structure, and R := L K (E P ). Then |R| = |P | and sc.dim(R) = |A(P )|.
Proof. The equality |R| = |P | follows from Corollary 7. Since (P, ≤) is linearly ordered, so is (A(P ), ≤ A ), by Lemma 4. Hence sc.dim(R) = |A(P )|, by Theorem 6.
Corollary 8. Let K be a countable field and κ an infinite cardinal. Suppose there exists a linearly ordered structure (B, ≤) and a dense set D ⊆ B such that |B| = λ, |D| = κ, and λ ≥ κ. Setting R = L K (E D ), we have |R| = κ and sc.dim(R) ≥ λ. 19
Proof. By Proposition 8, it is enough to show that |A(D)| ≥ λ. To prove this inequality, we shall construct an injective function φ : B \ D → A(D) \ D. Without loss of generality, we may assume that if B has a greatest element, then it belongs to D. Given r ∈ B \ D, let S r := {p ∈ D | r < p}. Since r is not a greatest element, by hypothesis, S r = ∅. Thus S r is downward directed (a chain, actually, since it is a subset of a chain) and has no least element, since D is dense in B. Therefore x [Sr] ∈ A(D) \ D, and hence r → x [Sr] defines a function φ : B \ D → A(D) \ D. To show that φ is injective, let r, p ∈ B \ D be distinct. Without loss of generality, we may assume that r < p. Then there exists q ∈ D such that r < q < p, since D is dense in B. Therefore q ∈ S r \ S p , which implies that S r ≺ S p . Thus x [Sr] < A x [Sp] , and in particular,
Our next corollary is a Leavitt path algebra analogue of Proposition 1(2). Corollary 9. Let K be a countable field and R := L K (E Q ), where Q is the set of the rational numbers with the usual ordering ≤. Then |R| = ℵ 0 and sc.dim(R) = 2 ℵ 0 .
Proof. Setting B := R and P := Q, Corollary 8 implies that |R| = ℵ 0 and sc.dim(R) ≥ 2 ℵ 0 . The desired conclusion now follows from the fact that, by Proposition 8, |sc.dim(R)| = |A(Q)| ≤ |Q| + 2 |Q| = 2 ℵ 0 .
Combining Corollary 8 with Lemma 2, we obtain our final theorem. Theorem 7. Let K be a countable field and κ an infinite cardinal. Suppose there exists a set of cardinality κ whose power set contains a linearly ordered subset of cardinality λ ≥ κ. Then there exists a graph E such that R := L K (E) satisfies |R| = κ and sc.dim(R) ≥ λ.
An application of Corollary 2 and Observation 1 yields the following corollary: Corollary 10. Let K be a countable field and κ an infinite cardinal.
(1) There exists a graph E such that R := L K (E) satisfies |R| = κ and sc.dim(R) ≥ κ + .
(2) Assuming GCH, there exists a graph E such that R := L K (E) satisfies |R| = κ and sc.dim(R) = 2 κ . (3) If κ is a PSL cardinal, then there exists a graph E such that R := L K (E) satisfies |R| = κ and sc.dim(R) = 2 κ .
Finally, we use Leavitt path algebras to construct rings with cardinal Krull dimension of every limit cardinality but without strong cardinal Krull dimension. Proposition 9. Let K be a field and κ a nonzero limit cardinal. Then there exists a graph E such that R := L K (E) has cardinal Krull dimension κ but does not have strong cardinal Krull dimension.
Proof. For each cardinal λ < κ let (P λ , ≤ λ ) be a well-ordered set such that |P λ | = λ. Also let P := λ<κ P λ (the disjoint union of the P λ ), and define a partial order ≤ on P by letting s ≤ t, for all s, t ∈ P , whenever s, t ∈ P λ and s ≤ λ t for some λ < κ. Then every downward directed subset of P is a subset of some P λ , and hence has a least element, since ≤ λ is a well-order. It follows that (P, ≤) = (A(P ), ≤ A ), and hence (Spec(L K (E P )), ⊆) ∼ = (P, ≤), by Theorem 6. Therefore, for each cardinal λ < κ, R = L K (E P ) has a chain of prime ideals of cardinality λ (corresponding to P λ ), 20 Remark 3. Given an infinite field F and a graph E, it can be shown that the ideal extension E(F, L K (E)) of F by L K (E) is a unital ring, having the same cardinality as L K (E), such that there is a one-to-one inclusion-preserving correspondence between the prime ideals of L K (E) and the prime ideals of E(F, L K (E)), except that E(F, L K (E)) has an additional maximal ideal. Thus the conclusions of the last three results hold with E(F, L K (E)) in place of L K (E).
