




















"fhe choice of the reorder point in inventory control is often based on the Pi -service
critcrion. This criterion states that the probability of stockou[ at thc end of an arbitrary
pcriod is (at most) 1-Pt . Standard procedure is to choose for the reorder point a
yuantile of the distribution of demand during lead time or review plus lead time. If this
distribution is assumed normal, only corresponding mean and standard deviation have to
be estimatcd, c.b. by simple exponential smoothing.
This paper shows that this standard procedure does not guarantee stockout
probabilitics smallcr than 1-Pi . Evcn if the demand is normally distributcd indecd as
wcll as stationary, slockout probabilities can be excecded by 20qo up to 800qo (in
extrcme cases). A corrcction method, based on simulations, is suggested, which reduces
this bias considerably.
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1t. Intruducliun.
In practical invcntory management it is incvitable that future demand is forecasted
somehow. The decision parameters in the inventory model are then based on an
estimatcd demand distribution, obtained from the results of the forecast procedure. It is
vcry important to understand the interaction between the demand forecasting and the
inventory control, since the performance of the inventory system is not only determined
by [he two components separately, but also by the interaction. The paper reveals an
aspect of this interaction which to our best knowledge has not becn describcd bcfore.
Most papers on this interaction focus on the relative performance of several
forccasling methods on attaincd scrvice levels or inventory investments. The most
important insUumcnt of analysis is Montc C'arlo cxpcrimcntation. .lacobs and Wagncr
(1989) investigate thc impact on total system cost of using the sample mean and
standard deviation as compared to robust parameter estimates, like exponentially
smoothed average and mean absolu[e deviation (MAD). An important outcome of their
research is that, in gencral, the scaling factor of the MAD measure should be larger than
the commonly used 1.25. Gardner (1990) compares the influence of several forecasting
techniques on the relation between customer scrvice and inventory investment. By
means of simulation Watson (1987) showed that for lumpy (stationary stuttering
Poisson) demand pat[erns, demand-forecast fluctuation (using Simple Moving Average)
can cause either positive or negative shifts in the cus[omer service levcl achicved.
Karmarkar (1994) prescnts an altcrnative mcthod lor estimating thc scrvicc Icvcl,
instead of the conventional approach of using the normal modcl. The method is
especially developed to meet situations where the type of the demand distribution is
2unknown. Silver (1978) provides a hcuristic approach to control the inventory of an item
having non-stationary dcmand. Eppen and Martin (1988) very clearly dcscribe some
consequences of incorrectly assuming normality of the distribution of forecast errors
ovcr Icad-time.
Among these studies -and numerous others- we found only one that attempted to
investigate analytically the interaction between forecasting and inventory control, using
the standard procedure. This one exception is the paper by Silver and Rahnama (1987),
wherc it is argued that underestimating the so-called safety factor k leads to higher cost
penalty than overestimating k; therefore, the authors suggest to bias k upwards.
In this papcr, we return to basics and show that even if all assumptions are met,
the standard proccdure does not guarantee the prescribed Pl -service level. To show this
we describe and analyse a very simple situation: a periodic rcview (R,S)-control policy,
a stationary demand process assuming normality of demand during review plus lead
time, a Pr-scrvicc critcrion, and single exponential smoothing (SES) as a forecasting
model. In Section 2 the standard procedure to obtain the reorder level in practice is
described. ln Section 3 both a simple and a more refined argument is given why
stockout probabilities exceed the prescribed level. Section 4 gives some further analyti-
cal results. Scction 5 dcscribes a simulation experiment which yuantifies the differencc
between thc realised and the prescribed levels of stockout probability. A possible
correction leading to stockout probabilities closer to the prescribed Ievcl is presented.
Finally Section 6 givcs the conclusion and proposes further research.
32. Standard procedure.
Assume that inventory is controlled according to an (R,S)-policy. Than it follows from
standard inventory theory (cE Silver and Peterson (1985)) that the unique S that
~uarantces a non-stockout probability of P~ is determined by the cyuation
F(S) - P~ ,
where F denotes the distribution function of demand during review plus lead time.
Assume a constant review plus lead time and take this as unit period. Consider a
stationary demand process where X~ denotcs the stochastic demand in period i; all X~
are assumed indepcndent. Let F denote the common distribution function of the X~, so
that
F(x) - P(X~ ~x).
The (1 -y)-yuantile 0i Y of F is defined by
F(6~ Y) - I -y . (1)
Now, the P~ -scrvice criteríon demands that thc probability of stockout is (at
most) Y- 1-P~ . Under this criterion, 0~-Y is the reorder Ievel S. If F were fully known, 0~ -Y
could be solved from (1), e.g. for X~ - N(p,oZ),
0i y-ptui ra (2)
where u~ -Y is defined by ~~u~ -y) -1-y with ~ the standard normal distribution
function. However, in practice F is unknown and has to be estimated. A generally
4acccplcil standard proccdurc is Simplc Gxponcntial Smoothing (SES). It is in fact a
forecasting method for X~, ~, based on the observed demands X~ up to period t. The
SES updating fbrmulae íor lhe forecast S~ and the variancc of the forecast error V use








where a and e.i are the smoothing constants. Substituting (4) into (2) gives the
estimalcd (1-y)-yuantilc
Z-Z~ y(t) -Sttul -yJVt' (5)
This cstimate is proposcd even if F is not known to be normal; sec Hax and Candea
(1984), or Silvcr and Peterson (1985) for all this, e.g.
The central question of course is whether this standard procedure guarantees that
the stockout probability does not exceed y, in other words whether P~X~,~~Z~ is not
larger than y. The papcr investigates this question in the ideal case F-1V(p,a2). It is
shown that the actual stockout probability may greatly exceed y even in this simple
case. First of all, Section 3 gives simple arguments why even an unbiased estimatorZ
for 6~ y generally leads to stockout probabilities exccedin~ y.
53. Failure of standard procedure.
"fhis scction starts with a simplc cxamplc showinb that cstimating 0~ Y unbiascdly does
not mean that the system performance satisfies the P~ -criterion. Assume
X~ -N(p,l)
so that (2) reduces to 0~ Y-ptu~ Y. In lhis case, the only unknown p can be estimatcd
best by X~ -~~ i X~~t, leading to thc cstimator
Z-X~ t ui Y.. N~p~u~ Y l,t~
l~igurc I shows thc dislributions of bolh X~,i and Z.
Although Z is unbiased for 6i Y, the asymmetric behavior of N(p,l) near
ptui-Y causes P~X~,~~Z~~y-1-P~. This can be seen directly by calculating
- P~X~~i~p}u~ Y-E~tP~X~~i~p}ui-v}E~ - ~~-u~-Y}E~}~~-u~ r-E~
qE.Y - - .
2Y 2Y
Table I illustrates thc fact that qf Y is increasing in both E and Y . Furthermore, since
all valucs exceed 1, Y is exceeded as well.
Next assume
X; -N(F~, a2) .
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higure l: The distribution of both X~,i and Z with ~-10, y-0.05 and t-4.
qF.Y y
OAS 0.025 0.01
U.OS I.0042 I.0057 I.0078
E 0.1 L0170 1.0229 1.03II
O.IS 1.0381 LO51G 1.0701
Table 1: Some values of q~ Y.
7( ); 2 V~ - w 1 w ~X~-~-S~-;-~) .
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Z-p - S` p tu w~ (1-w)'l
Xr-`-p - St-(-' p 1 a a ~-y
plus the fact that the distribution of (Xt-~-p)~o is independent of p and a it follows
that the distributions of (Sr-p)~a and (Z-p)~a do not depend on p and a either. Thus
the distributions of X~, St and Z belong to a location-scale family and the same holds
for [he distribution of X~,~-Z. If for cxample Z-p - N(u~-Yfc,kZ-1) with k~l andc
a
and k constants which do not depend on p and a, we may conclude that
Z - N~A~-7tca,(k2-1)aZ~
ul ytC P{Xr.~~Z} -1-~~
k
which is ~y, in general. Even when the distribution of Z is symmetric around 6i Y, i.e.
and
8Z is unbiased, the fact that the probability density function of X~,i is not symmetric
ul ytC l
around Z( y~0.5 ) implies that P{X~,~~Z} ~ y. Note that the equality 1-~ J
-y
k
only holds for c-(k-1)ui y. Thus, when the percentile estimator is positively biased
(c~0) this may compensatc for the effect resulting from k~l. This phenomenon was
pointed out earlier by Silver and Rahnama (1987), based on other arguments. It is not
clear to which location-scale family the distribution of X~,~-Z really belongs. Knowled-
ge of that distribution could lead to a corrective procedure using the particular values of
c and k which are constants for given values of a, ~ and y.
4. Exact expression for stockout probability.
To calculate thc exact values of the stockout probability P~X~,~~Z~ under the standard
procedure, the probability distribution of Z in (5) must be known. We report some
analytical results on thc (co)variances ( C and V, respectively) of S~ and Vt in (4),
assuming normality and an infinite past:








9az VV - wae~2~ az(1-w)
~
~- ~ `~ 2-w 1-(1 -w)(1-a)z
C(S~,V)-0
Notc that (6) implies
V~S~ ~~ - a az; all i
2-a
while (7) is well-known; e.g. Hax and Candea (1984). Further,
z ) a(1-w
s1 for a s0.25, all w
1-(1-w)(1-a)'` ~




in most practical cases.
Finally, V~ can be written as a quadratic form in X T-~Xr,X~-~,...~T
V~-XTQX
where the elements of Q are given by
~
Q;~ - w(1-w)` t azw~ (1-w)k-'(1-a)z~-zk
k-1
Q~~ - -2a w(1-w)'(1-ay-~-1 t2azw~ (1-w)k-~(1-a)"i-zk (Osi~l) -
k-1
(8)
I~t3y consequence, the distribution of V is a finear combination of x~-distributions with
the eigenvalucs of Q as weights. See for the proofs Appendix D.
However, the distribution of Z is complicated. Therefore, we used simulation to
approximatc the actual slockout probabilitics.
5. A heuristic for determining the reorder level.
In order to validate the procedure in Section 2 wc will conduct a simulation experiment.
To be more precise, we want to invcstigate the following questions:
1 What role play the values of the smoothing constants a and w?
2 Keeping in mind that high service levels are common in inventory management,
is it possible to attain the standard Pi -service Ievels0.999, 0,995, 0.99, 0.98, 0.95, 0.90
and 0.80 in the long run?
The precise setup of the simulation experiment is described below. To show the failure
of the standard procedure most clearly, we considered precisely those circumstances,
where the standard procedure should perform best.
A nonnal distribution function is used to generate the stationary demand process
{X~}. As is explained in Section 3 the results of the simulation are not sensitive for the
values of p and o. Note that possible negative values for X~, although impossible in
practice, do not disturb the investigation of the described issue. In order to get rid of
llunwanted startup effccts a run-in time of 5000 periods is used each time updating the
smoothcd valucs of S and V according to (4). Thcn, during a horizon of n periods 0~ -Y
is estimated by forniula (S). Thcn the relative frequency y(n) of the events {X~,i zZ, t-1,..,n}
is determined, which we hope to be y in the long run. The results are expected to be
dependent on the values of a and w. Thus, a and w are both varied on different
Icvcls viz.
0.001, 0.005, 0.01, 0.05, 0. I, 0.2, 0.25 and 0.3 .
The levels of y in the simulation are
0.2, 0.1, 0.05, 0.02, 0.01, 0.005, 0.001.





for various values of a, w and y obtained with n-30,000 (larger valucs do not change
the figures substantially). The results reveal that the value of a has a minor cffect on
the system performance. This phenomenon enables us to present Appendix A by means
of Table 2 obtained by averaging ovcr a. Figure 2 gives a visual impression. Note that
for y-0.001 and w-0.3 the prescribed stockout probability is exceeded by 800qo .
The results seem to be reasonable only for small values of w or larger values of
y. This possibly cxplains why Karmarkar (1994) "sets all smoo[hing constants to 0.01
as trial and error suggested that this give good results". The general conclusion is that
12100(Y(n)-Y),
ril
fl.lllll 11.IIIIS O.UI U.US (1.1 (1.15 Q.2 0.25 0.3
0.2 -0.09t -Q(18i -U.047 11.200 (1.471 O.G79 0.928 I?O.l 1 45G
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Figure 2: Excess of stockout probability; standard procedure.
13thc commonly applicd proccdurc of using forccast information to fit a distribution
fimction and base a reorder point on that fitted distribution is biased, even in the ideal
case of normality and stationarity of demand.
Section 3 suggests a heuristic way to improve upon these results by using
Z`-S~t~ui y-c(a,w,Y)~k(a~w,Y)~
instead of (5) as an estimator of 6~ -Y, where the correction terms c(a, w, Y) and
k(a,w,y) arc cstimatcd from the simulatcd sample mcan and samplc standard deviation
of Z-Zi-7(t), t-1,...,n. A relativc frequcncy Y`(n) is dcfincd in analogy to Y(n).
Appendices B~ and BZ give the values of c(a, w, Y) and k(a, w, y), respectively.
Appcndix C shows the statistic 100(y`(n)-Y~. Table 3 and Figure 3 are again obtained
by averaging over a . Comparison with Table 2 shows that a significant improvement
has been obtained. E.g. in the extremc case Y-0.001 and w-0.3, the relative difference
of 800q is reduced to 77q . The corrective procedure appears to be less effective when
using larger values of a and w than 0.3 (based on simulation results not given herc),
but these are very scldom met in practice. By means of multiple regression analysis
(with c and k-1 as dependent variables and without intercept) the following relations
can be established:
c(a,w,Y) - 0.63a -0.39w -0.08y -2.26aY t 1.66wY
k(a,w,Y) - 1 }0.29a t0.75w -4.07wY
The R-syuare values as recorded by the statistical packagc used (SAS) are 0.96 and
0.94 for c and k-1, respectively. lncluding regression variables up to Ya and w~Ya
l4yields relations for c(a , c.) , Y) and k(a , c.i , Y) with R-square values of 0.98 and 0.99
respectively. Using these more complex relations yields corrections which are nearly as
good as the one based on Appcndices BI and B2.
]00(Y(n)-Y),
~
0.11111 0.11115 Il.bl ILUS 0.1 0.15 0.2 (1.25 0.3
0.2 -11.30G -0.313 -11.307 -0.280 -0.248 -0.286 -0.301 -0.283 -0.229
0.1 -0.071 -0.0G0 -0.1184 -0.141 -0.112 -OA59 0.031 (l.OSG 0.104
11.115 11.1122 O.OIIR U.11116 -IL(116 11.11112 -(1.1130 -11.1117 (1.1136 11.117
~r 0.(12 11.002 -0.0(19 -l1-0011 -0.002 0.059 0.097 0.135 0.19G 0.24)
11.111 -O.IISG -11.U44 -(1.1143 -I1.02R O.IIIG 0.1179 11.1211 ILIGS 0.211G
0.005 -0.069 -QOG7 -0.053 -0.01) 0.014 0.045 0.084 0. I I I 0.144
0.001 -0.1108 -0.011 -0.010 0.002 0.008 0.018 0.030 O.OSG 0.077
Table 3: Simulation results on the difference between attained and prescribed









Figure 3: Excess of stockout probability; corrective procedure.
1,i
156. Conclusions and further research.
In inventory control one has to make use of estimated parameters of the distribution of
demand during lead time or review plus lead time. Generally these estimates are
obtained with forecasting procedures. Since demand is usually non-stationary in practice,
exponential smoothing procedures are mostly applied. First of all, we demonstrated in
the simplest possiblc setting that the standard procedures from litcrature do not guaran-
tee the desired service levels. The samc conclusions can be drawn with any other control
policy than an (R,S)-policy. Additional simulations (not presented here) show that these
conclusions even hold if other distributions than the normal are assumed. It is plausiblc
that for non-stationary data the perfom~ance of the standard procedure is even worse. To
our best knowledge this serious drawback of the standard procedure has remained
unnoticed up to now. This is especially important, as the standard procedure is described
and advocated in leading handbooks, like Silver 8c Peterson (1985), Fogarty et al.
(1991).
Next, a correction method was presented, which in this simple setting greatly
reduced the gap between attained and prescribed service level. We plan to investigate
how this correction behaves if not all assumptions are satisfied, especially if the process
is non-stationary. A second line of future research concerns the behavior of the standard
procedure with regards to the PZ-service criterion.
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18APPENDIX A: lhe statistic 100(y(n)-y) as function of a, ca and y.
a~~.~ 0.001 o.ocs o.010 o.oso o.1DO o.1sc o.200 o.zso 0.30o y-D.2
0.001 -0.063 -0.073 -0.027 0.167 0.420 0.633 0.903 1.173 1.480
0.005 -0.107 -0.097 -0.080 0.200 0.493 0.707 0.977 1.253 1.467
0.010 -0.123 -0.120 -0.060 0.193 0.463 0.650 0.943 1.220 1.417
0.050 -0.093 -0.093 -0.013 0.213 0.427 0.560 0.820 1.173 1.463
0.iD0 -0.163 -0.097 -0.007 0.193 0.413 0.693 0.900 1.160 1.423
0.150 -0.087 -0.083 -0.043 0.290 0.517 0.693 0.877 1.080 1.403
0.200 -0.030 -0.010 -0.013 0.243 0.450 0.717 0.917 1.177 1.377
0.250 -0.063 -0.057 -0.043 0.133 0.583 0.740 0.977 1.253 1.477
0.300 -0.110 -0.137 -0.140 0.167 0.493 0.720 1.040 1.340 1.593
a`m 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.1
0.001 0.080 0.150 0.200 0.430 0.873 1.307 1.637 2.093 2.497
0.005 0.167 0.207 0.247 0.497 0.933 1.280 1.653 2.100 2.513
0.010 0.137 0.210 0.213 0.500 0.913 1.270 1.737 2.120 2.497
0.050 0.180 0.193 0.230 0.430 0.903 1.350 1.650 2.067 2.417
0.100 0.163 0.140 0.163 0.367 0.813 1.233 1.633 2.017 2.353
0.150 0.070 0.083 0.110 0.333 0.760 1.137 1.547 1.987 2.323
0.200 0.113 0.080 0.047 0.353 0.690 1.147 1.503 1.827 2.280
0.250 -0.020 0.037 0.087 0.297 0.717 1.167 1.493 1.867 2.227
0.300 0.020 0.033 0.093 0.293 0.743 1.077 1.523 1.873 2.223
a`~ 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.05
0.001 0.113 0.107 0.087 0.463 0.927 1.257 1.607 1.993 2.413
0.005 0.100 0.053 0.127 0.467 0.907 1-307 1.610 2.050 2.440
0.010 0.080 0.067 0.120 0.483 0.927 1.273 1.620 2.053 2.477
0.050 0.067 0.143 0.160 0.520 0.923 1.303 1.697 2.087 2.427
0.100 0.097 0.150 0.217 0.550 0.887 1.260 1.600 2.067 2.487
0.150 0.110 0.1s0 0.140 0.487 0.867 1.197 1.573 2.043 2.480
0.200 0.127 0.160 0.223 0.427 0.857 1.153 1.590 1.993 2.480
0.250 0.123 0.190 0.247 0.397 0.747 1.093 1.517 1.997 2.420
0.300 0.093 0.087 0.147 0.407 0.760 1.063 1.467 1.920 2.357
a`m 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.02
0.001 0.023 0.067 0-100 0.390 0.720 1.023 1.410 1.783 2.103
0.005 0.033 0.047 0.100 0.393 0.757 1.070 1.417 1.850 2.160
0.010 0.007 0.057 0.087 0.413 0.730 1.070 1.410 1.833 2.190
0.050 0.070 0.090 0.090 0.417 0.737 1.083 1.453 1.757 2.173
0.100 0.103 0.113 0.140 0.357 0.7s3 1.123 1.420 1.730 2.110
0.150 0.053 0.083 0.110 0.443 0.757 1.143 1.443 1.757 2.093
0.200 0.003 0.040 0.107 0.477 0.750 1.153 1.433 1.763 2.083
0.250 0.053 0.067 0.110 0.443 0.750 1.137 1.447 1.730 2.073
0.300 -0.007 -0.003 0.067 0.413 0.730 1.063 1.430 1.703 2.053
a`w 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.01
0.001 -0.033 -0.003 0.020 0.210 0.513 0.820 1.133 1.453 1.797
0.005 -0.033 0.010 0.020 0.233 0.537 0.833 1.140 1.473 1.810
0.010 -0.030 -0.007 0.007 0.243 0.553 0.863 1.137 1.470 1.813
0.050 -0.053 -0.020 0.010 0.270 0.557 0.867 1.167 1.463 1.790
0.100 -0.073 -0.043 0.017 0.257 0.587 0.883 1.190 1.483 1.803
0.150 -0.047 -0.010 0.033 0.293 0.600 0.920 1.213 1.507 1.773
0.200 -0.053 -0.017 0.007 0.307 0.637 0.920 1.220 1.493 1.803
0.250 -0.040 -0.030 -0.007 0.290 0.633 0.930 1.227 1.483 1.770
0.300 -0.043 -0.023 0.000 0.263 0.607 0.930 1.223 1.453 1.757
a`w 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.005
0.001 -0.057 -0.057 -0.030 0.140 0.387 0.613 0.880 1.163 1.487
0.005 -0.057 -0.047 -0.023 0.150 0.377 0.620 0.920 1.160 1.490
0.010 -0.060 -0.057 -0.020 0.157 0.383 0.637 0.923 1.190 1.500
0.050 -0.047 -0.043 -0.017 0.170 0.400 0.643 0.907 1.180 1.517
0.100 -0.040 -0.040 -0.010 0.163 0.430 0.670 0.950 1.217 1.497
0.150 -0.040 -0.040 -0.030 0.153 0.427 0.690 0.937 1.207 1.490
0.200 -0.053 -0.023 -0.020 0.187 0.427 0.733 0.987 1.223 1.453
0.250 -0.040 -0.027 0.007 0.180 0.433 0.700 1.007 1.227 1.453
0.300 -0.013 -0.030 -0.010 0.173 0.447 0.717 1.023 1.223 1.437
a`m 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.001
0.001 -0.013 -0.000 0.010 0.047 0.143 0.280 0.430 0.590 0.783
0.005 -0.010 0.007 0.013 0.047 0.147 0.280 0.443 0.590 0.767
0.010 -0.007 0.003 0.020 0.047 0.157 0.290 0.443 0.593 0.770
O.OSO -0.000 -0.007 0.013 0.073 0.183 0.323 0.497 0.607 0.760
0.100 -0.000 -0.007 0.020 0.080 0.180 0.310 0.463 0.643 0.807
0.150 -0.010 -0.007 0.010 0.070 0.173 0.283 0.443 0.650 0.843
0.200 -0.007 0.003 0.010 0.077 0.170 0.277 0.463 0.650 0.857
0.250 -0.000 -0.003 -0.000 0.083 0.163 0.287 0.473 0.637 0.853
0.300 -0.007 -0.003 -0.003 0.087 0.167 0.273 0.473 0.620 0.823
Í9APPENDIX B1: the correction term c(a, w, y) as funetion of a, w and y.
a`,~o 0.001 0-005 0.010 0-050 0-100
0.001 -0-008 -0-009 -0.009 -0.014 0.019
0.005 -0.008 -0.009 -0.009 -0.014 -0.019
0.010 -0.008 -0.008 -0.009 -0.013 -0.019
0.050 0.000 -0.000 -0.001 -0.005 -0.011
0-100 0.011 0.011 0.010 0.006 0.000
0.150 0.023 0.023 0.022 0.017 0.011
0.200 0.035 0.035 0.034 0.029 0.023
0.250 0.048 0.047 0.047 0.042 0.036
0.300 0-061 0.060 0.060 0.055 0.048
0-150 0.200 0.250 0.300 y-0.2
-0.025 -0.030 -0-036 -0.041
0.025 -0.030 -0.036 -0.042
-0.024 -0.029 -0.035 -0-041
-0.016 -0.022 -0.028 -0.033
-0.006 -0.011 -0.017 -0.023
0.006 -0.000 -0.006 -0.012
0.017 0.011 0.005 -0.001
0.030 0.023 0.017 0.011
0.042 0.036 0.030 0-023
a` w 0.001 0.005 0.010 0.050 0.100
0.001 -0.010 -0.011 -0.012 -0.018 -0.026
0.005 -0.010 -0.010 -0.011 -0.018 -0.026
0.010 -0.008 -0.009 -0.010 -0.017 -0.025
0.050 0.004 0.003 0.003 -0.004 -0.013
0.100 0.021 0.020 0.019 0.012 0.004
0.150 0.039 0.038 0.037 0.030 0.021
0.200 0.057 0.057 0.056 0.048 0.039
0.250 0.076 0.076 0.075 0.067 0.058
0.300 0.096 0.096 0.095 0.087 0.077
a`~ 0.001 0.005 0.010 0.050 0.100
0.001 -0.012 -0.012 -0.014 -0.022 -0.033
0.005 -0.011 -0.011 -0.013 -0.021 -0.032
0.010 -0.009 -0.010 -0.011 -0.019 -0.030
0.050 0.007 0.006 0.005 -0.003 -0.014
0.100 0.029 0.028 0.027 0.018 0.007
0.150 0.052 0.051 0.050 0.040 0.029
0.200 0.075 0.075 -0.073 0.064 0.052
0.250 0.100 0.099 0.098 0.088 0.076
0.300 0.126 0.125 0.124 0.114 0.101
a`c~ 0.001 0.005 0.010 0.050 0.100
0.001 -0.013 -0.014 -0.016 -0.026 -0.039
0.005 -0.012 -0.013 -0.014 -0.025 -0.038
0-010 -0.010 -0.010 -0.012 -0.023 -0.036
0.050 0.011 0-010 0.008 -0.003 -0.016
0.100 0.038 0.037 0.035 0.024 0.011
0.150 0.066 0.065 0.064 0.052 0.038
0.200 0.096 0.095 0.093 0.081 0.067
0.250 0.127 0.126 0.124 0.112 0.097
0.300 0.159 0.158 0.156 0.144 0.128
a`c~ 0.001 0.005 0.010 0.050 0.100
0-001 -0.015 -0.015 -0.017 -0.029 -0.044
0.005 -0.013 -0.014 -0.015 -0.027 -0.042
0.010 -0.010 -0.011 -0.013 -0.025 -0.040
0.050 0.013 0.012 0.010 -0.002 -0.017
0.100 0.044 0.043 0.041 0.028 0.013
0.150 0.076 0.075 0.073 0.060 0.044
0-200 0.109 0.108 0.107 0.093 0.077
0.250 0.144 0.143 0.142 0.128 0.111
0.300 0.181 0.180 0.178 0.164 0.146
a`~ 0.001 0.005 0.010 0.050 0.100
0.001 -0.016 -0.017 -0.018 -0.032 -0.048
0.005 -0.013 -0.015 -0.016 -0.030 -0.046
0.010 -0.010 -0.011 -0.013 -0.027 -0.043
0-050 0.015 0.014 0.012 -0.001 -0.018
0.100 0.049 0.048 0.046 0.032 0.015
0.150 0.085 0.084 0.082 0.067 0.050
0.200 0.122 0.121 0.119 0.104 0.086
0.250 0.161 0.160 0.157 0.142 0.124
0.300 0.201 0.200 0.198 0.182 0.163
a`c~ 0.001 0.005 0.010 0.050 0.100
0.001 -0.018 -0.019 -0.021 -0.037 -0.057
0.005 -0.015 -0.016 -0.018 -0.034 -0.054
0.010 -0.011 -0.012 -0.015 -0.031 -0.051
0.050 0.020 0.018 0.016 -0.000 -0.020
0.100 0.060 0.059 0.057 0.040 0.019
0.150 0.103 0.102 0.100 0.082 0.061
0.200 0.148 0.146 0.144 0.126 0.105
0.250 0.194 0.193 0.190 0.172 0.150
0.300 0.242 0.241 0.239 0.220 0.197
0.150 0.200 0.250 0.300 y-0.1
-0.035 -0.043 -0.052 -0.061
-0.034 -0.043 -0.051 -0.060
-0.033 -0.041 -0.050 -0.059
-0.021 -0.029 -0.038 -0.047
-0.005 -0.013 -0.022 -0.031
0.012 0.004 -0.005 -0.015
0.030 0.021 0.012 0.003
0.049 0.040 0.030 0.021
0.068 0.059 0.049 0.039
0.150 0.200 0.250 0.300 y-0.05
-0.043 -0.054 -0.065 -0.076
-0.042 -0.053 -0.064 -0.075
-0.041 -0.051 -0.062 -0.074
-0.025 -0-036 -0.047 -0.059
-0.004 -0.015 -0.026 -0.038
0.018 0.007 -0.005 -0.017
0.041 0.029 0.018 0.005
0.065 0.053 0.041 0.029
0.089 0.077 0.065 0.053
0.150 0.200 0.250 0.300 y-0.02
-0.053 -0.066 -0.080 -0.094
-0.051 -0.065 -0.079 -0.093
-0.049 -0.063 -0.076 -0.090
-0.029 -0.043 -0.057 -0.071
-0.003 -0.017 -0.031 -0.046
0.024 0.010 -0.004 -0.019
0.053 0.038 0.024 0.009
0.083 0-068 0.053 0.037
0-113 0-098 0.083 0-067
0.150 0.200 0.250 0.300 y-0.01
-0.059 -0.074 -0.090 -0.106
-0.057 -0.073 -0.088 -0-104
-0.055 -0.070 -0.086 -0.102
-0.032 -0.048 -0.064 -0.080
-0.003 -0.018 -0.034 -0.051
0.028 0.012 -0.004 -0.021
0.061 0.044 0.028 0.011
0.094 0.078 0.061 0.043
0.129 0.112 0.095 0.077
0.150 0.200 0.250 0.300 y-0.005
-0.065 -0.082 -0.099 -0.117
-0.063 -0.080 -0.097 -0.115
-0.060 -0.077 -0.094 -0.112
-0.035 -0.052 -0.070 -0.088
-0.002 -0.020 -0.037 -0.056
0.032 0.015 -0.004 -0.022
0.068 0.050 0.032 0.013
0.105 0.087 0.068 0.049
0.144 0.125 0.106 0.086
0.150 0.200 0.250 0.300 y-0.001
-0.077 -0.097 -0.118 -0.139
-0.074 -0.094 -0.115 -0.136
-0.070 -0.091 -0.112 -0-133
-0.041 -0.061 -0.082 -0.104
-0.001 -0.022 -0.043 -0.065
0.040 0.019 -0.003 -0-025
0.083 0.061 0.039 0.017
0.128 0.106 0.083 0.060
0.174 0.152 0.129 0.105
2~APPBNDIX B2: the corrcction tcrm k(a, w, y) as function of a, w and
a`~.~ 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.2
0.001 1.000 1.001 1.001 1.005 1.009 1.013 1.018 1.022 1.027
0.005 1.001 1.002 1.002 1.006 1.010 1.014 1.019 1.023 1.028
0.010 1.002 1.003 1.003 1.007 1.011 1.016 1.020 1.025 1.029
0.050 1.012 1.013 1.013 1.017 1.021 1.026 1.031 1.035 1.040
0.100 1.026 1.026 1.026 1.030 1.035 1.039 1.044 1.049 1.054
0.150 1.039 1.039 1.040 1.043 1.048 1.053 1.058 1.063 1.068
0.200 1.053 1.U54 1.054 1.058 1.063 1.068 1.073 1.078 1.083
0.250 1.068 1.068 1.069 1.073 1.078 1.083 1.088 1.093 1.098
0.300 1.083 1.084 1.084 1.088 1.093 1.099 1.104 1.109 1.114
a`m 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.1
0.001 1.000 1.001 1.002 1.010 1.021 1.031 1.041 1.051 1.061
0.005 1.001 1.002 1.003 1.011 1.022 1.032 1.042 1.052 1.062
0.010 1.002 1.003 1.004 1.013 1.023 1.033 1.043 1.054 1.064
0.050 1.013 1.013 1.014 1.023 1.033 1.044 1.054 1.065 1.075
0.100 1.026 1.026 1.027 1.036 1.047 1.057 1.068 1.079 1.089
0.150 1.039 1.040 1.041 1.050 1.061 1.071 1.082 1.093 1.104
0.200 1.053 1.054 1.055 1.064 1.075 1.086 1.098 1.109 1.120
0.250 1.068 1.069 1.070 1.079 1.091 1.102 1.113 1.125 1.136
0.300 1.084 1.084 1.085 1.095 1.107 1.118 1.130 1.142 1.153
a`w 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.05
0.001 1.001 1.002 1.003 1.017 1.034 1.050 1.066 1.083 1.099
0.005 1.001 1.003 1.004 1.018 1.035 1.051 1.068 1.084 1.100
0.010 1.003 1.004 1.006 1.019 1.036 1.053 1.069 1.085 1.102
0.050 1.013 1.014 1.016 1.029 1.047 1.063 1.080 1.097 1.114
0.100 1.026 1.027 1.029 1.043 1.060 1.077 1.094 1.112 1.129
0.150 1.039 1.041 1.042 1.056 1.074 1.092 1.110 1.127 1.144
0.200 1.054 1.055 1.056 1.071 1.089 1.107 1.125 1.143 1.161
0.250 1.068 1.070 1.071 1.086 1.105 1.124 1.142 1.160 1.178
0.300 1.084 1.085 1.087 1.102 1.121 1.141 1.159 1.178 1.196
a`~ 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.D2
0.001 1.001 1.003 1.005 1.026 1.052 1.077 1.101 1.126 1.150
0.005 1.002 1.004 1.006 1.027 1.053 1.078 1.103 1.127 1.152
0.010 1.003 1.005 1.007 1.029 1.054 1.080 1.104 1.129 1.154
0.050 1.013 1.015 1.017 1.039 1.065 1.091 1.116 1.141 1.166
0.100 1.026 1.028 1.031 1.052 1.079 1.105 1.131 1.157 1.182
0.150 1.040 1.042 1.044 1.066 1.094 1.121 1.147 1.173 1.199
0.200 1.054 1.056 1.058 1.081 1.109 1.137 1.164 1.190 1.217
0.250 1.068 1.071 1.073 1.097 1.125 1.154 1.181 1.208 1.235
0.300 1.084 1.086 1.089 1.113 1.142 1.171 1.200 1.227 1.255
a`w 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.01
0.001 1.001 1.003 1.007 1.033 1.066 1.097 1.128 1.159 1.190
0.005 1.002 1.005 1.008 1.035 1.067 1.099 1.130 1.161 1.191
0.010 1.D03 1.006 1.009 1.036 1.069 1.100 1,132 1.162 1.193
0.050 1.013 1.016 1.019 1.046 1.080 1.112 1.144 1.175 1.206
0.100 1.026 1.029 1.032 1.060 1.094 1.127 1.159 1.191 1.223
0.150 1.040 1.042 1.046 1.074 1.109 1.143 1.176 1.208 1.240
0.200 1.054 1.057 1.060 1.089 1.125 1.159 1.193 1.226 1.259
0.250 1.069 1.071 1.075 1.105 1.141 1.177 1.211 1.245 1.278
0.300 1.084 1.087 1.091 1.121 1.159 1.195 1.230 1.265 1.299
a`m 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.005
0.001 1.001 1.004 1.008 1.041 1.080 1.118 1.155 1.192 1.228
0.005 1.002 1.005 1.009 1.042 1.082 1.120 1.157 1.194 1.230
0.010 1.003 1.006 1.010 1.043 1.083 1.121 1.159 1.195 1.232
0.050 1.013 1.016 1.020 1.054 1.094 1.133 1.171 1.209 1.246
0.100 1.026 1.030 1.033 1.067 1.108 1.148 1.187 1.225 1.263
0.150 1.040 1.043 1.047 1.082 1.124 1.165 1.204 1.243 1.281
0.200 1.054 1.057 1.061 1.097 1.140 1.182 1.222 1.262 1.301
0.250 1.069 1.072 1.076 1.113 1.157 1.200 1.241 1.282 1.321
0.300 1.084 1.088 1.092 1.130 1.175 1.219 1.261 1.302 1.342
a`~ 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.001
0.001 1.001 1.006 1.012 1.058 1.113 1.166 1.217 1.267 1.316
0.005 1.002 1,007 1.013 1.059 1.115 1.168 1.219 1.269 1-318
0.010 1.003 1.008 1.014 1.061 1.116 1.170 1.221 1.271 1.320
0.050 1.014 1.018 1.024 1.071 1.128 1.182 1.234 1.285 1.335
0.100 1.027 1.031 1.037 1.085 1.143 1.198 1.252 1.303 1.354
0.150 1.040 1.045 1.051 1.100 1.159 1.216 1.270 1.323 1.374
0.200 1.054 1.059 1.065 1.116 1.176 1.23G 1.290 1.343 1.395
0.250 1.069 1.074 1.080 1.132 1.194 1.253 1.310 1.365 1.418
0.300 1.085 1.090 1.096 1.150 1.213 1.274 1.332 1.387 1.441
Y-
21APPF,NDI` C: thc statistic I(~y'(n)-y~ as function of- a, c~ and y.
a`,~ 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300
0.001 -0.337 -0.270 -0.323 -0.270 -0.247 -0.310 -0.240 -0.217 -0.123
0.005 -0.353 -0.377 -0.373 -0.303 -0.220 -0.253 -0.150 -0.233 -0.137
0.010 -0.390 -0.380 -0.380 -0.313 -0.207 -0.243 -0.247 -0.240 -0.160
0.050 -0.403 -0.393 -0.347 -0.290 -0.277 -0.330 -0.450 -0.370 -0.237
0.100 -0.430 -0.413 -0.353 -0.343 -0-333 -0.310 -0.313 -0-287 -0.270
0.150 -0.363 -0.333 -0.303 -0.163 -0.230 -0.347 -0.380 -0.340 -0.310
0.200 -0.340 -0.357 -0.297 -0.347 -0.283 -0.313 -0.290 -0.333 -0.280
0.250 -0.330 -0.330 -0.340 -0.430 -0.407 -0.380 -0.417 -0.323 -0.273
0.300 -0.377 -0.407 -0.430 -0.403 -0.340 -0.327 -0.347 -0.340 -0.347
Y -0.2
a`~~ 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.1
0.001 -0.143 -0.077 -0.067 -0.123 0.070 0.120 0.223 0.220 0.297
0.005 -0.090 -0.037 0.003 -0.070 0.063 0.133 0.183 0.213 0.263
0.010 -0.073 -0.003 0.010 -0.007 0.063 0.087 0.100 0.140 0.287
0.050 -0.030 -0.050 -0.093 -0.077 0.003 0.017 0.153 0.233 0.187
0.100 -0.043 -0.077 -0.150 -0.123 -0.087 -0.017 0.083 0.077 0.150
0.150 -0.127 -0.127 -0.137 -0.217 -0.197 -0.083 -0.033 -0.033 0.057
0.200 -0.107 -0.127 -0.177 -0.250 -0.277 -0.213 -0.087 0.033 0.007
0.250 -0.180 -0.197 -0.190 -0.283 -0.377 -0.337 -0.110 -0.070 -0.037
0.300 -0.157 -0.157 -0.157 -0.283 -0.340 -0.333 -0.227 - 0.183 -0.080
a`m 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.05
0.001 -0.017 -0.067 -0.083 -0.043 0-040 0.090 0.080 0.177 0.273
0.005 -0.057 -0.087 -0.087 -0.010 0-027 0.053 0.077 0.187 0.257
0.010 -0.057 0.097 -0.100 -0.037 0.047 0.033 0.090 0.150 0.240
0.050 -0.060 -0.063 -0.067 0.047 0.030 0,057 0.083 0.170 0.327
0.100 -0.057 -0.013 -0.003 -0.027 0.010 0.007 0.013 0.090 0.177
0.150 -0.023 -0.017 -0.027 0.003 -0.003 -0.077 -0.030 0.080 0.157
0.200 -0.000 -0.000 0.010 -0-120 -0.047 -0.150 -0.087 -0.067 0.113
0.250 -0.017 0.040 -0.003 -0.113 -0.073 -0.170 -0.110 -0.077 0.010
0.300 -0.007 -0.060 -0.080 -0.143 -0.133 -0.167 -0.143 -0.080 -0.013
a`m 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.02
0.001 -0.063 -0.033 -0.057 -0.037 0.003 0.067 0.127 0.230 0.333
0.005 -0.040 -0.047 -0.043 -0.033 0.030 0.070 0.140 0.230 0.353
0.010 -0.073 -0.040 -0.030 -0.003 0.057 0.047 0.127 0.230 0.353
0.050 -0.010 -0.030 -0.027 -0.020 0.010 0.110 0.133 0.217 0.320
0.100 0.030 -0.003 0.000 -0.033 0.047 0.110 0.130 0.213 0.283
0.150 -0.017 -0.020 0.013 0.013 0.040 0.093 0.147 0.203 0.250
0.200 -0.073 -0.023 -0.017 0.010 0.077 0.113 0.127 0.167 0.217
0.250 -0.027 -0.040 -0.057 -0.027 0.037 0.080 0.100 0.160 0.180
0.300 -0.063 -0.097 -0.050 -0.030 0.010 0.033 0.097 0.150 0.137
a`~ 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.01
0.001 -0.080 -0.047 -0.060 -0.047 -0.017 0.060 0.120 0.163 0.223
0.005 -0.070 -0.063 -0.063 -0.060 -0.013 0.057 0.100 0.160 0.230
0.010 -0.090 -0.067 -0.053 -0.067 -0.017 0.050 0.097 0.153 0.227
0.050 -0.100 -0.107 -0.087 -0.047 0.020 0.050 0.087 0.163 0.223
0.100 -0.127 -0-083 -0.077 -0.030 0.027 0.070 0.130 0.177 0.193
0.150 -0.097 -0.077 -0-090 -0.050 0.013 0.103 0.150 0.183 0.207
0.200 -0.080 -0.083 -0.080 -0.043 -0.010 0.093 0.137 0.187 0.217
0.250 -0.077 -0.077 -0.107 -0.060 -0.003 0.077 0.080 0.160 0.193
0.300 -0.077 -0.093 -0.070 -0.073 -0-007 0.033 0.053 0.143 0.200
a`~i 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.005
0.001 -0.113 -0.093 -0.080 -0.040 0-007 0.023 0.060 0.090 0.123
0.005 -0.107 -0.100 -0.080 -0.043 0.003 0.040 0.087 0.090 0.130
0.010 -0.087 -0.100 -0.077 -0.037 0.013 0.050 0.073 0.103 0.127
0.050 -0.080 -0.090 -0.070 -0.047 -0.003 0.070 0.137 0.147 0.157
0.100 -0.083 -0.083 -0.063 -0.050 0.003 0.053 0.073 0.127 0.153
0.150 -0.077 -0.057 -0.060 -0.027 -0.017 0.037 0.050 0.100 0.140
0.200 -0.077 -0.073 -0.060 -0.057 -0.010 0.007 0.053 0.080 0.133
0.250 -0.057 -0.063 -0.057 -0.057 -0.050 -0.010 0.053 0.073 0.127
0.300 -0.043 -0.060 -0.060 -0.063 -0.063 -0.030 0.037 0.073 0.103
a`w 0.001 0.005 0.010 0.050 0.100 0.150 0.200 0.250 0.300 y-0.001
0.001 -0.017 -0.007 -0.003 -0.013 0.010 0.010 0.027 0.060 0.077
0.005 -0.013 -0.010 -0.007 -0.007 0.007 0.013 0.023 0.050 0.073
0.010 -0.010 -0.010 -0.017 -0.007 0.003 0.013 0.010 0.047 0.073
0.050 -0.007 -0.020 -0.010 -0.000 0.007 0.017 0.023 0.067 0.090
0.100 -0.007 -0.010 -0.010 -0.003 0.003 0.013 0.033 0.057 0.093
0.150 -0.013 -0.023 -0.013 -0.010 -0.000 0.013 0.027 0.050 0.077
0.200 -0.013 -0.017 -0.023 0.007 0.003 0.003 0.023 0.050 0.063
0.250 -0.010 -0.013 -0.023 -0.010 -0.000 0.010 0.023 0.030 0.050
0.300 -0.013 -0.017 -0.023 -0.013 -0.007 -0.000 0.010 0.027 0.053
22APPENDIX D: Dcrivation of Y(Yt) .
"fhc (orecast update formula for the variancc of the forecast error is given by
V~ - w E! t(1-w) Vr-~ - w~ (1-w)'Er ~.
;-o
Because of stationarity, Vr and Yr-i are identically distributed. Using this update
formula and a~-Y~Y~~-Y~Yr-~~ we may write:





Using the well-known result
E(YiYzY3Ya) -oiza3a}aisazataiaa2s
for a multivariate nornial distributed variable Y-(Y~,YZ,Y3,Y4) with E(Y)-0 and
variance-covariance matrix E-{a~~}, we may establish
e - I ,..,4; J' I ,..4 ~
C(E~ ,E~~~)-2Cz(Er,Er-i).





23C(S~-~,S~-~) - a (1 -a)I~ ilaz
2-a
C (Sr ~ ~ E~ ~)
a -(1-a)~'a2, jzi
(1 -a) ~ o` , ~~t
2-a
-a ~- -i ~
0 , j~i




C(E~,E~-~)- a (1-a)~ ~az, for jzl
2-a
and with (a) and (b) this gives
oZ wael2} a2(1-w)
~ ~- 2-w}l 1-(1-w)(1-a)2
2wa4
Note that az(1 w) s~ for as0.25 so that a~ may be approximated by 2~ in
1-(1-w)(1-a)Z
24most practical cases.
Assuniint; ~-0 liir simplicity, anothcr result can casily bc obtaincd:
C(X,, X,.X„)-0 (d.~~) ~ C(S~, E~~,)-0 ~d~ro) ~ C(5~,~;)-0.
In other words, there is no correlation between the forecast and the variance of the
forecast error.
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