Abstract Machine vision and image processing have been increasingly used for agricultural applications especially for detection of crop status and quality, and crop harvesting. Estimating the size of the fruit allows growers to get a good idea of the quality of yield. A system using a camera and an ultrasonic sensor is proposed that will enable one to estimate the average size of citrus fruits. Images of the fruit laden trees were obtained using a color camera, and the distance between the fruits and the camera were obtained using ultrasonic sensors. Actual size of a sample fruit in each image was measured manually on the tree. Three different classification techniques, Bayesian, neural network and Fischer's linear discriminant were implemented to differentiate fruit from the background in the images, using hue and saturation as the separation features. The classified images were then processed to remove noise, to fill the blobs, and to separate the blobs using watershed transformation. These segmented images were then analyzed to find the diameter of the fruit in the images. Using basic trigonometry, the camera's field of view and the distance information from the ultrasonic sensors, actual size of fruit in an image was estimated. Results from the three classifiers were compared in terms of accuracy with the actual measured fruit size.
Introduction
Every farmer strives to increase profits and reduce input costs. To achieve the goal, each crop production input has to be managed effectively. Precision agriculture allows farmers to use technology to manage their farms on a site-specific basis and use fertilizers, seeds, and pesticides more effectively. Currently precision agriculture is widely used for corn, wheat, soybean, and other grain crops. Citrus is one of the most important crops in Florida. Florida contributes to more than 74% of the total citrus grown in the United States. The on-tree crop value of citrus was estimated to be $746 million in (Florida Agricultural Statistics Services, 2005 . It is essential to apply precision agriculture techniques to citrus and thereby reduce costs and increase profits. Yield mapping is the first logical step in the precision agriculture cycle, where the main focus of this research lies.
Though citrus yield monitors have been developed (Schueller et al., 1999) , they only measure the yield once the fruit has been harvested. Machine vision has been used to detect fruit on the tree and selectively harvest them thereby raising the quality of fresh produce, lowering production costs, and reducing the drudgery of manual labor. It was also used effectively for determining the number of fruit (Annamalai et al., 2004) . A variety of classifiers and many different features have been used to identify the fruit from the background. Parrish and Goksel (1977) used monochrome images enhanced by color filters to identify apples and to harvest them. A thinness ratio, R = 4πA/P 2 , where P is the perimeter and A is area of the blobs, was used to distinguish between noise, clusters of fruits and single fruits. Sites and Delwiche (1985) used smoothing and connectivity segmentation of the binarized images. They used a linear discriminant function and a centroid nearest neighbor classifier. Perimeter, area, and elongation were the features used for classifying the blobs into single and multiple fruit.
Color images were used for distinguishing the citrus fruit by setting a threshold in the hue value (Slaughter and Harrell, 1987) . The threshold in hue was found using spectral reflectance curves of citrus fruit. Grasso and Recce (1996) described classification based on chromatic information mapped into a new two-dimensional space. Pla et al. (1993) used the spherical property of citrus fruits to distinguish them from the leaves. They used the double differential operator on the image to find out the concavity of each pixel. Though many other features have been used to address the problem of citrus fruit identification, color still remains one of the most used features. The feature is simple to use and gives adequately good results.
Apart from extracting different features to identify the fruit, different classifiers like neural network based classifier (Molto et al., 1992) and Bayesian (Slaughter and Harrell, 1989) have also been used. Marchant and Onyango (2003) described the performance of a Bayesian classifier as compared to a neural network based classifier in plant/weed/soil discrimination in color images. They used a probability distribution formed out of the training data and reported that given enough memory, the Bayesian classifier performed equally well as the neural network classifier.
Variable illumination is another major issue in machine vision applications in natural daylight conditions. An environmentally adaptive algorithm was used to classify weeds from plants and soil (Tian and Slaughter, 1998) . To find out the size of the fruit in the images, the distance from the tree to the camera should be known. A laser ranging system was used to find the distance of the end effector of the harvesting robot from the tree (Bulanon et al., 2004; Jimenez et al., 2000) . Using stereo cameras, range information could be also found, however it is computationally intensive.
The objective of this research was to use machine vision and image processing techniques to identify fruit and estimate the number of fruit from each tree, to compare the use of three different classifiers to identify the citrus fruit from the background, and also to estimate the fruit size using range information gathered by the ultrasonic sensors. Since fruit quality is as important as quantity, fruit size is important to know as a good parameter of fruit quality.
Materials and methods

Data acquisition
Seventy-four images of the citrus trees, laden with fruits, were obtained using a camera (model FCB-EX780S, Sony, New York, N.Y.). All the images were obtained in a stationary mode with each image having 640 x 480 pixels. The brightness, contrast, shutter speed, and aperture of the camera were kept constant most of the time during imaging. The images were obtained on four different days in an experimental citrus grove in the University of Florida in natural daylight condition during the months of March and April 2005. The fruit variety was Valencia.
Four ultrasonic sensors (model Mini-A, Senscomp, Livonia, Mich.) were used to estimate the distance between the camera and the tree. The ultrasonic sensors were calibrated before they were used. The maximum diameter of fruit acquired in images was used as the parameter to represent fruit size. Actual fruit size corresponding to an image was measured with calipers by taking the average of the maximum diameter of the two fruits which were part of the image. Seventy-four images were used for fruit identification (37 for training and 37 for testing) and 32 images were used for size estimation (16 for training and 16 for testing).
Image processing
The images were converted from a red, green, and blue (RGB) format to a hue, luminance, and saturation (HLS) format, since the HLS format yielded better results in the preliminary investigation. The hue and saturation values of every pixel were used to classify the pixels into citrus fruit and background (sky, leaves, branches, ground, etc.). The images were segmented using three different classifiers, which are explained later in this section. The segmented images were then processed to remove noise and fill holes using the process of erosion and dilation. Watershed transformation was applied to the processed images to separate any touching blobs. The images were then analyzed to give the count of fruits in the image and maximum diameter (D), area (A), and perimeter (P) of each of the blobs.
The representative fruit diameter of each image was chosen on the basis of two features: roundness of the blob and its area. The average (Avg) and standard deviation (SD) of the area (A) of all the blobs were calculated. Roundness of each blob was determined by using the ratio, A/P. For a circle, this ratio should be equal to its diameter divided by four (E = D/4). Hence if the ratio (A/P) was between E -F and E + F, then the blob was assumed to be round. The quantity F was determined from the 16 training images which was found to be about 0.3E. It was the smallest value that gave correct diameter information. The round blobs whose area was not in the range between (Avg -SD) and (Avg + SD) were eliminated. This eliminated all those blobs whose area was too small or too large. The maximum diameter value from the remaining blobs was selected as the representative fruit diameter for that image.
Classifier development
Three different classification techniques were used to classify each of the pixels into citrus fruit and background: Bayesian classifier, neural network classifier and Fischer's linear discriminant. Four thousand pixels of fruit and four thousand pixels of background regions from each of the 37 training images were manually selected and their hue and saturation values were stored.
Since the probability distribution of the hue and saturation values could take any form, instead of assuming a particular distribution (e.g. Gaussian) and finding out the parameters of the distribution, the 148,000 (4,000 pixels x 37 images) pixel values were used to construct the class conditional probabilities for fruit and background class separately. To simplify the analysis, it was assumed that pixels from one class (fruit or background) did not give any information about the other class. The hue and saturation values of the pixels ranged from 0 to 255. This range was divided into 64 cells for both hue and saturation, resulting in a total of 4,096 cells, each cell having a width of 4 x 4 pixel values. The cell size was chosen in order to maximize the segmentation. Each cell had an associated value, which was increased by one whenever a pixel's hue and saturation value fell in the cell. All the cell values were then divided by the total number of pixels to give a discrete histogram.
After the conditional probabilities had been formed, the following discriminant functions were used for classification:
where, g f (x) is the discriminant function for the fruit class, and g b (x) for the background class; p(x|w f ) and p(x|w b ) are the class conditional probabilities found above, and P(f) and P(b) are the a priori probabilities for fruit and background chosen as 0.25 and 0.75, respectively.
If g f (x) > g b (x) for a pixel, then the pixel was classified as fruit; otherwise the pixel was classified as background. It was assumed that if the class conditional probabilities for both background and fruit were zero, then the pixel belonged to the background class.
A four-layered neural network was chosen as a neural network classifier. This four-layer network was chosen, since the neural network could not converge easily with three layers. The input layer had two nodes, one each for hue and saturation of the pixel, and the output layer had two nodes for each of the two classes (fruit and background). The first hidden layer had ten nodes and the second layer had four nodes both having a sigmoidal activation function. The network was trained using backpropagation with a learning rate of 0.1. The trained network was then used to classify each pixel of the testing images into fruit and background. The number of nodes in the hidden layers could be reduced further with a compromise in performance, however with the advances in memory and processing speed, it would not be essential. The Neural Network Toolbox (MATLAB, Natick, MA) was used for this analysis.
For the Fischer's linear discriminant, the hue and saturation data was projected onto a line thereby converting the data into a one-dimensional space. This is the converse of the neural network approach where the data is transformed into a higher dimensional nonlinear space. The slope of the line on which the data was projected was chosen such that the projected data is readily classified into the two classes. The slope of the line was chosen using the training data set as follows:
where a two-element matrix, w, is found by equation 3, w(1) is the first element of the matrix w and w(2) is the second element.
where m f is the mean of the data for fruit class, and m b is the mean of the data for the background class. S f is the scatter for the fruit class, and S b for the background class calculated as
where x is the two dimensional data (hue and saturation) for class i.
A threshold point on the line was obtained by visually inspecting the projected points of the two classes. The threshold point was chosen such that most of the points were well separated. Once the slope of the line and a threshold were obtained from the training data, each pixel of the testing images was projected onto the line and classified using the threshold.
Results and discussion
Bayesian classifier
The probability distribution for the citrus fruit had two sharp peaks and a Gaussian like distribution for low hue values as seen in figure 1 . The rest of the cells had mostly zero. The class conditional probability for the background (figure 2) had wider distribution than that of the citrus fruit, though the value of each cell was lower in general. The peaks in figure 2 corresponded to the leaf and the ground pixels. 
Fischer's linear discriminant
The slope of the line on which the pixels' hue and saturation values were projected on was found to be -0.66 from the training set. The threshold point obtained was (-20, 13 .1). Any projected point that lies below this point on the line (i.e., less than -20 and greater than 13.1) was classified as fruit. Otherwise it was classified as background. Figure 3 shows all the pixels' hue and saturation values and their respective values projected on the line. All the fruit pixels are shown in orange color, while the background pixels are shown in green color. The purple line is a line perpendicular to the line on which the points are projected and the purple line passes through the threshold value. All the points to the left of the purple line will be classified as citrus fruit and all the points to the right as background. 
Citrus fruit identification
Sample testing images before and after processing are shown in figures 4 and 5. The images have been processed with binarization after classification of the objects, noise removal, gap filling, and watershed segmentation. The difference between the various classifiers can be seen in the processed images. As seen from the sample images, the neural network classifier misclassified some fruits as background but didn't misclassify the background as fruit. This reduced the count of the fruits as given by the algorithm. The Fischer's discriminant misclassified the background as fruit in certain cases.
Count of fruits
The three different classifiers were tested on 37 testing images. The number of fruits visible in each image was counted manually and compared with the number of fruits as given by the recognition algorithm. Table 1 shows the fruit count obtained from the algorithm using the various classifiers. The root mean square error for the three classifiers was: Bayesian 4.2, neural network 2.6, and Fischer 7.2. The error in the various classifiers for fruit count is slightly high. The average fruit count given by all three classifiers is higher than the average manual count. This could be due to the errors introduced by over-segmentation by the watershed algorithm.
Size of fruits
Size information was available for 32 different images. Sixteen of these were used for training and the rest for testing. The size estimates are shown in table 2. The average estimate given by the Bayesian classifier was very close to the actual average diameter. The standard deviation was high in all three classifiers, the neural network classifier performing better than the others. The root mean square error for the three classifiers was: Bayesian 0.5, Fischer 0.6, neural network 0.4. The errors in fruit size estimation could be caused by inaccuracies obtained in ultrasonic range measurements. As the canopy structure of the tree was non uniform, the ultrasonic waves bounced off the leaves in different places giving rise to errors in range measurement, which were in turn translated to errors in fruit size estimation. Partial occlusion of fruits, variable illumination, and clustering of fruits produced errors in both the fruit count and size estimates.
Conclusion
A comparison of three different classifiers for citrus fruit identification and fruit size estimation was conducted in this research. The neural network classifier produced better results for fruit size estimation. The root mean square error for the neural network classifier for both fruit size estimation (0.4 cm) and fruit count (2.6) was lesser than the other two classifiers. The errors in fruit size estimation could be caused by inaccuracies obtained in ultrasonic range measurements. Partial occlusion of fruits, variable illumination, and clustering of fruits produced errors in both the fruit count and size estimates.
