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Most of the specialized algorithms for the assignment problem are of the dual nature, in that at every intermediate step the algorithm produces a solution satisfying only some of the constraints in (1) and (2). Kuhn's Hungarian method [12] is perhaps the best known in this category. Other algorithms include that of Desler and Hakimi [7] , Dinic and Kronrod [9] and, as Lawler [13] indicates, Edmonds and Karp [10] .
Since every basis at an extreme point of the assignment polytope consists of n -1 degenerate variables, primal algorithms like the simplex method usually require many degenerate pivots. Balinski and Gomory [1] presented a modified simplex algorithm to reduce the number of degenerate pivots. Barr, Glover and Klingman [3] , achieved a greater decrease in degenerate pivots by using alternating path bases. However, the computational experience in [3] shows that, still, more than 90% of the pivots in the problems tested are degenerate.
Our algorithm, like the dual algorithm, solves AP by relaxing some of the constraints in (1) and (2) . But the method for enforcing violated constraints uses the alternating path bases in the relaxed problem. Furthermore, an optimal solution is always available for the relaxed problem and the optimal alternating path basis is constructed not by simplex pivoting but by shortest path algorithms.
BASIS STRUCTURE OF THE ASSIGNMENT PROBLEM
It is known that a basis in a network flow problem can be represented by a spanning tree. An extreme point of the assignment polytope consists of n positive variables, each having a value of 1. The graphic representation of an extreme point has n disjoint pairs of nodes, one an origin and one a destination, which are connected by the positive variable. A basis at the extreme point is then formed by adding n -1 degenerate arcs such that the n pairs are linked into a tree. (From which one can show that there are 2n-'nn2 bases at an extreme point. See Balinski and Russakoff [2] .) Denote a basis tree by a generic symbol T. A destination node in T is designated as the "root." As in [6] , let Rij(T) denote the node set of the tree still connected to the root if arc (i, j) were removed from T. An arc (i, j) is called "directed toward the root" if ] E Rij(T) and "directed away from the root" otherwise. An alternating path (short as A-P) basis specifies that every degenerate arc on T be directed away from the root. See Figure 1 for an example of an A-P basis, in which D2 is the root.
If the variables xij are put in an n x n matrix, an extreme point of the assignment polytope is a 0 -1 matrix with exactly one 1 on every row and every column. An A-P basis then requires one degenerate variable in every column, except for the root column.
The name "alternating path basis" arises from the fact that a path from a node to the root of the tree consists of arcs which are alternatively positive and degenerate, and are alternatively directed toward and away from the root. The dual of problem AP is A dual solution satisfying the complementary slackness condition will satisfy ui + vj = cij if xij is a basic variable. From now on, we will always assumeVr =0 where r is the root. Define the "distance" of an A-P to be the total cost of degenerate arcs minus the total cost of the positive arcs. Then it is straightforward to check that vj is the distance of the A-P from destination j to the root, whereas ui is the negative of the distance of the A-P from origin i. Since an entering arc (i*, j*) is chosen only when ( < 0, the above remark indicates that a degenerate pivot results in a strict decrease for some vj's and a strict increase for some ui's. Our algorithm is based on constructing the optimal A-P basis at the optimal extreme point for a sequence of relaxed problems. A basis is optimal if the corresponding dual solution is feasible. Furthermore, an A-P basis makes enforcing a constraint in Jo extremely easy. Suppose a column j* E J2 is chosen as the root, and an alternating path basis for APr is available (see Figure 2) . If a column constraint j E Jo is to be enforced and it is determined that x-*j = 1, i.e., Row i* is to be assigned to Column j, there is a unique path from Row i * to the root. An A-P from a row node to the root alternates between a positive arc and a degenerate arc. Therefore, by letting the positive arcs in the path become degenerate arcs and degenerate arcs become positive arcs, a feasible solution is obtained for the new relaxed problem in which bj* is reduced by 1 and column constraint j is enforced.
It may be easier to see the above argument by the example on Figure  2 , particularly the basis matrix. Suppose Column 4 is to be enforced and Row 4 is to be assigned to it, i.e., (i *, j) = (4,4). Then an alternating path to the root (which is Column 1) is easily identified as ((4,4), (4,2), (3,2), (3,1)) and a change of variable values along the path will make possible the assignment of Row 4 to Column 4. Note that the alternating path for enforcing column constraints j E Jo need not always end at the root column. It can end at any column with more than one assigned cell, that is, a column in the set J2. For example, if Row 1 is to be assigned to Row 4, the alternating path can be just t (1,4), (1,3) ) so that, loosely speaking, the assignment of Row 1 is passed from Column 3 to Column 4.
Algorithm
Step 0. Initialization.
Assign every row to a column with the minimum cost in that row. Therefore, column index set J is partitioned into Jo, Ji and J2 and an optimal solution to the relaxed problem is clearly obtained by setting the variables of the assigned cells to 1. Set v; = 0 for jE J.
Step 1. Construction of basis. This step determines the optimal A-P basis and the corresponding dual solution. 
Example
Consider the following 7 Step Step 1. The optimal basis is shown above. The root is now Column 5.
Step 2. Column 6 is enforced. v6 = 2 and the alternating path is t (6,6), (6,5)). So Row 6 is assigned to Column 6. The algorithm terminates with an optimal solution of X15 = X21 = X37 = X43 = X52 = X6 = X74 = 1 and all other xij = 0. The optimal value is 65.
Proof of Algorithm
To prove that the preceding algorithm does produce an optimal solution to AP in a finite number of cycles requires establishing the following: a.
Step 1 yields an optimal A-P basis to the relaxed problem. b.
Step 2 results in an optimal solution to the new relaxed problem. We shall prove (b) first. Let G1 be the network of the old relaxed problem APr. G1 has arcs (i, j) where i E I and j E J1 U J2. Assume that
Step 1 is correct and therefore there is an optimal A-P basis T1, which is a tree on G1. Then clj -u-vjfo, for (i,j) E T, To prove (a), recall that an optimal A-P basis can be constructed by a shortest path algorithm after the cost of every positive variable is subtracted from the cost of all variables in the same row. When Step 1 is entered from Step 0, the tasks performed in Step 0 ensure that this subtraction will leave every cost nonnegative.
When Step 1 is entered from Step 2, there is an optimal, but not A-P, basis T2. Since relations (4) hold for T2, if u-and vj are subtracted from cost cij, every new cost is nonnegative.
So in either case, an O(n2) algorithm like Dijkstra's can be used to construct a new optimal A-P basis. And Dijkstra's is the algorithm we used in Step 1.
In Step 1.2, kj -vj is the temporary label (current shortest distance) from column j E G2 to the root. In Step 1.3, the smallest temporary label is fixed (see [8] or [5, Chap. 8] for more details). Therefore it is concluded that Step 1 produces an optimal A-P basis.
Finally, since there are initially at most m -1 columns in Jo and every cycle of the algorithm reduces the number by 1, the algorithm is finite and terminates with an optimal solution. Furthermore, since every cycle has a bound of O(n2), the following is clear. THEOREM 
The algorithm has a computational bound of 0(n3).
The discussions so far also establish that the algorithm can be used to solve the following problem with the same worst-case bound. [7] , and the recent primal method of Barr, Glover and Klingman [3] . The first two, which will be denoted by "Hungarian" and "Graphic" respectively, are directly, statement for statement, translated from their original language ALGOL into FORTRAN.
Our code of Barr et. al.'s algorithm, which will be denoted by "Primal" was coded from the description in [3] . In our code, we have used most of the work-saving techniques the authors suggested [3] and some tactics which were not explicit in their paper: a. Their algorithm uses a row as the root. To determine the entering basic variable, we search for the most violated dual constraint (i.e., the most negative cij -ui-vj) in a row, starting from the row of the last pivot. b. The initial solution is chosen as suggested in [3] . That is, assign a row to the least cost column which does not have an assignment.
After that, we use our Step 1 to locate the degenerate basic variables. Certainly this will not yield a basis requiring no degenerate pivots, but we found it tends to reduce the number of degenerate pivots. All the programs were compiled and run under IBM FORTRAN IV G level compiler and on an IBM 370-158 multiprogramming system. The algorithms were put into subroutines and were run two at a time back to back. Since significant discrepancies in the time of even the same program on the same problem were detected, we resorted to using the ratio between the times of the two algorithms as a common measure. The ratios reported in Tables 1-111 are the time of our algorithm divided by that of the competing algorithm. Thus a ratio of 0.5 under algorithm X would mean that our algorithm was twice as fast as X.
Three sets of test problems were used. In Set 1, the results of which are shown in Table I , the cost coefficients are randomly generated between 1 and 100. In Set 2, shown in Table II , the cost coefficients are randomly chosen between 1 and 1,000; and in Set 3, between 1 and 10,000. The reason for this design is due to Brown and Obee [4] who found in their computational study that algorithms can behave differently when the range of cost coefficients varies. From our computational experience, the Hungarian method is most sensitive to this variation of data. The Graphic method is also sensitive to data but the effect is less pronounced. The tables also show the number of cycles required by our algorithm. This is the number of times an optimal A-P basis to APr must be constructed. This is the most time consuming part of the algorithm and the reason the algorithm performs so well is clearly due to the fact that relatively few cycles are required. In fact, not only are the average number of cycles low, but also, among the 540 test problems, only 1 problem required 8 cycles and only 2 required 7. The increase in the number of cycles also seems to grow rather slowly with the increase in problem size.
IV. CONCLUDING REMARKS
After the completion of the computational study for this paper, we distributed the computer code of our relaxation algorithm to a few researchers for further computational experiments. Glover [11] compared our algorithm with the original code of Barr, Glover and Klingman's and confirmed that our algorithm is about twice as fast as the latter on totally dense problems. But since our code was not designed for the sparse problem and theirs was, the relative efficiency of our algorithm decreases as the problem gets sparser.
We also learned of the existence of two other 0(n3) assignment algorithms after the completion of this paper. One is that of Dinic and Kronrod [9] and the other an implementation of Edmonds and Karp's [10] algorithm for general network flow problems. Dinic and Kronrod's algorithm relaxes AP to our APr. But the method of enforcing a constraint in J0 is based on subtracting constants from the cost matrix so that a cost in a column of Jo may become a minimum on a certain row and hence that row may be assigned to that column in Jo.
The general algorithm of Edmonds and Karp can be specialized in several ways to solve the assignment problem. But we think in all ways the original problem AP is relaxed in both column and row constraints and the relaxed problem is a smaller assignment problem. Every cycle then enforces both a column and a row constraints. In this regard, the alternating path basis can also be used for the relaxed problem.
The efficiency of our algorithm is derived from being able to enforce several constraints in a cycle, as seen from the small number of cycles in our computational experience. We do not know of any good way of accomplishing this in either Dinic and Kronrod's or Edmonds and Karp's algorithm.
Finally, we would like to mention an interesting aspect of using A-P basis for the sparse problems. It is possible that one may not be able to construct an A-P basis for a sparse problem, either AP or APr. But in this situation Cunningham [6] shows that the problem is decomposable into smaller, separate problems. The following solution matrix for APr is an example. Crossed-out cells mean nonexistent arcs.
1:
If one designates Column 1 as the root, then Column 3 cannot be connected to the root according to the A-P basis. Then this assignment problem can be decomposed into two parts, one part made up of Rows 1, 2 and Columns 1 and 2, and the other part of Rows 3, 4 and Columns 3 and 4.
