Abstract. We analyse the possibility that a system that simulates Resolution is automatizable. We call this notion "weak automatizability". We prove that Resolution is weakly automatizable if and only if Res(2) has feasible interpolation. In order to prove this theorem, we show that Res(2) has polynomial-size proofs of the re ection principle of Resolution (and of any Res(k)), which is a version of consistency. We also show that Resolution proofs of its own re ection principle require slightly subexponential size. This gives a better lower bound for the monotone interpolation of Res(2) and a better separation from Resolution as a byproduct. Finally, the techniques for proving these results give us a new complexity measure for Resolution that re nes the width of Ben-Sasson and Wigderson. The new measure and techniques suggest a new algorithm to nd Resolution refutations, and a way to obtain a large class of examples that have small Resolution refutations but require relatively large width. This answers a question of Alekhnovich and Razborov related to whether Resolution is automatizable in quasipolynomial-time.
Introduction
In several areas of Computer Science there has been important e orts in studying algorithms for satis ability, despite the problem is NP-complete, and also in studying the complementary problem of verifying tautologies.
By the theorem of Cook and Reckhow 14] , there is strong evidence that for every propositional proof system there is a class of tautologies whose shortest proofs are super-polynomial in the size of the tautologies. From this we conclude that given a propositional proof system S, there will not be an algorithm that will produce S-proofs of a tautology in time polynomial in the size of the tautology. This is because in some cases we might require exponential time just to write down the proof. Considering this limitation of proof systems, Bonet, Pitassi and Raz 12] proposed the following de nition. A propositional proof system S is automatizable if there exists an algorithm that, given a tautology, it produces an S-proof of it in time polynomial in the size of the smallest Sproof of the tautology. The idea behind this de nition is that if short S-proofs exist, an automatization algorithm for S should nd them quickly. In the sequel of papers 24, 13, 9] it was proved that no proof system that simulates AC 0 -Frege is automatizable, unless some widely accepted cryptographic conjecture is violated. Later, Alekhnovich and Razborov 1] proved that Resolution is not automatizable under a reasonable assumption in parameterized complexity. The drawback of this result is that it is weaker than the others in the sense that we do not know whether a system that simulates Resolution can be automatizable. This problem suggests the following de nition. We say that a proof system S is weakly automatizable if there is a proof system that polynomially simulates S and is automatizable. At this point it is still open whether Resolution is weakly automatizable.
In this paper we characterize the question of whether Resolution is weakly automatizable as whether the extension of Resolution Res(2) (or Res(k) for k constant) has feasible interpolation. This notion will be de ned in Section 4. Let us say for the moment, that Resolution, Cutting Planes, Relativized Bounded Arithmetic, Polynomial Calculus, Lov asz-Schrijver and Nullstellensatz have feasible interpolation (see 20, 12, 26, 15, 22, 30, 29, 27] ). On the other hand, the stronger system Frege, and any system that simulates AC 0 -Frege do not have feasible interpolation under a cryptographic conjecture. To obtain this characterization we show that Res(2) has polynomial-size proofs of the re ection principle of Resolution, which is a form of consistency saying that if a CNF formula is satis able, then it does not have a Resolution refutation. We also show that Resolution requires almost exponential size to prove its own re ection principle. As a corollary we get an almost exponential lower bound for the monotone interpolation of Res(2) improving over the quasipolynomial lower bound in 4] .
Despite the discouraging results in 1] mentioned before, there is still some e ort put in nding good algorithms for proof systems such as Resolution. The rst implementations were variants of the Davis-Putnam procedure 18,17] for testing unsatis ability that consists of either producing a tree-like Resolution refutation (if one exists), or giving a satisfying assignment. For various versions of this algorithm, one can prove that is it not an automatization procedure even for tree-like Resolution. A better algorithm for nding tree-like Resolution refutations was proposed by Beame and Pitassi 5] . They give an algorithm that works in time quasipolynomial in the size of the smallest proof of the tautology. So tree-like Resolution is automatizable in quasipolynomial time, but the algorithm is not a good automatization procedure for general Resolution (see 10, 6, 11] ). A more e cient algorithm is the one of Ben-Sasson and Wigderson based on the width of a refutation. This algorithm weakly automatizes tree-like Resolution in quasipolynomial time and automatizes Resolution in subexponential time. On the other hand, Bonet and Galesi gave a class of tautologies for which the algorithm will take subexponential time to nish, matching the upper bound. Using the techniques introduced in this paper, we show that this is not an isolated example. We describe a method to produce tautologies that have small Resolution refutations but require relatively large width, answering an open problem of Alekhnovich and Razborov 1]. As they claim, this is a necessary step towards proving that Resolution is not automatizable in quasipolynomialtime. Our techniques also suggest a new complexity measure for Resolution that re nes the width of Ben-Sasson and Wigderson, and that gives rise to a new algorithm to nd Resolution refutations.
De nitions
Resolution is a refutational proof system for CNF formulas, that is, conjunctions of clauses. The system has one inference rule, the resolution rule:
A _ l :l _ B A _ B where l is a literal, and A and B are clauses. The refutation nishes with the empty clause. The size of a Resolution refutation is the number of clauses in it. The system tree-like Resolution requires that each clause is used at most once in the proof. When this restriction is not ful lled, we say that the refutation is in DAG form.
Following 7] the width of a refutation is de ned as the maximum number of literals of the clauses appearing in . The main result in 7] is a relation between the size and the width of Resolution refutations. They show that if a set of 3-clauses has a tree-like Resolution refutation of size S T , then it has a Resolution refutation of width logS T . Similarly, if it has a Resolution refutation of size S R , then it has a Resolution refutation of width O( p n logS R ). Ben-Sasson and Wigderson used this size-width trade-o to obtain an algorithm that nds Resolution refutations. It consists in deriving all posible clauses of increasing width until the empty clause is found. The time of the algorithm is n O(w) where w is the minimal width of a Resolution refutation of the initial set of clauses. Notice that the space used by the algorithm can only be bounded by n O(w) since all derivable clauses of width v < w are needed to obtain the clauses of width w. Recall that the minimal width w is at most logS T in the tree-like case, where S T is the minimal tree-like size to refute the initial set of clauses. Therefore, the algorithm takes time S O(log n) T in this case. Also, the minimal width w is at most p n logS R in the general case, where S R is the minimal size to refute the set of clauses in general Resolution. This gives an n O( p n log SR) bound on the running time.
A k-term is a conjunction of up to k literals. A k-disjunction is an (unbounded fan-in) disjunction of k-terms. The refutation system Res(k), de ned by Kraj ) These lemmas suggest a re nement of the width mesure that we discuss next. Following 7] , for an unsatis able set of clauses C, let w(C) be the minimal width of the Resolution refutations of C. We de ne k(C) to be the minimal k such that C has a tree-like Res(k) refutation of size n k , where n is the number of variables of C. We will prove that k(C) is at most linear in w(C), and that in some cases, k(C) is signi cantly smaller than w(C).
Lemma 5. k(C) = O(w(C)).
Proof : Let w = w(C). Then C has a Resolution refutation of size n O(w) and width w since there are less than n O(w) clauses of width at most w and each clause needs to be derived only once since we are in the dag-like case. By Lemma which in this case is n O (1) . Therefore, k(F n ) = O(1). On the other hand, a standard width lower bound argument proves that w(F n ) = (m 0 ) which in this case is (log n= loglog n). since S is supposed to refute unsatis able CNF formulas only. Interestingly enough, there is a tight connection between the complexity of the canonical NP-pair of S and the weak automatizability of S . Namely, Pudl ak 28] showed that S is weakly automatizable if and only if the canonical NP-pair of S is polynomially separable, which means that a polynomial-time algorithm returns 0 on every input from REF(S) and returns 1 on every input from SAT . We will use this connection later.
The disjointness of the canonical NP-pair for a proof system S is often expressible as a contradictory set of clauses. Suppose that one is able to write down a CNF formula SAT n r (x; z) meaning that \z encodes a truth assignment that satis es the CNF encoded by x. The CNF is of size r and the underlying variables are v 1 ; : : :; v n ". Similarly, suppose that one is able to write down a CNF formula REF n r;m (x; y) meaning that \y encodes an S -refutation of the CNF encoded by x. The size of the refutation is m, the size of the CNF is r, and the underlying variables are v 1 ; : : :; v n ". Under these two assumptions, the disjointness of the canonical NP-pair for S is expressible by the contradictions REF n r;m (y; z)^SAT n r (x; z). This collection of CNF formulas is referred to as the Re ection Principle of S . Notice that REF n r;m (y; z)^SAT n r (x; z) is a form of consistency of S.
We turn next to the concept of Feasible Interpolation introduced by Krajicek 22] (see also 12, 26] ). Suppose that A 0 (x; y 0 )^A 1 (x; y 1 ) is a contradictory CNF formula, where x, y 0 , and y 1 are disjoint sets of variables. Note that for every given truth assignment a for the variables x, one of the formulas A 0 (a; y 0 ) or A 1 (a; y 1 ) must be contradictory by itself. We say that a proof system S has the Interpolation Property in time T = T(m) if there exists an algorithm that, given a truth assignment a for the common variables x, returns an i 2 f0; 1g such that A i (a; y i ) is contradictory, and the running time is bounded by T(m) where m is the minimal size of an S -refutation of A 0 (x; y 0 )^A 1 (x; y 1 ). Whenever T(m) is a polynomial, we say that S has Feasible Interpolation.
The following result by Pudl ak connects feasible interpolation with the reection principle and weak automatizability. Theorem 1. 28] If the re ection principle for S has polynomial-size refutations in a proof system that has the feasible interpolation, then the canonical NP-pair for S is polynomially separable, and therefore S is weakly automatizable.
For the rest of this section, we will need a concrete encoding of the re ection principle for Resolution. We start with the encoding of SAT n r (x; z). The encoding of the set of clauses by the variables in x is as follows. There are variables x e;i;j for every e 2 f0; 1g, i 2 f1; : : :; ng and j 2 f1; : : :; rg. The meaning of x 0;i;j is that the literal v i appears in clause j, while the meaning of x 1;i;j is that the literal :v i appears in clause j.
The encoding of the truth assignment a 2 f0; 1g n by the variables z is as follows. There are variables z i for every i 2 f1; : : :; ng, and z e;i;j for every e 2 f0; 1g, i 2 f1; : : :; n + 1g and j 2 f1; : : :; rg. The meaning of z i is that variable v i is assigned true under the truth assignment. The meaning of z 0;i;j is that clause j is satis ed by the truth assignment due to a literal among 
The encoding of REF n r;m (x; y) is also quite standard. The encoding of the set of clauses by the variables in x is as before. The encoding of the Resolution refutation by the variables in y is as follows. There are variables y e;i;j for every e 2 f0; 1g, i 2 f1; : : :; ng, and j 2 f1; : : :; mg. The meaning of y 0;i;j is that the literal v i appears in clause j of the refutation. Similarly, the meaning of y 1;i;j is that the literal :v i appears in clause j of the refutation. There are variables p j;k and q j;k for every j 2 f1; : : :; mg and k 2 fr; : : :; mg. The meaning of p j;k (of q j;k ) is that clause C k was obtained from clause C j and some other clause, and C j contains the resolved variable positively (negatively). Finally, there are variables w i;k for every i 2 f1; : : :; ng and k 2 fr; : : :; mg. The meaning of w i;k is that clause C k was obtained by resolving upon v i . We formalize this by the following set of clauses:
:x e;i;j _ y e;i;j (9) :y e;i;m (10) :y 0;i;j _ :y 1;i;j (11) p 1;k _ : : : _ p k?1;k (12) q 1;k _ : : : _ q k?1;k (13) :p j;k _ :q j;k (14) :p j;k _ :p j 0 ;k (15) :q j;k _ :q j 0 ;k (16) :p j;k _ :w i;k _ y 0;i;j (17) :q j;k _ :w i;k _ y 1;i;j (18) :p j;k _ w i;k _ :y e;i;j _ y e;i;k (19) :q j;k _ w i;k _ :y e;i;j _ y e;i;k (20) w 1;k _ : : : _ w n;k (21) :w i;k _ :w i 0 ;k (22) Notice that this encoding has the appropriate form for the monotone interpolation theorem. Proof : Suppose Resolution is weakly automatizable. Then by Corollary 10 in 28], the NP-pair of resolution is polynomially separable. We claim that the canonical pair of Res (2) is also polynomially separable. Here is the separation algorithm: Given a set of clauses C and a number S, we build C 2 and run the separation algorithm for the canonical pair of Resolution on C 2 and c 2S, where c is the hidden constant in Lemma 1. For the correctness, note that if C has a Res(2) refutation of size S, then C 2 has a Resolution refutation of size c 2S by Lemma 1, and the separation algorithm for the canonical pair of Resolution will return 0 on it. On the other hand, if C is satis able, so is C 2 and the separation algorithm for Resolution will return 1 on it. Now, for the feasible interpolation of Res(2), consider the following algorithm. Let A 0 (x; y)^A 1 (x; z) be a contradictory set of clauses with a Res(2) refutation of size S. Given a truth assignment a for the variables x, run the separation algorithm for the canonical pair of Res(2) on inputs A 0 (a; y) and S. For the correctness, observe that if A 1 (a; z) is satis able, say by z = b, then j x=a;z=b is a Res(2) refutation of A 0 (a; y) of size at most S and the separation algorithm will return 0 on it. On the other hand, if A 0 (a; y) is satis able, the separation algorithm will return 1, which is correct. If both are unsatis able, any answer is ne. u t
The previous theorem works for any k constant. If k = log n, then we get that if Resolution is weakly automatizable then Res(log) has feasible interpolation in quasipolynomial time. The positive interpretation of these results is that to show that Resolution is weakly automatizable, then we only have to prove that Res(2) has feasible interpolation. The negative interpretation is that to show that resolution is not weakly automatizable we only have to prove that Res(log) doesn't have feasible interpolation in quasipolynomial time.
It is not clear whether Res (2) has feasible interpolation. We know, however, that Res(2) does not have monotone feasible interpolation (see 4] and Corollary 1 in this paper). On the other hand, tree-like Res(2) has feasible interpolation (even monotone) since Resolution polynomially simulates it by Lemma 4.
A natural question to ask is whether the re ection principle for Resolution has Resolution refutations of moderate size. Since Resolution has feasible interpolation, a positive answer would imply that Resolution is weakly automatizable by theorem 1. Unfortunately, as the next theorem shows, this will not happen. The proof of this result uses an idea due to Pudlak. , and let COL k (p; q) be the CNF formula expressing that q encodes a k-coloring of the graph on s nodes encoded by fp i;j g. An explicit de nition is the following: For every i 2 f1; : : :; sg, there is a clause of the form W k l=1 q il ; and for every i; j 2 f1; : : :; sg with i 6 = j and l 2 f1; : : :; kg, there is a clause of the form :q il _ :q jl _ :p ij . Obviously, if G is k-colorable, then COL k (G; q) is satis able, and if G contains a 2k-clique, then COL k (G; q) is unsatis able. More importantly, if G contains a 2k-clique, then the clauses of PHP 2k k are contained in COL k (G; q). Now, for every graph G on s nodes, let F (G) be the clauses COL k (G; q) together with all clauses de ning the extension variables for the conjunctions of up to c logk literals on the q-variables. Here, c is a constant so that the k O(logk) upper bound on PHP 2k k of 25] can be done in Res(c log k). From its very de nition and Lemma 1, if G contains a 2k-clique, then F (G) has a Resolution refutation of size k O(log k) . Finally, for every graph G, let x(G) be the encoding of the formula F (G). With all this notation, we are ready for the argument.
In the following, let n be the number of variables of F (G), let r be the number of clauses of F (G), and let m = k O(log k) . By assumption, the formulas REF n r;m (x(G); y)^SAT n r (x(G); z) have Resolution refutations of size at most S. Let C be the monotone circuit that interpolates these formulas given x(G). The size of C is S O (1) . Moreover, if G is k-colorable, then SAT n r (x(G); z) is satis able, and C must return 0 on x(G). Also, if G contains a 2k-clique, then REF n r;m (x(G); y) is satis able, and C must return 1 on x(G). Now, an antimonotone circuit for separating 2k-cliques from k-colorings can be built as follows: given a graph G, build the formula x(G) (anti-monotonically, see below for details), and apply the monotone circuit given by the monotone interpolation. The size of this circuit is 2 o(s 1=4 ) , and this contradicts Theorem 3.11 of Alon and Boppana 2].
It remains to show how to build an anti-monotone circuit that, on input G = fp uv g, produces outputs of the form x e;i;j that correspond to the encoding of F (G) in terms of the x-variables.
{ Clauses of the type W k l=1 q il : Let t be the numbering of this clause in F (G).
Then, its encoding in terms of the x-variables is produced by plugging the constant 1 to the outputs x 1;qi1;t ; : : :; x 1;qik;t . The rest of outputs of clause t get plugged the constant 0.
{ Clauses of the type :q il _ :q jl _ :p ij : Let t be the numbering of this clause in F (G). The encoding is x 0;qil;t = 1, x 0;qjl;t = 1, x 0;pij;t = :p ij and the rest are zero. Notice that this encoding is anti-monotone in the p ij 's. Notice also that the encoded F (G) contains some p-variables (and not only q-variables as the reader might have expected) but this will not be a problem since the main properties of F (G) are preserved as we show below.
{ Finally, the clauses de ning the conjunctions of up to c logk literals are independent of G since only the q-variables are relevant here. Therefore, the encoding is done as in the rst case.
The reader can easily verify that when G contains a 2k-clique, the encoded formula contains the clauses of PHP 2k k and the de nitions of the conjunctions up to c logk literals. Therefore REF(x(G); y) is satis able given that PHP 2k k has a small Res(c log k) refutation. Similarly, if G is k-colorable, the formula SAT(x(G); z) is satis able by setting z pij = p ij and q il = 1 if and only if node i gets color l. Therefore, the main properties of F (G) are preserved, and the theorem follows. u t An immediate corollary of the last two results is that Res(2) is exponentially more powerful than resolution. In fact, the proof shows a lower bound for the monotone interpolation of Res (2) We observe that there is a version of the re ection principle for Resolution that has polynomial-size proofs in Resolution. Namely, let C be the CNF formula SAT n r (x; z)^REF n r;m (y; z). Then, C 2 has polynomial-size Resolution refutations by Lemma 1 and Theorem 2. However, this does not imply the weak automatizability of Resolution since the set of clauses does not have the appropriate form for the feasible interpolation theorem.
5 Short Proofs that Require Large Width Bonet and Galesi 11] gave an example of a CNF expressed in constant width, with small Resolution refutations, and requiring relatively large width (square root of the number of variables). This showed that the size-width trade-o of Ben-Sasson and Wigderson could not be improved. Also it showed that the algorithm of Ben-Sasson and Wigderson for nding Resolution refutations could perform very badly in the worst case. This is because their example requires large width, and the algorithm would take almost exponential time, while we know that there is a polynomial size Resolution refutation.
Alekhnovich and Razborov 1] posed the question of whether more of these examples could be found. They say this is a necessary rst step for showing that Resolution is not automatizable in quasipolynomial-time. Here we give a way of producing such bad examples for the algorithm. Basically the idea is nding CNFs that require su ciently high width in Resolution, but that have polynomial size Res(k) refutations for small k, say k logn. Then the example consists of adding to the formula the clauses de ning the extension variables for all the conjunctions of at most k literals. Below we ilustrate this technique by giving a large class of examples that have small Resolution refutations, require large width. Moreover, deciding whether a formula is in the class is hard (no polynomial-time algorithm is known).
Let G = (U V; E) be a bipartite graph on the sets U and V of cardinality m and n respectively, where m > n. The G-PHP m n , de ned by Ben-Sasson and Wigderson 7] , states that there is no matching from U into V . For every edge (u; v) 2 E, let x u;v be a propositional variable meaning that u is mapped to v. Ben-Sasson and Wigderson proved that whenever G is expanding in a sense de ned next, every Resolution refutation of G-PHP m n must contain a clause with many literals. We observe that this result is not unique to Resolution and holds in a more general setting. Before we state the precise result, let us recall the de nition of expansion:
De nition 1. 7] Let G = (U V; E) be a bipartite graph where jU j = m, and jV j = n. For U 0 U, the boundary of U, denoted by @U 0 , is the set of vertices in V that have exactly one neighbor in U 0 ; that is, @U 0 = fv 2 V : jN (v)\U 0 j = 1g. We say that G is (m; n; r; f)-expanding if every subset U 0 U of size at most r is such that j@U 0 j f jU 0 j.
The proof of the following statement is the same as in 7] for Resolution. It is known that deciding whether a bipartite graph is an expander (for a slightly di erent de nition than ours) is coNP-complete 8]. Although we have not checked the details, we suspect that deciding whether a bipartite graph is an (m; n; r; f)-expander in the sense of De nition 1 is also coNP-complete. However, we should note that the class of formulas fC(G) : G expander; m 2ng is contained in fC(G) : G bipartite; m 2ng which is decidable in polynomialtime, and that all formulas of this class have short Resolution refutations that are easy to nd. This is so because the proof of PHP 2n n in 25] is given explicitely.
Conclusions and Open Problems
We showed that the new measure k(C) introduced in section 3 is a re nement of the width w(C). Actually, we believe that a careful analysis in Lemma 5 could even show that k(C) w(C) + 1 for sets of clauses C with su ciently many variables. On the other hand, we proved a logarithmic gap between k(C) and w(C) for a concrete class of 3-clauses C n . We do not know if a larger gap is possible.
It is surprising that the weak pigeonhole principle PHP 2n n has short Resolution proofs when encoded with the clauses de ning the extension variables. This suggests that to prove Resolution lower bounds that are robust, one should prove Res(k) lower bounds for relatively large k. In fact, at this point the only robust lower bounds we know are the ones for AC 
On the other hand, a cut between (34) and (9) 
