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It is observed that the perturbation class of an open semigroup in a Banach 
algebra is a closed two-sided ideal. Certain seminorms on the algebra of 
bounded operators are introduced; these seminorms induce norms on the quo- 
tient algebra modulo the ideal of compact operators. Using these seminorms 
and an assumption apparently weaker than the metric approximation property 
it is shown that semiFredholm operators have canonical projections (in the 
quotient algebra) that are not topological zero divisors. A sufficient condition 
is found that the converse be true. The special cases of subprojective and 
superprojective Banach spaces are studied. Some properties of essential spec- 
trum are discussed. 
1. INTRODUCTION 
Let X be a Banach space, W(X) and ,X(X) denote the sets of 
bounded and compact operators on X; let n be the canonical homo- 
morphism of S?(X) onto the quotient algebra &?(X)/$$?(X). It has been 
found useful to correlate algebraic properties of +A) with geometric 
properties of the operator A. For example Yood [l] has shown that 
n(A) is left invertible if and only if A has finite nullity and comple- 
mented range, that is, there is a bounded projection of X onto AX. 
Ruston [2] has proved that n(A) is quasinilpotent if and only if A is 
a Riesz operator (A - X satisfies the Fredholm alternative at each 
point X # 0). 
The main purpose of this paper is to find algebraic properties of 
n(A) when A has closed range and either finite nullity or finite defect. 
The Q+(X) and Q.(X) 1 c asses of Gohberg-Krein [3] are defined in 
this way. We also wish to investigate some algebraic properties of some 
other open semigroups of operators. 
The motivation for the work of Section 2 is the observation that the 
perturbation class of an open semigroup in a Banach algebra is a closed 
two-sided ideal. For a subset Y of a Banach space G?!, the pertur- 
bation class P(9) is defined as the set of elements a in GZ such that 
a + 9’ is contained in 9. We give conditions on Y that imply that 
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P(Y) is a subspace, is closed, or is an ideal (when Gl! is an algebra). 
Conditions that P(Y;) be a subset of P(,Ua) are given. As a consequence 
it follows that 
P(H,) C P(G,) = P(G,) = Z’(G) = R 3 P(H,) 
when U is a Banach algebra, where R is the radical of @, G is the group 
of invertible elements of a, G,(G,) is the semigroup of left (right) 
invertible elements, and H,(H,.) is the semigroup of elements that are 
not left (right) topological divisors of zero. These algebraic results, 
together with the operator theoretic results of this paper, have much in 
common with the results of [4]. 
In Section 3 we introduce two equivalent seminorms on E@(X), the 
q-seminorm and the m-seminorm. Both of these seminorms measure 
the degree of noncompactness of an operator in the sense that they 
vanish precisely on the compact operators; thus these seminorms 
induce norms on $(X)/Z(X). Both are dominated by the usual 
quotient norm of &Y(X)/Z(X). W e g ive a condition on X, called the 
compact approximation property, that guarantees that these induced 
norms are equivalent to the quotient norm. This allows us to connect 
properties of A with those of z-(A). 
Our compact approximation property is a weaker assumption than 
the metric approximation property introduced by Grothendieck [5]. 
Since there is not known any Banach space that fails to have the metric 
approximation property, the same is true of the compact approximation 
property. 
The q-seminorm employs ideas going back to Kuratowski [6] and 
developed by Darbo [7], Goldenstein-Gokhberg-Markus [8], and 
Goldenstein-Markus [9]. 
In Section 4 we discuss the semigroup of semiFredholm operators, 
Q+(X). We show that 
II TII, < Cl/ ATII, > T E a!(X), 
holds for A E o+(X). This implies that m-(A) is not a zero divisor when 
A is in G+(X). If in addition X satisfies the compact approximation 
property then 
7v+w1= fmww-(xll 
for such X. In Section 6 we give another condition on X, called the 
range property, which guarantees that 
~zCwxY~(xll c 4@+Wll* 
All subprojective Banach spaces have the range property. 
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In Section 5 we study the set of semiFredholm operators Q-(X). 
We prove the counterparts of the theorems for Q+(X). 
Section 6 is devoted to the algebra 3?(X)/s(X). Among other things 
we show that the spectral radius of n(A) is 
where a,(A) is the essential spectrum of A according to any of the usual 
definitions. We also show that for X subprojective, A E Q+(X) if and 
only if n(A) is not a left zero divisor. Similarly, if X is superprojective 
then A E Q-(X) if and only if r(A) is not a right zero divisor. As a 
consequence we see that the nonzero divisors of 93(X)/~(X) are 
invertible when X is both subprojective and superprojective. 
2. PERTURBATION CLASSES 
Let GE be a Banach space over the complex numbers, and let Y be 
a subset of a. We denote by P(9) the set of elements of 13 that 
perturb 9’ into itself, i.e., 
P(Y)=(aEGsl:a+s1~Yforallsc5.Y}. 
We shall assume throughout that Y satisfies 
CUYCY 
for each scalar 01 # 0. In this case we have 
G-1) 
LEMMA 2.1. P(9) is a linear subspace of Gl. If, in addition, 9’ is an 
open subset of GZ, then P(Y) is closed. 
Proof. Suppose a, b E P(9), s E Y and 01 is a scalar # 0. Then 
ara + s = ol(a + s/a) E Y and (a + b) + s = a + (b + s) E 9. Thus 
P(9) is a subspace. Now assume Y is open. Then for each s E 9 there 
is an 6 > 0 such that 11 c - s 11 < 8 implies that c E Y. If (& is a 
sequence of elements of P(Y) converging to an element x E a, then 
for n sufficiently large 1) x, - x ]I < S. Thus s + x - x, is in Y for n 
large. Since x, E P(Y), s + x is in 9’. Thus x E P(Y), and the lemma 
is proved. 
LEMMA 2.2. Let Yl , 9I be subsets of O! which satisfy (2.1). Assume 
that gl is open, that Sp, C 9. and that Yz does not contain any boundary 
points of Yl . Then P(9J C P(Y1). 
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Proof. Suppose s1 E F1 and a2 E P(9,). Then 
OlU~ + s1 = a(az + sl:a) E *r, 
for all scalars (Y # 0. Since Y1 is open, maz + s1 E Y1 for 1 01 / suffi- 
ciently small. It follows that oIaz + s1 E Y1 for all a; otherwise for 
some CX,, the element oI,,a2 + s1 would be a boundary point of Y1 which 
is in ZZz . Thus a2 + s1 E Y; , and the proof is complete. 
Next we assume that @ is a Banach algebra with identity e. Let G 
denote the group of invertible elements of GY. 
LEMMA 2.3. If G9 C 9, then P(Y) is a left ideal. If YG C 9, 
then P(Y) is a right ideal. 
Proof. Suppose a E G, 6 E P(Y), and s E Y. Then 
a6 + s = a(b + a-%) E Y. 
Consequently ab E P(9). N ow since every element of a is the sum of 
two elements of G, the first statement follows from Lemma 2.1. The 
second statement is proved in a similar way. 
The foregoing lemmas imply 
THEOREM 2.4. If 9 is an open subset of GZ which satis$es 
GYCY, YGCSp, 
then P(9) is a closed, two-sided ideal. 
The radical R of 6Z may be defined [lo] as 
R=(f~GEe+af~Gforalla~G}. 
We have the well known result 
(2.2) 
THEOREM 2.5. P(G) = R. 
Proof. Suppose f E P(G) and aE G. Then a-l + f E G. Hence 
e + af = a(a-1 + f) E G. This means that f E R. Conversely, suppose 
fER.IfaEG,thene+a-lfEG.Hencea+f=a(e+a-lf)EG. 
Thus f E P(G), and the proof is complete. 
In particular, we see from Theorems 2.4, 2.5 that R is a closed, 
two-sided ideal. 
Let G,(G,.) denote the set of left (right) invertible elements of GZ, 
and let H,(H,) denote the set of elements of GZ that are not left (right) 
topological divisors of zero. We have 
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THEOREM 2.6. 
P(fJ,) C f’(G) = R 
P(H,)CP(G,) = R. 
Proof. Since the boundary of G contains only topological divisors 
of zero, we have by Lemma 2.2 
P(fJ,) C R P(G) C R, 
J’(4) C R, P(WJCR. 
To complete the proof we need only show that R C P(G,). IffE R and 
a E G, , then e + bf~ G, where b is a left inverse of a. Consequently 
(e + bf)-l b(a +f) = e. This shows that f E P(G,). A similar 
argument shows that R C P(G,). This completes the proof. 
Let X be a Banach space, and let 9(X)[%(X)] denote the set of 
bounded (compact) linear operators on X. Then 9(X) and %(X)/Z(X) 
are Banach algebras. Let 7r be the canonical homomorphism from 93(X) 
to &@(X)/&‘-(X). Set a = 9(X)/37(X) and define G, Gr , G,. , R, P(9) 
as above. Set 
Q(X) = r-l(G), @a(X) = +(G), Q?(X) = n-‘(G,). 
It is known (cf. [l]) that Q(X) consists of Fredholm operators, i.e., 
operators having finite dimensional null spaces and closed ranges 
having finite codimension (cf. Section 4). Q,(X) consists of operators 
with finite dimensional null spaces and closed ranges which are 
complemented. Q?(X) consists of operators with closed ranges having 
finite codimensions and null spaces which are complemented. By 
Theorem 2.6 we have 
THEOREM 2.7. 
P(Q) = P(Q = P(@J = a-l(R). 
We shall discuss nn-l(H1) and v-l(H,) in Sections 4 and 5. 
To illustrate our theorems, let 2 be any subset of the integers 
(0, fl, *2,-v &co>. Let Qz be the collection of operators A E Q1 u CD? 
and such that i(A) E 2, where 
i(A) = dim N(A) - dim N(A ) 
(see Section 4). We have 
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THEOREM 2.8. If diz is not empty, then 
PpDz) = 7+(R). (2.3) 
Proof. Set 6 = @, u Qr . Note that @z is open and satisfies (2.1). 
Since di, C 6 and 6 does not contain any boundary points of QZ , 
we have by Lemma 2.2 that 
P(@~) 3 P@) = a-l(R). 
This proves (2.3) in one direction. We now turn to the proof of the 
opposite inclusion. Since @a is open and satisfies (2.2), we know that 
P(Qz) is an ideal (Theorem 2.4). An operator E in g(X) is called a 
Riesz operator if I + hE is in Q(X) for all scalars A. It is known that 
r-l(R) is the largest ideal of Riesz operators (cf., e.g., [4]). Thus to 
complete the proof it suffices to show that the operators in P(@=) are 
Riesz operators. By assumption there is an operator A in djz . For 
definiteness assume that A is in @r . Let E be any operator in P(Qz). 
Since P(@=) is an ideal, hAE is in P(Gz) for each scalar h. Thus 
A(1 + hE) = A + hAE is in Qz C 6 for each h. By the constancy of 
the index (see Lemma 4.5), A(I + hE) must also be in Qp, . Thus for 
each h there is an operator B, in @(X) such that 
n[BgqI + AE)] = 7(l). 
This shows that I + hE is in QI for each h. Again by the constancy of 
the index we have i(1 + XE) = 0 for all h. This shows that I + hE is 
in Q(X) for each A and consequently that E is a Riesz operator. A 
similar agreement works if A is in @,, . The proof is complete. 
3. MEASURES OF NONCOMPACTNESS 
Let X be a Banach space. For a bounded subset Q of X we let p(O) 
denote the greatest lower bound of the set of numbers r such that Sz can 
be covered by a finite set of open spheres of radius r. In particular 
q(Q) = 0 f d i an only if .G is totally bounded, i.e., if and only if its 
closure is compact. It is for this reason that q(Q) is sometimes called 
the measure of noncompactness of Q (cf. [7-g]). For Q and Y bounded 
subsets of X we let IR + Y denote the set of all sums o + $, w  E Q, 
# E Y. If Q can be covered by n c-spheres and 1;2 can be covered by m 
T-spheres, then ~2 + Y can be covered by nm (E + T)-spheres. Thus 
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Next let X, Y be Banach spaces, and let @X, Y), X(X, Y) denote 
the bounded and compact operators from X to Y, respectively. For 
A E 9(X, Y) we set 
II A II* = PbwX)I~ (3.2) 
where S, denotes the closed unit sphere in X, that is, the set of all 
x E X satisfying 11 x 11 < 1. One checks easily that 11 A ljQ is a seminorm 
in g(X, Y) and that 11 A /IQ = 0 if and only if A E -X(X, Y). Thus 
we can consider jl A jjq as a measure of noncompactness of A. We also 
have 
II A lla < It A II (3.3) 
II A + KII, = II A IL > K E X(X, Y). (3.4) 
Moreover, if 2 is a Banach space and B E S?( Y, Z), then 
II BA IIP. d II B Iln II A i/a (3.5) 
(see Pm 
We now introduce another seminorm in 9(X, Y) which also 
measures the noncompactness of an operator. For A E 33(X, Y) we let 
11 A Ilm be the greatest lower bound of all numbers q having the property 
that there is a subspace M of X having finite codimension and such 
that 
II Ax II < 7) II x II, XEM. (3.6) 
It is easily checked that it is a seminorm. A close relationship between 
the m-seminorm and the q-seminorm is given by 
THEOREM 3.1. For A E 93(X, Y) 
II A II,/2 < II A Ilm G II A lla . (3.7) 
Proof. Let E > 0 be given. Then we can find elements y, ,..., yn E Y 
such that 
mkfn II Ax - ylc II G II A IL + E, XESX. (3.8) 
Let y1),..., yn’ be functionals in Y’ such that 
IIYIel II = 1, YJcYY!J = II Yk II9 1 <k<ff, (3.9) 
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and let M be the set of all x E X that are annihilated by A’yr’,..., A’y,,‘. 
This subspace M has finite codimension in X. Let x be any element of 
M n S, , and let yk be one of the elements yr ,..., yn which is closest 
to Ax. Since x E M, we have y,‘(Ax) = A’yk’(x) = 0. Consequently 
IIY~ II = yli’(ylc) = y~c’(ytc -- Ax) G I’Y~ - Ax Il. (3.10) 
Thus by (3.8) 
il yk: II G II A IL i cT l<K<?Z. (3. 1) 
Since 
II Ax /I < II Ax - yh Ii + l/yk II, 
this gives 
11 Ax II d 2(jl A ilp + E), XEMnS,. 
From the definition we conclude 
II A Ilm < 2(/l A lla + 4 
and since E was arbitrary, we obtain the right hand inequality in (3.7). 
To prove the other half, again let E > 0 be given. Then there is a 
subspace M of X having finite codimension such that 
II Ax II G (II A Ilm + 411 2 I/, XEM. (3.12) 
Let P be a bounded projection onto M. Then I - P is an operator of 
finite rank on X. Thus for x E X 
II Ax II G II Ah II + II AU- f’)x II 
< (II A Ilm + <)I1 Px II + II A II IIV - P)x II (3.13) 
< (II A IL + 411 x II + (2 II A II + W - f’)x IL 
where we have used /) Px Ij < 11 x jl + l/(1 - P)x /I and 
IIAII, <IIN (3.14) 
Since I - P is compact, there are elements x1 ,..., x, of S, such that 
rnp ll(I - P)(x - 4 < 42 II A I/ + E), XESX. (3.15) 
Now let x be an element of S, and let xk be a member of x1 ,..., X, 
satisfying (3.15). Then by (3.13) 
II 4x - 411 < (II A llm + 41 x - xrt II 
+ (2 II A II + c);I(I - W - ~)ll d 2(1l A llm + c) + 6. 
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Consequently 
II A Ilq d 2 il A Ilm + 3~. 
Since E was arbitrary, we obtain the left hand inequality of (3.8) and 
the proof is complete. 
It follows from Theorem 3.1 that /I A Ijrn = 0 if and only if 
A E X(X, Y). Hence 
II A + Kll, = II A Ilm > K E .x(X, Y). (3.16) 
We also have 
LEMMA 3.2. For A E g(X, Y) and B E S?( Y, 2) 
II BA llm d II B llm II A llm - (3.17) 
Proof. Let E > 0 be given. Then there is a subspace M of X having 
finite codimension such that 
II Ax II d (II A Ilm + c)ll x II, XEM. 
Moreover there is a subspace N of Y having finite codimension such 
that 
II BY II G (II B Ilm + 4 II Y II, YEN. 
Let W be the set of all x E M such that Ax E N. W is a subspace of X 
having finite codimension. Moreover 
II BAx II d (II B l/m + 4ll A llm + 4 II x IL XE w. 
Hence 
II B-4 Ilm < (II B Ilm + 411 A llm + 4. 
Since E was arbitrary, the lemma is proved. 
Another characterization of the seminorm 11 A Ilm is given by 
PROPOSITION 3.3. For A E Sl(X, Y) 
(3.18) 
(Here we use the notation a(X) = 99(X, X), .X(X) = x(X, X), etc.) 
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Proof. Let 11 A ilh denote the right hand side of (3.18). For each 
subspace M of X having finite codimension there is a projection P of 
finite rank which vanishes on M. Thus (I - P)X = M and conse- 
quently 
lu,, 11 &I - ‘)‘Ii 
SEX ll(I - P)x 11 . 
This shows that jj A 11; < Ij A Ijm. On the other hand for each 
K E Z(X), (I- K)X has finite codimension in X. Thus 
This gives the proposition. 
Recall that every weak neighborhood W of 0 E X contains a set of 
the form 
W(xi,..., x;; 6) = {x: ( Xi’(X)1 < E, Xi’ E x’, E > 0). 
PROPOSITION 3.4. For A E&(X, Y) 
/iAII,=g~l~b{lIAxj/:x~WnS,). (3.19) 
Proof. If W(xl’ )..., X%‘, e) is given, let M be the intersection of the 
null spaces of the functionals xi’,..., x,‘. The subspace M is of finite 
codimension in X and for x a unit vector in M we have 
whence 
jj AX /( < lub{(j Ax jl : x E W n S,}, (3.20) 
11 A Ilm G glb lub{/l Ax Ij : x E W n S,}. (3.21) 
Suppose M is a subspace of finite codimension in X and let xi ,..., x, 
be a basis of unit vectors for a space complementary to M. Choose 
Xl’, x2’,..., x,’ to be a dual basis for x1 ,..., x, , that is, the xi’ have 
norm one and 
xl(xJ = aii (Kronecker’s delta). 
Let x be a unit vector in W(X~‘,..., xn’; E). Then 
x = x0 +~yi(x)% with x,EM. 
Ax = Ax, + -y-y&) AXi . 
(3.22) 
(3.23) 
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Now 11 Ax 11 < 11 Ax, /I + E * C /I Axi I/ and if we let 
hM = sup{l/ AX jl : x EM n S,} 
it follows that 
II Ax II B h II xo II + en II A Il. (3.24) 
From (3.22) we have 
II x0 II d II x II -i- f& for XE WnS,. (3.25) 
By using (3.25) in (3.24) we have 
II Ax II < hi II x II + 41 + II A iI), XEW. (3.26) 
Since E can be chosen arbitrarily small it follows that 
g~bluwb{I/AxI/:xEWnS,}~h,. (3.27) 
Because it is true for all hM we have the reverse of the inequality (3.21), 
which completes the proof. 
COROLLARY 3.5. An operator A in .99(X, Y) is compact if and only 
if A is continuous as a function from S, , with its weak topology, into Y 
with its norm topology. 
Another measure of noncompactness which is more widely used is 
(3.28) 
By (3.3), (3.4), (3.14) and (3.16) we have 
II A Ila G II A Ilx > II A Ilm G II A IIx - (3.29) 
All three of the seminorms II A &, 11 A Ilm, 11 A 11% induce norms on the 
quotient space S#(X, Y)/Z(X, Y). It is known that this space is 
complete with respect to the norm induced by 11 A IIx. If 
q-T wf-(X9 Y) is complete with respect to the norm induced by 
II A llq (or II A II,) th en it follows from the closed graph theorem that 
these three norms are equivalent. 
A Banach space X will be said to have the compact approximation 
property with constant C if for each E > 0 and finite set of points 
x1 ,..., x, in X there is an operator K E ,X(X) such that II 1- K 11 < C 
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and 
We have 
II xic - KG II < 6, 1 << k x< II. (3.30) 
THEOREM 3.6. If Y has the compact approximation property with 
constant C, then 
II A IIx < Cli A Ilq , AE@(X, Y). (3.31) 
Proof. Let E > 0 be given. Then there exist elements yi ,..., yn 
of Y such that (3.8) holds. By hypothesis there exists an operator 
KEY such that III-- KI/ < Cand 
IIY~ - Kyle II < ~3 l<k<m. (3.32) 
Let x E S, be given. Then there is a yk among the yi ,..., yn such that 
II Ax - yle II < II A l/n + e. (3.33) 
Thus 
ll(I - K) Ax II 6 ll(J - WAX - r,tli + IIV - K)Y, II 
< C II Ax - yr II + c < C(ll A Iln + 4 + E. 
Consequently 
II A IIX G C II A Ii* + 4C + 1). 
Since E was arbitrary, we obtain (3.31). The proof is complete. 
COROLLARY 3.7. If Y has the compact approximation property, then 
the space B(X, Y)/S(X, Y) is complete with respect to the norms induced 
br II A Ilp and II A IL . 
The compact approximation property introduced above is weaker 
than the metric approximation property of Grothendieck (see 
[5, p. 1781). It is therefore unknown whether or not there exist Banach 
spaces which fail to satisfy it. A similar property was introduced by 
Bonsall [ll]. Neither of these authors used their criteria for questions 
related to ours. 
4. SEMIFREDHOLM OPERATORS 
As before let X, Y, 2 denote Banach spaces. An operator 
A E g(X, Y) is said to be in @+(X, Y) if AX is closed in Y and the 
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dimension cu(A) of the null space N(A) of A is finite. It is said to be in 
0-(X, Y) if AX is closed in Y and the codimension /3(A) of AX in Y 
is finite. Operators in @+(X, Y) u Q-(X, Y) are called semiFredholm 
operators from X to Y. For such operators the index is defined as 
i(A) = a(A) - P(A). w  e set @(X, Y) = @+(X, Y) n Q-(X, Y). The 
operators in @(X, Y) are called Fredholm operators from X to Y. We 
shall need some properties of semiFredholm operators. 
LEMMA 4.1. If A E @+(X, Y) [resp. CD - (X, Y), @(X, Y)] and 
K E X(X, Y), then A + K E @+(X, Y) [resp. @- (X, Y), @(X, Y)] and 
i(A + K) = i(A). 
For a proof of this lemma see [l, 31. 
LEMMA 4.2. An operator A E 9(X, Y) is in @(X, Y) if and only ;f 
there are operators A,, , A, E S?( Y, X) such that A,A - I E S?(X) and 
AA, - IE ,x(Y). M oreover, it can always be arranged that A,, = A, . 
A proof may be found in [l]. 
LEMMA 4.3. An operator A E 9(X, Y) is in @+(X, Y) if and only ;f 
LY(A - K) < cofor all K E x(X, Y). 
In [4] this lemma was proved for the case Y = X. However, the 
proof carries over to the general case as well. 
LEMMA 4.4. A E @+(X, Y) and i(A) < 0 ;f and only ;f there is a 
K E x(X, Y) and a constant C such that 
II x II G c lI(A - K)x IL XEX. (4.1) 
This is essentially Theorem 3.9 of [I]. 
LEMMA 4.5. If A@D+(X, Y) [resp. @ - (X, Y), @(X, Y)], then there 
exist an 7 > 0 such that B E @+(X, Y) [resp. @ - (X, Y), @(X, Y)] with 
i(B) = i(A) all B E G?(X, Y) satisfying 11 B - A 11 < 7. 
For a proof see [3]. 
LEMMA 4.6. If A E @(X, Y) and B E di( Y, Z), then BA E @(X, Y) 
and 
i(BA) = i(A) + i(B). (4.2) 
See [3] for a proof. 
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LEMMA 4.7. Suppose A E S(X) and there exist operators B, , 
B, E 39(X) such that B,,A and AB, are in Q(X). Then A E Q(X). 
Proof. By Lemma 4.2 there are operators A,, , A, E 9(X) such 
that A,B,A - I and AB,A, - I are in ,X(X). This implies that 
A E @(X) by the same lemma. 
We now employ these results in the study of the seminorm of 
Section 3. First we have 
THEOREM 4.8. An operator A E @(X, Y) is in @+(X, Y) if and onZy 
iffor each 2 there is a constant C such that 
Proof. If A E @(X, Y), let A, E g( Y, X) satisfy Lemma 4.2. Then 
F = A,A - I is in s(X). Thus for T E 93(2, X) 
T = A,AT -FT. 
In view of (3.6), (3.7), and (3.14) this implies 
II Tllm = II AoAT ---T/I, = II 44Tllm 
G IIAoIIIIA~IIm, (4.4) 
which is (4.3) with C = 11 A, 11. 
If A E @+(X, Y) but not in @(X, Y), then /3(A) = co. In particular 
we have i(A) < 0. Hence by Lemma 4.4 there is an operator 
K E x(X, Y) such that (4.1) holds. Thus if M is a subspace of 2 with 
finite codimension in 2 we have 
lub II T.z II < club ll(A - K) Tz II 
=dJ/IZ11 ’ ZGM llxll * 
Now for any E > 0 there is such a subspace M satisfying 
Il(A - K) Tz II < W - K)Tllm + 4 II .z II, ZEM. (4.5) 
Consequently 
II ~-3 II S CW - KYII, + 4 I1 z IL .VEM. 
This implies 
II Tllm < C(ll(A - K>Tllm + 4 
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and since c was arbitrary 
by (3.7). This proves (4.3). 
Conversely, assume that for each Banach space 2 there is a C such 
that (4.3) holds. If A $ @+(X, Y), then there is a K E ,X(X, Y) such 
that 01(/l - K) = co (Lemma 4.3). Set 2 = N(A - K) with the norm 
of X, and let T be the imbedding of 2 in X. Then the operator T is in 
a(Z, X). Since 2 is infinite dimensional, we clearly have 11 T Ijrn = 1. 
On the other hand by (3.6) 
II ATII, = ll(A - WII, = 0. 
This clearly violates (4.3), and the proof is complete. 
It should be noted that the constant C in (4.3) does not depend on 
the space 2. This follows from the proof of Theorem 4.8. Thus we 
have 
COROLLARY 4.9. If X has the compact approximation property and 
A E @+(X, Y), then there is a constant C such that 
II Tlls G C/l ~w-, T E Wh X>, (4.6) 
holds for each Banach space Z. 
Proof. By Theorems 3.1, 3.6, and 4.8 together with (3.29) 
II T Ila d C’ II T l/a < 2C’ II Tllm < C II AT llm 
d CllATll~t-. 
This gives (4.6), and the proof is complete. 
Another characterization of operators in @+(X, Y) is given by 
THEOREM 4.10. An operator A E g(X, Y) is in @+(X, Y) if and 
only if there is a constant C such that 
holds for all bounded subsets Q of X. 
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Proof. Assume first that A E @(X, Y), and let A, be an operator in 
k%‘(X, Y) such that F = A,A - I E Z(X) (cf. Lemma 4.2). Then we 
have by (3.1) 
This gives (4.7) with C = 11 A, /I. If A E @+(X, Y) but not in @6(X, Y), 
then i(A) < 0. Hence by Lemma 4.4 there is a K E x(X, Y) and a 
constant C such that (4.1) holds. Set A, = A - K. Let 52 be given 
and let yr ,..., ym be an v-net for Al(Q). Then for each x E D there is ay, 
such that j/ A,x - yk I( < 7. For each k if there is an x E Q such that 
I( A,x - yk 11 < q choose one and label it x, . Let x be any point of Q 
and let yk be such that /I A,x - yk II < v. Then there is such an x, . 
Moreover 
Hence by (4.1) /I x - xk jl ,< 2C77. This shows that the x, form a 
2Cq-net for Q. Thus 
This proves (4.7). Next assume that (4.7) holds. If A $ @+(X, Y), there 
is a K E x(X, Y) such that CY(A - K) = co (Lemma 4.3). Then one 
can find a sequence {xk} of elements of N(A - K) such that 11 x, /I = 1 
while 
II xi - XIC II 3 13 j # k. (4.8) 
Let $2 be the collection of these elements. Clearly no finite set of 
spheres of radii < 8 could cover G. Thus p(Q) > i. On the other 
hand 
d&31 = !?[(A - mf41 = 09 (4.9) 
This contradicts (4.7) and the proof is complete. 
COROLLARY 4.11. An operator A E 98(X, Y) is in @+(X, Y) if and 
only if q[A(Q)] = 0 implies q(Q) = 0 for each bounded set 52 _C X. In 
other words operators in @+(X, Y) are characterixated by the fact that 
the only bounded sets which they map into compact sets are those whose 
closures are compact. 
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Corollary 4.11 is due to Yood [l]. 
COROLLARY 4.12. An operator A E 9(X, Y) is not in @+(X, Y) ;f 
and only if it has a singular sequence, i.e., a sequence (xk> of elements of X 
such that 
(a) 11 x,]I = 1, K = 1,2,... . 
(b) {xk> has no conaergent subsequence. 
(c) A+-+Oas/z-+co. 
Proof. Suppose A has a singular sequence {xk}. Let 52 be the set of 
points in the sequence. Then Q is bounded but Q is not compact. On 
the other hand the closure of A(Q) is compact. Hence by Corollary 4.11, 
A cannot be in @,.(X, Y). Conversely, suppose A #@+(X, Y). If 
a(A) = co, then there is a sequence ix,+} of elements of N(A) such that 
(1 xk /[ = 1 and /I xj - xk 11 > 1 for j # h, Clearly this is a singular 
sequence for A. If al(A) < co, then R(A) is not closed in Y. Let X0 be 
a closed subspace of X such that X = N(A) @ X0 , Then there is a 
sequence {xk) of elements of X,, such that 11 xk 11 = 1 and Ax, + 0. This 
sequence can have no convergent subsequence. For if it did, the limit 
would (a) be in X,, , (b) b e in N(A), (c) have norm 1. This is clearly 
impossible. Hence(x a singular sequence and the proof is complete. 
Corollary 4.12 is due to Wolf [12] and Balslev-Schubert [133. 
In proving Theorem 4.10 we make use of the fact that q(Q) > %, 
where Q denotes the set of points {xk} satisfying (4.8). Alternatively we 
could have used 
PROPOSITION 4.13. If X is infinite dimensional, then 
Proof. Clearly q(S,) < 1. Suppose q(S,) = 9 < 1. Then S, can 
be covered by a finite collection of spheres of radii 9. The same 
assumption implies that each of these spheres can be covered by a 
finite collection of spheres of radii ~9~, and each of the latter spheres 
can be covered by a finite collection of spheres of radii 8s. Continuing 
in this way, S, can be covered by a finite collection of spheres of radii 
t?“, where n is arbitrary. Since 8” ---f 0 as n -+ co, we see that S, is 
compact. But this is impossible since X is infinite dimensional. This 
completes the proof. 
In the proof of Theorem 4.10 we could reason as follows. If 
A $0+(X, Y), then there is a K E .X(X, Y) such that ~I(A - K) = co. 
580/7/r-2 
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Let 52 denote the unit sphere in N(A - K). Then q(Q) = 1 by 
Proposition 4.13 while (4.9) holds. 
Proposition 4.13 is due to Goldenstein-Markus [9]. However, their 
proof is considerably more involved. 
5. THE SPACE G-(X, Y) 
We show now that most of the results of the preceding section 
proved for operators in @+(X, Y) h ave counterparts which are true for 
operators in Q-(X, Y). We shall need a few more lemmas. 
LEMMA 5.1. An operator A E g(X, Y) is in @+(X, Y) [resp. 
Q-(X, Y)] ifand only ifits adjoint A’ is in @-(Y’, X’) [rep. @+( Y’,X’)]. 
This follows from the definition and the well known theorem that 
R(A) is closed if and only if R(A’) is closed. See Yood [l]. 
LEMMA 5.2. For A E a(X, Y) 
(5.1) 
This lemma was proved in [9]. 
COROLLARY 5.3. For A E B’(X, Y) 
II A IImP G II A’ llm d 8 II A Iln . (5.2) 
This is merely a combination of Theorem 3.1 and Lemma 5.2. 
THEOREM 5.4. A E Q-(X, Y) if and only if/3(A - K) < co for all 
K E X(X, Y). 
Proof. If A E Q-(X, Y), then /?(A - K) < cc for all K E S-(X, Y) 
by Lemma 4.1. Next suppose A 6 Q-(X, Y). If &A) = co, then there 
is a K E x(X, Y) ( namely K = 0) such that /3(A - K) = co, and 
we are finished. If &A) < co, then L%(A) is not closed. Let {a,} be the 
sequence of integers defined inductively by 
a, = 2, an=2jl+74, n=2,3 ,.... (5.3) 
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We claim that there are two sequences {yk} 2 Y and {yk’) C Y’ such 
that 
IIYkII <.a,, IIYkl II = 1, 11 A’yi 11 < 1/2kuk 9 
Yi’bk) = %k 9 j, k = 1, 2 ,... . 
(5.4) 
Assuming this for the moment we define the’finite rank operators 
K,x = i &k+) y, , n = 1, 2,... . 
1 
Then for n > m 
11 Knx - &ax 11 < i 11 A’Ykl 11 11 x 11 llyk 11 
m+1 
< $2-* llxll < II~lP~+O 
i 1 
as m-t co. 
Thus the K, converge in @(X, Y) to the compact operator 
Kx = f Lye’(x) y, . 
1 
Now for each x E X and each k we have by (5.4) 
y,‘(Kx) = A’yk’(X) = y;(h). 
Consequently each of the yi annihilates @(A - K). Since the yk’ are 
linearly independent, it follows that /3(/l - K) = co. 
It remains to find sequences satisfying (5.4). We use induction. 
Since R(A) is not closed, the same is true of R(A’). Hence there exists 
yi’ such that 11 yi’ 11 = 1 and II A’y,’ 11 < $ and there is a yi such that 
11 y1 II < 2 with y,‘( yi) = 1. Now assume that yi ,..., yn-r , yi’,..., yk-i 
have been found satisfying (5.4). Then there exists an annihilator yn’ 
of Yl ,...,yn-r such that Ijyn’ 11 = 1 and 11 A’yn’ I[ < l/2%, . There 
exists also a y E Y such that yn’(y) = 1, II y 11 < 2. Set 
n-1 
Yn=Y-- ~Yk)bbk- 
1 
Then 
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by (5.3) and the induction hypotheses. Moreover y,‘(y,) = 1, 
ym’(yk) = 0 for 1 < K < n by the way yn’ and yn were chosen. We 
also have 
YkYYn) = YkYY) -Y?c’(Y) = 09 1 ,(k<?Z. 
Thus (5.4) holds for n as well, and the proof is complete. 
As the counterpart of Theorem 4.5 we have 
THEOREM 5.5. A E Q-(X, Y) q and onZy ;f for each 2 there is a 
constant C such that 
Ii T Ilm d C II TA llm , TES?(Y, 2). (5.5) 
Proof. Suppose A E Q-(X, Y). Then A’ E @+( Y’, X’) (Lemma 5.1). 
Thus by Theorem 4.5 
II E IL G C II A’E llm , E E c@(Z’, Y’). 
In particular we have 
II T’ Ilm d C/l A’T’ llm 9 TE~(Y, 2). 
In view of Corollary 5.3 this implies 
II T IL d C’ II TA Ilm , TE@Y, z), 
which proves (5.5). 
Next suppose A $ G-(X, Y). Then there is a K E .X(X, Y) such that 
/?(A - K) = co. Set A1 = A - K. Then ol(A,‘) = co. Let 2 be the 
quotient space Y/R(A,), and let T be the canonical homomorphism 
of Y into 2. Then T’ maps 2 into Y’. But 2’ is isomorphic to R(A,)O, 
the annihilators of R(A3 in Y’. Moreover for y’ E R(A,)O we have 
T’/(Y) = Y’V..) = Y’(Y), y E Y. 
Consequently T’y’ = y’ for y’ E S(A,)O. However W(A,)O = N(A,‘), 
and since a(A’) = co, we see that 11 T lIrn = 1. On the other hand 
TA, = 0, which means that /I TA llln = 1) TK Ilm = 0. Thus (5.5) is 
violated, and the proof is complete. 
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6. THE QUOTIENT ALGEBRA 23(X)/X(X) 
Let X be a Banach space and let 7~ be the canonical homomorphism 
of 9(X) onto &?(X)/-X(X). Then 
and 9(X)/x(X) is complete with respect to this norm. From the well 
known results of Banach algebras the spectral radius ~Jx(A)I of z(A) 
is given by 
r&(A)] = j+? 11 A” II$F. (6.1) 
We now give a similar result for the 1) Ilrn norm. First we have 
THEOREM 6.1. If 11 A jlm < 1, thelz I - A is in @i(X) and 
i(I - A) = 0. 
Proof. Suppose I - A $ Q+(X). Then there is an infinite dimen- 
sional subspace M of X such that the restriction (I- A) IM of I - A 
to M is in LV?(M, X) (L emma 4.3). Consequently ll(I - A) IM Ijm = 0. 
This means that 
II I Iill IL = II A IM IL < II A llm -=c 1. 
But this is impossible since M is infinite dimensional. Hence we must 
have 1- A E Q+(X). The same holds for I - AA, where 0 < h < 1. 
By the constancy of the index (Lemma 4.5) 
i(I - A) = i(l) = 0. 
Thus I - A E G(X) and i(1 - A) = 0. This completes the proof. 
THEOREM 6.2. q (I An Ijm -=c 1 for some n > 1 then I - A E Q(X) 
with i(1 - A) = 0. 
Proof. We have 
where 
(I - A)B = B(I - A) = I - A”, 
(6.2) 
B = An-1 + Aa-2 + -.. +I. 
By Theorem 6.1, I - An E Q(X) with i(1 - A”) = 0. In view of 
Lemma 4.7, (6.2) * pl rm ies that I - A E Q(X). The same reasoning 
shows that I - )tA E Q(X) for 0 < h < 1, and consequently 
i(1 - A) = i(l) = 0. This completes the proof. 
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We let @A denote the set of those complex numbers h such that 
A - h E Q(X). By Lemma 4.5 @A is an open set and the index is 
constant on each component. In view of Lemma 4.2 we have 
Pb441 = @a * 
Thus 
y&m = ygg I h I- 
In particular this gives by Theorem 6.1 
(6.3) 
(6.4) 
We also have 
THEOREM 6.3. 
r&r(A)] = )+i 11 A” 112. (6.5) 
Proof. That the limit exists follows from (3.17) and the fact that 
11 A (Im > 0. Let s denote the right hand side of (6.5). From (3.18) we 
see that s < r,[n(A)J. We th ere ore f need only prove the reverse 
inequality. Suppose h is such that ( X ( > s. Then there is an n such 
that 1 h /12 > 11 A” Ilm. If we set B = A/A, then 11 Bn Ilm < 1. By 
Theorem 6.2, I - B E Q(X). This means that X E @A . In view of 
(6.4), we can conclude that 1 h / > rJv(A)). This shows that 
r&r(A)] < s, and the proof is complete. 
If we combine Theorem 3.1 with Theorem 6.3 we have 
COROLLARY 6.4. 
Y,[T(A)] = $+z /I An II;‘“. (6.6) 
Let $A be the set of complex h such that A - )r is semi Fredholm. 
By Lemma 4.5, $A is a union of open components in each of which the 
index i(A - A) is constant. The union of all components where 
1 i(A - h)l < co is @A . Denote the union of all components containing 
points of the resolvent by @ R. There are several definitions of the 
essential spectrum u,(A) of an operator A (cf. e.g., [14, 151). The 
definitions which results in the smallest set is due to Kato [16] who 
defines se(A) to be the complement of &A . The definition which results 
in the largest set is due to Browder [17] according to whom a,(A) is the 
complement of @ R. All other known definitions of essential spectrum 
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fall between those of Kato and Browder. They all coincide for a 
self-adjoint operator on a Hilbert space. We shall prove 
THEOREM 6.5. For A in B(X) 
max\X\ =maX 
A&+ ‘WA 
Thus for any dejinition of u,(A) 
(6.7) 
Proof. Let CD,, denote the component of (aA which contains co. 
Since A is bounded, A - h is invertible for large A. Thus 
Let A,, be a point not in @,, such that 
l&l =?$4u. 
0 
Since @,, is a component of GA and A, is a boundary point of Q0 , h, is 
not in 4, , Hence 
l4ll = yp 
This completes the proof. 
COROLLARY 6.6. For any definition of a,(A) 
AEy& I h I = V+% II A” 112. e 
If A E Q+(X), then by Theorems 3.1 and 4.8 (or by Theorem 4.10) 
we have 
II TII, < Cl1 AT/I* 9 T E B(X). (6.9) 
We now consider some conditions in X which will insure that (6.9) 
implies that A E Q+(X). We shall say that X has the range property 
if for each E > 0 and each A E a(X) with E(A) = co there is a 
T E a(X) such that II T lip = 1 while 
d.Wx) \ N41 < 6. (6.10) 
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A space X is called subprojective if for each infinite-dimensional 
subspace V of X there is a closed infinite-dimensional subspace 
W_C V and a bounded projection of X onto IV. Clearly any Hilbert 
space is subprojective. The spaces c0 , lP , 1 < p < co, LJO, 11, 
2 < p < co, are also subprojective (cf. [18]). 
One checks easily that a subprojective space has the range property. 
In fact if a(A) = co, then N(A) contains a closed infinite-dimensional 
subspace having a bounded projection T. Thus I/ T (IQ = 1 while 
!u(~x) \ W)I = 0. 
THEOREM 6.7. If X has the range property, then (6.9) implies that 
A E Q+(X). 
Proof. Suppose A 4 Q+(X). Then there is a K E G!?(X) such that 
ol(A - K) = co (Lemma 4.3). By hypothesis there is a T E B(X) 
such that /) T I& = 1 while 
qm%) \ N(A - WI < c/2 II A - K II 
where C is the constant in (6.9). But this gives 
II AT Ilrl = II@ - K)T IL = d(A - K) Wd 
= W - JW(Sx) \ WA - W 
d II A - K II dWx) \ WA - KII < C/Z 
which clearly violates (6.9). This completes the proof. 
THEOREM 6.8. If X is subprojective and r(A) is not a left zero 
divisor, then A E Q+(X). 
Proof. Suppose A $ o+(X). Then there is a K E ,X(X) such that 
cx(A - K) = co. s ince X is subprojective, N(A - K) has a closed, 
infinite-dimensional subspace W having a projection T. Thus 
(A - K)T = 0 and consequently n(A) r(T) = 0. Since T is not 
compact, r(T) # 0. Thus r(A) is a left zero divisor, contrary to 
assumption. This completes the proof. 
COROLLARY 6.9. If X is subprojective and has the compact approx- 
imation property, then every left topological zero divisor in L~?(X)/L%?(X) 
is a left zero divisor. 
Proof. If r(A) is a left topological zero divisor, then (6.9) does not 
hold (Theorem 3.6). Hence A 4 Q+(X) (Theorem 4.8). Consequently 
z-(A) is a left zero divisor (Theorem 6.8). 
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A space X is called superprojective if every subspace V having 
infinite codimension in X is contained in a closed subspace W having 
infinite codimension in X and such that there is a bounded projection 
from X to IV. The spaces Zp , 1 <p < o3, andL,[O, 11, 1 <p <2, 
are superprojective (cf. [19]). 
THEOREM 6.10. If X is superprojective and r(A) is not a right zero 
divisor, then A E Q-(X). 
Proof. If A 4 Q-(X), th en there is a K E ,X(X) such that 
/3(A - K) = co (Th eorem 5.4). Since X is superprojective, there is a 
subspace W 1 R(A - K) having infinite codimension and a bounded 
projection P. Thus T = I - .P is not compact and T(A - K) = 0. 
Hence rr( T) # 0 while n(T) r(A) = 0. This shows that ST(A) is a right 
zero divisor, and the proof is complete. 
COROLLARY 6.11. If X is both subprojective and superprojective, 
then every element of S?(X)/Z(X) w zc is not a (left or right) zero h * h 
divisor is invertible. 
Proof. By Theorems 6.8 and 6.10, if n(A) is not a zero divisor, 
then A is in both Q+(X) and Q-(X). Thus A E G(X). 
We now mention an interesting consequence of Corollary 6.4. Set 
4~ = glb nL%Qll/nW, (6.11) 
where the greatest lower bound is taken over all bounded subsets Q of 
X. We have 
THEOREM 6.12. 
rh441 2 qA . (6.12) 
Proof. For any positive integer n we have 
q[A”(Q)l >, qaq[A”-‘(Q)] 3 ... > q2q(Q). 
Consequently 
II A” llq 2 qAn, n = 1, 2,... . (6.13) 
If we apply (6.13) to (6.6), we obtain (6.12). 
By Theorem 4.10, qA # 0 if and only if A E G+(X). Thus we have 
COROLLARY 6.13. An operator in G+(X) is not a Riesx operator 
(cf. [41>. 
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