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Abstract
We show that there is up to isomorphism a unique isometric full embedding of the dual polar space
DW(2n− 1, q) into the dual polar space DH(2n− 1, q2). We use the theory of valuations of near polygons
to study the structure of this isometric embedding. We show that for every point x of DH(2n − 1, q2) at
distance δ from DW(2n− 1, q) the set of points of DW(2n− 1, q) at distance δ from x is a so-called SDPS-
set which carries the structure of a dual polar space DW(2δ − 1, q2). We show that if n is even, then the set
of points at distance at most n2 − 1 from DW(2n − 1, q) is a geometric hyperplane of DH(2n − 1, q2) and
we study some properties of these new hyperplanes.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Dual polar spaces
Let Π be a non-degenerate polar space of rank n  2. With Π there is associated a point-
line geometry Δ whose points are the maximal singular subspaces of Π , whose lines are the
next-to-maximal singular subspaces of Π and whose incidence relation is reverse containment.
The geometry Δ is called a dual polar space of rank n (Cameron [2]). The maximal singular
subspaces through a given (n − 1 − i)-dimensional singular subspace of Π (0  i  n) define
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Dual polar space Related object
DW(2n − 1, q) Symplectic polarity of PG(2n − 1, q)
DQ(2n,q) Non-singular parabolic quadric in PG(2n,q)
DQ−(2n + 1, q) Non-singular elliptic quadric in PG(2n + 1, q)
DH(2n − 1, q2) Non-singular hermitian variety in PG(2n − 1, q2)
DH(2n,q2) Non-singular hermitian variety in PG(2n,q2)
a convex subspace of diameter i. These convex subspaces are called quads if i = 2, hexes if i = 3
and maxes if i = n − 1.
We will measure distances d(·, ·) between points and/or nonempty sets of points in the point
or collinearity graph of Δ. For every i ∈ N and every point x (respectively nonempty set X of
points), Γi(x) (respectively Γi(X)) denotes the set of all points at distance i from x (respec-
tively X). For every point x of Δ, we define x⊥ := Γ0(x) ∪ Γ1(x). If ∗1, . . . ,∗k are points or
nonempty sets of points of Δ, then 〈∗1, . . . ,∗k〉 denotes the smallest convex subspace contain-
ing ∗1, . . . ,∗k . The maximal distance between two points of a convex subspace F is called the
diameter of F .
The dual polar space Δ is a near polygon (Shult and Yanushka [8]; De Bruyn [3]) which
means that for every point x and every line L, there exists a unique point on L nearest to x. More
generally, for every point x and every convex subspace F , there exists a unique point πF (x) in F
nearest to x and d(x, y) = d(x,πF (x)) + d(πF (x), y) for every point y of F . We call πF (x) the
projection of x onto F .
We will denote a dual polar space by putting a “D” in front of the name of the corresponding
polar space. By Tits’ classification [9] of polar spaces, every finite thick dual polar space of
rank n  3 is isomorphic to one of the dual polar spaces mentioned in Table 1. Recall that
DQ(2n,q) ∼= DW(2n − 1, q) if and only if q is even.
A (geometric) hyperplane of a point-line geometry S is a proper subspace meeting each line.
Suppose now that Δ is a dual polar space of rank n  2. For every point x of Δ, the set Hx
of points at non-maximal distance from x is a hyperplane of Δ, which we call the singular
hyperplane with deepest point x. If F is a convex subspace of diameter δ of Δ and if HF is a
hyperplane of F , then by De Bruyn and Vandecasteele [5, Proposition 1], the set of points of Δ
at distance at most n − δ from HF is a hyperplane of Δ, which we call the extension of HF .
1.2. Valuations
1.2.1. Definitions
A near polygon is called dense if every line is incident with at least 3 points and if every two
points at distance 2 have at least two common neighbours. If x and y are two points of a dense
near polygon at distance δ from each other, then by Theorem 4 of Brouwer and Wilbrink [1],
x and y are contained in a unique convex subspace of diameter δ.
Let S = (P,L, I) be a dense near polygon. A function f from P to N is called a valuation
of S if it satisfies the following properties (we call f (x) the value of x):
(V1) there exists at least one point with value 0;
(V2) every line L of S contains a unique point xL with smallest value and f (x) = f (xL) + 1
for every point x of L different from xL;
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following properties are satisfied for every y ∈ Fx :
(i) f (y) f (x);
(ii) if z is a point collinear with y such that f (z) = f (y) − 1, then z ∈ Fx .
Valuations of near polygons were introduced in De Bruyn and Vandecasteele [4]. A valuation of
a dense near polygon induces a valuation in each convex subspace:
Proposition 1.1. [4] Let f be a valuation of a dense near polygon S , let F be a convex subspace
of S and let m denote the minimal value attained by f (x) as x ranges over all points of F . For
every point x of F , we define f ′(x) = f (x) − m. Then f ′ is a valuation of F (the so-called
induced valuation).
We now describe two very elementary classes of valuations of a dense near polygon S .
Let x be a given point of S and define f (y) = d(x, y) for every point y of S . Then f is a
valuation of S which we call a classical valuation.
Let O be an ovoid of S , i.e. a set of points of S meeting each line in a unique point. For every
point y of S , we define f (y) = 0 if y ∈ O and f (y) = 1 otherwise. Then f is a valuation of S
which we call an ovoidal valuation.
In some cases, valuations can be constructed from others. Suppose F is a convex subspace
of S which satisfies the following property: for every point x of S , there exists a (necessarily
unique) point πF (x) ∈ F such that d(x, y) = d(x,πF (x)) + d(πF (x), y) for every point y of F .
Notice that this condition is always satisfied in the case S is a dual polar space. Now, suppose
f ′ is a valuation of F and define f (x) = d(x,πF (x)) + f ′(πF (x)) for every point x of S . Then
by [4], f is a valuation of S which we call the extension of f ′. If F = S , then we call the
extension trivial.
In the following subsection, we will describe a more complicated class of valuations.
1.2.2. SDPS-valuations
Let Δ be a thick dual polar space of rank 2n. (We take the following convention: a dual polar
space of rank 0 is a point and a dual polar space of rank 1 is a line.) A set X of points of Δ is
called an SDPS-set (SDPS = subdual polar space) of Δ if it satisfies the following properties:
(1) No two points of X are collinear in Δ.
(2) If x, y ∈ X such that d(x, y) = 2, then X ∩ 〈x, y〉 is an ovoid of the quad 〈x, y〉.
(3) The point-line geometry Δ˜ whose points are the elements of X and whose lines are the quads
of Δ containing at least two points of X (natural incidence) is a dual polar space of rank n.
(4) For all x, y ∈ X, d(x, y) = 2 · δ(x, y). Here, d(x, y) and δ(x, y) denote the distances be-
tween x and y in the respective dual polar spaces Δ and Δ˜.
(5) If x ∈ X and if L is a line of Δ through x, then L is contained in a quad of Δ which contains
at least two points of X.
SDPS-sets were introduced by De Bruyn and Vandecasteele [5], see also De Bruyn [3, Chapter 5].
An SDPS-set of a dual polar space of rank 0 consists of the unique point of that dual polar space.
An SDPS-set of a thick generalized quadrangle is an ovoid of that generalized quadrangle. For
examples of SDPS-sets in thick dual polar spaces of rank 2n 4, see [5]. The following result
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Shpectorov [7].
Proposition 1.2. [7,3] If X is an SDPS-set of Δ = DW(4n − 1, q), n  2, then the dual polar
space Δ˜ defined on the set X by the quads of Δ containing at least two points of X is isomorphic
to DW(2n − 1, q2).
SDPS-sets give rise to valuations.
Proposition 1.3. [3, Theorem 5.29] Let X be an SDPS-set of a thick dual polar space Δ of
rank 2n. For every point x of Δ, we define f (x) := d(x,X). Then f is a valuation of Δ with
maximal value n.
Definition. Every valuation of a thick dual polar space which arises in the way described in
Proposition 1.3 is called an SDPS-valuation. SDPS-valuations can be characterized in the fol-
lowing way.
Proposition 1.4. [3, Theorems 5.30 and 5.32] Let f be a valuation of a thick dual polar space.
Then f is the possibly trivial extension of an SDPS-valuation if and only if every induced hex-
valuation is either classical or the extension of an ovoidal valuation in a quad.
1.3. The main results of this paper
Let Δ1 and Δ2 be two thick dual polar spaces with respective point sets P1 and P2 and
respective distance functions d1(·,·) and d2(·,·). An isometric full embedding of Δ1 into Δ2 is a
map θ :P1 → P2 which satisfies the following properties:
• for all points x and y of P1, d2(θ(x), θ(y)) = d1(x, y);
• if L is a line of Δ1, then θ(L) = {θ(x) | x ∈ L} is a line of Δ2.
By abuse of notation, we will also write θ : Δ1 → Δ2. Two isometric full embeddings θ1 :Δ1 →
Δ2 and θ2 :Δ1 → Δ2 are called isomorphic if there exists an automorphism φ of Δ2 such that
θ2 = φ ◦ θ1.
We will often regard an isometric full embedding θ of Δ1 into Δ2 as an inclusion map, i.e. we
will regard Δ1 as a subspace of Δ2. We will then say that Δ1 is isometrically embedded in Δ2.
If Δ1 is isometrically embedded in Δ2, then there exists a convex subspace Δ1 in Δ2 which
contains Δ1 and which has the same diameter as Δ1. Therefore, while studying isometric full
embeddings between thick dual polar spaces, we may restrict ourselves to the case in which both
dual polar spaces have the same rank.
Consider now the following problem for two non-isomorphic thick dual polar spaces Δ1 and
Δ2 of the same rank n  3 and with the same cardinality for the lines: Does there exist an
isometric full embedding of Δ1 into Δ2? In Section 2, we take a look to the finite case and show
that there is only one possibility, namely that of an isometric full embedding of the dual polar
space DW(2n − 1, q) into the dual polar space DH(2n − 1, q2). We also are able to prove the
following.
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dual polar space DW(2n − 1, q), n 2, into the dual polar space DH(2n − 1, q2).
We will use the theory of valuations of near polygons to study the structure of an isometric
full embedding of DW(2n − 1, q) into DH(2n − 1, q2). We will show the following.
Theorem 1.6. (Section 3) Let Δ1 be a dual polar space isomorphic to DW(2n − 1, q), n 2,
which is isometrically embedded in the dual polar space Δ2 = DH(2n− 1, q2). Then the follow-
ing hold:
(i) max{d(x,Δ1) | x ∈ Δ2} = n2 ;(ii) if d(x,Δ1) = δ, then Γδ(x)∩Δ1 is an SDPS-set in a convex subspace of diameter 2δ of Δ1;
(iii) if n is even, then the set of points of Δ2 at distance at most n2 − 1 from Δ1 is a hyperplane
of Δ2;
(iv) if n is even, then the hyperplane defined in (iii) has (q + 1)(q3 + 1) · · · (q2n−1 + 1) −
q
n2
2 (q2 − 1)(q6 − 1) · · · (q2n−2 − 1) points.
Remarks. (i) If x is a point of Δ2 at distance δ from Δ1, then the SDPS-set Γδ(x) ∩ Δ1 carries
the structure of a dual polar space DW(2δ − 1, q2) by Proposition 1.2.
(ii) For n 4 and even, the hyperplanes described in (iii) of Theorem 1.6 are new.
2. Isometric full embeddings between finite thick dual polar spaces
Let Δ1 and Δ2 be two non-isomorphic thick dual polar spaces of the same rank n  3 and
with the same cardinality q + 1 for the lines. Then Δi , i ∈ {1,2}, is isomorphic to one of the dual
polar spaces (see Table 2).
For each possibility, we have also listed the quads together with their orders.
Proposition 2.1. If Δ1 is isometrically embedded in Δ2, then Δ1 ∼= DW(2n − 1, q) and Δ2 ∼=
DH(2n − 1, q2).
Proof. Let (q, ti), i ∈ {1,2}, denote the order of the quads of Δi . Then every quad of Δ1 is
isometrically embedded in a unique quad of Δ2. By Payne and Thas [6, 2.2.1], t2  q · t1  q√q .
Hence, t2 = q2, t1  q and Δ2 ∼= DH(2n−1, q2). Now, let Q denote an arbitrary quad of Δ1 and
let Q denote the unique quad of Δ2 containing Q. If L1 and L2 are two disjoint lines of Q, then
L1 and L2 are contained in a unique (q + 1)× (q + 1)-subgrid G of Q ∼= Q−(5, q). The subgrid
G is completely contained in Q. So, every pair of disjoint lines of Q is contained in a unique
Table 2
Dual polar space Quads Order
DW(2n − 1, q) Q(4, q) (q, q)
DQ(2n,q), q odd W(q) (q, q)
DQ−(2n + 1,√q ) H(3, q) (q,√q )
DH(2n − 1, q2) Q−(5, q) (q, q2)
DH(2n,q
2
3 ) DH(4, q
2
3 ) (q, q
2
3 )
B. De Bruyn / Finite Fields and Their Applications 14 (2008) 188–200 193(q + 1) × (q + 1)-subgrid of Q. By Payne and Thas [6, 3.3], it then follows that Q ∼= Q(4, q).
So, Δ1 ∼= DW(2n − 1, q). 
Example. Isometric full embeddings of DW(2n − 1, q) into DH(2n − 1, q2) do exist. They are
even unique up to isomorphism as we will see. Since xq + x | (xq + x)q − (xq + x) = xq2 − x,
there exists a k ∈ F∗
q2
such that kq = −k. Now, let V (2n,q2) be the 2n-dimensional vector space
over the finite field Fq2 and suppose {e¯1, . . . , e¯2n} is a basis of this vector space. For every two
vectors x¯ = x1e¯1 + · · · + x2ne¯2n and y¯ = y1e¯1 + · · · + y2ne¯2n of V (2n,q2), we define
(x¯, y¯) = (kx1yq2 + kqx2yq1 )+ · · · + (kx2n−1yq2n + kqx2nyq2n−1).
Then (·,·) is a hermitian form of V (2n,q2). Now, put
V (2n,q) := {x1e¯1 + · · · + x2ne¯2n | x1, . . . , x2n ∈ Fq}.
If x¯, y¯ ∈ V (2n,q), then
(x¯, y¯) = k[(x1y2 − x2y1) + · · · + (x2n−1y2n − x2ny2n−1)].
Hence, the hermitian form (·,·) on V (2n,q2) defines a symplectic form on V (2n,q). If α is a
subspace of V (2n,q) which is totally isotropic with respect to this symplectic form, then the
subspace α˜ of V (2n,q2) generated by α is totally isotropic with respect to the hermitian form.
In this way, we obtain an isometric full embedding of DW(2n − 1, q) into DH(2n − 1, q2).
The following proposition is precisely Theorem 1.5.
Proposition 2.2. Up to isomorphism, there is a unique isometric full embedding of DW(2n−1, q),
n 2, into DH(2n − 1, q2).
Proof. Let V (2n,q) denote a 2n-dimensional vector space over Fq equipped with a non-singular
symplectic form (·,·)1. Let PG(2n − 1, q) denote the projective space associated with V (2n,q)
and let ζ1 denote the symplectic polarity of PG(2n − 1, q) associated with (·,·)1. The sub-
spaces of PG(2n − 1, q) which are totally isotropic with respect to ζ1 define a polar space
W(2n−1, q). Let Δ1 = DW(2n−1, q) denote the associated dual polar space. We choose a basis
{e¯1, e¯2, . . . , e¯n, f¯1, f¯2, . . . , f¯n} in V (2n,q) such that (e¯i , e¯j )1 = (f¯i , f¯j )1 = 0 and (e¯i , f¯j )1 = δij
for all i, j ∈ {1, . . . , n}. Here, δij denotes the Kronecker delta symbol.
Let V (2n,q2) denote a 2n-dimensional vector space over Fq2 equipped with a non-singular
hermitian form (·,·)2. Let PG(2n− 1, q2) denote the projective space associated with V (2n,q2)
and let ζ2 denote the hermitian polarity of PG(2n−1, q2) associated with (·,·)2. The subspaces of
PG(2n− 1, q2) which are totally isotropic with respect to ζ2 define a polar space H(2n− 1, q2).
Let Δ2 = DH(2n − 1, q2) denote the associated dual polar space.
We suppose that Δ1 is isometrically embedded in Δ2. Then every convex subspace A of Δ1
is contained in a unique convex subspace A of Δ2 of the same diameter. 
Claim I. Let M1 and M2 be two maxes of Δ1. Then M1 and M2 are disjoint if and only if M1
and M2 are disjoint.
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M1 ∩ M2 = ∅ and M1 ∩ M2 = ∅. Let x denote a point of M1 ∩ M2 and let y1 denote a point of
M1 ∪M2 at maximal distance from x. Without loss of generality, we may suppose that y1 ∈ M1.
Let L denote the unique line through y1 which intersects M2 in a point y2. Since y1, x ∈ M1
and d(y2, x) d(y1, x), the line L must be contained in M1 since it contains a point at distance
d(y1, x) − 1 from x. So, y2 ∈ M1. Now, if z is a point of M1 at distance n − 1 from y1, then
d(y2, z) = n, contradicting y2, z ∈ M1. This proves Claim I. 
Every point x of PG(2n− 1, q) corresponds with a max Mx of Δ1. Let θ(x) denote the point
of H(2n − 1, q2) corresponding with the max Mx of Δ2. Let e¯′i , f¯ ′i , i ∈ {1, . . . , n}, be vectors
of V (2n,q2) such that θ(〈e¯i〉) = 〈e¯′i〉 and θ(〈f¯i〉) = 〈f¯ ′i 〉. Each of these vectors is determined up
to a nonzero factor of Fq2 . We will exploit this freedom later. For i, j ∈ {1, . . . , n}, we know by
Claim I that
(
e¯′i , e¯′j
)
2 =
(
f¯ ′i , f¯ ′j
)
2 = 0; (1)(
e¯′i , f¯ ′j
)
2 = 0 if i = j ; (2)(
e¯′i , f¯ ′i
)
2 = 0. (3)
Claim II. The vectors e¯′i , f¯ ′i form a basis of V (2n,q2). As a consequence, 〈θ(PG(2n− 1, q))〉 =
PG(2n − 1, q2).
Proof. Suppose the contrary. Then there exist a1, a2, . . . , an, b1, b2, . . . , bn ∈ Fq2 not all zero
such that v¯ := a1e¯′1 + a2e¯′2 + · · · + ane¯′n + b1f¯ ′1 + b2f¯ ′2 + · · · + bnf¯ ′n = 0. But from (v¯, e¯′i ) =
(v¯, f¯ ′i ) = 0, it follows that ai = bi = 0 for all i ∈ {1,2, . . . , n}, a contradiction. 
Claim III. θ maps lines of PG(2n − 1, q) into lines of PG(2n − 1, q2).
Proof. (1) First, suppose that {x1, x2, . . . , xq+1} is a line of PG(2n − 1, q) which is totally
isotropic with respect to ζ1. Then {Mx1 ,Mx2, . . . ,Mxq+1} is a set of maxes which mutually in-
tersect in a convex subspace A of diameter n − 2. The convex subspaces Mx1 ,Mx2, . . . ,Mxq+1
contain A and hence θ(x1), θ(x2), . . . , θ(xq+1) are contained in a line of PG(2n − 1, q2).
(2) Next, suppose that {x1, x2, . . . , xq+1} is a line of PG(2n − 1, q) which is not totally
isotropic with respect to ζ1. Then Mx1,Mx2 , . . . ,Mxq+1 are mutually disjoint and every line meet-
ing Mx1 and Mx2 also meets Mxi , i ∈ {3, . . . , q+1}. Let L1 and L2 be two lines meeting Mx1 and
Mx2 such that the points L1 ∩Mx1 and L2 ∩Mx1 lie at distance n−1 from each other. The maxes
Mx1,Mx2, . . . ,Mxq+1 meet L1 and L2 and they correspond with the points of the hyperbolic line
of H(2n− 1, q2) through the points θ(x1) and θ(x2). Hence, θ(x1), θ(x2), . . . , θ(xq+1) are on a
line of PG(2n − 1, q2). 
By Claims II and III, we have
Corollary. θ defines an isomorphism between PG(2n − 1, q) and a Baer subgeometry of
PG(2n − 1, q2).
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the points of θ(PG(2n − 1, q)) are given by 〈k1e¯′1 + · · · + kne¯′n + l1f¯ ′1 + · · · + lnf¯ ′n〉, where
k1, . . . , kn, l1, . . . , ln are elements of Fq which are not all equal to 0. We still have some free-
dom to choose e¯′1, . . . , e¯′n, f¯ ′1, . . . , f¯ ′n. We can choose each of these vectors up to a nonzero factor
in Fq . With respect to the basis (e¯′1, e¯′2, . . . , e¯′n, f¯ ′1, f¯ ′2, . . . , f¯ ′n), the hermitian form (·,·)2 is rep-
resented by the following matrix (recall Eqs. (1)–(3)):
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 λ1 0 · · · 0
0 0 · · · 0 0 λ2 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · λn
λ
q
1 0 · · · 0 0 0 · · · 0
0 λq2 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · λqn 0 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Here, λ1, λ2, . . . , λn ∈ Fq2 \ {0}. Since every point of the form 〈k1e¯′1 +· · ·+ kne¯′n + l1f¯ ′1 + l2f¯ ′2 +
· · · + lnf¯ ′n〉, ki, li ∈ Fq , belongs to H(2n − 1, q2), λi + λqi = 0 for every i ∈ {1, . . . , n}. Now, fix
a k ∈ Fq2 such that k + kq = 0. Then there exist μ1,μ2, . . . ,μn ∈ Fq \ {0} such that λi = kμi for
every i ∈ {1,2, . . . , n}. With respect to the basis (e¯′1, e¯′2, . . . , e¯′n, f¯
′
1
μ1
,
f¯ ′2
μ2
, . . . ,
f¯ ′n
μn
), the hermitian
form (·,·)2 is represented by the following matrix:[
On k · In
kq · In On
]
= k ·
[
On In
−In On
]
.
By Claims I–III, the singular subspaces of W(2n − 1, q) can be identified through the map θ
with those singular subspaces (of the same dimension) of H(2n− 1, q2) which are generated by
points of θ(PG(2n− 1, q2)). It follows that any isometric full embedding of DW(2n− 1, q) into
DH(2n − 1, q2) is isomorphic to the one described in the example before this proposition.
3. Proof of Theorem 1.6
In this section, Δ1 denotes a dual polar space isomorphic to DW(2n − 1, q), n 2, which is
isometrically embedded in the dual polar space Δ2 = DH(2n − 1, q2). If ∗1, . . . ,∗k are objects
of Δ2, then 〈∗1, . . . ,∗k〉 denotes the smallest convex subspace of Δ2 containing ∗1, . . . ,∗k .
3.1. Structure of the isometric embedding
We will first deal with the cases n = 2 and n = 3. If n = 2, then Δ1 ∼= Q(4, q) and Δ2 ∼=
Q−(5, q). In this case, the claims of Theorem 1.6 clearly hold. The theorem also holds if n = 3,
as we will show now:
Lemma 3.1. Let n = 3. Then for every point x of Δ2 \Δ1, x⊥ ∩Δ1 is an ovoid in a quad of Δ1.
Proof. Obviously, |Δ2 \ Δ1| = (q + 1)(q3 + 1)(q5 − q2).
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(which necessarily lie at distance 2 from each other). Let Q, respectively Q, denote the quad
of Δ1, respectively Δ2, through the points x1 and x2. Then x ∈ Q \ Q and hence x⊥ ∩ Q is an
ovoid of Q. Since every two points of x⊥ ∩Δ1 lie at distance 2 from each other, it is readily seen
that x⊥ ∩ Δ1 cannot contain other points than the ones in x⊥ ∩ Q.
Step 2. Using Step 1, we are now able to calculate the total number of points x of Δ2 \ Δ1
for which x⊥ ∩ Δ1 is an ovoid in a quad of Δ1. This number is equal to 1(q2+1)q2 × (# points x1
in Δ1) × (# points x2 in Δ1 at distance 2 from x1) × (# common neighbours of x1 and x2 not
contained in Δ1). This number is equal to (q + 1)(q3 + 1)q2(q3 − 1).
The lemma follows from the fact that the number calculated in Step 2 is precisely the number
|Δ2 \ Δ1|. 
We will now proceed with the most general case.
Definition. For every point x of Δ2 and every point y of Δ1, we define fx(y) := d(x, y) −
d(x,Δ1).
Lemma 3.2. For every point x of Δ2, fx is a valuation of Δ1.
Proof. Obviously, fx satisfies the properties (V1) and (V2) in the definition of valuation. For
every point y of Δ1, Fy := 〈x, y〉 ∩ Δ1 is a convex subspace of Δ1. Clearly, property (V3) is
satisfied for these choices of Fy , y ∈ Δ1. 
Lemma 3.3. For every point x of Δ2, the valuation fx of Δ1 is the possibly trivial extension of
an SDPS-valuation in a convex subspace of Δ1.
Proof. By Proposition 1.4, it suffices to show the following:
If F is a hex of Δ1, then the valuation f ′x of F induced by fx is either classical or the extension
of an ovoidal valuation in a quad of F .
So, let F be a hex of Δ1 and let F denote the unique hex of Δ2 containing F . Then F is
isometrically embedded in F and so Lemma 3.1 applies. There are two possibilities:
(i) If πF (x) ∈ F , then f ′x is obviously classical.
(ii) If πF (x) ∈ F \ F , then by Lemma 3.1, f ′x is the extension of an ovoidal valuation in a quad
of F .
So, the lemma indeed holds. 
Lemma 3.4. If x is a point of Δ2 such that d(x,Δ1) = δ, then Γδ(x) ∩ Δ1 is an SDPS-set in a
convex subspace of diameter 2δ of Δ1.
Proof. By Lemma 3.3, Γδ(x) ∩ Δ1 is an SDPS-set X in a convex subspace F of Δ1. Let 2δ′
denote the diameter of F .
(i) Take two points x1, x2 ∈ X at distance 2δ′ from each other. Then 2δ′ = d(x1, x2) 
d(x1, x) + d(x, x2) = 2δ, i.e. δ′  δ.
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maximal value of fx is equal to (n− 2δ′)+ δ′ = n− δ′. So, there exists a point in Δ1 at distance
(n − δ′) + δ from x. It follows that δ′  δ.
The lemma now follows from (i) and (ii) above. 
Corollary 3.5. For every point x of Δ2, d(x,Δ1) n2 .
Lemma 3.6. Let x be a point of Δ2 at distance δ < n2  from Δ1, then x is collinear with a
point y at distance δ + 1 from Δ1.
Proof. By Lemmas 3.3 and 3.4, fx is the extension of an SDPS-valuation in a convex sub-
space F of diameter 2δ of Δ1. Let F denote the unique convex subspace of diameter 2δ of Δ2
containing F . The set Γδ(x) ∩ F is an SDPS-set of F . If x1 and x2 are two points of Γδ(x) ∩ F
at distance 2δ from each other, then x is contained in a shortest path between x1 and x2.
It follows that x ∈ F . Now, there are N1 = (q2)
n−2δ−1
q2−1 convex subspaces of diameter 2δ + 1
through F . Put N2 = qn−2δ−1q−1 and let F1, . . . ,FN2 denote the N2 convex subspaces of diameter
2δ + 1 of Δ1 through F . Let Fi , i ∈ {1, . . . ,N2}, denote the unique convex subspace of diameter
2δ + 1 of Δ2 containing Fi . Since N1 > N2, there exists a line K through x not contained in
F1 ∪ F2 ∪ · · · ∪ FN2 . We will show that d(y,Δ1) = d(x,Δ1) + 1 for every point y ∈ K \ {x}.
Suppose L is a line through x containing a point y at distance δ−1 from Δ1. Then Γδ−1(y)∩
Δ1 ⊆ Γδ(x) ∩ Δ1 ⊆ F . Since y is on a shortest path between two points of F , L ⊆ F .
Suppose L is a line through x containing a point y = x at distance δ from Δ1. Let z ∈
Γδ(y)∩Δ1. Then d(x, z) δ+1. Hence, fx(z) 1 and d(z,Γδ(x)∩Δ1) 1. If z ∈ Γδ(x)∩Δ1,
then the line L contains a point at distance δ−1 from z since d(z, x) = d(z, y) = δ. By the above,
we then know that L ⊆ F . So, suppose d(z,Γδ(x) ∩ Δ1) = 1 and let i ∈ {1, . . . ,N2} such that
z ∈ Fi . Since d(z,Γδ(x) ∩ Δ1) = 1, d(x, z) = δ + 1 and hence y is contained on a shortest path
between x and z. Since x, z ∈ Fi , L ⊆ Fi .
From the previous discussion, it is now clear that d(y,Δ1) = d(x,Δ1) + 1 = δ + 1 for every
point y ∈ K \ {x}. 
Corollary 3.7. max{d(x,Δ1) | x ∈ Δ2} = n2 .
Lemma 3.8. Let L be a line of Δ2. Then precisely one of the following possibilities occurs:
(i) all points of L have the same distance from Δ1;
(ii) L contains a unique point nearest to Δ1.
Proof. Suppose the contrary. Then L contains a point x and two distinct points x1 and x2 such
that d(x,Δ1) = δ + 1 and d(x1,Δ1) = d(x2,Δ1) = δ for a certain δ ∈ {0, . . . , n − 1}. Put X :=
Γδ+1(x) ∩ Δ1, X1 := Γδ(x1) ∩ Δ1 and X2 := Γδ(x2) ∩ Δ1. Then X1,X2 ⊆ X. By Lemma 3.4
and Proposition 1.2, the set X can be given the structure of a dual polar space DW(2δ + 1, q2).
The set X1 and X2 then correspond with maxes of DW(2δ + 1, q2). If X1 and X2 have a point y
in common, then as d(x1, y) = d(x2, y) = δ, d(x, y) δ, contradicting the fact that d(x,Δ1) =
δ + 1. Hence, X1 and X2 are disjoint. Let u1 be an arbitrary point of X1 and let u2 denote the
unique point of X2 at distance 2 from u1. Let v denote a neighbour of u1 and u2 contained in Δ1.
Then as d(v, x1) δ+1 and d(v, x2) δ+1, d(v, x) = δ+1 and v ∈ Γδ+1(x)∩Δ1 = X. But this
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Since this is impossible, we have our desired contradiction. 
Lemma 3.9. Let x be a point of Δ2 at distance δ from Δ1 and let y be a point of Γδ(x) ∩ Δ1.
Then 〈x, y〉 ∩ Δ1 = {y}.
Proof. Suppose the contrary. Then as 〈x, y〉 ∩ Δ1 is a convex subspace of Δ1, there exists a
line in Δ1 through y contained in 〈x, y〉. This line contains a point at distance δ − 1 from x, a
contradiction. 
Lemma 3.10. If n is even, then the set of points of Δ2 at distance at most n2 − 1 from Δ1 is a
hyperplane of Δ2.
Proof. Let x be a point of Δ2 at distance n2 from Δ1. Such a point exists by Corollary 3.7. By
Lemmas 3.8 and 3.9, we are able to count the number N of lines through x containing a point at
distance n2 − 1 from Δ1. This number is equal to
|DW(n − 1, q2)| · α
|DW(n − 3, q2)| ,
where α = 1 + q2 + q4 + · · · + qn−2 is the number of lines of DH(n − 1, q2) through a given
point of DH(n − 1, q2). So,
N = (1 + q
2)(1 + q4) · · · (1 + qn)(1 + q2 + q4 + · · · + qn−2)
(1 + q2)(1 + q4) · · · (1 + qn−2)
= 1 + q2 + q4 + · · · + qn−2 + qn + · · · + q2n−2.
Since this is the total number of lines of DH(2n−1, q2) through a given point of DH(2n−1, q2),
every line through x contains a unique point at distance n2 − 1 from Δ1. This proves that the set
of points of Δ2 at distance at most n2 − 1 from Δ1 is a hyperplane of Δ2. 
The dual polar space Δ1 can easily be retrieved from the hyperplane H .
Lemma 3.11. Let n be even and let H be the hyperplane of Δ2 consisting of all points at distance
at most n2 − 1 from Δ1. Let H denote the complement of H in Δ2. Then for every point x of Δ2,
d(x,Δ1)+d(x,H) = n2 . As a consequence, Δ1 consists of all points of Δ2 at distance n2 from H .
Proof. This follows from Lemma 3.6. 
3.2. Structure of the hyperplanes
In this subsection, we suppose that n 2 is even and we denote by H the hyperplane of Δ2
consisting of all points of Δ2 at distance at most n2 − 1 from Δ1.
Lemma 3.12. Let M denote a max of Δ2, then M ∩ Δ1 is a convex subspace of Δ1 of diameter
n − 2 or n − 1. Moreover, for every point x of M , d(x,Δ1) = d(x,M ∩ Δ1).
B. De Bruyn / Finite Fields and Their Applications 14 (2008) 188–200 199Proof. Obviously, M ∩ Δ1 is a (possibly empty) convex subspace of Δ1 and its diameter (if
nonempty) is at most n − 1.
Claim. For every point x ∈ Δ1 \M , there exists a point x′ ∈ Δ1 ∩M at distance at most 2 from x.
If πM(x) ∈ Δ1, then we take x′ = πM(x) and we are done. So, suppose πM(x) /∈ Δ1. Then
d(πM(x),Δ1) = 1 and hence by Lemma 3.4, πM(x)⊥ ∩ Δ1 is an ovoid in a quad Q of Δ1. Let
Q denote the unique quad of Δ2 containing Q. Then Q contains the line xπM(x) and hence
intersects M in a line L. Since Q is a hyperplane of Q, L intersects Q in a point x′. Obviously,
x′ ∈ Δ1 ∩ M and d(x, x′) 2.
By the previous claim, we know that Δ1 ∩ M is nonempty. Now, let u be a point in Δ1 ∩ M
and let u′ be a point of Δ1 at distance n from u. Then u′ /∈ M . By the previous claim, there exists
a point v ∈ Δ1 ∩ M at distance at most 2 from u′. It follows that d(u, v) ∈ {n − 2, n − 1}. So,
Δ1 ∩ M is a convex subspace of Δ1 of diameter n − 2 or n − 1.
It remains to show that d(x,Δ1) = d(x,M ∩Δ1) for every point x of M . Obviously, d(x,M ∩
Δ1) d(x,Δ1). We will now also show that d(x,M∩Δ1) d(x,Δ1). Let y denote a point of Δ1
at distance d(x,Δ1) from x. If y ∈ M , then we are done. So, suppose y /∈ M . Then d(x,πM(y)) =
d(x, y) − 1 and hence πM(y) /∈ Δ1. By the previous claim, there exists a point y′ ∈ Δ1 ∩ M at
distance at most 2 from y. We must have d(y, y′) = 2 and d(y′,πM(y)) = 1. Now, d(x,M ∩
Δ1)  d(x, y′)  d(x,πM(y)) + 1 = d(x, y) = d(x,Δ1). This is precisely what we needed to
show. 
We will now investigate the intersections of the two types of maxes with the hyperplane H .
Lemma 3.13.
(i) If M is a max of Δ2 such that M ∩Δ1 is a convex subspace of diameter n− 1 from Δ1, then
M ⊆ H .
(ii) If M is a max of Δ2 such that M ∩Δ1 is a convex subspace F of diameter n− 2 of Δ1, then
M ⊆ H . If F ′ denotes the unique convex subspace of diameter n−2 of Δ2 containing F and
if H ′ denotes the hyperplane of F ′ consisting of all points of F ′ at distance at most n2 − 2from F , then H ∩ M is the extension of H ′.
Proof. (i) Suppose M ∩ Δ1 is a convex subspace of diameter n − 1 from Δ1. Then by Corol-
lary 3.5, every point of M has distance at most n−12  = n2 − 1 from M ∩ Δ1. This proves that
M ⊆ H .
(ii) Suppose M ∩ Δ1 is a convex subspace of diameter n − 2 from Δ1. By Corollary 3.5,
every point of F ′ has distance at most n−22  = n2 − 1 from F . Hence, F ′ ⊆ H ∩ M . Now, a
point x of M \ F ′ belongs to H ∩ M if and only if d(x,Δ1)  n2 − 1. By Lemma 3.12, this is
equivalent with the condition d(x,M ∩Δ1) n2 − 1, or with d(πF ′(x),M ∩Δ1) n2 − 2. Now,
d(πF ′(x),M ∩ Δ1) n2 − 2 if and only if πF ′(x) ∈ H ′. This proves that the hyperplane H ∩ M
is the extension of H ′. 
The number of maxes of DW(2n − 1, q), respectively DH(2n − 1, q2), is equal to q2n−1
q−1 ,
respectively (q
2n−1)(q2n−1+1)
q2−1 . Hence, the number of maxes of DH(2n − 1, q2) which are not
contained in H is equal to
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q2 − 1 .
We denote the number of points in the complement of H by μ(n). The number μ(n) can be
determined in a recursive way.
Lemma 3.14. It holds
μ(2) = q2(q2 − 1),
μ(n) = q2n−2(q2n−2 − 1) · μ(n − 2), n 4.
Proof. An easy counting shows that μ(n) = q2(q2 − 1) if n = 2. So, suppose n  4 and that
the lemma holds for even strictly positive integers less than n. Let H be a hyperplane as above
and let H denote its complement. We count in two different ways the number of pairs (x,M),
where x ∈ H and M is a max through x. The number of such pairs is equal to |H | · q2n−1
q2−1 . By
the discussion preceding this lemma, we know that there are q(q
2n−1)(q2n−2−1)
q2−1 choices for M . By
Lemma 3.13(ii), we know the structure of the hyperplane H ∩ M of M for any such choice. It
follows that for any given choice for M , there are μ(n − 2) · q2n−3 choices for x. The lemma
now readily follows. 
Corollary 3.15. It holds μ(n) = q n22 (q2 − 1)(q6 − 1) · · · (q2n−2 − 1).
Corollary 3.16. If H is a hyperplane of DH(2n − 1, q2), n  2 and even, arising from an iso-
metric embedding of DW(2n − 1, q) into DH(2n − 1, q2), then
|H | = (q + 1)(q3 + 1) · · · (q2n−1 + 1)− q n22 (q2 − 1)(q6 − 1) · · · (q2n−2 − 1).
The latter corollary finishes the proof of Theorem 1.6.
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