In this paper, we propose a technique for the estimation of the influence matrix in a sparse social network, in which n individual communicate in a gossip way. At each step, a random subset of the social actors is active and interacts with randomly chosen neighbors. The opinions evolve according to a Friedkin and Johnsen mechanism, in which the individuals updates their belief to a convex combination of their current belief, the belief of the agents they interact with, and their initial belief, or prejudice. Leveraging recent results of estimation of vector autoregressive processes, we reconstruct the social network topology and the strength of the interconnections starting from partial observations of the interactions, thus removing one of the main drawbacks of finite horizon techniques. The effectiveness of the proposed method is shown on randomly generation networks. * Chiara Ravazzi and Fabrizio Dabbene are with the Institute
Introduction
Recent years have witnessed the growth of a new research direction, at the boundary between social sciences and control theory, interested in studying dynamical social networks (DSN). As pointed out in the recent survey [1] , "this trend was enabled by the introduction of new mathematical models describing dynamics of social groups, the advancement in complex networks theory and multi-agent systems, and the development of modern computational tools for big data analysis." Aim of this line of research is to study the mechanisms underlying opinion formation, that is to analyze how the individuals' opinions are modified and evolve as a consequence of the interactions among different agents connected together through a network of relationships.
To this end, several models have been proposed in the literature based on different communication mechanisms, see again [1] for a nice survey. These models were proven to be able to explain certain behaviors observed in the evolution of opinions, such as the emergence of consensus as in French-DeGroot models [2, 3, 4] , or the persistent disagreement in social systems when stubborn agents are present [5, 6, 7] . Among these models, special attention has received the Friedkin and Johnsen's (F&J) model [8] , which has been experimentally validated for small and medium size groups [5, 9] . In the F&J model, the agents are influenced by the others' opinions, but are not completely open-minded, being persistently driven by their initial opinions. More precisely, at each round of communication the agents update their beliefs by taking a convex combination of the opinions coming from the neighbors, weighted with respect a influence matrix, and their prejudices. It should be noted that this model extends the French-DeGroot model with stubborn agents, which is included as a particular case.
A common characteristic of most of the models presented in the literature is to assume synchronous interactions: in iterative rounds, all individuals interact with their neighbors (adjacent nodes in the relationship graph), and their opinions are updated taking into account others' opinion and their relative influence (strength of the interactions). Recently, the somehow unrealistic assumption of simultaneous interactions has been lifted, by introducing a version of F&J model in which the interactions occur following a gossip paradigm [10] . In particular, it was shown that the average opinion still exhibits the salient convergence properties of the original synchronous model.
The study of DSN has been very active in this years. On the one side, the theoretical properties of the proposed models have been thoroughly investigated [1] , on the other side, these model have been used to detect communities [11] and to define new centrality measures to identify social leaders [12, 13] . These latter have opened the way to the research on control of DSN, intended as the ability of placing influencers in an optimal way [14, 15] . However, most research in this field is based on the assumption that the social network is given, and in particular the influences among individuals are known. For instance, in the experiments performed by Friedkin and Johnsen in [16] , the relative interpersonal influence was "measured" by introducing a mechanism in which actors were asked to distribute "chips" between the actors they interacted with. Clearly, these ad-hoc solutions are not viable in case of large networks. At the same time, however, we have now the availability of a large amount of data, especially in the case of online social networks, and tools for measuring in real-time the individuals opinions are becoming available (as e.g. "likes" on Facebook or Twitter, instant pools, etc.).
These considerations led to a new research direction, less explored so far, which aims at directly identifying the influence network based on collected observations. This idea is outlined in [17] , which proposes a method to infer the network structure in French-De-Groot models with stubborn agents.
Two different approaches, known as finite-horizon and infinite horizon identification procedures, can be adopted [18] . In the finite-horizon approach the opinions are observed for T subsequent rounds of conversation. Then, if enough observations are available, the influence matrix is estimated as the matrix best fitting the dynamics for 0 ≤ k ≤ T , by employing classical identification techniques. This method however requires the knowledge of the discrete-time indices for the observations made, and the storage of the whole trajectory of the system. The loss of data from one agents in general requires to restart the experiment. More importantly, the updates usually occur at an unknown interaction rate, and the interaction times between agents are not observable in most scenarios, as in [19] .
The infinite-horizon identification procedure performs the estimation based on the observations of the initial and final opinions' profile only, hence it is applicable only to stable models. This techniques was proposed in [20] to estimate the influence matrix of a F&J model, under the assumption that the matrix is sparse (i.e. agents are influenced by few friends). In particular, by using tools from compressed sensing theory, under suitable assumptions, theoretical conditions to guarantee that the estimation problem is well posed and sufficient requirements on the number of observation ensuring perfect recovery are derived.
While the infinite horizon approach is surely innovative under various aspects, it suffers the drawback of being static. Indeed, the identification does not exploit the dynamical nature of the system, and it requires knowledge of initial and final opinion on several different topics to build up the necessary information to render the problem identifiable. Even if [20] shows that number of topics that is strictly smaller than the size of the graph, and in many cases scales logarithmically with it, this information may be sometimes hard to collect
The present work presents a solution that goes in the direction of overcoming the main difficulties of both approaches: we propose a technique which exploits the dynamical evolution of the opinions, but at the same time does not require perfect knowledge of the interaction times, and it can be adapted to cases when some information is missing or partial. The main idea is to make recourse to tools recently developed in the context of identification of vector autoregressive (VAR) processes [21, 22] .
Problem formulation

F&J opinion dynamics with random interactions
We consider a finite population V of interacting social actors (or agents), whose social network of potential interactions is represented by an undirected graph G = (V, E). At time k ∈ Z ≥0 , each agent i ∈ V holds a belief or opinion about a specific subject under discussion. We denote the vector of beliefs as x(k) ∈ R V . We have (i, j) ∈ E if j may directly influence the opinion of agent i. To prevent trivialities, we assume that |V| > 2. Let W ∈ R V×V be a nonnegative matrix which describs the strength of the interactions (W ij = 0 if (i, j) ∈ E) and Λ be a diagonal matrix defining how sensitive each agent is to the opinions of the others based on interpersonal influences. We assume that W is row-stochastic, i.e., W 1 = 1 and we set Λ = diag(λ). We denote the set of neighbors of node i ∈ V by the notation N i = {j ∈ V : (i, j) ∈ E} and the degree d i = |N i |.
The dynamics evolves as follows. Each agent i ∈ V possesses an initial belief x i (0) = u i ∈ R. At each time k ∈ Z ≥0 a subset of nodes V k is randomly selected from a uniform distribution over V. If the node i is selected at time k, agent i interacts with a randomly chosen neighbor j and updates its belief to a convex combination of its previous belief, the belief of j, and its initial belief. Namely, for all i ∈ V k
The dynamics (2) can be formally rewritten in the following form: given V k and θ(k) = {θ i } i∈V k , we have
θ i = j with probability 1/d i , and
It can be shown that, due to the random nature of the dynamical system and to the pairwise interactions, the opinion dynamics fails to converge in a deterministic sense and shows persistent oscillations. However, under suitable conditions we can guarantee the convergence of the expected dynamics and the ergodicity of the oscillations. More precisely, we have the following two results, whose proof is a direct consequence of the results in [10] .
Proposition 1 Assume that in the graph associated to W for any node ℓ ∈ V there exists a path from ℓ to a node i such that λ i < 1. Then
and D is the degree matrix of the network, a diagonal matrix whose diagonal entry is equal to the degree
Theorem 1 (Ergodic opinion dynamics) Assume that in the graph associated to W for any node ℓ ∈ V there exists a path from ℓ to a node i such that λ i < 1. Then, the dynamics (1) is ergodic, and the time-averaged opinions
We illustrate these properties through the following example.
Example 1 We consider the Zachary's Karate Club dataset extracted from [23] . This graph represents the friendships between 34 members of a karate club at a US university in the 1970s. The number of connections is equal to |E| = 78 and the maximal degree of the network is 17. The nonzero entries of influence matrix W are generated according uniform distribution in the range [0, 1] and then the rows are normalized to make W row-stochastic. The sensitive parameters λ i are extracted from a uniform distribution in the range of [0.9, 1].
In Figure 1 (a) it is shown the evolution of the opinions. It should be noticed that the dynamics does not converge and the oscillations are persistent over the time. However, these fluctuations are ergodic and the time averages converge to a limit point corresponding to the limit point of the expected dynamics (see red circles in Figure 1(b) ).
Observation models
Let us consider the opinion dynamics in (1) where the influence matrix W is unknown. At each time we observe partial information of the form
where P (k) is a random measurement matrix defined by
and p(k) ∈ {0, 1} V is a random selection vector with known distribution. In particular, in this setting the following observation schemes will be considered: 
Intermittent observations
If we let
then at k ∈ Z ≥0 all observations are available with probability ρ or no observations at all are observed. This model allows to capture the typical situation in which the actual rates at which the interactions occur is not perfectly known, and thus sampling time is different from interaction time.
Independent random sampling
that is the opinions are observed independently with probability
We refer the specific case in which the observations are made with equal probability ρ i = ρ for all i ∈ V to independent and homogeneous sampling.
In particular, if ρ = 1 we have full observations, and if ρ = 1, we have partial information. This model has a clear interpretation for DSN, capturing situations in which only a subset of individuals can be contacted (e.g. random interviews). Given the sequence of observation {z(k)} t k=1 we are interested in the estimation of the matrix W , call it W t , and derive theoretical conditions on the number of samples that are sufficient to have an error not larger than a fixed tolerance ǫ with high probability.
3 Influence estimation
Proposed algorithm
To reconstruct the influence matrix, we start by introducing the opinions' cross-correlation matrix, which is defined as follows
Then, we follow the identification approach proposed in [21] . To this end, we can derive the following theorem, which provides a description of the evolution of the covariance matrix Σ [ℓ] (k). The proof is reported in Appendix A.
Theorem 2 Assume that in the graph associated to W for any node ℓ ∈ V there exists a path from ℓ to a node i such that λ i < 1. Then for all k ∈ Z ≥0 we have
(∞) and Σ [1] (∞), respectively, satisfying
It should be noticed that the relation in (3) is a sort of Yule-Walker equation, used for estimation in autoregressive processes. The above equation provides some hints to identify the influence matrix W by replacing the theoretical covariances Σ
[ℓ] (k) with estimated value Σ [ℓ] (k). Our approach can be summarized as follows:
• we estimate x(∞) Σ
[0] (∞) and Σ [1] (∞) from partial observations {z(k)} t k=1 ; • we use the provided estimations of the cross-correlation matrices to approximate A through (3);
• we recover the influence matrix W exploiting Proposition 1 and Theorem 1.
Estimating the expected opinion profile and the cross-correlation matrices
In order to estimate the expected opinion profile E[x(∞)], we consider the time averaged observations of z(k).
Proposition 2
The following relation holds
where π = E[p(k)] and • denotes the entrywise product.
We estimate E[z(k)] using time averages
from which, using relation in Proposition 2, we get
In order to estimate the cross correlation matrices Σ [ℓ] (∞), we consider the empirical covariance matrix of observations z(k). Let us denote
Proposition 3
where
and • denotes the Hadamard product.
Since S [ℓ] (k) is unknown we estimate S
[ℓ] (k) using time averages
⊤ from which, using relation in Proposition 3, we get
The proofs of these two results follow from basic arguments, and are omitted for brevity.
Example 2 (Independent random sampling) In the special case of independent and homogeneous sampling we have π = ρ
from which x(t) = z(t)/ρ and
Example 3 (Intermittent observations) In the special case of intermittent observations we have π = ρ
from which x(t) = z(t)/ρ and Σ 
Estimating the influence matrix
Given estimations of Σ
[ℓ]
ij , we use them to approximate A exploiting relation in (3). More precisely, inspired by [], we propose two methods depending on the matrix properties to recover.
Dense matrices
2. Sparse matrices
Theoretical results
In this section we provide a theoretical analysis on the performance of the proposed estimators.
Theorem 3 Let ∆x = x(t) − E[x(∞)] and ∆Σ
We have the following bounds
ij and π ⋆ = min i∈V π i .
Since sr(A) ≤ 1 − β + βλ max , Theorem 3 guarantees that with probability at least 1 − δ we obtain an error in the estimation of E[x(∞)] not larger than
In the special cases of independent and homogeneous sampling and intermittent observations we obtain that the error in the estimation of E[x(∞)] and Σ
[ℓ] (∞) are inversely proportional to the probability to the sampling probability and to the square of the sapling probability, respectively, being π ⋆ = ρ and Π ⋆ = ρ 2 .
The proof of Theorem 3 is given in Appendix B. Following similar arguments to those in [21] , it can be proved that the error in the influence matrix is proportional to the error ǫ 2 with probability close to 1. We omit this result for brevity.
Numerical experiments
In this section, we provide simulations results that illustrate the performance of the proposed algorithms for influence matrix estimation. We concentrate on the intermittent full observation case. In the following examples β = 1, and diagonal values in matrix Λ have chosen uniformly between 0.9 and 1. For the sparse method, η is considered to be a function of number of samples (N), and equal to 10 −5 / √ N. We start by considering the case of randomly generated networks of size 50 with node degree equal to 3. Furthermore, it is assumed that the state is observed at every time instant; i.e., ρ = 1. The averaged results for 10 simulations are provided in Figure 2 . As it can be seen, there is a constant rate of convergence both for the estimates of the influence matrix A and the covariance matrix Σ 1 . Moreover, since the influence matrix is sparse, the ℓ 1 estimation of the influence matrix converges faster. Furthermore, as it can be seen in Figure 2(c) , the sparse method quickly identifies the active and inactive links in the network. Jaccard index has been used to compare rate of convergence in two methods. Jaccard index J of two finite sets A and B, measures the similarity between sets and is defined as J(A, B) = |A ∩ B|/|A ∪ B| and in our case was used to measure the different between the real and the identified set of connections. As it can be seen in Figure 2(c) , the sparse method needs only about 50,000 samples to identify the edges and inactive links of the graph.
To test the scalability of the proposed method, we performed simulations for several network sizes. The averaged results for ten simulations are depicted in Figure 3 . As expected, the rate of convergence is similar for all network sizes, showing that the proposed approach scales well with the dimension of the problem. Again, the method where sparsity of the connecting graph is encouraged outperforms the method that relies on inversion of the estimate of the covariance matrix.
In the results mentioned above it was assumed that the state was measured at all time instants. To test how the algorithm performs under in- termittent observations, we performed simulations for different values of the probability of observation ρ. The results of 40 simulations were averaged and these are depicted in Figure 4 . As expected, as the probability of observation decreases the accuracy of the estimate decreases. However, for the dense method, the rate of convergence is the same for any value of ρ. The impact of ρ was larger in the sparse method where the performance decreased substantially as we decreased the value of ρ to 0.95. Surprisingly, smaller values of ρ did not have a substantial impact on the performance of the sparse method; i.e., there is very a small impact in performance as we decrease the value of ρ from 0.95 to 0.90, and further to 0.75. In other words the sparse method was seen to be very resilient to changes in the probability of observation. As before, the sparse method outperformed the dense method for all values of ρ. 
Concluding remarks
In this paper we consider the problem of estimating the influence matrix of randomized opinion dynamics over a network from intermittent observations. Two methods are provided: i) dense method where the estimated influence matrix is directly computed from the estimated state covariance matrices and ii) sparse method where common relaxations of sparsity are used to estimate the influence matrix that has the smallest number of connections and is compatible with the information collected. Convergence of the propose methods is proven and their performance is illustrated using randomly generated gossip networks. Lemma 2 Assume that in the graph associated to W for any node ℓ ∈ V there exists a path from ℓ to a node i such that λ i < 1. Then
and
Proof: From definition of expectation
It should be noticed that
We get j A ij = (1 − β) + βλ i which is not larger than 1 if λ i < 1. Hence, under the hypothesis, we have that A is a substochastic matrix corresponding to a graph with a path from any node ℓ to a node m whose row sums up to less than one. By Lemma 1 A is Schur stable and from (7) we get that sr(A) ≤ 1 − β + βλ max . We now prove that A ⊗2 is Schur stable. We observe that A ⊗2 is a substochastic matrix as
under the hypothesis, we have that there exists a sequence (i 0 , i 1 , i 2 , . . . i n , h) from i 0 to a node h such that λ h < 1 and a sequence (j 0 , j 1 , j 2 , . . . j n , ℓ) from j 0 to ℓ with λ ℓ < 1. It should be noticed that (h, ℓ) is a deficiency node for the product graph associated to A ⊗2 . This implies that there exists an admissible path (i 0 , j 0 ), (i 0 , j 1 ), . . . , (i 0 , ℓ), (i 1 , ℓ), . . . , (h, ℓ) in the product graph associated to A ⊗2 . Using Lemma 1 we conclude that
Proof of Theorem 2: It should be noticed that the opinions x(k) are bounded, as they satisfy
for all i ∈ V and k ≥ 0. Then E[x(k)] and E[x(k)x(k) ⊤ ] exist and are bounded.
By defining
from which
is Schur stable and, consequently,
from which we conclude that the sequence y 1 (k) and
From definition it is easy to verify that
⊤ from which, letting k → ∞ and using Proposition 1, we get that also Σ [1] (k) converges to a limit point satisfying
Appendix B Proof of Theorem 3
Using Markov inequality [] we obtain
.
We now estimate E[ ∆x(k) 2 ]. It should be noticed that by the definition of (1), the opinions x(k) are bounded, as they satisfy
for all i ∈ V and k ≥ 0. As a consequence, partial observations z(k) are bounded and all moments of x(k) and z(k) are uniformly bounded. Let us denote x ⋆ = E[x(∞)] e(ℓ) = (z(ℓ) − π • x ⋆ ) and observe that π
k ℓ=0 e(ℓ). We thus have From (10) we can ensure that there exists a constant η ∈ R such that
2 ] ≤ η, ∀k. Now, it should be observed that E e(ℓ) ⊤ e(ℓ + r)
= E E e(ℓ) ⊤ e(ℓ + r)|P (ℓ), x(ℓ)
= E e(ℓ) ⊤ E [e(ℓ + r)|P (ℓ), x(ℓ)]
= E e(ℓ)
By repeated conditioning on x(ℓ), x(ℓ + 1), . . . , x(ℓ + r − 1), we obtain and by recalling that x ⋆ is a fixed point for the expected dynamics we get
From equations (11) and (12) we obtain E e(ℓ) ⊤ e(ℓ + r)
where, by Lemma 2, ν = sr(A) < 1. Finally, we have
Since ν < 1 we have there exists C > 0 such that
and, consequently, we get
where π ⋆ = min v∈V π v . The proof of the second part of theorem follows the same arguments using the recursion in (9) and we omit for brevity.
