Abstract. Citizens are increasingly aware of the influence of environmental and meteorological conditions on the quality of their life. This results in an increasing demand for personalized environmental information, i.e., information that is tailored to citizens' specific context and background. In this work we describe the development of an environmental information system that addresses this demand in its full complexity. Specifically, we aim at developing a system that supports submission of user generated queries related to environmental conditions. From the technical point of view, the system is tuned to discover reliable data in the web and to process these data in order to convert them into knowledge, which is stored in a dedicated repository. At run time, this information is transferred into an ontology-structured knowledge base, from which then information relevant to the specific user is deduced and communicated in the language of their preference.
Introduction
Citizens are increasingly aware of the influence of environmental and meteorological conditions on the quality of their life. One of the consequences of this awareness is the demand for high quality environmental information that is tailored to one's specific context and background (e.g. health conditions, travel preferences, etc.), i.e., which is personalized. Personalized environmental information may need to cover a variety of aspects (such as meteorology, air quality, pollen, and traffic) and take into account a number of specific personal attributes (health, age, etc.) of the user, as well as the intended use of the information. So far, only a few approaches have been proposed with a view of how this information can be facilitated in technical terms. All of these approaches focus on one environmental aspect and only very few of them address the problem of information personalization [1] , [2] , [3] . We aim to address the above task in its full complexity.
In this work, we take advantage of the fact that nowadays, the World Wide Web already hosts a great range of services (i.e. websites, which provide environmental information) that offer data on each of the above aspects, such that, in principle, the required basic data are available. The challenge is threefold: first, to discover and orchestrate these services, second, to process the obtained data in accordance with the needs of the user, and, third, to communicate the gained information in the user's preferred mode. To address this problem, we need to involve a considerable number of rather heterogeneous applications and thus an infrastructure that is flexible and stable enough to support a potentially distributed architecture. In what follows, we first outline the process of the discovery of the environmental services (also referred to as nodes) in the Web. This is considered as the prerequisite step for enable the retrieval capabilities of the system. Then, we describe briefly the tasks involved in the processing of the data obtained from the environmental nodes until their delivery to the user, and finally present the infrastructure designed to accommodate for both the discovery itself and the posterior tasks.
Discovery of Environmental Nodes
As already pointed out above, the web hosts a large amount of environmental (meteorological, air quality, traffic, pollen, etc.) services, which include both (static or dynamic) public webpages that offer environmental information worldwide, as well as dedicated environmental web services with free access. Especially the number of meteorological services that cover each major location is impressive. However, the fact that environmental information is highly distributed and available in heterogeneous forms and formats makes the problem of the discovery and extraction of information from webpages that provide environmental information a serious challenge. Still, it can be considered to be a problem of domain-specific web search, such that methodologies from this area can be applied to implement a node discovery framework.
We apply two types of methodologies of domain search: (a) the use of existing search engines for the submission of domain-specific automatically generated queries, and (b) focused crawling of predetermined websites [4] . To perform the queries generated by combining domain information from ontologies and geographical input obtained by geographical web services, we use a web search API (e.g., as offered by Yahoo). The queries are expanded by keyword spices [5] , which are domain specific keywords extracted with the aid of machine learning techniques from environmental websites. In parallel, a set of predefined environmental websites is further enriched using a focused crawler, which is capable of exploring the web in a directed fashion in order to collect other nodes that satisfy specific criteria related to the content of the source pages and the link structure of the web.
Fig. 1. Architecture for the discovery of environmental service nodes
The output of the search is post-processed in order to: (i) separate relevant from irrelevant nodes; (ii) categorize and further filter the relevant nodes with respect to the types of environmental data they provide (air quality, pollen, weather, etc.); (iii) parse the body and the metadata of the relevant webpages in order to extract the structure and the clues that reveal the information presented;
(iv) identify internal and external links of the retrieved webpages, which can be further explored by crawlers. The determination of the relevance of the nodes and their categorization is done using a classifier that operates on a weight-based vector of key phrases and concepts from the metadata and content of the webpages. The procedure of the exploration of the external links is recursive and terminated by a manually-set threshold. The information obtained with respect to each relevant node is indexed in a repository as its finger print, which can be accessed and retrieved by the system through the data retrieval service.
The whole discovery procedure is automatic, however an administrative user could intervene through an interactive user interface, in order to select geographic regions of interest to perform the discovery, optimize the selection of keyword spices and parameterize the training of the classifiers. Figure 1 shows the architecture of the discovery of environmental service nodes.
Processing, Orchestration and Retrieval of Environmental Nodes
Once the environmental nodes have been detected and indexed, they are available as data sources or as active data consuming services (if they require external data and are accessible via a web service).
The following tasks still need to be resolved, in order to be able to offer a usertailored environmental information service.
Orchestration of environmental service nodes:
Environmental service nodes encountered in the web may require input data provided by other service nodes. In order to obtain all necessary data, the environmental service nodes must thus be "orchestrated", i.e., selected and chained. This presupposes the selection of appropriate protocols and the use of appropriate data interchange formats. To decide which nodes are to be selected over which other nodes, or which nodes fit best together, node quality criteria must be taken into account that are measured by data uncertainty and service confidence metrics derived by using statistical measures, machine learning and visual analytics techniques.
Identification of user relevant service nodes:
The process of user-tailored information delivery consists of the identification of environmental service nodes in the compiled repository that are relevant to the query of the user, their profile and their context. This is not trivial, given that a user may be moving, be located in an area which is not directly covered by any node, etc.
Extraction and distillation of the data from the webpages of the nodes:
To distill the data from webpages, advanced natural language processing techniques are needed for webpage parsing, information extraction and text mining. Although these techniques can be tuned to deal with the presentation mode of environmental (i.e., air quality, meteorological, traffic, etc.) data and information, the task of webpage scraping remains a very challenging task. In particular, given a service node, all and only the relevant data (e.g. all the temperature measurements for a city reported in a weather forecast website, but not advertisements) must be extracted.
Given the fact that much information in environmental websites is encoded as images and maps, we also plan to employ image analysis, with the goal to extract information from them.
Converting the data into content:
In order to guarantee a motivated orchestration of heterogeneous environmental service nodes and offer user-tailored decision support services and environmental information production, we need to convert the data into structured unified content, which will allow for application of intelligent reasoning algorithms. To this end, the extracted environmental information is integrated into an environmental knowledge base (KB).
Our KB, which is codified in the standard semantic web ontology language OWL [8] , covers environmental content such as meteorological conditions and phenomena, air quality, and pollen, as well as other relevant environment-related content essential for the targeted user-tailored service: travel and traffic information, human diseases, geographical data, monitoring station details, user profile details, etc. In addition, the KB is also capable of formally representing the description of the user's inquiry.
The current version of the KB contains around 202 classes, 143 attributes and properties, 463 individuals 1 . Its Description Logic (DL) expressivity is ALCHOIQ(D). The KB has been obtained by (i) including customized version of currently available ontologies (e.g., parts of the SWEET ontology), (ii) automatically extracting key concepts from domain relevant text sources, and (iii) manually adding additional properties and attributes.
Fusion of environmental content:
Environmental service nodes may provide competing or complementary data on the same or related aspect for the same or the neighboring location. To ensure the availability of a most reliable and comprehensive content as basis for further processing stages, the content proceeding from these nodes must be fused. As already in the case of node orchestration, this implies an assessment of the quality of the contributing services and data.
Assessment of the content with respect to the needs of the user:
Once the data from the nodes have been incorporated into the KB, they need to be evaluated and reasoned about in order to infer how they affect the addressee, given his/her personal health and life circumstances and the purpose of the request of the information. For instance, a citizen may request information because he/she wants to decide upon a planned action, be aware of extreme episodes or monitor the environmental conditions in a location.
Selection of user-relevant content and its delivery:
Not all content in the KB is apt to be communicated to the addressee: some of it would sound trivial or irrelevant. Intelligent content selection strategies that take into account the background of the user and the intended use of the information are thus needed to decide which elements of the content are worth and meaningful to be communicated. To deliver the selected content, techniques are required that present the content in a suitable mode (text, graphic and/or table) in the language of the preference of the addressee.
Interaction with the user:
The interaction between the system and the user is also an important aspect of this work. The user must be able to formulate the problem in a simple and intuitive format -be it based on natural language or on graphical building blocks. The user should also receive the generated information in a suitable form and, as already mentioned above, in the language of his/her preference.
Service-Oriented Infrastructure
In order to accommodate for all tasks described above, we opt for a service-based architecture. This architecture is based on a methodology which has been developed in ORCHESTRA [6] for risk management, and which has been extended in SANY [7] to cover the domain of sensor networks and standard-based sensor web enablement. The focus of this methodology is on a platform neutral specification. In other words, it aims to provide the basic concepts and their interrelationships (conceptual models) as abstract specifications. The design is guided by the methodology developed in the ISO/IEC Reference Model for Open Distributed Processing (RM-ODP), which explicitly foresees an engineering step that maps solution types, such as information models, services and interfaces specified in information and service viewpoints, respectively, to distributed system technologies.
Fig. 2. Sequence diagram for the execution of the services for delivery of environmental information
We defined application-specific major tasks and actions as abstract service specifications, which can be implemented as service instances on a specific platform. Web service instances for these services are currently being developed, which can be redefined and substituted as needed. Figure 2 displays a simplified sample workflow with the major application services in action. Two services are not cited in Figure 2 since they are consulted by nearly all other services: the Knowledge Base Access Service and the User Profile Management Service. The figure also does not include the services related to data discovery ( Figure  1 ) and information distillation from webpages.
A main dispatcher service (called Answer Service, AS) controls the workflow and the execution of the services. First, the user interacts with the system via the User Interaction Service (UIS). In the case that the user is unsure with respect to the types of information they can ask for, he/she can inquire this information by requesting it from the Problem Description Service (PDS).
To ensure a full comprehension of the problem or user generated question, we decided to operate with controlled graphical and natural language input formats. Once the user has chosen what kind of question he wants to submit to the system, the UIS provides the user the corresponding formats. Thereupon, the user can formulate his/her query, which is subsequently translated by the PDS into a formal ontologybased representation understood by the system. After the problem description is generated, this is passed by the UIS to the AS as a "Request Answer" inquiry. Then, the AS assesses what kinds of data beyond environmental data are required to answer the query of the user and solicits these data from the Auxiliary Services (AuxS). For instance, such services can provide travel route information in the case that the user's query concerns the environmental conditions for a bicycle tour from A to B.
After having acquired the complementary data, the AS can request from the Data Retrieval Service (DRS) the environmental data needed to answer the user query. The DRS solicits these data from the environmental nodes that were identified by the Data Node Retrieval Service (DNRS) as relevant to the user's query and the complementary data. The DNRS retrieves this information from the data node repository after the node discovery phase has taken place.
As already mentioned, the retrieved nodes may deliver complementary or competing data of varying quality (to keep the presentation simple, we dispense with the illustration of the orchestration of service nodes). The Fusion Service (FS) applies uncertainty metrics to obtain the optimal and maximally complete data set, which is passed by the AS to the Decision Service (DS). The DS converts the data set into knowledge, or content, in that it relates it to the knowledge in our KB, reasons about it, and assesses it from the perspective of its relevance to the user. From this content, the Content Selection Service (CSS) compiles a content plan, which contains the knowledge to be communicated to the user as the answer. The Information Production Service (IPS) takes the content plan as input and generates information in the language and mode (text, table, or graphic) of the preference of the user, which then is passed to the user.
Outlook
We are currently implementing the described service infrastructure -including the environmental node discovery. The first operational prototype of the service will be available for demonstration by early summer 2011.
