Abstract. We construct an infinite dimensional Banach space of continuous functions C(K) such that every one-to-one operator T : C(K) −→ C(K) is onto.
Introduction
Already S. Banach has asked if every infinite dimensional Banach space X has a proper subspace isomorphic to X ( [5] ). It took many decades until this problem has been solved in the negative by T. Gowers in [13] . Thus, in spaces X like in [13] all isomorphisms T : X → X must be onto X. This property is shared by spaces with few operators constructed and investigated for example in [12] or [3] based on hereditarily indecomposable Banach spaces (abbreviated HI) as well as in Banach spaces of the form C(K) with few operators first constructed in [19] . In this paper answering a question from [14] we strengthen this property proving the following: Theorem 1.1. There is an infinite dimensional Banach space X such that whenever a bounded linear operator T : X → X is injective, then it is an isomorphism onto X. Moreover X is of the form C(K).
Our approach is to construct a Banach space of the form C(K) with few operators in the sense of [19] . Additional special properties of the compact space present in our construction (K is an almost P -space) guarantee that every injective operator is an isomorphism and so previously known arguments for C(K) spaces with few operators can be used to conlude that the operator is onto. This seems the only possible approach of modifying known spaces with few operators that can work. Indeed, separable Banach spaces and HI spaces cannot serve for our purposes because the main property may be shared only by finite dimensional spaces or those which have nonseparable dual space in the weak * topology (see [14] ): Proposition 1.2. Suppose X is an infinite dimensional Banach space whose dual ball which is separable in the weak * topology. Then there is an injective operator on X which is not an automorphism of X. In particular this property is shared by all separable infinite dimensional Banach spaces and all HI spaces.
Proof. By a result from [11] , if the dual ball of X is separable in the weak * topology, then there is a compact injective operator T : X → X. A compact operator cannot be onto an infinite dimensional Banach space. As any HI space embeds into ℓ ∞ (A. IV. 6 of [4] ) whose dual ball is separable in the weak * topology, we conclude that such spaces have separable dual balls as well.
We also prove (see 2.3, 2.4 and the remarks after it) that a Banach space of the form C(K) where all injective operators are automorphisms cannot be one of the known constructions as in [19, 25, 20, 10, 22] .
Another remark is that our space satisfies a version of the invariant subspace property for nonseparable spaces, namely every operator T : X −→ X has an invariant subspace Y such that both Y and X/Y are of density c. Indeed, the subspace Y can be chosen to be complemented and such that still every injective operator Y −→ Y or X/Y −→ X/Y is an isomorphism. This is analogous to what happens in some separable Banach spaces with few operators [1, 2] , where it can be proven that every operator has a proper infinite-dimensional invariant subspace.
We wish to express our gratitude to Amin Kaidi. The discussion with him during a visit of the first author to the University of Almeria is in the origin of this paper.
Almost P -spaces and weak multipliers
If K is a compact and Hausdorff and g ∈ C(K) we can define an operator
Definition 2.1. Let T : C(K) → C(K) be a linear bounded operator. We say that T is a weak multiplication if and only if there is a g ∈ C(K) and a weakly compact operator S :
We say that T is a weak multiplier if and only if there is a Borel g * : K → K and a weakly compact operator S :
We will say that a space C(K) has few operators if and only if all operators on C(K) are weak multiplications or weak multipliers.
Of course a weak multiplication is a weak multiplier and the form of the weak multiplication is much nicer. However, the notion of a weak multiplier plays a more natural role for example having all operators weak multipliers is invariant under isomorphisms of C(K) spaces and having all operators weak multiplications is not ( [28] ).
It is easy to construct a weak multiplier on C(K) which is not a weak multiplication if we have a function which is discontinuous at one point and the discontinuity cannot be removed by changing the value in this point. For example χ [0, 
is the Borel function which is discontinuous at one point 1 2 . We say that an x ∈ K is C * -embedded if and only every continuous g : K \ {x} → [0, 1] can be extended to a continuous function on K. It is proved in 2.7 of [19] that every weak multiplier is a weak multiplication on C(K) if and only if for every x ∈ K the subspace K \ {x} is C * -embedded in K.
Definition 2.2 ([17]).
A topological space is called an almost P -space if and only if every nonempty G δ -set has non-empty interior.
Proposition 2.3. If K is not a weak P -space, then there is a an injective operator T : C(K) → C(K) which is not an automorphism of C(K).
Proof. Let U n ⊆ K be open subsets of K for n ∈ N such that n∈N U n = F = ∅ has empty interior. We may assume that U n+1 ⊆ U n for each n ∈ N, and so that F is closed. Let g n : K → [0, 1/2 n ] be continuous functions satisfying g n (x) = 1/2 n whenever x ∈ K \ U n and g n (x) = 0 whenever x ∈ F . Let g = Σ n∈N g n . Note that g ∈ C(K) assumes value 0 in x ∈ K if and only if x ∈ F . Consider the operator T g . The operator is injective, because any nonzero f ∈ C(K) has values separated from zero on an open set, i.e., not included in F . T g is not an isomorphism because whenever n ∈ N and the support of f is inluded in U n we have ||T g (f )|| ≤ (1/2 n−1 )||f ||. It follows from the open mapping theorem that the image of T g is not closed, in particular, T g is not onto C(K).
Recall that a topological space satisfies the countable chain condition if and only if it does not admit an uncountable pairwise disjoint collection of open sets.
Lemma 2.4. No infinite compact Hausdorff almost P -space K satisfies the countable chain condition.
Proof. We may assume that K has at most countably many isolated points. This excludes scattered spaces where isolated points form a dense open set whose complement would be G δ under the above assumption. In any nonscattered compact space we can construct a family {U s : s ∈ {0, 1} n , n ∈ N} of nonempty open sets such that U s ⊆ U t whenever t ⊆ s and U s ∩ U t = ∅ whenever s ∪ t is not a function where s, t ∈ {0, 1} n and n ∈ N. If K is a weak P -space for every σ ∈ {0, 1}
N
there is nonempty open U σ ⊆ U s for all s ∈ {0, 1} n with s ⊆ σ. It follows that {U σ : σ ∈ {0, 1} N } is a pairwise disjoint family of nonempty open sets of K of cardinality continuum.
The compact spaces constructed in [19, 25, 20, 10, 22] all satisfy the countable chain condition (which is essentially used), and so they are not almost P -spaces. It follows that the constructions like in [19, 25, 20, 10, 22] cannot be used to conclude the main result of this paper.
The crucial properties of P -spaces in the context of multiplications and weakly compact operators are the following: Lemma 2.5. Suppose that K is a compact Hausdorff space which does not satisfy the countable chain condition. Then no weakly compact operator T :
Proof. Suppose that T : C(K) → C(K) is weakly compact. Then ||T (f n )|| → 0 for any sequence of pairwise disjoint (i.e., f . n f m = 0 for distinct n, m ∈ N) functions in C(K) ( [7] ). Let {U i : i ∈ I} be an uncountable pairwise disjoint family of nonempty open subsets of K existing by Lemma 2.4 and let f i ∈ C(K) be nonzero functions with supports included in U i for each i ∈ I. It follows that ||T (f i )|| = 0, that is T (f i ) = 0, for all but countably many i ∈ I, and therefore T is not injective.
Lemma 2.6. Suppose that K is a compact Hausdorff which is an almost P -space and g ∈ C(K). T g is an isomorphism onto its range if and only if T g is injective.
Proof. If T g is not an isomorphism onto its range, then g(x 0 ) = 0 for some x 0 ∈ K. Since {x ∈ K : g(x) = 0} is G δ , it follows that it contains a nonempty open set U ⊆ K. Taking a nonzero function f ∈ C(K) with its support in U , we have T g (f ) = 0 and hance T g is not injective. Proposition 2.7. Suppose that K is a compact totally disconnected almost P -space such that every operator on C(K) is a weak multiplier. Then every injective linear bounded operator on C(K) is an automorphism of C(K).
Proof. Let T be an injective operator on C(K). Since we assume that all operators on C(K) are weak multipliers, by Theorem 2.2. (b) of [19] there is a bounded borel g : K → R with at most countably many points of discontinuity and a weakly compact operator S : C(K) * → C(K) * such that T * = g * T + S. Let X = {x n : n ∈ N} be the set of the points of discontinuity of g.
First we will prove that there is no infinite sequence Y = {y n : n ∈ N} of points of K such that |g(y n )| < 1/n. Supose that there is such a Y and let us derive a contradiction. Let y ∈ K \ X be an accumulation point of Y . It exists as the set of accumulation points of Y is closed and with no isolated points since K cannot have nontrivial convergent sequences because this would give a complemented in C(K) copy of c 0 yielding a noncommutativity of the quotent ring of all operators on C(K) divided by weakly compact operators, contradicting by 4.5. of [28] the fact that all operators on C(K) are weak multipliers. Moreover g(y) = 0 since g is continuous at y.
is a non-empty G δ set, and so it has a nonempty interior W . We may assume that W is clopen. Of course g| W = 0. Taking a function f ∈ C(K) with support in W and any µ ∈ M (K) we have
So the dual of the restriction of T to functions with supports in W is weakly compact and so by Gantmacher theorem the restriction of T to functions with supports in W is weakly compact. In particular T is not injective by Lemma 2.5 as W is an almost P -space. It follows that T is not injective, a contradiction. This completes the proof of the nonexistence of Y as above.
Hence there is k ∈ N such that |g(x)| > 1/k for all but finitely many points x ∈ K. By modifying g toĝ on this finite set of points we obtain T * =ĝ * T + S ′ where |ĝ(x)| > 1/k for all points x ∈ K and S ′ = S + (g−ĝ) * T is weakly compact on M (K).ĝ * T is now an automorphism on M (K), S ′ is strictly singular as weakly compact on a dual to C(K) by [8, VI.8.10 and p. 394]. By Propositon 2 (c) 10 of [24] T * =ĝ * T +S ′ is Fredholm and so has a closed range and has the same Fredholm index asĝ * T that is zero. As T is injective, T * is onto, hence as an operator of Fredholm index zero T * has zero kernel an by the open mapping theorem it is an automorphism of M (K). Hence T is an automorphism of C(K) by Ex. 2.39 of [9] which completes the proof of the proposition.
In this paper we shall construct a compact space K that satisfies the hypotheses of Proposition 2.7. We do not know if one can prove without extra set-theoretic axioms that such a K can exist so that every operator on C(K) is actually a weak multiplication. In fact the countable chain condition was needed in the constructions like in [19, 25, 20, 10, 22] to ensure that K \ {x} is C * -embedded in K for every x ∈ K and consequently (by 2.7 of [19] ) that every weak multiplier is actually a weak multiplication. It should be noted however, that assuming an additional set-theoretic axiom ♦ (see [16, 23] ) such construction seems possible.
Let us say that a Boolean algebra is an almost P -algebra if its Stone space is an almost P -space. We will use the symbols ∧, ∨, − and ≤ to denote the usual operations and the order in a Boolean algebra. If a is an element of a Boolean algebra, we will denote by [a] the corresponding clopen subset in its Stone space.
Lemma 2.8. Suppose that A is a Boolean algebra which is an almost P -algebra. Suppose that f n ∈ C(K A ) for each n ∈ N and n∈N f n (x) > δ for some x ∈ K A and some δ ∈ R. Then there is a ∈ A such that
Proof. By the continuity of f n , for each n ∈ N there is an a n ∈ A such that x ∈ [a n ] and f n (y) is close to f n (x) for each y ∈ [a n ]. So n∈N [a n ] is a nonempty G δ set and so has a nonempty interior as K A is an almost P -space. It follows that there is a ∈ A as required.
Separation by submorphisms instead of separation by suprema
We say that two subsets I and J of a Boolean algebra A are orthogonal if x∧y = 0 for all x ∈ I, y ∈ J. We say that I and J are separated in A if there exists c ∈ A such that x ≤ c, y ∧ c = 0 for all x ∈ I, y ∈ J.
We will say that a function between Boolean algebras φ :
and φ(0) = 0. If it also satisfies φ(1) = 1, then we call φ a morphism. Theorem 3.1. Let A be a Boolean algebra which is an almost P -algebra and K A its Stone space. Suppose that for every pairwise disjoint family a = {a n : n < ω} ⊂ A \ {0} there exists a submorphism φ a : P a −→ A such that (1) P a is a subalgebra of P(ω) that contains all finite sets.
(2) φ a ({n}) = a n (3) For any infinite σ ⊂ ω, and for any family of pairwise disjoint
orthogonal with {a n : n ∈ N}, there exists τ ⊂ σ such that (a) τ ∈ P a (b) {b n : n ∈ τ } and {b n : n ∈ σ \ τ } are not separated in A. Then every operator T : C(K A ) −→ C(K A ) is a weak multiplier.
Proof. Suppose that A is a as above and that T : C(K A ) → C(K A ) is not a weak multiplier. By 2.1 and 2.2 of [19] there is an ε > 0, an antichain {a n : n ∈ N} of A and points x n ∈ K such that x n ∈ [a n ] and
By a slight modification of the points x n we may assume that they are not in the closed and nowhere dense set F = n∈N [a n ] \ n∈N [a n ]. By applying the Ramsey theorem [16, Theorem 9.1] to a coloring c : [N] 2 → {0, 1} where c(n, m) = 1 iff x n ∈ [a m ] or x m ∈ [a n ] and the fact that {a n : n ∈ N} is an antichain we may assume, by taking an infinite subset of N that x n ∈ [a m ] for any two distinct n, m ∈ N.
By applying the Rosenthal lemma [26, Lemma 1.1] by taking an infinite subset of N we may assume that Σ n∈N\{k} |T (1 [an] )(x k )| < ε/3 holds for all k ∈ N. Of course if |T (1 [an] )(x k )| < δ, for some δ > 0, then there is b
Since A is an almost P -algebra there are 0 = b k ≤ b k n for all k ∈ N, so by the choice of x n outside of F we may assume that {b n : n ∈ N} and {a n : n ∈ N} are orthogonal and
Moreover, by 1) and considering a bit smaller b k s we may assume that for all n ∈ N and for all x ∈ [b n ] we have
Let φ a and P a be as in the statement of the Theorem for a = {a n : n ∈ N}. Case 1. There is an infinite σ ⊆ N and 0 = c k ≤ b k for all k ∈ N such that
holds for every τ ⊆ σ, τ ∈ P a .
In this case, by 2) and 3), if k ∈ τ , for every x ∈ [c k ] we have
and if k ∈ τ , for every x ∈ [c k ] we have
) separate {c n : n ∈ τ } from {c n : n ∈ τ } whenever τ ⊂ σ, τ ∈ P a . This contradicts condition (3) of the Theorem.
Case 2. Case 1 does not hold.
Assuming the negation of the condition from case 1, we will carry out a transfinite inductive construction which will contradict the boundedness of the operator T . Let {σ ξ : ξ < ω 1 } be an almost disjoint (i.e., such that pairwise intersections of its elements are finite) family of infinite subsets of N. For all ξ < ω 1 construct:
• an infinite τ ξ ⊆ σ ξ ,
• an antichain {c
The possiblity of such a construction follows from the fact that K A is an almost P -space Lemma 2.8 and the assumption that Case 1 does not hold.
A single pair (n ′ , m ′ ) has appeared infinitely many times as (n ξ , m ξ ). Let i ∈ N be such that i/6m ′ > ||T || and consider ξ 1 < ... < ξ i such that (n ξi , m ξi ) = (n ′ , m ′ ). Let n 0 ∈ N be such that the pairwise intersections of all τ ξ1 , ..., τ ξi be included in {0, ..., n 0 − 1}. Puting τ ′ ξ = τ ξ \ {0, ..., n 0 − 1} and noting that
we conclude from (4) that
n ′ ] and all 1 ≤ j ≤ i. By taking n ′ 0 > n 0 and using (2) we may assume that
n ′ ] for all 1 ≤ j ≤ i and consequently for some F ⊆ {1, ..., i} of cardinality not smaller than i/2 and some x ∈ [c
Remarks. Theorem 3.1 holds true even without the assumption that A is an almost P -algebra. The proof in the general case would follow the steps of [27, Theorem 3.3.2], which corresponds to the case in which P a is the algebra of all subsets τ ⊂ ω such that {a n : n ∈ τ } has a supremum in A, and φ a (τ ) = {a n : n ∈ τ }. We decided to include a self-contained proof, and the assumption that A is a P -agebra simplifies the argument and it is enough for our purposes. Lemma 3.2. LetÂ ⊂B be Boolean algebras such that |Â| < c ≤ |B|, let φ : P(ω) −→B be a submorphism such that φ{n} ∈Â for every n < ω, let I be a set with |I| < c and suppose that for every i ∈ I, X i , Y i ⊂Â are orthogonal sets which are nonseparated inÂ. Then, there exists an infinite set τ ⊂ ω such that X i nd Y i remain unseparated inÂ φυ for all υ ⊂ τ and all i ∈ I.
Proof. We follow a similar argument as in [19, p. 165 9 ] . Let M be an almost disjoint family of subsets of ω with |M| = c. We shall prove that there exists τ ∈ M that satisfies the statement of the Lemma. We proceed by contradiction, so suppose that for every τ ∈ M there exist i ∈ I and υ ⊂ τ such that Y i and X i are separated inÂ φυ .
The separation means that there exist pairwise disjoint b, c, d ∈Â such that
separates Y i and X i . Since |M| = c, and there are less than c many choices for i, b, c and d, it follows that there exists a single i ∈ I and three fixed elements b, c and d such that for at least two different choices of τ ∈ M there exists υ ⊂ τ such that
This is a contradiction with the hypothesis that Y i and X i are nonseparated inÂ.
The construction
Along this section, B will be the Boolean algebra of subsets of N modulo finite sets, B = P(N)/F in. as a disjoint union where |F α | = |G αβ | = c and F α ∩ α = G αβ ∩ β = ∅ for each α < β < c. We write G αβ = {ξ δγ αβ : δ, γ < c} in such a way that (δ, γ) → ξ δγ αβ is a bijection between c × c and G αβ . Once the algebra A α is defined, we make the following enumerations:
(2) {{a γ n (α) : n ∈ N} : γ < c} are all pairwise disjoint families in A α \ {0}. We fix morphisms ψ (3) {{b δ n (α)) : n ∈ σ δ (α)} : δ < c} are all possible families where σ δ (α) is an infinite subset of N and {b δ n (α) : n ∈ σ δ (α)} is a family of pairwise disjoint elements of A α \ {0}.
At limit steps we shall define A α = β<α A β . At a successor stage, A ξ+1 will be the algebra generated by A ξ and a certain element x ξ that we will add, A ξ+1 = A ξ x ξ . When ξ ∈ F α for some α, x ξ will be a lower bound of {d ξ n : n < ω}. When ξ = ξ γδ αβ ∈ G αβ for some α < β and the family {a
In this way, in the steps in F α we take care that we obtain an almost P -space, while in the steps in G αβ we take care that the hypotheses of Theorem 3.1 are satisfied 1 . In order this to work we must make sure that when we construct A ξ+1 , those families of the form B ξ ′ + and B ξ ′ − that were chosen to be nonseparated in some previous step ξ ′ < ξ, remain nonseparated in A ξ+1 , assuming inductively that they were kept nonseparated in A ξ . More precisely, this is done as follows:
(1) If ξ ∈ G αβ for some α < β ≤ ξ, then ξ = ξ γδ αβ for some γ, δ < c. We have {a n = a γ n (α) : n < ω} and ψ = ψ γ α : P(ω) −→ B on the one hand, and {b n = b δ n (β) : n ∈ σ = σ δ (β)} on the other hand. If a n ∧ b m = ∅ for some n, m ∈ σ we do nothing and just define A ξ+1 = A ξ (we call this a trivial step). Otherwise, we can apply Lemma 3.2 forB = B,Â = A ξ , φ = ψ| P(σ) : P(σ) −→ B, and the sets B ζ + and B ζ − which are kept nonseparated in A ξ for ζ < ξ by the inductive hypothesis. Let τ ⊂ σ be given by Lemma 3.2. Since |A ξ | < c there are less than c many υ ⊂ τ such that {b n : n ∈ υ} and {b n : n ∈ σ \ υ} are separated. So choose τ ξ ⊂ τ such that {b n : n ∈ υ} and {b n : n ∈ σ \ υ} are not separated, x ξ = ψ(τ ξ ) and
(2) If ξ ∈ F α for some α ≤ ξ, then {d ξ n : n < ω} is a strictly decreasing sequence of elements of A α ⊂ A ξ , and we must add an element below it. If there exists some element a ∈ A ξ such that a < d ξ n for all n, then we do not need to add anything, and we make just A ξ+1 = A ξ . Otherwise, choose x ξ = x ∈ B \ {0} such that x < d ξ n for all n. Notice that if y ∈ A ξ and y ≤ x then y = 0.
We have to check that B There exists a Banach space X ⊂ ℓ ∞ /c 0 of the form X = C(K) such that every injective operator T : X −→ X is surjective.
1 When a = {a γ n (α) : n < ω}, we will have Pa = {x ⊂ ω : ψ γ α (x) ∈ A} and φa will be the restriction of ψ γ α to Pa.
Invariant subspaces
Proposition 5.1. If K = K A is as in Theorem 3.1, then for every operator T : X −→ X there exists a proper nonempty clopen subset L of K such that {f ∈ C(K) : f | K\L = 0} is an invariant subspace of T .
Proof. By Theorem 3.1, T is a weak multiplier, so T * = g * T +S where g * : K −→ K is Borel and S is weakly compact.It is enough to find a proper nonempty clopen L such that the set N L of measures whose support is disjoint from L is invariant under T * . The set N L is invariant under g * T for all clopens L and all Borel functions g, hence it is enough to find L for which N L is invariant under S. We prove that if {L α : α < ω 1 } is a disjoint family of nonempty clopen subsets of K, then there exists α such that N Lα is invariant under S. If it was not the case, then for every α < ω 1 there exists a measure µ α ∈ N Lα , that we can take with µ α = 1, such that Sµ α | Lα = 0. There is an ε > 0 such that |Sµ α |(L α ) > ε for uncountably many α < ω 1 . This contradicts weak compactness by the Dieudonn-Grothendieck theorem [6, VII.14] .
