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Abstract
We study the problem of sketching an input graph, so that given the sketch, one can estimate
the weight of any cut in the graph within factor 1 + ε. We present lower and upper bounds on
the size of a randomized sketch, focusing on the dependence on the accuracy parameter ε > 0.
First, we prove that for every ε > 1/
√
n, every sketch that succeeds (with constant proba-
bility) in estimating the weight of all cuts (S, S¯) in an n-vertex graph (simultaneously), must
be of size Ω(n/ε2) bits. In the special case where the sketch is itself a weighted graph (which
may or may not be a subgraph) and the estimator is the sum of edge weights across the cut in
the sketch, i.e., a cut sparsifier, we show the sketch must have Ω(n/ε2) edges, which is optimal.
Despite the long sequence of work on graph sparsification, no such lower bound was known on
the size of a cut sparsifier.
We then design a randomized sketch that, given ε ∈ (0, 1) and an edge-weighted n-vertex
graph, produces a sketch of size O˜(n/ε) bits, from which the weight of any cut (S, S¯) can be
reported, with high probability, within factor 1+ ε. The previous upper bound is O˜(n/ε2) bits,
which follows by storing a cut sparsifier as constructed by Benczu´r and Karger [BK96] (or by
followup work [SS11, BSS12, FHHP11, KP12]). To obtain this improvement, we critically use
both that the sketch need only be correct on each fixed cut with high probability (rather than on
all cuts), and that the estimation procedure of the data structure can be arbitrary (rather than
a weighted subgraph). We also show a lower bound of Ω(n/ε) bits for the space requirement of
any data structure achieving this guarantee. As an application of our data structure, we show
how to compute, in a communication-efficient manner, a global minimum cut of a graph that is
distributed across multiple servers.
∗The current version differs slightly from an earlier one (arXiv:1403.7058v1). First, the lower bound for the number
of edges in (1 + ε)-cut sparsifiers is improved, and now our bound is tight. Second, we retract our earlier claim that
the sparsification algorithm can be performed in two passes of streaming over the graph edges.
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1 Introduction
In 1996 Benczu´r and Karger [BK96] introduced cut sparsifiers, a remarkable and very influential
notion: given a graph G = (V,E,w) with n = |V | vertices, m = |E| edges and edge weights
w : E → R+, together with a desired error parameter ε ≥ 0, the cut sparsifier is a sparse graph
H on the same n vertices, in fact a subgraph of G but with different edge weights, such that
every cut in G is (1+ε)-approximated by the corresponding cut in H. Specifically, they show there
always exists such a sparsifierH with only O((n log n)/ε2) edges, potentially much fewer than in the
original graph G, and moreover H can be constructed in time O(m log2 n). This construction has
had a tremendous impact on cut problems in graphs, see e.g. [BK96, BK02, KL02, She09, Mad10].
Often, one first replaces the original graph with a cut sparsifier and then solves an optimization
problem on the sparsifier.
The notion of cut sparsifiers turned out to be very influential. Followup work offers alternative
constructions and refined bounds [GRV09, FHHP11, KP12], as well as a generalization of the notion,
termed spectral sparsifiers [ST04, ST11, SS11, BSS12]. A spectral sparsifier is a graph H such that
the quadratic form associated with the Laplacian of H provides (1 + ε)-approximation to that of
G. The bound of O(n/ε2) by Batson, Spielman, and Srivastava [BSS12] improves also over the
cut sparsifiers of Benczu´r and Karger [BK96] (in terms of graph size, but not construction time).
These spectral sparsifiers have been instrumental in obtaining the first near-linear time algorithm
for solving SDD linear systems [ST04], and as such have led to many beautiful ideas down the road,
see also [KMP10, KMP11].
For some applications, the value of ε may be determined so as to obtain the smallest approxima-
tion error under the sole constraint that the sketch fits in memory. If, say, ε is 1% then 1/ε2 = 10000
and a quadratic dependence might be prohibitive on large-scale graphs. It is therefore natural to
ask whether the dependence on ε in the cut-sparsifier size can be improved. The Alon-Boppana
theorem and [Alo97] suggest the answer is no — if the sparsifier H is constrained to be a regular
graph with uniform edge weights, then Ω(n/ε2) edges are required to approximate all the cut val-
ues of the complete graph (for similar results about spectral sparsifiers, see [Nil91, BSS12]). This
lower bound is optimal quantitatively – for the complete graph, the sparsifier H can be a regular
expander graph [LPS88, MSS13] – but it is unsatisfactory qualitatively, as it does not cover the
sparsifier H being any reweighted subgraph of G, i.e., those that are not regular or of non-equal
edge weights. Moreover, it may be desirable to construct — or to rule out — an arbitrary graph H
on the same vertex-set V (but not necessarily a subgraph of G). We address this issue by proposing
and studying an even more general concept than cut sparsifiers.
1.1 Our Contribution
Define a graph-cuts sketch to be a data structure that can report the weight of any cut in an input
graph G. In the preprocessing stage, the sketch is constructed from G = (V,E,w); then, the sketch
is used to answer, without access to G, the following queries: given any S ⊂ V , report the weight of
the respective cut w(S, S¯) :=
∑
e∈E:|e∩S|=1w(e). Throughout, we shall consider a reported answer
to be correct if it is a (1 + ε)-approximation of the true cut weight w(S, S¯).
A sketch clearly generalizes the notion of a cut sparsifier, because the data structure can simply
build and store a cut sparsifier H, and then answer any query by reporting the weight of the
corresponding cut in H. By similar arguments, a sketch captures much more complicated scenarios,
such as an arbitrary graphH on the same vertex-set (mentioned above) or possibly on an augmented
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vertex-set V ′ ⊃ V , or even storing multiple graphsH1,H2,H3 and applying some computation (e.g.,
taking the minimum between their respective cut values).
When the sketch is randomized, we shall require that the sketch succeeds with high probability
(say at least 0.9, which can be amplified to 1 − 1/n by independent repetitions), which can be
interpreted in two different ways: (1) with high probability, for all cuts the answer is correct; or
(2) for each cut, with high probability the answer is correct. In the compressed sensing literature,
these guarantees are often termed “for all” and “for each”, respectively.
Lower Bound. We prove that every, possibly randomized, “for all” sketch must have size Ω(n/ε2)
bits. In the special case that the sketch is a weighted graph itself (which may or may not be a
subgraph of G) and the estimator is the sum of edge weights across the cut in the sketch, i.e., a
cut sparsifier, we show the sketch must have Ω(n/ε2) edges, which is optimal. Thus, we strengthen
the lower bounds of Alon-Boppana and of [Alo97] in the following sense — if every graph G has
a (not necessarily regular, and possibly weighted) cut sparsifier with at most s(n, ε) edges, then
s = Ω(n/ε2). Despite the long sequence of work on graph sparsifiers, the optimal number of edges
in a cut sparsifier was previously unknown.
As our Ω(n/ε2) bit lower bound holds for every sketching algorithm, it covers also the potentially
more sophisticated operations mentioned above. Our lower bound applies also to sketches that can
approximate the quadratic form of the Laplacian of G within factor 1 + ε, as such queries are
known to include all cuts of G. Thus, in addition to our lower bound for cut sparsifiers, our result
generalizes an Ω(n/ε2) edge lower bound of [BSS12] for spectral sparsifiers of the complete graph,
in the sense that our result holds for all sketching algorithms, not only those which approximate G
by another graph H.
Several streaming algorithms produce cut or spectral sparsifiers with O(n/ε2) edges using
O˜(n/ε2) bits of space in a stream [AG09, KL13, GKK10, AGM12, GKP12, KLM+14]. Our lower
bound shows these algorithms have optimal space, up to logarithmic factors, and the sparsifier they
produce is optimal, up to a constant factor, in its number of edges.
Our lower bounds are shown via communication complexity. In addition to strengthening prior
work, it introduces to this area new tools from communication complexity, an approach that will
hopefully be useful also in related contexts. In fact, we do not know of a proof that does not
use communication complexity. Our lower bound was recently used in [KK15] to argue that their
construction of (1 + ε)-cut-sparsifiers for r-uniform hypergraphs has near-optimal size.
Upper Bound. Perhaps surprisingly, we construct a randomized “for each” sketch that achieves
(1 + ε)-approximation using size O(nε (log n)
O(1)). This result shows that a linear dependence on
1/ε can be achieved if we do not require that all cuts be estimated simultaneously. We also show
that our sketch size is optimal up to polylogarithmic factors, as a “for each” sketch requires size
Ω(n/ε); see Section 5 for a proof.
We demonstrate how a “for each” sketch can be useful algorithmically despite its relaxed guar-
antees compared to a cut sparsifier. In particular, we show how to (1 + ε)-approximate the global
minimum cut of a graph whose edges are distributed across multiple servers. Distributed large-scale
graph computation has received recent attention, where protocols for distributed minimum span-
ning tree, breadth-first search, shortest paths, and testing connectivity have been studied, among
other problems (see, e.g., [KNPR15, WZ13]). In our case, each server locally computes the “for
each” data structure on its subgraph (for accuracy ε), and sends it to a central server. Each server
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also computes a classical cut sparsifier, with fixed accuracy ε′ = 0.2, and sends it to the central
server. Using that cut-sparsifiers can be merged, the central server obtains a (1±ε′)-approximation
to all cuts in the union of the graphs. By a result of Henzinger and Williamson [HW96] (see also
Karger [Kar00]), there are only O(n2) cuts strictly within factor 1.5 of the minimum cut, and they
can be found efficiently from the sparsifier (see [Kar00] for an O˜(n2) time way of implicitly repre-
senting all such cuts). The central server then evaluates each “for each” data structure on each of
these cuts, and sums up the estimates to evaluate each such cut up to factor 1 + ε, and eventually
reports the minimum found. Note that the “for each” data structures can be assumed to be correct
with probability 1− 1/n3 for any fixed cut (by independent repetitions), and therefore correct on
all O(n2) candidate cuts.
Recently, Chen et al. [CQWZ14] showed how to generalize our “for each” upper bound from
cut queries to spectral queries, namely, to the case of preserving xTLx for a fixed x up to a 1 + ε
factor, where L is the Laplacian of a graph. Their data structure uses O˜(n/ε1.6) bits of space.
1.2 Techniques
Lower Bound. We prove our Ω(n/ε2) bit lower bound for arbitrary data structures using com-
munication complexity. We then show how to obtain an Ω(n/ε2) edge lower bound for cut sparsifiers
by encoding a sparsifier in a careful way so that if it had o(n/ε2) edges, it would violate an Ω(n/ε2)
bit lower bound in the communication problem.
For the Ω(n/ε2) bit lower bound, the natural thing to do would be to give Alice a graph G,
and Bob a cut S. Alice produces a sketch of G and sends it to Bob, who must approximate the
capacity of S. The communication cost of this problem lower bounds the sketch size. However, as
we just saw, Alice has an upper bound with only O˜(n/ε) bits of communication. We thus need for
Bob to solve a much harder problem which uses the fact that Alice’s sketch preserves all cuts.
We let G be a disjoint union of ε2n/2 graphs Gi, where each Gi is a bipartite graph with
1
ε2
vertices in each part. Each vertex in the left part is independently connected to a random subset
of half the vertices in the right part. Bob’s problem is now, given a vertex v in the left part of
one of the Gi, as well as a subset T of half of the vertices in the right part of that Gi, decide if
|N(v) ∩ T | > 1
4ε2
+ cε , or if |N(v) ∩ T | < 14ε2 − cε , for a small constant c > 0. Most vertices v will
satisfy one of these conditions, by anti-concentration of the binomial distribution. Note that this
problem is not a cut query problem, and so a priori it is not clear how Bob can use Alice’s sketch
to solve it.
To solve the problem, Bob will do an exhaustive enumeration on cut queries, and here is where
we use that Alice’s sketch preserves all cuts. Namely, for each subset S of half of the vertices in
the left part of Gi, Bob queries the cut S ∪ T . As Bob ranges over all (exponentially many) such
cuts, what will happen is that for most vertices u in the left part for which |N(u) ∩ T | > 14ε2 + cε ,
the capacity of S ∪ T is a “little bit” larger if u is excluded from S. This little bit is not enough
to be detected, since |N(u) ∩ T | = Θ ( 1
ε2
)
while the capacity of S ∪ T is Θ ( 1
ε4
)
. However, as
Bob range over all such S, he will eventually get lucky in that S contains all vertices u for which
|N(u)∩T | > 1
4ε2
+ cε , and now since there are about
1
2ε2
such vertices, the little cε bit gets “amplified”
by a factor of 1
2ε2
, which is just enough to be detected by a (1 + ε)-approximation to the capacity
of S ∪ T . If Bob finds the S which maximizes the (approximate) cut value S ∪ T , he can check if
his v is in S, and this gives him a correct answer with large constant probability.
We believe our main contribution is in designing a communication problem which requires
Alice’s sketch to preserve all cuts instead of only a single cut. There are also several details in the
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communication lower bound for the problem itself, including a direct-sum theorem for a constrained
version of the Gap-Hamming-Distance problem, which could be independently useful.
For the Ω(n/ε2) edge lower bound for cut sparsifiers, the straightforward encoding would encode
each edge using O(log n) bits, and cause us to lose a log n factor in the lower bound. Instead, we
show how to randomly round each edge weight in the sparsifier to an adjacent integer, and observe
that the integer weights sum up to a small value in our communication problem. This ultimately
allows to transmit, in a communication-efficient manner, all the edge weights together with the
edge identities.
Our lower bound for arbitrary data structures is given in Theorem 2.1, and the application to
cut sparsifiers is given in Theorem 2.2.
Upper Bound. We now discuss the main ideas behind our sketch construction. Let us first
give some intuition why the previous algorithms cannot yield a O˜(n/ε) bound, and show how our
algorithm circumvents these roadblocks on a couple of illustrative examples. For concreteness, it is
convenient to think of ε = 1/
√
n.
All existing cut and spectral sparsifiers construct the sparsifier graph by taking a subgraph of
the original graph G, with the “right” re-weightening of the edges [BK96, SS11, BSS12, FHHP11,
KP12]. In fact, except for [BSS12], they all proceed by sampling edges independently, each with
its own probability (that depends on the graph).
Consider for illustration the complete graph. In this case, these sampling schemes employ a
uniform probability p ≈ 1/ε2n of sampling every edge. It is not hard to see that one cannot sample
edges with probability less than p, as otherwise anti-concentration results suggest that even the
degree of a vertex (i.e., the cut of a “singleton”) is not preserved within 1 + ε approximation.
Perhaps a more interesting example is a random graph Gn,1/2; if edges are sampled independently
with (roughly) uniform probability, then again it cannot be less than p, because of singleton cuts.
However, if we aim for a sketch for the complete graph or Gn,1/2, we can just store the degree of each
vertex using only O(n) space, and this will allow us to report the value of every singleton cut (which
is the most interesting case, as the standard deviation for these cut values have multiplicative order
roughly 1 ± ε). These observations suggest that sketching a graph may go beyond considering a
subgraph (or a different graph) to represent the original graph G.
Our general algorithm proceeds in several steps. The core of our algorithm is a procedure for
handling cuts of value ≈ 1/ε2 in a graph with unweighted edges, which proceeds as follows. First,
repeatedly partition the graph along every sparse cut, namely, any cut whose sparsity is below 1/ε.
This results with a partition of the vertices into some number of parts. We store the cross-edges
(edge connecting different parts) explicitly. We show the number of such edges is only O˜(n/ε), and
hence they fit into the space alloted for the sketch. Obviously, the contribution of these edges to
any desired cut w(S, S¯) is easy to compute from this sketch.
The sketching algorithm still needs to estimates the contribution (to a cut w(S, S¯) for a yet
unknown S ⊂ V ) from edges that are inside any single part P of the partition. To accomplish
this, we sample ≈ 1/ε edges out of each vertex, and also store the exact degrees of all vertices.
Then, to estimate the contribution of edges inside a part P to w(S, S¯), we take the sum of (exact)
degrees of all vertices in S ∩ P , minus an estimate for (twice) the number of edges inside S ∩ P
(estimated from the edge sample). This “difference-based” estimate has a smaller variance than a
direct estimate for the number edges in (S ∩P, S¯ ∩P ) (which would be the “standard estimate”, in
some sense employed by previous work). The smaller variance is achieved thanks to the facts that
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(1) the assumed cut is of size (at most) 1/ε2; and (2) there are no sparse cuts in P .
Overall, we achieve a sketch size of O˜(n/ε). We can construct the sketch in polynomial time
by employing an O(
√
log n)-approximation algorithm for sparse cut [ARV09, She09] or faster algo-
rithms with (logO(1) n)-approximation [Mad10].
The formal statement of our main upper bound appears in Theorem 3.1.
2 Lower Bounds
We first prove a lower bound on the size of “for all” sketches, and then use it to prove a tight
lower bound on the size of cut sparsifiers. (For lower bounds on the size of “for each” sketches, see
Section 5.)
Theorem 2.1. Fix an integer n and ε ∈ [1/n, 1/√n], and let sk = skn,ε and est = estn,ε be
“sketching” and “estimation” algorithms for (unweighted) graphs on vertex set [n], which may be
randomized. Suppose that for every such graph G = ([n], E), with probability at least 3/4 the
resulting sketch sk(G) satisfies1
∀S ⊂ [n], est (S, sk(G)) ∈ (1± ε) · |E(S, S¯)|.
Then the worst-case space requirement of sk is Ω(n/ε2) bits.
Theorem 2.2. For every integer n and ε ∈ [1/n, 1/√n], there is an n-vertex graph G for which
every (1 + ε)-cut sparsifier H has Ω(n/ε2) edges, even if H is not required to be a subgraph of G.
2.1 Sketch-size lower bound
We prove Theorem 2.1 using the following communication lower bound for a version of the Gap-
Hamming-Distance problem, whose proof appears in Section 2.2. Throughout, we fix c := 10−3 (or
a smaller positive constant), and assume ε ≤ c/10.
Theorem 2.3. Consider the following distributional communication problem: Alice has as input
n/2 strings s1, . . . , sn/2 ∈ {0, 1}1/ε2 of Hamming weight 12ε2 , and Bob has an index i ∈ [n/2] together
with one string t ∈ {0, 1}1/ε2 of Hamming weight 1
2ε2
, drawn as follows:2
• i is chosen uniform at random;
• si and t are chosen uniformly at random but conditioned on their Hamming distance ∆(si, t)
being, with equal probability, either ≥ 12ε2 + cε or ≤ 12ε2 − cε ;
• the remaining strings si′ for i′ 6= i are chosen uniformly at random.
Consider a (possibly randomized) one-way protocol, in which Alice sends to Bob an m-bit message,
and then Bob determines, with success probability at least 2/3, whether ∆(si, t) is ≥ 12ε2 + cε or
≤ 1
2ε2
− cε . Then Alice’s message size is m ≥ Ω(n/ε2) bits.
1The probability is over the two algorithms’ common randomness; equivalently, the two algorithms have access to
a public source of random bits
2Alice’s input and Bob’s input are not independent, but the marginal distribution of each one is uniform over its
domain, namely, {0, 1}(n/2)×(1/ε
2) and [n]× {0, 1}1/ε
2
, respectively.
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We can interpret the lower bound of Theorem 2.3 as follows: Consider a (possibly randomized)
algorithm that produces an m-bit sketch of Alice’s input (s1, . . . , sn/2) ∈ {0, 1}n/2ε2 , and suppose
that the promise about ∆(si, t) can be decided correctly (with probability at least 3/4) given (only)
the sketch and Bob’s input (i, t) ∈ [n/2]× {0, 1}1/ε2 . Then m ≥ Ω(n/ε2).
We now prove Theorem 2.1 by a reduction to the above communication problem, interpreting
the one-way protocol as a sketching algorithm, as follows. Given the instance (s1, . . . , sn/2, i, t),
define an n-vertex graph G that is a disjoint union of the graphs {Gj : j ∈ [ε2n/2]}, where each Gj
is a bipartite graph, whose two sides, denoted L(Gj) and R(Gj), are of size
|L(Gj)| = |R(Gj)| = 1/ε2.
The edges of G are determined by s1, . . . , sn/2, where each string su is interpreted as a vector of
indicators for the adjacency between vertex u ∈ ∪j∈[ε2n/2]L(Gj) and the respective R(Gj).
Observe that Alice can compute G without any communication, as this graph is completely
determined by her input. She then builds a sketch of this graph, that with probability ≥ 99/100,
succeeds in simultaneously approximating all cut queries within factor 1 ± γε, where γ > 0 is
a small constant to be determined later. This sketch is obtained from the theorem’s assumption
about m-bit sketches by standard amplification of the success probability from 3/4 to 0.99 (namely,
repeating r = O(1) times independently and answering any query with the median value of the r
answers). Alice then sends this O(m)-bit sketch to Bob.
Bob then uses his input i to compute j = j(i) ∈ [ε2n/2] such that the graph Gj contains vertex
i (i.e., the vertex whose neighbors are determined by si). Bob also interprets his input string t
as a vector of indicators determining a subset T ⊆ R(Gj). By construction of Gj , the neighbor
sets N(v) of the vertices v ∈ L(Gj) \ {i} are uniformly distributed, independently of T and of each
other; in particular, each |N(v) ∩ T | has a Binomial distribution B( 1
ε2
, 14).
Lemma 2.4. Using the O(m)-bit sketch he received from Alice, Bob can compute a “list” B ⊂
L(Gj) of size |B| = 12 |L(Gj)| = 12ε2 , and with probability at least 0.96, this list contains at least
4
5-fraction of the vertices in the set
Lhigh := {v ∈ L(Gj) : |N(v) ∩ T | ≥ 14ε2 + cε}. (1)
Moreover, Bob uses no information about his input i other than j = j(i).
Before proving the lemma, let us show how to use it to decide about ∆(si, t) and derive the
theorem. We will need also the following simple claim, which we prove further below.
Claim 2.5. With probability at least 0.98, the relative size of Lhigh is
|Lhigh|
|L(Gj)|
∈ [12 − 10c, 12 ].
We assume henceforth that the events described in the above lemma and claim indeed occur,
which happens with probability at least 0.94. Notice that ∆(si, t) = deg(i) + |T | − 2|N(i) ∩ T |.
Now suppose that ∆(si, t) ≤ 12ε2 − cε . Then |N(i) ∩ T | ≥ 14ε2 + c2ε , and because Bob’s list B is
independent of the vertex i ∈ L(Gj), we have Pr[i ∈ B] ≥ 45 |Lhigh|/|Lhigh| = 45 .
Next, suppose that ∆(si, t) ≥ 12ε2 + cε . Then |N(i) ∩ T | ≤ 14ε2 − c2ε , and using Claim 2.5,
Pr[i ∈ B] ≤ |B| −
4
5 |Lhigh|
|L(Gj)| ≤
1
4
.
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Thus, Bob can decide between the two cases with error probability at most 1/4. Overall, it follows
that Bob can solve the Gap-Hamming-Distance problem for (si, t), with overall error probability
at most 1/4 + 0.06 < 1/3, as required to prove the theorem.
Proof of Claim 2.5. By basic properties of the Binomial distribution (or the Berry-Esseen Theo-
rem), there are absolute constants 15 ≤ K1 ≤ K2 ≤ 5 such that for each vertex v ∈ L(Gj),
Pr
[
v ∈ Lhigh
]
= Pr
[
|N(v) ∩ T | ≥ 1
4ε2
+ cε
]
∈ [12 −K2c, 12 −K1c].
Denoting Z := |Lhigh|, we have by Hoeffding’s inequality,
Pr
[
|Z − E[Z]| > K1cε2
]
≤ 2e−12 (K1c)2(1/ε2) ≤ 0.02.
Thus, with probability at least 0.98, we have both bounds
Z ≤ E[Z] + K1c
ε2
≤ 1
2ε2
, and
Z ≥ E[Z]− K1c
ε2
≤ 1
2ε2
≥ (12 − 2K2c) 1ε2 ≥ 14ε2 .
Proof of Lemma 2.4. We now show how Bob creates the “list” B ⊂ L(Gj) of size |B| = 12ε2 . Bob
estimates the cut value for S ∪ T for every subset S ⊆ L(Gj) of size exactly 12ε2 . Observe that the
cut value for a given S is
δ(S ∪ T ) =
∑
v∈S
deg(v) +
∑
u∈T
deg(u)− 2
∑
v∈S
|N(v) ∩ T |.
The cut value is bounded by the number of edges in Gj , which is at most 1/ε
4, and since the
data structure maintains all the cut values within factor 1 + γε for an arbitrarily small constant
γ > 0, the additive error on each cut value is at most γ/ε3 Further, we can assume Bob knows
the exact degrees of all vertices (by adding them to the sketch, using O(n log 1ε ) bits), which he
can subtract off, and since scaling by −1/2 can only shrink the additive error, we can define the
“normalized” cut value
n(S, T ) :=
∑
v∈S
|N(v) ∩ T |,
which Bob can estimate within additive error γ/ε3. Bob’s algorithm is to compute these estimates
for all the values n(S, T ), and output a set S that maximizes his estimate for n(S, T ) as the desired
list B ⊂ L(Gj).
Let us now analyze the success probability of Bob’s algorithm. For each vertex v ∈ L(Gj), let
f(v) := |N(v) ∩ T |. Observe that each f(v) has a Binomial distribution B( 1
ε2
, 14 ), and they are
independent of each other. We will need the following bounds on the typical values of some order
statistics when taking multiple samples from such a Binomial distribution. Recall that the k-th
order statistic of a sample (multiset) x1, . . . , xm ∈ R is the k-th smallest element in that sample.
The following claim is proved further below.
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Claim 2.6. Let {Xj}j=1,...,m be independent random variables with Binomial distribution B(t, 14).
Let α ∈ (0, 12) such that (12 + α)m is integral, and both t,m ≥ 10/α2. Then
Pr
[
the (12 − α)m order statistic of {Xj} is ≤ 14t− α10
√
t
]
≥ 0.99, and
Pr
[
the (12 + α)m order statistic of {Xj} is ≥ 14t+ α10
√
t
]
≥ 0.99.
Sort the vertices v ∈ L(Gj) by their f(v) value, and denote them by v1, . . . , v1/ε2 such that
f(vi) ≤ f(vi+1). Applying the claim (for α = 0.05 and t,m = 1ε2 ), we see that with probability at
least 0.98, the difference
f(v0.55/ε2)− f(v0.45/ε2) ≥ 0.01/ε. (2)
We assume henceforth this event indeed occurs. Let S∗ include the 1
2ε2
vertices v ∈ L(Gj) with
largest f(v), i.e., S∗ := {vj}j>0.5/ε2 , and let S′ ⊂ L(Gj) be any subset of the same size such that
at least 110 -fraction of its vertices are not included in S
∗ (i.e., their order statistic in L(Gj) is at
most 1
2ε2
). Then we can write
n(S∗, T ) =
∑
j∈S∗
f(v) =
∑
j>0.5/ε2
f(vj),
n(S′, T ) =
∑
j∈S′
f(v) ≤
∑
j>0.6/ε2
f(vj) +
∑
0.4/ε2<j≤0.5/ε2
f(vj).
Now subtract them
n(S′, T )− n(S∗, T ) =
∑
0.5/ε2<j≤0.6/ε2
f(vj)−
∑
0.4/ε2<j≤0.5/ε2
f(vj),
observe that elements in the normalized interval (0.5, 0.55] dominate those in (0.45, 0.5],
≥
∑
0.55/ε2<j≤0.6/ε2
f(vj)−
∑
0.4/ε2<j≤0.45/ε2
f(vj)
and bound the remaining elements using (2),
≥ (0.05/ε2)[f(v0.55/ε2)− f(v0.45/ε2)] ≥ 0.0005/ε3 .
Bob’s estimate for each of the values n(S∗, T ) and n(S′, T ) has additive error at most γ/ε3, and
therefore for suitable γ = 10−4, the list B Bob computes cannot be this set S′. Thus, Bob’s list B
must contain at least 9/10-fraction of S∗, i.e., the 1
2ε2
vertices v ∈ L(Gj) with highest f(v).
Recall from Claim 2.5 that with probability at least 0.98, we have 1
4ε2
≤ |Lhigh| ≤ 12ε2 , and
assume henceforth this event occurs. Since S∗ includes the 12ε2 vertices with highest f -value, it
must contain all the vertices of Lhigh, i.e., Lhigh ⊆ S∗. We already argued that Bob’s list B
contains all but at most 110 |S∗| = 120ε2 vertices of S∗, and thus
|Lhigh \B|
|Lhigh|
≤ |S
∗ \B|
|Lhigh|
≤
1
20ε2
1
4ε2
=
1
5
.
This bound holds with probability at least 0.96 (because of two events that we ignored, each having
probability at most 0.02) and this proves Lemma 2.4.
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Proof of Claim 2.6. The (12 − α)m order statistic of {Xj} is smaller or equal to T := 14t − α10
√
t
if and only if at least (12 − α)m elements are smaller or equal to T , which can be written as∑m
j=1 1{Xj≤T} ≥ (12 − α)m.
Now fix j ∈ {1, . . . , t}. Then
Pr[Xj ≤ T ] = Pr[Xj ≤ 14t] · Pr[Xj ≤ T | Xj ≤ 14 t], (3)
and by the Binomial distribution’s relationship between mean and median, Pr[Xj ≤ 14 t] ≥ 12 .
Elementary but tedious calculations (or the Berry-Esseen Theorem) show there is an absolute
constant K ∈ (0, 5) such that
Pr
[
1
4t− α10
√
t < Xj ≤ 14 t
]
≤ K α10 · Pr
[
Xj ≤ 14t
]
,
and plugging into (3), we obtain Pr[Xj ≤ T ] ≥ 12(1−K α10 ) ≥ 12 − 12α.
Now bound the expectation by E[
∑m
j=1 1{Xj≤T}] ≥ (12− 12α)m, and apply Hoeffding’s inequality,
Pr
[∑
j
1{Xj≤T} < (
1
2 − α)m
]
≤ e−12 (12α)2m = e−α2m/8 ≤ 0.01,
where the last inequality follows since α2m is sufficiently large.
2.2 The communication lower bound
We now prove Theorem 2.3 (see Theorem 2.10 below), by considering distributional communication
problems between two parties, Alice and Bob, as defined below. We restrict attention to the one-
way model, in which Alice sends to Bob a single message M that is a randomized function of her
input (using her private randomness), and Bob outputs the answer.
Distributional versions of Gap-Hamming-Distance. Recall that our analysis is asymptotic
for ε tending to 0, and let 0 < c < 1 be a parameter, considered to be a sufficiently small constant.
Alice’s input is S ∈ {0, 1} 1ε2 , Bob’s input is T ∈ {0, 1} 1ε2 , where the Hamming weights are wt(S) =
wt(T ) = 1
2ε2
, and Bob needs to evaluate the partial function
fc(S, T ) =
{
1 if ∆(S, T ) ≥ 1
2ε2
+ cε ;
0 if ∆(S, T ) ≤ 1
2ε2
− cε .
The distribution µ we place on the inputs (S, T ) is the following: S is chosen uniformly at random
with wt(S) = 12ε2 , and then with probability
1
2 , we choose T uniformly at random with wt(T ) =
1
2ε2
subject to the constraint that ∆(S, T ) ≥ 12ε2 + cε , while with the remaining probability 12 , we choose
T uniformly at random with wt(T ) = 1
2ε2
subject to the constraint that ∆(S, T ) ≤ 1
2ε2
− cε . We say
Alice’s message M =M(S) is δ-error for (fc, µ) if Bob has a reconstruction function R for which
Pr
(S,T )∼µ, private randomness
[R(M,T ) = fc(S, T )] ≥ 1− δ.
Now consider a related but different distributional problem. Alice and Bob have S, T ∈ {0, 1} 1ε2 ,
respectively, each of Hamming weight exactly 1
2ε2
, and Bob needs to evaluate the function
g(S, T ) =
{
1 if ∆(S, T ) > 12ε2 ;
0 if ∆(S, T ) ≤ 1
2ε2
.
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We place the following distribution ζ on the inputs (S, T ): S and T are chosen independently and
uniformly at random among all vectors with Hamming weight exactly 1
2ε2
. We say a message M is
δ-error for (g, ζ) if Bob has a reconstruction function R for which
Pr
(S,T )∼ζ, private randomness
[R(M,T ) = g(S, T )] ≥ 1− δ.
Let I(S;M) = H(S)−H(S|M) be the mutual information between S andM , whereH is the en-
tropy function. Define ICµ,δ(fc) := minδ-error M for (fc, µ) I(S;M) and ICζ,δ(g) := minδ-error M for (g, ζ) I(S;M).
Lemma 2.7. For all δ > 0, ICµ,δ(fc) ≥ ICζ,δ+O(c)(g).
Proof. It suffices to show that if M is δ-error for (fc, µ), then M is (δ+O(c))-error for (g, ζ). Since
M is δ-error for (fc, µ), Bob has a reconstruction function R for which
Pr
(S,T )∼µ, private randomness
[R(M,T ) = fc(S, T )] ≥ 1− δ.
Now consider Pr(S,T )∼ζ, private randomness[R(M,T ) = g(S, T )]. Observe that whenever (S, T ) lies in
the support of µ, if R(M,T ) = fc(S, T ), then R(M,T ) = g(S, T ). The probability that (S, T ) lies in
the support of µ is 1−O(c), by standard anti-concentration arguments of the Binomial distribution
(or the Berry-Esseen Theorem), and conditioned on this event we have that (S, T ) is distributed
according to µ. Hence, Pr(S,T )∼ζ, private randomness[R(M,T ) = g(S, T )] ≥ [1 − O(c)][1 − δ] ≥ 1 −
O(c)− δ.
We now lower bound ICζ,δ(g).
Lemma 2.8. For δ0 > 0 a sufficiently small constant, ICζ,δ0(g) = Ω
(
1
ε2
)
.
Proof. We use the following lower bound of Braverman, Garg, Pankratov and Weinstein [BGPW13]
for the following hc(S, T ) problem. Like before, Alice has S ∈ {0, 1}
1
ε2 , Bob has T ∈ {0, 1} 1ε2 , and
needs to evaluate the partial function
hc(S, T ) =
{
1 if ∆(S, T ) ≥ 1
2ε2
+ cε ;
0 if ∆(S, T ) ≤ 1
2ε2
− cε .
However, now wt(S) and wt(T ) may be arbitrary. Moreover, S and T are chosen independently
and uniformly at random from {0, 1} 1ε2 . Denote this by (S, T ) ∼ η. Now it may be the case that∣∣∆(S, T )− 1
2ε2
∣∣ < cε , in which case Bob’s output is allowed to be arbitrary. A message M is δ-error
for (hc, η) if Bob has a reconstruction function R for which
Pr
(S,T )∼η, private randomness
[
(R(M,T ) = hc(S, T )) ∧
(∣∣∣∣∆(S, T )− 12ε2
∣∣∣∣ ≥ cε
)]
≥ 1− δ.
It was proved in [BGPW13] that for a sufficiently small constant δ > 0,
ICη,δ(h1) := min
δ-error M for (h1, η)
I(S;M) ≥ C
ε2
,
for an absolute constant C > 0. We show how to apply this result to prove the lemma.
10
An immediate corollary of this result is that ICη,δ(g) := minδ-error M for (g, η) I(S;M) ≥ Cε2 .
Indeed, if M is δ-error for (g, η), then it is also δ-error for (h1, η).
Now let M be a δ-error protocol for (g, ζ). Consider the following randomized protocol M ′ for
g with inputs distributed according to η. Given S, Alice computes s = wt(S). If s < 1
2ε2
, Alice
randomly chooses 1
2ε2
−s coordinates in S that are equal to 0 and replaces them with a 1, otherwise
she randomly chooses s− 1
2ε2
coordinates in S that are equal to 1 and replaces them with a 0. Let
S′ be the resulting vector. Alice sends M(S′) to Bob, i.e., M ′(S) := M(S′). Given the message
M(S′) and his input T , Bob first computes t = wt(T ). If t < 12ε2 , Bob randomly chooses
1
2ε2 − t
coordinates in T which are equal to 0 and replaces them with a 1, otherwise he randomly chooses
t− 12ε2 coordinates in T which are equal to 1 and replaces them with a 0. Let T ′ be the resulting
vector. Suppose R is such that Pr(S′,T ′)∼ζ, private randomness[R(M(S
′), T ′) = g(S′, T ′)] ≥ 1 − δ. Bob
outputs R(M(S′), T ′).
We now lower bound Pr[g(S′, T ′) = g(S, T )], where the probability is over (S, T ) ∼ η and the
random choices of Alice and Bob for creating S′, T ′ from S, T , respectively. First, the number
of coordinates changed by Alice or Bob is r = Θ(1/ε) with arbitrarily large constant probability.
Since S and T are independent and uniformly random, after performing this change, the Hamming
distance on these r coordinates is r2 ± O(
√
r) with arbitrarily large constant probability. Finally,∣∣∆(S′, T ′)− 1
2ε2
∣∣ = ω(√r) with arbitrarily large constant probability. Hence, with arbitrarily large
constant probability, g(S′, T ′) = g(S, T ). It follows that Pr[g(S′, T ′) = g(S, T )] ≥ 1 − γ for an
arbitrarily small constant γ > 0, and therefore if R′ describes the above reconstruction procedure
of Bob, then Pr(S,T )∼η, private randomness[R
′(M ′(S), T ) = g(S, T )] ≥ 1− γ − δ.
Hence, M ′ is a (δ + γ)-error protocol for (g, η). We now bound I(M ′;S) in terms of I(M ;S′).
Let J be an indicator random variable for the event wt(S) ∈
[
1
2ε2
− 1
ε3/2
, 1
2ε2
+ 1
ε3/2
]
. Then Pr[J =
1] = 1− o(1), where o(1)→ 0 as ε→ 0. Since conditioning on a random variable Z can change the
mutual information by at most H(Z), we have
I(M ′;S) ≤ I(M ′;S | J) +H(J) ≤ I(M ′;S | J = 1) + 1. (4)
S is a probabilistic function of S′, which if J = 1, is obtained by changing at most 1/ε3/2 randomly
chosen coordinates A1, . . . , A1/ε3/2 of S
′ from 0 to 1 or from 1 to 0. By the data processing inequality
and the chain rule for mutual information,
I(M ′;S | J = 1) ≤ I(M ′;S′, A1, . . . , A1/ε3/2 | J = 1)
= I(M ′;S′ | J = 1) +
1/ε3/2∑
ℓ=1
I(M ′;Aℓ | J = 1, A1, . . . , Aℓ−1)
≤ I(M ′;S′ | J = 1) +O
(
log(1/ε)
ε3/2
)
. (5)
Observe that the joint distribution of M ′(S′) and S′ is independent of J , and moreover is equal to
the joint distribution of M(S′) and S′ ∼ ζ. We can take M to be a δ-error protocol for (g, ζ) for
which I(M(S′);S′) = ICζ,δ(g). Combining this with (4) and (5), I(M
′;S) ≤ ICζ,δ(g)+O
(
log(1/ε)
ε3/2
)
.
Now since M ′ is a (δ + γ)-error protocol for (g, η), we have I(M ′;S) ≥ ICη,δ+γ(g) ≥ Cε2 , provided
δ and γ are sufficiently small constants. It follows that ICζ,δ(G) ≥ Cε2 − O
(
log(1/ε)
ε3/2
)
≥ C
2ε2
, as
desired.
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Corollary 2.9. For sufficiently small constants δ, c > 0, ICµ,δ(fc) = Ω(1/ε
2).
Proof. This follows by combining Lemmas 2.7 and 2.8.
n-fold version of Gap-Hamming-Distance. We now consider the n-fold problem in which
Alice is given n strings S1, . . . , Sn ∈ {0, 1}1/ε2 , and Bob has an index I ∈ [n] together with one
string T ∈ {0, 1}1/ε2 . Here (SI , T ) ∼ ζ, while Sj for j 6= I, are chosen independently and uniformly
at random from all Hamming weight 1
2ε2
vectors. Thus the joint distribution of S1, . . . , Sn is n i.i.d.
strings drawn uniformly from {0, 1}1/ε2 subject to each of their Hamming weights being 1
2ε2
. Here
I is drawn independently and uniformly from [n]. We let ν denote the resulting input distribution.
We consider the one-way two-party model in which Alice sends a single, possibly randomized
message M of her inputs S1, . . . , Sn, and Bob needs to evaluate h(S1, . . . , Sn, T ) = fc(SI , T ). We
say M is δ-error for (h, ν) if Bob has a reconstruction function R for which
Pr
inputs∼ν, private randomness
[
(R(M,T, I) = fc(SI , T )) ∧
(∣∣∣∣∆(SI , T )− 12ε2
∣∣∣∣ ≥ cε
)]
≥ 1− δ.
Let ICν,δ(h) := minδ-error M for (h, ν) I(S1, . . . , Sn;M).
Theorem 2.10. For a sufficiently small constant δ > 0, ICν,δ(h) = Ω(n/ε
2). In particular, the
distributional one-way communication complexity of h under input distribution ν is Ω(n/ε2).
Proof. Say an index i ∈ [n] is good if
Pr
inputs∼ν, private randomness
[
(R(M,T, I) = fc(SI , T )) ∧
(∣∣∣∆(SI , T )− c
2ε2
∣∣∣ ≥ 1
ε
)
| I = i
]
≥ 1− 2δ.
By a union bound, there are at least n/2 good i ∈ [n]. By the chain rule for mutual information
and using that the Si are independent and conditioning does not increase entropy,
I(M ;S1, . . . , Sn) ≥
n∑
i=1
I(M ;Si) ≥
∑
good i
I(M ;Si).
We claim that for each good i, I(M ;Si) ≥ ICµ,2δ(fc). Indeed, consider the following protocol Mi
for fc under distribution µ. Alice, given her input S for fc, uses her private randomness to sample
Sj for all j 6= i independently and uniformly at random from {0, 1}1/ε2 subject to each of their
Hamming weights being 12ε2 . Bob sets I = i and uses his input T for fc as his input for h. Since i
is good, it follows that Mi is 2δ-error for (fc, ζ). Hence I(M ;Si) ≥ ICµ,2δ(fc), which by Corollary
2.9, is Ω(1/ε2) provided δ > 0 is a sufficiently small constant. Hence, ICν,δ = Ω(n/ε
2). Since
ICν,δ(h) ≤ I(M ;S1, . . . , Sn) for each δ-error M for (h, ν), and I(M ;S1, . . . , Sn) ≤ H(M) which is
less than the length of M , the communication complexity lower bound follows.
2.3 Cut-sparsifiers lower bound
We now prove Theorem 2.2. Fix n and ε, and assume that every n-vertex graph has a (1+γε/2)-cut
sparsifier with at most s edges, for a small constant γ > 0 to be determined later. We wish to prove
a lower bound on s. Consider then the random graph G constructed in the proof of Theorem 2.1,
as a disjoint union of graphs {Gj : j ∈ [ε2n/2]}, each being a bipartite graph with 1/ε2 vertices in
each side. By our assumption above, such G (always) has a subgraph H which is a (1 + γε/2)-cut
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sparsifier having at most s edges. By Theorem 2.1, answering all possible cut queries correctly (in
the sense of approximation factor 1 ± ε with probability 1) requires sketch size Ω(n/ε2) bits. In
fact, by inspecting the proof (specifically, of Lemma 2.4) the above holds even if the correctness (1)
holds only for cut queries contained in a single Gj , i.e., queries S∪T for S ⊂ L(Gj) and T ⊂ R(Gj);
and (2) allows for each cut value an additive error of γ/ε3, where γ = 10−4. The idea now is to
encode H using m ≈ s bits in a way that suffices to correctly answer all such cut queries i.e., in
the context of Lemma 2.4, Alice will encode H and send it as her sketch to Bob. The sketch-size
bound m ≥ Ω(n/ε2) we proved for G would then imply a similar bound on s.
Consider then the sparsifier H, which is an edge-weighted graph, while the edges of G all have
unit weight. Observe that H must be a union of disjoint graphsHj on L(Gj)∪R(Gj) for j ∈ [ε2n/2],
because H must preserve the corresponding cut, which has value zero. Let sj denote the number
of edges in Hj. It will be convenient to consider each such graph separately, so fix for now some
j ∈ [ε2n/2].
Consider first the case sj ≤ γ2/(6ε4), and let us show how to encode Hj. Construct from Hj
another graph H ′j by rounding every non-integral edge weight to one of its two nearby integers
independently at random, in an unbiased manner. Specifically, each edge weight w > 0 is rounded
upwards to w′ = ⌈w⌉ with probability w − ⌊w⌋, and downwards to w′ = ⌊w⌋ otherwise. Now
consider a fixed cut query S ∪ T in Gj , denoting by δH(S ∪ T ) its cut value in H, and similarly for
H ′. Then E[δH′(S ∪ T )] = δH(S ∪ T ), and since the number of edges participating in this cut (in
Hj) is at most sj ≤ γ2/(6ε4), by Hoeffding’s inequality for t = γ/(2ε3),
Pr
[
|δH′(S ∪ T )− δH(S ∪ T )| > t
]
≤ e−2t2/sj ≤ e−3/ε2 .
Applying a union bound over at most 22/ε
2
possible cut queries S∪T , we see that there exists H ′j (it
is in fact obtained with high probability) such that for every cut query, the cut value in H ′j is within
additive γ/(2ε3) from the cut value in Hj, which in turn is within additive γε/2 · 1/ε4 = γ/(2ε3)
from the cut value in Gj . Hence, such H
′
j approximates all the cut values in Gj sufficiently well
for our intended application, and Alice’s sketch will thus encode H ′j instead of Hj. To simplify the
description, let us include in H ′j also edges of weight zero, and then H
′
j has exactly sj edges (same
as in Hj). We further claim that the total edge-weight in H
′
j is at most 2/ε
4. To see this, observe
that (i) the total edge-weight in H ′j (and similarly for Gj) is exactly twice the expected cut value
of a random query in that graph; and (ii) this expected cut value in H ′j differs from the respective
expectation in Gj by at most additive γ/(2ε
3). It follows that the total edge-weight in H ′j is at
most 1/ε4 larger than that in Gj , which in turn is at most 1/ε
4.
The encoding of H ′j has two parts, which describe separately the edges of H
′
j (without their
weights), and their weights (assuming the edges are known). Since H ′j has 1/ε
2 vertices in each
side, the number of possibilities for sj edges (without their weights) among
(
2/ε2
2
) ≤ 2/ε4 vertex
pairs is at most
(
2/ε4
sj
)
. Given the identity of sj edges in H
′
j, the number of possibilities for their
weights (recall the weights are integral and add up to at most 2/ε4) is at most
(sj+2/ε4
sj
) ≤ (4/ε4sj ).
We conclude that H ′j can be encoded, on its two parts, using O(log
(4/ε4
sj
)
) bits.
The second case sj > γ
2/(6ε4) is very simple, and just encodes the original Gj (instead of encod-
ing Hj), which trivially provides the value of every cut query inside Gj exactly. A straightforward
encoding of Gj takes 1/ε
4 bits.
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Concatenating these encodings over all j ∈ [ε2n/2], yields a sketch that can approximate the
value of all the needed cut queries (those that are inside a single Gj) within additive error γ/ε
3.
It remains to bound the size of this sketch. The number of j’s that fall into the second case
sj > γ
2/(6ε4) is at most
∑
j sj
γ2/(6ε4) =
6ε4s
γ2 , and thus the total size of their encodings is at most
6s/γ2 bits. For j’s that fall into the first case, we use the fact
(p
k
) · (p′k′) ≤ (p+p′k+k′), and get that
the total size of their encodings is at most
∑
j O(log
(
4/ε4
sj
)
) ≤ O(log (2n/ε2s )) = O(s log(ε−2n/s))
bits. Altogether, there is a sketch of size m = O(s(γ−2 + log(ε−2n/s))) bits that encodes all the
relevant cuts in G within the desired accuracy. Recalling that γ is a constant and our sketch-size
lower bound m ≥ Ω(n/ε2) (from Lemma 2.4 and Theorem 2.3), we conclude that the number of
edges in H is s ≥ Ω(n/ε2), which proves Theorem 2.2.
3 Sketching Algorithm for Graph Cuts
Let G = (V,E,w) be a graph with n = |V | vertices and edge weights w : E → R+. The goal is to
construct a sketch for G that preserves each cut with constant probability. For this goal we prove
the following theorem.
Theorem 3.1. Given a weighted graph G = (V,E,w) on n vertices, where the non-zero weights
are in the range [1,W ], and 1/n ≤ ε ≤ 1/30, there exists a cut sketch of size O˜(n/ε · log logW )
bits. Specifically, for every query S ⊂ V , the sketch produces a 1 +O(ε) approximation to w(S, S¯),
with probability at least 7/9.
In this section, we focus on the case when the non-zero edge weights are in the polynomial range,
i.e., W = n5, as this is the crux of the construction. We show how to extend the construction to
the general–weights case in Section 4.
We will say that aˆ > 0 is a ρ-approximation to a > 0 (for ρ ≥ 1) if their ratio is aˆ/a ∈ [1/ρ, ρ].
For an edge weights function w, let w(A,B) denote the total weight of edges connecting two disjoint
subsets A,B ⊂ V .
3.1 Construction
Below, we show how to sketch the graph, as well as how to estimate the cut size given the sketch.
Sketching Algorithm. The sketch has two components. The first component is a standard
1.4-cut sparsifier (recall that a (1 + ε)-cut sparsifier is a sparse graph H on same vertex-set, which
approximates every cut in G within a factor of 1 + ε). We can use the construction of Benczu´r
and Karger [BK96], or subsequent constructions [SS11, BSS12, FHHP11, KP12] (some of which
produce a spectral sparsifier, which is only stronger); any of these methods will produce a graph
H with O˜(n) edges.
The second component is the main ingredient of the sketch, and is described next. Let C˜ =
{1.4i | 0 ≤ i ≤ log1.4 n5} be the set of size O(log n) such that each cut value in G is 1.4-approximated
by some value c ∈ C˜. For each value c ∈ C˜ we construct a structure Dc as follows. First by scaling
all the edge weights, let us assume c = 1. Now discard every edge e whose (scaled) weight is we > 5.
In the next step, called importance sampling, we sample each (remaining) edge e ∈ E inde-
pendently with probability pe := min{we/ε2, 1}, and assign the sampled edges new edge weights
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w˜e := we/pe. Notice that w˜e ∈ [ε2, 5]. (It may be convenient to consider the non-sampled
edges as having weight w˜e := 0.) Now let E˜ be the set of sampled edges, and partition it into
l = O(log 1ε ) classes according to the (new) edge weights, namely, E˜ = L1 ∪ · · · ∪ Ll where
Li = {e ∈ E : w˜e ∈ (5 · 2−i, 5 · 2−i+1]}.
For each class Li, recursively partition the graph (V,Li) as follows: break the current cluster
P ⊆ V whenever it contains a subset P ′ ⊂ P of size |P ′| ≤ |P |/2 such that di(P ′, P \P ′)/|P ′| ≤ 1/ε,
where di(A,B) is the number (not weight) of class Li edges connecting between two disjoint subsets
A,B ⊂ V . Once the recursive partitioning process is finished, denote the resulting partition of V
by Pi, and store in the sketch all the edges EPi connecting different parts of Pi. In addition,
store for every vertex v ∈ V its “weighted degree”, i.e., the total weight of its incident class Li
edges w˜i(v) :=
∑
e∈Li:v∈e
w˜e. From the remaining edges (those inside a part of Pi), we store the
following sample: for every non-isolated vertex store s = 1/ε incident edges, each chosen uniformly
at random with replacement. For every stored edge e ∈ Li (from EPi or not), the sketch keeps the
edge weight w˜e.
Estimation algorithm. Given a query subset S ⊂ V , first use the graph sparsifier H to compute
c˜, a 1.4-approximation to the desired cut value w(S, S¯), and use the structure Dc, where c ∈ C˜ is a
1.4-approximation to c˜/(1.4)2, namely, c ∈ [c˜/(1.4)3, c˜/1.4]. Now estimate the contribution to the
cut from edges in each class Li as follows.
The contribution from a single class Li, i ∈ [l] is composed of two terms. The first term is the
total w˜e weight of edges between S and S¯ that are in the set EPi (recall the sketch stores all edges
between different parts of Pi).
The second term estimates the w˜e weight of edges inside each part P ∈ Pi. Specifically, check
whether |S ∩P | ≤ |P |/2 or |S¯ ∩P | < |P |/2. In the first case, the estimate IP for P is given by the
sum over all vertices in S ∩P , of their “weighted degree” (which is stored in the sketch) minus the
(appropriately scaled) weight w˜ of sampled edges that are inside S ∩ P . Formally, we define
IP :=
∑
x∈S∩P
[
w˜i(x)− dix(P )s
∑
e∈Lix
1{e∈E(S,S¯)}w˜e
]
, (6)
where dix(T ) is the number of class Li edges from vertex x to a set T ⊂ V , and Lix is the multiset
of s class Li edges incident to x (the sample chosen by the sketching algorithm). In the second case
(|S¯ ∩ P | < |P |/2), the estimate is similar except that we now use the “weighted degrees” in S¯ ∩ P
and total weight of edges inside S¯ ∩ P .
The overall second term is the sum of these estimates over all parts P ∈ Pi. The final estimate
is just the sum of these two terms over all classes Li.
3.2 Size and Correctness Guarantees
First we show the bound on space usage. The sparsifier H has O˜(n) edges. By construction, we
have O(log n) possible cut values C˜ and for each one, we have l = O(log 1ε ) ≤ O(log n) edge weight
classes. For each weight class Li, the sketch stores (1) at most O(
1
εn log n) edges in EPi , because
each step in the recursive partitioning process contributes di(P
′, P \P ′)/|P ′| ≤ 1/ε edges per vertex
in P ′, and each vertex appears in the smaller subset P ′ at most log n times; and (2) at most n/ε
sampled edges, because for every non-isolated vertex we sample s = 1/ε incident edges. All in all,
we have O˜(n/ε) edges, each requiring O(log n) bits.
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We proceed to analyze the accuracy of the estimation procedure. Fix a query S ⊂ V . After
consulting the sparsifier H, we can approximate w(S, S¯) within factor (1.4)2 < 2 and thus use a
data structure Dc where c ≤ w(S, S¯) ≤ 4c. Thus, by rescaling to c = 1, we need to 1 + ε estimate
the cut value w(S, S¯) which is between 1 and 4.
First, note that the discarded edges do not affect the solution since they could not have been
part of w(S, S¯) as they are too heavy. Second, we bound the effect of the importance sampling
step on the value of the cut, namely, that with high probability w˜(S, S¯) is a 1 + ε approximation
to w(S, S¯). Indeed, its expectation E[w˜(S, S¯)] = w(S, S¯) since every edge e that was not discarded
satisfies E[w˜e] = we (and more generally, it is a Horvitz-Thompson estimator), and its variance is
Var[w˜(S, S¯)] =
∑
e∈E(S,S¯)
Var[w˜e] =
∑
e∈E(S,S¯)
w2e/pe − w2e ≤
∑
e∈E(S,S¯)
ε2we = ε
2w(S, S¯),
where the inequality is verified separately for pe = 1 and for pe = we/ε
2. Thus, by Markov’s
inequality, with probability at least 8/9, we have |w˜(S, S¯)−w(S, S¯)| ≤ 3ε
√
w(S, S¯) ≤ 3ε ·w(S, S¯).
Next, we show that the rest of the procedure is likely to estimate w˜(S, S¯) well. Let ci be the
contribution to w˜(S, S¯) by edges in class Li; hence
∑l
i=1 ci = w˜(S, S¯) and each ci ≤ w˜(S, S¯) ≤
(1+3ε)w(S, S¯) ≤ 5. Let us also denote λi := 5·2−i, then all edges e ∈ Li have weight w˜e ∈ [λi, 2λi].
Let cˆi be the contribution of edges of class Li to the estimate computed by the algorithm; it is
equal to
∑
e∈EPi∩E(S,S¯)
w˜e, which is computed exactly because the sketch stores all edges between
different parts of Pi, plus the sum over all parts P ∈ Pi of their estimate IP . Recall that, in
(6), each IP is the sum of “weighted degrees” in either S ∩ P or S¯ ∩ P (whichever has smaller
cardinality), minus the appropriately scaled weight of edges inside that subset.
It is easy to verify that cˆi is an unbiased estimator for ci, namely, E[cˆi] = ci. We now analyze
its variance, which comes only from the estimators IP of edges inside each P ∈ Pi. We can assume
that for each P ∈ P we have |S ∩P | ≤ |P |/2 (otherwise, exchange S ∩P and S¯ ∩P ). Let ci(P ) be
the weight of the cut w˜(S, S¯) inside P , restricted to edges from class Li. Then
∑
P∈Pi
ci(P ) ≤ ci.
In each part P , the variance of IP comes only from the sampled edges (since the “weighted degrees”
are known exactly):
Var[IP ] =
∑
x∈S∩P
(
dix(P )
s
)2
Var
[ ∑
e∈Lix
1{e∈E(S,S¯)}w˜e
]
≤
∑
x∈S∩P
(
dix(P )
s
)2
· s · dix(S∩P )dix(P ) · (2λi)
2
= 4ελ2i
∑
x∈S∩P
dix(P ) · dix(S ∩ P )
≤ 4ελ2i · |S ∩ P |
∑
x∈S∩P
dix(P )
≤ 4ελ2i · |S ∩ P | ·
[
di(S ∩ P, S¯ ∩ P ) + 2|S ∩ P |2
]
.
By the stopping condition of the recursive partitioning |S ∩ P | ≤ ε · di(S ∩ P, S¯ ∩ P ), and thus
Var[IP ] ≤ 4ε2λ2i (di(S ∩ P, S¯ ∩ P ))2
[
1 + 2ε2di(S ∩ P, S¯ ∩ P )
]
.
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Observe that ci(P ) consists of di(S ∩ P, S¯ ∩ P ) edges whose w˜ weight is in the range [λi, 2λi],
hence λidi(S ∩ P, S¯ ∩ P ) ≤ ci(P ). Using ci(P ) ≤ ci ≤ 5 and λi ≥ ε2, we can further derive
ε2di(S ∩ P, S¯ ∩ P ) ≤ 5, which together give
Var[IP ] ≤ 44ε2(ci(P ))2.
Therefore, the total variance over all parts P ∈ Pi is
Var[cˆi] =
∑
P∈Pi
Var[IP ] ≤ 44ε2
∑
P∈Pi
(ci(P ))
2 ≤ 44ε2c2i .
It follows that the algorithm’s final estimate cˆ :=
∑l
i=1 cˆi is unbiased, namely,
E[cˆ] =
∑
i
E[cˆi] =
∑
i
ci = w˜(S, S¯),
and its total variance (over all levels i) is
Var[cˆ] =
∑
i
Var[cˆi] ≤ 44ε2
∑
i
c2i ≤ 44ε2w˜(S, S¯).
Thus, by Markov’s inequality, with probability at least 8/9, we have that |cˆ−w˜(S, S¯))| ≤ 3ε
√
44 w˜(S, S¯) ≤
21ε w˜(S, S¯), where the last inequality uses that w˜(S, S¯) ≥ (1− 3ε)w(S, S¯) ≥ 9/10. Altogether, we
obtain that with probability at least 7/9, the algorithm’s estimate cˆ is a 1 + O(ε) approximation
for w˜(S, S¯), and also the latter quantity is a 1+O(ε) approximation for w(S, S¯), Or, more directly,
|cˆ− w(S, S¯)| ≤ 3εw(S, S¯) + 21ε(1 + 3ε)w(S, S¯) ≤ 27εw(S, S¯),
which completes the proof of Theorem 3.1.
4 Extending the Sketching Algorithm to General Edge Weights
We now build on the results of Section 3 for polynomial weights to show the upper bound (Theorem
3.1) for general edge weights. Concretely, assume there is a sketching algorithm, which we shall
call the “basic sketch”, for the case where all edge weights are in a polynomial range, say for
concreteness [1, n5] (which by scaling is equivalent to the range [b, n5b] for any b > 0), which uses
space O˜(n/ε). We may assume the success probability of this sketch is at least 1 − 1/n8, e.g., by
using standard amplification using O(log n) repetitions, thereby increasing the sketch size by at
most O(log n) factor. Throughout, we measure the memory usage in machine words, and assume
that a machine word can accommodate the weight of an edge and also at least 2 log n bits. As
before, we may assume ε > 1/n, as otherwise the theorem is trivial.
4.1 Construction
Sketching Algorithm. The sketch has two components. The first component is essentially a
maximum-weight spanning tree T computed using Kruskal’s algorithm. Specifically, start with T
as an empty graph on vertex set V (so every vertex forms a connected component of size one),
and then go over the edges e ∈ E in some order pi of decreasing weight, each time adding e to
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the current T if this would not close a cycle in T (i.e., the endpoints of e are currently in different
connected components). If the edge weights are all distinct, then pi is unique; otherwise, fix some
pi by breaking ties arbitrarily (and use the same pi later, for sake of consistency). At the end, T
is a spanning tree and has n − 1 edges. Our sketch stores the list of edges that form T , denoted
e1, e2, . . . , en−1 ∈ E, sorted in order of insertion (which is also their ordering according to pi).
The second component is computed by iterating over e1, . . . , en−1; in iteration j, we consider
the graph obtained from G in three steps: (i) remove all edges e ∈ E of weight w(e) < w(ej)/n3;
(ii) change all edges e ∈ E of weight w(e) ≥ n2 ·w(ej) to have infinite weight; and (iii) contract all
edges of infinite weight, keeping parallel edges (self-loops may be removed as they will have no effect
anyway).3 We denote the graph obtained after step (ii) by Gj , and the one obtained after step (iii)
by G′j . Notice that from the perspective of cuts, Gj and G
′
j are equivalent, and we thus refer to
G′j as the reduced form of Gj . Observe that G
′
j has at most n vertices, and its edge weights lie in
the range [n−3 · w(ej), n2 · w(ej)], so in principle, we can apply the assumed sketching algorithm
(that works for edge weight in a polynomial range) on G′j . We do so (apply the assumed sketching
algorithm) and store its result in our sketch, but with two twists: First, we apply the assumed
sketching algorithm separately on every connected component of G′j of size at least 2 rather than
on the entire G′j . Second, we do it only if there is no earlier iteration k < j with w(ek)/w(ej) < 2
for which we already sketched and stored G′k. For instance, if w(ej−1) = w(ej), then G
′
j−1 and G
′
j
are identical and G′j will not be stored (because of k = j − 1 or an even smaller k).
Estimation algorithm. Given a query subset S ⊂ V , find the smallest j ∈ [n − 1] such that
ej crosses the cut (S, S¯); such j exists because {e1, . . . , en−1} forms a spanning tree. We further
show in Lemma 4.1 below that ej is a heaviest edge in this cut, hence w(S, S¯)/w(ej) ∈ [1, n2]. Now
find the largest k ≤ j for which we sketched and stored G′k; by construction w(ek)/w(ej) ∈ [1, 2).
Lemma 4.2 below proves that the cut values in G and in Gk are almost the same. Next, compute
the connected components of the graph (V, {e1, . . . , ek}), and observe they must be exactly the
same as the connected components of Gk. Obviously, the value of the cut (S, S¯) in Gk is just the
sum, over all connected components V ′ ⊂ V in Gk, of the contribution to the cut from edges inside
that component, namely w(S ∩ V ′, S¯ ∩ V ′). Recall that G′k has essentially the same cuts as Gk
and we can thus estimate each such term w(S ∩ V ′, S¯ ∩ V ′) using the sketch we prepared for G′k
(more precisely, using the sketch of the respective component V ′ of G′k, unless |V ′| = 1 in which
case that term is trivially 0). To this end, we need to find out which vertices of Gk were merged
together to form G′k, which can be done using e1, . . . , en−1 as follows. Find the largest k
∗ such
that w(ek∗) ≥ n2 · w(ek), and compute the connected components of the graph (V, {e1, . . . , ek∗}).
Lemma 4.3 below proves that these connected components (or more precisely the partition of V
they induce) are exactly the subsets of vertices that are merged in Gk to create G
′
k. Now that
know the vertex correspondence between Gk and G
′
k, we estimate the cut value w(S ∩ V ′, S¯ ∩ V ′)
by simply using the estimate for the corresponding cut value in G′k, where the latter is obtained
using the basic sketch prepared for G′k.
3We manage vertex names in a systematic manner, e.g., a merging of vertices u, v keeps the lexicographically
smaller name.
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4.2 Accuracy Guarantee
The accuracy of the estimation algorithm follows from the above discussion, which uses the three
lemmas below, together with a union bound over the events of an error in any of the basic estimates
used along the way, the number of which is O(n), because they correspond to disjoint subsets of V .
(The union bound is applicable because these basic sketch are queried in a non-adaptive manner,
or alternatively, because we make at most one query to every basic sketch that is constructed
independently of the others.)
Lemma 4.1. Fix S ⊂ V and let e′ ∈ E be the first edge, according to the ordering pi, that crosses
the cut (S, S¯). Then this e′ is the first edge in the sequence e1, . . . , en−1 that crosses the cut (S, S¯).
Proof. Let e′ ∈ E be the first edge, according to the ordering pi, that crosses the cut (S, S¯). Clearly,
e′ is a heaviest edge in this cut. Now observe that in the construction of T (i.e., e1, . . . , en−1), when
e′ is considered, T has no edges between S and S¯, hence the endpoints of e lie in different connected
components, and e′ must be added to T .
Lemma 4.2. Consider a query S ⊂ V and let k ∈ [n− 1] be the value computed in the estimation
algorithm. Then the ratio between the value of w(S, S¯) in the graph Gk and that in the graph G is
in the range [1− 1n , 1] ⊂ [1− ε, 1], formally
1− 1n ≤
wGk(S, S¯)
wG(S, S¯)
≤ 1.
Proof. The edges in Gk are obtained from the edges of G, by either (1) removing edges e whose
weight is w(e) < w(ek)/n
3; or (2) changing edges e with w(e) ≥ n2 · w(ek) to have infinite weight.
The first case can only decrease any cut value, while the second case can only increase any cut
value.
Recall that the estimation algorithm finds j such that w(S, S¯)/w(ej) ∈ [1, n2], and then finds
k ≤ j, which we said always satisfies w(ek)/w(ej) ∈ [1, 2). Thus, w(S, S¯)/w(ek) ∈ (12 , n2]. So one
direction of the desired inequality follows by observing that edges in G that fall into case (1) have
the total weight at most(n
2
)
w(ek)/n
3 ≤ 2nw(ek) ≤ 1nw(S, S¯).
The other direction follows by observing that edges e that fall into case (2) have (in G) weight
w(e) > n2 · w(ek) ≥ w(S, S¯), and therefore do not belong to the cut (S, S¯).
Lemma 4.3. Fix w∗ > 0, let E∗ := {e ∈ E : w(E) ≥ w∗}, and find the largest i∗ ∈ [n − 1] such
that w(ei∗) > w
∗. Then the graphs (V,E∗) and (V, {e1, . . . , ei∗}) have exactly the same connected
components (in terms of the partition they induce of V ).
Proof. It is easy to see that executing our construction of T above on the set E∗, gives the exact
same result as executing it for E but stopping once we reach edges of weight smaller than w∗.
The latter results with the edges e1, . . . , ei∗ , while the former is clearly an execution of Kruskal’s
algorithm, i.e. computes a maximum weight forest in E∗.
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4.3 Size Analysis
Lemma 4.4. The total size of the sketch is at most O˜(n/ε log logW ), where we assume all non-zero
edge weights are in the range [1,W ].
Proof. The first component of the sketch is just a list of n− 1 edges with their edge weights, hence
its size is O(n log(logW/ε)) (we can store a 1 + ε/2 approximation to each weight using space
log(logW/ε)).
The second component of the sketch has n − 1 parts, one for each G′j where j ∈ [n − 1]. For
some of these j values, we compute and store the basic sketch for every connected components of
G′j that is of size at least 2. Denoting by nj the number of vertices in G
′
j , and by mj the number
of connected components in G′j , the storage requirement for each G
′
j is at most O˜(
nj−mj
ε ), because
each connected component of size s ≥ 2 requires storage O˜(sε) ≤ O˜(s−1ε ), and these sizes (the
different s values) add up to at most n.
Denote the values of j for which we do store a basic sketch for G′j by j1 < j2 < · · · < jp, where
by construction w(eji)/w(eji+1) ≥ 2. Summing over these values of j, the second component’s
storage requirement is at most
O˜(1ε
∑
i∈[p]
(nji −mji)). (7)
To ease notation, letM := 5 log2 n, and consider the graphs G
′
ji
and G′ji+M for some [i ∈ p−M−1].
Observe that every edge in G′ji has weight at least w(eji)/n
3 ≥ 2M · w(eji+M )/n3 = n2 · w(eji+M )
(because edges of smaller weight are removed); thus, in Gji+M , these same edges have infinite
weight, and then to create the reduced form Gji+M , these edges are contracted. It follows from
this observation that every connected component in G′ji becomes in Gji+M a single vertex, hence
nji+M ≤ mji (we do not obtain equality since additional contractions may occur). Using this last
inequality, for every i∗ ∈ [M ], we can bound the following by a telescopic sum∑
i=i∗,i∗+M,i∗+2M,...
(nji −mji) ≤
∑
i=i∗,i∗+M,i∗+2M,...
(nji − nji+M ) ≤ nji∗ ≤ n,
and therefore∑
i∈[p]
(nji −mji)) ≤
∑
i∗∈[M ]
∑
i=i∗,i∗+M,i∗+2M,...
(nji −mji) ≤M · n.
Plugging this last inequality into (7), we obtain that the second component’s storage requirement
is at most M · O˜(n/ε), which is still bounded by O˜(n/ε).
5 “For Each” Sketch Requires Size Ω(n/ε)
The following theorem proves that our sketch from Theorem 3.1 achieves optimal space up to
polylogarithmic factors, even for unweighted graphs.
Theorem 5.1. Fix an integer n and ε ∈ [2/n, 1/2]. Suppose sk is a sketching algorithm that
outputs at most s = s(n, ε) bits, and est is an estimation algorithm, such that together, for every
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n-vertex graph G and subset S ⊂ V , with probability at least 9/10 the estimation procedure is correct
up to factor 1 + ε, i.e.,
Pr
[
est(S, sk(G)) ∈ (1± ε) · |E(S, S¯)|
]
≥ 9/10.
Then s ≥ Ω(n/ε).
Proof. We will show how to encode a bit-string of length l := n/(8ε) into a graph, so that, given
its sketch sk(G), one can reconstruct any bit of the string with constant probability. Standard
information-theoretical argument would then imply that s ≥ Ω(l) = Ω(n/ε).
Given a string x ∈ {0, 1}l, we embed it into a bipartite graph G on with n/2 vertices on each
side, and vertex degrees bounded by D := 1/(4ε) as follows. Partition the vertices on each side into
disjoint blocks of D, and let the i-th block on the left side and on the right side form a (bipartite)
graph which we call Gi, for i = 1, . . . , n/(2D). Then partition the string x in n/(2D) blocks, each
block is of length D2 and describes the adjacency matrix of some bipartite Gi.
We now show that evaluating a bit from the string x corresponds to testing the existence of
some edge (u, v) from some graph Gi, which we can do using the 1 + ε approximating sketch only.
Formally, let δ(S) be the cut value of the set S, i.e., |E(S, S¯)|, and observe that
δ({u}) + δ({v}) − δ({u, v}) =
{
0 if (u, v) is an edge in G;
2 otherwise.
Since the considered values of δ(·) are bounded by D, the sketch estimates each such value with
additive error at most εD = 1/4, which is enough to distinguish between the two cases. Further-
more, since we query the sketch only 3 times, the probability of correct reconstruction of the bit is
at least 7/10. The lower bound follows.
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