This paper presents a systematic methodology for the optimal design of geothermal systems. First, the different components of the system superstructure are separately modeled using flowsheeting software. The superstructure includes the different conversion technologies, the potential resources and the demand profiles in energy services. It covers a wide pannel of conventional resources and technologies like deep and shallow aquifers, heat pumps, organic Rankine cycles for combined heat and power production, as well as emerging resources and technologies, like Enhanced Geothermal Systems. Then, resources, technologies and demand profiles models are integrated together using process integration techniques. The configuration of the geothermal system is hence extracted from the superstructure. Finally, the performance of the integrated system is calculated and includes energy and exergy efficiency, investment costs, operating costs and district heating or electricity levelized costs. To account for the seasonal variations of the demand, a multi-period approach is used for the simulation of the superstructure, its integration and the performance calculation. The overall sequence is implemented in a multi-objective optimization framework. The methodology is illustrated by an application case study. The implications of the results are discussed in terms of important effects to be accounted for in the design of geothermal systems.
Introduction
In the perspective of increasing the share of renewable energy to mitigate global warming issues and to respond to fossil resources depletion, the use of geothermal energy has gained interest. Major usages of geothermal energy include electricity production (67246 GWh/y in 2010) and direct use for heating (117740 GWh/y in 2010) (1) . As stated by the International Energy Agency (IEA) in its roadmap for geothermal energy (2) , by 2050 the geothermal power production should be increased to 1400 TWh/y, and the direct use to 1600 TWh/y. These objectives are expected to be reached by developing both conventional resources like hydrothermal aquifers and emerging ones like Enhanced Geothermal Systems (EGS). Hence, geothermal heat and power production are expected to know an important development in the future.
However, its economic competitiveness is still a critical point (2) . While the drilling of wells dominate the repartition of the investment costs, already proposed strategies for increasing costeffectiveness pay all major attention to the design of the conversion system. In this optic, Desideri and Bidini (3) state the bases of a methodology to select and design cycles for power generation from low-temperature geothermal resources, for flash systems, organic Rankine cycles (ORC) and Kalina cycles. Later, several studies extended this method specifically for ORCs, including many potential working fluids (4; 5; 6; 7; 8) . Similar approaches were developed for the design of advanced conversion cycles, such as supercritical cycles (9) or fluid mixtures (10) . Recently, Lazzaretto et. al. (11) demonstrated the validity of the thermo-economic optimization approach to design geothermal power plants.
While the above studies focus on electricity production, other ones show the attractiveness of geothermal combined heat and power (CHP) production. Kanoglu et. al. (12) demonstrated the advantages of incorporating district heating and cooling systems in existing geothermal power plants. Later, Heberle and Brüggemann (13) and Guo et al. (14; 15) extended the approach for the selection of working fluids in ORCs including CHP possibilities. Guo et al. (14; 15) discuss the influence of district heating parameters, but do not conduct a systematic optimization including all the decision variables, neither account for the seasonal variations of the district heating demand.
The performance assessment in the above studies includes generally both economic and thermodynamic criteria, exergy efficiency being the most appropriated indicator for this last aspect, according to DiPippo (16) . Furthermore, Coskun et al. (17) and Kanoglu and Dincer (18) have shown the suitability of exergy analysis to assess the different components of geothermal power and CHP plants, respectively. Ozgener et al. (19; 20) integrated the characteristics of the geothermal resources and district heating in the performance evaluation. The integration of site-specific data is also realized in a recent study by Beck et al. (21) , applying optimization techniques for maximizing the energy extraction of a shallow geothermal system. Furthermore, process design and process integration, initially used in the field of industrial processes (22; 23; 24; 25; 26) , have proven to be suited for the conceptual design of renewable energy conversion systems (27; 28; 29; 30; 31) , but have not yet been applied to the design of geothermal systems.
The development of a systematic methodology integrating all the aspects treated in the above studies (i.e. conversion technology models, district heating demand parameters, geothermal resources characteristics) in combination with process integration and multi-objective optimization (MOO) techniques has not been realized yet and would allow to identify the optimal configurations of geothermal energy conversion systems for geo-localized conditions. The bases of such an approach have been already presented in (32) . It was however not demonstrated by a detailed application and MOO was not performed to systematically calculate the optimal configurations. This paper aims at extending this method, and presents an application case study for which the overall geothermal system is designed, including resources, technologies and district heating.
Methodology
Geothermal system design aims at defining, for a given geographical location, the geothermal depth and flow, the configuration in terms of equipment sizes and operating conditions of the conversion system, as well as the operation strategy to supply the energy services of the area. It is a multi-period problem that accounts for seasonal variations of the demand. Due to the geological uncertainties, the present methodology is applicable only to orientate the decisionmaking and the future development of geothermal energy on a given area for which the geology is known and the demand in energy services characterized. Moreover, it applies to systems that can be operated in independent time intervals (i.e. without seasonal heat storage). It is used for preliminary design, leading to promising configurations for which a detailed system engineering like in (11) is still to be done.
The general computational framework creates interfaces between different models and is described in Figure 1 .Considering that both the operating conditions and the equipment sizes are optimized, the problem is by essence a mixed integer non linear (MINLP) programming problem. In addition, as the heat cascade is used to model the heat transfer together with the optimization of the temperature levels, the problem is non differentiable. Therefore, a two-step optimization strategy is used, with a decomposition in a slave Mixed Integer Linear Programming (MILP) subproblem solved independently for each period and in a master non-linear problem solved for the overall yearly operation of the system. A dedicated MINLP optimization algorithm is thus needed. The method is described in (33 technological solutions and the potential resources is built and the thermo-economic models of these components are developed. First the three different sub-systems composing a geothermal system are simulated separately. These include:
1. the potential geothermal resources from which heat can be harvested 2. the potential conversion technologies 3. the geolocalized demand profiles in energy services Each model of a resource or a technology included in the superstructure and of the seasonal demand in energy services is thus simulated for a given set of operating conditions (period=1...n p ). This allows one to operate the system in function of the seasonal variation of the energy service requirement. These sub-systems are then integrated together using process integration techniques to build the overall system to supply energy services, solving the slave MILP subproblem, which decision variables are the utilization rates of the different resources and technologies of the superstructure simulated at the previous step. At the end of the single-period sequence, thermoeconomic performances of the integrated system are calculated. The whole sequence is repeated for each period (until period = n p ). Then, overall performance indicators are calculated for the yearly operation of the system by combining the seasonal performance indicators. It includes the objective functions of the MOO master problem, solved using an evolutionary algorithm (34) . The sequence with the n p periods is repeated for n max iterations to complete the MOO, with different values for decision variables at each iteration, which relate to:
1. the definition of the configuration extracted from the superstructure using integer variables (i.e. if a particular resource/technology is used or not)
2. the system operating conditions (temperatures, pressures)
3. the depth and size of the geothermal resource harvesting system (well size, flow and coverage)
Each step of the computational framework and its application to the case study is detailed in the sections below.
Geothermal system model

Geothermal resources model
A database contains the superstructure of geothermal resources. These are defined by the depth, the harvesting technique and the potential of the geological layers to be exploited for geothermal applications. They include: shallow aquifers (SA), going from the surface down to a few hundred meters, deep aquifers (DA), from a few hundreds meters down to the bedrock, and Hot Dry Rock (HDR), below the limit of the bedrock where an EGS can be built. Conceptual flowsheets for the models of the aquifers and of the EGS are available in Appendix A, in Figures 10 and 11 . A resource model contain three important parameters to calculate its expected thermal power, exergy available, and associated cost:
1. the depth z, in m 2. the temperature T r,z , in • C 3. the expected mass flow rateṁ, in kg/s
The applicability of the method involves that geological surveys have been performed in the area to assess the potential resources. Though the potential aquifers with their associated depths and temperatures are usually identified by such surveys (35; 36) , the mass flow rate is not known before drilling and testing, and only an expected range is given. The model of EGS assumes a mature commercial technology, expected to be achieved in the next decades (37) . For the case study, the definition of the exploitable aquifers is based on the work of (38) , which consists in a simplified tridimensional model for the identification of the potential exploitable geothermal resources in Western Switzerland, from the surface down to 3000m. The domain of validity for an EGS corresponds to the limit of the bedrock, around 3000m in Switzerland, down to 10000m, which represents the accessible resource with the present drilling technology (37) .
Details of the calculations for the temperatures, thermal powers and costs, as well as assumptions and data taken for the case study are in Appendix A. Table 1 shows the superstructure of resources extracted from the database for the case study. • C, assumed to be a river Table 6 .
The summary of the conversion technologies used for the case study is in Table 2 . Only the ORCs models using isobutane have been chosen, since this working fluid is used for the EGS application of Soultz-sous-Forêts (41) . All the cycles for electricity production have cogeneration Table 2 : Characteristics of the conversion technologies for the case study in parallel (flash systems and single-loop ORC) or in the cycle (ORC with draw-off). The cold source is a river at 10 • C, representative of the average conditions of Switzerland.
Energy services demand profiles
In order to represent the seasonal variations of the demand in energy services (i.e. district heating and hot water), the yearly operation is divided in 4 periods corresponding to a different average ambient temperature for the corresponding period duration. For each period and each building, a building model is used to calculate the temperature-enthalpy profile of the heat demand. The demands are then aggregated to form a demand Grand composite curve, following the methodology of Girardin et. al. (42) . Figure 2 presents 4 corresponding composite curves calculated for a residential area of the city of Nyon, located in the Swiss Plateau, with a built surface of 177000 m 2 and a total demand of 9153 MWh/y in district heating and domestic hot water. The operating time associated with each period is as well indicated. This example is used for the appplication case study. The composites presented in Figure 2 concern a complete area. Therefore it includes on the same graph heat demands for buildings differing by age, quality and usage, as well as the hot water production.
Process integration
Resources, technologies and demand profiles are integrated using process integration techniques (22; 24) . A MILP problem is solved to minimize the operating cost of the system for each single period. Indeed, with the two-step decomposition of the optimization, the non-linear investment 
where C Or is the operating cost of the resource r in U SD/h, n r the number of resources included in the superstructure, f r the utilization factor of the resource r, C Ow the operating cost of the technology w in U SD/h, n w the number of technologies included in the superstructure, f w the utilization factor of the technology w, c + e the cost of electricity buying from the grid, in U SD/kW h,Ė + grid is the electrical power imported by the system, in kW e , c − e the cost of electricity selling to the grid, in U SD/kW h,Ė − grid the electrical power exported by the system, in kW e . This is subject to the constraints of the heat cascade, given by Equation 2 and 3 for each temperature interval k and to the constraints for electricity consumption and exportation, given by Equations 4 to 6:
where f u is the utilization factor of unit u (i.e. resource or technology),Q u h/c,k is the thermal heat load of the hot stream h or the cold stream c in the unit u in the temperature interval k, in kW th . The hot and cold streams are calculated for the nominal size of each resource, technology or district heating demand added to the problem. An inlet and outlet temperature and a thermal load are associated to each stream. The temperatures of all streams define n k intervals.Ṙ k is then the cascaded heat from the temperature interval k to the lower ones, in kW th , by starting with the higher interval.Ė + grid,u andĖ − grid,u are the consumed and exported electricity in kW e by unit u, respectively. The constraints onĖ + grid ,Ė − grid andṘ k guarantee the thermodynamic feasibility.
The utilization factors f u are limited by a minimum and a maximum value. The associated integer variables y u define if the resource r or the technology w are added to the system (y u = 1) or not (y u = 0):
These utilization factors define then the optimal size of each resource and technology. District heating demand temperature-enthalpy profiles have a fixed utilization rate (f u = 1). The resolution of this MILP problem (Equations 1 to 7) extracts the configuration of the geothermal system from the superstructure and defines the level of usage of the selected technologies and resources. The state variables of this final configuration define then the size of the equipments. 
Performance calculation
Based on the results of the process integration step, indicators of thermo-economic performance are calculated for each period and then combined to obtain the yearly overall performance of the system at the end of the computation sequence. Major ones are presented below.
Economic performance
Indicators of economic performance are the investment and operating costs, the levelized cost of district heating (LCDH) and of electricity (LCEL), if the system is used for CHP, the net annual profit and the payback time.
The investment costs, in U SD, include the total drilling costs of the geothermal wells, the equipment of the conversion technologies to be used and the district heating network if it has to be built:
where n r is the number of geothermal resources exploited by the system, C drill,r the investment costs of the geothermal wells to exploit resource r, n e the number of equipments of the conversion technologies and the geothermal pumps, n p the number of periods, and C inv,DH the investment cost of the district heating network. Drilling costs are assessed with the data and formulas provided in (37) for EGS and in (35) for aquifers. Detailed calculations are in Appendix A. The investment costs of the different equipments (i.e. pumps, turbines, flash drums, compressors, boilers and heat exchangers) are calculated using correlations from (43) and (44) for each period p. Finally the maximal value over all the periods determines the investment of equipment e. An interest rate ir of 6% and a project lifetime ny of 40 years are assumed to annualize the investment costs:
The system total operating costs, in U SD/y are the sum of the operating costs associated with the different resources and conversion technologies, and the electricity consumed or exported by the system, for all periods:
where C Or,p is the operating cost of resource r, in U SD/h, C Ow,p the operating cost of technology w, in U SD/h, t p the duration of period p, in h, c + e the cost of electricity buying, in U SD/kW h, E + grid,p the electrical power imported by the system during period p, in kW e , c − e the cost of electricity selling, in U SD/kW h,Ė − grid,p the electrical power exported by the system during period p, in kW e , c − q the cost of district heating selling, in U SD/kW h andQ − h,p the thermal power required by district heating during period p, in kW th .
The levelized cost of district heating is calculated by:
By analogy, the levelized cost of electricity for a CHP system is:
For the calculation of LCDH, a common selling and buying price of electricity of 0.15 USD/kWh is assumed. For LCEL, a selling price of heat of 0.10 USD/kWh is assumed. These values represent an averaging of the Swiss market prices (45) . With the selling prices for both electricity and district heating, the net annual profit generated by the overall geothermal system is then calculated, in U SD/y:
Finally, the payback time of the installation in years is calculated by:
Thermodynamic performance
Both the energy and exergy η efficiencies of the conversion system are defined as the ratio between the energy or exergy services produced and the energy or exergy resources entering the conversion system. If the system is a net importer of electrical power,Ė The energy efficiency of the conversion system is then calculated by:
The conversion system represents the action system for engineering and is taken as the boundary to calculate exergy efficiency. Thus, reinjection temperature of the resource is used to calculate the potential in geothermal exergy available, and the hypothetic cooling down to the ambient temperature is not considered, since it represents a potential anyway not available for the conversion system. The exergy efficiency of the conversion system is calculated by:
where T a is the ambient temperature, assumed to be the cold source, and T lm the log-mean temperature of the hot source, calculated by:
where T in is the inlet temperature of the hot source, either the temperature of the geothermal fluid at well or the district heating return temperature, and T out the outlet temperature of the hot source, either the reinjection temperature of the fluid or the district heating supply temperature. T r,lm stands for the geothermal resources, and T h,lm for the district heating. If the system is used for CHP, electrical efficiency is as well calculated:
Multi-objective optimization strategy
The performance indicators selected as objective functions in the non-linear master MOO problem solved by the evolutionary algorithm (34) are the investment costs (Equation 8), to be minimized, and the exergy efficiency of the conversion system (Equation 16), to be maximized. Decision variables of this problem concern the resources and the conversion technologies and are displayed in Table 3 . Their values are generated using the multi-period strategy: each decision variable takes a different value for each period, except for the depth of the geothermal resources, which receives a fixed value for all the periods. The range for resources with variable depth is taken from the data of the geological profile ( Table 1) . The mass flow rate of reinjected geofluid is given as a decision variable only for flash systems (1F or 2F combined with EGS), since there is a material connection between the resource and the technology, the geofluid being directly used.
Other technologies have only a heat exchange between the geofluid and the technology, and the optimal size of the resource is then calculated at the process integration step (Equations 1 to 7). The superstructure includes two heat pumps with different operating conditions, in order to decrease the exergy losses due to the heat transfer between the geofluid and the evaporating fluid, and between the heat demand and the condensing fluid. In terms of operating cost, the competition between boiler, heat pump and cogeneration unit depends mainly on the ratio between the fuel and the electricity price. As this is the objective function of the slave optimization, it is needed to use this ratio as a decision variable of the master problem to explore the whole space of the related investment for equipment linked with its different potential sizes. All the clusters corresponding to the potential combinations of resources and technologies are evaluated. A Pareto curve is calculated for each one of them.
Results
Comparison of all resources and technologies
The results of the MOO are displayed in Figure 3 . The clusters with EGS include as well the potential combinations of flash and ORC systems. All the combinations of resources and configurations are either the deep aquifers between 1300 and 1130m with a heat pump having a good coefficient of performance, or an EGS with a single flash and a bottoming ORC for CHP, with higher exergy efficiency but higher investment costs. EGS used for CHP can reach exergy efficiencies of the conversion system of around 60% for all technologies. This performance goes higher than 70% for flash systems with bottoming ORCs. The exergy efficiency, the investment costs, and the best CHP technology are however strongly dependent on the depth of the EGS. This particular aspect is discussed more in details in subsection 3.3.
For the configurations using heat pumps, the lower are the exergy efficiency and the investment costs, the more the boiler is used. For some of the configurations with shallow aquifers, the use of a two heat pump system allows to increase the exergy efficiency. Typical configurations representative of the different Pareto curves of Figure 3 are analyzed and compared at subsection 3.2.
Analysis of typical configurations
For each configuration, the repartition on the levelized cost of district heating (LCDH) of the annualized investment, operating costs and electricity sellings for CHP systems is displayed in investment costs. For shallow aquifers, they have a more important share, due to the use of the gas boiler, the thermal power available in the geothermal resource being limited when compared with the demand. The available thermal power is increasing with depth, due to the increasing temperature and to the assumed constant mass flow rate. The three configurations of shallow aquifers are not competitive, because of the investment linked with the wells for a low thermal power. For the two configurations with deep aquifers, the investment costs linked with the drilling of the wells become increase, while all the costs linked with the conversion system decrease. For the aquifer at 1300m, a small heat pump and a boiler are necessary, but this configuration performs better than the deeper one at 2500m with a direct exchange and no boiler. Among configurations without CHP, this one is the only profitable regarding payback time and its LCDH (0.10 U SD/kW h), comparable to the cost of house-heating with an individual gas boiler. All CHP systems have a lower LCDH than the configurations supplying only district heating. Though the investment costs, dominated by the drilling of wells, are much higher, they are compensated by the electricity sellings. The conversion cycle has a low share, especially for ORCs. At a 6000m depth, flash systems alone have a lower performance than ORCs and than flash systems with bottoming ORCs, which all have a negative LCDH and are thus profitable for single electricity production. The influence of depth on EGS configurations is discussed more in details in subsection 3.3.
A deeper analysis of the typical configurations highlights the strength of the multi-period approach used for system design. For each period, the system design can be represented and analyzed by considering the seasonal composite curves and its associated performances. Figure 5 shows the integration of the ORC within the overall system for each period, for the configuration of the EGS combined with single-flash system and bottoming ORC. The integrated composite curve (46) Table 4 : Multi-period values for decision variables, operating conditions and performances for the example of Figure 5 between the two curves shows the exergy losses due to the heat transfer inside the conversion system. The figure allows to visualize as well the location of the pinch points for the ORC integration. The details of the values for the multi-period decision variables, the resulting operating conditions and the seasonal performance indicators are displayed in Table 4 . This highlights the Figure 4 ) and associated values of operating parameters seasonal variation of the system optimal operating size, since the utilization rate of the geofluid is a decision variable. Thus, the thermal power used from the EGS varies depending on the season, in order to maximize the seasonal exergy efficiency of the conversion system, which depends on the ratio between the produced electricity and the district heating requirements. Therefore, during winter periods, the used fraction of the available thermal power is much higher than during periods with a lower district heating requirement (i.e. interseason and summer). Hence, the electricity production is as well higher in winter and lower in summer, even if the district heating requirements are higher in winter. This result is significant in the context of the Swiss market electricity, Switzerland being a net importer of electricity in winter, and a net exporter in summer (47) . Moreover, the calculation of the levelized cost of electricity per period, displayed on Figure 5 indicates as well that electricity production from this system is more attractive in winter.
The operating conditions of the conversion system, such as the evaporation temperature of the working fluid in the ORC, its superheating temperature, and the flashing pressure of the flash drum, are optimized for each period, except for the extreme winter conditions, Figure 5 showing potential for further reduction of exergy losses. The shortness of this period (88h) makes it difficult to optimize it by the multi-period MOO strategy.
In addition, the difference between the energy and the electrical efficiency in Table 4 indicates that CHP increases significantly the energy efficiency of the geothermal resource usage. This benefit goes from 7 to 10% for significant periods, which is important when relatively compared with the electrical efficiency. The contribution of district heating to the increase of the exergy efficiency is however much less important.
Influence of depth on EGS
For EGS, depth of the resource controls the trade-off between exergy efficiency and investment costs. This is shown in Figure 6 , where Pareto curves for the clusters with EGS are plotted with the depth in color gradient. Except for single and double flash systems without a bottoming ORC, At 4000m (140 • C at well), only ORCs can be used because of the low temperature. This situation is however not profitable. Between 5000m and 6000m (220 • C at well), all technologies can be used, but only ORCs or flash systems with bottoming ORCs are profitable. At 7000m (260 • C at well), the combination of flash systems and bottoming ORCs is not interesting anymore, and the ORC is the best configuration which can be selected for this case study. At 8000m (300 • C at well), only flash systems are remaining, but the levelized costs start increasing again, due to the increased drilling investment and to the change of technology.
The trade-off between these increased drilling costs and the additional electricity produced is sensitive to the market prices for electricity and district heating. This effect is studied by a sensitivity: the net annual profit ( Equation 13) is calculated for all the points of Figures 7 and 8, and for each ratio between electricity and district heating prices, the best configuration is selected. Results are presented in Figure 9 . Three domains are drawn. The first one, at 0.05 USD/kWh and below both for electricity and district heating, represents the domain where an EGS is not profitable. In the second domain, with electricity prices from 0.05 to 0.25 USD/kWh, an ORC with an EGS built at a depth of 7000m is the most profitable.Though this option is the best technology for a wide domain, for some of the points of Figure 9 , it has to be pointed that its performance is very close to the combination of flash systems and bottoming ORCs at 6000m. In the third domain, if electricity selling prices are higher than 0.25 USD/kWh, it is worth investing in a deeper EGS, at 8000m, and use a double-flash system.
Finally, it has to be underlined that these results are sensitive to other uncertain economic parameters, the most important of them being the costs of drilling, linked with the oil and gas 
Conclusions
A systematic methodology for the design of geothermal energy conversion systems in urban areas has been presented, combining geo-localized potential resources, usable conversion technologies and geo-localized seasonal data of the demand in energy services. Process integration, process design and multi-objective optimization techniques are used to calculate the system optimal configurations.
The results of an application case study shows the benefits of the multi-period strategy to adapt the operation of the system to the seasonal conditions. It highlights as well important effects that have to be accounted for in the design of geothermal systems. For the exploitation of deep and shallow aquifers, a trade-off exists between the investment linked with the drilling of the wells, allowing to reach higher temperature resources, and the investment costs linked with the heat pump system, the consumed electricity and the back-up system, increasing when the depth and the temperature decrease. Thus, the optimal exploitation depth depends on the costs of drilling, electricity and natural gas, and on the expected thermal power available from the aquifer.
When compared with aquifers for single district heating supply, the future exploitation of enhanced geothermal systems for combined heat and power production is attractive, the additional investment linked with a deeper resource being compensated by the additional income from electricity. In the geological conditions of the case study, it has been demonstrated that enhanced geothermal systems built at an optimal depth and using the appropriate conversion technology can be profitable even in the case both district heating and electricity selling prices are low. The performance of the system, in terms of levelized cost of energy, is increasing up to a certain optimal depth where it is decreasing again due to the investment costs and to a The results obtained with the developed methodology demonstrate therefore the potential for the exploitation of deep geothermal resources and their integration in urban energy systems for combined heat and power production.
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profile extracted from the database. For HDR, no thickness is defined, and the temperature is just calculated in function of the depth and of the gradient. For the case study, data from the pilot EGS in Soultz-sous-Forêts (41), in France and from the projected EGS in Basel (48) , in Switzerland are used, with a temperature of 200 • C at 5000m, which gives a gradient of 0.038 • C/m.
The thermal power available from the geothermal resource is calculated by:
whereṁ r , in kg/s is the expected mass flow rate from the aquifer or the EGS, c p the specific heat from the geothermal water, in kJ/kg/C, T r,in the temperature at well, and T r,out the reinjection temperature. For aquifers, T r,in = T r,z is assumed. For EGS, there is a temperature difference between the HDR and the water at well, calculated by:
where ∆T is the temperature difference between HDR and water. In Soultz-sous-Forêts HDR temperature is 200 • C and varies between 175 • C and 185 • C at well (41) . Therefore, ∆T = 20 • C is assumed for EGS. Because of the high geological uncertainties, the mass flow rate can not be known before the wells are drilled and is expressed as an expected flow rate, based on the resource type and on actual flow rates of existing systems. The 1500m aquifer of Riehen in Switzerland has an actual production of 18 L/s, and is planned to be increased to 23 L/s (49) . The technical report for the assessment of the geothermal potential for the region of Neuchâtel in Switzerland (36) expects a flow rate of 15-20 L/s, 10-15 L/s and 10-15 L/s from three different aquifers (350-560m, 750-1070m, 1500-1750m, respectively). In Soultz-sous-Forêts, the final mass flow rate from the EGS is expected between 70 and 100 L/s, but currently only 35 L/s are used (41) . For the case study, 20 L/s is assumed for aquifers and 50 L/s for EGS.
The reinjection temperature of geothermal water is limited for EGS, due to the geochemistry of the water. In the case of Soultz-sous-Forêts (41), this limit is 70 • C, which is taken as the lowest possible reinjection temperature for the EGS model. In (36), the reinjection temperatures assumed vary between 10 and 30 • C for aquifers from 350 to 1750m. For shallow aquifers (less than 400m), limitation for reinjection in Switzerland is a temperature difference of 3 • C (50).
The electrical power consumed by the pumps for the exploitation is calculated by:
where dP is the pressure difference of the pump, in P a, ρ the density of geothermal water, in kg/m 3 , and p the total efficiency of the pump. The costs associated with the drilling of the wells are calculated in function of the depth and of the type of resource. For EGS, the investment cost for resource exploitation in U SD is calculated by an empirical non-linear correlation, extrapolated from the data given in (37), valid from 1500m down to 10000m:
C drill,r = n wells · (3 · 10 −8 · z 2 + 0.0019 · z − 1.3958) · 10 6
where n wells is the number of wells required, and z the resource depth in m. For aquifers, data are available in (35) and summarized in Table 5 . They are used to interpolate the drilling costs of one well for an aquifer:
C drill,r = n wells · C drill,well (z) Table 5 : Data for drilling costs associated with the exploitation of aquifers, from (35) B Details for conversion technologies models Figures 12 to 16 show the conceptual flowsheets of the conversion technologies included in the superstructure. Table 6 shows the thermodynamic data of the working fluids of the ORC models. 
