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Abstract –A family of repressor networks is proposed as a simple model of gene regulatory net-
works. We analytically show three topological classes of the repressor networks, each of which
exhibits distinctly growing complexity of spatiotemporal expressions starting from nearly homo-
geneous states. Further, by focusing on locally interacting cases such as chain networks, including
a generalized repressilator, or feedforward(back)-loop networks, spatiotemporal expressions in the
long time regime and elusive relationships between such different networks are discussed in detail.
Introduction. – The accumulated data for cell dy-
namics, obtained through rapidly developing experimen-
tal technology, have inspired theoretical frameworks to de-
scribe and analyze the complex dynamical behaviors in a
simplified way [1]. One of the most striking achievements
is the foundation of network motifs in gene regulatory
networks, i.e., the topological structures of a regulatory
network, which appear more frequently than those con-
structed by random processes without special bias [2–4].
Conversely, these theoretical developments have also stim-
ulated experimental studies on cell dynamics including
gene regulatory networks. In particular, beyond merely
observing existing regulatory networks, it has become fea-
sible to build up desired DNA-based regulatory networks
[5, 6].
One of the earliest examples for such synthetic DNA-
based regulatory network is the so-called repressilator,
consisting of three repressors incorporated into a cell,
where protein concentrations exhibit oscillations [7]. Fur-
ther, various spatiotemporal patterns have been realized
in DNA-based regulatory networks in experiments [8–10].
However, even for simplified versions of real cellular net-
works, the theoretical understanding of how the topology
of regulatory networks influences their spatiotemporal ex-
pressions is limited to few cases.
Chemical reaction network theory has already produced
a long list of rigorous arguments about stationary states
of reaction networks [11–13], possibly including gene regu-
latory networks [14]. However, compared to the obtained
results for stationary states, this theoretical framework
is less powerful for understanding dynamical behaviors,
which is one of the main issues in gene regulatory net-
works. Based on this literature, one way to develop our
understanding of gene regulatory networks is to propose
a model of simple gene regulatory networks, which nev-
ertheless exhibits rich dynamical behaviors, and extract
universal relationships between the topological structures
of such networks and their spatiotemporal expressions.
On the strategy mentioned above, one starting point
could be an extension of the repressilator, for example, by
taking into account a general cycle length [15, 16] or its
simplified limit [17]. Indeed, some variants of the repres-
silator have been known to show rich dynamics such as
spatiotemporal oscillation, spatially incommensurate os-
cillation, and chaos [18,19]. In this paper, as a more gener-
alized extension, we propose a family of repressor networks
characterized by their topology and provide general argu-
ments for formulating three classes of growing complexity
of spatiotemporal expressions depending on the network
topology. Further, we analyze the dynamics in the late
time regime for locally interacting cases such as a gen-
eralized repressilator or feedforward(back)-loop in more
detail.
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Model. – Let us consider L different chemical species
and denote the density of each chemical species n ∈ ΛL ≡
{1, 2, · · · , L} by a state variable ρn ∈ R+, where R+ is
the set of all non-negative real numbers. In the absence of
interactions between chemical species, each density evolves
as a function of time by simply obeying ∂tρn = c − γρn,
where c, γ ∈ R+ is a production rate and a degradation
rate, respectively.
In order to express interactions between the different
species on a network, we assign a set C ⊆ SL, where SL is
a set Λ⌈L/2⌉−1 ∪ Λ¯⌈L/2⌉−1 ∪{⌊L/2⌋} with Λ¯L ≡ {−i}i∈ΛL.
Some examples are shown in Fig. 1. Here, we assume the
standard form of a repressor interaction characterized by
Hill coefficient h [7] and, by using parameters of interac-
tion strength J, Kd ∈ R+ with signed distance d ∈ C, we
consider the following model of a repressor network:
∂tρn = c− γρn + JFint({ρnd}d∈C), (1)
Fint({ρnd}d∈C) = N
−1
∑
d∈C
Kd
1 + ρhnd
, (2)
where N ≡
∑
d∈CKd is the normalization for the interac-
tion term Fint and nd ≡ n+ d mod L; namely, we impose
periodic boundary conditions for simplicity. Thus, this
repressor network has translational invariance in terms of
n. Hereafter, we assume that h > 0 and Kd > 0 for any
d ∈ C, and the network (L,C) is irreducible, meaning that,
there is dp ∈ {L} ∪ C indivisible by mind∈C\{1} d. For ex-
ample, the chain (L,C) = (8, {2, 4}) is reducible; this case
corresponds to the case of twice of the irreducible network
(4, {1, 2}).
This model has similarities to previously proposed mod-
els under some conditions. Firstly, the network (L,C) =
(3, {1}) corresponds to the fast translation limit of repres-
silator [7]. Secondly, suppose that a network with length
L = LxLy is divided into Lx-chains of length Ly where
the count of number begins with the bottom site of the
left-most chain 1 ∈ ΛLx toward the top site after Ly − 1
steps and the count continues from the bottom site of the
next chain 2 ∈ ΛLx towards the top site, and this process
is repeated until L is reached. In this case, the network
(L,C) = (L, {−Ly, 1, Ly − 1}) corresponds to the repres-
sor lattice [19], which we call Ly-layered repressor lattice
in this paper. Precisely speaking, the previously studied
boundary conditions are free boundaries or the standard
periodic boundary conditions instead of the skewed peri-
odic condition as constructed above.
Instability of homogeneous fixed points. – Let
us begin with the case of J = 0, meaning that there are
no interactions. In this case, it is trivial that the fixed
point with ρn = ρs(0) ≡ c/γ for any n is globally stable.
Even in the case of J > 0, it is straightforward to obtain
a homogeneous fixed point ρn = ρs(J) for any n ∈ ΛL
Fig. 1: (color online) Schematic pictures of repressor networks:
Only three species among L species are shown. For example,
the species on the right represses the species at the center and
the species at the center represses the species on the left. (a)
C = U ≡ {1} (unidirectional chain). (b) C = B ≡ {1,−1}
(bidirectional chain). (c) C = F− ≡ {1,−2} (feedback-loop
network). (d) C = F+ ≡ {1, 2} (feedforward-loop network).
satisfying the following relations:
ρs = R(ρs), (3)
R(x) = γ−1
(
c+
J
1 + xh
)
. (4)
One may show that Eq. (3) has only one real solution
ρs(J), which is a monotonically increasing function of J
with, at the leading order of J , ρs(J)→ ρs(0)+
Jγ−1
(1+ρs(0)h)
as J → 0 and ρs(J)→ (Jγ−1)1/(h+1) as J →∞.
Here, a natural question to ask is about the linear sta-
bility of such a unique homogeneous fixed point for a given
condition and how its linear stability depends on the topo-
logical structures of the network. Indeed, after linearizing
the right-hand side of Eq. (1) with ρn(t) = ρs+δρn(t) and
ρs ≫ δρn(t), one may easily obtain the analytical expres-
sions of eigenvalues and eigenvectors of the obtained Jaco-
bian matrix because it is a circulant matrix [22]. Specifi-
cally, using the fact that the eigenvectors of a circulant ma-
trix are discrete Fourier modes with different wave num-
bers, in order to compute the eigenvalues, one may for-
mally assume
δρn(t) =
∑
k∈ΛL
Ak exp (λkt+ i(2pik/L)n) , (5)
where we have a complex number λk as an eigenvalue, the
imaginary unit i, and a real number Ak. Then, we im-
mediately obtain the following equation determining the
eigenvalues λk:
λk = −γ − V (ρs(J))M
C
k , (6)
V (x) ≡ h
(γx− c)xh−1
(1 + xh)
, (7)
MCk ≡ N
−1
∑
d∈C
Kd exp(i(2pik/L)d), (8)
where −1 ≤ |MCk | ≤ 1 [20]. Indeed, one may eas-
ily show that V (ρs) is a monotonically increasing func-
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Fig. 2: (color online) The real parts of eigenvalues λk, Re(λ),
as a function of k near instability point J = Jc: (a) C = U
(unidirectional chain) or B (bidirectional chain) with J = 1.
(b) C = F− (feedback-loop network) or F+ (feedforward-loop
network) with J = 2. L = 56, h = 4, γ = 1, and c = 0.1.
tion of ρs with V (ρs(0)) = 0 and V (∞) = hγ be-
cause V ′ ≡ dV (x)/dx = V (x)h(1+x
h)−x
x(1+xh)
+ cx
h−2
1+xh
> 0 for
ρs(0) ≤ x <∞ and V ′(∞) = 0.
Next, we show the topological dependence of eigenvalues
(6) in terms of {Kd}d∈C, which are directly related to the
properties ofMCk . Assume that |C| ≥ 1, then the following
properties hold for any {Kd}d∈C, and (L, γ, c):
(0.i) Existence of instability: There are certain finite
values of J and h, above which the homogeneous fixed
points are unstable. The instability point J = Jc(h) is
explicitly defined by the smallest value of J such that
maxk∈ΛL Re(λk) ≥ 0, where Re(x) is the real part of
a complex number x. Specifically, in order to have the
instability, h > 1 is a necessary condition and h >
−1/mink∈Λ Re(MCk ) is a sufficient condition because there
is, at least, k = k− ∈ ΛL such that Re(MCk−) < 0. This is
simply because
∑
k∈ΛL
MCk = 0 leading to
∑
k∈ΛL−1
MCk =
−MCL < 0.
(0.ii) Invariance of instability: Let us consider a flip-
ping operator fd ∈ {0, 1} in order to map {Kd}d∈C into
{K ′d}d∈C′ , whereK
′
d = Kd(1−fd)+K−df−d for any d ∈ C
and C′ = ∪d∈C{d− 2fdd}. The instability point Jc for the
model with any {K ′d}d∈C′ obtained by any possible flip-
ping operators is the same as that with a given {Kd}d∈C as
long as Jc exists because of Re(exp(ix)) = Re(exp(−ix)).
Next, let us consider how the instability grows in the
initial time regime by focusing on the dominant eigen-
value, which corresponds to the eigenvalue whose real part
takes the maximum value compared to the other eigenval-
ues. Note that the dominant eigenvalues do not depend
on (J, h). Hereafter, for convenience, Co denotes a set of
all odd numbers in C and Ce denotes a set of all even
numbers in C; C = Co ∪ Ce. Indeed, one may derive
the following arguments about the dominant eigenvalues
for certain classes of {Kd}d∈C, and L, which hold for any
(γ, c).
(1.i)Monotonic mode: SupposeKd = K−d holds for any
d ∈ C\{L/2}. Then, the Jacobian matrix in homogeneous
fixed points is symmetric and therefore all the eigenvalues
are real numbers for any (J, h, L). Therefore, oscillatory
behaviors are not expected to appear in the initial time
regime of the dynamics starting near a homogeneous fixed
point.
For next two conditions (1.ii) and (1.iii), we assume that
condition (1.i) is not satisfied.
(1.ii) Zigzag mode: Suppose L is an even integer and
|Ce| = 0. Then, the wave number of a dominant eigen-
value, which we call k0, is equal to k0 = L/2 for any
(J, h), and thus the imaginary part of this dominant eigen-
value is zero, because of exp(idpi) = −1 for any odd d.
Note that in general, the other eigenvalues have non-zero
imaginary parts. This implies that a zigzag pattern with
δρn(t) = −δρn+1(t) is observed at the initial time regime
of the instability. Note that the instability point Jc satis-
fies γ = V (ρs(Jc)), where h > 1 is a sufficient condition to
find a finite Jc.
(1.iii) Oscillatory mode: Suppose L is either an odd in-
teger or an even integer with
∑
d∈Ce
Kd ≥
∑
d′∈Co
Kd′.
Then, k0 6= L/2 holds for any (J, h) because of
Re(MCL/2) ≥ 0, meaning that there are two complex conju-
gate dominant eigenvalues with non-zero imaginary parts
unless
∑
d∈CKd sin((2pik0/L)d) = 0 is satisfied. For exam-
ple, if |C| = 1 and if L and d are coprime, then the domi-
nant eigenvalues always have a nonzero imaginary part at
the instability point, meaning that oscillatory behaviors
appear in the initial time regime near unstable homoge-
neous fixed points; the case with d = 1 corresponds to the
generalized repressilator [16].
Hereafter, in order to move on the dynamics in the late
time regime, we focus on locally interacting cases of net-
works combined with numerical experiments, where the
initial conditions obey a Gaussian distribution with mean
ρs(0) = 0.1, variance 10
−4, L = 56, and h = 4 unless oth-
erwise specified. Our numerical experiments show that the
spatiotemporal expressions do not qualitatively depend on
(L, h) as long as L and h are sufficient large, except for
special cases which will be pointed out later.
Networks of chains. – Let us consider a unidirec-
tional chain C = U ≡ {1} and a bidirectional chain
C = B ≡ {1,−1} with K1 = K−1, as shown in Fig. 1(a)
and (b). The case of U corresponds to property (1.ii) and
the generalized repressilator [16, 17] where a zigzag mode
may appear from the initial conditions close to the homo-
geneous stationary solution. On the other hand, the case
with B corresponds to property (1.i) where a monotonic
mode may appear from such initial conditions. Note that
in both cases, the dominant eigenvalue behaves as shown
in Fig. 2(a). In order to elaborate on the dynamics in
the long time regime, we take into account the possibility
of heterogeneous fixed points of c − ρn = Fint({ρnd}d∈C)
p-3
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Fig. 3: (color online) Density map of ρn as a function of (n, t):
(a) Traveling point-defects in a crystal for C = U (unidirec-
tional chain). (b) Point-defects in a crystal for C = B (bidirec-
tional chain). L = 56, h = 4, γ = 1, c = 0.1, and J = 10.
in both cases. Indeed, for even L, one may find hetero-
geneous stationary solutions ρn = ρ+ and ρn1 = ρ− with
ρ+ ≥ ρ− for n, n1 ∈ ΛL such that ρ± = R(ρ∓) leading to
ρ± = R(R(ρ±)). (9)
We call this fixed point a zigzag solution and symboli-
cally express it as (+ − +−). Note that in the case of
even N , there are two zigzag solutions (+ − +−) and
(−+−+), where a one-step translational shift of (+−+−)
leads to (− + −+). Indeed, below the instability point
J = Jc of ρs, ρ+ = ρ− = ρ0 always holds and above
J = Jc, ρ+ > ρs > ρ− may hold, as discussed in
[16], where ρ+(J) →
Jγ−1
(1+ρs(0)h)
and ρ−(J) → ρs(0) +
(Jγ−1)−(h−1)(1 + ρs(0)
h)h holds asymptotically, at the
leading order of J , as J →∞; Specifically, ρ+ = 10.099..,
ρ− = 0.100961.., and ρ0 = 1.556.. for J = 10. Further,
as also discussed in [16], these zigzag solutions appear-
ing after the instability of ρs are stable: the eigenvalues
are −γ −
√
V0(ρ+)(V0(ρ−)) exp(i(2pik/L)) for C = U and
−γ−
√
V0(ρ+)(V0(ρ−)) cos(2pik/L) for C = B with k ∈ ΛL
and V0(x) ≡ h
Jxh−1
(1+xh)2
.
What our numerical experiments have shown for mainly
C = U are in the following. For even L, in the initial time
regime, the dynamics from a homogeneous fixed point is
expected to lead to the zigzag solution. Contrary to this,
as shown in Fig. 3(a), an even number of traveling waves
propagate in a pattern possessing almost coinciding with a
part of zigzag solutions in the long time regime, which can
be pictured as traveling point-defects in a crystal. Specif-
ically, maxn∈ΛL ρn ≃ 10.1 and minn∈ΛL ρn ≃ 0.101 for
J = 10 are consistent with a zigzag solution ρ+ and ρ−.
Further, each traveling defect shifts the local phase of the
crystal, where the speed of traveling waves v depends on
the parameter values [23]. For odd L, a qualitatively sim-
ilar behavior appears but the number of traveling defects
is odd, which is consistent with the existence of the pe-
riodic attractor proven previously [24, 25]. Note that an
even or odd number of traveling waves for even or odd
L, respectively, are commensurate with local patterns of
the zigzag solution locating far from the traveling waves.
Thus, as L→∞, the perturbation from traveling waves to
the local patterns of the zigzag solutions would decrease
as long as the number of traveling waves are odd or even
integer for odd or even L, respectively. In this sense, the
observed similar behaviors between for even and odd L
are not counterintuitive as long as L is sufficiently large.
Note that the number and locations of traveling waves de-
pend on the initial conditions. Further, for the cases of
C = {1, d} with d ∈ {3,−3, 5,−5}, there are also traveling
waves moving to the direction of the sign of −d, which
implies that such behaviors observed in the case of C = U
are rather universal for such networks with odd d.
For C = B, in addition to zigzag solutions, it turns
out that when L is a multiple of three, one may derive
another set of heterogeneous stationary points ρn = ρ−′
and ρn1 = ρn2 = ρ+′ with ρ−′ < ρ+′ for n, n1, n2 ∈ ΛL
such that
ρ−′ = R(ρ+′), (10)
ρ−′ = R(R(ρ−′)/2 + ρ−′/2). (11)
We call this fixed point a spike solution and express it
symbolically as (−′ +′ +′−′), where ρ+′(J) → ρ+/2 and
ρ−′(J) → ρs(0) + (ρ−(J) − ρs(0))2h holds asymptoti-
cally, at the leading order of J , as J → ∞; Specifically,
(ρ+′ , ρ−′) = (5.10648.., 0.11468..) for J = 10. Keeping
these new heterogeneous fixed points in mind, the nu-
merical observations for C = B are as follows. First, a
spatiotemporal pattern appears from the instability of the
homogeneous stationary solution as shown in Fig. 3(b),
where maxn∈ΛL ρn ≃ 10.1 and minn∈ΛL ρn ≃ 0.101 are
very close to zigzag solutions with ρ+ and ρ−, respec-
tively. Second, there is a defect sequence (mppm) between
the fragments of zigzag solutions, where ρp ≃ 5.106 and
ρm ≃ 0.115 when two defects are just adjacent as (ppmpp),
which are very close to the spike solution ρ+′ and ρ−′ , re-
spectively; otherwise ρm ≃ 0.107. Thus, by taking into
account combinations of locating the fragments of spike
solutions (−′ +′ +′−′) in the fragements of zigzag solu-
tions (+−+−), we conjecture that the number of locally
stable heterogeneous solutions for a network with length
L is, at least,
∑L/4
k=1 L/4Ck > 2
L/8. The qualitatively sim-
ilar behaviors, which can be regarded as point-defects in
a crystal, appear also for odd L. Note that these hetero-
geneous solutions obtained in the long time limit depend
on the initial conditions and also there is another fixed
p-4
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Fig. 4: (color online) Density map of ρn as a function of (n, t):
(a) A traveling crystal for C = F− (feedback-loop network). (b)
Two kinds of traveling defects and its pair annihilation around
(n, t) = (40, 270) in a crystal for C = F+ (feedforward-loop
network). L = 56, h = 4, γ = 1, c = 0.1, and J = 10.
point (ρ+′ , ρ−′) = (1.372.., 2.299..) satisfying Eqs. (10)
and (11), which, however, does not appear in the present
condition presumably because it is unstable.
Furthermore, we have numerically investigated the de-
pendence of spatiotemporal expressions on α ≡ K1/K−1
in the case of C = B. Indeed, as long as α is sufficiently
close to 1, the point-defects in a crystal are robust against
changes in α. However, as α is decreased, at a certain
value of α = αc, the defects becomes depinned, leading to
traveling point-defects in a crystal as observed in the case
of C = U, implying that there is a bifurcation between two
qualitatively different behaviors. It seems that these be-
haviors do not depend qualitatively on whether L is even
or odd, as long as L is sufficiently large.
Networks of feedforward or feedback loops. –
We move onto the case of C = F± ≡ {1,±2} with
K1 = K±2 as shown in Fig. 1(c) and (d) where F
+ and F−
are regarded as the network of minimal feedforward loops
and feedback loops, respectively. This case corresponds
to property (1.iii), where an oscillatory mode may appear
from the initial conditions close to the homogeneous sta-
tionary solutions, as shown in Fig. 2(b). Furthermore,
the feedback-loop-like case F− corresponds to Ly-layered
repressor lattice with Ly = 2 [19].
In this case, at the instability point of ρs, the real part
of the eigenvalue with k = k0 (which is very close to
2L/7) first becomes zero. Note that the wavenumber of
its complex conjugate is k∗ = L − k0 ≃ 5L/7. Thus,
the spatiotemporal expressions in the initial time regime
can be described by ρn(t)− ρs proportional to cos(ω±t+
n2pik0/L + δ) with ω± = 2
−1V (ρs(J))(sin(2pik0/L) +
sin(d±2pik0/L)) where δ is a constant and F
± = {1, d±}.
In the numerical experiments for C = F− as shown in Fig.
4(a), even in the long time limit, the similar patterns of
traveling crystal expected from the above appear, which
do not depend on the initial conditions except for a spa-
tiotemporal time shift corresponding to the values of δ
[26]. It should be pointed out that the behaviours simi-
lar to such a traveling crystal appear also for C = {1, d}
with d ∈ {4, 6,−4,−6}. It implies that such behaviors ob-
served in the case of C = F− are rather universal for those
networks with even d.
On the other hand, the numerical observations for the
feedforward-loop-like case of C = F+ are as follows. Spa-
tiotemporal patterns get more complicated in the late
time regime through transient dynamics as shown in Fig.
4(b). In order to understand the late time regime, it turns
out to be important to realize that spike solutions ob-
tained as (−′ +′ +′−′) symbolically for C = B are sta-
tionary solutions also for C = F+. Note that when L is
a multiple of three, then the number of these spike solu-
tions is exactly three. Indeed, maxn∈ΛL ρn ≃ 5.106 and
minn∈ΛL ρn ≃ 0.115 are very close to the spike solution
with ρ+′ and ρ−′ , respectively. Further, there are two
kinds of traveling waves in the fragments of spike solu-
tions, which can be pictured as traveling defects in a crys-
tal; each traveling defect shifts the local phase of a crystal
to the opposite directions. Indeed, the speed of traveling
waves causing the negative shift (negative wave) is rela-
tively faster than that of another causing the positive shift
(positive wave), leading to a pair annihilation when they
collide. Thus, in the long time limit, depending on the
initial conditions, either positive waves or negative waves
remain, whose number is np = 2 or nm = 1, respectively
for L = 56. The number of the traveling waves depends
on the value of L in such a way that np = 1 or nm = 2
for L = 55, and np = 3 or nm = 0 for L = 54, where
nm = 0 means the existence of exact spike solutions with
no negative waves because L = 54 is a multiple of three.
Thus, if the number of traveling waves are commensurate
with spike solutions as found above, the traveling waves
are stable in the long time scale.
Lastly, it turns out that in the case of the network
(L,C) = (56, {1, 6}), there is a special heterogeneous sta-
tionary solution obtained approximately by the repetition
of sequence (−′ +′ +′ −′ + − +−′), which exactly corre-
sponds to a combination of the fragments of both spike
and zigzag solutions in the case of C = B. The numerical
experiments indicate that whether a traveling crystal as
observed for C = F− or such a special stationary solution
appears depend on the initial conditions. This construc-
tion of special stationary solutions is available as long as
the number of repetition L/(d + 1) is an integer; partic-
ularly L/(d + 1) = 8 in this case. Thus, by construction,
these heterogeneous stationary solutions exist for any net-
works (L,Fd) with Fd ≡ {1, d} such that L/(d + 1) with
p-5
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even d ≥ 6 is an integer, and are expected to be locally
stable.
Concluding remarks. – We have proposed a family
of repressor networks as an extension of the previously
studied repressor networks [17, 19]. We have classified
those networks into several topological classes from the
viewpoint of the instability of the homogeneous states and
clarified the mechanism of spatiotemporal expressions in
the long time regime for locally interacting cases.
Let us comment on the relationship between the present
model and the generalized repressilator previously pro-
posed in the case of U as an extension of the original
repressilator with finite translation speed [16]. Indeed,
by explicitly introducing another variable describing a fi-
nite translation speed in the way of τ∂tηn = ρn − ηn and
replacing the interaction term by Fint({ηnd}d∈C), we have
numerically found that the spatiotemporal expressions ob-
served in this paper do not change qualitatively, at least,
for networks of chains and feedforward(back)-loop, pro-
vided that τ is sufficiently small. In particular, even in
the presence of non-zero τ for C = U, we have still ob-
served traveling waves.
As a future study, it would be interesting to consider the
possibility of classifying the repressor networks by tak-
ing into account the dynamics in the long time regime.
We have already found elusive relationships between the
dynamics of different networks in the late time regime.
For example, spatiotemporal expression in B and F+ are
closely related to each other, which might be classified
into a subclass including other networks. Further, it is a
natural question how heterogeneity of chains and adding
activators instead of repressors will change the spatiotem-
poral behaviors as studied in [27, 28]. Such studies based
on the repressor networks potentially shed light on the
role of topological structures in gene regulatory networks
and also how to experimentally design gene regulation net-
works to control biological properties in a desired manner.
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