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ABSTRACT
OPTIMIZING BOLUS CALCULATOR SENSITIVITY SETTING USING
SELF-ORGANIZING MAP NEURAL NETWORK
Eric Johnson, M.S.
Department of Industrial and Systems Engineering
Northern Illinois University, 2017
Reinaldo Moraga, Co-Director
Shi-Jie Chen, Co-Director
Type 1 diabetes is an autoimmune disease that affects millions of people around the
world. This disease, which has no cure, is treated by injecting insulin into the body. This is
done to balance out the body’s blood glucose level to help it stay within a healthy range. Blood
glucose outside this range can cause many complications and can lead to death if left untreated.
In order to maintain a healthy blood glucose level, many technologies have been
developed, including a bolus calculator equipped insulin pump and a continuous glucose
monitor. The monitor takes blood sugar readings and passes them to the insulin pump, which
will notify the user of their current blood glucose level. The user then has the ability to enter the
proper amount of insulin required, as determine by the bolus calculator, to lower their current
blood glucose level. This calculator is affective for blood glucose levels up to 250 mg/dL, but is
insufficient for blood glucose levels above 250 mg/dL due to the body’s reaction to the high
blood glucose amounts.
In order to determine the proper correction bolus amount, this thesis developed a SelfOrganizing Map Neural Network to analyze historical blood sugar levels after a correction bolus
was complete. In the future, this neural network, which can be implemented alongside bolus

calculators, will enable a diabetic to receive a personalized bolus amount recommendation based
on their own historic blood glucose values.

NORTHERN ILLINOIS UNIVERSITY
DE KALB, ILLINOIS

AUGUST 2017

OPTIMIZING BOLUS CALCULATOR SENSITIVITY SETTING USING SELFORGANIZING MAP NEURAL NETWORK

BY
ERIC JOHNSON
© 2017 Eric Johnson

A THESIS SUBMITTED TO THE GRADUATE SCHOOL
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE
MASTER OF SCIENCE

DEPARTMENT OF INDUSTRIAL AND SYSTEMS ENGINEERING
Thesis Co-Directors:
Reinaldo Moraga
Shi-Jie Chen

ACKNOWLEDGEMENTS
Many individuals have helped me through the journey of writing this thesis. First,
I’d like to thank my advisors, Reinaldo Moraga and Gary Chen, for their advice and guidance
when approaching this complex topic.
I’d like to thank my father-in-law, David Gorenz, for all his help, and his willingness to
stay up late proof-reading this paper. I’d also like to thank my mother-in-law, Shelley Gorenz,
for watching Ella and supporting my family when I wasn’t able to do so due to the demands of
this thesis.
Finally, I want to thank my wife, Rachel, for all of her love, patience, and for all the
support that she has given me while I completed this thesis. I would not be where I am today if it
wasn’t for her.

DEDICATION

I dedicated this thesis to my three angels, my wife, Rachel, daughter, Ella, and dog,
Minnie Mae, with love.

TABLE OF CONTENTS
Page

LIST OF TABLES ....................................................................................................................................... vi
LIST OF FIGURES .................................................................................................................................... vii
INTRODUCTION ........................................................................................................................................ 9
Description of the Problem ....................................................................................................................... 9
Objective ................................................................................................................................................... 5
Justification ............................................................................................................................................... 6
Scope ......................................................................................................................................................... 7
Dreams ...................................................................................................................................................... 8
Overview of Thesis ................................................................................................................................... 9
LITERATURE REVIEW ........................................................................................................................... 10
Type 1 Diabetes Mellitus ........................................................................................................................ 10
Systems Dynamics .............................................................................................................................. 13
Insulin Pumps...................................................................................................................................... 16
Sensitivity Control Algorithm ............................................................................................................. 17
Neural Network....................................................................................................................................... 17
Supervised Artificial Neural Network ................................................................................................ 18
Unsupervised Artificial Neural Network ............................................................................................ 19
Self-Organizing Map .......................................................................................................................... 20
NEURAL NETWORK STRUCTURE AND IMPLEMENTATION OF SENSITIVITY STUDY ........... 25
Neural Network Design .......................................................................................................................... 25
Pre-Processing Input Data ................................................................................................................... 26
Initialization ........................................................................................................................................ 26
Training ............................................................................................................................................... 27
Analysis and Visualization.................................................................................................................. 28
SubVIs .................................................................................................................................................... 29
SubVI: Read in Data ........................................................................................................................... 29

v
Page
SubVI: Create Initial Arrays ............................................................................................................... 30
SubVI: “Input SubVI”......................................................................................................................... 31
SubVI: “Exponential Decay Function and Weight Updating” ........................................................... 32
SubVI: “Pause Training” .................................................................................................................... 33
SubVI: “Create File Path..................................................................................................................... 34
SubVI: “Split Weight Array” .............................................................................................................. 35
SubVI: “Save Data to File” ................................................................................................................. 36
SubVI: “Analyze Results” .................................................................................................................. 37
Front Panel .............................................................................................................................................. 38
RESULTS ................................................................................................................................................... 41
Source Data Selection ............................................................................................................................. 41
Input Data Criteria Requirements ........................................................................................................... 42
Processing Data and Results ................................................................................................................... 45
Verifying Results .................................................................................................................................... 48
VALIDATION ............................................................................................................................................ 49
CONCLUSION ........................................................................................................................................... 53
BIBLIOGRAPHY ....................................................................................................................................... 55
APPENDIX: SELF-ORGANIZING MAP PSEUDOCODE...................................................................... 58

LIST OF TABLES
Table

Page

Table 1: Definitions of Bolus Calculator Settings on Medtronic Revel Insulin Pump ................... 4
Table 2: Number of Complications Due to Diabetes ...................................................................... 6
Table 3: Correction Bolus vs. Active Insulin Time Example ....................................................... 43

LIST OF FIGURES

Figure

Page

Figure 1: Stock and Flow Diagram Representing the Dynamics of Blood Glucose Control ...................... 14
Figure 2: Photograph of Medtronic Revel MMT-551 Insulin Pump ......................................................... 17
Figure 3: Standard Artificial Neural Network (Artificial Neural Network) ............................................... 19
Figure 4: Overall Code for SOM Neural Network ..................................................................................... 28
Figure 5: “Read in Data” SubVI Block Diagram ........................................................................................ 29
Figure 6: “Create Init Arrays” SubVI Block Diagram ................................................................................ 30
Figure 7: “Input SubVI” SubVI Block Diagram ......................................................................................... 31
Figure 8: “Expo Decay Func Wt” SubVI Block Diagram .......................................................................... 33
Figure 9: “Pause Training” SubVI Block Diagram..................................................................................... 34
Figure 10: “Create File Path” SubVI Block Diagram ................................................................................. 35
Figure 11: “Split Weight Array” SubVI Block Diagram ............................................................................ 36
Figure 12: “Save Data to File” SubVI Block Diagram ............................................................................... 37
Figure 13: “Analyze Results” SubVI Block Diagram................................................................................. 38
Figure 14: “Main” Front Panel.................................................................................................................... 40
Figure 15: Surface Plot of Weighted Array with Initial Random Weights (left) and Surface Plot of Trained
SOM (right)................................................................................................................................................. 45
Figure 16: Line Plot Showing Trained SOM Data...................................................................................... 46
Figure 17: Line Plot of Actual vs Ideal Bolus Amount .............................................................................. 47
Figure 18: Scatter plot of author’s two hour blood glucose results when using actual, ideal and optimal
bolus amounts ............................................................................................................................................. 48

viii
Page
Figure 19: Two hour blood glucose values when using standard vs dynamic approach to correction bolus
amounts ....................................................................................................................................................... 50
Figure 20: Comparing two hour blood sugar values before and after implementing SOM method ........... 51
Figure 21: Results from One Sample Sign Test for actual and ideal bolus amounts .................................. 52

CHAPTER 1

INTRODUCTION

Diabetes Mellitus affects over 422,000,000 people across the globe (World Health
Organization, 2016). A subset of this disease is Type 1 diabetes. This auto immune subset
causes the body to attack the BETA cells located in the pancreas, which are responsible for
creating insulin. Insulin is required by the body to help metabolize glucose for energy (Swade,
2015). Without insulin being created naturally in the body, individuals are forced to supplement
this insulin deficiency with synthetic insulin. This is done by multiple daily injections or by an
infused insulin pump, and by measuring the person’s current blood glucose by using a blood
glucose meter.

Description of the Problem

Blood glucose levels rise and fall throughout the day and night due to many factors, all of
which dependent on the individual’s body, lifestyle, and diet. Without insulin to create a
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balance, the blood glucose would rise above optimal levels and cause an episode of
hyperglycemia. If these levels are high enough, Diabetic Ketoacidosis (DKA) could set in,
which would require a trip to the closest emergency room. High blood glucose over an extended
period of time can lead to complications such as diabetic neuropathy, heart disease, blindness,
and, ultimately, ulcers, which, left untreated, can lead to the amputation of limbs. On the other
hand, hypoglycemia or low blood glucose, if left untreated, can lead to more immediate health
concerns. If the blood glucose drops below the optimal level, light-headedness and dizziness
will occur and, if left untreated, will lead to loss of consciousness and eventual death.
The leading factors in the fluctuation in blood glucose levels are the dosage of insulin, the
amount of carbohydrates consumed, and each individual’s body’s reaction to each of those
factors. A person’s body requires a small amount of insulin, known as a basil rate, at all times to
maintain a constant flow of energy to the cells of the body. To receive this insulin, a diabetic
must inject long-acting insulin or wear an insulin pump which releases a basil amount of insulin.
An additional amount of insulin, called a food bolus, is required to compensate for the
amount of carbohydrates consumed. This carbohydrate-to-insulin ratio varies by person and by
time of day. Other factors, such as the fat intake and the glycemic index of the foods eaten,
affect the rate at which the body absorbs and converts the carbohydrates to glucose. These
factors add a level of complexity because if an individual injects insulin when eating a meal
containing a fatty food, the body focuses on breaking down the fatty foods before the
carbohydrates contained in the meal. The carbohydrates would be metabolized later, but the
insulin bolus given before the meal is already in the body. The insulin would then get absorbed
by the body before the carbohydrates are broken down and be the cause of a hypoglycemic event
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(known commonly as a blood glucose drop) before the carbohydrates would have a chance to be
converted into blood glucose. These hypoglycemic events can prove to be fatal if left untreated.
Before insulin pumps were developed, patients were required to inject themselves with
insulin multiple times per day, known as a manual daily injections. One injection would contain
long-acting insulin, which lasted nearly 24 hours and served as the basil insulin dosage.
Additional injections of short-acting insulin were needed to compensate for food boluses and
correction boluses. Correction boluses are needed to lower an individual’s blood glucose values
when they are above the target range.
In the 1970s, insulin pumps were first introduced to assist diabetics in their treatment
plans. Modern insulin pumps have one reservoir of short-acting insulin and dispense small
amounts throughout the day to be used as their basil insulin, which replaces a single injection of
long-acting insulin taken once a day. Throughout the day, a patient can enter their current blood
glucose reading from a blood glucose meter, which requires a finger stick for a blood sample,
and then enter the amount of carbohydrates they are about to eat into the bolus calculator feature
of their insulin pump. The bolus calculator will recommend the amount of insulin needed to
counter the soon-to-be-digested carbohydrates based on the person’s carbohydrate-to-insulin
ratio settings.
This bolus calculator does an excellent job of controlling blood glucose levels provided
its settings are correct. A list of the adjustable settings found in a bolus calculator can be found in
Table 1. Correct settings also help prevent the dangers related to insulin stacking. Insulin
stacking occurs when insulin is injected when there is still active insulin in the body waiting to
be absorbed from the pre-meal bolus. This causes an overdose of insulin in the body and will
cause a dangerous hypoglycemic event. When a diabetic first receives an insulin pump, their
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endocrinologist or certified diabetes educator enters the initial pump settings. These initial
settings are no more than an educated guess and will need to be adjusted throughout a diabetic’s
lifetime. For example, the hormones in a youth going through puberty will fluctuate on an
almost daily basis, forcing settings to be changed frequently (Swade, 2015). Because there is
currently no easy way to determine the optimal settings, physicians will initially allow the
patient’s blood glucose to be higher than the optimal value in order to prevent a dangerous
hypoglycemic event.

Table 1: Definitions of Bolus Calculator Settings on Medtronic Revel Insulin Pump
Name
Basil Insulin Rate

Carbohydrate Ratio
Active Insulin Time
Sensitivity

BG Target

Symbol

Units
Unit/
Hour

CR

Carb/
Unit
Hour
Blood
Glucose/
unit
mg/dL

Definition
Insulin amount needed
to supply body with
energy to cells
Insulin to counteract
carbohydrates digested
Time for body to
absorb all bolus insulin
Insulin needed to
reduce BS to normal
level
BG Target range

Variable by Time of Day
YES

YES
NO
YES

NO

More recently, Continuous Glucose Monitors (CGM) have been introduced and
integrated with insulin pumps. These monitors are sensors worn by the patient which send a
blood glucose reading to the insulin pump once per minute. These blood glucose readings are
then shown and graphed on the insulin pump’s display to show trends. The use of CGM
decreases the frequency that the diabetic needs to prick their finger using a blood glucose meter
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to determine their current blood glucose level, although finger sticks will still be necessary
before meals and for calibration purposes at least twice a day.

Objective

There is a need to establish a technique that is capable of determining personalized and
optimized insulin pump settings for each individual patient. Correct insulin pump settings can
have a significant impact on blood glucose control and the quality of life that a patient with
diabetes can have (Walsh, Roberts, & Bailey, Guidelines for Optimal Bolus Calculator Settings
in Adults, 2011). Also, providing an automated, smart way of adjusting these settings will
decrease the chances of future diabetes complications. In this research, a Self-Organizing Map
Neural Network was proposed to eliminate the need for a static sensitivity setting by instead
having the insulin pump recommend the ideal bolus amount needed to bring a high blood
glucose down to the target level. This recommendation will be based on each individual’s
historical data which is downloaded from their insulin pump. This neural network was
developed to achieve the objective of improving the quality of life and simplifying the
complexity of living with and treating Type 1 Diabetes Mellitus.
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Justification

Complications from chronic high blood glucose may not appear until later in life;
however, the high blood glucose causing these complications could have occurred much earlier
in life. Because of health complications caused by the high blood glucose, it is important to
always properly manage the blood glucose level at any given age. Children with Type 1
Diabetes, who are often put on an insulin pump at an early age, must take extra care due to their
potentially long life-expectancy. Longer life expectancy increases the risk of complications due
to the longer amount of time that blood glucose could be above the optimal range. A yearly rate
of common diabetes complications, as reported by the Centers for Disease Control, can be found
in Table 2.

Table 2: Number of Complications Due to Diabetes
Cause
Hyperglycemia (deaths)
Hyperglycemia (ER visits)
Amputations
Visual Impairment
Coronary Heart Disease
Stroke

Number in 2009
2,417
170,000
68,000
4,000,000
4,600,000
2,000,000

Per 100,000 Diabetics
12.2
330
19,700

A Person with diabetes who has a bolus calculator-equipped insulin pump can better
control their blood glucose due to the elimination of human error which could occur when
performing the various dosage calculations. For best results, the correct settings need to be
installed in the calculator (Rossetti, Vehi, Revert, Calm, & Bondia, 2012).
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The SOM Neural Network introduced in this paper attempts to improve bolus calculators
so that they can better recommend the bolus insulin dosages needed to lower blood glucose
levels down to the target level. Currently, when being introduced to an insulin pump, a basil rate
would be set by having the patient fast for 12+ hours at a time and testing their blood glucose
often during this process. The doctor or diabetes educator would adjust the basil setting
according to the trends shown from the documented blood glucoses, after which, the patient
would repeat this fasting until the doctor or educator was satisfied with the blood glucose results.
This fasting would have to be done both during the day and at night to find the basil rate of
insulin throughout a 24 hour period. Other bolus calculator settings, such as carbohydrate-toinsulin ratio and active insulin time and sensitivity (which will be studied in this thesis), are
found by using trial and error and have no empirically validated method of finding a quick and
optimal setting value (Swade, 2015). This neural network finds improved sensitivity setting
values by processing all historical data available and recommends the best settings for the bolus
calculator.

Scope

The neural network presented in this thesis attempts to optimize the sensitivity setting for
CGM and bolus calculator-equipped insulin pumps. The sensitivity setting is used to calculate
the amount of insulin required to bring a high blood glucose down to the target level. The
sensitivity value can be set based on the time of day of the correction bolus, but does not change
based on the starting blood glucose value. This neural network will recommend the bolus insulin
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amount needed to decrease the blood glucose value to the target range when significantly outside
of the normal levels.
This network will not attempt to find near-optimal solutions to the other variables which
can be set in the bolus calculator, such as the basil insulin rate, carbohydrate-to-insulin ratio,
active insulin time, and target blood glucose value. It is assumed that these settings are at their
respective optimal values and remained unchanged during the data collection phase of this study.
One additional limitation, however, is that the scope of this network does not take into
consideration factors which can affect the patients’ blood glucose which are out of control of the
bolus wizard, such as the patient’s stress level, physical health, or the amount of activity
performed.

Dreams

In the future, the SOM neural network presented can be included in the software of
insulin pumps. When the patient introduced to the insulin pump, the certified diabetes educator
will enter initial values into the settings. The setting values will adjust based on the individual’s
diet, amount of insulin resistance, and typical needs of the individual. Once the setting is
updated, it will continuously adjust based on the difference between the actual and target blood
glucose. Once this technology has been used for some time, the various trained SOM Neural
Networks could be sorted and categorized to help recommend better settings for the diabetes
professional to use when initially setting various insulin pump settings.
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Overview of Thesis

Chapter 2 of this paper reviews past literature on related topics, including artificial neural
networks, unsupervised neural networks, and diabetes technology. Chapter 3 explains the SOM
network methodology, as well as the LabView code which was used to train the network.
Chapter 4 presents the results. The network will be validated in chapter 5 with the conclusion
and future research topics being found in chapter 6.

CHAPTER 2

LITERATURE REVIEW

Type 1 Diabetes Mellitus

Research on diabetes mellitus and diabetes technology appears in many journals and
patents. One common aspect of this research is the development of the artificial pancreas (AP)
for diabetics. This technology will consist of a three part system comprised of the continuous
glucose monitor (CGM), insulin pump, and a control algorithm, which is still in its infant stages
of development and implementation. The network developed in this thesis can be applied to, and
contribute to, the AP once it is complete, and can also be of use when implemented alongside a
bolus calculator, which is currently in use in insulin pumps. Aspects of this AP system have
been studied and improved upon in recent years, which will lead to nearly hands-off, closed-loop
diabetes treatment.
The CGM is a sensor worn by the patient that takes a blood glucose reading once per
minute and reports the average value for the past 5 minutes to the patient via the insulin pump
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The CGM data from two separate medical companies was used alongside a Neural Network
Model (NNM) to predict blood glucose levels at set prediction horizons, and achieved more
accurate results than when compared with autoregressive models (Perez-Gandia, et al., 2010).
The CGM would communicate to the insulin pump in real time the current blood glucose level of
the patient. The insulin pump will then, by use of its control algorithm, decide whether more or
less insulin is needed to adjust the blood glucose to bring it to the target level.
De Canete (2011) developed a two-part artificial neural network that contained both an
ad hoc and in silico network to successfully define “the identification of patient dynamics and
the glycemic regulation.” The ad hoc model was used to close the feedback loop and represent
the glycemic regulation. The in silico model represented a type 1 diabetic patient and their
reaction to infused insulin. Results of this study showed that the combination of these models
behaved like an artificial pancreas would.
Mougiakakou, Stavroula G; Bartsocas, Christos S; Bozas, Evangelos; Chaniotakis,
Nikos; Iliopoulou, Dimitra; Kouris, Ioannis; Pavlopoulos, Sotiris; Prountzou, Aikaterini;
Skevofilakas, Marios; Tsoukalis, Alexandre; Varotsis, Kostas; Vazeou, Andrianni; Zarkogianni,
Konstantia; Nikita, Konstantina S (2010) developed an online database named “SMARTDIAB”
as a way to close the loop between a patient’s CGM and their pump. This database stores the
patient’s blood glucose data, which allows for easy access for the patient and physician. This
database can be accessed by any mobile phone or computer connected to the internet.
SMARTDIAB is able to direct the insulin pump as to the dose needed to correct blood glucose
levels based on past patient data. This research is different from this thesis topic because it uses a
Real Time Artificial Neural Network, which is a supervised recurrent neural network, as opposed
to an unsupervised SOM Neural Network. The research in Mougiakakou’s paper focuses on the
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use of multiple components to improve blood glucose control. These components include the
patient unit (PU), which collects and transmits the patient’s information (glucose level, diet,
amount of physical activity as well as the amount of injected insulin) by using either a mobile
phone or a laptop/PC. The patient management unit (PMU) component, which consists of a
website that can be accessed by either the patient or their health care provider. This website also
contains the artificial neural network, which can recommend treatment plan adjustments along
with recommended changes in insulin infusion rates. This thesis, which uses a SOM Neural
Network, is working toward including this NN in the next generation of insulin pump. The
approach of this thesis would combine the PU and the PMU developed in Mougiakakou’s paper
into one single system that would fit in the pocket of the patient and utilize a SOM Neural
Network.
In 2012, Rossetti et al performed a study that evaluated patients’ ability to calculate the
correct dosage of insulin and compared that with calculations performed by a bolus calculator. A
bolus calculator is a software device that recommends the proper bolus dose of insulin. The
calculator takes into account the patient’s insulin sensitivity, carbohydrate-to-insulin ratio, and
active insulin “on board” the patient’s body, as well as the active insulin time. The results of the
study were compared using data taken from a CGM across a range of patients. The study
showed the importance of proper education for diabetics and their caretakers. Patients can make
mistakes when performing manual mathematical calculations and these mistakes could lead to
hypoglycemic or hyperglycemic episodes. It was also shown that a bolus calculator is more
reliable than manual calculations, but shows that the calculator is only as good as the tunings of
its settings.
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In the future, this thesis topic can be implemented into an insulin pump and will work
alongside its bolus calculator. With the patient utilizing the bolus calculator, the human element,
which is known for making errors, will be eliminated (Rossetti, 2012). The bolus calculator will
utilize a neural network similar to the networks used by (De Canete, S, & Ramos-Diaz, 2011)
and (Mougiakakou, et al., 2010) to better recommend insulin dosages.

Systems Dynamics

Systems Dynamics (SD) is a modeling approach used to understand and better analyze
various facets of complex systems. SD began as a way to address corporate problems but later
branched out to solve urban and world problems such as the “predicament of mankind,” which is
a possible crisis of the future caused by the Earth’s limited resources being affected by the
planets increasing population (Radzicki, 2008).

A systems dynamics model consists of stocks and flows. Figure 1, shown below is a
simplified stock and flow diagram displaying the interactions between different variables that
affect blood glucose control. Current blood glucose value, insulin “on board” and carbohydrates
eaten are all values that can be counted and are represented in Figure 1 as stocks. The values of
each of these stocks are affected by different flows, which represent the rate of change in
quantity within each stock.
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Figure 1: Stock and Flow Diagram Representing the Dynamics of Blood Glucose Control

The Insulin on Board stock increases based on the Insulin Injection Rate flow. This flow
changes due to the individuals Basil Rate, Squarewave Bolus and Normal Bolus amounts. This
stock will decrease based on the Insulin Absorption Rate flow which is determined by the
individuals Active Insulin Time. The Correction Bolus is determined by the individual’s current
blood glucose’s distance from the Goal BS and their Sensitivity to insulin. The Squarewave
Bolus is determined by the SW (squarewave) Time Length, the Total Bolus amount and the
Percent Normal Bolus. This is the percent amount of the bolus that will be injected over a period
equal to the SW Time Length as opposed to being injected immediately. The Normal Bolus value
also affects the Insulin Injection Rate by being changed due to the Percent Normal Bolus and
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Total Bolus Amount. The Insulin on Board stock decreases based on the Insulin Absorption Rate
flow, which is controlled by the Active Insulin Time.
The Carbs Eaten stock amount determines the amount of the Food Bolus, which is also
determined by the C:I (carb to insulin) Ratio. This stock decreases based on the body’s
metabolism and its reaction to the fat content of the food/drink consumed. The Fats Eaten also
determine the Percent Normal Bolus amount.
The Carb Metabolizing Rate will cause the Blood Glucose stock to increase. This
increase will affect the Correction Bolus amount and the Distance from Goal BS. This stock will
decrease based on the Blood Glucose Used by Body flow. This flow changes based on the
individual’s sensitivity to the amount of Alcohol Consumed, their Stress Level, Exercise Amount
and their Illness level.
This simplified stock and flow diagram shows the complex nature of the Blood Glucose,
Insulin on Board, and Carbs Eaten relationship. A more detailed, in depth study of this systems
dynamics relationship can be found in a thesis by Fadhl Mohammed Ahmed Al-Akwaa (Ahmed
Al-Akwaa, 2006) . Figure 1 highlights in red the settings, which are adjustable in an insulin
pump’s bolus calculator. This thesis will focus on improving the sensitivity setting, which is
needed to determine the appropriate amount of insulin to inject to lower a high blood glucose
level.
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Insulin Pumps

Insulin pumps first entered the market in 1976 and have been subject to many
improvements throughout the years. One major improvement to the insulin pump was the bolus
calculators (BC) that were included with insulin pumps starting in 2002 and was improved upon
leading up to their current status in Medtronic’s MMT-551 pump. This pump, which is seen in
Figure 2, is equipped with a built-in bolus calculator called a Bolus Wizard and works alongside
an Enlite CGM that communicates with the pump, where all of its blood glucose data is stored.
Walsh (2011) compiled a series of equations using a patient’s total daily dose of fast-acting
insulin to better determine a given bolus calculator’s settings. This generalized technique makes
several assumptions, and so its use is limited regarding personalized settings for each patient.
The formula developed by Walsh is limited, as it only gives a single sensitivity setting and does
not address the additional insulin needed at times when the blood glucose is very high. These
equations were also developed by analyzing data from a pool of diabetics who had excellent
blood glucose control. This thesis will address this problem by calculating an improved
recommended correction bolus amount based on the patient’s blood glucose history and their
blood glucose at the time of the correction bolus.
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Sensitivity Control Algorithm

To improve the Sensitivity bolus calculator setting, a patient must be aware of their
individual sensitivities to insulin and carbohydrate absorption, as well as their reaction to stress,
fatty foods, and exercise. Walsh (2014) performed a study that determines the amount of time
that fast acting insulin is active in a patient’s body. Not knowing the “Active Insulin Time” can
cause insulin stacking, which will lead to unexpected hypoglycemic events.

Figure 2: Photograph of Medtronic Revel MMT-551 Insulin Pump

Neural Network

Artificial neural networks (ANN) were first introduced in 1943 by Warren McCulloch
and Walter Pitts (McCulloch & Pitts, 1943). Their paper described the development of a basic
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ANN with electronic circuits. The goal of ANN is to recreate the inner workings of a human
brain. As with a human brain, there are weighted connections that represent the axons, which
feed into neurons, which represent the brain cell. Many different versions of these networks
have been developed since 1943 for many different purposes. There are two major sub-groups
that encompass all ANN, both the supervised and the unsupervised.

Supervised Artificial Neural Network

ANN gained popularity in the 1950s as the first computers were developed. As the
power of the computer increased, the networks grew and improved. In 1969, M. Minsky and S.
Papert (1969) explored the limitations of the Perceptions model first introduced by Rosenblatt
(1962). Perceptions are a type of linear classifier that is trained using supervised learning. The
popularity of artificial neural networks did not surge in popularity until John Hopfield presented
a paper involving a back-propagation network (Hopfield, 1982). Back-propagation is an
approach used to teach the network by adjusting the weights, starting with the output node and
moving towards the input node. The weights are adjusted based on the difference between the
actual output and target output of the network. In this way, the output of the network is
considered supervised. Figure 2 below shows a diagram of a standard supervised Artificial
Neural Network.
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Figure 3: Standard Artificial Neural Network (Artificial Neural Network)

Unsupervised Artificial Neural Network

Unlike the supervised neural network described above, which learns by comparing the
network’s output to known real life values and then adjusts the weights of the nodes of the
network by using techniques such as back propagation, the unsupervised neural network has no
known value to use as a comparison to the networks output. This type of neural network works
by grouping like input values together by forming them into categories. Reviewing the
relationship by noting their relative position on the map between each category shows how each
input variable relates to the other. The type of unsupervised neural network developed for this
thesis, known as a Self-Organizing Map (SOM), was first proposed in 1982 by Teuvo Kohonen
(1982).
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Self-Organizing Map

The SOM was originally developed by Teuvo Kohonen in his 1982 Biological
Cybernetics publication “Self-Organized Formation of Topologically Correct Feature Maps”
(Kohonen, 1982). This type of neural network has historically been used for natural language
processing (Honkela, 1997) and music and image classification (Machado, Machado, & Banchs)
. This network consists of a finite number of input vectors where each vector contains 1 to n
input variables, which are normalized to values ranging from 0 to 1 inclusive. The network’s
map contains an x by y grid of nodes. Each node, when initialized, consists of a vector of n
random values ranging from 0 to 1 inclusive, where each random value is connected to a
corresponding input variable. Each input variable is connected to every node, and, therefore,
every node is connected to each input variable. The nodes do not, however, connect to each
other, nor do the values within each node except by their location within the SOM.
To train the SOM network, each set of data points is read, one dataset at a time, into the
input nodes and then into the network. A distance between the input value and each node’s value
is calculated by using the distance equation, labeled equation 1 below. The Best Matching Unit
(BMU) is calculated by finding the node with the smallest total distance between the values of
the input nodes and each particular node in the map.
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Where
DIST  distance between input vector and node vector
n  number of variables in each input vector and SOM node
i  current input variable for vector V being read in
V  current input vector
W  SOM node vector

The neighborhood is a region in the map with the BMU in the center; it is calculated by
determining the radius from the BMU to the outer edge of the neighborhood. The nodes in the
neighborhood will have their weights adjusted. The exponential equation, seen as equation 2,
ensures that the size of the neighborhood decreases over time to the point that it reaches the size
of one node, the BMU. This decrease in size is needed to ensure that the first input vectors read
into the SOM will have a larger impact on the whole map than the vectors read in at a later time.
This decrease in size allows the map to settle into a final usable state as opposed to having major
changes to its shape occur throughout the whole training phase.
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Where

 t   radius of neighborho od at time t
 0  radius of neighborho od at time 0
max( width of map, height of map)
2
t  current time - step or iteration of the loop

0 

  a time constant


n

0

n  total number of input vectors in data set to be learned

Each node within the neighborhood of the BMU is adjusted according to equation 3, the
Weight Adjustment Equation. This equation contains the variable L(t) which symbolizes the
learning rate. This learning rate, shown in equation 3, decreases in time by using the exponential
equation. The distance between the current node being studied and the BMU has an effect on the
node’s learning rate. This effect is calculated, using equation 4, and is symbolized by using the
variable (t).
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Where

Lt   learning rate at time t
L0  learning rate at time 0
L0  small constant usually around the value .1

t  current time - step or iteration of the loop

  a time constant


n

0

n  total number of input vectors in data set to be learned

 dist 2 

t   exp  
2
 2 t  

t  1, 2......

(4)

Where
t   influence of learning rate based on distance from BM U
dist  distance the node is from the current BM U
t  current time - step or iteration of the loop
  radius of neighborho od at time t

After combining these equations together into one equation, the Weight Adjustment
Formula can be seen as equation 5 below. In the equation, the new adjusted weight equals the
current weight plus the influence of learning, multiplied by the learning rate, multiplied by the
difference between the input variable values and the current value of each node’s variable’s
values.
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W (t  1)  W (t )  (t ) L(t )(V (t )  W (t ))

(5)

W (t )  current weight of node being studied
W (t  1)  new adjusted weight of node being studied
(t )  influence of learning rate based on nodes distance from the BM U
L(t )  learning rate at time t
V (t )  input vector at time t
W (t )  weight ve ctor at node being studied

The SOM neural network used in this thesis is a standard, off the shelf, SOM neural
network, whose pseudocode can be found in Appendix A. What makes the neural network
unique is its application. No previous research has been completed in which an unsupervised
neural network was used to recommend insulin pump settings intended for a future application
involving the artificial pancreas project. This network, explained in the following chapter, will
be able to empower a diabetic. This network will allow diabetics to select personalized bolus
amounts based on their own personal history. It will remove the educated guess work, which is
the current standard, for selecting correction bolus amounts to lower the individual’s blood
glucose. With the personalized recommendation occurring, diabetics will no longer need to wait
to see their endocrinologist before making some adjustments to their respective BC.

CHAPTER 3

NEURAL NETWORK STRUCTURE AND IMPLEMENTATION OF SENSITIVITY STUDY

This chapter will present the developed Self-Organizing Map (SOM) Neural Network
used for this study. Chapter 3.1 describes the network as a whole and includes in Figure 3 a
screen shot of the main virtual instrument (VI) written using National Instrument LabView 2012.
Chapter 3.2 describes the code in more detail including screen shots and a description of each
SubVI. Chapter 3.3 explains the graphical user interface (GUI) that is used to control and
visualize the network both during and after training. Chapter 3.4 explains the approach used to
obtain useful results of the insulin sensitivity study.

Neural Network Design

The SOM Neural Network was developed using LabView and consists of the main VI
and nine accompanying customized SubVIs, and many built-in SubVI’s, which are called
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functions in the more commonly known C++ programing language. The purpose of this
LabView-based SOM neural network was to develop a user friendly, customizable, and visual
way to read, process, and view the results of a fully trained map. This network is a proof of
concept, so that, in the future, a SOM could be developed in a more appropriate language to be
added to the software of future insulin pumps. This future code would not need to be user
friendly or visual in the same way as the code introduced below.

Pre-Processing Input Data

Before the SOM can be trained, the input data needs to be uploaded from the insulin
pump to the Medtronic Carelink website. The data is then downloaded in a text file format and
opened in Microsoft Excel. Next, the data was processed using a Visual Basic for Applications
macro, written by the author. This macro sorts and condenses the data so that only the data
which is collected at the appropriate times under the correct conditions will be used to train the
SOM. This data is then normalized so that each of the three input variables have values between
0 and 1, inclusive, and saved to a comma-separated value (CSV) text file that can be read by the
SOM. Once the input data is in a format that is ready to be inputted, the SOM can be initialized.

Initialization

Figure 3.1 shows the block diagram containing the code for the main VI. The code
begins by running the “Read in Data” SubVI which reads and counts the number of data sets
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from the CSV text file and counts the number of variables in the file. The code then runs the
“Create Init Arrays” SubVI, which creates and initializes a 3 x 20 x 20 array with random values
between 0 and 1, inclusive, with a precision of 3. Each 20 x 20 sub-array represents the
untrained SOM of each of the three input variables, which include starting blood sugar,
correction bolus amount, and blood sugar two hours after the correction bolus. Also, the Weight
Array, discussed in section 3.2.1, is now created and filled with random values between 0 and 1,
inclusive.

Training

The network, now initialized, enters the training portion of the program. This consists of
a for loop, which loops for the number of iterations equivalent to the number of data inputs read
in from the data file. The training data is inputed into the “Input SubVI,” where the data points
currently being selected for training are chosen and are outputted to the “Expo Decay Func Wt”
SubVI. This function processes the data using the weight adjustment equation, which is seen as
Equation 5 in the previous chapter, and updates the weights in the Weight Array. The Weight
Array display is also updated at this time. Finally, the “Pause Training” SubVI is called. The VI
will pause the training after a set number of data inputs long enough to allow the user to view
current weights and a 3D surface map visualization of the current state of the Self-Organizing
Map. The for loop is then repeated until all data sets have been inputted into the network.
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Analysis and Visualization

After the training is complete, the code runs the “Create File Path” SubVI (Figure 3),
which creates a location for the final SOM values to be saved. This file path is then inputted into
the “Save Data to File” SubVI, where a text file is created at the file path location, and the SOM
data is saved to it. Meanwhile, the Weighted Array is passed to the “Analyze Results” SubVI,
where some results are extracted from the Weighted Array. The Weighted Array is also passed
to the “Split Weight Array” SubVI, which separates the 3 x 20 x 20 Array into three individual
20 x 20 arrays. These arrays are then sent to the “Scatter Plot” and “Surface Plot” SubVI, where
a visualization of the SOM data can be seen on the “Main” VI’s front panel.

Figure 4: Overall Code for SOM Neural Network

29
SubVIs

SubVI: Read in Data

The “Read in Data” SubVI, as seen in Figure 4, contains the single input, Data to use,
which allows the user to select the data set with which to train the network. The data is then
extracted from the data file and put into a 3 x n array Input Data, where n is the number of data
sets contained in the file. The outputs of the SubVI are the newly created Input Data array, the
number of data sets contained in the array, the number of variables, and an indicator of whether
the input data is test data. This test data is used for debugging purposes and to remove any
randomness that is typical when generating an SOM map.

Figure 5: “Read in Data” SubVI Block Diagram
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SubVI: Create Initial Arrays

The “Create Init Arrays” SubVI, which is seen in Figure 5, creates and initializes the
arrays of weights for the SOM nodes. The single input to this SubVI is the Test Toggle button,
where a bool value indicates whether the Weighted Array will be full of random values between
the values of 0 and 1, or if a test is being done in which the initialized values of the array are
predetermined. This SubVI outputs a cluster called Weight Array Cluster, which contains the
Weight Array and the array size. The SOM used for this research contained a 20x20 grid of
nodes symbolizing the map.

Figure 6: “Create Init Arrays” SubVI Block Diagram
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SubVI: “Input SubVI”

The “Input SubVI,” as seen in Figure 6, reads the next set of data that will be sent to the
network for training. The SubVI has three inputs: Input Data, Row and Test. The Input Data is
an array that contains the data read from the data file in the “Read in Data” SubVI. The Row
input indicates from which row of the input data array the next dataset should be read. The Test
input indicates whether a test is being run. If a test is being run, the input data is a data set that is
hardcoded and not read from a data file. The SubVI has two outputs: Input Array and Array
Size. Input Array contains a 1 x 3 array consisting of the data set to be inputted into the network.
The dimension of 3 is used to represent the three variables being read into the network: the
starting blood glucose, bolus amount, and the blood glucose after two hours have passed. The
Array Size output outputs the size of the Input Array, which is 1 x 3 for this study.

Figure 7: “Input SubVI” SubVI Block Diagram
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SubVI: “Exponential Decay Function and Weight Updating”

The “Expo Decay Func WT” SubVI, which is seen in Figure 7, is responsible for training
and updating the node weights of the SOM network. The SubVI has four inputs: Weight Array
Cluster Input, Input Array, NumIterationsCount and NumIterations. Weight Array Cluster Input
is inputted from the “Create Init Arrays” SubVI, while the Input Array comes from the “Input
SubVI.” NumIterationsCount is the current data set being read, as indicated by the iteration of
the for loop contained in the main program. The final input, NumIterations, is the total number
of data sets that will be used to train the network. Once these values are read, the BMU is found
by applying the distance Equation 1 to all points in the weight array and the neighborhood size is
calculated using Equation 2. Once the neighborhood is calculated, the resulting values of Sigma
and eX are passed to a series of three embedded for loops. Equation 5 calculates the new weight
of each node in the SOM by comparing the current weight to the input values. Equation 5, the
Weight Array Formula, consists of Equations 2, 3 and 4. Once the new calculated weight
replaces the old weight for each element of the 3 x 20 x 20 array, the SubVI ends. Once the
SubVI is finished, the Weight Array Cluster Output is outputted with an updated Weighted Array
reflecting the weight changes caused by Equation 5.
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Figure 8: “Expo Decay Func Wt” SubVI Block Diagram

SubVI: “Pause Training”

The “Pause Training” SubVI, seen in Figure 8, allows the user to view the SOM progress
during its training. This SubVI contains a surface plot, which shows the current state of the
SOM. The VI has five inputs: Weight Array Cluster, Current Iteration, Value to Pause at,
Pause, and Page. The Weight Array Cluster contains the data used to create the surface plots.
Current Iteration, which is the current iteration of the for loop in the main VI, is used to
determine when to pause the training process. Value to Pause at is the number of iterations that
must pass before the training of the network pauses. The input Pause is a bool value which
indicates whether the pausing feature of the network is enabled or not. Finally, the Page input
indicates which layer of the 3 x 20 x 20 SOM area will be plotted on the surface plots. This
SubVI contains no outputs.
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Figure 9: “Pause Training” SubVI Block Diagram

SubVI: “Create File Path

The “Create File Path” SubVI is responsible for creating the file path and data file name
into which the final SOM data can be printed. The SubVI has no inputs and only a single output.
The output is the file path that was created. The data file name was created in a format that
includes the two digit date and two digit time of file creation and has the following key:
mmddyy_hhmmss_Excel Data File. The block diagram for this SubVI can be seen in Figure 9
below.
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Figure 10: “Create File Path” SubVI Block Diagram

SubVI: “Split Weight Array”

The “Split Weight Array” SubVI dismantles the inputted Weight Array into smaller
arrays for various purposes. Its main function is to convert the 3D Weight Array into a 2D array
variable called Weight Array for Printing, which can be outputted and printed to the data file that
was created in the “Save Data to File” SubVI. A second property of this SubVI is that it extracts
a user defined sub array by the input Page to Display. This selected data is then used to create
the surface plot found on the “Main” VI’s front panel. This SubVI has two outputs: Weight
Array for Printing and Separated Weight Array Cluster. Separated Weight Array Cluster is a
cluster that contains all the 20 x 20 subarrays, and a subarray that is the sum of each element in a
particular location in each array. Finally, the cluster contains the array that will be used to create
the surface plot on the “Main” VI’s front panel. The block diagram for the “Split Weight Array”
SubVI can be seen at Figure 10.
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Figure 11: “Split Weight Array” SubVI Block Diagram

SubVI: “Save Data to File”

The “Save Data to File” SubVI, shown in Figure 11, is responsible for saving the final
SOM data. The SubVI contains the following inputs: File Path, Weight Array for Printing and
Create Data File. The File Path was created in the “Create File Path” SubVI and is the location
where the text file will be created and populated with the final SOM data. The Weight Array for
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Printing is the Weight Array passed into the SubVI in a format, which allows for 2D printing to
the file. The variable Create Data File is a bool value which indicates whether the data should
be printed to a file or not. The SubVI contains no outputs.

Figure 12: “Save Data to File” SubVI Block Diagram

SubVI: “Analyze Results”

The “Analyze Results” SubVI, as seen in Figure 12, is primarily used for debugging and
trouble shooting. This VI allows the user to find the minimum and maximum values within the
Weighted Array input. This VI also allows for basic calculations that include an ability to
convert the 0 to 1 weights of the nodes to actual real life values of each variable. This SubVI
contains four outputs. The Minimum Cluster, which contains an array of the element location for
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the weight array containing the two hour later blood glucose reading. The final three outputs are
Insulin Injected, Starting BS, and 2 Hour BS which are values taken from the Weighted Array,
each from a different sub-array layer, and converted back to true to life values.

Figure 13: “Analyze Results” SubVI Block Diagram

Front Panel

The front panel of the “Main” VI contains five controls and three indicators. The
controls contain the bool buttons Create Data File and Pause. Create Data File controls
whether or not the final SOM data will be recorded to a data file. The Pause button controls
whether the training will pause to enable the viewing of the incremental improvements to the
SOM, or whether the user would like rapid results. The text ring control, Data to use, allows the
user to select which data set is used for the training. The two numeric controls are Value to
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Pause at and Page for Pause. The Value to Pause at numeric control lets the user enter intervals
at which the training should pause, which allows the user to view the surface plot of the selected
variable. This variable, which is studied on the surface plot, is chosen by the user using the
numeric control, Page for Pause, where page 0, 1, and 2 plot the Weight Array for the correction
bolus insulin injected, starting blood glucose, and two hour blood glucose respectively. The
front panel also has four indicators, the first of which is called Data Point being Read. This
indicator displays the iteration number for the for loop in the “Main” VIs for loop. The second
indicator, called 3D Surface, is the surface plot, which displays the user selected data obtained
while running the “Split Weight Array” SubVI. The third indicator, labeled 3D Scatter, plots the
same data shown in the 3D Surface plot, but treats the weights of the sub array as if they were
XYZ points on a 3D Cartesian coordinate plane. The final component of the front panel is a
display of the Weight Array. If the Pause button is set to true, the weights can be seen updating
throughout the training process along with the final SOM weights after all training is complete.
The front panel of the “Main” program can be seen in Figure 13 below.
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Figure 14: “Main” Front Panel

CHAPTER 4

RESULTS

Source Data Selection

The author, Eric Johnson, who is a type 1 diabetic, opted to use his own data to train the
SOM used in this research. The author logged in and uploaded his insulin pump and CGM data
to the Medtronic Carelink website. Next, he downloaded all data from January 1, 2015 to
December 31, 2015 into a text file format. The text file was opened in Microsoft Excel and
sorted/filtered using a VBA Macro written by the author. This macro condensed the data so that
all data values on a particular date at a particular time were in the same entry, which was
symbolized by a row in the Excel file. The macro also added an additional column of data,
which held the blood glucose value at two hours after the correction bolus. The two hour time
frame was selected because it is the current active insulin time setting for the author. Once the
macro had completed its processing of all the data in the data set, the author sorted and chose
particular data points based on a strict criteria. This criterion was used to select eligible datasets
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to be used as the training data for the SOM. This criterion was needed to insure all the data
points used as an input were only changed by the insulin injected during a correction bolus. The
specifics of this criterion are discussed below in Section 4.2.

Input Data Criteria Requirements

Active Insulin must equal 0 at time of correction bolus
Active insulin amount at the time of the correction bolus must equal 0 to ensure that a previous
bolus would not have an effect on the two hour blood glucose value being measured. For
example, if a person’s target blood glucose value is 100 and they have a sensitivity factor of 50
than if at 12:00 the blood glucose value is 200 using equation 6 says the correction bolus would
need to be 2.0 units of insulin which using equation 7 gives the person an active insulin value of
2.0 at the time of the bolus. If at 1:00 the person’s blood glucose is now 175, then equation 6
would determine that the correction bolus should be 1.5 units of insulin. However, since
equation 7 says 1.0 units of active insulin remain at that time, then only 1.5 – 1.0 = .5 units of
insulin are needed for the bolus. If at 2:00 the blood glucose reading is at 112.5, then the
calculated bolus needed to bring the blood glucose down to the target value of 100 is .25 units.
Since the active insulin at that time is .25 units, then .25 minus .25 equals 0 units of insulin
needed for the correction bolus. At 3:00, the blood glucose value is at the target 100 and so a
correction bolus is not needed and the active insulin level also has a value of 0. This example is
summarized in the Table 3 below. It is also important to note that Equation 6 shows the
relationship between the Sensitivity setting and the Bolus Amount. The change in one variable
will have an effect on the other. When using an insulin pump, adjusting the Bolus Amount is
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more convenient than adjusting the Sensitivity settings. By finding the ideal Bolus Amount, the
user is also finding the ideal sensitivity value.

Table 3: Correction Bolus vs. Active Insulin Time Example
Time

Current Active
Blood
Insulin
Glucose

12:00
1:00
2:00
3:00

200
175
112.5
100

Correction
Bolus Amount –
Active Insulin
(insulin
injected)
2.0 – 0 = 2.0
1.5 – 1 = .5
.25-.25=0
0-0=0

0.0
1.0
.25
0

Correction Bolus Amount 

Correction Bolus
Amount

New Active Insulin

2.0
.5
0
0

2.0
1.5
.25
0

Current Blood Sugar - Target Blood Sugar 

Correction Bolus Amount 

Sensitivit y Value

(6)

175  100  1.5
50

Time Since Bolus n 

 Time Since Bolus n -1 
Active Insulin Amount  1 
 * Correction Bolus n   1 
 * Correction Bolus n -1 
Active
Insulin
Time


 Active Insulin Time 

(7)

Active Insulin must equal 0 two hours after the correction bolus
This is required because any bolus, during the two hours that the correction bolus was in effect,
would cause a drop in the two hour blood glucose from any insulin other than the amount
accounted for during the initial blood glucose reading.
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All food in the person’s system must be metabolized
This means that no food could be eaten during that same time of the correction bolus because the
food would cause the blood glucose to rise, and, therefore, give a higher blood glucose reading
during the two hour blood glucose data point.

Square or Dual wave bolus cannot be in effect
A square wave or dual wave bolus cannot be in effect. A square wave bolus is used to give a
little amount of insulin over an extended amount of time, such as when a person is at a party
where there are many snacks available. A dual wave bolus is used when a fatty food is being
eaten. Fatty foods will cause blood glucose to rise over a longer period of time. This would
affect the two hour blood glucose level because the food would still be metabolizing after the
initial two hours. These special boluses will also cause the active insulin level to be greater than
0 after the two hour time has been reached.

Carbohydrate ingested must be 0 at the time of the initial blood glucose reading
Consuming any amount of food will affect the two hour blood glucose level, and will make the
bolus be a food bolus as well as a correction bolus. The food being metabolized will cause the
blood glucose to rise, while the insulin injected will cause the blood glucose to drop.

After sorting out the meaningful data for this research 219 data points were found. To
input these data points into the SOM network, the values needed to be normalized to be between
0 and 1. The three variables inputted into the network were the initial blood glucose at the time
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of the correction bolus, the amount of insulin injected for the correction bolus, and the blood
glucose value two hours after the correction bolus was performed.

Processing Data and Results

When first initializing the Weighted Array of the SOM with random values, one sub array
of the SOM looks like the surface plot seen in Figure 14 below. After training the Weighted
Array with 219 data sets where each data set contains a Starting Blood Glucose, Bolus Amount
and 2 Hour Blood Glucose, the trained surface plot for one layer of the map can be seen in
Figure 14. This surface plot of trained data shows a smooth “S” curve shape; a similar shaped
curve can be seen across all three sub arrays which include the Starting Blood Glucose, Bolus
Amount and 2 Hour Blood Glucose.

Figure 15: Surface Plot of Weighted Array with Initial Random Weights (left) and Surface Plot
of Trained SOM (right)
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The trained data is exported from the LabView program as a text file and opened in
Microsoft Excel to be viewed as a line plot. A plot showing the 400 nodes of trained data can be
seen in Figure 16 below. The data is sorted based on increasing Starting Blood Glucose values.
It can be seen that, historically, the Bolus Amount recommended was sufficient to lower the two
hour blood sugar (2HR BS) values when the starting blood glucose value was around 250 mg/dL
or lower. However, if the starting blood glucose value was above 250 mg/dL, the bolus amount,
as recommended by the bolus calculator, would not be sufficient to decrease the blood glucose
value down to the target value of 100 mg/dL. This means that the bolus calculator was
recommending improper bolus amounts that were too low to correct for the high blood glucose.

Output Data from Trained SOM
400

8.0
2HR BS

7.0

300

Bolus Amount

6.0

250

5.0

200

4.0

150

3.0

100

2.0

50

1.0

0

0.0
Units

Figure 16: Line Plot Showing Trained SOM Data

Bolus Amount (units of insulin)

350

1
15
29
43
57
71
85
99
113
127
141
155
169
183
197
211
225
239
253
267
281
295
309
323
337
351
365
379
393

Blood Glucose (mg/dL)

Starting BS
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In order to improve this recommended bolus amount, the output data was entered into
Equation 8 below and solved for X, which is the new recommended “ideal” bolus amount for
each particular starting blood glucose level. The actual bolus amount vs the ideal bolus amount
(X in Equation 8) vs Bolus Wizards calculated amount can be seen in Figure 17. The X-axis
represents the 400 nodes in the SOM sorted by increasing starting blood sugar amount.

Bolus Amount
X

Starting Blood Sugar - Blood Sugar after 2 hours Starting Blood Sugar - Target Blood Sugar

14.0
12.0

Actual vs Ideal Bolus Amounts
y = 3E-07x3 - 9E-05x2 + 0.0111x + 2.6834
R² = 0.9536

Bolus Amount (units)

10.0
8.0
6.0

Actual Bolus Amount
Ideal Bolus Amount

Poly. (Ideal Bolus Amount)

4.0
2.0

1
14
27
40
53
66
79
92
105
118
131
144
157
170
183
196
209
222
235
248
261
274
287
300
313
326
339
352
365
378
391

0.0
Units

Figure 17: Line Plot of Actual vs Ideal Bolus Amount

(8)
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Verifying Results

A third degree polynomial was determined to be the best fit for the calculated Ideal
Bolus Amount found in Figure 16. Using this best fit data, a table was created which listed the
ideal correction bolus amount for all starting blood glucose amounts. The author then completed
correction boluses using these recommended bolus amounts. The results of this test are seen in

Blood Glucose after 2 hours (mg/dL)

Figure 16 which is a scatter plot of Starting Blood Glucose vs 2 Hour BS vs 2 Hour BS Ideal.

Starting Blood Glucose vs Two Hour Blood
Glucose

400

Current Standard Bolus Amount
(Sensitivity = 55)

350

Using Ideal Bolus Amount
(Dynamic Sensitivity Value)

300
250

Optimal Bolus Amount

200
150
100

50
0
0

50

100

150
200
250
Starting Blood Glucose (mg/dL)

300

350

400

Figure 18: Scatter Plot of Author’s Two Hour Blood Glucose Results when using Actual, Ideal
and Optimal Bolus Amounts

This figure shows that the Ideal Bolus Amount, when used to perform a correction bolus,
brings the author’s blood glucose down closer to the target blood glucose value of 100 after two
hours than the recommended amount from the Bolus Wizard using a sensitivity value of 55.

.CHAPTER 5

VALIDATION

In order to validate this developed neural network, data from a group of type 1 diabetics
would be needed. However, due to the strict criteria no volunteers who met all criteria were
successfully found. Instead, the author’s blood glucose results will be treated like a case study to
prove that this SOM approach to recommending correction bolus amounts is successful.
Figure 16 is a scatter plot which shows the blood glucose values two hours after the
correction bolus for all starting blood glucose levels that were present in both the actual and ideal
bolus amount data sets. Microsoft Excel was used to find the line of best fit through all the data
points. If the slope of the line was larger than 1, it would mean the current bolus calculator gives
better results than the approach used in the thesis. If the slope of the line was 1, it would mean
the current bolus calculator gives the same results as this SOM neural network. However, since
the slope of the line .6067 is less than 1, it means the new approach developed in this thesis
yields better results than the bolus calculator using a sensitivity value of 55.
In order to validate this developed neural network, the ideal bolus amount
recommendations were used to perform correction boluses on the author’s high blood sugars.
Twelve of these correction boluses that met the strict criteria mentioned earlier in this thesis were
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found. A comparison of the correction boluses using the standard bolus amount and the ideal
bolus amount for identical starting blood glucose values can be found in Figure 19.

2 Hour Blood Sugar Values When Using Standard
vs Dynamic Approach Correction Bolus Amounts

350
Two Hour Blood Sugar Value Using New SOM
Recommended Bolus Amount (mg/dL)

2 Hour Blood Sugar
300
y = 0.6067x
250
200
150
100
50
0
0

50
100
150
200
250
300
Two Hour Blood Sugar Value Using Standard Bolus Calculator Amount (mg/dL)

350

Figure 19: Two Hour Blood Glucose Values when using Standard vs Dynamic approach to Correction
Bolus Amounts

The Actual Bolus Amount data was tested against the Improved Bolus Amount data to
confirm whether the two data sets were statistically different. The twelve data points for both the
Actual 2 Hour Blood Sugar and the Ideal 2 Hour Blood Sugar were processed through Minitab
17 and found not to have a strong distribution. Because the data points showed a weak
distribution, they were analyzed as a non-parametric data set. The Mood Median test was used
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to compare the Actual vs Ideal data set to test whether the data points are statistically different.
The results of this test can be seen in Figure 20 below.

Figure 20: Comparing Two Hour Blood Sugar Values Before and After Implementing
SOM Method
The results of Moods Median Test show that the new approach developed in this
thesis are statistically better than the bolus amounts recommended when using a constant
sensitivity value in a bolus calculator. Next, the Actual Data and Ideal Data were compared
with the target value of 100, using the 1-sample sign test, a confidence interval of .05 and a null
hypothesis stating h0 = 100. The results from this test are below in Figure 21.
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Figure 21: Results from One Sample Sign Test for actual and ideal bolus amounts

The P value results from this test show that the Ideal data distribution statistically
contains the target blood sugar value of 100 when the Actual data distribution does not contain
the target blood sugar value. The results from these three tests show that the SOM Neural
Network approach developed in this thesis obtained favorable results by statistically decreasing
high blood sugar values and bringing them closer to the target blood glucose value after
performing a correction bolus.

CHAPTER 6

CONCLUSION

This thesis showed that the historical data of a type 1 diabetic can be used as an input into
an unsupervised neural network such as the Self-Organizing Map to determine improved insulin
dosages to correct and lower high blood glucoses. The approach of this thesis was unsuccessful
at bringing the blood glucose value all the way down to the target level but did show a significant
improvement over the current bolus calculator’s recommended insulin dosage.
Future research into this topic could look deeper into Equation 8 to determine if the
equation should be non-linear. When calculating the improved bolus amount using an
exponential equation, the blood glucose could possibly drop all the way down to the target blood
glucose level. Also, in the future, the composition of the food consumed before the correction
bolus could be considered since it has varying effects on the rate at which the blood glucose rises
and falls. Although the requirements to include data in this study restricted the participant to only
perform a correction bolus after any food is fully metabolized, in reality, different foods
metabolize at different rates for different people. Because of this, some food may still be
metabolizing during the correction bolus time, which would cause a false reading, and the two
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hour blood glucose would be higher than it would be if food was not still in the participant’s
system. Finally, the time of day has a role in the body’s reaction to boluses. Because of this,
future research could implement time of day as a fourth variable to be analyzed in the SOM.
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APPENDIX

SELF-ORGANIZING MAP PSEUDOCODE
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Set t=0
Initialize weight array map
Repeat until end of input data set
Compare input data to all nodes in weight array using equation 1
When BMU is found, update its weight and it neighboring weights using equation 5
End Repeat

