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A SIMPLE, MONOTRACIAL, STABLY PROJECTIONLESS C∗-ALGEBRA
BHISHAN JACELON
Abstract. We construct a simple, nuclear, stably projectionless C∗-algebra W which has trivial K-
theory and a unique tracial state, and we investigate the extent to whichW might fit into the hierarchy
of strongly self-absorbing C∗-algebras as an analogue of the Cuntz algebra O2. In this context, we
show that every nondegenerate endomorphism of W is approximately inner and we construct a trace-
preserving embedding of W into the central sequences algebra M(W )∞ ∩W ′. We conjecture that
W⊗W ∼= W and we note some implications of this, for example that W would be absorbed tensorially
by a certain class of nuclear, stably projectionless C∗-algebras. Finally, we explain why W may play
some role in the classification of such algebras.
1. Introduction
In the study of operator algebras, classification has always been a central theme. The classification
of nuclear C∗-algebras was initiated by Elliott, who used ordered K-theory to classify approximately
finite dimensional (AF) C∗-algebras in [Ell76b] (building on earlier work of Glimm [Gli60] and Bratteli
[Bra72]) and approximately circle (AT) algebras of real rank zero in [Ell93]. Around 1990, Elliott
conjectured that the class of all separable, nuclear C∗-algebras could be classified by an invariant Ell(·)
based on K-theory. Augmenting the invariant to include tracial data (and the natural pairing between
traces and K-theory), this has come to be known as the Elliott Conjecture, and the project to establish
its veracity, the Elliott Programme. The survey article [ET08] gives an excellent overview of the history
and recent developments of the Programme, and a more detailed exposition can be found in Rørdam’s
monograph [Rør02].
Today, it is known that the Elliott Conjecture does not hold in full generality. The ideas of [Vil98]
were used by Rørdam [Rør03] and Toms [Tom08] to construct simple, separable, nuclear non-isomorphic
C∗-algebras with the same Elliott invariant. These counterexamples to the Conjecture can be dealt
with in two ways: (1) enlarge the invariant to include the Cuntz semigroup (which is sensitive enough
to be able to distinguish between the counterexamples of Rørdam and Toms, and, for well-behaved
C∗-algebras, can be recovered functorially from K-theory and traces—see [BPT08]), or (2) impose
further regularity conditions on the C∗-algebras to be classified. This article is in the spirit of option
(2), and the relevant regularity property is Z-stability.
The Jiang-Su algebra Z is a simple, separable, nuclear, infinite dimensional, projectionless C∗-
algebra which has the same Elliott invariant as C (see [JS99] and also [RW09] for some alternative
descriptions of Z). A C∗-algebra A is ‘Z-stable’ if A ⊗ Z ∼= A; the counterexamples of Rørdam and
Toms each involve a pair of non-isomorphic C∗-algebras which have the same Elliott invariant, but one
of which is not Z-stable. Thus the class of Z-stable C∗-algebras is the largest class in which the Elliott
Conjecture can be expected to hold.
The term ‘strongly self-absorbing’ was coined by Toms and Winter in [TW07] to describe a handful
of algebras which, like Z, have played pivotal roles in the classification programme. Specifically, a
separable unital C∗-algebra D 6= C is strongly self-absorbing if there is an isomorphism ϕ : D → D⊗D
such that ϕ is approximately unitarily equivalent to the first factor embedding idD ⊗ 1D (written
ϕ ∼a.u. idD ⊗ 1D), which means that there is a sequence of unitaries (un)∞n=1 in D ⊗ D such that
ϕ(a) = limn→∞ un(a⊗ 1)u∗n for every a ∈ D. As for Z, a C
∗-algebra A is ‘D-stable’ if A⊗D ∼= A.
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If A is strongly self-absorbing then A is simple and nuclear, and is either purely infinite or stably
finite with a unique tracial state. Moreover, the list of known strongly self-absorbing algebras is short
(and closed under ⊗): the Cuntz algebras O2 and O∞, UHF algebras of infinite type Mp∞ (such as the
CAR algebra M2∞), O∞ ⊗Mp∞ , and the Jiang-Su algebra Z. One of the reasons that these algebras
are important is that they provide localized versions of the Elliott Conjecture in the sense of [Win07],
i.e. theorems of the form Ell(A) ∼= Ell(B) =⇒ A ⊗ D ∼= B ⊗ D. For example, the classification of
Kirchberg algebras ([Kir], [Phi00]) can be interpreted as the classification up to O∞-stability of all
simple, separable, unital, nuclear C∗-algebras that satisfy the UCT. At the other end of the spectrum,
Winter proves in [Win07] and [Win10] that the Elliott Conjecture holds for a large class of stably finite
Z-stable C∗-algebras (which have finite decomposition rank, as defined in [KW04]).
The known strongly self-absorbing algebras form a hierarchy, with Z at the bottom (every strongly
self-absorbing algebra is Z-stable—see [Win09]) and O2 at the top (O2 absorbs every strongly self-
absorbing algebra—see [KP00]). Every purely infinite algebra in this hierarchy has a stably finite
analogue (most notably, Z corresponds to O∞), except for O2. That is, there is no stably finite
strongly self-absorbing C∗-algebra A with K∗(A) = 0. In fact, it is not hard to see that if A is
separable and stably finite with K0(A) = 0 then A⊗K cannot have any full projections; in particular,
A must be nonunital (in fact, stably projectionless if A is also simple). This explains the gap since the
definition of ‘strongly self-absorbing’ conspicuously involves a unit. What is therefore needed to fill this
gap is a well-behaved notion of ‘strongly self-absorbing’ that makes sense for nonunital C∗-algebras
and agrees with the existing definition for unital algebras.
There are a few equivalent characterizations of strongly self-absorbing C∗-algebras, some more
amenable than others to a sensible interpretation in the nonunital case. The above definition is obvi-
ously troublesome and highlights a general problem: If A is a nonunital C∗-algebra without projections
then there are no obvious ∗-homomorphisms from A to A⊗A; in particular, there is no obvious way of
making sense of an infinite tensor product A⊗∞. On the other hand, if A 6= C is separable and unital,
then A is strongly self-absorbing if and only if (with some redundancy)
(i) A ∼= A⊗A;
(ii) every unital endomorphism of A is approximately inner;
(iii) A admits an asymptotically central sequence of unital endomorphisms (see section 6).
These conditions also make sense if A is nonunital (provided that we replace ‘unital’ by ‘nondegen-
erate’ where appropriate) and we could think of taking some subset of these as a general definition of
strongly self-absorbing. It is not clear how well-behaved such a definition would be, but the goal of
this paper is to find a stably projectionless C∗-algebra W with trivial K-theory and a unique tracial
state, and at least see how far these properties hold for W . The hope is that W will play a role in
the classification of stably projectionless C∗-algebras, similar to the roles played by O∞ and Z in the
classification of purely infinite and stably finite algebras respectively.
Indeed, W itself arises from a class of stably projectionless algebras which have been completely
classified (by Razak [Raz02, Theorem 1.1] and Tsang [Tsa05, Theorem 5.1]). These algebras are
inductive limits of building blocks of the form
A(n, n′) := {f ∈ C([0, 1],Mn′) : f(0) = diag(
a︷ ︸︸ ︷
c, . . . , c, 0n) and f(1) = diag(
a+1︷ ︸︸ ︷
c, . . . , c), c ∈Mn},
where n and n′ are natural numbers with n|n′ and a := n
′
n − 1 > 0. Each building block is stably
projectionless and has trivial K-theory, so the Elliott invariant is purely tracial.
Theorem 1.1 (Razak). Let A and B be simple inductive limits of (countably many) building blocks.
If (T+A,ΣA) is isomorphic to (T
+B,ΣB) then A is isomorphic to B.
Here, T+A is the cone of densely defined lower semicontinuous traces on A and ΣA is the compact
convex subset of T+A consisting of those (bounded) traces of norm ≤ 1. We will call an inductive limit
of countably many building blocks a Razak algebra. (We may always assume that the connecting maps
are injective—see section 2 below.)
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Theorem 1.1 has been superseded by the main result of [Rob10]. There, a functor based on the
Cuntz semigroup is used to classify (not necessarily simple) inductive limits of one-dimensional NCCW-
complexes with trivial K1-groups. In the case of simple C
∗-algebras with trivial K-theory, this reduces
to the following (see [Rob10, Corollary 6.2.4]).
Theorem 1.2 (Robert). Let A and B be inductive limits of one-dimensional NCCW-complexes which
have trivial K1-groups, such that A and B are simple, nonunital and have trivial K-theory. If (T
+A,ΣA)
is isomorphic to (T+B,ΣB) then A is isomorphic to B.
For the range of the invariant, we still refer to [Tsa05] (although an alternative proof will be provided
in section 5 of this article).
Theorem 1.3 (Tsang). Let C be a topological convex cone that has a metrizable Choquet simplex as
a base and let ω be a faithful lower semicontinuous linear map C → [0,∞]. Then there exists a simple
Razak algebra A such that (T+A,ΣA) = (C, ω
−1([0, 1])).
Suppose that C = R+ and let ω(x) = x. By Theorems 1.3 and 1.1, there exists a unique simple
Razak algebra W which has a tracial state τ such that T+W = R+τ . That is, W has a unique tracial
state and every trace on W is bounded. Note that W ⊗K is also a simple Razak algebra whose trace
is unique up to scalar multiples, except that in this case the trace is unbounded. (This corresponds to
taking ω(x) = 0 if x = 0 and ω(x) =∞ otherwise.) Again, Theorem 1.1 says that W ⊗K is the unique
simple Razak algebra with this property.
It is easy to find a simple, nuclear, nonunital C∗-algebra with a (unique) tracial state (for example,
any proper hereditary subalgebraA of Z has a tracial state, which is unique since A is stably isomorphic
to Z), but to the author’s knowledge, W may be the first example of such an algebra which is stably
projectionless. In particular,W lives outside of the realm of C∗-algebras for which projections separate
traces.
Note that Theorem 1.1 also shows that W absorbs the universal UHF algebra Q, which implies that
W absorbs Z (see also section 6), and the Kirchberg-Phillips classification theorem ([Kir], [Phi00])
shows that W ⊗ A ∼= O2 ⊗ K for any simple, separable, nuclear, stably infinite C
∗-algebra A that
satisfies the UCT (see Theorem 8.4.1 and also Theorems 4.1.10 and 4.1.3 of [Rør02]). In particular,
W ⊗O2 ∼= W ⊗O∞ ∼= O2 ⊗K.
Finally, it should be noted that [Rob10] shows that W also arises from certain crossed products of
O2 by R. For λ ∈ R, consider the action α of R on O2 = C∗(s1, s2) given by
αt(s1) = e
its1, αt(s2) = e
λits2.
These actions, and the associated crossed products O2 ⋊λ R, have been studied by many authors
including Evans, Kishimoto and Kumjian (see [Eva80], [KK96] and [KK97]). Kishimoto and Kumjian
proved that O2⋊λR is simple if and only if λ is irrational; in this case O2⋊λR is stable, and is purely
infinite if λ < 0 and projectionless with a unique (unbounded) trace if λ > 0. Moreover, Dean proves
in [Dea01] that for generic positive irrational λ, O2 ⋊λ R can be written as a countable inductive limit
of certain one-dimensional subhomogeneous C∗-algebras called NCCW complexes (see sections 2 and 4
below), which are shown in [Rob10] to have trivial K1-groups. Since, by [Con81, Theorem IV.2], these
crossed products have trivial K-theory, we can apply the Kirchberg-Phillips classification theorem in
the former case, and the classification theorem of [Rob10] in the latter, to deduce that
O2 ⋊λ R ∼=
{
O2 ⊗K for every λ ∈ R−\Q
W ⊗K for generic λ ∈ R+\Q.
The paper is organized as follows. We first recall some basic facts about building blocks and
establish notation in section 2. In section 3 we will explicitly exhibit W in a manner analogous to the
construction of the Jiang-Su algebra Z. Next, in section 4 we characterize W as the unique terminal
object in a certain category, from which it will follow that every nondegenerate endomorphism of W
is approximately inner. In section 5, we make some remarks on the conjecture that W ⊗W ∼= W
(an incorrect proof of which was offered in an earlier version of this article). We also prove here
that, if this conjecture were to be true (and the Elliott Conjecture certainly predicts that it is), then
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among the C∗-algebras classified in [Rob10], those that are simple and have trivial K-theory would all
absorb W tensorially. Section 6 contains a complete proof of [TW05, Proposition 4.1], which says that
every simple Razak algebra is approximately divisible, and we show how the proof can be adapted to
construct a trace-preserving embedding of W into the central sequences algebra M(W )∞ ∩W
′ (where
M(W ) is the multiplier algebra of W ).
Acknowledgements. This work was part of my doctoral research at the University of Glasgow. I
am indebted to: my supervisor Simon Wassermann, and also Stuart White, Rob Archbold and Ulrich
Kraehmer, for carefully reading earlier versions of the manuscript; Wilhelm Winter for suggesting
the topic and for many illuminating discussions; and Andrew Toms and George Elliott for their very
helpful correspondence. I am also enormously grateful to Luis Santiago and Leonel Robert for helping
to uncover the error in the attempted proof of Conjecture 5.1.
2. The building blocks
Throughout this section, let A be the building block
A(n, n′) := {f ∈ C([0, 1],Mn′) : f(0) = diag(
a︷ ︸︸ ︷
c, · · · , c, 0n) and f(1) = diag(
a+1︷ ︸︸ ︷
c, · · · , c), c ∈Mn},
where n and n′ are natural numbers with n|n′ and a := n
′
n − 1 > 0. Each building block is a one-
dimensional NCCW-complex, i.e. a pullback of the form
A //

Mn

C[0, 1]⊗Mn′
∂
//Mn′ ⊕Mn′
(see [ELP98] and also section 4 below), is stably projectionless (because of the multiplicity differences
at the endpoints), and has trivial K-theory (which can be seen from the Mayer-Vietoris sequence of
[Sch84]). We will call an inductive limit of countably many building blocks a Razak algebra. Razak
algebras are separable, nuclear, satisfy the UCT and are completely classified by tracial data when
simple (Theorems 1.1 and 1.3). We now establish some basic notation that will be used throughout
the paper.
Irreducible representations. Every ideal I of A is of the form I = {f ∈ A : f |Γ(I) = 0} for some
unique closed subset Γ(I) ⊆ T = [0, 1]/{0, 1}. In particular, the primitive ideals of A are precisely
those of the form Ix = {f ∈ A : f(x) = 0} for x ∈ [0, 1], and we can describe all the irreducible
representations of A. They are (up to unitary equivalence) the evaluation maps evs : A → Mn′ for
s ∈ (0, 1) together with ‘evaluation at the irreducible fibre at infinity’, i.e. ev∞ : A→Mn is such that
ev0 =
⊕a
i=1 ev∞.
Connecting maps. Given the above characterization of ideals of A, it is easy to see that any proper
quotient of A has nontrivial projections. Therefore, if B is another projectionless C∗-algebra then
every nonzero ∗-homomorphism ϕ : A→ B is injective. (This means that we may always assume that
Razak algebras have injective connecting maps.) If B is also a building block then for each x ∈ [0, 1]
we will denote by ϕx : A→ Bx the morphism ϕx(f) = ϕ(f)(x).
Traces. We write T+A for the cone of densely defined lower semicontinuous traces on A. Every trace
on the building block A is bounded and has the form τ = tr ⊗ µ, where tr is the normalized trace on
Mn′ and µ is some positive Borel measure on (0, 1]. We will write T
+
1 A for the simplex of tracial states
on A (corresponding to Borel probability measures on (0, 1]), ΣA for those traces of norm at most one,
and we let Aff0T
+A denote the ordered vector space of continuous real-valued linear functionals on the
cone T+A.
Following [Raz02], we equip Aff0T
+A with two different norms. First, we define ‖ · ‖A by ‖f‖A :=
sup{|f(τ)| : τ ∈ ΣA}. Second, we use the order unit norm given by the following: fix η ∈ Aff0T+A
with inf{η(τ) : ‖τ‖ = 1} > 0, so that η is an order unit of Aff0T+A, and denote by Ση
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convex set {τ ∈ T+A : η(τ) = 1}; we then get a corresponding order unit norm ‖ · ‖η given by
‖f‖η := sup{|f(τ)| : τ ∈ Ση}. It is not hard to show that the norms ‖ · ‖A and ‖ · ‖η are equivalent for
the building block A, so in particular Ση is a compact base of T
+A. In fact, we can say exactly what
the spaces (Aff0T
+A, ‖ · ‖A) and (Aff0T
+A, ‖ · ‖η) look like.
(i) Define C[0, 1]a := {f ∈ C[0, 1] : f(0) =
a
a+1f(1)}. Then there is an isometric isomorphism of
ordered Banach spaces ι : (Aff0T
+A, ‖ · ‖A)→ C[0, 1]a, ι(f)(t) = f(tr⊗ δt) (where δt denotes the
point mass at t), which moreover preserves infima:
inf{f(τ) : τ ∈ T+1 A} = inf ι(f) for every f ∈ Aff0T
+A.
(ii) There is an isomorphism of order unit spaces ι′η : (Aff0T
+A, η)→ (CR(T), 1) given by ι′η(f) =
ι(f)
ι(η) ,
which again preserves infima: inf{f(τ) : τ ∈ Ση} = inf ι′η(f) for f ∈ Aff0T
+A.
Finally, there is an embedding ψA of Aff0T
+A into the set Asa of self-adjoint elements of A given
by
ψA(f)(t) =
a+ 1
a+ t

 a︷ ︸︸ ︷f(tr⊗ δt)1n ⊕ · · · ⊕ f(tr⊗ δt)1n⊕tf(tr⊗ δt)1n

 ,
which is right-inverse to the usual map ρA : Asa → Aff0T+A. That is, ψA satisfies τ(ψA(f)) = f(τ)
for every τ ∈ T+A. The embedding is natural in the sense that if B is another building block and
ϕ : A→ B is a ∗-homomorphism then
τ(ϕ ◦ ψA(f)) = ϕ
∗τ(ψA(f)) = f(ϕ
∗τ) = ϕ∗(f)(τ) = τ(ψB ◦ ϕ∗(f))
for every τ ∈ T+B and f ∈ Aff0T+A. This justifies suppressing the notation ψA and ρA, and in the
sequel we will do so without comment (particularly in section 4).
3. The construction of W
In this section we construct explicit connecting maps for W by adapting the procedure of [JS99,
Proposition 2.5].
Proposition 3.1. There exists an inductive sequence (Ai, ϕi) of building blocks Ai = A(ni, (ai+1)ni)
such that each connecting map ϕij : Ai → Aj is a ∗-homomorphism of the form
ϕij(f) = u


f ◦ ξ1
f ◦ ξ2
. . .
f ◦ ξm

 u∗ (3.1)
for some unitary u ∈ C([0, 1],Mn′
j
) and continuous maps ξk : [0, 1]→ [0, 1] that satisfy
|ξk(x) − ξk(y)| ≤ (1/2)
j−i for every x, y ∈ [0, 1] and 1 ≤ k ≤ m; (3.2)
m⋃
k=1
ξk([0, 1]) = [0, 1]. (3.3)
Proof. Let A1 be some building block A(n1, (a+ 1)n1). We will find a building block A2 = A(n2, (b+
1)n2) and an injective
∗-homomorphism ϕ : A1 → A2 of the form (3.1) where each ξk is one of the
maps
ξ(x) = x/2, ξ(x) ≡ 1/2 or ξ(x) = (x+ 1)/2. (3.4)
Repeating this process then gives an inductive sequence where each ϕi : Ai → Ai+1 has the right
form. Note also that as defined, ϕi(f) makes sense for any f ∈ C([0, 1],Mn′
i
), so ϕi extends to a unital
∗-homomorphism C([0, 1],Mn′
i
) → C([0, 1],Mn′
i+1
) and in particular ϕi(u) is unitary whenever u is.
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Therefore, each connecting map ϕij : Ai → Aj will be of the form (3.1) with each ξk a composition of
j − i functions from the list (3.4), so will be one of the maps
ξ(x) =
l
2j−i
or ξ(x) =
x+ l
2j−i
,
for some integer l with 0 < l < 2j−i in the former case and 0 ≤ l < 2j−i in the latter. Hence (3.2) is
satisfied.
Let b = 2a + 1, n2 = bn1 and m = 2b. Let f ∈ A1, so that f(0) = diag(
a︷ ︸︸ ︷
c, · · · , c, 0n1) and
f(1) = diag(
a+1︷ ︸︸ ︷
c, · · · , c) (in M(a+1)n1) for some c ∈ Mn1 . Write df := diag(f(1/2),
a︷ ︸︸ ︷
c, · · · , c) ∈ Mn2 .
Then, in M(b+1)n2 , the matrix
df ⊗ 1b =


df
. . .
df
0n2


consists (up to permutation) of ab copies of c, b copies of f(1/2), and a zero matrix of size n2. On the
other hand, the matrix
diag(
b︷ ︸︸ ︷
f(0), . . . , f(0),
b︷ ︸︸ ︷
f(1/2), . . . , f(1/2)) ∈Mm(a+1)n1 = M(b+1)n2
also consists of ab copies of c, b copies of f(1/2), and a zero matrix of size bn1 = n2. Therefore, there
is a permutation unitary u0 ∈M(b+1)n2 such that


df
. . .
df
0n2

 = u0


f(0)
. . .
f(0)
f(1/2)
. . .
f(1/2)


u∗0.
Similarly, again inM(b+1)n2 , both of the matrices diag(
b+1︷ ︸︸ ︷
f(1/2), . . . , f(1/2),
b−1︷ ︸︸ ︷
f(1), . . . , f(1)) and df⊗1b+1
consist up to permutation of a(b + 1) copies of c and b + 1 copies of f(1/2). Therefore, there is a
permutation unitary u1 ∈M(b+1)n2 such that


df
df
. . .
df

 = u1


f(1/2)
. . .
f(1/2)
f(1)
. . .
f(1)


u∗1.
Now we just connect the endpoints: take u to be any continuous path of unitaries in M(b+1)n2 from u0
to u1, and define functions ξ1, . . . , ξm : [0, 1]→ [0, 1] by
ξk(x) =


x/2 if 1 ≤ k ≤ b,
1/2 if k = b+ 1,
(x+ 1)/2 if b+ 1 < k ≤ m.
Then the map ϕ as defined in (3.1) is by construction a ∗-homomorphism from A1 to A2.
Finally, note that ϕij is injective if and only if condition (3.3) holds (since ϕij(f) = 0 if and only if
f ∈ Ai is supported on the open set [0, 1]\
⋃m
k=1 ξk[0, 1]). By construction, (3.3) holds for the ξk used
to define ϕ above, and it therefore follows that for every i and j, ϕij is injective and satisfies (3.3). 
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Remark 3.2. For the above inductive sequence we have ai → ∞ (and also ni/ai = ni−1 → ∞) as
i→∞; we will make use of this in section 4.
Lemma 3.3. If (Ai, ϕi) is any inductive sequence as in Proposition 3.1 then the connecting maps ϕij
are nondegenerate. In particular, ϕ∗ij(T
+
1 (Aj)) ⊆ T
+
1 (Ai) for every j ≥ i. Moreover, if A = lim−→(Ai, ϕi)
then every τ ∈ T+A is bounded.
Proof. Here, ‘nondegenerate’ means that an, and hence every, approximate unit of Ai is mapped to an
approximate unit of Aj . Let h ∈ A1 be the canonical self-adjoint element h(t) = (
a︷ ︸︸ ︷
1⊕ · · · ⊕ 1⊕t)⊗ 1n1.
We claim that for every i ≥ 1, hi := ϕ1i(h) is strictly positive in Ai, which is equivalent to saying that
(h
1/n
i )n∈N is an approximate unit for Ai. To make the analysis easier, we may assume by induction
that i = 2. To prove the Lemma, let f ∈ Ai and let ǫ > 0, and for convenience write p = 1n′
i
−ni and
q = 1n′
i
. Certainly we have ‖hi‖ = 1, and we may assume that ‖f‖ = 1 as well. Choose δ > 0 such
that if 0 ≤ t < δ then ‖f(t)− f(0)‖ < ǫ/5 and ‖ut − u0‖ < ǫ/5 (where u is as in (3.1) of Proposition
3.1). It is easy to see that as n → ∞, h
1/n
i (0) converges to p and h
1/n
i converges locally uniformly to
q on (0, 1]. Hence we can find some N such that ‖h
1/n
i (0) − p‖ < ǫ/5 and ‖h
1/n
i (t) − q‖ < ǫ for every
δ ≤ t ≤ 1 and n ≥ N . For δ ≤ t ≤ 1 we therefore have
‖h
1/n
i (t)f(t)− f(t)‖ = ‖(h
1/n
i (t)− q)f(t)‖ < ǫ ∀n ≥ N.
Now let 0 ≤ t < δ and write gn(t) = u0u∗th
1/n
i (t)utu
∗
0. Then gn(t) commutes with p, and since the ξk
are increasing, we have ‖pgn(t)p− p‖ ≤ ‖h
1/n
i (0)− p‖ < ǫ/5 for n ≥ N . Thus
‖h
1/n
i (t)f(t)− f(t)‖ ≤ ‖h
1/n
i (t)f(t)− h
1/n
i (t)f(0)‖+ ‖h
1/n
i (t)f(0)− gn(t)f(0)‖
+ ‖gn(t)f(0)− pgn(t)pf(0)‖+ ‖(pgn(t)p− p)f(0)‖+ ‖f(0)− f(t)‖
< (ǫ+ 2ǫ+ 0 + ǫ+ ǫ)/5
= ǫ
for 0 ≤ t < δ and n ≥ N . Therefore, ‖h
1/n
i f − f‖ < ǫ for every n ≥ N and hence (h
1/n
i )n∈N is an
approximate unit for Ai. It follows that the connecting maps ϕij are nondegenerate.
Now suppose that j ≥ i and let ρ be a state on Aj . Then ρ ◦ ϕij is a positive linear functional on
Ai and moreover
‖ρ ◦ ϕij‖ = lim
n→∞
ρ ◦ ϕij(h
1/n
i ) = limn→∞
ρ(ϕij(hi)
1/n) = lim
n→∞
ρ(h
1/n
j ) = ‖ρ‖ = 1,
so ϕ∗ijρ = ρ ◦ ϕij ∈ S(Ai).
Finally, let τ ∈ T+A, which we identify with lim
←−
(T+Ai, ϕ
∗
i ). Then for every i, τ restricts to a
bounded trace ϕ∗i∞τ on Ai, and we have
‖ϕ∗i∞τ‖ = limn→∞
(ϕ∗i∞τ)(h
1/n
i ) = limn→∞
τ(ϕi∞(hi)
1/n) = lim
n→∞
τ(ϕ1∞(h)
1/n) = ‖ϕ∗1∞τ‖.
Hence τ is bounded. 
To show that A is simple, we use the following well-known lemma (see [EGJS97, §4] for a unital
version).
Lemma 3.4. Let A = lim−→(Ai, ϕij) be an inductive limit of building blocks. Then A is simple if and
only if for every i ∈ N and every nonzero element a of Ai, the image ϕij(a) generates Aj as a closed
two-sided ideal for all but finitely many j ≥ i.
Proposition 3.5. Let A = lim
−→
(Ai, ϕi) for any inductive sequence (Ai, ϕi) as in Proposition 3.1. Then
A is simple and has a unique tracial state.
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Proof. If f is a nonzero element of Ai then there is an interval U ⊂ [0, 1] on which f is nonzero. By
(3.2) and (3.3) of Proposition 3.1, if j ≥ i is large enough then there is some 1 ≤ k ≤ m such that
ξk([0, 1]) ⊂ U . Then f ◦ ξk, and hence ϕij(f), is nonzero on all of [0, 1], and so ϕij(f) generates Aj as
a closed two-sided ideal. Lemma 3.4 therefore implies that A is simple.
Next, note that A has a nonzero trace: the cone T+A has a compact base Σ which can be written
as the inverse limit of bases Σi of T
+Ai; since these are nonempty compact Hausdorff spaces it follows
that Σ is nonempty (and does not contain zero since it is a base). By Lemma 3.3, this trace is bounded
and we now show that it is unique. Let f ∈ Ai and ǫ > 0 be given and choose δ > 0 such that
‖f(y) − f(z)‖ ≤ ǫ/2 whenever |y − z| ≤ δ. Then provided 2j−i > 1/δ, it follows from (3.2) that
‖f(ξk(x)) − f(ξk(y))‖ ≤ ǫ/2 for every x, y ∈ [0, 1] and 1 ≤ k ≤ m. It follows that for all sufficiently
large j, every τ = tr⊗ µ ∈ T+1 Aj and for fixed y ∈ (0, 1], we have
|τ(ϕij(f))− tr⊗ δy(ϕij(f))| =
∣∣∣∣
∫
tr(ϕij(f)(x)− ϕij(f)(y))dµ(x)
∣∣∣∣ ≤ ǫ/2 (3.5)
and so
|τj,1(ϕij(f))− τj,2(ϕij(f))| ≤ ǫ for every τj,1, τj,2 ∈ T
+
1 Aj .
Hence A has at most one tracial state. 
As in the introduction, we will denote the unique such inductive limit by W and its unique tracial
state by τ .
4. A categorical description of W
In this section we characterize (W, τ) as a terminal object (Theorem 4.5), and use this description to
prove that every trace-preserving endomorphism of W is approximately inner (Corollary 4.6), and that
every simple Razak algebra embeds into W ⊗K (Corollary 4.7). We accomplish this via the following
adaptation of [Rør04, Theorem 2.1].
Lemma 4.1. Let B be a building block and let τ be the unique tracial state on W .
(i) For every faithful trace τ0 on B with ‖τ0‖ ≤ 1 there exists a ∗-homomorphism ψ : B → W such
that τ ◦ ψ = τ0.
(ii) Two ∗-homomorphisms ψ1, ψ2 : B → W are approximately unitarily equivalent if and only if
τ ◦ ψ1 = τ ◦ ψ2.
To prove this, we need to use Razak’s local existence and local uniqueness theorems, which appear
as [Raz02, Theorem 3.1] and [Raz02, Theorem 4.1] respectively. We restate them here for convenience,
referring to section 2 for notation.
Proposition 4.2 (Local existence). Let B be a building block, and fix some finite subset F ⊂ Aff0T+B
and some ǫ > 0. Then there is a natural number N and some η ∈ Aff0T+B with ‖η‖B ≤ 1 and
inf ι(η) ≥ 1/2 such that the following property holds. For any building block A = A(n, (a + 1)n) and
contractive positive linear map ξ : (Aff0T
+B, ‖ · ‖B) → (Aff0T+A, ‖ · ‖A), if n ≥ Na/ inf ι(ξ(η)) then
there is a ∗-homomorphism ψ : B → A with ‖ξ(f)− ψ∗(f)‖ξ(η) < ǫ for every f ∈ F .
Proposition 4.3 (Local uniqueness). Let B be a building block and let h be the canonical self-adjoint
element of B (as in Lemma 3.3). Fix a finite subset F ⊂ B and a tolerance ǫ > 0. Then there
exists a natural number M and two families of positive functions {ζj}Mj=1, {σj}
M
j=1 in the unit ball of
(Aff0T
+B, ‖ · ‖B) such that for any building block A and any two ∗-homomorphisms ϕ, ψ : B → A that
satisfy
(i) ϕ∗(ζj)(τ) > m, ψ∗(ζj)(τ) > m, and |ϕ∗(σj)(τ) − ψ∗(σj)(τ)| < m for some m > 0 and every
τ ∈ T+1 A and 1 ≤ j ≤M ;
(ii) ϕt(h) and ψt(h) have at least three distinct eigenvalues for every t ∈ [0, 1];
there exists a unitary u ∈ A˜ such that ‖ϕ(f)− uψ(f)u∗‖ < ǫ for every f ∈ F .
Typically, the eigenvalue condition (ii) of Proposition 4.3 is handled by the following standard
consequence of Lemma 3.4.
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Lemma 4.4 (δ-density). Let A = lim
−→
(Ai, ϕij) be a simple inductive limit of building blocks Ai =
A(ni, (ai + 1)ni), and let h ∈ A1 be the canonical self-adjoint element h(t) = (
a︷ ︸︸ ︷
1 ⊕ · · · ⊕ 1⊕t) ⊗ 1n1 .
Then for every δ > 0, there exists an integer N such that for every j ≥ N and every x ∈ [0, 1], the
eigenvalues of ϕx1j(h) are δ-dense in [0, 1].
Note that Lemma 4.4 implies that ni → ∞ as i → ∞ for any simple inductive limit of building
blocks Ai = A(ni, (ai + 1)ni). Of course, we already know this for W by construction; either way, this
will allow us to deal with the hypothesis of Proposition 4.2 (see also Remark 3.2).
We also need to use the fact that, since the building blocks are (nonunital) one-dimensional NCCW
complexes, they are semiprojective, and hence can be finitely presented with stable relations (see
[ELP98]). We can therefore use [Lor93, Lemma 3.7] to deduce that whenever B is a building block,
θ : B → C =
⋃∞
i=1 Ci is a
∗-homomorphism and we have fixed some finite subset F ⊂ B and some
tolerance ǫ > 0, for all sufficiently large k ∈ N there exists a ∗-homomorphism ψ : B → Ck such that
‖θ(f)− ψ(f)‖ < ǫ for every f ∈ F . We will use this in the proof of Lemma 4.1 (ii).
Proof of Lemma 4.1. As usual, write W =
⋃∞
i=1Ai with Ai = A(ni, (ai + 1)ni).
(i) Let τ0 be a faithful trace in ΣB and fix an increasing sequence F1 ⊂ F2 ⊂ · · · of finite sets of
self-adjoint elements of the unit ball B1 of B such that
⋃∞
k=1 Fk is dense in the self-adjoint part of B1.
We will find a sequence (ik)
∞
k=1, together with
∗-homomorphisms ψk : B → Aik and unitaries uk ∈ A˜ik
(with u1 = 1) such that
‖ψk(f)− uk+1ψk+1(f)u
∗
k+1‖ < 2
−k and |τ(ψk(f))− τ0(f)| < 1/k
for every f ∈ Fk. We will then have an approximately commutative diagram
B
id
//
ψ1

B
id
//
Adu2◦ψ2

B
id
//
Adu2u3◦ψ3

· · · // B
ψ

✤
✤
✤
✤
✤
Ai1 // Ai2 // Ai3 // · · · // W
such that |τ(Adu1···uk ◦ ψk(f)) − τ0(f)| < 1/k for every f ∈ Fk, and we get a
∗-homomorphism
ψ : B →W that satisfies ψ(f) = limk→∞ u1 · · ·ukψk(f)u∗k · · ·u
∗
1 for every f ∈ B. This will imply that
τ ◦ ψ = τ0.
The idea is to use local existence (Proposition 4.2) to find the ψk and local uniqueness (Proposition
4.3) to find the uk. Working inductively, fix k ≥ 1, and let {ζj}Mj=1, {σj}
M
j=1 ⊂ Aff0T
+B be the test
functions in Proposition 4.3 corresponding to the finite set Fk and the tolerance ǫk = 2
−k. Define Gk
to be the finite set Fk ∪ {ζj}Mj=1 ∪ {σj}
M
j=1 ∪ Gk−1 ⊂ Bsa (with G0 := ∅). Set ck := 2/3min{τ0(ζj) :
1 ≤ j ≤M} and δk := min{1/k, ck/2, ck−1/2}. Since τ0 is faithful, we have ck > 0 and δk > 0.
Let ηk ∈ Aff0T
+B and Nk ∈ N be as in Proposition 4.2, corresponding to the finite set Gk and the
tolerance δk/2. For each i ∈ N, fix νi ∈ Aff0T+Ai ∼= C[0, 1]ai with, say, ‖νi‖Ai = 1 and inf ι(νi) =
ai/(ai + 1). By construction of W (Proposition 3.1, see also Remark 3.2) we have ai, ni/ai → ∞ as
i→∞, so we may choose ik > ik−1 (where i0 := 1) such that nik/aik > 4Nk/‖τ0‖ and aik/(aik +1) >
1− δk/2.
Define ξk : Aff0T
+B → Aff0T+Aik by ξk(f)(τ
′) := νik(τ
′)f(τ0). This ξk is positive and linear, and
we have
‖ξk(f)‖Aik = sup{|ξk(f)(τ
′)| : ‖τ ′‖ = 1} = ‖νik‖Aik |f(τ0)| ≤ ‖f‖B
(since ‖τ0‖ ≤ 1), so ξk is a contraction from (Aff0T+B, ‖ · ‖B) to (Aff0T+Aik , ‖ · ‖Aik ). Since
inf ι(ξk(ηk)) = inf
τ ′∈T+
1
Aik
ξk(ηk)(τ
′) = ηk(τ0) inf ι(νik ) ≥
ηk(τ0)
2
≥
‖τ0‖
4
≥
Nkaik
nik
,
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Proposition 4.2 implies that there exists a ∗-homomorphism ψk : B → Aik such that ‖ξk(f) −
(ψk)∗(f)‖ξk(ηk) < δk/2 for every f ∈ Gk. Moreover, we have
|νik(τ
′)− 1| ≤ 1− aik/(aik + 1) < δk/2
for every τ ′ ∈ T+1 Aik . Hence
δk/2 > sup
ξk(ηk)(τ ′)=1
|νik(τ
′)f(τ0)− (ψk)∗(f)(τ
′)|
= sup
νik (τ
′)=1/ηk(τ0)
|νik(τ
′)f(τ0)− (ψk)∗(f)(τ
′)|
≥ sup
‖τ ′‖=1
|νik(τ
′)f(τ0)− (ψk)∗(f)(τ
′)|
≥ sup
‖τ ′‖=1
|f(τ0)− (ψk)∗(f)(τ
′)| − δk/2
for every f ∈ Gk. (For the penultimate inequality we have used the fact that ηk(τ0) ≤ 1 and ‖νik‖Aik =
1.) Thus
|τ ′(ψk(f))− τ0(f)| < δk ∀f ∈ Gk ∀τ
′ ∈ T+1 Aik . (4.1)
In particular, noting Lemma 3.3 and its proof, |τ(ψk(f))− τ0(f)| < 1/k for every f ∈ Fk, and for every
τ ′ ∈ T+1 Aik+1 ⊆ T
+
1 Aik and 1 ≤ j ≤M we have
(ψk)∗(ζj)(τ
′) > ck, (ψk+1)∗(ζj)(τ
′) > ck, and |(ψk+1)∗(σj)(τ
′)− (ψk)∗(σj)(τ
′)| < ck.
By Lemma 4.4, we may also assume (by replacing each ψk by ϕik,l ◦ ψk as necessary) that for every k,
ψtk(h) has at least three distinct eigenvalues for every t ∈ [0, 1]. Hence, by Proposition 4.3, there exists
a unitary uk+1 ∈ A˜ik+1 such that ‖ψk(f)− uk+1ψk+1(f)u
∗
k+1‖ < 2
−k for every f ∈ Fk, as required.
(ii) The ‘only if’ part is obvious. Suppose conversely that ψ1, ψ2 : B → W are ∗-homomorphisms
with τ ◦ ψ1 = τ ◦ ψ2. If either map is zero, then the statement is trivial, so we may assume that both
ψ1 and ψ2 are injective (see section 2). Fix a finite subset F ⊂ Bsa and a tolerance ǫ > 0, and let
{ζj}Mj=1, {σj}
M
j=1 ⊂ Aff0T
+B be the test functions in Proposition 4.3 corresponding to F and ǫ/3. Set
F ′ := F ∪{ζj}Mj=1∪{σj}
M
j=1 and δ := min{ǫ/3, τ(ψ1(ζj))/6 : 1 ≤ j ≤M}; since ψ1 and ψ2 are injective,
we have δ > 0. By semiprojectivity of B, for all sufficiently large k there exist ∗-homomorphisms
ψ
(k)
1 , ψ
(k)
2 : B → Ak such that
‖ψ(k)m (f)− ψm(f)‖ < δ ∀f ∈ F
′, m = 1, 2. (4.2)
Note in particular that
|τ ◦ ψ
(k)
1 (f)− τ ◦ ψ
(k)
2 (f)| < 2δ ∀f ∈ F
′. (4.3)
We may also assume that k is large enough so that
sup{|τ(x) − τ ′(x)| : τ ′ ∈ T+1 Ak} < δ ∀x ∈ ψ
(k)
1 (F
′) ∪ ψ
(k)
2 (F
′) (4.4)
(as in (3.5) of Proposition 3.5) and so that condition (ii) of Proposition 4.3 holds. By (4.3) and
(4.4) we have |(ψ
(k)
1 )∗(σj)(τ
′) − (ψ
(k)
2 )∗(σj)(τ
′)| < 4δ and by (4.4), (4.2) and our choice of δ we have
(ψ
(k)
m )∗(ζj)(τ
′) > 4δ for m = 1, 2, 1 ≤ j ≤ M and τ ′ ∈ T+1 Ak. Hence, by Proposition 4.3, there exists
a unitary u ∈ A˜k such that ‖ψ
(k)
1 (f)− uψ
(k)
2 (f)u
∗‖ < ǫ/3 for every f ∈ F , which implies that
‖ψ1(f)− uψ2(f)u
∗‖ < ǫ ∀f ∈ F.
This proves that ψ1 and ψ2 are approximately unitarily equivalent. 
An object T in a category C is terminal if for every object X in C there exists a unique morphism
from X to T ; such objects are unique up to isomorphism. For example, the Cuntz algebra O2 is the
unique terminal object in the category of strongly self-absorbing C∗-algebras, where the morphisms
are approximate unitary equivalence classes of unital ∗-homomorphisms (see [KP00] and [TW07]). We
now use Lemma 4.1 and an intertwining argument to characterize (W, τ) as a terminal object.
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Theorem 4.5. (W, τ) is the unique terminal object in the category whose objects are pairs (A, τA)
with A a simple Razak algebra and τA ∈ ΣA, and where a morphism from (A, τA) to (B, τB) is (the
approximate unitary equivalence class of) a ∗-homomorphism ψ : A→ B with ψ∗τB = τA.
Proof. Let B = lim
−→
(Bi, βi) be a simple Razak algebra and let τ0 ∈ ΣB. We need to show that there is
a ∗-homomorphism ψ : B →W with ψ∗τ = τ0, and prove that, up to approximate unitary equivalence,
ψ is the unique map B → W with this property. This is obvious if τ0 = 0 (since τ is faithful), so we
may assume that τ0 is nonzero, hence faithful (since B is simple). Write τ0 = (τi)
∞
i=1, where for i ∈ N,
τi is a faithful trace on Bi with ‖τi‖ ≤ 1 and τi+1 ◦ βi = τi. By Lemma 4.1(i), for each i there exists a
∗-homomorphism ψi : Bi →W with τ ◦ψi = τi. But τ ◦ψi+1 ◦βi = τi+1 ◦βi = τi, so by Lemma 4.1(ii),
we have ψi+1 ◦ βi ∼a.u. ψi. It then follows from a (one-sided) approximate intertwining (as in the
proof of Lemma 4.1(i)) that there is a ∗-homomorphism ψ : B → W which, by construction, satisfies
ψ∗τ = τ0. By restricting ψ to the building blocks Bi, Lemma 4.1(ii) says that, up to approximate
unitary equivalence, ψ is the unique ∗-homomorphism B → W with this property. 
The next two results are immediate corollaries of Theorem 4.5.
Corollary 4.6. Every trace-preserving endomorphism (hence every nondegenerate endomorphism) of
W is approximately inner. That is, for any such endomorphism θ, there is a sequence of unitaries un
in W˜ such that θ(a) = limn→∞ unau
∗
n for every a ∈W .
Corollary 4.7. Let B be a simple Razak algebra. Then B admits a tracial state if and only if B
is isomorphic to a subalgebra of W . If B has no nonzero bounded traces, then B is stable and is
isomorphic to a subalgebra of W ⊗K.
Proof. The first assertion follows from Theorem 4.5. For the second assertion, note that if B is a simple
Razak algebra then so is B⊗K, and (T+(B⊗K),ΣB⊗K) ∼= (T
+B, 0). Therefore, Theorem 1.1 implies
that B ∼= B ⊗ K whenever B has no nonzero bounded traces, and Theorems 1.3 and 1.1 imply that
every simple Razak algebra is stably isomorphic to a simple Razak algebra which has no unbounded
traces. The second statement therefore follows from the first. 
5. W -stability
Let us first make a remark on the proof that Z is strongly self-absorbing. Jiang and Su adopt the
following strategy.
(i) Prove that the two maps id⊗ 1, 1⊗ id : Z → Z ⊗Z are approximately unitarily equivalent.
(ii) Show that there exists a unital ∗-homomorphism ψ : Z ⊗ Z → Z.
(iii) Prove that (id⊗ 1) ◦ ψ ∼a.u. idZ⊗Z and note that ψ ◦ (id⊗ 1) ∼a.u. idZ since every unital endo-
morphism of Z is approximately inner. A standard intertwining argument [Rør94, Proposition
A] then shows that there exists an isomorphism ϕ : Z → Z ⊗ Z. Again, since every unital
endomorphism of Z is approximately inner, it follows easily that ϕ ∼a.u. id⊗ 1.
Step (ii) in this procedure goes roughly as follows: Write the Jiang-Su algebra as Z = lim−→(An, ϕn),
where each An = I[pn, dn, qn] is a prime dimension drop algebra (i.e. pn and qn are coprime, dn = pnqn
and An = {f ∈ C([0, 1],Mdn) : f(0) ∈Mpn ⊗ 1qn , f(1) ∈ 1pn ⊗Mqn}). Define Bn to be the diagonal of
An ⊗An, i.e. Bn consists of all continuous functions f : [0, 1]→Md2n such that f(0) ∈ (Mpn ⊗ 1qn)
⊗2
and f(1) ∈ (1pn ⊗Mqn)
⊗2. Then Bn ∼= I[p2n, d
2
n, q
2
n] is a prime dimension drop algebra and we have a
∗-homomorphism ρn : An ⊗ An → Bn given by restriction: ρn(f)(x) = f(x, x) for f ∈ An ⊗ An and
x ∈ [0, 1]. Jiang and Su construct connecting maps ψn : Bn → Bn+1 such that the diagram
A1 ⊗A1
ϕ1⊗ϕ1
//
ρ1

A2 ⊗A2
ϕ2⊗ϕ2
//
ρ2

A3 ⊗A3 //
ρ3

· · · // Z ⊗ Z
ρ

✤
✤
✤
✤
✤
B1
ψ1
// B2
ψ2
// B3 // · · · // B
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commutes approximately (where B := lim
−→
(Bn, ψn)), so there is an induced morphism ρ : Z ⊗ Z → B.
They also show that B is simple, and since it is an inductive limit of (prime) dimension drop algebras,
their Theorem 6.2 then shows that there exists a morphism from B to Z; the composition of this
morphism with ρ is the required morphism ψ : Z ⊗ Z → Z.
It turns out that, even though all of the restriction maps ρj are surjective, the induced morphism
ρ need not be. In particular, B may not be isomorphic to Z ⊗ Z, and steps (i) and (iii) seem to
be unavoidable. This is unfortunate for us because it is difficult to make sense of these steps for the
nonunital algebra W . Perhaps it would be possible to construct a two-sided approximate intertwining
between W ⊗W = lim
−→
(Ai⊗Ai, ϕi⊗ϕi) and some limit of suitable one-dimensional NCCW complexes,
but it is currently unclear how this might be done. We therefore leave the following as a conjecture,
and remark that classification certainly predicts it to be true.
Conjecture 5.1. W ⊗W ∼= W .
Remark 5.2. If Conjecture 5.1 were to hold, then it would follow immediately from Corollary 4.6
that W would have approximately inner flip, i.e. there would be a sequence (un)
∞
n=1 of unitaries in the
unitization of W ⊗W such that limn→∞ un(a⊗ b)u∗n = b ⊗ a for a, b ∈W .
Next, we prove that, were Conjecture 5.1 to hold, every simple Razak algebra would absorb W
tensorially. We need the following extension of a theorem of Blackadar [Bla80] and Goodearl [Goo78],
which is likely to be already known by experts. The reader is referred to [BPT08] or [APT09] for
details of the Cuntz semigroup Cu(·).
Proposition 5.3. Let ∆ be a metrizable Choquet simplex, let C be the cone with ∆ as its base, and
let ω be a lower semicontinuous affine map ∆→ (0,∞]. Then there exists a simple AF algebra A and
an isomorphism T+A ∼= C under which ω corresponds to the norm map on T+A.
Proof. By [Bla80, Theorem 3.10], there exists a simple, unital AF algebraB with T+1 B = ∆. (Tensoring
B with a UHF algebra if necessary, we may assume that B is infinite dimensional.) We will produce
a hereditary sublagebra A of B ⊗ K with the required properties. Since every trace on B extends
uniquely to one on B ⊗ K, we identify T+(B ⊗ K) with C. As in [BT07], denote by SAff(∆) the
space of strictly positive lower semicontinuous affine maps on ∆. The key fact is that the natural map
Cu(B)\V (B) → SAff(T+1 B) is surjective. What this means is that, given ω ∈ SAff(∆), there exists a
positive element b ∈ B ⊗K (which we may assume to be of norm 1) such that ω(τ) = limn→∞ τ(b1/n)
for every τ ∈ ∆. This follows from [BPT08, Theorem 5.3] and [BT07, Theorem 2.6], but is not difficult
to prove using the well-documented structure of the K-theory of simple, unital AF algebras.
Let A = b(B ⊗ K)b. Then A is a (full) hereditary subalgebra of B ⊗ K, so is a simple AF algebra
which is stably isomorphic to B (for example by [Bro77, Theorem 2.8] and [Ell76a, Theorem 3.1]).
Moreover, every trace on A extends uniquely to a trace on B ⊗K (see [BK04, Remark 2.27 (viii)]), so
T+A can also be identified with C. Since (b1/n)∞n=1 is an approximate unit for A, we then have
‖τ‖ = lim
n→∞
τ(b1/n) = ω(τ)
for every τ ∈ ∆ (and hence, by linearity, for every τ ∈ T+A). 
Corollary 5.4. Let A be a simple inductive limit of one-dimensional NCCW complexes Ai such that
K1(Ai) = 0 for every i and K0(A) = 0. Then there exists a simple AF algebra B such that A ∼= B⊗W .
In particular, if Conjecture 5.1 were to hold, it would follow that A⊗W ∼= A.
Proof. Taking C = T+A and ω = ‖ · ‖, Theorem 5.3 gives a simple AF algebra B and an isomorphism
between T+B and T+A that maps the tracial states of B onto the tracial states of A. The C∗-algebra
W is by construction a simple inductive limit of one-dimensional NCCW complexes each of which has
trivial K-theory, so B ⊗W is also of this form. Moreover, T+W is generated by a tracial state, so
there is an isomorphism between T+(B⊗W ) and T+B that maps the tracial states of B⊗W onto the
tracial states of B. (This is easy to see for F ⊗W whenever F is finite dimensional, and the assertion
for B follows from the continuity of the functor T+.) Theorem 1.2 then implies that A ∼= B ⊗W , and
the second statement would follow directly from Conjecture 5.1. 
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Remark 5.5. This shows that every inductive limit as in the statement of Corollary 5.4 is isomorphic
to an inductive limit of finite direct sums of Razak building blocks. Moreover, the full range of the
invariant is exhausted, so we obtain a version of Theorem 1.3.
In the opposite direction, we note that a certain dichotomy holds for well-behaved, simple, W -stable
C∗-algebras.
Proposition 5.6. Suppose that A is a simple, separable, nuclear C∗-algebra that satisfies the UCT,
such that A⊗W ∼= A. Then either A ∼= O2 ⊗K or A is stably projectionless.
Proof. Since W lies in the UCT class, we can apply the Ku¨nneth Theorem to deduce that K∗(A) =
K∗(A⊗W ) = 0. Suppose that A⊗K contains a nonzero projection p, and let B := p(A⊗K)p. Then
B is a unital C∗-algebra which, by Brown’s Theorem [Bro77, Theorem 2.8], is stably isomorphic to A;
in particular, K∗(B) = 0. Hence [p] = [0] in K0(B), so p⊕ q ∼ 0⊕ q for some projection q ∈ Mn(B).
Hence p ⊕ q is infinite, so B is ‘stably infinite’ and so is A. Then, since A ∼= A⊗W is tensorial non-
prime, A must in fact be purely infinite [Rør02, Theorem 4.1.10] and stable [Rør02, Theorem 4.1.3].
The Kirchberg-Phillips classification theorem [Rør02, Theorem 8.4.1] then shows that A ∼= O2⊗K. 
6. Asymptotically central sequences
If A and B are C∗-algebras and C is a sub-C∗-algebra of B then a sequence of ∗-homomorphisms
ϕn : A→ B is said to be asymptotically central for C if ‖[ϕn(a), c]‖ → 0 as n→∞ for every a ∈ A and
c ∈ C. Such a sequence induces a ∗-homomorphism ϕ : A → B∞ ∩ C′. Here, B∞ is the limit algebra
l∞(B)/c0(B), and there is a canonical inclusion of B into B∞ as constant sequences; B∞ ∩C
′ denotes
the relative commutant of C in B∞.
Every strongly self-absorbingC∗-algebraD admits an asymptotically central sequence of unital endo-
morphisms [TW07, Proposition 1.10]. Conversely, exhibiting asymptotically central ∗-homomorphisms
can be used to prove D-stability—see [Rør94], [Rør02, Theorem 7.2.2] and [TW07, Theorem 2.3]. It is
not clear whether there exists such a relationship between asymptotically central sequences and tensor
products in the nonunital case, essentially because we lack the notion of an infinite tensor product.
Nevertheless, asymptotically central sequences are still interesting and useful in their own right, and
we show below that we can adapt the approximate divisibility of W to at least find an embedding of
W into the limit algebra M(W )∞ ∩W ′.
Definition 6.1. A C∗-algebra A is said to be approximately divisible if for any N ∈ N there is a
sequence of unital ∗-homomorphisms µn from MN ⊕MN+1 into the multiplier algebra M(A) which is
asymptotically central for A.
Approximate divisibility for unital C∗-algebras was studied in [BKR92], and the nonunital case
appears for example in [Rør02, Definition 3.1.10]. Toms and Winter prove in [TW05, §2] that separable
approximately divisible C∗-algebras are Z-stable. Moreover, their Proposition 4.1 says that every
simple Razak algebra is approximately divisible (hence Z-stable). We show below that this is in fact
an immediate consequence of classification (Theorem 1.1).
Let Q denote the universal UHF algebra (characterized by K0(Q) = Q); Q is isomorphic to its
infinite tensor product Q⊗∞ and (so) is strongly self-absorbing.
Proposition 6.2. Every simple Razak algebra is Q-stable (so absorbs every UHF algebra).
Proof. Let B = lim
−→
(Bi, βi) be a simple Razak algebra and let U = lim−→
(Mki , αi) be a UHF algebra.
Note that if A is a building block then so is A⊗Mk for every k, so B ⊗ U ∼= lim−→
(Bi ⊗Mki , βi ⊗ αi) is
also a simple Razak algebra. Moreover, (T+(B⊗U),ΣB⊗U ) ∼= (T+B,ΣB) since U has a unique tracial
state. Therefore, Theorem 1.1 implies that B ⊗ U ∼= B. 
Corollary 6.3. Let A be a simple Razak algebra. Then A is approximately divisible and there is an
isomorphism ϕ : A→ A⊗Z such that ϕ ∼a.u. idA ⊗ 1Z .
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Proof. For each k ∈ N, let ιk be a unital embedding of Mk into Q and define a sequence of unital
∗-homomorphisms µk,m :Mk →M(A⊗Q⊗∞) by
µk,m := 1A˜ ⊗ 1Q ⊗ · · · ⊗ 1Q ⊗ ιk︸︷︷︸
m
⊗1Q ⊗ · · · (6.1)
(where A˜ is the minimal unitization of A). Then the sequence (µk,m)
∞
m=1 is asymptotically central for
A ⊗ Q⊗∞. Thus A ∼= A ⊗ Q⊗∞ is approximately divisible. The second claim follows directly from
Proposition 6.2 since UHF algebras are Z-stable, or alternatively from [TW05, Theorem 2.3], which
says that separable approximately divisible C∗-algebras are Z-stable. That the isomorphism ϕ satisfies
ϕ ∼a.u. idA ⊗ 1Z is automatic (see [TW07, Theorem 2.2]). 
Next, we combine the proofs of Corollary 6.3 and [TW05, Proposition 2.2] to construct an embedding
of W into the central sequences algebra M(W )∞ ∩W ′.
Theorem 6.4. Let B be a separable Q-stable C∗-algebra. Then there exists a ∗-homomorphism σ =
(σi)
∞
i=1 : W → (B˜ ⊗ Q
⊗∞)∞ ∩ (B ⊗ Q⊗∞)′ ⊂ M(B ⊗ Q⊗∞)∞ ∩ (B ⊗ Q⊗∞)′ ∼= M(B)∞ ∩ B′ which
satisfies the nondegeneracy condition
‖σ(a)b‖ = ‖a‖‖b‖ for every a ∈W and b ∈ B, (6.2)
and which is trace-preserving in the sense that
lim
i→∞
ρ(σi(a)) = τ(a) for every a ∈W and every ρ ∈ T
+
1 (B) (6.3)
(where τ is the unique tracial state on W ).
Remark 6.5. If B is a Q-stable C∗-algebra then every tracial state ρ on B ⊗Q⊗∞
(i) is of the form τ ⊗ τQ for some tracial state τ on B, where τQ is the unique tracial state on Q, and
(ii) extends uniquely to a tracial state on B˜ ⊗Q⊗∞ ⊂M(B ⊗Q⊗∞) ∼= M(B).
This is what is meant in (6.3). It may also be more natural to replace B∞ with an ultrapower Bω for
some free ultrafilter ω, and the proof works equally well in this setting.
Proof. Write W =
⋃∞
i=1 Ai with the building blocks Ai = A(ni, (ai + 1)ni) and inclusion maps ϕij
given by Proposition 3.1. As in (6.1), for each k ∈ N let ιk be a unital embedding of Mk into Q, and
define ∗-homomorphisms µk,m :Mk → B˜ ⊗Q⊗∞ ⊂M(B ⊗Q⊗∞) by
µk,m := 1B˜ ⊗ 1Q ⊗ · · · ⊗ 1Q ⊗ ιk︸︷︷︸
m
⊗1Q ⊗ · · · .
Note that the sequence (µk,m)
∞
m=1 is asymptotically central for B⊗Q
⊗∞ and that ‖µk,m(a)b‖ → ‖a‖‖b‖
as m→∞ for every a ∈Mk and b ∈ B⊗Q⊗∞ (since this is true for finite tensors). Moreover, if ρ is a
tracial state on B⊗Q⊗∞ and trk denotes the unique tracial state on Mk, then in the sense of Remark
6.5 we have ρ(µk,m(x)) = trk(x) for every x ∈Mk and m ∈ N.
For every i ∈ N, let πi : Ai → Mni be the irreducible representation ev∞ (actually, any point
evaluation will do), and define σi,m := µni,m ◦ πi : Ai → B˜ ⊗Q
⊗∞. Let (bi)
∞
i=1 be dense in B ⊗Q
⊗∞
and fix finite subsets Fi ⊂ Ai such that Fi ⊂ Fi+1 and
⋃∞
i=1 Fi = W . For each i, we can use the
properties of the ∗-homomorphisms µni,m to choose mi ≥ mi−1 such that for a ∈ Fi and 1 ≤ j ≤ i we
have
‖[σi,mi(a), bj ]‖ ≤ 1/i (6.4)
and ∣∣∣∣‖σi,mi(a)bj‖ − ‖πi(a)‖‖bj‖
∣∣∣∣ ≤ 1/i. (6.5)
Note also that, for every a ∈ Ai and as j →∞ we have
‖πj ◦ ϕij(a)‖ → ‖a‖ (6.6)
by (3.2) and (3.3) of Proposition 3.1 and
trnj (πj ◦ ϕij(a))→ τ(a) (6.7)
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by (3.5) of Proposition 3.5. Now we just patch together the σi,mi to get the desired map σ (as in
the proof of [TW05, Proposition 2.2]). Since σi,mi is finite rank, by Arveson’s extension theorem we
can extend it to a linear, contractive (in fact c.c.p.) map σi,mi : W → B˜ ⊗ Q
⊗∞. Define σ to be
the map σ := (σi,mi)
∞
i=1 : W → (B˜ ⊗ Q
⊗∞)∞. Then σ is linear, contractive and (since the σi,mi are
∗-homomorphisms) is multiplicative on
⋃∞
i=1Ai, hence on all of W . That is, σ is a
∗-homomorphism.
By (6.4), σ(W ) commutes with B ⊗Q⊗∞. For a ∈ Fi and fixed bj we have
‖σ(a)bj‖ = lim sup
k
‖σk,mk(ϕik(a))bj‖ = lim sup
k
‖πk(ϕik(a))‖‖bj‖ = ‖a‖‖bj‖
by (6.5) and (6.6). Finally, for a ∈ Ai and ρ ∈ T
+
1 (B ⊗Q
⊗∞) we have
lim
k→∞
ρ(σk,mk(a)) = lim
k→∞
ρ(µnk,mk ◦ πk(ϕik(a))) = lim
k→∞
trnk(πk(ϕik(a))) = τ(a)
by (6.7). Therefore, σ is a ∗-homomorphism W → (B˜ ⊗Q⊗∞)∞ ∩ (B ⊗Q⊗∞)′ that satisfies (6.2) and
(6.3). 
It is easy to check that, by taking an approximate unit (ei)
∞
i=1 of B and cutting σ down by an
appropriate subsequence of (ei⊗1Q⊗∞)
∞
i=1, we can get a trace-preserving completely positive contractive
map from W into B∞ ∩B′ which preserves orthogonality (i.e. is ‘order zero’—see [WZ09]).
Corollary 6.6. There exists a ∗-homomorphism σ = (σi)
∞
i=1 : W → M(W )∞ ∩W
′ which satisfies
‖σ(a)b‖ = ‖a‖‖b‖ for every a, b ∈W and limi→∞ τ(σi(a)) = τ(a) for every a ∈W .
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