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The Shifted Rayleigh Mixture Filter for
Bearings-Only Tracking of Maneuvering Targets
J. M. C. Clark, S. A. Robbiati, and R. B. Vinter, Fellow, IEEE
Abstract—This paper introduces the shifted Rayleigh mixture
filter (SRMF), which is based on jump Markov linear systems.
The formulation permits the presence of clutter. For bearings-only
tracking problems involving maneuvering targets, the conditional
density of the target state given the available measurements evolves
as a growing mixture of probability density functions associated
with a history of manoeuvre “modes.” Similar to other “mixture”
algorithms, the SRMF approximates this conditional density by a
Gaussian mixture of fixed order. Unlike the extended or unscented
Kalman filters, the shifted Rayleigh filter incorporates an exact cal-
culation of the posterior density, when the prior is assumed to be
Gaussian, given the latest bearings measurement. Computer sim-
ulations are provided to demonstrate the performance of the algo-
rithm.
Index Terms—Bearings-only tracking, Gaussian mixture reduc-
tion, jump Markov linear models, mixture algorithms, particle
filter (PF), shifted Rayleigh filter, unscented Kalman filter.
I. INTRODUCTION
I N THIS paper, we propose the shifted Rayleigh mixturefilter (SRMF) for tracking a maneuvering target, given noisy
bearing measurements of target position relative to a sensor plat-
form. The design of the filter is based on a description of the
motion of the target and the sensor platform using a discrete
time linear system driven by Gaussian inputs with a discrete
set of random coefficients describing the current maneuvering
mode. Such models, referred to as jump Markov linear models,
are widely used [1], [2] because of their versatility in describing
a wide range of maneuvering target motions.
For the tracking problem considered, the conditional density
of the target state given the available measurements, is a mix-
ture of probability densities. Each mixture component can be
regarded as the density of the target state conditioned on the
available measurements and on a mode history. The number of
components in the mixture grows in time because the number
of possible mode histories increases geometrically.
Our approach is to obtain estimates of target state using
Gaussian mixture approximations of the conditional den-
sity. Constructing these approximations involves a moment
matching operation to generate a Gaussian approximation to
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each component of the mixture, and also involves removing the
insignificant elements in the Gaussian mixture to reduce the
computational burden.
A number of tracking algorithms have been proposed, based
on propagating a Gaussian mixture approximation of the condi-
tional density. These mixture filters differ mainly by the tech-
niques employed to restrict the number of elements in the mix-
ture. Algorithms such as the Generalized Pseudo-Bayes algo-
rithm [2] or the Interacting Multiple Model (IMM) algorithm [2]
merge together and retain mixture components. This number
is strictly linked to the number of possible mode histories. Other
techniques eliminate the least significant terms and allow full
flexibility in the choice of . The elimination process can be de-
terministic (such as in the detection-estimation algorithm [3]),
random (such as in the random sampling algorithm [4] and in
mixture Kalman filters [5], [6]) or a mixture of both (as pro-
posed by Fearnhead and Clifford [7]). In the case study of Sec-
tion IV, we use the last method for the mixture reduction step in
our implementation of the SRMF, because it is computationally
efficient and satisfies certain optimality criteria explained in [7].
The above filters are based on linear/Gaussian models de-
scribing the evolution of the state variable and the measurement
process, for a given manoeuvre mode history. Hence, the pa-
rameters of each mixture component can be obtained from the
Kalman filter equations.
For bearings-only tracking the measurement process equation
is nonlinear. The novelty of the SRMF lies in the way that it
deals with this nonlinearity. To generate Gaussian approxima-
tions to the conditional densities of the state, associated with
each manoeuvre mode history, it employs the shifted Rayleigh
filter [8] based on an exact calculation of the first and second
moments of the conditional density of the state.
The proposed algorithm takes account of clutter by associ-
ating with each manoeuvre mode an additional clutter mode
(cf. [9]). The algorithm can be adapted also to take account of
multiple sensors. The multiple sensor tracking problem can be
treated as a single sensor tracking problem, in which the mea-
surements are artificially ordered and regarded as separated in
time by an interval of 0 s duration.
The performance of the new filter is assessed in simulations.
The scenario considered is a variant of the one used by Marrs
[10], which describes a target maneuvering through a cluster
of sonobuoys, to illustrate the effectiveness of a particle filter
(PF) in circumstances when extended Kalman filters fail. Com-
parisons are made with the generic PF using stratified sampling
[11] in the resampling step and also with a modified version of
our filter based on the unscented Kalman filter [12]. In this sce-
nario, the performance of the SRMF is comparable to that of
the PF, while reducing the computational burden by an order of
1053-587X/$25.00 © 2007 IEEE
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magnitude. The SRMF also significantly outperforms the un-
scented Kalman filter version of the algorithm, with respect to
both accuracy and the computational demands.
Notation: In Sections II–IV, denotes the subsequence
of a process between times and with
. We shall often use a generic “ ” for probability den-
sities, probability mass functions and their joint extensions. It is
clear from the context which function is being referred to. For
example, refers to the density of the variable
, conditional on the discrete variable being , evaluated at
. The multivariate normal density with mean and covariance
is denoted .
II. SHIFTED RAYLEIGH MIXTURE FILTER (SRMF)
1) Formulation of the Tracking Problem: Let the state
process be a sequence of -dimensional random
variables, which describe the combined motion of the target
in the plane and the sensor platforms, from which the target
motion is observed. Let the measurement process
be a sequence of random variables, which are noisy bearing
measurements in the plane of the target position relative to the
platform in the presence of clutter. The tracking problem is to
estimate the state and the mode of the target, given current
and past bearings measurements .
It is assumed that the state process is generated by a linear
system driven by an -dimensional white-noise process,
. To capture the maneuvering nature of target motion
at time , we allow the system matrices to be functions of the
mode process , a Markov chain taking values in the
discrete space .
Our model of the measurement process involves additional
processes. In the following equations we introduce: 1) the
2-D displacements , which are target positions relative to
a sensor platform; 2) the augmented measurements , 2-D
random variables which are the displacements corrupted by a
process of variables ; 3) the clutter process, a sequence of
scalar random variables ; and 4) a sequence of random
variables , which take values 0 or 1 indicating the
absence or presence of clutter
(1)
(2)
(3)
(4)
(5)
where , and for each and time , and
is the systems matrix;
is the state noise covariance matrix;
is the output matrix;
is the 2 2 measurement noise covariance matrix.
The vector is the -dimensional exogenous state input
and is the 2-D exogenous measurement input. Although
not explicitly shown, these matrices and vectors may depend
on the past measurement history . The expression
in (4) is interpreted in all four quadrants, as
the angle of clockwise rotation (in radians) of the vector
from the positive -axis. The noise processes and
are sequences of independent and identically distributed (i.i.d.)
random variables with the normal distributions
and for all
The process is assumed to be a discrete, stationary
Markov process with transition probabilities
(6)
It is further assumed that the random variables are i.i.d., with
a density supported on the interval , and that the
random variables are i.i.d. with mass function
and
for some clutter probability . For the special
case of isotropic clutter, is just the uniform density, with
value . Finally, it is assumed that , , ,
and are independent processes.
2) The Measurement Model: In the state formulation, a novel
approach is taken to model the noisy bearing measurement,
where a noise term with normal density is added
to the displacement before the evaluation of the bearing.
Such a structure is effective for modelling noise occurring at
the sensor, as well as random fluctuations of the line-of-sight
over an extended target. In contrast, the conventional approach
is to model the noisy bearing by adding an angular wrapped
normal noise term after the evaluation of the arctan function at
the displacement, . That is, we replace (2)–(4)
by the equation
(7)
where is a known function of , is sampled from
and is independent of , etc.
To apply the tracking algorithm in this paper to situations
where the noisy bearing measurement is described in the tra-
ditional manner (7), for a given , we replace the traditional
noisy bearings measurement (7) by the corresponding (2)–(4) in
our formulation, with
(8)
Intuitively, this is the right thing to do: if the process noise is
inserted before evaluation of the arctan function, its covariance
must be scaled up by an appropriate amount, to compensate for
the downscaling by the arctan function. Detailed analysis in [8]
justifies the choice of the covariance in (8) and demonstrates
that interchanging the two models of the measurement process
has little effect on the resulting measurement processes.
3) Evolution of Conditional Distributions: The SRMF prop-
agates Gaussian mixture approximations to the conditional dis-
tribution of given . To motivate the algorithm, we first
examine the joint probability distribution of given ,
under the hypothesis that the prior is of the form
(9)
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where, for a subset of , denotes summa-
tion over the elements of . For each , is a known
-vector, is an covariance matrix, and
is a mode value. The positive weights are re-
quired to satisfy
Marginalizing either the or the variable from the
above distribution, we find
(10)
and
(11)
We see from (10) that, as a consequence of our hypothesis on
the prior, the conditional density of is an -fold Gaussian
mixture.
The analysis summarized in the Appendix yields the for-
mulae presented in Table I. Notice the simplified notation used
in Table I and in what follows for partially marginalized densi-
ties; for example, stands
for .
Equation (T-6) shows that, if the conditional density at time
is an -fold Gaussian mixture, then the conditional
density at time is an -fold mixture of non-Gaussian
densities.
4) Derivation of the Tracking Posterior Distributions: We
now assemble some formulae that permit the construction of
computationally tractable approximations to the probability dis-
tribution (12).
The mean and covariance of the density
are derived as follows. Define , , and
(12)
(13)
(14)
(15)
Define the function of the scalar variable
in which is the cumulative distribution function
of a unit variance, zero mean normal distribution. Let
and define
(16)
(17)
(18)
TABLE I
FORMULA FOR CONDITIONAL DISTRIBUTIONS
(19)
Then
(20)
(21)
Equations (12)–(21) define functions
and that
describe how the mean and covariances of the conditional
distributions are updated in the absence of clutter for a given
and , under the assumption that the prior distribution is
Gaussian. Next, we provide a computable formula for the
density in (T-5). In the
following, to make its arguments explicit, this density is
denoted by .
Given , and , we obtain and from
(12)–(15). Define the 2 2 matrix
and the functions
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For given , also define the function
Now, let
where
Then
(22)
This function gives the evaluation of the density of the measured
bearing , given the assumed value for the current mode and the
parameters of the prior density, in the absence of clutter.
5) The Shifted Rayleigh Mixture Filter: The SRMF summa-
rized in Table II generates -fold Gaussian mixture approxima-
tions, with parameters
to the conditional distribution of , for all .
Suppose that an approximation to the conditional distribu-
tion of the state at time is available in the form of an
-fold Gaussian mixture (9). Then, the resulting conditional
distribution of the state at time is an -fold mixture
of non-Gaussian densities, as shown by (T-6). This formula is
not practical for computing an approximation for the conditional
distribution at time , because the number of terms in the mix-
ture approximation grows, by a factor of , at every iteration. A
key idea behind the shifted Raleigh mixture filter is to introduce
analytical approximations to the update formula (T-6). First, we
replace the constituent (non-Gaussian) densities by Gaussian
densities with matched first and second moments. Here, the mo-
ment calculations are based on (12)–(21), which define the mean
and the covariance, and on (22). Second, we approximate the re-
sulting -fold Gaussian mixture by an -fold Gaussian
mixture, using one of a variety of available mixture reduction
techniques. Because may be clutter, each density in (T-6) is
a weighted sum of two densities
and
corresponding to the cases where is clutter and is not
clutter [see (16)]. In Table II, the parameters of these two
Gaussian densities are denoted as and
, respectively. The pair is the
mean and covariance of the two-fold mixture. Other variables
appearing in the algorithm description are associated with
weight calculations.
TABLE II
ALGORITHM
The precise form that the SRMF takes in a particular applica-
tion depends on the manner in which —fold Gaussian
mixtures are approximated to —fold Gaussian mixtures in
Step 3. A variety of approaches have been proposed for tackling
“mixture reduction” problems of this type. Some involve both
the elimination of some elements from the mixture and also the
combination of other, in some sense similar, components (see
[13] or [14]). This procedure, which involves a careful analysis
and modification of the spatial distribution of the elements in the
mixture, has a heavy computational overhead. For this reason,
the most commonly used mixture reduction methods leave the
constituent densities unaltered and retain or reject the mixture
components, depending on the size of their weights. In this latter
category, available methods include purely deterministic selec-
tion procedures (as in the detection-estimation algorithm [3]),
purely randomized selection procedures (as in the random-sam-
pling algorithm [4]), and “partial randomization” procedures
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where some elements are chosen deterministically and some
randomly. In the simulations reported in Section IV, we employ
a partial randomization algorithm, proposed by Fearnhead and
Clifford [7], [15]. A distinctive feature of [7] and [15] is that the
threshold on weight magnitude, determining whether an index
value and its accompanying weight is automatically retained, is
adapted to the distribution of weights, in a manner which is op-
timal as defined in [7] and [15].
III. MULTIPLE SENSORS
Consider now a variant of the tracking problem of Section II,
in which a total of sensors provide independent, simultaneous
bearing measurements of target position. In this problem, the
state (1) and mode transition matrix (6) remain the same, but the
measurement (2)–(5) are replaced by equations for the
displacements , augmented measurements ,
noisy measurements and clutter corrupted measure-
ments
(23)
(24)
(25)
for . (Here, a superscript indicates a variable or
coefficient corresponding to the th sensor). These equations in-
volve sets of output parameters and
independent measurement noise and clutter processes (
and ).
The SRMF can be adapted to apply to this multi-sensor
tracking problem as follows [9]. Impose an arbitrary ordering
of the sensor measurements at each update time (the position of
a particular sensor measurement in the ordering is indicated by
the value of the index ), and regard the occurrence of sensor
measurements as separated in time by a time period of 0 s.
Suppose that, at time , there is an available Gaussian mixture
approximation to . Then, a Gaussian
mixture approximation to (the updated density based
on the first measurement) is obtained by applying one step of the
SRMF to the system and measurement (1) and (23)–(25) (with
).
Next, a Gaussian mixture approximation to is
obtained by applying one step of the SRMF to the state equation
if
otherwise.
and measurement (23)–(25) (with ). The prior state dis-
tribution here is taken to be the previously calculated Gaussian
mixture approximation to . Estimators based on all
remaining measurements are calculated in the same manner.
Notice that, in the above procedure, the order assigned to
measurements is a design decision, because in some cases one
ordering might produce better estimates than another. One
sensible procedure for assigning an order would be to choose
measurements according to their predicted error variances,
with the most accurate first. Alternatively, the interested reader
can find more refined approximation procedures for multiple
sensor problems in [9] (Section III), for the nonmaneuvering
target case.
IV. MULTISENSOR TRACKING OF A SEA-BORNE TARGET
In this section, we report on simulation experiments com-
paring the SRMF with a PF and also with a variant of our al-
gorithm in which the update calculations are computed using
the unscented Kalman filter ([12], [16], [17]). We refer to the
last filter as the unscented mixture filter (UMF).
The bearings-only tracking problem considered here is re-
lated to those earlier investigated in [9], [10], and [18]. The
motion of a submerged maneuvering target is tracked by three
drifting sonobuoys providing noisy bearings measurements of
target position, subject to isotropic clutter. A mobile airborne
vehicle provides noisy, clutter-free bearings measurements of
the sonobuoy positions.
1) Sensor-Target Model: Each of the three sonobuoys is
assumed to move as the sum of an independent low-intensity
Brownian motion and an integrated Brownian motion, common
to all three, that represents the effect of a bulk drift [10] corre-
lating their behaviour. The model permits three possible modes
of manoeuvre for the target ; two are known in the
tracking literature [19] as left and right coordinated turns and
the third as a nearly constant velocity model.
The continuous component of the state (describing the posi-
tions and velocities of the target and the observation platforms
for each mode) is 12-D
(26)
Here and denote coordinates of position in the plane, and
and the corresponding velocities (at time ). The target and
the three sonobuoys are labelled by the superscripts 0, 1, 2, and
3, respectively. The vector describes the bulk drift
term common to the equations governing the positions of the
three sonobuoys.
The model governing the state is a version of (1), in which
the exogenous state term is zero
Here, the normalized input noise term has density
and
( is the sample period.) is an matrix of zeros and
For a given real number , define
and
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For , define the matrices
Let
For , we set
The mode-dependent system noise covariance matrices are
where
The equations above govern the motion of the variables
, and are obtained by sampling (with a period of sec-
onds) the exact response of the stochastic differential equation
where and are independent Gaussian white noise pro-
cesses with unit intensity. When , executes
a circular motion with a constant angular speed of ,
anticlockwise if and clockwise if . The motion is
linear if . Dynamic models of this general type are else-
where referred to as coordinated turn models [19].
2) Measurement Model: Six simultaneous measurements are
made at each time step. The three monitor-sensor measurements
are identified by index values ( 1, 2, 3), and the three sensor-
target measurements by index values ( 4, 5, 6).
The displacements , asso-
ciated with the six measurements are
for
for .
Here is the position of the monitoring sensor plat-
form, which we regard in this exercise as a deterministic signal
(an exogenous input).
TABLE III
SIMULATION PARAMETERS
The measurements are generated by the following equa-
tions
(27)
for . Here is a scalar distributed noise
variable, is a discrete variable taking values 0 or 1 with
and is a variable, uniformly distributed on .
It is assumed that the variables , , are inde-
pendent. We suppose that
for
for
and
for
for .
(There is no clutter on sensor-monitor measurements).
Notice that the measurement model adopted in the above
formulation of the tracking problem is of the traditional kind
(bearing angle of the displacement plus scalar noise). For pur-
poses of implementing the SRMF algorithm, we approximate it
by replacing (27) by the following equations:
(28)
(29)
in which is an distributed noise term and
In all our simulations, the traditional measurement model (27) is
used to generate the data and is also used in the construction of
the PF. These choices put the SRMF at a disadvantage, because
there is a mismatch between the measurement model implicit in
the filter and the model generating the measurements, as com-
pared with the PF, where there is no such mismatch.
The parameters used throughout the simulations are given in
Table III. The monitoring sensor platform is initially at the loca-
tion (500, 2500) and moves uniformly in a straight line to the
location (500, 500) (all distances are in meters). The changing
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Fig. 1. Sample Ssimulation. Target’s trajectory (thick black line) and a sample
realization of the SRMF (dots). The position of the three buoys (thin lines) and
their estimated position (dash-dot lines) is also displayed. The thin straight line
shows the trajectory of the airborne monitor.
coordinates , of the monitoring sensor platform appear
as terms in . The prior state mean is
and the prior state covariance is
The target manoeuvres as follows: , ,
, , and . As the actual mode
switching probabilities are unknown to the observer, we develop
a SRMF using the following Markov transition matrix1
For all the tracking algorithms considered, the procedure de-
scribed in Section III is used to accommodate the multiple mea-
surements. That is, the simultaneous measurements were re-
garded as sequential, with a zero time interval separating them.
No special attention was given to the order in which the mea-
surements were considered.
Fig. 1 shows a sample realization of the SRMF for the sce-
nario just described with . The number of mixture com-
ponents was . It can be seen that the filter successfully
tracked the maneuvering target.
Fig. 2 provides a comparison of the average RMS errors for
the SRMF, UMF and a version of the Multiple Model Boot-
strap Filter [20] using “stratified sampling” (Algorithm #2 in
[11]) in the final resampling phase. The errors are plotted against
computational time and for varying number of particles. As
the graph shows, the SRMF achieves asymptotic convergence
with a computational time of approximately 10 s, and is as
such the most efficient algorithm. The PF—while eventually
achieving similar results—requires a very large number of sam-
ples (10,000 for the same accuracy) to deal with all the non-
linearities present in this scenario. Finally, the UMF appears to
be less accurate than its competitors and to make greater com-
putational demands. It should be pointed out, however, that the
1Simulations show that, within reason, the choice of parameters has little ef-
fect
Fig. 2. Time-averaged RMS position error versus computational time. (100
Monte Carlo simulations.) The numbers beside the graph points indicate either
the corresponding number of particles used in the calculation for the PF, or the
number of mixture components for the SRMF and the UMF. The indicated com-
putational time is the average running time for the entire trajectory.
Fig. 3. Position RMS estimation error. (100 Monte Carlo simulations.) This
figure shows the average x–y axis RMS position error throughout the trajectory
by using 500 mixture components for the SRMF, 100 for the UMF, and 10 000
particles of the PF. These numbers are chosen such that the computation times
of the three filters are comparable. The additional graphs are the RMS estimated
standard deviations generated by the SRMF.
UMF used in these simulations is a straightforward application
of the general purpose unscented Kalman filter described in [12]
and [17]. A more specific design of the UMF, which takes into
account the particular structure of the bearings only model, is
likely to be computationally more efficient.
In Figs. 3 and 4, we also show the average RMS error
(position and velocity, respectively) for the three algorithms
using component and particle numbers requiring similar com-
putational times.
Fig. 5 illustrates the effect of clutter on the estimates provided
by the SRMF and the PF, matched to impose the same computa-
tional load. We can see that both algorithms can tolerate a high
level of clutter up to approximately (i.e., two thirds
of measurements are clutter). Above that, tracking performance
becomes erratic and the increase in RMS error reflects occa-
sional track losses.
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Fig. 4. Velocity RMS estimation error. (100 Monte Carlo simulations.) The
parameter settings are the same as for Fig. 3.
Fig. 5. Time-averaged RMS position error versus probability of clutter. (100
Monte Carlo simulations.) This figure shows the effect of the clutter probability
for the SRMF and the PF with comparable computation times.
V. CONCLUSION
In this paper, the SRMF—based on Gaussian mixture approx-
imation of conditional densities—has been proposed for bear-
ings-only maneuvering target tracking problems. The SRMF’s
effectiveness stems from the use of advanced mixture reduction
techniques and the use of a refined probability analysis, implicit
in the recently proposed shifted Rayleigh filter, to achieve accu-
rate approximations.
Simulations demonstrate the effectiveness of the filter in a
challenging scenario. It achieves the accuracy of a PF (while
reducing the computational burden by an order of magnitude).
Furthermore, it improves significantly on a related mixture
filter, based on the unscented Kalman filter rather that the
shifted Rayleigh filter, both as regards accuracy and computa-
tional demands.
APPENDIX
In this Appendix, we briefly sketch the derivation of relation-
ships (T-1)–(T-5). In our analysis, all distributions are condi-
tioned on . It is convenient to introduce a new discrete
random variable , taking values in such that the
variables have a joint density-probability func-
tion
if
otherwise.
Notice that the marginal of this distribution with respect to the
( ) variables coincides with (9). Furthermore
and
(30)
It follows that
(31)
We calculate
where from (31)
Here, . We have . In view of (30)
Next, notice that
Equation (T-4) follows from these last two relations. Writing
, we have
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This verifies (T-1)–(T-3), and (T-5).
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