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Abstract
Significant efforts have been devoted to choosing the best configuration
of a computing system to run an application energy efficiently. However,
available tuning approaches mainly focus on homogeneous systems and are
inextensible for heterogeneous systems which include several components
(e.g., CPUs, GPUs) with different architectures.
This study proposes a holistic tuning approach called REOH using
probabilistic network to predict the most energy-efficient configuration
(i.e., which platform and its setting) of a heterogeneous system for running
a given application. Based on the computation and communication pat-
terns from Berkeley dwarfs, we conduct experiments to devise the training
set including 7074 data samples covering varying application patterns and
characteristics. Validating the REOH approach on heterogeneous systems
including CPUs and GPUs shows that the energy consumption by the
REOH approach is close to the optimal energy consumption by the Brute
Force approach while saving 17% of sampling runs compared to the pre-
vious (homogeneous) approach using probabilistic network. Based on the
REOH approach, we develop an open-source energy-optimizing runtime
framework for selecting an energy efficient configuration of a heteroge-
neous system for a given application at runtime.
1 Introduction
Improving the energy efficiency and reducing energy consumption are ones of
the most important requirements of computing systems. The factors that have
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impacts on the application performance and its optimization strategies are al-
gorithm design and implementation (i.e., control flow, memory types, memory
access pattern and instruction count) and its execution configuration [1]. When
an application runs on a heterogeneous system, one of the strategies to reduce
energy consumption is to run the application with an appropriate system con-
figuration.
Several attempts [2–12] have been made to find the best configurations to
run an application to achieve energy efficiency. However, available tuning ap-
proaches are mostly conducted for homogeneous systems while little research
considers heterogeneous systems including several platform components (e.g.,
CPUs and GPUs) with different types of processing units and different archi-
tectures.
Table 1 summarizes the related work to this study according to the four
aspects: the optimization goal (i.e, Optimization), whether the optimization
object is configuration or code variant (i.e., Object), whether the targeted sys-
tem is homogeneous or heterogeneous (i.e., System), and whether the approach
is applicable for general or specific applications (i.e., Application). Table 1
shows how our study is different from its related work. The goal is to optimize
energy efficiency by choosing an appropriate configuration of heterogeneous sys-
tems for a given application. The details of the related work are described in
Section 5.
The main goal of existing tuning approaches is to improve energy-efficiency.
However, the existing models are mostly built for homogeneous systems, which
has only one type of devices such as GPU [6–10, 12] or CPU [3–5]. There are
also a set of studies [17–19] for heterogeneous systems (i.e., APUs) but they are
mainly focus on improving performance instead of energy-efficiency.
The existing heterogeneous approaches in the Table 1 are either for specific
applications (i.e., iterative applications that can be divided to several iterations
where execution time of the next iteration can be predicted based on the current
iteration) [11,15] or for finding a heterogeneous balance of datacenter [16] where
the configuration at datacenter level is a mix of CPUs or microprocessors.
Among the available tuning approaches, probabilistic model-based approaches
have their advantages of not requiring prior knowledge on the targeted appli-
cation or the throughout understanding of system components like other ap-
proaches [8, 10]. By finding the similarity between the targeted application
from sampling data and previous observed applications from training data, it
can quickly provide the accurate estimation of energy consumption for the tar-
geted application.
The previous probabilistic model based approaches only applicable for homo-
geneous systems (i.e., CPUs). Heterogeneous systems have complex structures
containing different platform architectures (e.g., CPUs, GPUs, FPGAs, ASICs)
where each platform has its own sets of settings and methods to change its
configurations. Applying the probabilistic model based approach [5] on each
individual platform of a heterogeneous system requires the analysis of the avail-
able settings and a new configuration data for each platform. In the other words,
it requires separated sets of training and sampling data, and separated runs of
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Table 1: Auto-Tuning Framework
Study Optimization Object System Application
OSKI [13] Time Code variant Homogeneous Specific
(i.e., CPU) (i.e., Sparse kernels)
Nitro [14] Time Code variant Homogeneous General
(i.e., GPU)
PowerCap Timeliness Configuration Homogeneous General
[3] Energy- (i.e., CPU)
efficiency
POET [4] Energy- Configuration Homogeneous General
efficiency (i.e., CPU)
LEO [5] Time Configuration Homogeneous General
Energy- (i.e., CPU)
efficiency
HPC runtime Energy- Configuration Homogeneous General
framework [6] efficiency (i.e., CPU)
GPU models [7] Power Configuration Homogeneous General
(i.e., GPU)
CRISP [8] Energy Configuration Homogeneous General
(i.e., GPGPU)
MPC [9] Energy- Configuration Homogeneous General
efficiency (e.g., GPGPU)
GreenGPU [11,15] Energy- Workload division Heterogeneous Specific
efficiency Frequency (e.g., CPU and GPU) (i.e., Iterative
applications)
GPGPU DVFS [10] Energy- Configuration Homogeneous General
efficiency (i.e., GPGPU)
GPGPU SVR [12] Energy- Configuration Homogeneous General
efficiency (i.e., GPGPU)
Market mechanism Service quality High-level Heterogeneous General
[16] Energy- configurations (e.g., CPUs
efficiency (i.e., Datacenters) and microprocessors)
REOH (this study) Energy- Configuration Heterogeneous General
efficiency (e.g., CPU and GPU)
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prediction for each platform. This results in more sampling runs than doing one
prediction for a heterogeneous system with only one whole set of training and
sampling data. Therefore, the probabilistic model based approaches for hetero-
geneous systems requires the analysis of the available settings of all included
platforms within a heterogeneous system and finding the setting equivalence of
one platform to another platform.
In this study, we propose a way to unify the configurations of different plat-
forms on a heterogeneous system and do the prediction only once. This way
we save energy of the sampling runs. Even though we evaluate the probabilis-
tic model-based approach (i.e., REOH) on a system containing CPU and GPU
only, REOH is general for heterogeneous systems which contain any architec-
tures (e.g., CPUs, GPUs, FPGAs, ASICS) where we can identify and change
their configurations (i.e., the combination of number of cores, memory and fre-
quency) in runtime.
The proposed approach aim to address the following research question: ”Given
executable files of an application and a heterogeneous system containing plat-
forms with different architecture, which system configuration (i.e., platform and
its setting) to run the application most energy-efficiently?”
This study propose holistic tuning approach based on probabilistic model
to predict the most energy-efficient configuration of heterogeneous systems for
a given application. Based on the application communication and computation
patterns (i.e., Berkeley dwarfs [20], we choose the Rodinia benchmarks [21] for
the experiments and devise a training data set. The objectives when choosing
the benchmarks are to devise a training data set that cover a wide range of
application patterns and characteristics.
We also provide an open-source energy-optimizing runtime framework to
choose which configuration of a heterogeneous system to run a given applica-
tion at runtime. Even though the open-source is for the experimented system
including only one CPU and one GPU, the code is available and can be ad-
justed to heterogeneous systems containing other types of platforms as long as
changing platform configurations during runtime is supported.
This study is for applications that runs on one platform (e.g., CPU or GPU)
at a time. The application has different executable files for different platforms
(e.g., CPU or GPU) that can be chosen during runtime. For example, Rodinia
benchmarks suite [21] supports programming models such as OpenCL which
can provide different executable files of the same benchmark. This approach,
however, can also apply to applications that can be divided to several phases.
Each phase is wrapped in an executable file and can be considered as one appli-
cation in REOH approach. Therefore, each phase of such applications only runs
on one platform but the whole execution with different phases runs on several
platforms.
In this work, the following contributions have been made.
• Devise a new holistic tuning approach for heterogeneous systems using
probabilistic network, which is called REOH. In this study, we propose
a method to unify the configurations of different platform types (e.g.,
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CPU and GPU), consider the total energy of both static and dynamic
energy and devise a training data set containing 7074 samples by running
a selected set of 18 applications based on the knowledge of application
patterns from Berkeley dwarfs on a total of 393 system configurations.
• Validate the REOH approach on a heterogeneous system consisting of
CPU and GPU, showing that REOH approach achieves the close energy
consumption (i.e., within 5% different) to the optimal energy consump-
tion by the brute-force approach when choosing the most energy-efficient
system configuration for the applications while saving 17% number of sam-
pling runs than the existing probabilistic network approaches [5].
• Develop an open-source energy-optimizing runtime framework for selecting
an energy efficient configuration of a heterogeneous system for a given
application at runtime. The framework takes as the input the executable
files that the users want to run on a targeted heterogeneous system. Then
the framework will choose an appropriate configuration of the targeted
heterogeneous system to run the executable files energy-efficiently. This
tool is provided as an open source for scientific research purposes.
The content of the paper is organized as follows. Section 2 describes REOH,
the energy optimization approach for heterogeneous systems. In Section 3,
we validate the approach on a heterogeneous system consisting og CPUs and
GPUs. Based on the proposed energy optimization approach, Section 4 describe
the energy-optimizing runtime framework and its implementation. The related
work to this study is summarized in Section 5. Section 6 concludes the study.
2 A Holistic Tuning Approach for Heterogeneous
Systems
This section first explains the theory behinds the probabilistic graphical model-
based approach [5], and then describe the improvements of REOH, the holistic
tuning approach enhanced for heterogeneous systems.
2.1 Probabilistic Network Approach
The REOH approach is based on the probabilistic graphical model-based ap-
proach [5] to predict the energy consumption of all configurations in the systems
from the offline training data and the online sample data. The probabilistic
graphical model-based approach use hierarchy directed Bayesian network to
exploit the conditional dependence of unobserved variables to the previous ob-
served applications. In the context of this study, the unobserved variables are
the power consumption and execution time of a new application on every system
configurations that we want to estimate. The previous observed applications is
the training data. Therefore, the modeling approach using probabilistic network
requires no prior knowledge on the targeted application or low-level modeling
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details of system components (e.g., modeling power of each platform instruction
unit or component).
Offline training data is the execution times and power consumption of a set
of applications. Power is computed by dividing the measured energy consump-
tion by the measured execution time. The offline training data is collected by
executing a set of applications that capture a wide range of computation and
communication patterns on all possible configurations of the system. The online
sample data is the execution time and power consumption of a targeted appli-
cation when running on some selected configurations of the system. The offline
training data provides the knowledge on representative applications while the
online sample data provides the knowledge of the targeted application. Base
on both offline training and online sample data, a probabilistic graphical model
predicts the data for the targeted application on all available configurations of
the systems. Based on the prediction results, the best configurations for energy
consumption of the targeted application is obtained.
The graphical models in this approach uses Bayesian networks (e.g., directed
graphical models), to capture the dependence between random variables. In this
network, a node is a random variable and the directed edge connecting two nodes
is the dependence of the variables. The nodes are either hidden (unknown) or
observed (known). The Bayesian model in this approach is drawn in Figure 1,
where yM is the partially unobserved application (i.e., the applications whose
only measurement of sample run are known) that need to be estimated; y1 to
yM−1 is fully observed applications (i.e., training data); and blank nodes Zi and
their root are the hidden nodes.
Figure 1: Bayesian Model
First the model estimates the missing values by a regression technique. Then,
the Expectation Maximization algorithm in statistic is applied to estimate both
power and performance of each partially unobserved application on all config-
urations. The algorithm is the iteration of expectation (E) and maximization
(M) function until convergence. The E step is a function computing the ex-
pectation of the log-likelihood from the current estimated parameters. From
the log-likelihood found in the E step, The M function computes parameters
maximizing the expected likelihood. The probabilistic graphical model-based
approach [5] iterates E and M step until the convergence to obtain the esti-
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mated parameters. The more details of the proof can be found from [5].
The probabilistic graphical models [5] targets applications which have long
running time or many repeated instances as well as applications have phases to
change configuration online. Energy consumption of such applications can be
reduced by using probabilistic graphical model-based approach.
2.2 Unifying platform configurations
Unlike the previous (homogeneous) probabilistic graphical models approach [5],
the REOH approach proposed in this study is for heterogeneous systems includ-
ing different platforms with different architectures. The probabilistic modeling
approach requires experimental data from a set of configurations that can be
tuned during runtime.
The configurations must be pre-defined and provided in training data. For
REOH, the configurations are the combination of the number of cores, the core
frequency and the number of memory controllers. An example of CPU config-
uration is 24 cores running at frequency 1.7 GHz with two memory channels.
Each platform architecture has its own hardware specification with different
numbers of cores, the core frequencies or memory controllers [5]. For heteroge-
neous systems including several platforms with different architectures, in order
to apply the probabilistic approach, finding the equivalence of configurations
from different platforms is essential.
In this section, we propose a methodology to convert the configurations of
different platforms. We consider the peak compute flops and peak memory
bandwidth when finding the equivalence of the configurations of different plat-
forms. The study by Lee et.al. [22] provided a comparison of CPU and GPU
performance on 14 kernels considering architectural differences such as process-
ing element (or PE) and bandwidth differences. The average performance (in
flops) of each processing element is computed by dividing the platform comput-
ing flops by the total number of processing elements in the platform: FlopsPE =
PeakFlops
TotalPE . In the context of this study, the total processing elements are the
number of cores available in the platform. E.g., FlopsCPUcore =
PeakFlopsCPU
TotalCoresCPU
and FlopsGPUcore =
PeakFlopsGPU
TotalCoresGPU
.
Therefore, to unify the number of cores in GPU (or nGPUcore) with a
equivalent number of cores in CPU (or nCPUcore), we compare performance
of CPU cores and GPU cores as in Equation 1:
nGPUcore =
FlopsGPUcore
FlopsCPUcore
× nCPUcore
=
PeakF lopsGPU
TotalCoresGPU
× TotalCoresCPU
PeakF lopsCPU
× nCPUcore
(1)
In our heterogeneous system, there are two platforms: CPU Xeon E5-2650Lv3
has 24 cores and peak performance as 115.2 GFlops while GPU Nvidia Quadro
K620 has 384 cores with peak performance as 860 GFlops. The average perfor-
mance for a CPU core is 115.224 = 4.8 GFlops while the average performance for a
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GPU core is 860384 = 2.24 Gflops. One GPU core is equivalent to
24
115.2 ∗ 860384 = 0.47
CPU core, which is approximately half of the performance of one CPU core.
Therefore, one GPU core is approximately equivalent to 0.5 CPU core.
Similarly, we convert the number of memory controllers of GPU (or nGPUmem)
to the number of memory controllers in CPU (or nCPUmem) based on peak
memory bandwidth of CPU and GPU as in Equation 2. CPU Xeon E5-2650L
and GPU Nvidia Quadro K620 has a peak bandwidth 68 GB/s and 28.8 GB/s
respectively. Both CPU and GPU platforms have two memory controllers. The
bandwidth of one memory controller of GPU (GBGPUcore) is equivalent to
28.8
68
CPU counterpart, which is approximately half of the bandwidth of a CPU mem-
ory controller.
nGPUmem =
GBGPUcore
GBCPUcore
× nCPUmem (2)
The frequencies in REOH approach are represented by integer numbers as
indexes. The increasing order of frequency indexes reflects the increasing oder
of frequency values. For example, the experimented CPU has 8 frequencies (i.e.,
1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.81GHz) represented by the numbers (i.e., 0, 1,
2, 3, 4, 5, 7, 8, respectively). The experimented GPU has one frequency (i.e.,
1.73 GHz) represented by the number 6.
2.3 Total energy consumption of heterogeneous systems
In the REOH holistic approach, we target to optimize the total energy consump-
tion of heterogeneous systems, including both static (idle) and dynamic energy
of every platform in the system while the existing (homogeneous) approaches
only consider the energy consumption of individual platform in isolation.
Unlike the homogeneous approach that considers CPU energy and GPU
energy in isolation, the holistic approach considers CPU energy and GPU energy
together. It is because although the application runs on GPU (resp. CPU), idle
CPU (resp. GPU) consumes energy as well (i.e., static energy). This is one of the
reasons that makes the most energy efficient configurations from homogeneous
approaches not always the most energy efficient configurations in heterogeneous
systems. Figure 2 shows the optimal dynamic energy of CPU and GPU while
3 shows the optimal total energy including static energy of the idle platform
and dynamic energy of the running platform. The optimal configurations for
each application from the two sets of data (i.e., the dynamic energy data and
the total energy data) are not always the same. For example, from the dynamic
energy data, running application 17 on GPU consumes less energy than running
it on CPU while from the total energy data, running application 17 on CPU is
more energy-efficient than on GPU.
The research question that the REOH approach wants to address is: which
platform (CPU or GPU), together with its configuration, in a heterogeneous
system is the most energy efficient for executing a given application. In our
research context, when an application is executed by ones of the platforms (e.g.,
active platforms), the other platforms are in idle mode. The energy consumption
of the active platforms includes their static and dynamic energy while the energy
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Figure 2: Optimized energy consumption of CPU and GPU from homogeneous
approach
Figure 3: Optimized energy consumption of CPU and GPU from the heteroge-
neous approach, which considers both static and dynamic energy of each plat-
form
consumption of the idle platforms includes only their static energy. The total
energy consumption of a whole heterogeneous system includes not only the
energy of active platforms but also the energy of idle platforms as Equation
3. The energy consumption of active platforms includes static and dynamic
energy while the energy consumption of idle platforms is the static energy. In
Equation 3, the heterogeneous system has m platforms. The active platforms
are platforms (1, 2, .., n) and the idle platforms are platforms (n+1, n+2, ..,
m).
Etotal =
n∑
i=1
(Estatici + E
dynamic
i ) +
m∑
j=n+1
Estaticj (3)
In our heterogeneous system used for validating the REOH approach, there
are two platforms CPU and GPU. If an application is run on CPU while GPU
is idle, the total energy is computed as EtotalCPU = E
static
CPU +E
dynamic
CPU +E
static
GPU . If
an application is run on GPU while CPU is idle, the total energy is computed
as EtotalGPU = E
static
GPU + E
dynamic
GPU + E
static
CPU . This is one of the improvements of
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Table 2: Application categories based on dwarf list
Dwarf Performance Limit [20] Benchmark [21]
Graph Traversal Memory Latency B+Tree
BFS
Structured Grid Memory Bandwidth HeartWall
Particle Filter
Unstructured Grid Memory Latency CFD Solver
Back Propagation
Dense linear algebra Computation LUD
kmeans
Sparse Matrix 50%Computation
50% Memory Bandwidth
(cf. Figure 9 in [20])
Dynamic Programming Memory Latency Path Finder
Needleman-Wunsch
N-body Computation LAVAMD
Spectral Memory Latency GPUDWT
REOH holistic approach compared to the existing (homogeneous) approaches.
2.4 Application categories
We propose a selected set of applications for experimenting and devising a gen-
eral training data set which can cover a wide range of communication and com-
putation patterns.
A training data set obtained offline is required by the probabilistic network
approach. The main objectives of the training data set is to represent the
wide range of computation and communication patterns and characteristics. In
order to identify such varied set of patterns, we consider the pattern categories
based on Berkeley dwarfs [20] and its corresponding benchmarks in the Rodinia
benchmark suite [21].
We summarize the dwarf list and their corresponded benchmarks based on
their categories and characteristics as in Table 2. Each of the dwarfs has per-
formance limit due to computation, memory bandwidth or memory latency as
shown in the second column (e.g., Performance Limit). The third column shows
the benchmarks belonging to the dwarf.
There are several impact factors that affect the application performance and
its optimization strategies such as algorithm design, execution configuration,
control flow, memory types, memory access pattern and instruction count [1].
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These factors are represented by three categories of performance limits: com-
putation, memory bandwidth and memory latency [20]. In order to select the
benchmarks that represent a wide range of applications behaviors, we choose a
set of benchmarks that cover all three categories of the performance limits such
as Kmeans, BFS, Particle Filter and CFD. The four benchmarks belong to the
first four dwarfs in Table 2.
We chose Rodinia [21] benchmarks to validate our approach because it pro-
vides implementations for a variety of platforms (e.g., CPU and GPU) and
programming models (e.g., OpenCL, CUDA, OpenMP). Among the supported
programming models of Rodinia, OpenCL implementations are selected since
OpenCL library is supported on a various architectures such as CPU, GPU and
accelerators.
Moreover, the problem size can also impact the benchmark performance and
its optimization strategy [1, 23]. For each chosen benchmarks, we also select a
set of input that covers a varying range of benchmark patterns.
The selected input was generated using the data generators from Rodinia,
in which the sample sizes were chosen to grow exponentially to cover various
range of input sizes. BFS has input graphs with sizes varying from 512kB
to 8MB. CFD experiments are conducted with only three input sizes due to
the unavailability of input generator and limited input provided by Rodinia.
Kmeans has the input generating from two parameters: the number of objects
and the number of features. For instance, in Table 3, the input name 1000 34
means there are 1000 objects and each object has 34 features [24]. Particle
Filter has the input generating from three parameters as its three dimensions.
For instance, the input name 128 10 1000 dp means that the input dimensions
is 128x128x10 with 1000 particles and particles are double type [25]. For each
input size and configuration, each benchmark is performed five times and the
measurement of average and deviation values are stored in training data set.
3 Energy Saving - Experimental Results
In this section, we validate the REOH approach by experimental study: how
close to the optimal configuration (by the brute-force approach) the configura-
tion by the REOH approach is. The optimal configuration means the best plat-
form and its best setting in term of energy consumption. The REOH approach
predicts the best configurations (i.e., the best platform and its best setting in
term of energy consumption) based on the training data and sampling data.
3.1 Devise training data and sampling data
The training data was devised by conducting the experiments to measures en-
ergy consumption of 18 applications (each application is a combination of a
benchmark and an input) on all available configurations of two platforms (i.e.,
384 configurations of CPU and 9 configurations of GPU) in the targeted het-
erogeneous system (cf. Table 3). The 384 configurations of CPU are the com-
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Table 3: Application details
Application ID Benchmark Input
1 BFS graph1M
2 BFS graph2M
3 BFS graph4M
4 BFS graph512k
5 BFS graph8M
6 CFD fvcorr.domn.097K
7 CFD fvcorr.domn.193K
8 CFD missile.domn.0.2M
9 Kmeans 1000000 34
10 Kmeans 100000 34
11 Kmeans 10000 34
12 Kmeans 1000 34
13 Kmeans 3000000 34
14 ParticleFilter 128 10 100000 dp
15 ParticleFilter 128 10 10000 dp
16 ParticleFilter 128 10 1000 dp
17 ParticleFilter 128 2500 10000 dp
18 ParticleFilter 128 500 10000 dp
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bination of 24 cores, 8 frequencies and 2 memory controllers. The CPU config-
urations (i.e., the combinations of cores, frequencies, memory controllers) are
set by using cpufrequtils package and numactl library. The 9 configurations of
GPU are the workgroup sizes assigned to applications, such as 1, 2, 4, 8, 16, 32,
64, 128, 256 work units. Each application was run five times for each configura-
tion and the mean and standard deviation values of measured performance and
consumed energy are stored. Note that the minimum number of cores (respec-
tively memory controller) is one in order to ensure that the application always
completes in a finite amount of time.
The sampling data is obtained by running a given application with sample
configurations and measuring its performance time and energy consumption. In
our validation, sample configurations are chosen randomly.
3.2 Approach validation
Based on the training data and sampling data, the probabilistic model is applied
to estimate the energy consumption of the remaining configurations (namely,
all possible configurations except for sample configurations). Noted that when
sampling an application A, A’s data is removed from the training data set. From
the estimated energy consumption of all configurations, the best configuration
which consumes the least energy is selected.
We compares the result of the REOH approach with the LEO approach [5],
the state-of-the-art (homogeneous) approach based on a similar probabilistic
model. REOH approach is applied on a heterogeneous system with both CPU
and GPU data while LEO approach is applied on homogeneous system (i.e.,
either on CPU platform with CPU data or GPU platform with GPU data). The
details (i.e., data from which platform and data size) of training and sampling
set for each approach are summarized in Table 4.
The probabilistic approach uses regression diagnostics (i.e., regstats func-
tion) [26] with full quadratic [27] as an input model. For REOH and LEO-CPU
prediction, the regstats function has 3 predictors (i.e., the number of cores, the
frequency index and the number of memory controllers) which creates 10 (i.e.,
(3+1)×(3+2)
2 ) predictor variables [27]. The model for REOH and LEO-CPU,
therefore, requires at least 10 observations (i.e., the number of sampling data).
Since the considered GPU has less than 10 configurations, we only use one
predictor (i.e., workgroup size) for the regression function when applying the
probabilistic approach for GPU platform with GPU data only. The model for
LEO-GPU requires at least 3 sampling data.
The prediction was performed with the total number of samples varying from
10 (the minimum samples requirement) to 50 samples. The accuracy of the
model increases when the number of sample increases to 15. After reaching 15
samples, the accuracy of the model does not significantly changed when taking
more samples. Therefore, we choose to sampling 15 data on 15 configurations
when performing model prediction with REOH and LEO-CPU approach. For
LEO-GPU, we choose the number of sampling data as 3.
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Table 4: Training and sampling data for each approach
Training Data Sampling Data
Approach Platform Size Platform Size
LEO-CPU CPU 384x18 CPU 15x1
LEO-GPU GPU 9x18 GPU 3x1
REOH CPU+GPU 393x18 CPU 15x1
Figure 4: Energy comparison of the four approaches: REOH, LEO-CPU, LEO-
GPU and Brute Force
In this validation, we compare the most energy-efficient configuration by the
REOH approach for a heterogeneous system containing a CPU and a GPU to the
most energy-efficient configurations by the LEO approach for a homogeneous
system with a CPU platform and the most energy-efficient configurations by
the LEO approach for a homogeneous system with a GPU platform. Moreover,
we also compare the REOH results with the optimal results by the brute-force
approach that has all measured data of all platforms (i.e., CPU and GPU)
available. The brute-force approach always choose the optimal configuration.
Figure 4 shows the energy consumption (in mJ) of the configurations selected
by the four approaches for 18 applications and Figure 5 shows the energy con-
sumption difference between the three approaches (LEO-CPU, LEO-GPU [5]
and REOH) and the Brute-force approach. The list of applications and their
ID are summarized in Table 3.
The results shows that for 17 out of 18 applications, the the REOH approach
predicts the close results to LEO-GPU approach and the Brute Force approach
(up to 0.9% more energy consumption to LEO-GPU and within 5.7% deviation
to Brute Force) except application 11. Unlike other applications where the
14
Figure 5: Percentage of the differences on energy consumption of REOH, LEO-
CPU and LEO-GPU approach compared to Brute Force approach
performance increases when the number of cores increases, application 11 has
the performance increased in the first 12 cores and decreased in the second 12
cores as shown in its experimental data (note that the platform has two 12-
core CPUs). Application 11 has a different performance pattern than other
applications which leads to the less precise prediction of REOH on application
11.
REOH also predicts better results than LEO-CPU except application 17.
LEO-CPU approach has better prediction only on the application 17: 5.7% less
energy consumption than the REOH approach. Application 17 has the best con-
figuration on the CPU platform and the LEO-CPU approach, which considers
only CPU data, is expected to be more accurate. However, its energy difference
on the CPU platform between LEO-CPU and REOH approaches is marginal.
Even though REOH approach predicts a configuration with higher energy con-
sumption than LEO-CPU approach at application 17, its energy consumption is
also within 5.7% of the optimal energy consumption by the brute-force approach
(cf. Figure 5).
The results have confirmed that the REOH approach can use the training set
from selected applications to predict competitive configurations (within 5.7% of
the optimal in 17 applications) in term of energy consumption. Moreover, the
REOH approach only needs 15 samples from CPU data to predict the most
energy-efficient configuration while LEO requires two predictions on data from
two separate platforms, either CPU or GPU data. The total number of samples
when using LEO approach is 15 + 3 = 18, which is 20% more sampling numbers
as compared to REOH approach. By using REOH approach, the system is
beneficial in two ways: not sampling GPU data and save 17% (i.e., 315+3 ) the
number of sampling runs.
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4 Energy-optimizing Runtime Framework
Based on the new REOH approach, an open-source runtime framework has been
developed to provide users with an energy-efficient system configuration for a
given executable running on a heterogeneous system. The framework is publicly
available at: https://github.com/uit-agc/REOH
4.1 Framework design
Figure 6 shows an overview of our framework.
Figure 6: Prototype Overview
Energy Wrapper The energy wrapper consists of an executable that is re-
sponsible for setting platform configurations and measuring energy and execu-
tion time of a given application. Each application should provide two executa-
bles: one for the CPU platform and one for the GPU platform, assuming the the
underlying heterogeneous system consists of CPU and GPU platforms. Time
and energy measurement were performed using MeterPU [28], instantiated with
Intel PCM for CPU and Nvidia NVML for GPU. The executables are executed
using the POSIX system() command.
Benchmarking The module is to obtain the training data for a given hetero-
geneous system by executing the energy wrapper module over all 18 applications
(cf. Table 3) for all system configurations. This step only needs to perform once
for different workloads.
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Sampling The sampling is performed by executing the energy-wrapper for
user executables on sample configurations. This module is to provide the sam-
pling data in order to estimate the energy consumption of the executables on
all configurations. This step is performed for every given application and its
executables from users.
The output data of both the Benchmarking and Sampling module is con-
verted to the appropriate format using the scripts provided in this framework.
During transformation, we also add static energy consumed by CPU and GPU.
The static energy were measured by recording the energy measurements over 20
seconds for each platform using MeterPU [28]. This was done once to measure
the the static power of each platform in the heterogeneous system. The static
power are stored for later use.
REOH The energy-optimizing module estimates the energy consumption of
all configurations of the heterogeneous system based on the training data set and
sampling data set. Then it provides a appropriate energy-efficient configuration
to run the given application.
Final Run From the configuration provided by REOH module, the Final
Run module runs the appropriate executable file (e.g., executable file for CPU
or GPU) on the provided configuration and measure its energy consumption.
4.2 Implementation details
In order to measure energy consumption of Rodinia benchmarks, two main
modifications have been made. i) Changing the OpenCL setup to target our
specific platforms. ii) Reading work-group sizes from environment for GPU.
Executables were produced for each platform, which were then sent to energy-
wrapper module.
All benchmarks were performed on a 24-core Intel(R) Xeon(R) CPU E5-
2650L v3, with 64 GB RAM, running Linux 3.10.0. For GPU experiments an
Nvidia Quadro K620 was used. The prototype was implemented using C, C++
and OpenCL for the Rodinia benchmarks and Energy Wrapper component.
Data transformation and benchmarking tools were implemented using Bash and
AWK.
5 Related Work
The related work to this study is summarized in Table 1. The summary shows
that the previous approaches are either for tuning the code variants (i.e., imple-
mentations of an algorithm or an application) and therefore restrict to specific
applications [13, 14]; or for tuning configurations for a general application but
only applicable to homogeneous system with a single unit type (i.e., CPU or
GPU) [3–8,10,12,14].
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Study about PowerCap [3] chooses the most suitable settings for energy
efficiency but still meet the performance requirement. It operates based on
feedback, then observes, decide and act. The approach requires feedback on a
certain platform (e.g., CPU) which is not applicable for heterogeneous systems.
POET [4] also chooses the system configuration to meet energy requirement
based on feedback and controllers. However, POET is also applicable to homo-
geneous system with a single unit type (e.g., CPU).
There are a group of studies that provides power and performance models
for GPU and GPGPU to predict the most energy-efficient DVFS configuration
of GPU to run an application [6–10, 12, 14]. The models, however, are for the
considered GPUs and not for heterogeneous systems. Studies [17–19] develop
frameworks for workload partitioning on a type of heterogeneous systems (i.e.,
APUs) but they are mainly focus on improving performance instead of energy-
efficiency.
There are two approaches for heterogeneous systems in the Table 1: GreenGPU
[11, 15] and the market mechanism [16]. GreenGPU [11, 15] targets iterative
applications (i.e., applications have several iterations where the next iteration
execution time can be predicted based on the current iteration) which is differ-
ent from REOH (i.e., REOH is applicable for general applications and requires
no prior knowledge of applications). The market mechanism [16] requires three
analysis and optimization phases to match the user profile to the architecture
profile and distribute the application to the hardware. The chosen configuration
from the market mechanism [16] is at datacenter level (i.e., its targeted config-
uration is a mix of CPUs and microprocessors) while the chosen configuration
of REOH is at platform level (i.e., REOH configuration is a combination of the
number of cores, frequency and memory controllers).
This study is inspired by LEO framework [5]. LEO chooses the best system
configuration depending on the application and its input. This approach uses
probabilistic graphical models to estimate the energy consumption of applica-
tions. However, LEO only considers a set of configurations of a CPU-based
homogeneous system. The present approach (this study) apply probabilistic
network approach to identify the most energy-efficient configuration for an ap-
plication running on heterogeneous systems and tune the configurations in run-
time.
6 Conclusion
This study has proposed and validated REOH, a new holistic approach using
probabilistic model to predict and select the optimal configurations in term
of energy consumption of heterogeneous systems for a given application. This
study has demonstrated that REOH can achieve almost optimal energy con-
sumption (within 5.7% of the optimal energy consumption by the brute-force
approach) while saving the energy consumption of 17% less sample runs. Based
on the REOH approach, a runtime framework for executing given executables
energy-efficiently is developed and provided as open source software for scientific
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purposes.
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