Dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) is a widely used technique for assessing tissue physiology. Spoiled gradient echo (SPGR) pulse sequences are one of the most common methods for acquisition of DCE-MRI data, providing high temporal and spatial resolution with strong T 1 -weighting. Conversion of SPGR signal to concentration is briefly reviewed, and a new closed-form expression for concentration measurement uncertainty for finite signal-to-noise ratio (SNR) and baseline scan time is derived. This result is applicable to arbitrary concentrationdependent relaxation rate and is valid over the same domain as the theoretical SPGR signal equation. Expressions for the lower and upper bounds on measurable concentration are also derived. The existence of a concentration-and tissue-dependent optimal flip angle that minimizes concentration uncertainty is demonstrated and it is shown that, for clinically relevant pulse sequence parameters, this optimal flip angle is significantly larger than the corresponding Ernst angle. Analysis of three pulse sequences from the DCE-MRI literature shows that optimization of flip angle using the methods discussed here leads to potential improvements of 10-1166% in effective SNR over the 0.5-5.0 mM concentration range with minimal or no loss of measurement accuracy down to 0.1 mM. In vivo data from three study patients provide further support for our theoretical expression for concentration measurement uncertainty, with predicted and experimental estimates agreeing to within ±30%. Equations for concentration bias resulting from biases in flip angle and from pre-contrast relaxation time and contrast relaxivity (both longitudinal and transverse) are also derived in closed-form. The resulting equations show the potential for significant contributions to bias in concentration measurement arising from even relatively small mis-specification of flip angle and/or pre-contrast longitudinal relaxation time, particularly at high contrast concentrations.
Introduction
Pharmacokinetic (PK) modeling of dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) data has emerged as a standard method for gaining insight into tissue physiology in cancer imaging, cardiac and cerebral perfusion, inflammatory disorders and a number of other areas (Collins and Padhani 2004 , Jackson et al 2003 , Leach et al 2003 . Reproducible calculation of PK model parameters depends on the ability to reliably and consistently determine quantitative contrast concentrations in both the blood and tissue from the measured MRI signal. Spoiled gradient echo (SPGR) pulse sequences are one of the most commonly used methods of DCE-MRI data collection, enabling rapid acquisition of highly T1-weighted images with good spatial coverage and resolution. Here we briefly review the conversion of SPGR signal measurements to contrast concentration using the SPGR signal equation. We then derive a new closed-form expression for concentration measurement uncertainty as it depends on the signal-to-noise ratio (SNR) and number of pre-contrast baseline scans (N B ). Novel expressions for minimum detectable concentration, C det , and saturation concentration, C max , are derived, as well as expressions for concentration biases resulting from mis-specification of flip angle (α), pre-contrast longitudinal and transverse relaxation time (T 1,0 and , respectively), and longitudinal and transverse contrast relaxivities (r 1 and , respectively). The existence of a concentration-and tissue-dependent optimum flip angle for which the measurement uncertainty is minimized and that differs substantially from the Ernst angle over the clinically relevant contrast concentration range for a wide range of pulse sequence parameters is also shown.
We demonstrate the utility of the uncertainty expressions derived here by considering three pulse sequences reported in the recent DCE-MRI literature and investigating the potential improvement in effective SNR achievable by flip angle optimization in the concentration range normally observed for tissues in vivo. Concentration biases resulting from uncertainty in measurement of flip angle and pre-contrast longitudinal relaxation time on AIF and tissue curves are estimated and plotted, showing that the choice of pulse sequence parameters also has a large impact on sensitivity to uncertainty in these parameters. Finally, our theoretical calculations for concentration measurement uncertainty are compared with in vivo measurements of the AIF and tissue curves in tumors in humans, demonstrating that it is possible to predict these uncertainties with reasonable accuracy a priori from SNR and image acquisition parameters. These results complement investigations of the precision with which PK model parameters can be estimated (Buckley 2002 , Dale et al 2003 , Kershaw and Buckley 2006 , Schmid et al 2005 by providing a means of accurately computing the uncertainty in the concentration measurements that are subsequently input into regression models.
Theory

Relative signal enhancement with contrast concentration
In DCE-MRI, the observed temporal signal stems entirely from time-varying longitudinal (T 1 ) and transverse effective relaxation times that, in turn, only depend on contrast agent concentration, C = C(t). The basic theoretical expression for spoiled gradient echo signal intensity (S) at steady state is (Bernstein et al 2004) ( 1) where M 0 is the signal for α = 90° in the limit T R , T E → 0, and includes both proton density and system gain contributions. The relative signal enhancement is defined as (2) where T 1,0 and are the pre-contrast longitudinal and transverse effective relaxation times, respectively. The following discussion is simplified by the use of relaxation rates rather than relaxation times. The pre-contrast longitudinal and transverse relaxation rates are defined as the inverses of the corresponding relaxation times: R 1,0 = 1/T 1,0 and , respectively. The specific functional forms of the concentration dependent relaxation rates, R 1 = R 1 (C) and , depend on details of the underlying mechanisms of contrast enhancement (Landis et al 1999 , Yankeelov et al 2003 , Conturo et al 2005 . In the fast exchange limit (FXL) commonly used for analysis of DCE-MRI data, these relaxation rates scale linearly with contrast concentration:
To further simplify our equations, we define E 1,0 = exp(-T R R 1,0 ), E 1 = exp(-T R R 1 ), and in terms of the pre-and post-contrast longitudinal and transverse relaxation rates. Using these definitions, equation (2) becomes (4) The dependence on the spatially dependent system gain function has been eliminated in the expression for relative enhancement given in equation (4), making this method insensitive to coil receive inhomogeneity, unlike methods looking at signal differences alone. In addition, in the FXL this method is insensitive to variation in the pre-contrast transverse relaxation time,
. While these properties are desirable, it should be noted that this approach requires a relatively low-noise pre-contrast baseline measurement. Alternative approaches exist, including direct use of the measured signal, where M 0 and/or are estimated or modeled. While we do not specifically address those approaches here, the error analysis should be largely similar to that described in the following with the exception of added error terms for M 0 and . The concentration dependence of Ξ from equation (2) is plotted for several different sets of imaging parameters and tissue types in figure 2 (more details are provided in the results section). Clearly, in the low concentration limit, Ξ → 0 as . Similarly, in the high concentration limit, Ξ → -1 as . Between these two extremes, there is a concentration value, C max , at which Ξ reachecs a maximum value, Ξ max . We denote the solution of equation (4) for concentration as a function of relative signal enhancement by C (Ξ), where the concentration dependence is contained in the E 1 and E 2 terms. It has no positive real solutions for Ξ < -1 or Ξ > Ξ max since Ξ is bounded by -1 ≤ Ξ ≤ Ξ max . It is two-valued for 0 ≤ Ξ < Ξ max because there is one solution below C max and a second above it, and is singlevalued in the high concentration regime where -1 ≤ Ξ < 0. There does not appear to be a general closed-form solution of equation (4) forC(Ξ), but this equation can be solved numerically to determine the concentration of contrast for any measured value of Ξ assuming attention is paid to the selection of the appropriate one of the two possible solutions. Furthermore, if we make the common simplifying assumption that relaxation can be neglected, we obtain a singlevalued expression:
Unlike equation (4), equation (5) can easily be solved for R 1 to obtain a nonlinear analytic approximation: (6) To this point we have made no assumptions about the details of the concentration dependence of the relaxation rates. Using the fast exchange limit from equation (3a), we can obtain a closedform approximation for C in terms of the solution of R 1 from equation (6):
Equation (7) is equivalent to equation (7) of (Dale et al 2003) and equation (5) of (Heilmann et al 2006) . In the low concentration limit, we can expand equation (4) to linear order in C and take the lim T R , T E →0 to obtain the commonly used linear approximation (Tofts 1997 , Workie et al 2004 :
While these approximations provide a convenient means of converting signal to concentration, use of either equation (7) or equation (8) can result in significant, systematic underestimation of C even at fairly modest contrast concentrations. Equation (8) is particularly poor in many circumstances. For this reason, a numerical solution of equation (4) should generally be preferred over approximate expressions for quantitative DCE-MRI applications unless it is certain that the concentrations to be measured will remain within the range of validity of those approximations.
Uncertainty and sensitivity analysis
In the following, we develop a closed-form solution for concentration measurement uncertainty stemming from uncertainty in the measured relative signal enhancement (Ξ) that incorporates the effects of finite signal-to-noise ratio and number of pre-contrast baseline measurements. We also present solutions for the sensitivity of concentration measurement to uncertainty in the specification of flip angle (α), pre-contrast longitudinal (T 1,0 ) and transverse relaxation times, and longitudinal (r 1 ) and transverse contrast relaxivities.
2.2.1.
Ξuncertainty-Considering concentration to be a (multi-valued) function of Ξ, C = C(Ξ), and neglecting covariance between parameters, we use the standard theory of propagation of errors to determine the variance in C corresponding to a variance in measurement of Ξ:
In general, the neglect of covariance should be a good approximation as there is no a priori reason to expect correlated noise between the measured signal and measured flip angle, relaxation times, or relaxivities as the latter parameters will generally be measured using separate pulse sequences. The partial derivative ∂C/∂Ξ, representing the sensitivity of concentration to signal enhancement, is computed by implicitly differentiating equation (4) with respect to Ξ to obtain (10) where (11) Equation (11) is valid when equation (1) and the relaxation rate formalism are both valid. In particular, it can be used even when the relationship between concentration and relaxation rate is nonlinear (Conturo et al 2005 , Landis et al 1999 . In the fast exchange limit of equation (3), this expression reduces to (12) Using the definition of Ξ from equation (2), and defining the pre-and post-contrast signals as and respectively, we obtain the variance in Ξ:
In a typical DCE-MRI experiment, N B independent pre-contrast baseline measurements are averaged together to determine S 0 . These pre-contrast measurements are followed by a series of one or more post-contrast measurements, each of which is independent. We denote the noise variance of a single voxel measurement, neglecting systematic physiological noise contributions (motion, flow, etc), as var(S). That is, var(S) is the variance in measured signal that would be obtained from a sequence of repeated measurements of a single voxel of a static object with unchanging acquisition parameters. Assuming that the coil configuration and receiver bandwidth do not change and the proton density, conductivity and temperature of the object being imaged remain constant throughout the measurement, it is well established that this noise variance does not depend on pulse sequence parameters used for data acquisition (e.g. T R /T E /α), although it does depend on the total number of measurements (acquisition time) in the usual way Gullberg 1990, Kruger and Glover 2001) . In particular, the injection of contrast has no effect on the noise variance despite the resulting increase in signal for heavily T 1 -weighted pulse sequences. Because each individual dynamic measurement is independent of the others, the noise variance in the average of the precontrast measurements, S 0 , is simply given by var(S 0 ) = var(S)/N B . With this we can simplify the previous expression to obtain (14) Setting the noise variance to be var(S) = (S 0 /SNR) 2 (with SNR defined as the ratio of the mean measured pre-contrast signal to its standard deviation) and substituting equations (1), (10), and (14) into equation (9), we obtain a final expression for the variance in concentration measurement, (15) which is applicable over the entire domain for which the signal equation itself is valid.
The absolute and relative uncertainties in C can now be defined as
As expected, both ∊ abs and ∊ rel are inversely proportional to the SNR (or, equivalently, proportional to noise), vanish uniformly in the limit SNR → ∞, and diverge in the limit N B → 0. The change in the effective SNR value that is obtained by increasing the number of baseline measurements from N B,1 to N B,2 is given by (using the inverse equivalence of uncertainty and SNR) (17) with the following limiting values:
The maximum value of f is attained when S is maximized, as can be readily demonstrated by differentiation of equation (17). (15) can be used to derive an approximate expression for the concentration detection threshold, C det , by computing the absolute uncertainty in the low concentration limit: (19) where β' is obtained by taking the lim C → 0 β (equivalent to lim E 1 → E 1,0 ) in equation (11). This equation is valid as long as the concentration dependence of ∊ abs is weak for C ≈ C det . For small T R and T E , this can be further simplified to (20) The fact that the detection threshold is inversely proportional to the SNR means that C det can be made arbitrarily small by increasing the signal-to-noise ratio, up to the point where other unmodeled sources of error dominate.
Detection envelope-Equation
We can derive a complementary expression for the saturation (maximum measurable) concentration, C max , by solving ∂Ξ/∂C = 0. For the general case, the solution must be expressed in terms of the longitudinal relaxation time, which can then be solved for concentration (either analytically or numerically):
where (22a) (22b)
In the fast exchange limit, we can solve for concentration directly:
The corresponding maximum value of [Ξ] can be obtained by direct back-substitution of C max into equation (4). For flip angles less than (24) C max becomes negative, so there will be no signal enhancement for 0 ≤ α ≤ α min with contrast administration.
2.2.3. α sensitivity-The flip angle can vary significantly from its nominal value, particularly at high field or when local RF transmit coils are used (Treier et al 2007) . Thus, it is of interest to assess the effect of biases in estimates of α on the corresponding estimates of C. Implicitly differentiating equation (4) with respect to α, we obtain an expression for the concentration sensitivity to flip angle variation:
We can then write the relative bias in concentration measurement stemming from a bias in flip angle of δα as (26) Assuming that the FXL holds, this bias approaches (27) in the low concentration limit, going to zero in the limit T R ≪ T 1,0 2.2.4. T 1,0 sensitivity-Longitudinal relaxation time is known with limited precision due to measurement error, partial volume effects, heterogeneity of the local chemical environment, flow effects, etc. Proceeding as in the previous section, T 1,0 concentration sensitivity is (28) with relative concentration bias for a T 1,0 bias of δT 1,0 given by (29) In the fast exchange limit at low concentration and for short echo time, the bias becomes
If repetition time is also small, this becomes a negative concentration bias proportional to relative pre-contrast relaxation time bias:
2.2.5. sensitivity-Proceeding as in the previous section, the concentration sensitivity to uncertainty in pre-contrast transverse effective relaxation time, , is
In the fast exchange limit, the partial derivative of with respect to becomes (from differentiation of equation (3b)), so the bias vanishes, demonstrating that measurement of concentration is independent of in this limit.
2.2.6. r 1 and sensitivity-In general, contrast relaxivity is determined from in vitro measurements of the concentration dependence of relaxation time. Such measurements may fail to account for the observed variation of relaxivity with macromolecular content. The precise magnitude of this effect is difficult to quantify in vivo, although (Stanisz and Henkelman 2000) report that typical macromolecular content in the interstitial fluid could lead to in vivo r 1 values being 30-70% greater than those measured in vitro. The r 1 concentration sensitivity is (33) which gives, in the fast exchange limit, a negative relative concentration bias proportional to the relative r 1 bias,
at low concentrations.
Similarly, concentration sensitivity is
giving a relative concentration bias in the fast exchange limit of (36) at high concentrations where transverse relaxation effects become dominant.
Methods
In vitro measurements
In order to test the accuracy of the theoretical SPGR signal equation for modeling measurement data, we performed in vitro experiments with a phantom spanning the concentration range from C = 0-100 mM. Measurements were performed on a 3 T Siemens Trio system using the body coil for transmit to minimize flip angle inhomogeneity. The phantom consisted of a set of 30 glass vials approximately 1 cm in diameter and 5 cm in length, filled with mixtures of saline solution and various amounts of gadodiamide (Omniscan) and sealed with airtight caps to exclude air bubbles. Vials were oriented in the magnet bore parallel to the main field axis to eliminate susceptibility-induced image distortion at the air-fluid interface. Concentrations were 0.0000, 0. 0344, 0.0536, 0.0680, 0.0946, 0.210, 0.260, 0.359, 0.508, 0.607, 0.693, 0.946, 1.26, 1.65, 2.04, 2.58, 3.22, 4.09, 5.20, 6.42, 8.30, 13.6, 14.5, 19.3, 30.7, 42.3, 51.2, 65 .0, 79.6 and 102 mM. Longitudinal relaxation time was measured using a single slice real inversion recovery turbo spin echo (IRSE) sequence with T R = 5000 ms, T E = 15 ms and a turbo factor of 9. An imaging matrix of 192 × 96 with a field of view (FOV) of 115 mm × 58 mm resulted in a spatial resolution of 0.6 ×0.6 mm, with slice thickness set at 8 mm. Inversion times of T I = 22, 25, 30, 35, 40, 50, 100, 200 , 300, 400, 500, 600, 800 and 1600 ms were measured. T 1 for each vial was determined by nonlinear regression to the signal equation for a real IRSE sequence:
where k is equal to the cosine of the flip angle of the inversion pulse. Linear regression to curves of 1/T 1 versus C gave a longitudinal relaxivity of the gadodiamide contrast of r 1 = 3.4 mM -1 s -1 . T 2 relaxation time was determined using a single slice multi-echo spin echo sequence with 32 echoes evenly spaced between 14.3 and 457.6 ms, inclusive, giving a transverse relaxivity of r 2 = 4.4 mM -1 s -1 from linear regression to curves of 1/T 2 versus C. These values of relaxivity are in good agreement with values reported in the literature at 3 T (Rohrer et al 2005) . A threedimensional spoiled gradient echo sequence was used for the simulated 'dynamic' measurements, with T R = 8.8 ms, T E = 1.31 ms, and sixteen 5 mm slices centered on the vial. Images were acquired for seven flip angles ranging from 10° to 40° in 5° increments. Each scan was averaged ten times to reduce noise. A single central slice (slice 8) was analyzed to minimize the effects of flip angle variation near the slab boundaries. Regions of interest were chosen to avoid partial-volume effects near the vial-air interface.
In vivo measurements
To test our theoretical uncertainty predictions with in vivo data, we measured arterial input functions and tissue concentration curves in three patients from whom informed consent was obtained under an IRB-approved protocol. Measurements were made using a threedimensional spoiled gradient echo sequence (fl3d) on a 1.5 T Siemens TIM Avanto scanner. Pulse sequence parameters for these three data sets are given in table 1. Patient 1 was scanned near the distal humerus, with AIF measured in the brachial artery and the tissue curve in a neurofibroma. Patient 2 was scanned across the pelvis and proximal femur, with AIF measured in the iliac and femoral arteries and the tissue curve in a Ewing's sarcoma. Patient 3 was scanned in proximity to the acromio-clavicular joint, with AIF measured in the brachial artery and the tissue curve in a metastatic primitive neuroectodermal tumor. The number of slices ranged from 16 to 36, with dynamic acquisitions lasting from 6 to 9 min, including ten frames of baseline scanning prior to contrast injection. The body coil was used for RF transmission to maximize RF homogeneity. Flip angle variation along the slab encoding direction was estimated using a homogeneous phantom of known T 1,0 , and, in the three study patients, by assuming a constant T 1,0 value of 240 ms for subcutaneous fat. These experiments indicated that the impact of flip angle variation near the slab boundaries was small except for roughly the outer 10% of slices at each boundary, so these slices were excluded from the analysis. 20 ml (∼ 0.1-0.2 mmol kg -1 ) of gadolinium contrast agent (Omniscan) was injected into the antecubital vein through a 20 ga IV at a constant rate of 4 ml s -1 followed by a 20 ml saline flush at 2 ml s -1 using a Medrad Spectra Solaris power injector. Contrast injection was timed to coincide with the end of acquisition of the 10th frame of dynamic data. Pre-contrast signal intensity, S 0 , was determined by averaging the baseline data acquired prior to injection and SNR from the ratio of the baseline signal to its standard deviation. T 1,0 and of arterial blood were taken to be 1440 and 290 ms, respectively (Stanisz et al 2005) . Tissue T 1,0 values were estimated using a variable flip angle method with flip angles of 5°/10°/20°/30° (Fram et al 1987) . In vivo Gd relaxivities at 1.5 T of r 1 = 4.3 mM -1 s -1 and and the fast exchange limit were assumed (Rohrer et al 2005) .
Partial volume effects can lead to systematic underestimation of peak plasma concentration (van Osch et al 2005 , Rijpkema et al 2001 . These were minimized by using an interactive, semi-automated procedure to identify AIF voxels. Initially, coarse regions of interest (ROI) were identified where candidate AIF voxels were to be sought. Within this manually selected ROI, we computed the absolute maximum value of Ξ, denoted , which ideally should correspond to the voxel with the greatest peak concentration (and, consequently, the least partial volume contamination). An empirical threshold value (χ) of 75% was chosen and the AIF computed by selecting voxels within the ROI whose maximum relative signal enhancement value, , satisfied . The resulting voxels were then averaged together to generate a time curve of relative enhancement, Ξ(t). Blood inflow effects were minimized by imaging arteries so that they were oriented primarily in-plane and excluding arterial voxels transverse to the imaging planes from the initial manual ROI.
Results
In vitro measurements
The theoretical and measured (in vitro) curves of signal, S, and relative signal enhancement, Ξ, for our concentration phantom are compared in figure 1. Figure 1(a) shows the measured signal for the concentration phantom (black points), along with the result of regressing the signal-concentration curves to the theoretical expression from equation (1) with M 0 as a regression parameter and flip angle fixed at the nominal value (solid black line) and with both M 0 and α as free parameters (dashed gray line). Clearly, we obtain excellent agreement in both cases, indicating that the theoretical signal equation is sufficiently accurate to describe these data. The mean error in α determined from the latter regressions was 0.13 ± 0.73°. Curves for relative signal enhancement, Ξ, and regressions using equation (4) with α free are shown in figure 1(b), with comparably good agreement. Because the phantom vials were all simultaneously scanned, the different concentrations are measured at spatially varying locations, and any residual spatial variation in flip angle will lead to systematic errors in Ξ. This effect is small in our case, as demonstrated by the relatively small deviation of α from its nominal values, but serves to emphasize the importance of considering the possibility of flip angle variation from the nominal value when making contrast concentration measurements. The spatial variation in α manifests itself primarily in the slight systematic variation, correlated between flip angles, that is visible near the peak in figure 1. Nevertheless, these phantom results clearly demonstrate that the theoretical expressions in equations (1) and (4) can be used to accurately model experimental MRI measurements.
Theory
The practical impact of concentration measurement uncertainty is demonstrated by analyzing the error characteristics of SPGR sequences from three recently published DCE-MRI papers that reported pharmacokinetic modeling results in human cancer patients (Pickles et al 2005 , Batchelor et al 2007 , Yankeelov et al 2007 . Imaging parameters for these pulse sequences, denoted PS1 (Pickles et al 2005) , PS2 (Batchelor et al 2007) and PS3 (Yankeelov et al 2007) , as reported in the original references, are given in table 2. Because signal-to-noise ratios were not provided in any of the cited references, the SNR was chosen to be in the typical range of values for a single voxel measurement in a DCE-MRI experiment at our institution. In order to ensure a fair comparison of these sequences, we assume that the SNR efficiency is constant and equal to (Parker and Gullberg 1990) , equivalent to the case where three consecutive scans are performed using PS1, PS2 and PS3 on the same system without changing any other aspect of the data collection. Estimated values of the actual SNR in the three cited studies (computed by assuming coil performance comparable to that of our system and scaling by the ratio of the products) are substantially higher due to the larger voxels used: 14-32 for PS1, 23 for PS2 and 38 for PS3. For this reason, the error figures derived here are only demonstrative and do not directly apply to the results reported in the original papers. We consider three different tissue types chosen to span the range of T 1,0 values typically seen in vivo: arterial blood (solid red lines), skeletal muscle (dashed green lines) and liver tissue (dotted purple lines). Reference values for the relaxation times of these tissues are given in table 3. Longitudinal and transverse relaxivities were set to the values used in our in vivo analysis: r 1 = 4.3 mM -l S -1 and .
Curves of Ξ (C) for the three pulse sequences are plotted in figure 2, with PS1 in the top row, PS2 in the middle and PS3 in the bottom. The left-hand panels ((a), (c), (e)) are shown over a logarithmic concentration scale ranging from 10 -3 to 10 3 mM to demonstrate the overall shape including the peak at C max and subsequent decrease to a limiting value of lim C → ∞ Ξ = -1. The same curves are plotted on a linear scale over the approximate range of clinically relevant concentrations (0-10 mM) in the right-hand panels ((b), (d), (f)). Figure 3 shows the flip angle dependence of C max for PS1-PS3. C max shows minimal dependence on T 1,0 for all three pulse sequences, with the greatest deviation seen for PS3 for liver tissue. Increasing α continuously increases the maximum concentration that may be measured without saturation up to α = 180°. However, the decrease in total signal as flip angle exceeds the Ernst angle ultimately limits the ability to measure large concentrations by increasing flip angle. Furthermore, SAR exposure increases with increasing flip angle, which will also constrain achievable flip angle values. Values for C det from equation (19), C max from equation (23), Ξ max , and Ernst angle (α E = cos -1 E 1,0 ) for the various pulse sequences and tissues are given in table 4. Figure 4 shows the relative concentration uncertainty, ∊ rel , for each of the three pulse sequences and three tissue types. The panels in the left column ((a), (c), (e)) are plotted over the approximate clinical range of interest, 0-10 mM, while those in the right column ((b), (d), (f)) are plotted over a narrower range (0-2 mM) that is typical of tissue enhancement seen in vivo. Clearly, PS1 (panels 4(a) and (b)) is the most accurate of the three sequences, with a relatively broad minimum and only weak dependence of uncertainty on T 1,0 . In contrast, both PS2 and PS3 have uncertainties that increase much more rapidly with increasing C and exhibit much greater sensitivity to tissue type. The uncertainties of PS2 and PS3 are larger because the nonlinear regime of concentration saturation is near (or within) the clinically interesting concentration range. The observation that increasing α increases saturation concentration suggests that the use of a larger flip angle in these pulse sequences could provide improved measurement accuracy; this is addressed in more detail in the section below on flip angle optimization. The downward sloping curves in the upper right corner of panel 4(e), where relative uncertainty is decreasing with increasing concentration, correspond to the parameter regime dominated by effects where C < C max . Because the analysis of signal behavior in the dynamic susceptibility contrast (DSC) regime is complicated by the mesoscale effects of the contrast-induced susceptibility gradients and their interaction with vessel size distribution (Kiselev 2004) , we restrict our discussion here to the T 1 -weighted DCE-MRI regime.
Relative concentration uncertainty-
As demonstrated above, changes in ∊ abs and ∊ rel are always inversely proportional to changes in SNR, so that doubling the signal-to-noise ratio results in a halving of the concentration uncertainty. The effect of changing the number of background measurements is more complex, but can be regarded as producing a concentration-dependent change in the effective SNR. The change in the SNR (f from equation (17)) obtained by increasing the number of baseline measurements from one to N B is plotted in figure 5 for N B 2, 5, 10 and 20. The limiting values given by equation (18b) and equation (18c) are indicated by the lower and upper horizontal lines, respectively. From the figure, it is apparent that PS1 is relatively close to the limit of equation (18c) over much of the concentration range shown, while PS3 is predominantly in the limit of equation (18b), and PS2 is in the intermediate regime. While the greatest increases in signal-to-noise ratio are achieved at high concentrations, the effect of increasing number of background measurements is still significant in the 0-2 mM concentration range relevant to tissue enhancement, particularly for PS1 and PS2 where the effective SNR can be increased by factors of 3-4 compared to the N B = 1 case with reasonable increases in acquisition time.
Concentration bias-Uncertainty
in measurements of T 1,0 , α, r 1 and can contribute significantly to concentration measurement uncertainty in DCE-MRI (as demonstrated above, sensitivity to vanishes in the fast-exchange limit). Because these quantities are typically measured once before the dynamic acquisition (or take on assumed values), these uncertainties will be temporally correlated and result in concentration biases rather than uncertainties. A number of methods for measuring the flip angle have been proposed in the literature. Reported uncertainties in these measurements are in the 3-10% range (Treier et al 2007 , Yarnykh 2007 ), so we assume a relative uncertainty in α of δα/α = 5%. It should be noted, however, that if the flip angle is not measured, the variation between the nominal and true values can be much larger than this, particularly at high field. Reported uncertainties in the literature on fast T 1,0 measurement range from 2% to 8%, depending on the measurement technique (Deichmann 2005 , Deoni et al 2003 , Nkongchu and Santyr 2005 , Treier et al 2007 , so we also assume a relative uncertainty in pre-contrast longitudinal relaxation time of δT 1,0 /T 1,0 = 5%. Because we are making the assumption that the fast exchange limit holds, the bias term will not be considered further here. A recent study demonstrated that r 1 values in solutions containing a significant macromolecular component can be substantially higher than those measured in saline due to the enhancing effect of these macromolecules on relaxivity (Stanisz and Henkelman 2000) . However, it is difficult to assess the importance of this effect in vivo, so here we simply assume for consistency. In figure 6 we plot the percent relative bias in concentration arising from these four terms for PS1 in figures 6(a)-(d), PS2 in figures 6(e)-(h) and PS3 in figures 6(i)-(l). The contribution from flip angle is plotted in the first column, that from T 1,0 in the second, from r 1 in the third, and from in the fourth.
It is apparent from the figure that the α and T 1,0 terms are dominant over most of the concentration range, with the r 1 term showing only weak concentration dependence and the term being essentially negligible, except for concentrations that are quite close to C max .
The effects of under-or overestimation of α and T 1,0 , which are the major contributors to concentration measurement bias, are shown for the example AIF described in the appendix for PS1 in figures 7(a) and (b), PS2 in figures 7(c) and (d), and PS3 in figures 7(e) and (f). Biases stemming from misestimation of α, computed from equation (26), are plotted in the first column, while those stemming from bias in estimates of T 1,0 , computed from equation (29), are plotted in the second column. The modeled blood concentration curve is shown by the solid black line, the estimated AIF for positive bias (overestimation) by the solid gray line, and the estimated AIF for negative bias (underestimation) by the dashed gray line. Corresponding modeled tissue curves, obtained by solution of the extended Kety model (Tofts et al 1999) , (38) for the example AIF with kinetic parameter values of K trans = 0.15 min -1 (lower curves) and K trans = 0.50 min -1 (upper curves), k ep = 0.75 min -1 , and v p = 0.05, are in shown in figure 8.
Flip angle optimization-
In general, the need for fast sampling of the arterial and tissue concentration curves necessitates the use of very rapid imaging sequences for DCE-MRI studies. Thus, T R and T E are normally made as small as possible, constrained by hardware limitations and spatial coverage requirements. This leaves α as the obvious pulse sequence parameter to vary when optimizing dynamic pulse sequences. Because noise variance in MRI is independent of T R , T E and α, in order to meaningfully assess the impact of changing flip angle on concentration measurement uncertainty, the SNR must vary with α to maintain constant noise. Therefore, when the flip angle is allowed to vary, we hold noise fixed at the value corresponding to the parameters given in table 2. Equation (16b) is plotted as a function of α in figure 9 for a concentration of C = 0.1 mM in the first column, C = 0.5 mM in the second, C = 1.0 mM in the third and C = 5.0 mM in the fourth. The presence of an optimal flip angle, α opt , minimizing relative uncertainty is apparent for all pulse sequences and concentrations except for PS3 at the 5.0 mM level because this concentration, which lies above C max , is undetectable by this pulse sequence. Table 5 lists optimal flip angles for each of the three pulse sequences and three tissue types for concentrations of 0.1 mM, 0.5 mM, 1.0 mM and 5.0 mM, determined by minimization of ∊ rel at constant noise.
Contour plots of ∊ rel for skeletal muscle are shown in figure 10 for flip angles from 0-180° and for concentrations ranging from 0.01-10 mM, with contours from 10% to 100% at 10% intervals. To facilitate direct comparison of performance across pulse sequences in this figure, the number of baseline measurements was changed from the nominal values given in table 2 to N B = 11 for PS1 and N B = 24 for PS2 (N B was unchanged at 2 for PS3). This results in all three pulse sequences having an equivalent signal-to-noise ratio and baseline scan time (of approximately 2 min). Noise is held constant with changing flip angle as described above. While the detailed shapes of the error surfaces for arterial blood and liver tissue (not shown) differ somewhat from that of skeletal muscle shown in figure 10 , their overall form is quite similar. Curves corresponding to C det from equation (19) and C max from equation (23) are plotted with the thick dashed blue and thick solid blue lines, respectively. Values of relative uncertainty exceeding 100% lie outside the outermost contour, so this contour represents the true detection envelope in C-α space, and is clearly bounded by the curves for C det and C max .
In the regime where C max < C det , no positive contrast enhancement will be detectable. The concentration-dependent optimal flip angle, α opt , is indicated by the thick solid red line, α E is shown by the thick dashed red line, and the (unoptimized) nominal flip angle is shown by the thick solid green line. Clearly, any choice of flip angle that lies reasonably close to the minimum of the error surface will give reasonably good performance. For PS1, the nominal flip angle value of 30° coincides with α opt for a contrast concentration between 2 and 3 mM, and as a result is a relatively good compromise for spanning the full range of concentrations expected in DCE-MRI measurements of both arterial blood and tissue. In contrast, it is apparent that the flip angles chosen for PS2 and PS3, which both lie relatively near to the Ernst angle, are too small and are therefore largely responsible for the comparatively poor performance of those two sequences. In general, while total signal is maximized at the Ernst angle, even at low concentrations the optimal flip angle is significantly larger (visible in the curves of α opt in the limit C → 0 in figure 10 ), and use of α E as the imaging flip angle in DCE-MRI experiments is likely to provide suboptimal performance.
Curves of ∊ rel after optimization of α for a contrast concentration of 1.0 mM in skeletal muscle and for the N B given in the previous paragraph are shown in figure 11 . Comparison with preoptimization curves from figure 4 shows moderate improvement for PS1 over most of the concentration range shown, although the slightly decreased C max leads to some increase in uncertainty for concentrations above ≈ 6 mM. In contrast, both PS2 and PS3 show dramatic decreases in relative uncertainty over virtually the entire concentration range from 0-10 mM. Percent change in effective SNR resulting from optimization of flip angle, given by (∊ rel (α) -∊ rel (α opt ))/∊ rel (α opt , is given in table 6 for concentrations of 0.1, 0.5, 1.0 and 5.0 mM.
Optimizing the flip angle for PS1 provides 40-86% improvement in effective signal-to-noise ratio over the 0.5-1.0 mM concentration range despite the relatively good initial choice of α, with 33-53% improvement at 0.1 mM and 10-37% improvement at 5 mM concentrations.
Optimizing the flip angle of PS2 has an even larger effect, increasing effective SNR by 39-1166% for concentrations of 0.5 mM or greater, with the most dramatic increases at C = 5.0 mM. There is some loss in accuracy for this pulse sequence at C = 0.1 mM, but the relative uncertainty here is large enough that these concentrations would be difficult to measure in any case. Similar improvement is noted for PS3, where optimizing flip angle from the nominal value of 30° (close to the pre-contrast Ernst angle for blood) increased effective SNR at all measurable concentrations, with gains ranging from 33-527%. The accuracy of the optimized PS3 curves exceeds or is comparable to the optimized PS1 curves over most of the range from 0-2 mM, in contrast to the clearly inferior performance of this pulse sequence prior to optimization, and C max has increased to nearly 4 mM. As visible in figure 3, PS3 has a maximum possible saturation concentration of roughly 6 mM (at α = 180°), so no amount of optimization of flip angle (without changing repetition and/or echo time) will enable measurement of higher contrast concentrations. This is not likely to pose difficulties as long as AIF is not to be measured, as such high contrast concentrations are almost never attained in tissues. Figure 12 shows representative AIF and tissue curves from three patients, with patient 1 in 12 (a) and (b), patient 2 in 12(c) and (d), and patient 3 in 12(e) and (f). Contrast concentration computed from the measured values of Ξ by numerically solving the full nonlinear expression in equation (4) We quantitatively estimate the concentration measurement uncertainty from our in vivo data by computing the root-mean-square (RMS) residual difference between the measured concentrations and the model fits, which we denote . This estimate should provide an independent proxy for true concentration uncertainty as long as the model function fits the measured time-concentration curves accurately, but will overestimate true concentration uncertainty when the model fit is poor. A spatial map of is shown for a single slice of data from patient 2 in figure 13(a) . Figure 13(b) shows the corresponding map of ∊ abs as determined using equation (16a) with the nominal pulse sequence parameters from table 1 and SNR determined from the ratio of pre-contrast signal to pre-contrast signal variance. Noise in the Ξ abs map arises entirely from uncertainty in the estimated SNR. Both panels, which are plotted on identical color scales, agree well, providing additional support for the accuracy of equation (16a) for prediction of concentration measurement uncertainties. Comparable agreement is seen in the other two patients; the average relative difference between and ∊ abs is 3.6 ± 27.6% for patient 1, 12.2 ± 34.1% for patient 2 and 6.4 30.2% for patient 3. The small positive bias stems from voxels which are not well fit by the extended Kety model we used. The standard deviation is relatively consistent across patients, indicating that our theoretical expression for uncertainty is capable of predicting concentration measurement uncertainties with an accuracy of roughly 30%.
In vivo measurements
Discussion
Dynamic contrast-enhanced MRI experiments are generally signal-starved, and the use of suboptimal pulse sequence parameters needlessly amplifies the compromises between SNR, and spatial and temporal resolution that must be made in DCE-MRI data acquisition. The inverse proportionality between ∊ rel and SNR implies that decreasing concentration uncertainty is precisely equivalent to increasing signal-to-noise ratio, in the absence of other considerations such as partial volume or sampling time effects. Therefore, if the concentration uncertainty term is regarded as negligible relative to other anticipated sources of uncertainty, it should be possible to sacrifice SNR to achieve better spatial or temporal resolution. Conversely, if the contribution of concentration uncertainty is too large, it can be reduced by increasing voxel volume or acquisition time. In either case, selection of suboptimal imaging parameters will lead to concentration measurements that are either unnecessarily noisy or have unnecessarily low spatial or temporal resolution.
There are several practical applications of the work presented here. First, the competing requirements of spatial coverage, voxel size, and sampling time in DCE-MRI experiments lead to an inevitable trade-off between SNR and spatial and temporal resolution. The expressions derived in this paper make the impact of these compromises explicit, allowing one to optimize imaging parameters to maximize measurement accuracy. Second, C det and C max define a window that spans the range of concentrations that may be measured. Ensuring that this window covers the expected range is essential in DCE-MRI experiments, particularly those where the arterial input function (AIF) is to be measured. Because peak blood contrast concentrations generally reach 5-10 mM for bolus injection (Parker et al 2006) , while tissue concentrations typically lie in the 0-2 mM range, the chosen imaging parameters must strike an acceptable compromise that allows sufficiently accurate measurement of bolus concentration while at the same time minimizing uncertainties in tissue concentration measurement. In addition, while in vivo measurement of AIF is generally regarded as the optimal methodology for DCE-MRI experiments, it is not uncommon in clinical and animal studies to use population-averaged estimates for the AIF instead, so that only tissue concentration measurements are of interest. In these cases, the use of imaging protocols designed for AIF measurement will almost certainly provide suboptimal accuracy because of the much lower peak concentrations. Optimization of pulse sequence parameters to maximize sensitivity to lower concentrations of contrast agent using the methods described here can potentially lead to sizable improvements in measurement accuracy. Third, nonlinearity in the SPGR signal-concentration relationship is known to lead to significant uncertainties in PK parameter estimates (Heilmann et al 2006) . Our expression for concentration measurement uncertainty includes the effects of nonlinearity explicitly, and can be used as input to pharmacokinetic regression models to give accurate estimates of the resulting uncertainties in PK parameters. Finally, uncertainty in the true values of α, T 1,0 , r 1 and can result in concentration-dependent biases in time curves measured by DCE-MRI. Because these biases are systematic, they have the potential to impact PK model-derived kinetic parameters if they are large. The expressions provided here enable this effect to be modeled, allowing the uncertainty in PK parameters to be accurately estimated.
Sequence optimization by minimization of relative uncertainty with respect to flip angle has the potential to achieve large improvement in concentration measurement uncertainty with essentially no cost. Because optimal flip angle depends on tissue type and on concentration, it is not possible to define a single, global optimum value, so it is important for the choice of flip angle to be guided by realistic estimates of the range of pre-contrast longitudinal relaxation times and concentrations to be measured. Tissue and tumor longitudinal relaxation times are well known, and are almost invariably within the range of 500-1500 ms before contrast administration. Constraining the expected concentration range is somewhat more difficult due to variations in injection protocol, bolus volume, tissue type, etc, but in most clinical studies in humans the peak blood contrast concentration is less than 5-10 mM and tissue concentrations rarely exceed 1-2 mM. The concentration and flip angle dependence of ∊ rel is relatively weak near the minimum, as is its dependence on T 1,0 , so optimization of flip angle for one tissue type and concentration should not result in uncertainties that vary dramatically for reasonably similar T 1,0 and/or C values. Nevertheless, the increasing steepness of the error surface for decreasing flip angles makes it safest to err on the side of larger flip angles. It is also important to note that performing measurements of concentration at the Ernst angle leads to poor performance as α E is generally much smaller than α opt (see figure 10) .
A good heuristic for optimizing pulse sequence parameters is that C max should be at least 150-200% of the largest concentration to be measured. Within this constraint, flip angle can be optimized for the tissue with the smallest T 1,0 value expected (because C max decreases with decreased T 1,0 ) for a concentration somewhere in the range of anticipated tissue concentrations. The former constraint ensures that no measurement will be too close to the region of greatest error amplification and that the error curves will be relatively flat, while the latter ensures that measurements will be nearly optimal in the tissues of interest. α opt can be computed by numerical minimization of the relative concentration uncertainty given in equation (16b) with respect to flip angle, at constant noise, using standard nonlinear optimization software. However, care must be taken to choose a reasonable starting guess because of the presence of a second minimum corresponding to the -weighted regime. An initial guess of α guess = 2 cos -1 (E 1 ) appears to give reasonable results in most cases. Non-tumor applications of quantitative contrast-enhanced imaging such as articular cartilage and multiple sclerosis have much less stringent acquisition time constraints due to much lower contrast enhancement rates, but also often demonstrate substantially lower peak concentration values. For these applications, measurement of the bolus input is not generally critical, so flip angle could be tuned to maximize sensitivity to low concentrations instead.
While patient motion and acquisition time limit the maximum number of pre-contrast baseline scans that can be measured, it is often possible to achieve non-negligible gains in effective SNR with reasonable increases in baseline scan time. The potential for such gains will depend on details of the anatomy to be measured and other aspects of the study being performed. In anatomic regions that can be adequately stabilized such as the head or extremities, motion due to respiration and/or pulsatility is minimal and extending the period of baseline scanning is likely to be beneficial. In contrast, even if image registration methods are used, motion-induced variability will likely limit the benefits of increased N B in abdominal or thoracic DCE-MRI studies. Longer baseline scans should also be beneficial in experiments on anesthetized animals where the motion is controlled and acquisition time limitations are significantly less stringent. Assuming that physiological sources of motion are not limiting, equation (17) can be used to assess whether increasing N B will provide sufficient improvement in measurement accuracy to justify the added acquisition time.
Values of flip angle and T 1,0 are generally either measured once before the beginning of dynamic data acquisition or are assumed. Unlike concentration uncertainty stemming from finite signal-to-noise ratio and pre-contrast measurement time, uncertainties in α and T 1,0 will be temporally correlated for each voxel, so they will result in biasing of the concentration-time curves. If α and T 1,0 are measured by an unbiased method, the bias should vary randomly from pixel to pixel, while assumed values will lead to strong spatial correlation of biases. For regionof-interest analyses that average concentration curves over many voxels, if α and T 1,0 have been measured the residual biases arising from misestimation in those measurements should be uncorrelated between voxels and the bias terms may be treated as uncertainties in this case. Because the biases demonstrate nonlinear behavior with concentration, becoming amplified as C → C max , they result in changes to both the scale and the shape of contrast concentration curves, potentially resulting in subtle biases in parameters determined from PK modeling. Values of the contrast relaxivities r 1 and are generally assumed to be equivalent to those measured in vitro, despite some evidence suggesting significant deviations from those values in vivo (Stanisz and Henkelman 2000) . Fortunately, the nonlinearity in relaxivity bias is restricted to concentrations quite close to C max , with the r 1 bias being nearly linear and the bias being very small over a wide range, so misestimation of contrast relaxivity will primarily scale the measured curves. While scaling will impact absolute quantification, it is probably of little practical significance for comparative clinical studies using consistent relaxivity estimates.
Comparison of concentration-time curves measured in vivo with our predictions for concentration uncertainty shows that the high-frequency variability is accurately bounded by the theoretical uncertainties in all three patients for both AIF and tissue curves, with the exception of a few outlier points visible in figure 12. Our expression for C det also accurately models the observed pre-contrast variability in these data. Maps of estimated and predicted concentration uncertainties show good overall agreement between the estimated and theoretically predicted uncertainties. Statistics on the average relative difference between the estimated and predicted uncertainties from patient data indicate that the theoretical predictions of equation (16a) should be accurate to better than 30% in vivo for reasonable acquisition parameters. One limitation of the present analysis is that, while the main equations derived in the theory section are applicable to arbitrary concentration-dependent relaxation rates, we have not considered potential deviation from the FXL here. The investigation of the impact of transcytolemmal exchange in tissues on contrast quantification error and systematic biases would be an interesting area for further research.
Conclusions
We have derived a number of useful theoretical results from analysis of contrast-dependent signal enhancement for SPGR pulse sequences. These results have been tested both in vitro and in vivo, and demonstrate good agreement with measured data. In particular, we show that it is possible to accurately predict concentration measurement uncertainties directly from pulse sequence parameters and measured signal-to-noise ratio. For clinically relevant pulse sequence parameters and contrast doses, the optimization of acquisition parameters (primarily flip angle and number of baseline measurements) in DCE-MRI protocols can lead to significant gains in effective SNR as well as decreased sensitivity to biases arising from misestimation of flip angle and/or pre-contrast longitudinal relaxation time. Use of the methods described here in the planning of DCE-MRI experiments should facilitate selection of imaging pulse sequence parameters that provide nearly optimal sensitivity for concentration quantification and enable accurate estimation of uncertainties in concentration measurements. Concentration dependence of Ξ from equation (4) for three sets of pulse sequence parameters: PS1 (panels (a), (b)), PS2 (panels (c), (d)) and PS3 (panels (e), (f)). Curves are plotted for three different tissue types: arterial blood (solid red lines), skeletal muscle (dashed green lines) and liver tissue (dotted purple lines). The panels in the first column are plotted on a logarithmic concentration scale to show the overall behavior of Ξ more clearly over a broad range, while the panels in the second column are plotted on a linear scale spanning the approximate range of clinical interest. Biases in concentration measurements in percent for PS1 (panels (a)-(d)), PS2 (panels (e)-(h)) and PS3 (panels (i)-(l)) for the three tissue types in figure 2 for 5% bias in α (first column), T 1,0 (second column), r 1 (third column) and (fourth column). Biases in a realistic model AIF (solid black lines) resulting from 5% relative underestimation (dashed gray lines) or overestimation (solid gray lines) of flip angle (left column, computed from equation (26)) or T 1,0 (right column, computed from equation (29)) for PS1 (panels (a), (b)), PS2 (panels (c), (d)), and PS3 (panels (e), (f)). Flip angle dependence of the relative concentration uncertainty plotted in figure 4, assuming that measurement noise is independent of α, for PS1 (panels (a)-(d)), PS2 (panels (e)-(h)) and PS3 (panels (i)-(l)). The concentration is C = 0.1 mM in the first column, C = 0.5 mM in the second, C = 1.0 mM in the third and C = 5.0 mM in the fourth. Panel (l) is blank because C max < 5.0 mM for PS3. Contour plots of the dependence of relative concentration uncertainty from equation (16b) on both C and flip angle, assuming that measurement noise is independent of α, for PS1 (panel (a)), PS2 (panel (b) ) and PS3 (panel (c)). Tissue parameters were for skeletal muscle, from table 3. Contours (thin white lines) are drawn at 10% intervals, with the outermost contour corresponding to ∊ rel = 100%. C det is shown by the thick dashed blue line, C max by the thick solid blue line, the Ernst angle, α E , by the thick dashed red line, and the optimal flip angle, α opt , by the thick solid red line. The nominal flip angle for each pulse sequence from table 2 is indicated by the solid green line. Relative concentration measurement uncertainty from equation (16b) for PS1 (panels (a), (b)), PS2 (panels (c), (d)) and PS3 (panels (e), (f)) as in figure 4 except with flip angle set at the optimal value, α opt , for skeletal muscle at C = 1.0 mM. N B was set to the values from figure 10. A comparison of measured and predicted uncertainties in concentration for the arterial input function (panels (a), (c) and (e)) and tumor tissue (panels (b), (d) and (f)) for three human study participants (patient 1 in panels (a), (b), patient 2 in panels (c), (d) and patient 3 in panels (e), (f)). Measured concentrations are shown by the open circles. Solid gray bars indicate the predicted ±2C det concentration detection window. The solid black line shows regression to a model AIF (input function curves) or the extended Kety model (tissue curves), as described in the text. Predicted ± ∊ abs and ±2∊ abs error bars are indicated by the dark and light gray lines, respectively. The insets in the AIF panels show magnified views of the pre-contrast baseline measurements. A map of the concentration measurement uncertainty estimated from the RMS residual values from model regression , as described in the text, is shown in panel (a). The corresponding map of ∊ abs as predicted using equation (16a) is shown in panel (b). Both maps are derived from a single coronal section of data across the pelvis and proximal thighs from patient 2, plotted on a color scale covering the range 0 ≤ ∊ abs ≤ 0.25 mM. Patchy regions corresponding to increased contrast uptake in a recurrent Ewing's sarcoma are visible in the proximal right thigh. Table 1 Pulse sequence parameters for in vivo data acquisition. Δt represents the sampling time per frame Percent change in effective SNR for PS1-PS3 resulting from optimizing flip angle for skeletal muscle at C = 1.0 mM and increasing N B to give 2 min of baseline scanning before injection 
