Still today, diagnosing a problem with multimedia resources, such as video and sound cards, is insuf® ciently automated. These resources therefore cannot be accurately managed. One reason for this is the lack of their thorough modeling. In this paper, we ful® ll this need, by proposing a generic information model, which we further apply to an MPEG2 video codec. We highlight the main characteristics of this kind of codec, identify parameters that in¯uence these characteristics, and reveal some of the trade-offs that the application developer can consider in order to design ef® cient software for MPEG2 codecs. In addition to the bene® ts of this modeling for the user and the application developer, we also show how useful it could be for the providers of distribution services, such as ª liveº video transmission. These providers can use our model to achieve resource management on an end-to-end basis.
INTRODUCTION
Currently, there is no easy way to obtain management inform ation from devices such as video or sound cards. Users often return equipment to the vendors, for very simple repairs that they should be able to do themselves. In turn, the vendors exchange the misbehaving equipm ent for a newÐ as they, too, are unable to identify the cause of the problem. Having a management inform ation model that is implemented with the aforementioned devices, will bring bene® ts to both users and equipment vendors. Such an information model can also be usedÐ as a resource management toolÐ by the service providers to manage incompati-bility situations wherein the users in a communication session employ devices with totally different features. A user, with a Motion Joint Photographic Experts Group (MJPEG) card, may wish to interact, over videoconferencing, with someone using an H.261 board. The service provider must then furnish a transcoder that can be employed by a large body of users at a time; this transcoder is part of the Quality-of-Service (QoS) provisioning system, as well as the network. The management of the entirety of this system requires managing the transcoder, which is an example of what we call a multimedia resource because it needs to be aware of the nature of the medium (audio, video, etc.) that it handles. The users' video boards should also be managed in order to achieve complete end-to-end resource management.
Until now, very few works have been devoted to multimedia resources. They are part of what the Telecommunications Information Networking Architecture Consortium (TINA-C) calls, without much characterization, information converters [1±3]. Pavlou and Grif® n [4] consider these resources as service resources and contribute a generic resource con® guration management scheme. The information model that we develop in this paper can be used with this resource con® guration scheme.
A relevant review of multimedia resourcesÐ under the broader heading of media handling resources, which include multipoint control units as wellÐ is given in [5] , again, without much study of their features.
We address this study, by proposing a generic information model of multimedia resources (Section 2). We then specialize the proposed model for a speci® c resource, namely an MPEG2 (Moving Pictures Experts Group) [6] video codec (Section 3). We chose this code because of its richness in features and, therefore, in information. Concluding remarks follow in Section 4.
AN INFORMATION MODEL OF MULTIMEDIA RESOURCES
First, we present the general principles behind information modeling (Section 2.1). Then, we describe multimedia resources and point out their main differences from the classical network resources (Section 2.2). The modeling itself is presented in section 2.3.
Principles for Information Modeling
Sclavos et al. [7] identi® ed certain principles that must be followed during any inform ation modeling process. The main principles are:
· Information structuring. The relevant inform ation in the system should be highlighted and structured in a consistent way. For instance, we may model a computer by saying that it contains some hard-drives, ® les, Central Processing Unit (CPU), memory, Input / Output (I / O) controllers, and so forth. This listing of components does not tell much about the actual relationships among them. Management is easier when the relationships among the management inform ation are clearly determined and described. A more accurate modeling of a computer could look like this: a computer is made up of a motherboard, one or more I / O controllers, one or more hard-drives, etc. A motherboard hosts the main memory and, possibly I / O controllers. Hard-drives contain ® le-systems that hold ® les. The hard-drives are controlled by, and accessed through, I / O controllers. And so forth. This improved structuring shows the relationships among the components of a computer, including the hierarchy among them.
· Abstractness. The system being modeled must be conceptualized, i.e., described possibly using concepts that help grasp the characteristics and activities of the system. This conceptualization highlights the information that needs to be managed.
· Genericity. The common features among entities of the same type should be identi® ed. From a practical point of view, genericity helps devise a common management scheme for entities that share some common features. This scheme may then be implemented differently for each individual entity.
· Independence from the implementation. The designer should not think of a particular implementation solution when modeling a system. A thorough understanding of the system is the key issue in modeling.
· Modeling purpose.
A complete inform ation model should exhibit the inform ation necessary to perform the tasks within the ® ve management functional areas identi® ed by the International Organization for Standardization (ISO): fault, con® guration, accounting, performance, and security management [8] . Very often, the designer concentrates on a subset of these areas when modeling a system. Then, she must mention which areas are of interest to her.
We chose an object-oriented techniqueÐ speci® cally the Object Modeling Technique (OMT) [9] Ð to model the management information. There are other ways (not object-oriented) of modeling this information, but these means generally fail to express fairly complex characteristics such as the relationships among information components. An example is the Internet Engineering Task Force' s (IETF) structure of management information [10] derived from the Abstract Syntax Notation One (ASN.1) [11] .
Characterization of Multimedia Resources
Multim edia resources can be realized in software or hardware or in both. Rodriguez and Morse [12] uphold that software-only video codecs, yet less complex than hardware-assisted codecs, currently deliver a lesser quality. Even though many efforts are being deployed to offer complete software solutions, it is too early to bet on their real performance. Personal Computers (PC) now come with multimedia-enabled extensions, promising much suitability to the needs of multimedia applications.
A multimedia resource exhibits modes and deploys processing layers. We de® ne modes as the external view of the resource' s activities, while processing layers refer to the internal activities (processing steps) leading to the provision of the overall resource' s functionality.
Depending on the granularity intended for the model, multimedia resources can aggregate others (Fig. 1) ; indeed, each processing layer may in turn be considered as a multimedia resource. Thus, the recursiveness property, well known in the network management community, can be applied here as well; it denotes that a multimedia resource may contain many others. For instance, the buffer used in video codecs may be considered as a multimedia resource, if its management needs to be emphasized. In addition, multimedia resources aggregate ports and paths (Fig. 1 ).
An important difference between network elements and multimedia resources is that the latter resources usually need to know the real nature of the stream that they process. For instance, MPEG codecs do not process audio and video inform ation in the same way. On the other hand, the network elements do not have to know whether the inform ation relates to audio or video (or whatever). Moreover, multimedia resources can highly affect the content of the incoming information, and the transformation that they perform on this information is generally irreversible; it is impossible to recover the original inform ation from an MPEG-encoded stream. Network elements may generate such nonlinearities only when losses occur. To take into account these two observations (i.e., the importance of the characteristics of the incoming ¯ows, and the nonlinearities between the input and the output ¯ows), any modeling of multimedia resources should clearly differentiate the characteristics of the incoming stream from those of thē ow after treatment. We did this in our model, which is presented next.
A Generic Information Model
First, we explain why we chose to not re-use the existing inform ation models of network elements. Then, we present our model, by describing each of its elements in turn.
There are many abstract inform ation models of the network, the most famous being M.3100 [13] and G.805 [14] . M.3010Ð a recommendation from the International Telecommunications Union (ITU)Ð provides a generic model of network elements. G.805 provides a generic functional architecture for the connectivity services offered by transport networks.
These models apply to the key elements, in the network, whose design is more complex than that of multimedia resources. Therefore, we think it reasonable to present, as a ® rst step, a much simpler model than those mentioned earlier. We follow the simplicity philosophy exempli® ed by the network modeling works in [7, 15, 16] . These works, however, did not consider the speci® c features of multimedia resources as described in Section 2.2.
The model proposed ( Fig. 2 ) results from the discussion in the previous section. It focuses on the information related to con® guration and performance management. Modes appear in the shape of streams (InputStream and OutputStream), while processing layers are essentially represented by lower level multimedia resources, called (N-1)-MultimediaResource, assuming that the level of the containing resource is (N ). Processing layers also appear in the shape of the Function objects aggregated by the (N )-Service object. Each entity in Fig. 2 is described later.
The Architecture Element Class
As stated in Section 2.2, multimedia resources may be designed in software and / or hardware. Therefore, their architecture may consist of a software part and / or a hardware part. The latter is an equipm ent characterized by its description, its physical location, the contact information in case of trouble, and the name under which it is managed. Concerning the software element, it gathers four classes, namely Management, Entity, SAP (Service Access Point) and Binding (Fig. 2) . The Management class holds the information necessary for managing the resource. The Entity class is concerned with the behavior of the resource; it gathers the information necessary for computing statistics about the resource. The SAP class represents the point where the service, provided by the resource, can be requested. The values of the attributes of the SAP object class depend on the protocol used. Lastly, the Binding class illustrates the associations among the entities aggregated by the modeled resource.
Examples of Binding objects are given in Table I ; they correspond to the multimedia resource depicted in Fig. 1 . Each row in the table represents a Binding object.
The Service Class
To provide the service required by external entities, multimedia resources must deploy certain functions to process the incoming streams (Fig. 2) . The management of these functions relates to the ® ve basic management functional areas de® ned by the ISO (i.e., con® guration, performance, security, fault, and accounting management). Most of these functional areas together serve to manage the Bd1  MMR1  A1  MMR2  B1  P1  Bd2  MMR1  A2  MMR2  B2  P2  Bd3  MMR2  B3  MMR3  C1  P3  Bd4  MMR2  B4  MMR4  D1  P4  Bd5  MMR3  C2  MMR1  A3  P5  Bd6  MMR3  C3  MMR1  A4  P6  Bd7  MMR3  C4  MMR1  A5  P7  Bd8  MMR4  D2  MMR1  A6  P8 QoS required to the resource. According to the ITU [17] , QoS is ª the collective effect of service performances which determine the degree of satisfaction of a user of the service.º This de® nition focuses on the technical aspects of QoS. Accounting aspects are not emphasized. Our view of QoS management versus the management areas is depicted in Fig. 3 . Performance, security and fault management contribute to the management of the QoS perceived by the customer. QoS management provides account management with the information to be used for pricing and billing. Unlike accounting, con® guration management implicitly contributes to QoS management, via performance and fault management. The resource con® guration in¯uences the way fault, security, and performance are managed. Detecting faults within a well-con® gured device, that can collect and export its con® guration information, is much easier than detecting faults in any entity whose con® guration is secret and therefore cannot be appropriately managed. Security and performance are likewise much simpler to manage in the case of a device with a clear con® guration.
QoS is the main quanti® er of the service required from a multimedia resource. The functions related to its management (basically con® guration, per- formance, fault and security management) are characterized by certain parameters. Distortion and resolution are examples of abstract parameters for the performance function. It is worth noting that these parameters are represented by their schemes in our model (Fig. 2) . Indeed, especially in hardware-assisted devices, abstract parameters depend on other factors. For example, distortion depends on the level of the incoming signal. The accurate way to highlight this is to use curves.
Next, we describe another object class (i.e., Port) aggregated by the (N )-MultimediaResource object class (Fig. 2) .
The Port Class
Our model of a resource port is depicted in Fig. 4 . It looks very much like the global model for multimedia resources (Fig. 2) , except that the Binding class does not appear in Fig. 4 , and the traf® c at the port is represented by a single Stream object class. Here, it is not necessary to have a Binding object because, in a port as depicted in Fig. 4 , there are no components to bind with one another. Moreover, a port is assumed to not carry streams in the two directions; having input and output streams does not make sense in this case. Ports are linked to one another by a path, as described in the next section.
The Path Class
A Path object class represents the link between two Port object classes. This link may be physical, i.e., hardware-based, or logical. An example of a physical path is a wire connecting two ports. A logical path, on the other hand, refers to a function receiving data from one port, processing it and passing it on to an exit port. For instance, you can require a microprocessor to process an information and then send the result through a speci® c port. In such a case, the link between the input and the output port is strictly virtual. Figure 5 illustrates both the software and the hardware parts of a path. The software element provides a logical view of the resource; this view is used to manage the underlying resource.
Paths can be bound to one another through a PathBinding object. As an example, paths that belong to the same communication session can be bound through a PathBinding object. Properties such as synchronization can then be accurately expressed. This object class may be used to set priorities on the tasks to be held by the resource. Assume that paths P5 and P6 (Fig. 1) belong to the same communication session. The processing tasks held by MMR3 may give a higher priority in treating these two paths, thereby affecting the processing of P7. Several instantiations of the PathBinding classes may be needed, depending on the purposes to be achieved; in the previous example, the purpose was synchronization.
In this Section, we proposed a generic information model for multimedia resources. This model was targeted for con® guration and performance management. Although con® guration information can be easily found in our model (paths, ports, and embedded resources), performance aspects are less evident to seize; this is because the model is still abstract. We emphasize performance aspects in the following section, where we specialize our model for a real multimedia resource: an MPEG2 video codec.
CASE STUDY: A MODEL OF MPEG2 VIDEO CODECS
For the sake of readability of the information model, we ® rst describe MPEG2 video codecs; the latter' s parameters that can in¯uence the quality (performance) of a video service are highlighted. In order to keep the case study as simple as possible, we do not consider the systems layer standardized for MPEG2; we rather study the codec alone. The intent behind the design of this layer was to synchronize and transport MPEG2 streams over the network.
In Section 3.1, we present the main features of MPEG2 video codecs. Then, we instantiate the generic model (Fig. 2) for these codecs (Section 3.2). Lastly, we give examples that could advantageously use the model instantiated (Section 3.3).
A Characterization of MPEG2 Video Codecs
An MPEG2 codec is organized into four layers which describe its internal activities: the block, macroblock, slice and picture layer [18] . A block is an image piece with a size of 8´8 pixels. A macroblock is a 16´16 pixel image piece. A slice is a horizontal strip within a frame; its coding is independent of that of its neighbors. These layers hierarchically lead to the construction of the encoded stream. The MPEG2 encoding scheme uses both spatial and temporal compressions in order to high compression ratios, while still providing an acceptable perceptual video quality.
There are 3 kinds of frames that come out of an MPEG2 encoder: intraframes (I), interpolative frames (B) and predictive frames (P). Together, they constitute the codec' s modesÐ according to statements in [18] , and to our terminology in Section 2.2, i.e., the codec' s activities as perceived from the outside. I frames are constructed using only spatial compression, whereas B and P frames result from both spatial and temporal compressions. ª Spatial compressionº refers to the reduction of the spatial redundancy. As a result, in sequences made up of only spatially-compressed frames, the loss of any frame does not underm ine the decoding of the rest. On the contrary, temporal compression produces frames that can be tightly correlated. In order to reduce this correlation over time, the codec periodically encodes I frames which are ª self-containedº (i.e., they are not correlated with the preceding frames). Moreover, I frames serve to reset errors due to the predictive scheme employed to construct P, as well as B, frames.
Very high compression ratios can be reached by using interpolative, or B, frames, which interpolate between a given (I or P) frame and the latter' s predicted version. Hence, B frames introduce noncausal properties; being inserted between two frames on which they depend, B frames cannot be decoded until the two related pictures are actually decompressed. Therefore, the compression ratio, yet high, increases the decoding delay. Such a trade-off among character-istics of a codec should appear in the model; we meet this goal in our model in Section 3.2. Generic codec characteristics, as well as some of their in¯uencing parameters, are identi® ed by Rodriguez and Morse [12] . These characteristics are:
· the image ® delity, i.e., how similar the encoded picture is to the original one from a perceptual point of view · the bandwidth, i.e., how high the compression ratio is · the playback performance, i.e., how easy the decoding process is · the coding-to-de coding asymmetry, i.e., how similar the encoding features, such as the frame size, are to the display aspects · the memory consumption , i.e., the amount, of memory and video buffer veri® er, that is necessary for performing the encoding / decoding activities · the processing delay · the scalability , i.e., the property conferred to a codec whose algorithm compresses the video into multiple frame resolutions, multiple representations of the pixel color depth, and so forth; the encoded inform ation is organized hierarchically in two kinds of layers: lower or base layer, and enhancement layer. The base layer is necessary to decode the enhancement layers; it ensures the minimum QoS.
We specialized and extended the work of Rodriguez and Morse for an MPEG2 video codec (Table II) , using inputs from [6, 12, 18, 19] . Our model is described next.
An Information Model of MPEG2 Codecs
The inform ation model proposed (Fig. 6) comprises the functions to be deployed by the codec in order to meet a required QoS. These functions relate to either task (encoding or decoding) held by the codec. Functions that relate mainly to the encoding task are image ® delity, bandwidth and scalability. The function that relates mainly to the decoding task is the playback performance. All the other functions relate to both tasks. For the sake of brevity, we model only three functions: image ® delity, bandwidth, and playback performance (Fig.  6 ). Each function is described along with its in¯uencing parameters. We can see (Fig. 6 ) that some parameters in¯uence simultaneously many functions (in ways described in Table II) . For instance, the use of interpolative coding (InterpCod object class) has an impact on both the bandwidth and playback performance functions. The management information that we gather in our model can therefore be used when designing a software for MPEG2 codecs. The application designer may have a look at the model and get an idea of the parameters to take into account. Furthermore, the resource manager can obtain inform ation about the behavior of these parameters. The management of the functions and their in¯uencing parameters is the responsibility of the MpCodecManagement entity whose attributes should be selected among the MPEG2 bit-stream ® elds [6] , as we did in [20] .
In addition to the MpCodecManagement class, the Software Element class aggregates an MpCodecEntity class. The latter records inform ation about the codec performance; examples are the codec bit error rate (BER), the number of broken links (number of B-pictures that could not be decoded because of corruption of the reference frame), the number of unrecoverable frame errors, and the number of recovered frame errors. Error recovery mechanisms (e.g., error concealment and forward error correction) can be used to increase the playback performance. Finally, we can notice from Fig. 6 that two kinds of stream are treated by an MPEG2 video codec: PictureStream and BitStream. PictureStream relates to the pictures ª capturedº by the video codec and that are encoded further on, while BitStream describes the bit-stream resulting from the encoding process.
Examples of Use of the Model
The model can be used to equip the customer with tools that help her detect quickly the causes of any trouble with an MPEG2 board. Instead of returning to the vendor each time a simple problem occurs, the customer can develop her own management solutions.
Having such a model bene® ts also the service creator. When developing an application for an MPEG2 card, the service creator can simply have a look at our model, and ® nd out the balanced in¯uence of MPEG2 parameters on the functions deployed by the card. This would help her ® nd the best trade-offs among these parameters, in order to ful® ll the speci® c requirements of the application in design. We do not presume that a model will solve the problem s all together, but it can be the ® rst tool that calls the attention of the developer to speci® c trade-offs that should be taken into account for an ef® cient software design.
Our ® nal example is ª liveº transmission of video, which is one of the primary targets of MPEG2. The example is borrowed from a work by Brenner and Meandziia [21] on broadband video / audio / data distribution networks (Fig. 7 ).
Brenner and Meandzija proposed a distribution network architecture as a solution to the growing attraction of users for interactive services, whose contents change dynamically. Faced with this more stringent requirement, Local Exchange Carriers (LEC), Competitive Access Providers (CAP) and Multiple Systems Operators (MSO) are currently seeking network architectures and distribution technologies that help them minimize their investment and optimize the QoS delivered to the users.
Brie¯y, the distribution architecture proposed by Brenner and Meandzija is made up of many domains ( as subtitling stations. An IPG station is a cache that is used for giving to the user, the illusion of rapid access to a large interactive database. Subtitling servers may be needed for translating the information into a language that is understandable by the service user. The model designed in this paper can be used by the UCS as the information base for controlling and managing the encoders. Control and management interactions take place between the domains (Fig.  7) . Elements in the uplink domain interact with elements in the encoder domain, mainly in order to create, store, and provide the encoders with contents. Elements in the NCS domain issue control and management commands to elements in the uplink domain, including the encoder. Components of the Subscriber Authorization domain interact with the other domains in order to supply information about the customers who are allowed to use the service.
The need for integrated management of the distribution networks, as urged in [21] , will de® nitely require putting together efforts from the signal processing and the network management areas, in order to build up a consistent end-to-end management solution. The work achieved in this paper is intended to be a ® rst step toward this objective.
We have not talked about the protocol to be used for accessing the information gathered in either Figs. 2 or 6. It is not our intention to tie our information model to any speci® c management tool, among those which are now at play. Examples are the many management solutions based on the Web, such as the Web-Based Enterprise Management (WBEM) [22] , the Java Management Application Programming Interface (JMAPI) [23] , Webbin' [24] , and [25] . While the previous version [20] of this work was implicitly targeted for management based on the Simple Network Management Protocol (SNMP) [26] , the version described in this paper is more ª generic,º i.e., independent of management paradigms.
CONCLUSIONS
The main achievements in this paper are the design of a generic information model of multim edia resources, and the specialization of this model for an MPEG2 video codec. Throughout this case study, we were particularly interested in identifying the parameters that in¯uence the functions deployed by MPEG2 codecs. We showed that som e parameters may in¯uence many functions in different ways. This observation might be useful for the application developer who wishes to take advantage of the trade-offs among these parameters in order to provide the user with an ef® cient service. We also illustrated a possible application of our model in distribution networks, particularly for video transmission. This use contributes to the management of the entire QoS provisioning system, i.e., network resources as well as multimedia resources. QoS can thus be managed on an end-to-end basis; the bene® t is evident to both the user and the service provider. This paper paves the road for the overall management of multimedia resources. It is part of a larger project called OAMS (Open management Architecture for Multim edia Services) [27] , which aims at designing and developing a management architecture for advanced telecommunication services such as Virtual Private Networks (VPN) and multimedia services.
In the context of OAMS, we also investigated the use of the information model to map QoS across the control and management layers from the end-user ' s view down to the connectivi ty level [28] . We explored QoS mapping with a novel approach which consists in bridging the results of the human vision research area with Telecommunications, in order to take advantage of the user perceptual features. As a matter of fact, not all information can be noticed by the end-user. Consequently, an ef® cient QoS mapping framework should integrate these psychovisual effects. The QoS framework proposed in [28] speci® cally exhibits an information collecting and management plane which contains inform ation such as the model of MPEG2 video codecs proposed in this paper, as well as human vision knowledge.
