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We point out a necessary condition that a quantum measurement can be implemented by the
class of protocols known as Local Operations and Classical Communication, or LOCC, including in
the limit of an infinite number of rounds. A generalization of this condition is then proven to hold
for any measurement that is in the closure of that set, LOCC. This generalization unifies, extends,
and provides a geometric justification for previously known results on LOCC, reproducing their
consequences with regard to practical applications. We have also used our condition to answer a
variety of long-standing, unsolved problems, including for distinguishability of certain sets of states
by LOCC. These include various classes of unextendible product bases, for which we prove they
cannot be distinguished by LOCC even when infinite resources are available and vanishing error is
allowed.
PACS numbers: 03.65.Ta, 03.67.Ac
I. INTRODUCTION
We consider the problem of determining if a measurement M on a multipartite quantum system can be
carried out when the subsystems are spatially distant from each other and the parties are constrained to the
use of Local Operations and multiple rounds of Classical Communication (LOCC). In particular, our aim is
to address the situation for which an error is allowed in the implementation of M, but that this error must
become vanishingly small when the number of rounds that the parties use is allowed to grow without limit.
The class of measurements implementable by LOCC is of special interest in the field of quantum infor-
mation sciences [1], as LOCC has been widely used both for specific applications, as well as in efforts to
understand the fascinating phenomenon of entanglement [2]. LOCC plays an important role in many aspects
of quantum information processing, including distributed quantum computing [3], entanglement distillation
[4] and manipulation [5, 6], local cloning [7, 8], and various quantum cryptographic protocols, such as secret
sharing [9]. A specific example which has received a great deal of attention is that of local discrimination of
quantum states [10–17], wherein a referee prepares a system in one of a known set of states and distributes
that system to the parties, who are then tasked with determining in which one of the states the system was
prepared. Given that LOCC is also the class of operations that cannot create entanglement, much can be
learned about the latter by studying the former. For example, by studying the transformation properties
between pairs of quantum states by LOCC, a partial order on the entanglement of states can be ascer-
tained [5, 6]. This is particularly significant in the case of more than two parties, a case that has presented
considerable challenges to advancement in our understanding of entanglement[2].
The study of LOCC has by now a long and distinguished history [4, 11, 18–20]. To date, however, limited
progress has been made concerning the “asymptotic” case of vanishingly small error addressed here, although
recent years have seen renewed interest in this problem [14, 15, 21–23]. This case is important due to its
fundamental significance for quantum information sciences, but also because in practical applications, one
would like to know if, while acknowledging inevitable experimental errors, it is possible to improve on one’s
experimental design. Furthermore, one may hope that in achieving a better understanding of the limits to
LOCC in the asymptotic case, this will lead to ways of finding bounds on the error necessarily incurred when
implementing a given measurement by LOCC.
When measurementM is possible by asymptotic LOCC, M can be implemented as closely as one wishes
simply by including more and more rounds in the protocol. When this is not possible, then there is a non-
zero gap between what can be accomplished by LOCC as compared to when M is implemented by global
means. Several years ago, the authors in [15] derived a necessary condition that M can be implemented
by LOCC with vanishingly small error and then used their condition to prove that an unlimited number of
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2communication rounds provides no advantage over finite LOCC for the task of discriminating a complete
product basis. Their condition has since been applied to two previously unsolved problems. First, it was
used to prove that when discriminating the “double-trine” ensemble [18] of quantum states with minimum
error, the optimal LOCC probability of success is strictly smaller than by global means [22]. Around that
time, the same condition was used to prove [21] that a global measurement is strictly better than LOCC for
discriminating any unextendible product basis [24] on a 3× 3 system. In addition, a “nonlocality constant”
η is defined in [14] and used to obtain a lower bound on the probability of error in LOCC discrimination of
any set of bipartite states. A necessary condition for perfect discrimination by LOCC is then that η = 0, a
condition that is implied by the necessary condition of [15]. These accomplishments notwithstanding, there
remains a great deal to learn about asymptotic LOCC.
Here, we prove a new necessary condition that a measurement can be implemented by asymptotic LOCC,
see Theorem 5, below. We can show that this theorem implies the necessary conditions of [14, 15, 23]. In
fact, we will see that our theorem is strictly stronger than the first two of these, by proving that the set
of states given in Eq. (15) of [15]—and used there as an example where their condition does not decide—
cannot be perfectly discriminated in LOCC. We have used Theorem 5 to confirm the results of [21, 22],
mentioned in the preceding paragraph, as well as the seminal result of [20], which was the original discovery
of nonlocality without entanglement. The proof that these “domino states” [20] cannot be discriminated
within LOCC is relatively simple using Theorem 5, as is that for their generalization, the rotated domino
states [14]. We have also used our theorem to prove that the unextendible product basis (UPB) known as
Tiles [24], and indeed, all UPBs on C3 ⊗ C3 [21, 24] cannot be perfectly discriminated in LOCC, as well as
to solve additional long-standing unsolved problems. Specifically, we have shown that perfect discrimination
of the following UPBs cannot be accomplished within LOCC: GenTiles1 and GenTiles2, each for the entire
infinite class of allowed dimensions [24]; and Shifts, a UPB on C2 ⊗C2 ⊗C2 [24]. Several of these questions
had remained unanswered until now since at least 2003. We have also used Theorem 5 to prove that the
optimal measurement for each of the infinite class of unambiguous discrimination tasks presented in [25] is
not in LOCC, answering another previously unsolved problems.
The remainder of the paper is organized as follows. In the next section we review how LOCC, and
quantum measurements in general, can be mathematically described and then provide a simple picture for
understanding the difference between LOCC and LOCC. In Section III, we prove our main results, and then
we close in Section IV with a discussion of the implications of what we have found.
II. MATHEMATICAL PRELIMINARIES
Any quantum measurementM may be thought of as a positive operator-valued measure, or POVM, which
consists of a set of positive semidefinite operators, Ej ≥ 0, individually referred to as POVM elements. These
operators satisfy
|M|∑
j=1
Ej = IH, (1)
where |M| is the number of POVM elements inM, assumed to be countable, and IH is the identity operator
on Hilbert space H, of finite dimension D, describing states of the quantum system being measured. We
will also assume throughout that if each subset of POVM elements that are proportional to each other are
combined into a single one equal to their sum, then the reduced number of elements is finite.
An LOCC protocol implements an overall measurement M through a sequence of intermediate, local
measurements by the individual parties. Such a protocol consists of one party making a measurement on
their local system and then communicating the outcome of that measurement to the other parties. This is
followed, according to a pre-approved plan, by the next party making a measurement and communicating
the result to the others. Notice that only one party measures at a time, and they continue on measuring and
sharing classical information for however many rounds, possibly involving an infinite number, as is necessary.
As is commonly done, we represent an LOCC protocol as a tree graph, consisting of nodes connected by an
edge to each of its children. Each node n is associated with a positive semidefinite operator Fn representing
the action of all parties up to that point in the protocol [26], and because intermediate measurements are
always local, each Fn is of the tensor product form An ⊗ Bn ⊗ · · · , where An is an operator on the first
party’s Hilbert space HA and similarly for the other operators appearing in this expression. The root node
3represents the situation before any of the parties have done anything, and so is associated with the identity
operator IH. Each local measurement has multiple outcomes, and each outcome corresponds to one of the
child nodes of their shared parent. Because this measurement is complete, then in analogy to Eq. (1), the
sum of sibling child nodes is equal to their parent. A branch of the protocol begins at the root node and
stretches from each node to one of its children, continuing without end in the case of an infinite branch, or
terminating at what is known as a leaf node. We will need Lemma 1 from [26], which is a straightforward
consequence of the completeness of each intermediate measurement.
Lemma 1. [26] Each node n in a finite-round LOCC tree is equal to the sum of all leaf nodes that are
descended from that node.
We will also use the following lemma in obtaining our main results in the next section.
Lemma 2. Given any measurement M with POVM elements {Ei}, the collection of operators ZM :=
{∑i ciEi|0 ≤ ci ≤ 1 ∀i} is a compact, convex set.
Proof. Convexity is obvious. To see that it is compact, notice that ZM is what is known as a zonotope, which
is the Minkowski sum [27] of a finite number of line segments. In our case, ZM =
∑
j [0, Ej], where the sum
in this expression is of the Minkowski type, and [a, b] is a line segment from point a to point b. Each line
segment is closed and bounded, hence compact, and the sum of compact sets is itself compact. Therefore,
ZM is compact. 
We choose as our metric on operator space to be the trace norm, ‖X‖ = Tr
(√
X†X
)
, which for positive
semidefinite operators is equal to the trace. To prove our results in the next section, we also need to define
a distance measure on POVMs. From a simplistic perspective, two POVMs will be identical when they
share the same set of POVM elements. However, there may be cases when the number of elements in the
two POVMs differ, so we need to take such a possibility into account. This will be important in studying
LOCC, for which the number of outcomes grows increasingly larger with the number of rounds, r, even while
the target measurement for that LOCC protocol may have a relatively small number of outcomes. For the
LOCC and target POVMs to be identical, then, there would have to be many outcomes from the LOCC
protocol that are the same, apart from a positive factor. Thus, we recognize that for two POVMs to be
identical, each outcome in the first POVM must be proportional to one of the outcomes in the second, and
vice-versa. In addition, identification of the two POVMs requires that the combined weights of the two sets
of so identified elements must be equal. That is, if all proportional elements in the first POVM are added
together to reduce each such subset to a single element, and the same is done for the second POVM, then
there must be a one-to-one relationship between the elements of the two POVMs, each (reduced) element
from the first being equal to the corresponding (reduced) element from the second.
These considerations are precisely captured by the zonotopes discussed above [28]. For example, in direct
analogy to the discussion above about combining weights of proportional POVM elements, the Minkowski
sum of parallel line segments is just another parallel line segment having the combined length of the original
subset. A POVM M with elements Ej generates zonotope ZM =
∑
j [0, Ej ], and one can show that two
zonotopes are identical if and only if their corresponding POVMs are identical in the sense discussed in the
preceding paragraph. Therefore, we define our distance measure on POVMs to be the Hausdorff distance
between the corresponding zonotopes. That is,
d(M1,M2) = dH(Z1, Z2) = max
{
sup
z1∈Z1
inf
z2∈Z2
‖z1 − z2‖ , sup
z2∈Z2
inf
z1∈Z1
‖z1 − z2‖
}
. (2)
We follow [29] in drawing a distinction between two subsets of infinite-round LOCC, each of which may
be discussed in terms of sequences of finite-round LOCC protocols. The first such subset involves infinite-
round protocols that are the limit of sequences for which the next protocol in the sequence is the same as
the previous one, except for the addition of one more round at the end. The limit of such a sequence of
protocols is in LOCC. By contrast, one may instead have a sequence of finite-round protocols for which
the earlier rounds are allowed to change when adding a round in going from one protocol to the next.
Each of the protocols in the latter type of sequence implements an LOCC measurement, say Mr, but the
measurement M that is the asymptotic limit of this sequence of measurements may not itself be LOCC,
instead only being in the topological closure, denoted asM ∈ LOCC. This distinction can be understood by
reference to Figure 1, representing a sequence of bipartite protocols. Horizontal lines are to be understood
as schematically indicating a measurement outcome by the first party, Alice, while vertical lines correspond
4FIG. 1: Schematic illustration of successive approximations to measurement outcome E by a sequence of
LOCC protocols whose limit is not in LOCC. The approximations are represented by piecewise local paths,
while the limiting path is not piecewise local. Please see text for a detailed explanation.
to measurements by Bob. The origin in the plot represents the identity operator, IH, since IH is where
all protocols originate, the parties having yet to do anything. The right-most piecewise constant curve
from IH to E1 represents a four-round succession of measurement outcomes as a first approximation to the
desired outcome E. In later protocols of the sequence, the number of rounds increases to attain improved
approximation E2, and so on to E3 and beyond. Earlier rounds in each of these protocols are seen to differ
from one to the next, an aspect of the sequence that is necessary to obtain the smooth limiting curve realizing
E, as shown, which lacks the step-like structure of the successive approximations. Since LOCC involves only
one party measuring at a time, this step-like structure is a required characteristic of LOCC. Because each
step of the piecewise constant curves represents a “local” measurement by one of the parties, we will refer to
this structure as a “piecewise local” path from IH to Ej . Lacking this structure, the limiting curve is seen
to involve intermediate measurements that are not local. Therefore, this limiting protocol is not LOCC,
yet being the limit of a sequence of protocols that are LOCC, it is an element of LOCC. This provides a
simple picture of how it can be that LOCC( LOCC, a strict set inclusion that is known to hold [30]. It
also makes clear the difference between infinite-round LOCC—which consists of piecewise local paths, albeit
with an infinite number of pieces—and limits that are not piecewise local, so are elements of LOCC but not
of LOCC.
In the next section, we show that if measurement M ∈ LOCC, then for each Ei ∈ M, there exists a
particular set of monotonic paths of product operators lying entirely within the compact, convex set ZM
defined in Lemma 2. Throughout the remainder of this paper, we will consider monotonic paths, by which
we mean a path Π(s) such that Tr (Π(s)) is a monotonic function of s.
III. MAIN RESULTS
We begin this section with the following observation.
Observation 3. Each branch in an LOCC protocol, finite or infinite, constitutes a continuous, piecewise
local path in the space of positive semidefinite operators. Significantly, each point along this path is not just
a positive semidefinite operator, but also a product operator of the form A⊗ B ⊗ · · · .
To see this, consider the sequence of positive operators labeling the nodes along a given branch, starting
5from the root node. Each such positive operator other than the root node represents the outcome of a local
measurement by one of the parties. Being local, these measurements only change that particular party’s
part of the positive operator representing each outcome. Given that every protocol starts with a product
operator, that being the identity operator, IA ⊗ IB ⊗ · · · , then if Alice measures first with outcome A, a
continuous path of product operators from the identity operator to that outcome can be parameterized by
x ranging from 0 to 1 as [(1−x)IA+xA]⊗ IB ⊗ · · · . Given that it is only the operator on HA that changes,
this piece of the path is local. If Bob measures next with outcome B, this path is similarly parametrized as
A⊗ [(1− y)IB + yB]⊗ · · · , which is another local piece for which only the HB part of the operator changes.
The remainder of the continuous path may be generated in the same fashion for each and every branch in
the protocol, and it is clear that these paths consist of pieces that are local, as claimed. In the limit of
infinite-round LOCC protocols, these paths still exist, just now with an infinite number of piecewise local
segments.
As a consequence of this observation, we obtain the following theorem, which provides a necessary condition
for LOCC, where we allow multiple outcomes Ej to be proportional to each other, and for finite protocols,
each Ej is a leaf node in that LOCC tree.
Theorem 4. If an LOCC protocol, finite or infinite, implements a measurement M consisting of outcomes
{Ej}, then for each j, there exists at least one continuous, monotonic, piecewise local path from IH to Ej,
and every point along that path is a product operator. In addition, each of these paths lies entirely within
the zonotope, ZM =
∑
j [0, Ej ].
Proof. The proof was given above, apart from the claims about the path lying in ZM and being monotonic.
Monotonicity follows immediately from the recognition that each child node represents one of (generally)
multiple outcomes of a measurement made at the parent node. Since the sum of the children, say Fn, is equal
to their parent, Fp, then Tr (Fp) =
∑
n Tr (Fn) ≥ Tr (Fm), for any Fm in the set of children. Monotonicity
is evident from the fact that our paths proceed from parent to child, child to grandchild, and so on.
To show for finite protocols that the path lies in ZM, notice that (1) every leaf node terminating a branch
is proportional to one of the Ej , since otherwise the protocol does not implement M; and (2) every node in
the finite LOCC tree is a sum of the leaf nodes that descend from that node, see Lemma 1 above. It then
follows immediately that every node in the tree is an element of ZM, and since every point on the considered
path is a convex combination of a pair of nodes in the tree—those nodes being the ancestor and descendant
that are nearest to the point in question, see the explanation following Observation 3—this completes the
proof for the finite case.
For infinite protocols in LOCC, recall the discussion above that these are the limit of sequences of protocols
that arise by simply adding one additional round at the end of branches present in the previous protocol of
the sequence. Therefore in the limit, each branch generates a path as described in the theorem, but in this
case some of those branches become infinite in the limit. While these paths now have an infinite number of
steps, all those steps continue to be piecewise local in the limit. As just discussed, for finite protocol Pr, the
corresponding path lies entirely within zonotope ZMr . In addition, each leaf node in Pr that is not also a
leaf node in Pr+1 is followed (and still present) in Pr+1 by one more complete local measurement. Since the
children produced by that one extra measurement sum to their parent, it is easy to see that ZMr ⊆ ZMr+1 .
Thus, the piecewise local paths generated by Pr not only lie entirely within ZMr , but also within ZMr′
for all r′ ≥ r. Taking the limit, we have that ZM = limr→∞ ZMr (since by assumption, the infinite-round
protocol implements M), ZMr ⊆ ZM for all r, and it follows that the path to each of the outcomes of
P = limr→∞ Pr lies entirely within ZM. This completes the proof. 
Note that monotonicity is important because it excludes the trivial path, which exists for any measurement
whatsoever, along sIH from IH to 0 and then along sEj from 0 to Ej .
By dropping the condition that the paths be piecewise local, we obtain the following theorem, which
provides a necessary condition that M ∈ LOCC.
Theorem 5. If M∈ LOCC, with measurement M consisting of POVM elements Ej, then for each j, there
exists a continuous, monotonic path of product operators from IH to a point on the (half-open) line segment
(0, Ej ], and this path lies entirely within zonotope ZM =
∑
j [0, Ej].
Proof. The condition of this theorem, M ∈ LOCC, means there exists a sequence of measurements {Mr}
such that limr→∞Mr =M. This implies that for all ǫ > 0 there exists R ∈ N such that for all r > R,
ǫ > d (M,Mr) = dH(ZM, ZMr), (3)
6and therefore, ZM = limr→∞ ZMr . We wish to show that there exists a continuous, monotonic path of
product operators from IH to Ej , for each j, and that these paths lie in ZM. By Theorem 4, for each
outcome (leaf node) E
(r)
l of Mr, we know there is a path of product operators from IH to that outcome
lying in ZMr (note, however, that ZMr ⊆ ZMr+1 need not hold here because we allow earlier rounds to
change in going from one protocol in the sequence to the next). Thus, there exists a sequence of continuous,
monotonic paths of product operators {Πr(s)}r from IH to each outcome E(r)l of finite LOCC measurement
Mr, each path lying in ZMr . The condition limr→∞Mr = M means that for each Ej ∈ M there exists
a sequence of indices, {lr}r, such that limr→∞E(r)lr = qEj for some q > 0 (generally, many such sequences
will exist). This sequence of indices therefore corresponds to a sequence Sj of paths whose endpoints E(r)l
converge to a point on (0, Ej ] as r →∞. Starting with Sj , we can now show the existence of a continuous,
monotonic path of product operators Π(s) ∈ ZM from IH to a point on (0, Ej ]. Since j is arbitrary here,
this conclusion will then hold for each j.
Path Πr(s) consists of a sequence of piecewise local paths starting from F0 = IH at node n = 0 and
continuing with each local measurement to node n = 1, 2, · · · , r. Each segment of this path starts at parent
node Fn and follows a straight line to child node Fn+1. Let us parametrize this path in terms of the
trace—with s decreasing through the interval [0, D] starting at D and moving toward 0. Then, each segment
is
Πr(s) =
[s− Tr (Fn+1)]Fn + [Tr (Fn)− s]Fn+1
Tr (Fn)− Tr (Fn+1) , Tr (Fn) ≥ s ≥ Tr (Fn+1) (4)
for each node starting at n = 0 and continuing to n = r − 1. We add a constant final piece to this path,
Πr(s) = E
(r)
l for Tr
(
E
(r)
l
)
≥ s ≥ 0, so that Πr(s) is defined over the full interval s ∈ [0, D]. We have
s = Tr (Πr(s)) for D ≥ s ≥ Tr
(
E
(r)
l
)
.
Next, we show that for each r, Πr(s) is Lipschitz continuous, which means that ‖Πr(s)−Πr(s′)‖ ≤
K |s− s′| for some constant K, referred to as the Lipschitz constant. For Tr
(
E
(r)
l
)
≤ s′ ≤ s, we have
s− s′ = Tr (Πr(s)−Πr(s′))
=
√
Tr ([Πr(s)−Πr(s′)]2)
= ‖Πr(s)−Πr(s′)‖ , (5)
where the second line follows because Πr(s)−Πr(s′) is positive semidefinite due to monotonicity, and so has
non-negative eigenvalues. In addition, for s′ ≤ s ≤ Tr
(
E
(r)
l
)
, Πr(s) = Πr(s
′), while for s′ ≤ Tr
(
E
(r)
l
)
≤ s,
s − s′ ≥ Tr
(
Πr(s)− E(r)l
)
= Tr (Πr(s)−Πr(s′)), and we see that Πr(s) is Lipschitz continuous over the
entire interval s ∈ [0, D], as claimed, with Lipschitz constant K = 1, independent of r.
Therefore, we may apply the Arzela`-Ascoli theorem [31], which tells us that for any sequence of Lipschitz
continuous paths for which all instances share the same Lipschitz constant, there exists a subsequence
that converges uniformly on [0, D] to a continuous limiting path, Π(s). In addition, Π(s) is also Lipschitz
continuous with the same Lipschitz constant. For each s, Π(s) is thus a limit of points Πr(s) in this
subsequence, implying that Π(s) is arbitrarily close to a product operator, and is therefore itself a product
operator.1 That is, Π(s) is a continuous path of product operators. Furthermore, since (1) every path in the
subsequence is monotonic and lies within its corresponding zonotope ZMr ; (2) limr→∞ ZMr = ZM; and (3)
ZM is a compact set, see Lemma 2; Π(s) is also monotonic and lies in ZM. Finally, since we started with a
sequence Sj of paths whose endpoints converge to a point on (0, Ej ], the chosen subsequence must also have
endpoints converging to a point on (0, Ej ], and this completes the proof. 
Theorem 5 provides a powerful method for the study of approximate implementation of quantum mea-
surements by LOCC. Consider the local state discrimination problem described in the Introduction. For a
simple application of our theorem, it is almost trivial to show the well-known fact that the four Bell states
[33] cannot be discriminated in LOCC: In this case, the only product operators in ZM are all proportional
1 This is easily proved using the EckartYoungMirsky theorem.[32]
7to IH, so there is clearly no continuous, monotonic path of product operators from IH to any of the (0, Ej ],
as is required for LOCC. As already mentioned in the Introduction, we have also been able to show for
several long-standing unsolved examples of local state discrimination that the parties cannot accomplish the
given task with arbitrarily small error when restricted to using LOCC. In addition, we have used Theorem 5
to show that the POVM constructed in [34] for optimal discrimination of the double-trine states, initially
studied in the seminal paper of Peres and Wootters [18], cannot be implemented in LOCC, a result also
obtained in [34]. The application of Theorem 5 in these cases can be algebraically involved; in most cases
the difficulty lies in determining all complete measurements capable of accomplishing the given task and
that are candidates for LOCC (this aspect of the problem has stymied us so far for the cases of GenShifts
and QuadRes [24]). Often, one then discovers that [0, IH] is an isolated line segment in the intersection of
the set of product operators with ZM, showing directly by Theorem 5 that M 6∈ LOCC.
Let us illustrate our approach by an example, the set of states discussed in [15], for which they show
that their Proposition 1 does not decide whether there exists a measurementM ∈ LOCC that accomplishes
perfect state discrimination of the set. We will answer this question in the negative. First, we restate
Proposition 1 of [15] and then show that it follows directly from our Theorem 5.
Proposition 1.[15] Let {ρµ} be a family of N states, such that ∩µ ker (ρµ) contains no product vector
(except 0). Then {ρµ} can be discriminated perfectly by asymptotic LOCC only if for all χ with 1/N ≤ χ ≤ 1
there exists a product operator R ≥ 0 obeying ∑µ Tr (Rρµ) = 1, maxµ Tr(Rρµ) = χ, and Tr(RρµRρν) = 0
for µ 6= ν.
We next prove the following lemma.
Lemma 6. Proposition 1 of [15] is a direct consequence of our Theorem 5.
Proof. Consider measurementM consisting of outcomes Ej and partition the outcomes into distinct sets Jµ
such that Tr (Ejρµ) = 0 for all j 6∈ Jµ. Such a partition must be possible for perfect discrimination of these
states by M, since otherwise there will be errors. For 0 ≤ s ≤ 1, define
R(s) =
Π(s)∑
µ Tr (Π(s)ρµ)
, (6)
where Π(s) =
∑
j cj(s)Ej , 0 ≤ cj(s) ≤ 1, is a continuous path of positive semidefinite product operators,
guaranteed to exist by Theorem 5, from IH to the specific outcome Eˆ. As such, R(s) is a continuous
function of s. We set cj(0) = 1 for all j so that Π(0) = IH and R(0) = IH/N , and cj(1) = 0 for all j 6= ˆ,
so that Π(1) ∝ Eˆ and R(1) = Eˆ/Tr (Eˆρµˆ), where ˆ ∈ Jµˆ. Note that the condition of Proposition 1, that
∩µ kerρµ contains no nonzero product operator, is necessary to ensure the denominator of R(s) does not
vanish.
We have defined R(s) ≥ 0 such that ∑µTr (R(s)ρµ) = 1 for all s. Since Ej ≥ 0 and ρµ ≥ 0, we have that
Tr (Ejρµ) = 0 =⇒ Ejρµ = 0 = ρµEj for all j 6∈ Jµ, and we see immediately that Tr (R(s)ρµR(s)ρν) = 0
for all s and for all µ 6= ν. Finally, we must show that there exists s such that f(s) ≡ maxµTr (R(s)ρµ) = χ
for all χ in the range 1/N ≤ χ ≤ 1. First, note that f(0) = 1/N and f(1) = 1, each of which are easily seen
from the expressions for R(0) and R(1) given in the preceding paragraph. The result for all χ then follows
immediately due to continuity of f(s) for 0 ≤ s ≤ 1, which itself follows from continuity of R(s). This ends
the proof. 
Next, we show that Theorem 5 is, in fact, strictly stronger than Proposition 1 of [15], by using our theorem
to demonstrate that no measurement M ∈ LOCC accomplishes perfect state discrimination of the set of
mutually orthogonal states given in their Eq. (15). We will show that there is only one rank-1 measurement
M that works for this task, and that the requisite (by Theorem 5) path of product operators in ZM is non-
existent for at least one of the outcomes in M. Then this will also be true for any acceptable higher-rank
measurement, M′, because the outcomes of M′ are positive linear combinations of those in M, so that
ZM′ ⊆ ZM.
The states in the set Eq. (15) of [15] are
|ψ1〉 ∝ |00〉
|ψ2〉 ∝ 2|01〉 −
(√
3 + 1
)
|10〉 −
√
6
4
√
3|11〉
|ψ3〉 ∝ 2|01〉 −
(√
3− 1
)
|10〉+
√
2
4
√
3|11〉. (7)
8The only state orthogonal to all of these is proportional to
|φ〉 ∝ 2 4
√
3|01〉+ 4
√
3
(√
3 + 1
)
|10〉 −
√
2|11〉. (8)
Therefore, the only rank-1 measurement discriminating these states must consist of elements that project
onto states that are superpositions of |φ〉 with one (and then being orthogonal to the other two) of the states
in Eq. (7). These must be product states, or they cannot lead to a measurement that is LOCC. There are
six such states including |ψ1〉. They are
|ψ11〉 ∝ |ψ1〉 = |0〉 ⊗ |0〉
|ψ12〉 ∝
(√
2
4
√
3|0〉 − |1〉
)
⊗
[
4
√
3
(√
3 + 1
)
|0〉 −
√
2|1〉
]
|ψ21〉 ∝
(
4
√
3|0〉 −
√
2|1〉
)
⊗ |1〉
|ψ22〉 ∝ |1〉 ⊗
[
4
√
3
(√
3 + 1
)
|0〉+
√
2|1〉
]
|ψ31〉 ∝
(
33/4|0〉+
√
2|1〉
)
⊗ |1〉
|ψ32〉 ∝ |1〉 ⊗
[
33/4
√
2|0〉 −
(√
3 + 1
)
|1〉
]
(9)
We now impose the condition that our measurement is complete, which means there exists ckj ≥ 0, such
that
IH =
3∑
k=1
2∑
j=1
ckjψkj , (10)
with ψkj ≡ |ψkj〉〈ψkj | the projector onto |ψkj〉. First note that with l,m not both equal to 0, the matrix
element 〈00|ψkj |lm〉 = 0 for all ψkj except ψ12. Then, if c12 6= 0, the right-hand side of Eq. (10) is not
diagonal, a contradiction. Therefore, we must choose c12 = 0, excluding ψ12 from the measurement. There
is one (and only one) complete measurement M consisting of elements proportional to the remaining five
projectors. Consider the intersection of the set of product operators on H with the zonotope ZM generated
by these five projectors. We will show that within this intersection, (0, ψ11] is isolated, so that no continuous,
monotonic path of product operators exists in ZM from IH to this segment. By Theorem 5, we then have
that M 6∈ LOCC.
Let us determine all product operators in ZM, beginning by replacing IH by A ⊗ B on the left side of
Eq. (10), but with c12 = 0. In matrix form we have
A⊗ B =


c11 0 0 0
0
√
3 (c21 + 3c31) 0 −
√
2 4
√
3 (c21 − c31)
0 0
(
6 + 4
√
3
)
c22 + 6
√
3c32
√
2 4
√
3
(
1 +
√
3
) (
c22 −
√
3c32
)
0 −√2 4√3 (c21 − c31)
√
2 4
√
3
(
1 +
√
3
) (
c22 −
√
3c32
)
2
(
c21 + c31 + c22 + [2 +
√
3]c32
)

 .
(11)
The respective 2×2 blocks are equal to AlmB so are proportional to B and therefore, to each other. The only
block that has nonzero off-diagonal elements is that for A11, so if B is not diagonal the other blocks must
vanish identically, and then A = A11[1], which is diagonal ([j] = |j〉〈j|, j = 0, 1). On the other hand, if A
is not diagonal, then the A01 block shows that B = B11[1], which is diagonal. Significantly for our purposes,
neither of these cases is anywhere near being proportional to ψ11 = [0]⊗ [0]. Therefore, if a product operator
is to be close to (0, ψ11], then A and B are both diagonal, which implies that c21 =
√
3c31 and c22 =
√
3c32.
In this case, A⊗ B reduces to
A⊗ B =
(
1 +
√
3
)


c′11 0 0 0
0 3c31 0 0
0 0 12c32 0
0 0 0 2c31 + 4c32

 , (12)
9with c11 = (1 +
√
3)c′11. The right-hand side is a product operator if and only if its entries satisfy
(A00B00) (A11B11) = (A00B11) (A11B00), or
18c31c32 = c
′
11 (c31 + 2c32)
≥ 2c′11c32. (13)
This implies that either c32 = 0 or c31 ≥ c′11/9. A completely analogous argument shows that either c31 = 0
or c32 ≥ c′11/18. Note that if c31 = 0 6= c32 or c31 6= 0 = c32, then c′11 = 0, a case we may exclude because
we are seeking operators near (0, ψ11]. Therefore, the inequality in Eq. (13) can be made strict, and either
(i) c31 = 0 = c32, which leaves us with c11ψ11 ∈ (0, ψ11]; or (ii) c32 > c′11/18 and c31 > c′11/9, which is not
near (0, ψ11]. Hence, the only product operators near (0, ψ11] are proportional to ψ11 itself, and we thus
see that (0, ψ11] is an isolated line segment in the intersection of the set of product operators with ZM, as
claimed. This means there is no continuous, monotonic path of product operators in ZM from IH (or from
anywhere else) to (0, ψ11], implying by Theorem 5 that M 6∈ LOCC, and any attempt to discriminate this
set of states by LOCC must have a non-vanishing error. As a final note on this set of states, let us point
out that function Eχ, found in the appendix of [15], satisfies the conditions of their Proposition 1 and is of
a form very similar to that given here in Eq. (6). However, while it is a path of product operators from IH
to (0, ψ31] lying in ZM in its entirety, it is not continuous at χ = 1/2. In any case, it does not approach
(0, ψ11], which we have just shown is impossible.
IV. CONCLUSIONS AND DISCUSSION
In summary, starting from the relatively simple Observation 3, we proceeded to prove Theorem 5 that if
measurement M ∈ LOCC, then there exists a continuous, monotonic path of positive semidefinite product
operators from identity operator IH to (0, Ej ] for each of the outcomes Ej ofM. Theorem 4 states a similiar
result, except that for M ∈ LOCC, including when requiring an infinite number of rounds, then that path
must also be piecewise local. Figure 1 provides a simple picture for how a measurement can be LOCC but
not LOCC. We have used Theorem 5 to answer a number of long-standing unsolved problems, including
several cases of unextendible product bases for which we have shown they cannot be discriminated within
LOCC, details of which will be presented elsewhere. We showed that Proposition 1 of [15] follows from
our Theorem 5, and then used the example from Eq. (15) of [15] to demonstrate that Theorem 5 is strictly
stronger than their proposition. Note also that Theorem 5 can be applied to the local state discrimination
problem even when ∩µ ker ρµ contains non-vanishing product operators, a circumstance for which Proposition
1 cannot be used. In addition, Proposition 1 of [15] implies the necessary condition for LOCC of [14] that
their nonlocality constant η vanishes. Therefore, Theorem 5 is strictly stronger than the latter necessary
condition, as well. Another necessary condition—for perfect discrimination of a pair of multipartite quantum
states by asymptotic LOCC—has been obtained as Theorem 1 in [23], and this condition can also be derived
from our Theorem 5. We suspect, though have no proof, that our theorem is strictly stronger than that
of [23], as well, even when restricted to discrimination of pairs of states, but ours is certainly much more
general. Thus, we have succeeded in unifying, and going beyond, all of these previous results on LOCC. In
addition, the geometric nature of our theorem provides a simple, intuitive way to understand LOCC.
The question can be raised as to whether or not these necessary conditions for LOCC may also be sufficient.
The demonstration above that our Theorem 5 is strictly stronger than Proposition 1 of [15] shows that neither
Proposition 1, or the condition of [14] that η = 0, is sufficient. We do not believe that Theorem 5 is sufficient,
either, though it remains a possibility. If it is not sufficient, then neither is the necessary condition of [23].
In our proof of Lemma 6, we only needed to use a single path to the one outcome Eˆ to show that the
conditions of Proposition 1 of [15] are satisfied. Our Theorem 5 requires there exists such a path to each of
the outcomes, which is, in itself, a stronger requirement. We believe, however, that it is likely that a single
path to each outcome is not sufficient for LOCC, except perhaps in exceptional cases.2 Rather, given that
LOCC trees generally involve each branch giving rise to an entire series of subsequent branches, it is likely
that some kind of “tree” of paths to the collection of outcomes is necessary for LOCC, which would mean
2 A simple example of an LOCC measurement for which one, and only one, path exists in ZM to each of the outcomes is the
measurement on two qubits consisting of outcomes [0]⊗ [0], [0]⊗ [1], [1]⊗ [+], [1]⊗ [−], where |±〉 = (|0〉 ± |1〉)/√2. In this
case, the only product operators in ZM are those that lie on the single, piecewise local paths to each of these outcomes.
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that the single path of Theorem 5 is not sufficient. Of course, it would not be surprising for the existence of
a single path to generally imply the existence of many, but we do not know if there are cases where one or
more paths to each outcome exist, while at the same time, the measurement is nonetheless not in LOCC.
We would like to point out that if, instead of a quantum measurementM, one’s aim is rather to implement
a quantum channel E by LOCC, then we can prove a corresponding result. The following theorem has certain
aspects that are more complicated and involved than our Theorem 5, aspects for which further elucidation
is desirable, and we therefore leave the proof and discussion to a future publication.
Theorem 7. If quantum channel E ∈ LOCC, then there exists a continuous, monotonic path of prod-
uct operators from IH to a point on the (half-open) line segment (0,K ′†j K ′j] for each Kraus operator K ′j
of a complete Kraus representation of E, and each such path lies entirely within the convex set CE ={∑
j CijK
†
iKj
∣∣∣∣0 ≤ C ≤ Iκ
}
, where κ is the Kraus rank of E, Iκ is the κ × κ identity matrix, and {Ki}
is a minimal Kraus representation of E.
Note that {Ki} need not be a product representation of E . In addition, this theorem can be applied
without previous knowledge of which Kraus representation {K ′j} will actually be implemented in the limit
of the sequence of LOCC protocols.
Finally, we note that the geometric nature of Theorem 5 points toward ways of extending these results. In
particular, the fact that the paths of this theorem must lie within the zonotope ZM suggests new approaches
for obtaining lower bounds on the error necessarily incurred when implementing a measurementM by LOCC.
Indeed, as a preliminary result in this direction, we have devised a method of finding such a lower bound
when M is used to discriminate a full orthogonal basis of Hilbert space H. These results, and hopefully
extension to more general sets of states and more general tasks, will be discussed elsewhere.
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