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RE´SUME´
La traduction statistique vise l’automatisation de la traduction par le biais de
mode`les statistiques. Dans ce travail, nous relevons un des grands de´fis du do-
maine : la recherche (Brown et al., 1993). Les syste`mes de traduction statistique
de re´fe´rence, tel moses (Koehn et al., 2007), effectuent ge´ne´ralement la recherche
en explorant l’espace des pre´fixes par programmation dynamique, une solution
couˆteuse sur le plan computationnel pour ce proble`me potentiellement NP-complet
(Knight, 1999). Nous postulons qu’une approche par recherche locale (Langlais
et al., 2007) peut mener a` des solutions tout aussi inte´ressantes en un temps et
un espace me´moire beaucoup moins importants (Russell et Norvig, 2010). De plus,
ce type de recherche facilite l’incorporation de mode`les globaux qui ne´cessitent
des traductions comple`tes et permet d’effectuer des modifications sur ces dernie`res
de manie`re non-continue, deux taˆches ardues lors de l’exploration de l’espace des
pre´fixes. Nos expe´riences nous re´ve`lent que la recherche locale en traduction sta-
tistique est une approche viable, s’inscrivant dans l’e´tat de l’art.
Mots cle´s : traduction statistique, mode`le a` base de segments, re-
cherche locale, algorithme glouton.
ABSTRACT
Statistical machine translation is a concerted effort towards the automation of the
translation process. In the work presented here, we explore one of the major chal-
lenges of statistical machine translation: the search step (Brown et al., 1993). State
of the art systems such as moses (Koehn et al., 2007) search by exploring the pre-
fix search space, a computationally costly solution to this potentially NP-complete
problem (Knight, 1999). We propose that a local search approach can yield solu-
tions which are qualitatively just as interesting, while keeping memory space and
execution time at lower levels (Russell et Norvig, 2010). Furthermore, this type
of search facilitates the use of global models for which a complete translation is
needed and allows for non-continuous modifications, two tasks made difficult by
exploring the prefix search space. The experiments we have conducted reveal that
the use of local search during the search step in statistical machine translation is
a viable, state of the art approach.
Key words : statistical translation, phrase based model, local search,
greedy algorithm.
TABLE DES MATIE`RES
RE´SUME´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
TABLE DES MATIE`RES . . . . . . . . . . . . . . . . . . . . . . . . . . v
LISTE DES TABLEAUX . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
LISTE DES ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
DE´DICACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
REMERCIEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi
CHAPITRE 1 :INTRODUCTION . . . . . . . . . . . . . . . . . . . . 1
1.1 De l’intelligence artificielle a` la traduction statistique . . . . . . . . 1
1.1.1 Penser comme un humain . . . . . . . . . . . . . . . . . . . 2
1.1.2 Agir comme un humain . . . . . . . . . . . . . . . . . . . . . 2
1.1.3 Penser rationnellement . . . . . . . . . . . . . . . . . . . . . 3
1.1.4 Agir rationnellement . . . . . . . . . . . . . . . . . . . . . . 3
1.1.5 Et la traduction statistique ? . . . . . . . . . . . . . . . . . . 3
1.2 Structure du me´moire . . . . . . . . . . . . . . . . . . . . . . . . . 4
CHAPITRE 2 :TRADUCTION STATISTIQUE . . . . . . . . . . . . 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Fondements mathe´matiques . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Mode`les de langue . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3.1 N-gram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.2 Entraˆınement et lissage . . . . . . . . . . . . . . . . . . . . . 9
vi
2.4 Mode`les de traduction . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Recherche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.1 Exploration de l’espace des pre´fixes par programmation dy-
namique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.2 Faisceau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.3 Distorsion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5.4 Pe´nalite´ selon la taille de la phrase . . . . . . . . . . . . . . 15
2.5.5 Calibrage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.7 Recherche locale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.7.1 Algorithme glouton . . . . . . . . . . . . . . . . . . . . . . . 18
2.7.2 Points de de´part . . . . . . . . . . . . . . . . . . . . . . . . 20
2.7.3 Objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
CHAPITRE 3 :ME´THODES . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Algorithme glouton . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Fonction de score . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Amorce d’hypothe`ses . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.1 Amorce d’hypothe`ses a` l’aide d’heuristiques : ADTP . . . . 25
3.2.2 Amorce d’hypothe`ses a` partir d’une traduction . . . . . . . . 33
3.2.3 Choix parmi les amorces . . . . . . . . . . . . . . . . . . . . 35
3.3 Fonctions de voisinage . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.1 FMBS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.2 FML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.3 Configurations de fonctions de voisinage . . . . . . . . . . . 43
3.4 Buts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
CHAPITRE 4 :EXPE´RIENCES . . . . . . . . . . . . . . . . . . . . . . 45
4.1 Imple´mentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1.1 Langage de programmation : Python . . . . . . . . . . . . . 45
4.1.2 Ordinateurs de calcul . . . . . . . . . . . . . . . . . . . . . . 46
vii
4.2 Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.1 Taˆche d’e´valuation . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.2 Me´trique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.3 Calibrage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.4 Point de comparaison . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3.1 Amorces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.2 Fonctions de voisinage . . . . . . . . . . . . . . . . . . . . . 54
4.3.3 Mode`le de langue inverse´ . . . . . . . . . . . . . . . . . . . . 57
4.3.4 Comparaisons de syste`mes . . . . . . . . . . . . . . . . . . . 60
4.3.5 Exemples de traductions . . . . . . . . . . . . . . . . . . . . 62
4.3.6 Exploration de l’espace de recherche . . . . . . . . . . . . . 67
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
CHAPITRE 5 :CONCLUSION . . . . . . . . . . . . . . . . . . . . . . 75
BIBLIOGRAPHIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
I.1 Re´sultats pour traductions obtenues sans et avec l’aide d’un mode`le
de langue inverse´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii
II.1 Traductions du franc¸ais vers l’anglais . . . . . . . . . . . . . . . . . xxii
II.2 Traductions de l’anglais vers le franc¸ais . . . . . . . . . . . . . . . . xxiv
LISTE DES TABLEAUX
2.1 Exemples d’e´le´ments d’un mode`le n-gram. . . . . . . . . . . . . . . 9
2.2 Exemples de couples de mots sources et cibles d’un mode`le IBM. . . 10
2.3 Exemples de couples de segments sources et cibles d’un mbs. . . . . 11
3.1 Exemple d’une segmentation de gauche a` droite et de l’amorce qui
en re´sulte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Exemples de segments cibles apparie´s au meˆme segment source dans
un mbs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Exemple d’une segmentation de droite a` gauche et de l’amorce qui
en re´sulte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Exemple d’une segmentation par PD et de l’amorce qui en re´sulte. . 32
3.5 Exemple d’une segmentation ale´atoire et de l’amorce qui en re´sulte. 34
3.6 Exemple de l’effet de la fonction REPLACE. . . . . . . . . . . . . . 37
3.7 Exemple de l’effet de la fonction SPLIT. . . . . . . . . . . . . . . . 38
3.8 Exemple d’un re´ordonnancement local lors de la traduction. . . . . 39
3.9 Exemple de l’effet de la fonction MOVE. . . . . . . . . . . . . . . . 39
3.10 Exemple de l’effet de la fonction MERGE-DISPLACE-REPLACE. . 41
3.11 Exemple de l’effet de la fonction SPLIT-REPLACE. . . . . . . . . . 41
3.12 Exemple de l’effet de la fonction SWAP-REPLACE. . . . . . . . . . 43
3.13 De´tails sur les configurations de fonctions de voisinage. . . . . . . . 43
4.1 De´tails sur les corpus d’entraˆınement, de de´veloppement et de test. 47
4.2 Proportions d’utilisation des diffe´rents types d’amorces. . . . . . . . 51
4.3 Proportions d’utilisation des diffe´rents types d’amorces incorporant
un mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . 51
4.4 Exemple d’une phrase a` traduire, de sa traduction par un humain
et des amorces de type adtp-gd et adtp-dg ainsi que de leur seg-
mentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
ix
4.5 Exemple d’une phrase a` traduire, de sa traduction par un humain
et des amorces de type adtp-gd et adtp-dg ainsi que de leur seg-
mentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.6 Comparatif de la proportion d’utilisation des diffe´rentes fonctions de
voisinage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.7 Comparatif de la proportion d’utilisation des diffe´rentes fonctions de
voisinage en incorporant un mode`le de langue inverse´. . . . . . . . . 56
4.8 Comparatif de la proportion d’utilisation des diffe´rentes fonctions de
voisinage pour la post-optimisation. . . . . . . . . . . . . . . . . . . 57
4.9 Comparatif de la proportion d’utilisation des diffe´rentes fonctions
de voisinage pour la post-optimisation en incorporant un mode`le de
langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.10 Comparatif des scores bleu des meilleures traductions de type cadtp
+ fbase sans mode`le de langue inverse´ vs avec mode`le de langue
inverse´. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.11 Comparatif des scores bleu des meilleures traductions de type cmult
+ fbase (post-optimisation) sans mode`le de langue inverse´ vs avec
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . 59
4.12 Comparatif des syste`mes de re´fe´rence pour les amorces adtp. . . . 61
4.13 Comparatif des syste`mes de re´fe´rence pour la post-optimisation. . . 62
4.14 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . 63
4.15 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . 65
4.16 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . 65
4.17 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . 66
4.18 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . 67
x4.19 Comparatif des explorations late´rales-descendantes des espaces de
recherche. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
I.1 Scores bleu pour la traduction du franc¸ais vers l’anglais sans mode`le
de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii
I.2 Scores bleu pour la traduction du franc¸ais vers l’anglais avec mode`le
de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii
I.3 Scores bleu pour la traduction de l’anglais vers le franc¸ais sans
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xviii
I.4 Scores bleu pour la traduction de l’anglais vers le franc¸ais avec
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xviii
I.5 Scores bleu pour la traduction de l’espagnol vers l’anglais sans
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xviii
I.6 Scores bleu pour la traduction de l’espagnol vers l’anglais avec
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xix
I.7 Scores bleu pour la traduction de l’anglais vers l’espagnol sans
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xix
I.8 Scores bleu pour la traduction de l’anglais vers l’espagnol avec
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xix
I.9 Scores bleu pour la traduction de l’allemand vers l’anglais sans
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xx
I.10 Scores bleu pour la traduction de l’allemand vers l’anglais avec
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xx
I.11 Scores bleu pour la traduction de l’anglais vers l’allemand sans
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xx
I.12 Scores bleu pour la traduction de l’anglais vers l’allemand avec
mode`le de langue inverse´. . . . . . . . . . . . . . . . . . . . . . . . . xxi
II.1 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . xxii
xi
II.2 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . xxiii
II.3 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . xxiv
II.4 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . xxv
II.5 Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase. . . . . . . . . . xxvi
LISTE DES FIGURES
2.1 Exemple d’une traduction monotone de l’anglais vers le franc¸ais. . . 15
2.2 Exemple d’une traduction avec distorsion de l’anglais vers l’allemand. 16
2.3 Courbe qui est fonction d’un espace de recherche en abscisse selon
un score en ordonne´e. . . . . . . . . . . . . . . . . . . . . . . . . . . 19
LISTE DES ALGORITHMES
3.1 Algorithme glouton pour la recherche locale . . . . . . . . . . . . . 24
3.2 Algorithme d’amorce gauche-droite : adtp-gd . . . . . . . . . . . . 26
3.3 Algorithme d’amorce par programmation dynamique . . . . . . . . 31
3.4 Algorithme de retrac¸age . . . . . . . . . . . . . . . . . . . . . . . . 32
LISTE DES ANNEXES
Annexe I : Re´sultats complets . . . . . . . . . . . . . . . . . . . . xvii
Annexe II : Exemples de traductions . . . . . . . . . . . . . . . . xxii
A` Julie et Madeleine.
REMERCIEMENTS
Je tiens premie`rement a` remercier mon directeur de recherche, Philippe Lan-
glais, sans qui ce me´moire et tout l’ouvrage qui lui est sous-jacent n’aurait pas e´te´
possible. Je tiens aussi a` remercier Alexandre Patry et Fabrizio Gotti, leur exper-
tise et savoir-faire, ainsi que les outils qu’ils mettent a` la disposition de tous au
RALI ont laisse´ des empreintes inde´le´biles sur mon travail. Merci a` Ste´phane et
Jean Vaucher, leurs conseils m’ont guide´ e´norme´ment dans ce long processus. Merci
a` ma famille et a` celle de ma fiance´e, sources de support ine´puisables. Finalement,
merci a` ma fiance´e Julie et a` ma fille Madeleine, leur pre´sence et leur patience sont
a` la racine de tout ce que j’ai pu accomplir au cours des deux dernie`res anne´es.
CHAPITRE 1
INTRODUCTION
La traduction statistique vise l’automatisation du processus de traduction d’une
langue naturelle vers une autre. Ceci peut eˆtre accompli en utilisant des techniques
d’intelligence artificielle. Ce chapitre consiste en une courte pre´sentation des fon-
dements historiques et the´oriques derrie`re ces techniques et de leur importance en
traduction statistique, suivie de l’e´laboration de la structure de ce me´moire. Nous
de´butons donc par un tre`s bref aperc¸u du domaine de l’intelligence artificielle.
1.1 De l’intelligence artificielle a` la traduction statistique
L’intelligence artificielle se veut une exte´riorisation des processus cognitifs hu-
mains. Elle ne prend pas racine dans les de´veloppements re´cents en informatique,
mais plutoˆt en Gre`ce antique. Par exemple, dans ses syllogismes, Aristote cherche a`
codifier les processus intellectuels qui permettent a` un individu d’affirmer ou d’in-
firmer une proposition. L’exemple 1.11 montre une formulation ce´le`bre. L’approche
derrie`re les syllogismes d’Aristote constitue ce qu’on appellera quelques deux mille
ans plus tard un algorithme d’intelligence artificielle.
Tous les hommes sont mortels
Socrate est un homme
Donc, Socrate est mortel
(1.1)
Au fil des sie`cles, a` l’aide de Descartes, Lovelace et Turing, pour n’en nom-
1Ce syllogisme, longtemps attribue´ a` Aristote, aurait e´te´ construit par Guillaume d’Ockham
lors du XIVe sie`cle, tel que rapporte´ par Vernant (1986). Aristote aurait plutoˆt propose´ la se´rie
d’e´nonce´s suivante :
Tous les hommes sont mortels
Tous les Grecs sont des hommes
Donc tous les Grecs sont mortels
2mer que quelques-uns, le concept de l’intelligence artificielle s’est graduellement
de´veloppe´, meˆme si on ne l’a pas nomme´ ainsi avant la deuxie`me moitie´ du XXe
sie`cle.
Aujourd’hui, quatre approches constituent les principaux courants de pense´e en
intelligence artificielle (Russell et Norvig, 2010). Un syste`me intelligent peut :
1. penser comme un humain
2. agir comme un humain
3. penser rationnellement
4. agir rationnellement
Les prochaines sous-sections e´talent l’ide´e ge´ne´rale derrie`re chacune de ces ap-
proches.
1.1.1 Penser comme un humain
Cette approche pre´conise le de´veloppement d’un syste`me qui suit le meˆme che-
minement cognitif que celui d’un humain lors de l’accomplissement d’une action.
Par exemple, avec GPS (General Problem Solver), Newell et Simon (1963) cher-
chaient non seulement a` de´velopper un programme capable d’effectuer des taˆches
de re´solution de proble`mes, mais aussi de construire des the´ories sur la pense´e
humaine. Dans le cadre de cette me´thodologie ou` l’on conc¸oit l’humain lui-meˆme
comme un ordinateur, on cherche donc a` cre´er des « machines avec des esprits »
(Haugeland, 1989).
1.1.2 Agir comme un humain
Pour les tenants de cette approche, l’important est d’arriver a` performer comme
un humain lorsque confronte´ a` une taˆche cognitive. Le test de Turing (1950)
est un examen auquel on soumet un syste`me d’intelligence artificielle (IA) pour
de´terminer s’il est ve´ritablement intelligent selon cette perspective. Cet examen est
constitue´ d’une panoplie de taˆches cognitives qu’un interrogateur humain demande
a` un syste`me intelligent d’accomplir. Dans le cas ou` l’interrogateur ne peut pas
3de´terminer si l’interroge´ est humain ou non, on dit que le syste`me a re´ussi le test.
A` ce jour, aucun syste`me artificiellement intelligent n’a pu accomplir cet exploit.
1.1.3 Penser rationnellement
Cette branche de l’IA, que l’on nomme parfois branche logiciste, a beaucoup
apporte´ au domaine en « mettant l’accent sur le roˆle central du contenu mental et
d’un vocabulaire repre´sentatif », e´labore Birnbaum (1991), tel que cite´ par Kirsh
(1991). Les syllogismes e´voque´s pre´ce´demment sont un bel exemple de cette voie.
Par contre, il est difficile d’y repre´senter l’incertitude. De plus, l’exhaustivite´ ca-
racte´ristique de cette approche peut exce´der les capacite´s computationnelles de
tout ordinateur (Russell et Norvig, 2010).
1.1.4 Agir rationnellement
Cette approche de´finit rationalite´ comme e´tant une de´marche consistante, selon
une conduite prescrite. On cherche donc a` cre´er un syste`me d’IA dont le compor-
tement correspond a` cette de´finition. Face a` un proble`me qu’il doit re´soudre, un
tel syste`me prend toujours la meilleure de´cision possible e´tant donne´ sa connais-
sance du proble`me (Russell et Norvig, 2010). Ceci ouvre la porte a` la gestion de
l’incertitude et, par extension, la re´solution de proble`mes pour lesquels il est diffi-
cile de fournir une mode´lisation satisfaisante, ainsi que la re´solution de proble`mes
intraitables, comme les proble`mes NP-complets.
1.1.5 Et la traduction statistique ?
La traduction statistique en ge´ne´ral, et plus particulie`rement telle que nous
l’effectuons graˆce au syste`me qui est le sujet de notre e´tude, s’ancre entie`rement
dans le paradigme de l’action rationnelle. Elle se base sur une approche nomme´e
apprentissage machine (Russell et Norvig, 2010). Celle-ci exige qu’on effectue des
observations quantifiables sur le comportement langagier humain en traduction afin
de de´velopper une strate´gie informe´e vis-a`-vis de l’univers a` l’inte´rieur duquel un
4syste`me de traduction statistique devra agir rationnellement.
Dans le cadre de notre travail, l’action rationnelle sur laquelle nous nous concen-
trons est l’e´tape de recherche en traduction statistique. Cette dernie`re repre´sente
un proble`me NP-complet (Knight, 1999) lorsqu’on permet la distorsion, phe´nome`ne
que l’on de´crira au chapitre 2. Russell et Norvig (2010) expliquent que les algo-
rithmes de recherche locale me`nent a` des solutions tout a` fait raisonnables la` ou`
des algorithmes optimaux s’ave`rent trop dispendieux sur le plan computationnel
pour la re´solution de tels proble`mes.
Nous croyons qu’a` l’aide de la recherche locale, il est possible de re´parer les
erreurs pouvant s’infiltrer durant l’exploration de l’espace de recherche, taˆche ar-
due lors de l’exploration de l’espace des pre´fixes par l’entremise d’un faisceau.
De plus, cette dernie`re, une approche a` l’e´tat de l’art en traduction statistique,
rend extreˆmement difficile l’incorporation de mode`les globaux ne´cessitant des solu-
tions comple`tes. Ce proble`me est contourne´ en recherche locale puisqu’une solution
comple`te est disponible a` tout moment.
Nous de´sirons montrer qu’en se basant sur une heuristique de recherche locale,
soit un algorithme glouton, on peut contourner certains couˆts (Russell et Norvig,
2010) lie´s a` la traduction statistique et permettre une flexibilite´ que nous jugeons
ne´cessaire, tout en assurant la qualite´ des sorties produites.
1.2 Structure du me´moire
Le chapitre 2 constitue un e´tat de l’art en traduction statistique. Dans ce cha-
pitre, nous identifions quels sont les principaux de´fis de la traduction statistique,
ainsi que les fondements mathe´matiques qui nous permettent de les relever. De
plus, nous y avons inclus notre proble´matique ainsi qu’une description de la the´orie
derrie`re l’approche que nous adoptons afin de tenter de la re´soudre. Dans le cha-
pitre 3, nous discutons des de´tails algorithmiques de notre approche. Au chapitre
4 figurent les particularite´s de notre imple´mentation. Ceci nous permet de mieux
contextualiser les expe´riences et les re´sultats qui font objet de discussion dans ce




La traduction, au sens large, implique de transformer une se´quence de mots
appartenant a` une langue source en une se´quence de mots dans une langue cible,
tout en conservant le sens original de cette se´quence. Cette taˆche est mille´naire
et se trouve a` la base de toute interaction, culturelle ou commerciale, entre deux
groupes ne communiquant pas dans la meˆme langue.
Les premiers efforts d’automatisation de ce processus datent de 1933. Artsrouni
et Trojanskij, de France et de Russie respectivement, de´veloppe`rent inde´pendam-
ment l’un de l’autre des machines qui servaient, entre autres, de dictionnaires
me´caniques, mais aussi a` la traduction. En 1946, la traduction automatique aura
droit a` ses premie`res interactions avec un outil qui lui donnera e´ventuellement ses
lettres de noblesse : l’ordinateur (Hutchins, 2001). C’est ce dernier qui permettra
de ge´rer les calculs ne´cessaires pour le bon fonctionnement de tout syste`me de
traduction automatique, statistique ou autre.
Dans ce chapitre, nous pre´sentons en premier lieu les fondements mathe´matiques
derrie`re la traduction statistique, suivis de notre proble´matique. A` la fin du cha-
pitre, nous proposons le contexte the´orique derrie`re la solution que nous envisa-
geons.
2.2 Fondements mathe´matiques
Supposons que nous voulons traduire une se´quence de mots, par exemple une
phrase, du franc¸ais vers l’anglais. Nommons la phrase franc¸aise f et la phrase
anglaise e. En traduction statistique, ceci est possible en ne faisant appel a` aucune
connaissance langagie`re formelle telle la grammaire, la syntaxe ou la se´mantique.
Dans ce cas, il est clair que toutes les se´quences e appartenant a` l’anglais sont des
7traductions potentielles de f (Brown et al., 1993). Nous associons donc un nombre,
soit Pr(e|f), qui repre´sente la probabilite´ conditionnelle d’obtenir la traduction e,




Nommons eˆ la se´quence de mots e qui maximise l’e´quation 2.1. E´tant donne´





L’e´quation 2.2 met en relief les trois de´fis de la traduction statistique (Brown
et al., 1993), soit :
1. Mode´liser la langue : Pr(e).
2. Mode´liser la traduction : Pr(f|e).




Les trois sections suivantes sont un bref aperc¸u des mesures qu’ont de´ja` prises
certains chercheurs afin de relever ces de´fis.
2.3 Mode`les de langue
Un mode`le de langue est la description d’une langue (Chen, 1996). Il existe
deux principales e´coles de pense´e quant a` la nature de cette description, soit :
1. La tradition linguistique qui veut que la langue soit mode´lise´e de manie`re
de´terministe.
2. La tendance plus re´cente qui e´vacue la linguistique formelle, se fiant plutoˆt a`
des mode`les probabilistes ayant comme unite´ de base le n-gram.
8Nous nous concentrons ici sur cette dernie`re. Nous expliquons en premier lieu
ce qu’est un n-gram, et de´crivons brie`vement son utilisation dans un mode`le de
langue probabiliste ainsi que le lissage de ce dernier afin de ge´rer l’incertitude.
2.3.1 N-gram
Un mode`le n-gram est constitue´ de se´quences de n mots et attribue une pro-
babilite´ a` chacune d’entre elles. Tel que le font Chen et Goodman (1998), nous
introduisons ce concept a` l’aide d’un mode`le bi-gram, c’est-a`-dire ou` n = 2.
Imaginons une se´quence s constitue´e des mots w1...wl. La probabilite´ de cette
se´quence, note´e p(s), est exprime´e a` l’aide de l’e´quation 2.3.




Chen et Goodman (1998) se basent sur le travail de Markov (1913) afin d’ef-
fectuer l’approximation voulant que pour le bi-gram, la probabilite´ d’un mot ne
de´pende que du contexte fourni par le mot qui le pre´ce`de dans s. L’e´quation 2.4
repre´sente cette approximation. On la nomme approximation markovienne et elle
est d’ordre n − 1. Par exemple, dans ce cas-ci, l’ordre de l’approximation marko-








Lorsqu’on conditionne la probabilite´ de wi a` l’aide de plus qu’uniquement le
mot qui le pre´ce`de, donc ou` n > 2, on peut ge´ne´raliser l’approximation de´crite a`








Au tableau 2.1, nous avons cre´e´ quelques exemples fictifs d’e´le´ments d’un mode`le
9N-gram Probabilite´
le chat est noir fonce´ 0.000005
le chat noir est fonce´ 0.000004
le chat fonce´ est noir 0.000002
Tableau 2.1 – Exemples d’e´le´ments d’un mode`le n-gram.
n-gram simpliste ou` n = 5, afin d’illustrer plus concre`tement a` quoi ressemble un
tel mode`le. Les nombres dans la deuxie`me colonne repre´sentent la vraisemblance
des se´quences correspondantes dans la premie`re.
2.3.2 Entraˆınement et lissage
Nous avons maintenant un mode`le pour e´valuer la probabilite´, ou vraisemblance,
d’une se´quence de mots. On peut calculer cette probabilite´, soit p(wi|h), a` l’aide de
la fre´quence relative de wi par rapport a` l’historique h selon l’e´quation 2.6, inspire´e




On baˆtit le mode`le a` l’aide d’un texte de grande taille que l’on nomme corpus
d’entraˆınement en utilisant l’e´quation 2.6 pour estimer la probabilite´ de chaque
n-gram qui s’y trouve. On peut ensuite utiliser ce mode`le afin d’e´valuer la vraisem-
blance de se´quences de mots dans de nouveaux textes. Ceci fonctionne tre`s bien
si le n-gram pour lequel on veut calculer la probabilite´ a e´te´ vu dans le corpus
d’entraˆınement. Par contre, en pratique, on cherche souvent a` estimer la vraisem-
blance d’un n-gram qui n’apparaˆıt pas dans le corpus ayant servi a` l’entraˆınement
du mode`le de langue, meˆme si ce dernier peut contenir jusqu’a` des millions de n-
grams. On doit alors re´partir la masse de probabilite´ de sorte a` attribuer une valeur
a` ces n-grams inconnus du mode`le. Ceci se nomme le lissage. Plusieurs techniques
ont e´te´ propose´es, entre autres par Good (1953), Katz (1987) et Kneser et Ney






Tableau 2.2 – Exemples de couples de mots sources et cibles d’un mode`le IBM.
que celle propose´e par Kneser et Ney (1995) est hautement satisfaisante. C’est elle
que nous utilisons pour entraˆıner les mode`les de langue dans nos expe´riences.
2.4 Mode`les de traduction
Nous arrivons maintenant a` la deuxie`me partie de l’e´quation 2.2 : le mode`le de
traduction, soit celui qui nous fournira Pr(f|e). Dans cette section, nous de´taillons
brie`vement les e´tapes menant a` la construction d’un tel mode`le.
Reprenons tout d’abord la de´claration du de´but de cette section, celle qui stipule
que toute se´quence dans une langue cible est une traduction possible d’une se´quence
quelconque dans une langue source. On associe une probabilite´ a` chacune de ces
traductions, i.e. Pr(f|e). Un choix judicieux dans la distribution de ces probabilite´s
permet d’obtenir des traductions de qualite´ (Brown et al., 1993). On y arrive,
entre autre, en e´valuant la probabilite´ de traduction d’une se´quence de ze´ro, un ou
plusieurs mots de la langue source vers une se´quence de ze´ro, un ou plusieurs mots
de la langue cible. On nomme ces se´quences des segments1.
Un mode`le de traduction a` base de segments ou mbs2 est compose´ de paires
de segments (f|e) extraits de manie`re heuristique (Koehn et al., 2003) a` partir de
mode`les d’alignements IBM au niveau des mots (Brown et al., 1993). Le tableau 2.2
montre quelques exemples fictifs d’e´le´ments d’un mode`le IBM ou` un mot source, par
exemple « chat » est traduit par « cat » selon une probabilite´ de 0.57. La dernie`re
1Dans la litte´rature, on utilise souvent le mot phrase pour re´fe´rer a` des segments. Nous
pre´fe´rons l’utilisation du terme segment a` celle de phrase afin d’e´viter l’ambigu¨ıte´ cre´e´e par
la coexistence de la de´finition plus courante de cette dernie`re, soit la fonction grammaticale du
meˆme nom.
2Nomme´ Phrase Based Model (PBM) en anglais.
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Source Cible Probabilite´
le chat noir the black cat 0.61
le chat noir the cat 0.22
le chat noir cat 0.13
le chat noir black 0.04
Tableau 2.3 – Exemples de couples de segments sources et cibles d’un mbs.
ligne du tableau 2.2 repre´sente une faute d’orthographe observe´e une ou plusieurs
fois lors de l’entraˆınement. Nous l’avons inse´re´e dans le tableau afin de montrer
que la qualite´ d’un mode`le de traduction de´pend de la qualite´ du texte sur lequel
il a e´te´ entraˆıne´. Ceci se fait sur un bitexte de taille imposante. Un bitexte est un
corpus compose´ de deux textes ou` chaque phrase d’un des textes est en relation
de traduction avec la phrase a` la position correspondante dans l’autre texte et
vice-versa. L’information relative a` un couple de segments dans un mbs peut eˆtre
repre´sente´e tel qu’au tableau 2.3 qui indique de manie`re fictive que « the black cat »
a une probabilite´ de 0.61 d’eˆtre la traduction de « le chat noir ». Tel qu’on peut le
voir dans ce tableau, il n’est pas impossible qu’un meˆme segment soit traduit par
plusieurs segments diffe´rents. Il est courant qu’un mbs soit compose´ de dizaines
de millions de couples de segments en relation de traduction. C’est pourquoi il est
d’une importance primordiale de relever le troisie`me de´fi de la traduction statistique
a` l’aide d’un algorithme effectuant un choix parmi les e´le´ments d’un mbs de manie`re
efficace. Ce de´fi est la recherche.
2.5 Recherche
Explorer l’espace de recherche ge´ne´re´ par la traduction statistique demeure
une taˆche pour laquelle un algorithme universellement consensuel n’existe pas. En
fait, en l’absence de contraintes re´alistes, cette taˆche constitue un proble`me NP-
complet. La recherche prend naissance dans l’interaction entre le mode`le de langue
et le mbs, se formalisant a` l’aide de l’expression argmax
e
Pr(e)Pr(f|e). Comme nous
avons vu dans les sections pre´ce´dentes que les tailles du mode`le de langue et du
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mbs peuvent eˆtre imposantes, cette interaction peut ge´ne´rer un espace de recherche
potentiellement e´norme. C’est pourquoi l’efficacite´ est un facteur de´terminant dans
tout syste`me de traduction statistique lors de cette e´tape cruciale. Il est impor-
tant de noter que par efficacite´, nous de´signons autant la capacite´ d’arriver a` une
solution satisfaisante que la performance au niveau du temps d’exe´cution et de l’es-
pace me´moire afin d’arriver a` cette solution. L’e´tape de la recherche en traduction
statistique se nomme couramment le de´codage.
Dans un premier lieu, nous pre´sentons le de´codage par exploration de l’espace
des pre´fixes a` l’aide de la programmation dynamique. Nous de´bouchons ensuite sur
une bre`ve explication des concepts de faisceau (beam) et de distorsion, menant a`
notre proble´matique et les fondements derrie`re l’approche que nous avons retenue
afin de la re´soudre.
2.5.1 Exploration de l’espace des pre´fixes par programmation dyna-
mique
Toute approche par programmation dynamique (PD) implique une mode´lisation
re´cursive du proble`me que l’on essaie de re´soudre. Notons Q(i, j, ei) la probabilite´
de la solution partielle ei1 (Tillman et al., 1997) :
• i repre´sente la dernie`re position dans la solution partielle, ou` 1 ≤ i ≤ I et I
est inconnu pour l’instant.
• j repre´sente la dernie`re position dans la phrase source ayant e´te´ traduite ou
couverte3 par la traduction e, ou` 1 ≤ j ≤ J et J = |f|.
• ei est le dernier ajout a` la phrase cible lors de l’e´tape pre´ce´dente.
A` l’aide de cette de´finition, on comprend que toute solution partielle est le
pre´fixe d’une solution finale potentielle. L’espace de recherche est donc l’espace
ge´ne´re´ par tous les pre´fixes possibles pour une traduction de f. On navigue dans cet
espace jusqu’a` ce qu’on trouve un pre´fixe eˆ qui couvre la phrase source entie`rement
3Par couverture, on de´signe ge´ne´ralement le nombre de mots de la phrase source qui sont
traduits par des mots dans la phrase cible.
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et qui maximise une re´cursion semblable4 a` celle de´crite dans l’e´quation 2.7, adapte´e
de celle pre´sente´e par Nießen et al. (1998).
Q(i, j, ei) = max {p(ei|ei−11 ) · p(fj|ei) ·Q(i− 1, j′, ei−1)} (2.7)
Note : j′ est la dernie`re position couverte dans la phrase source lorsqu’on retire ei
Un de´savantage lie´ a` ce type de recherche est qu’il est difficile d’incorporer des
mode`les globaux qui ne´cessitent une traduction comple`te puisqu’elle n’est dispo-
nible qu’a` la toute fin. Cependant, un avantage certain est de toujours avoir acce`s
aux pre´fixes de solutions partielles. On peut donc se´lectionner un pre´fixe qui me`ne
vers une meilleure solution. Ce qui s’apparente a` effectuer des modifications ailleurs
qu’a` l’endroit ou` l’on a concate´ne´ le dernier segment. Nous nommons ce type de
modification une correction non-continue. Par contre, ce retour en arrie`re com-
porte le risque de faire exploser le temps et l’espace de calcul exponentiellement
(Nießen et al., 1998). L’utilisation d’un faisceau, tel que le fait moses (Koehn et al.,
2007),permet de corriger cette faˆcheuse conse´quence.
2.5.2 Faisceau
Le de´codage par faisceau est une technique d’e´lagage qui vise a` e´liminer les
solutions partielles dont la probabilite´, ou score, est tre`s infe´rieure a` celle de la
meilleure solution partielle trouve´e a` date. L’e´lagage peut se faire de deux manie`res
(Koehn, 2004), soit par seuillage, soit par histogrammes.
L’e´lagage par seuillage se fait selon une certaine proportion du score sˆ du
meilleur pre´fixe. Par exemple, si le score s d’une solution se trouve a` eˆtre supe´rieur
ou e´gal a` αsˆ, on conserve ce pre´fixe, autrement, on l’e´limine. L’e´lagage par histo-
grammes est plus simple encore, on ne garde que les n meilleurs pre´fixes. Les autres
sont e´carte´s. Des valeurs typiques pour α et n sont 0.001 et 1000, respectivement
(Koehn, 2004).
4Nous utilisons le mot « semblable », car plusieurs approches existent pour ce type de de´codage,
chacune ayant ses particularite´s.
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I want to drink a glass of milk.
Je veux boire un verre de lait.
Figure 2.1 – Exemple d’une traduction monotone de l’anglais vers le franc¸ais.
La recherche a` l’aide d’un faisceau aide a` re´duire le temps et l’espace de cal-
cul, mais implique que le retour en arrie`re vers la plupart des pre´fixes devient
impossible, puisqu’ils ont e´te´ e´lague´s. Ainsi, la solution globalement optimale, au
sens des mode`les, peut ne jamais eˆtre conside´re´e. En d’autres mots, l’utilisation de
cette technique d’e´lagage dans le de´codage par PD retire a` ce dernier sa proprie´te´
d’optimalite´.
2.5.3 Distorsion
Un aspect de la traduction statistique passe´ sous silence jusqu’a` date dans
ce texte est la distorsion, caracte´ristique des traductions non-monotones. Avant
d’en discuter, de´finissons d’abord la monotonie. Une traduction est dite monotone
lorsque les segments cibles sont dans le meˆme ordre dans la phrase cible que sont
les segments sources qu’ils traduisent le sont dans la phrase source. Prenons par
exemple la figure 2.1. Chaque segment cible est dans le meˆme ordre dans la phrase
cible que sa contrepartie l’est dans la phrase source. A` l’oppose´, la figure 2.2 montre
une phrase source et une phrase cible dont les segments en relation de traduction ne
sont pas dans le meˆme ordre dans leur phrase respective. En traduction statistique,
on nomme distorsion le processus par lequel on tente de reproduire ce phe´nome`ne.
La distorsion entre deux phrases en relation de traduction est donc parfois
ne´cessaire lorsque la langue source et la langue cible pre´sentent des particularite´s
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I want to drink a glass of milk.
Ich möchte ein glas milch trinken.
Figure 2.2 – Exemple d’une traduction avec distorsion de l’anglais vers l’allemand.
syntaxiques diffe´rentes. Par exemple, comme on peut voir a` la figure 2.2, l’allemand
et le franc¸ais ne placent pas toujours le verbe au meˆme endroit dans la phrase. Une
bonne traduction d’une de ces langues vers l’autre doit, en the´orie, tenir compte
de ce fait.
Il existe plusieurs manie`res de mode´liser cette distorsion. Dans nos expe´riences,
nous nous tenons a` un mode`le qui comptabilise la distance en mots d’un segment
par rapport a` sa position originale dans la phrase source.
2.5.4 Pe´nalite´ selon la taille de la phrase
Certains syste`mes de traduction, tels pharaoh et moses, pe´nalisent une tra-
duction selon le nombre de mots qui la composent. Ceci est un moyen d’assurer
que la phrase cible, la traduction, ne soit « ni trop longue, ni trop courte » (Koehn,
2010), mais d’une longueur caracte´ristique pour le passage de la langue source a` la
langue cible.
2.5.5 Calibrage
Tel que nous l’avons vu dans la section 2.2, un de´codeur de traduction statistique
doit maximiser l’interaction entre le mode`le de langue et le mode`le de traduction,
selon l’e´quation argmax
e
Pr(e)Pr(f|e). Il y a ge´ne´ralement quelques ajouts, comme
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la distorsion et la pe´nalite´ selon la taille de la phrase. Par exemple, le de´codeur 5
de moses maximise l’e´quation 2.8 (Koehn, 2010).
p(e|f) = p(f|e)α · p(e)β · distorsion(e|f)γ · exp(|e| · δ) (2.8)
Il est a noter qu’en traduction statistique, il est courant d’utiliser des log-
probabilite´s afin de travailler avec des valeurs plus digestes sur le plan computa-
tionnel. L’e´quation 2.8 devient donc l’e´quation 2.9 a` l’aide du logarithme naturel.
ln p(e|f) = α ln p(f|e) + β ln p(e) + γ ln distorsion(e|f) + δ|e| (2.9)
On doit donc calibrer les valeurs de α, β, γ et δ afin d’obtenir des traductions
de qualite´ sur une assez grande quantite´ de phrases sources a` traduire. On nomme
l’ensemble de ces dernie`res corpus de de´veloppement6. Ceci peut se faire de plu-
sieurs manie`res. Pour moses, il est courant d’utiliser mert, ou Minimum Error
Rate Training, (Och, 2003). On veut minimiser le nombre d’erreurs dans une tra-
duction ge´ne´re´e par un syste`me de traduction statistique vis-a`-vis d’une traduction
re´fe´rence. En traduction statistique, on e´value souvent cette erreur a` l’aide de la
me´trique bleu.
Un score bleu se fonde sur le nombre de n-grams qu’ont en commun une
traduction a` e´valuer et une ou plusieurs traductions re´fe´rences. Papineni et al.
(2002) montrent que cette me´trique a une corre´lation forte avec une e´valuation
humaine.
2.6 Proble´matique
La recherche d’une traduction de probabilite´ maximale selon les mode`les de
langue et de traduction (argmax
e
Pr(e)Pr(f|e)) est un proble`me NP-complet (Knight,
1999) de`s lors que la traduction n’est pas monotone. Nous avons vu dans la sec-
tion 2.5 que l’exploration de l’espace des pre´fixes par PD rend difficile l’inte´gration
5Syste`me qui effectue le de´codage.
6Development set en anglais.
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de mode`les ne´cessitant une traduction comple`te. De plus, bien que performante
sur le plan de la qualite´ des traductions, cette approche est couˆteuse en espace
me´moire et en temps d’exe´cution a` cause de son haut niveau de complexite´. Nous
avons e´galement vu qu’il existe des strate´gies pour reme´dier a` la situation, tel le
de´codage par faisceau utilise´ par moses. Par contre, en pratique, une approche
par faisceau ne´cessite de conside´rer un nombre important d’hypothe`ses avant de
proce´der a` l’e´lagage. De plus, cet e´lagage limite la capacite´ de retourner en arrie`re
afin de se´lectionner un meilleur pre´fixe, c’est-a` dire d’effectuer des corrections non-
continues. La conse´quence est claire : ce type de recherche est sous-optimal. Pour
ces raisons, nous pensons que d’utiliser une alternative a` l’exploration de l’espace
des pre´fixes par PD pour la recherche en traduction statistique est souhaitable. Au
chapitre 1, nous avons brie`vement mentionne´ que selon Russell et Norvig (2010), la
recherche locale repre´sente une telle alternative. La section 2.7 est de´die´e a` la des-
cription de la me´ta-heuristique de la recherche locale et d’une de ses instanciations :
l’algorithme glouton.
2.7 Recherche locale
Pour certains proble`mes en intelligence artificielle, trouver la solution a` un
proble`me implique de connaˆıtre les diffe´rentes e´tapes qui ont mene´ a` cette so-
lution, comme par exemple, le mouvement des pie`ces aux e´checs ou le chemin que
se fraie un robot a` travers un parcours. Dans ces situations, le point d’arrive´e n’est
pas la solution totale, cette dernie`re doit pre´ciser les choix qui l’ont ge´ne´re´e. Ceci
n’est pas le cas en traduction statistique. Une fois la solution finale obtenue, le
chemin ayant e´te´ suivi pour y arriver est sans importance. La recherche locale est
une me´ta-heuristique qui convient parfaitement a` ce type de proble`me.
Un algorithme de recherche locale repre´sente la ou les solutions interme´diaires
sous forme d’e´tats. On voyage dans l’espace de recherche par incre´ment, dans le
voisinage de l’e´tat courant. Selon Russell et Norvig (2010), ce type d’approche











Figure 2.3 – Courbe qui est fonction d’un espace de recherche en abscisse selon un
score en ordonne´e.
1. Il utilise un espace me´moire habituellement petit, sinon constant.
2. Il peut mener a` des solutions satisfaisantes lorsque face a` des espaces de
recherche ou` l’utilisation d’algorithmes optimaux est impraticable.
Contrairement a` un algorithme optimal qui vise toujours la solution globalement
maximale, un algorithme de recherche locale vise simplement une solution maxi-
male, qu’elle le soit globalement ou localement (Russell et Norvig, 2010). E´lucidons
ce point a` l’aide de la figure 2.37, ou` l’on peut voir la topologie simpliste d’un espace
de recherche fictif. Les principales entite´s du paysage sont les suivantes :
– Maximum global : Le point le plus haut.
– Maximum local : Un sommet par rapport aux environs imme´diats.
– Plateau : Maximum, local ou global, ou` les environs sont a` la meˆme altitude.
On peut observer dans la figure 2.3 qu’en allant de la gauche vers la droite, le
premier sommet repre´sente un maximum local, le deuxie`me le maximum global et
7Cette figure a e´te´ inspire´e de celle fournie par Russell et Norvig (2010).
19
le dernier, un plateau.
2.7.1 Algorithme glouton
Germann et al. (2001) et Germann (2003) ont imple´mente´ un algorithme de
recherche locale pour l’e´tape de de´codage en traduction statistique. Plus spe´cifique-
ment, ils ont imple´mente´ un algorithme glouton, type d’algorithme appartenant a`
la famille des heuristiques de recherche locale. Un algorithme glouton est nomme´
ainsi, car a` chaque e´tape lors de l’exploration de l’espace de recherche, on choisit
toujours le meilleur e´tat voisin, sans chercher plus loin, tel un glouton devant un
buffet compose´ de ses mets pre´fe´re´s.
Germann et al. (2001) et Germann (2003) amorcent leur algorithme glouton, une
traduction comple`te initiale qu’ils nomment gloss et que nous nommons amorce. Ils
obtiennent cette dernie`re en traduisant chaque mot de la phrase source par le mot
le plus probable dans la langue cible, selon un mode`le de traduction base´ sur les
mots. Ils ont ensuite mis a` la disposition de leur de´codeur une suite d’ope´rations
de transformation que devra subir l’amorce. L’amorce transforme´e ayant la plus
grande probabilite´ est retenue et celle-ci devient le nouvel e´tat courant. Ensuite,
on re´ite`re jusqu’a` ce qu’on ne puisse plus trouver un meilleur e´tat dans le voisinage.
L’e´tat re´sultant est la solution finale.
2.7.2 Points de de´part
Une autre e´quipe, celle de Langlais et al. (2007), a base´ un syste`me de traduction
sur un de´codeur glouton. Comme Germann et al. (2001) et Germann (2003), ils
ont e´labore´ une me´thode de cre´ation d’amorce leur permettant de de´marrer leur
algorithme glouton. Toujours comme Germann et al. (2001) et Germann (2003), ils
ont cre´e´ une batterie de fonctions de voisinage leur permettant de transformer des
traductions afin de ge´ne´rer un voisinage. Une des diffe´rences fondamentales entre
le travail de Langlais et al. (2007) et ceux de Germann et al. (2001) et Germann
(2003) est qu’alors que ces derniers utilisent un mode`le de traduction a` base de
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mots, Langlais et al. (2007) font usage d’un mode`le a` base de segments (mbs). La
traduction statistique a` base de segments produit de meilleures traductions que la
traduction a` base de mots (Koehn, 2004).
Nous croyons qu’un des facteurs de´terminants de la recherche locale est la qua-
lite´ de l’amorce. Langlais et al. (2007) ont imple´mente´ un seul type d’amorce. Selon
nous, ceci est insuffisant, car nous ne disposons d’aucun re´sultat e´valuant l’impact
des diffe´rences entre amorces. Un des buts de nos expe´riences est de combler ce
de´ficit.
Une caracte´ristique distinguant la recherche locale de l’exploration de l’espace
des pre´fixes par faisceau est que les transformations re´sultant de l’application de
fonctions de voisinage permettent d’effectuer des corrections non-continues, c’est-a`-
dire de transformer n’importe quel segment de l’hypothe`se, et ce, sans avoir recours
a` un faisceau. On peut donc corriger une ou des erreurs pouvant s’eˆtre infiltre´es
a` n’importe quel instant lors du de´codage. Dans nos expe´riences, nous ve´rifions
si notre approche peut corriger les erreurs produites par moses en utilisant notre
de´codeur comme outil de post-optimisation.
Une autre caracte´ristique qui, selon nous, distingue la recherche locale en tra-
duction statistique est la disponibilite´ d’une traduction comple`te a` tout moment.
Ceci nous permet d’incorporer certains mode`les globaux a` notre de´codeur qui sont
difficiles a` inte´grer dans un de´codeur qui explore l’espace des pre´fixes par faisceau.
Prenons par exemple un mode`le de langue inverse´. Celui-ci rend la probabilite´ d’un
mot e´tant donne´ les n−1 mots qui le suivent, donc un n-gram, mais inverse´. Ayant
acce`s a` une phrase comple`te lors du de´codage, on peut facilement inte´grer un tel
mode`le a` notre processus de recherche. Ceci a e´te´ teste´ de manie`re limite´e par
Langlais et al. (2007). Nous de´sirons approfondir l’e´tude de ce type de mode`le.
Cette dernie`re caracte´ristique met l’accent sur un point qui est l’avantage le
plus certain de la recherche locale en traduction statistique, soit la disponibilite´
d’une traduction comple`te tout au long de la recherche. On peut donc arreˆter la
recherche a` n’importe quel point en ayant l’assurance d’obtenir une traduction de
la phrase source dans son entie`rete´.
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2.7.3 Objectifs
Nous pensons qu’une approche base´e sur une heuristique de recherche locale
peut offrir des avantages en temps d’exe´cution et dans l’utilisation d’espace me´moire.
Cre´er un de´codeur performant qui utilise la recherche locale demeure tout de meˆme
une taˆche difficile, car si l’utilisation d’un faisceau risque d’e´laguer l’e´tat qui pour-
rait mener a` une solution globalement optimale, rien dans une approche utilisant
un algorithme glouton nous ame`ne a` confirmer que nous amorc¸ons la recherche a`
un endroit approprie´. Autrement dit, la solution risque de ne jamais eˆtre compa-
rable en qualite´ a` celle pouvant eˆtre produite par une approche utilisant la PD
pour explorer l’espace des pre´fixes a` l’aide d’un faisceau.
Nous croyons tout de meˆme que la recherche locale peut freiner les inconve´nients
de cette dernie`re, autoriser les retours en arrie`re en effectuant des corrections
de manie`re non-continue et permettre l’incorporation de mode`les globaux presque
inutilisables en explorant l’espace des pre´fixes, tout en produisant des traductions
de qualite´.
Notre but est donc de nous baser sur les travaux de Langlais et al. (2007), mais
d’aller plus loin. En particulier, nous nous comparons a` un de´codeur a` l’e´tat de
l’art, moses, afin d’effectuer une e´tude syste´matique a` l’aide de mode`les e´galement
a` l’e´tat de l’art, tout en introduisant de nouveaux types d’amorces et de nouvelles
fonctions de voisinage.
Les de´tails de nos algorithmes et de leur imple´mentation dans notre de´codeur
sont spe´cifie´s aux chapitres 3 et 4 respectivement.
CHAPITRE 3
ME´THODES
Nous de´crivons ici le fonctionnement interne de notre de´codeur dont les trois
composantes principales sont les suivantes :
1. Algorithme glouton
2. Cre´ation d’amorces
3. Fonctions de voisinage
Dans les trois sections qui suivent, nous pre´sentons ces aspects en profondeur.
3.1 Algorithme glouton
Au coeur de notre de´codeur est un algorithme glouton qui prend en entre´e une
phrase a` traduire. La fonction amorcer re´fe`re a` un processus que nous de´crivons
en de´tail dans la section 3.2. C’est cette dernie`re fonction qui nous donne une
traduction de de´part, l’amorce. Nous appellons hypothe`se l’e´tat courant de notre
recherche pour la traduction d’une phrase source donne´e. L’algorithme transforme
cette hypothe`se a` l’aide d’une se´rie de fonctions de voisinage. Il est a` noter que
nous n’appliquons qu’une seule fonction a` la fois. Nous en e´valuons ensuite l’effet
a` l’aide de la fonction e´valuer qui fait re´fe´rence a` une fonction de score que nous
de´crivons dans la sous-section 3.1.1. Apre`s avoir essaye´ toutes les fonctions de
voisinage individuellement, nous retenons la meilleure transformation pour l’e´tape
en cours. Nous recommenc¸ons ensuite jusqu’a` ce qu’aucune ame´lioration du score
de l’hypothe`se ne soit observe´e. Le pseudo-code de l’algorithme 3.1 de´crit les de´tails
de ce processus.
3.1.1 Fonction de score
Dans l’algorithme 3.1 la fonction e´valuer fait re´fe´rence a` une fonction de score,
celle que l’on cherche a` maximiser. Notre de´codeur utilise une fonction d’e´valuation
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Algorithme 3.1 Algorithme glouton pour la recherche locale
Require: S, une phrase a` traduire
hypothe`se courante← amorcer(S)
score courant← e´valuer(hypothe`se courante)
loop
score initial← score courant
for all hypothe`se ∈ voisinage(hypothe`se courante) do
score voisinage← e´valuer(hypothe`se)
if score voisinage > score courant then




if score courant = score initial then
return hypothe`se courante
else
hypothe`se courante← meilleure hypothe`se
end if
end loop
d’hypothe`se similaire a` celle utilise´e par moses (Koehn et al., 2007). On cherche a`
maximiser la combinaison log-line´aire des mode`les a` l’aide de l’e´quation 3.1.
Score(f, e) = λlm ln plm(e) +





– λlm est le poids qui est associe´ a` ln plm(e), la log-probabilite´ dans la langue
cible de e selon le mode`le de langue lm.
– λtm est le poids qui est associe´ a` ln ptm(e|f), le score1 de la traduction de f
par e selon le mode`le de traduction tm.
– λw| e | est la pe´nalite´ (ou re´compense) associe´e a` la taille en mots de la phrase
1Typiquement, une paire de segments dans un mbs rec¸oit plusieurs scores, dont certains sont
des probabilite´s, et le score final de cette paire est la combinaison log-line´aire de ces scores.
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cible.
– distorsion(f, e) est le score de distorsion e´tant donne´ les permutations des
segments pour la pre´sente hypothe`se et λd est le poids qui est associe´ a` ce
score.
3.2 Amorce d’hypothe`ses
Un algorithme glouton, parfois nomme´ hill climbing algorithm, ne´cessite une
amorce, c’est-a`-dire un e´tat initial a` partir duquel on effectuera notre recherche
locale, tel que l’on peut le constater a` l’algorithme 3.1. On doit donc fournir une
traduction amorce a` notre de´codeur avant de pouvoir appliquer les fonctions de
voisinage.
Nous retenons trois manie`res principales de cre´er l’amorce. La premie`re, qu’on
nomme adtp2, cre´e une amorce a` l’aide d’heuristiques de segmentation de phrase
utilisant la table de transfert fournie par moses, soit le mbs. La deuxie`me utilise
la meilleure traduction fournie par moses comme point de de´part, nous nommons
cette amorce smoses. Nous pre´sentons aussi une troisie`me voie, celle d’effectuer
un choix parmi ces dernie`res.
3.2.1 Amorce d’hypothe`ses a` l’aide d’heuristiques : ADTP
Les amorces de type adtp sont construites a` l’aide d’un processus que l’on
nomme segmentation. Nous scindons la phrase source en segments afin de pouvoir
faire correspondre ceux-ci a` des segments cibles dans le mbs. Les quatre sous-
sections qui suivent de´crivent les politiques de segmentation que nous avons em-
ploye´es afin de produire les amorces de type adtp.
3.2.1.1 Segmentation de gauche a` droite
Cette heuristique balaie la phrase source de gauche a` droite, traduisant les
segments qui s’y trouvent a` l’aide du mbs, tout en donnant priorite´ aux plus gros
2Amorce De Toutes Pie`ces.
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segments. Nous croyons que des segments contenant plus de mots sont plus porteurs
de sens et prennent avantage de re´ordonnancements locaux idiomatiques de la
langue cible (Langlais et al., 2008). Cette politique de segmentation, que nous
nommons adtp-gd, est calculable en temps quadratique par rapport a` la taille en
mots de la phrase source. L’approche est de´taille´e a` l’aide de l’algorithme 3.2.
Algorithme 3.2 Algorithme d’amorce gauche-droite : adtp-gd
Require: S, une phrase a` traduire et mbs, la table de transfert fournie par moses.
amorce← hypothe`se vide
i← 0
while i < |S| do
j ← |S| − 1
while j ≥ i do
if Si,j ∈ mbs then




j ← j − 1
end if
end while
if j < i then
ajouter Si,i a` la fin de amorce
else




Le tableau 3.1 montre l’effet re´el de ce type de segmentation sur une phrase
source tire´e de notre corpus de test3 pour la traduction du franc¸ais vers l’anglais,
ainsi que l’amorce que cette segmentation produit. Dans ce tableau, chaque seg-
ment est suivi d’un groupe de caracte`res de la forme suivante : |x − y|, ou` x et y
repre´sentent les positions des mots du segment correspondant dans la phrase en
relation de traduction.
3Le corpus de test sert a` l’e´valuation de la performance d’un syste`me de traduction statistique.
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Segmentation (langue source) → 21 segments
cela ne fait qu’ |0−2| aggraver le |3−4| caracte`re antide´mocratique |5−6|
de l’ union europe´enne , et j’ |7− 11| espe`re que m. |12− 14| moscovici a
|15 − 16| bien compris que |17 − 19| m. prodi a |20 − 22| e´rige´ |23 − 23|
aujourd’ hui un |24 − 25| ve´ritable |26 − 26| rempart contre |27 − 28| ces
|29− 29| actions. |30− 30| par ailleurs , j’ espe`re |31− 34| re´ellement que
|35 − 36| cette tendance sera |37 − 39| interrompue et |40 − 41| inverse´e
|42− 42| aux conseils de nice et de |43− 48| biarritz . |49− 50|
Amorce (langue cible)
this serves only |0− 3| worsen the |4− 5| anti-democratic character |6− 7|
the eu , and i |8 − 14| hope that mr |15 − 17| moscovici has |18 − 19|
understood well that |20 − 22| mr prodi has |23 − 25| erected |26 − 26|
today a |27−29| genuine |30−30| bulwark against |31−32| these |33−33|
actions. |34− 34| furthermore , i hope |35− 39| really only |40− 41| that
trend will |42−44| adjourned in |45−46| reversed |47−47| at the councils
in nice and |48− 53| biarritz . |54− 55|
Tableau 3.1 – Exemple d’une segmentation de gauche a` droite et de
l’amorce qui en re´sulte.
Source Cible Score
cela ne fait qu’ this serves only -0.52403384697
cela ne fait qu’ this serves only to -0.575582903153
cela ne fait qu’ this only -0.576521033904
cela ne fait qu’ it merely -0.629331957452
cela ne fait qu’ this factor can only -0.680699504205
Tableau 3.2 – Exemples de segments cibles apparie´s au meˆme segment source dans
un mbs.
Le tableau 3.2 montre les 5 segments cibles ayant le plus haut score pour le
segment source « cela ne fait qu’ » 4 dans le mbs que nous avons utilise´ pour
traduire du franc¸ais vers l’anglais dans nos expe´riences. L’algorithme 3.2 a retenu
le segment cible « this serves only » puisque le mbs donne a` ce couple de segments
le score maximal.
4Premier segment en langue source au tableau 3.1
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On pourrait s’attendre a` retrouver tous les segments de grande taille a` gauche
et ceux de petite taille a` droite, mais ce n’est pas le cas puisque le plus gros segment
de la phrase source, soit « aux conseils de nice et de » se trouve dans la deuxie`me
position a` partir de la droite. La segmentation de droite a` gauche nous en dit encore
plus a` cet effet.
3.2.1.2 Segmentation de droite a` gauche
Cette heuristique est similaire a` la segmentation de gauche a` droite, mais balaie
la phrase source de droite a` gauche. Nous l’appelons adtp-dg. La complexite´ de
cet algorithme est e´galement quadratique par rapport au nombre de mots dans la
phrase source. Le tableau 3.3 montre une telle segmentation et l’amorce qui y est
associe´e.
Segmentation (langue source) → 21 segments
cela |0−0| ne fait qu’ aggraver |1−2| le caracte`re |3−4| antide´mocratique
de l’ |5−6| union europe´enne , et j’ espe`re que |7−12| m. moscovici |13−14|
a bien compris |15 − 17| que m. prodi |18 − 20| a e´rige´ |21 − 22| aujourd’
hui |23− 23| un ve´ritable |24− 25| rempart |26− 26| contre ces |27− 28|
actions. |29− 29| par ailleurs |30− 30| , j’ espe`re re´ellement que |31− 36|
cette tendance sera |37 − 39| interrompue et |40 − 41| inverse´e |42 − 42|
aux conseils de nice et |43− 48| de biarritz . |49− 51|
Amorce (langue cible)
this |0− 0| only aggravates |1− 4| the character |5− 6| undemocratic the
|7 − 9| european union and i hope that |10 − 16| mr moscovici |17 − 18|
has understood well |19− 21| that mr prodi |22− 24| has erected |25− 26|
today |27−28| a genuine |29−30| bulwark |31−31| against these |32−33|
actions. |34 − 34| furthermore |35 − 36| , i really do hope that |37 − 41|
that trend will |42 − 44| adjourned in |45 − 46| reversed |47 − 47| at the
councils in nice and |48− 52| in biarritz . |53− 55|
Tableau 3.3 – Exemple d’une segmentation de droite a` gauche et de
l’amorce qui en re´sulte.
Le tableau 3.3 nous re´ve`le que contrairement a` nos attentes, le plus gros seg-
ment dans la segmentation droite-gauche se situe au de´but de la phrase, soit :
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« union europe´enne , et j’ espe`re que ». En fait, pour la segmentation gauche-droite
autant que pour la segmentation droite-gauche, les segments de meˆme taille ne se
concentrent pas dans une re´gion ou l’autre de la phrase source. Par exemple, les
segments de grande taille ne sont pas tous en fin de phrase suite a` la segmenta-
tion de droite a` gauche. Ceci nous laisse croire que ce type de segmentation, soit
gauche-droite ou droite-gauche, ne cre´e pas des amorces avec un biais dans ce sens.
3.2.1.3 Segmentation par programmation dynamique
Cette heuristique est celle qu’ont utilise´e Langlais et al. (2007) pour la cre´ation
d’adtp. On part de la pre´misse qu’il est de´sirable de maximiser la couverture de la
phrase source tout en minimisant le nombre total de segments traduits. Distinguons
bien nombre de segments et nombre de mots : un segment peut contenir plusieurs
mots et nous de´sirons en traduire le plus possible par segment. Cette pre´misse
se fonde toujours sur l’ide´e qu’un segment plus long contient plus d’information
pertinente qu’un segment plus court.
Avant de pre´senter la re´currence qui guidera la PD qui caracte´rise ce type de
segmentation, de´finissons quelques termes :
– S : Phrase source a` traduire.
– N : Taille de S.
– d : Position courante dans la phrase source.
– t : Un tuple de fonctions de la forme 〈b, e, c, n, p〉 ou` :
b : Retourne la position du de´but du segment.
e : Retourne la position de fin du segment.
c : Retourne le nombre de mots sources couverts par le segment.
n : Retourne le nombre de segments utilise´s pour couvrir la phrase source,
jusqu’au segment en question.
p : Retourne le tuple t ante´rieur dans la segmentation.














La re´currence de´finie dans l’e´quation 3.2 est imple´mente´e par PD a` l’aide de
l’algorithme 3.3. La complexite´ de celui-ci est quadratique par rapport au nombre de
mots dans la phrase source. La fonction retracer sert a` concate´ner les meilleurs choix
de segmentation qui ont e´te´ effectue´s par PD. Les de´tails de la fonction retracer
sont spe´cifie´s a` l’algorithme 3.4. Cette dernie`re e´tape est line´aire par rapport au
nombre de mots dans la phrase source.
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Algorithme 3.3 Algorithme d’amorce par programmation dynamique
Require: S, une phrase a` traduire
Require: mbs, la table de transfert fournie par moses.
N ← taille en mots de S
m← matrice N ×N
for j ∈ [0, N − 1] do
if S0,j ∈ mbs then
m0,j ← 〈0, j, j + 1, 1, ∅〉
else
m0,j ← 〈0, j, 0, j + 1, ∅〉
end if
end for
for i ∈ [1, N − 1] do
for j ∈ [i, N − 1] do
csansajout ← c(mi−1,j)
nsansajout ← n(mi−1,j)
if Si,j ∈ mbs then
cajout ← c(mi−1,i−1) + j − i+ 1
najout ← n(mi−1,i−1) + 1
else
cajout ← c(mi−1,i−1)
najout ← n(mi−1,i−1) + j − i+ 1
end if
if (cajout > csansajout) or ((cajout = csansajout) and (najout < nsansajout)) then









Algorithme 3.4 Algorithme de retrac¸age
Require: S, une phrase a` traduire
Require: mbs, la table de transfert fournie parmoses,m, la matrice de PD fournie
par l’algorithme 3.3.
h← hypothe`se vide
N ← taille en mots de S
t← mN−1,N−1
while t 6= ∅ do
ajouter au de´but de h la traduction de Sb(t),e(t) ayant le meilleur score dans
mbs
t← p(t), soit le tuple pre´ce´dent
end while
return h
Nous avons inclus, a` l’aide du tableau 3.4, un exemple d’une amorce cre´e´e a`
l’aide de cette segmentation par PD, nomme´e adtp-pd.
Segmentation (langue source) → 21 segments
cela |0−0| ne fait qu’ aggraver |1−2| le caracte`re |3−4| antide´mocratique
de l’ |5−6| union europe´enne , et j’ espe`re que |7−12| m. moscovici |13−14|
a bien compris |15 − 17| que m. prodi |18 − 20| a e´rige´ |21 − 22| aujourd’
hui |23− 23| un ve´ritable |24− 25| rempart |26− 26| contre ces |27− 28|
actions. |29− 29| par ailleurs |30− 30| , j’ espe`re re´ellement que |31− 36|
cette tendance sera |37 − 39| interrompue et |40 − 41| inverse´e |42 − 42|
aux conseils de nice et |43− 48| de biarritz . |49− 51|
Amorce (langue cible)
this |0− 0| only aggravates |1− 4| the character |5− 6| undemocratic the
|7 − 9| european union and i hope that |10 − 16| mr moscovici |17 − 18|
has understood well |19− 21| that mr prodi |22− 24| has erected |25− 26|
today |27−28| a genuine |29−30| bulwark |31−31| against these |32−33|
actions. |34 − 34| furthermore |35 − 36| , i really do hope that |37 − 41|
that trend will |42 − 44| adjourned in |45 − 46| reversed |47 − 47| at the
councils in nice and |48− 52| in biarritz . |53− 55|
Tableau 3.4 – Exemple d’une segmentation par PD et de l’amorce qui en
re´sulte.
Nous constatons au tableau 3.4 que la segmentation par PD produit exactement
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la meˆme amorce que celle livre´e par la segmentation droite-gauche. Nous voyons
qu’a` l’aide d’algorithmes simples, il est au moins possible de cre´er des amorces de
qualite´ comparable a` celles produites par des algorithmes plus sophistique´s. Nous
en discutons davantage au chapitre 4.
3.2.1.4 Segmentation ale´atoire
Afin de mesurer l’importance de l’amorce initiale, nous introduisons un type
d’amorce adtp qui ne suit aucune politique de segmentation en particulier. Le
tableau 3.5 montre le re´sultat d’une telle segmentation, nomme´e adtp-al, a` l’aide
de notre exemple courant.
L’algorithme cre´e un premier segment de manie`re ale´atoire. Si le segment obtenu
apparaˆıt dans le mbs, on inclut sa traduction dans l’amorce, sinon on cre´e un
nouveau segment de manie`re ale´atoire a` l’inte´rieur de celui-ci et ainsi de suite
jusqu’a` ce que tous les mots contenus dans le premier segment soient couverts. On
se´lectionne alors un nouveau segment de manie`re ale´atoire et on recommence le
processus jusqu’a` ce que tous les mots de la phrase source soient ainsi couverts.
Nous nous attendons donc a` ce que plusieurs segments soient re´duits a` une longueur
d’un seul mot et c’est ce que l’exemple au tableau 3.5 nous montre.
Mis a` part le choix ale´atoire des points de segmentation, cet algorithme est
similaire aux algorithmes servant aux segmentations de gauche a` droite et de droite
a` gauche. Comme eux, l’algorithme que nous avons e´labore´ pour la segmentation
ale´atoire s’exe´cute en temps quadratique.
3.2.2 Amorce d’hypothe`ses a` partir d’une traduction
Il est probable qu’un de´codeur explorant l’espace des pre´fixes par PD pro-
duise des traductions qui contiennent certaines erreurs. Pour cette raison, nous
de´sirons aussi ve´rifier la validite´ de la recherche locale en tant qu’heuristique de
post-optimisation afin de voir s’il est possible de corriger ces erreurs et, ce faisant,
d’ame´liorer les traductions qui les contiennent. Nous re´cupe´rons donc les traduc-
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Segmentation (langue source) → 52 segments
cela |0−0| ne |1−1| fait |2−2| qu’ |3−3| aggraver |4−4| le |5−5| caracte`re
|6−6| antide´mocratique |7−7| de |8−8| l’ |9−9| union europe´enne |10−11|
, |12−12| et j’ espe`re |13−15| que |16−16| m. |17−17| moscovici |18−18|
a |19− 19| bien |20− 20| compris |21− 21| que |22− 22| m. |23− 23| prodi
a |24 − 25| e´rige´ |26 − 26| aujourd’ |27 − 27| hui |28 − 28| un |29 − 29|
ve´ritable |30− 30| rempart |31− 31| contre |32− 32| ces |33− 33| actions.
|34−34| par |35−35| ailleurs |36−36| , |37−37| j’ |38−38| espe`re |39−39|
re´ellement |40 − 40| que |41 − 41| cette |42 − 42| tendance |43 − 43| sera
|44− 44| interrompue |45− 45| et |46− 46| inverse´e |47− 47| aux |48− 48|
conseils |49−49| de |50−50| nice |51−51| et |52−52| de |53−53| biarritz
|54− 54| . |55− 55|
Amorce (langue cible)
this |0− 0| do |1− 1| fact |2− 2| that |3− 3| aggravate |4− 4| the |5− 5|
character |6− 6| undemocratic |7− 7| of |8− 8| the |9− 9| european union
|10−11| , |12−12| and i hope |13−15| that |16−16| mr |17−17| moscovici
|18− 18| has |19− 19| well |20− 20| understood |21− 21| that |22− 22| mr
|23−23| prodi has |24−25| erected |26−26| here |27−27| today |28−28| a
|29−29| genuine |30−30| bulwark |31−31| against |32−32| these |33−33|
actions. |34 − 34| by |35 − 35| elsewhere |36 − 36| , |37 − 37| i |38 − 38|
hope |39− 39| really |40− 40| that |41− 41| this |42− 42| trend |43− 43|
will be |44 − 44| adjourned |45 − 45| and |46 − 46| reversed |47 − 47| to
the |48− 48| councils |49− 49| of |50− 50| nice |51− 51| and |52− 52| of
|53− 53| biarritz |54− 54| . |55− 55|
Tableau 3.5 – Exemple d’une segmentation ale´atoire et de l’amorce qui en
re´sulte.
tions fournies par un de´codeur a` l’e´tat de l’art et les utilisons pour amorcer notre
recherche locale. Le de´codeur de moses permet d’afficher les positions des segments
sources qui correspondent aux diffe´rents segments cibles de la traduction qu’il livre.
C’est a` partir de celles-ci que nous amorc¸ons nos hypothe`ses. Tel que nous l’avons
mentionne´ plus haut, nous nommons une telle amorce smoses.
L’ide´e de mettre en cascade deux de´codeurs n’est pas neuve, ni meˆme celle
d’utiliser la recherche locale. Tels que cite´s par Langlais et al. (2007), Berger et al.
(1994) ont e´te´ pionniers dans cette direction, mais n’ont jamais spe´cifie´ les de´tails
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de leur recherche locale et Marcu (2001) ainsi que Watanabe et Sumita (2003) ont
tente´ d’ame´liorer la performance de leurs de´codeurs en fournissant a` un algorithme
glouton des exemples de traductions. Finalement, Langlais et al. (2007) ont eux
aussi oeuvre´ dans cette direction, mais dans l’optique de re´parer les erreurs pos-
siblement injecte´es par un de´codeur tel pharaoh, (Koehn, 2004). Tel que nous
l’avons mentionne´, nos intentions vont plutoˆt dans ce sens.
3.2.3 Choix parmi les amorces
Nous avons aussi pre´vu d’utiliser l’e´quation 3.1 afin d’effectuer un choix parmi
les me´thodes de cre´ation d’amorces que nous avons pre´sente´es jusqu’ici. Nous
croyons que pour chaque phrase, un seul type d’amorce ne suffit pas. Nous laissons
donc au de´codeur le choix parmi diffe´rents types d’amorces afin de de´buter la re-
cherche locale, en espe´rant que ceci me`nera a` de meilleures traductions. Les deux
sous-sections suivantes de´crivent les configurations que nous voulons tester.
3.2.3.1 Choix parmi les ADTP
Cette heuristique de se´lection d’amorce est une combinaison des quatre strate´gies
adtp. On effectue les quatre segmentations pour chaque phrase, choisissant celle
qui maximise l’e´quation 3.1. Nous nommons cette configuration cadtp.
3.2.3.2 Choix parmi les ADTP et l’amorce RE´FE´RENCE
Cette heuristique de se´lection d’amorce est la plus opportuniste. On choisit
l’amorce qui maximise l’e´quation 3.1 parmi les quatre strate´gies adtp et l’amorce
smoses. Nous nommons cette configuration cmult.
3.3 Fonctions de voisinage
Inspire´s par les traductions produites par pharaoh et par la nature du mbs
et de son unite´ de base, le segment, Langlais et al. (2007) ont cre´e´ plusieurs fonc-
tions dites de voisinage. moses perpe´tue l’approche par exploration de l’espace
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des pre´fixes de pharaoh. Les fonctions de voisinage de Langlais et al. (2007) sont
donc toujours pertinentes dans le cadre d’une comparaison a` moses. Ces fonctions
sont des transformations que l’on effectue lors de la recherche locale en modifiant
les segments qui composent l’hypothe`se, livrant ainsi des e´tats voisins. Ce qui dis-
tingue ces transformations de celles obtenues par moses est que n’importe quel des
segments de l’hypothe`se peut eˆtre modifie´, pas seulement le dernier. Nous pou-
vons donc espe´rer qu’une telle transformation puisse corriger des erreurs commises
lors de la recherche, et ce, de manie`re non-continue, se´lectionnant l’e´tat voisin qui
maximise l’e´quation 3.1. Nous retenons donc les fonctions cre´e´es par Langlais et al.
(2007), auxquelles nous ajoutons les noˆtres.
Nous distinguons deux types de fonctions de voisinage, soit celles qui :
– utilisent le mbs, e´mulant le comportement de moses, afin de tirer profit de
l’information qui y est contenue (fmbs5).
– tentent d’e´chapper a` des maximums locaux pouvant eˆtre rencontre´s lors de la
recherche locale (fml6) en combinant au minimum 2 fonctions de type fmbs.
Les deux sections qui suivent regroupent les fonctions selon leur appartenance
a` un ou a` l’autre des deux types de´crits ci-haut.
3.3.1 FMBS
3.3.1.1 REPLACE
Fonction de Langlais et al. (2007)
Par l’entremise de la table de transfert, la fonction REPLACE permet sim-
plement de retraduire un segment source possiblement mal traduit par un autre.
Le tableau 3.6 montre un extrait de phrase source provenant de notre corpus de
test et deux de ses traductions partielles7, soit une avant la transformation ge´ne´re´e
par la fonction REPLACE, et une apre`s. On y voit que le segment cible « only
5Fonction exploitant le Mode`le a` Base de Segments
6Fonction pour e´chapper aux Maximums Locaux
7Ici, les segments sont se´pare´s par le groupe de caracte`res, |||, leur position dans la phrase
e´tant sans importance pour ce type d’exemple.
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this ||| is exacerbating ||| ...
Tableau 3.6 – Exemple de l’effet de la fonction REPLACE.
aggravates » est remplace´ par le segment cible « is exacerbating ».
Cette ope´ration s’effectue en temps O(N × T ) ou` N est le nombre de seg-
ments dans l’hypothe`se et T est le nombre maximal de segments cibles que nous
conside´rons. Il est a` noter que l’on se´lectionne toujours parmi les T segments cibles
qui obtiennent le meilleur score selon le mbs. Dans nos expe´riences, nous utilisons
une valeur T de 5.
3.3.1.2 MERGE
Nouvelle fonction
Cette fonction fusionne deux segments sources adjacents dans la phrase source
a` la condition que leur cible respective soit e´galement adjacente. On retraduit ce
nouveau segment par le segment cible candidat qui a le meilleur score dans le mbs.




Un segment source, s’il contient plus qu’un seul mot, peut eˆtre se´pare´ en deux
groupes de mots distincts qui respectent l’ordre initial de la phrase source. A` l’op-
pose´ de MERGE, c’est en quelque sorte une resegmentation locale de la phrase
source afin de corriger une segmentation errone´e. Ces deux groupes de mots forment
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Source









... hope that ||| this trend ||| will be ||| adjourned ...
Tableau 3.7 – Exemple de l’effet de la fonction SPLIT.
donc deux nouveaux segments que l’on peut retraduire par les segments cibles res-
pectifs qui obtiennent les meilleurs scores dans le mbs.
Comme on peut le constater au tableau 3.7, le segment « that trend will » est
scinde´ et retraduit par « this trend » et « will be ». Cette ope´ration se fait en temps
O(N ×S), ou` S est le nombre moyen de mots dans les N segments qui constituent
la phrase source.
3.3.1.4 SWAP
Fonction de Langlais et al. (2007)
Il peut arriver que la traduction monotone de deux segments sources adjacents
dans la phrase a` traduire ne forment pas une se´quence de mots cibles qui soit
satisfaisante pour le mode`le de langue. Reprenons notre exemple fictif du chat
noir. Au tableau 3.8, on voit qu’en anglais, on inverse parfois l’ordre du nom et de
son adjectif tels qu’ils apparaissent dans une phrase source franc¸aise. Le mbs ne
capte pas toujours les re´ordonnancements locaux de ce genre. La fonction SWAP
permet de combler ce manque. Ceci se fait en temps O(N).
3.3.1.5 MOVE
Nouvelle fonction






Tableau 3.8 – Exemple d’un re´ordonnancement local lors de la traduction.
Source
... sont ||| tre`s ||| difficiles ||| et ||| font ||| craindre ||| un




... are ||| very ||| difficult ||| and ||| are ||| fear ||| a ||| failure




... are ||| very ||| difficult ||| and ||| are ||| a ||| failure ||| or
||| fear ||| a ||| minimal agreement ...
Tableau 3.9 – Exemple de l’effet de la fonction MOVE.
mieux satisfaire le ou les mode`les de langue. Le tableau 3.9 montre le de´placement
du segment « fear » de trois segments vers la droite. La complexite´ de cette ope´ration




Fonction de Langlais et al. (2007)
Cette fonction s’apparente a` la fonction REPLACE, mais on permet la retra-
duction simultane´e de deux segments sources adjacents. Le but est de possiblement
e´chapper a` un maximum local durant la recherche locale en effectuant la retraduc-
tion de plus d’un segment a` la fois. La complexite´ ici est de O(N ×T 2), car on doit
essayer les T ×T combinaisons de segments cibles possibles pour les N − 1 couples
de segments sources que l’on de´sire retraduire.
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3.3.2.2 MERGE-REPLACE
Fonction de Langlais et al. (2007)
Comme dans MERGE, la fonction MERGE-REPLACE sert a` fusionner deux
segments sources adjacents dont les segments cibles sont adjacents, mais contraire-
ment a` MERGE, on ne se contente pas du segment cible candidat avec le meilleur
score dans la table de transfert, on essaie les T meilleurs candidats. Cette ope´ration
se fait donc en temps O(N × T ).
3.3.2.3 MERGE-DISPLACE
Nouvelle fonction
MERGE-DISPLACE est identique a` MERGE, mais on relaxe la condition que
les segments cibles des segments sources adjacents soient eux-meˆmes adjacents. La
complexite´ de MERGE-DISPLACE est identique a` celle de MERGE, soit O(N).
3.3.2.4 MERGE-DISPLACE-REPLACE
Nouvelle fonction
MERGE-DISPLACE-REPLACE est a` MERGE-DISPLACE ce que MERGE-
REPLACE est a` MERGE, c’est-a`-dire qu’on effectue l’ope´ration MERGE-DISPLA-
CE, mais on e´value les T segments cibles ayant les meilleurs scores pour le segment
source ainsi fusionne´. La complexite´ est de O(N × T ).
Au tableau 3.10, on voit un bel exemple de la fusion de deux segments, soit
« caracte`re » et « antide´mocratique », adjacents dans la phrase source, mais dont
les traductions ne le sont pas dans la phrase cible. Ce segment fusionne´ est retraduit
par « anti-democratic nature ».
3.3.2.5 SPLIT-REPLACE
Fonction de Langlais et al. (2007)
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Source










... the ||| anti-democratic nature ||| of the ||| european
union ...
Tableau 3.10 – Exemple de l’effet de la fonction MERGE-DISPLACE-REPLACE.








... that ||| mr moscovici ||| has ||| understood ||| that ...
Tableau 3.11 – Exemple de l’effet de la fonction SPLIT-REPLACE.
Contrairement a` SPLIT, SPLIT-REPLACE ne retraduit pas les deux nouveaux
segments source par les meilleurs segments cibles respectifs, on retraduit chaque
segment par les T meilleurs segments disponibles dans le mbs, retenant la meilleure
combinaison. La complexite´ de cette ope´ration est donc supe´rieure a` celle de SPLIT
par un facteur de T 2 puisqu’on doit essayer T ×T combinaisons de segments cibles.
La complexite´ de SPLIT-REPLACE est donc O(N × S × T 2).
La traduction partielle apre`s transformation au tableau 3.11 contient deux seg-
ments, soit « has » et « understood », qui proviennent de la scission et retraduction
du segment source « a bien compris ».
3.3.2.6 SPLIT-SWAP
Nouvelle fonction
SPLIT-SWAP fonctionne comme SPLIT, a` la diffe´rence pre`s que l’on effectue le
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SWAP sur les segments apre`s le SPLIT, ne retraduisant qu’a` ce point. L’objectif ici
est de possiblement e´chapper aux maximums locaux qui pourraient eˆtre rencontre´s
en effectuant les ope´rations SPLIT et SWAP individuellement. La complexite´ de
SPLIT-SWAP est O(N × S).
3.3.2.7 SPLIT-SWAP-REPLACE
Nouvelle fonction
SPLIT-SWAP-REPLACE est a` SPLIT-SWAP ce que SPLIT-REPLACE est
a` SPLIT. On effectue la scission d’un segment source, on inverse et on e´value
les T segments cibles contenus dans la table de transfert pour chaque segment
source. Tout comme dans le passage de SPLIT a` SPLIT-REPLACE, SPLIT-SWAP-
REPLACE multiplie la complexite´ de SPLIT-SWAP par un facteur de T 2. Sa
complexite´ est donc O(N × S × T 2).
3.3.2.8 SWAP-REPLACE
Nouvelle fonction
SWAP-REPLACE est une combinaison des fonctions SWAP et BI-REPLACE.
On effectue une inversion de deux segments sources adjacents que l’on retraduit
ensuite par leurs T meilleurs segments cibles respectifs. On a T 2 combinaisons a`
e´valuer. On se´lectionne la meilleure. Ceci se fait donc en temps O(N × T 2). Au
tableau 3.12, on constate que les segments « ne pouvant , » et « quant a` moi , »
ont e´te´ inverse´s et retraduits par « personnally , » et « cannot », dans cet ordre.
3.3.2.9 MOVE-REPLACE
Nouvelle fonction
MOVE-REPLACE effectue un de´placement de segment tel que le fait MOVE,
mais effectue aussi une ope´ration REPLACE a` la suite de ce de´placement. On espe`re
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personally , ||| cannot ||| sacrifice ...
Tableau 3.12 – Exemple de l’effet de la fonction SWAP-REPLACE.
aucune
Comme le nom l’implique, on n’effectue au-
cune fonction de voisinage ici. Nous voulons sim-
plement e´valuer la performance des diffe´rentes
amorces.
fbase
Les fonctions REPLACE, BI-REPLACE, SPLIT-
REPLACE, MERGE-REPLACE et SWAP, soit
les fonctions e´labore´es par Langlais et al. (2007).
sansmove
Toutes les fonctions de´crites dans cette section
a` l’exception de deux, soit MOVE et MOVE-
REPLACE. Si des re´ordonnancements drastiques
satisfont le mode`le de langue, nous craignons qu’il
soit possible que ces deux fonctions soient trop
brutales au niveau de la structure initiale de la
phrase source. Nous concluons donc qu’il est op-
portun d’e´valuer la performance des fonctions de
voisinage sans les deux mentionne´es ci-haut.
toutes Toutes les fonctions de voisinage.
Tableau 3.13 – De´tails sur les configurations de fonctions de voisinage.
e´chapper a` un maximum local vers lequel nous e´garerait MOVE ou REPLACE
lorsqu’employe´s individuellement. L’ope´ration s’effectue donc en temps O(N2×T ).
3.3.3 Configurations de fonctions de voisinage
Nos expe´riences de base font usage de quatre configurations de fonctions de
voisinage, afin d’en jauger les effets. Nous les de´crivons au tableau 3.13.
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3.4 Buts
Tel que mentionne´ a` la fin du chapitre 2, nous de´sirons effectuer une e´tude
syste´matique de la recherche locale, telle qu’applique´e a` la traduction statistique.
Il est de notre opinion qu’un de´codeur imple´mentant les e´le´ments de´crits dans
les sections pre´ce´dentes nous permettra d’arriver a` cet objectif en mettant en relief
l’influence des diffe´rents types d’amorces et configurations de fonctions de voisinage
sur nos re´sultats.
De plus, dans nos expe´riences, nous e´valuons l’effet de l’ajout d’un mode`le
global, soit le mode`le de langue inverse´, que l’on peut difficilement inte´grer a`
un de´codeur explorant l’espace de pre´fixes par PD tel moses et comparons nos
re´sultats aux siens. Nous allons ensuite plus loin en mettant notre de´codeur en cas-
cade avec ce dernier afin d’effectuer une post-optimisation qui nous permettra de
ve´rifier si la recherche locale permet de corriger de manie`re non-continue les erreurs
commises lors de l’exploration de l’espace des pre´fixes a` l’aide d’un faisceau.
Nous croyons que les travaux de Langlais et al. (2007) constituent un bon point
de de´part, mais qu’une approche plus exhaustive nous en dira davantage sur les
techniques qu’ils ont propose´es. Nous espe´rons aussi que nous ouvrirons de nou-
velles pistes dans l’utilisation de la recherche locale comme alternative viable a`
l’exploration de l’espace des pre´fixes par PD pour la re´solution de ce proble`me




Nous de´butons ce chapitre en spe´cifiant les de´tails de notre imple´mentation.
Puisque certains de ceux-ci ont eu un impact majeur sur le de´roulement de nos
expe´riences, nous croyons qu’il est ne´cessaire d’en fournir les grandes lignes. Nous
de´crivons ensuite la taˆche d’e´valuation sur laquelle nous nous sommes base´s afin
d’effectuer ces expe´riences, ainsi que notre choix de me´trique pour cette e´valuation.
Nous de´bouchons ensuite sur la pre´sentation de nos re´sultats et terminons le cha-
pitre par une discussion a` propos de ces derniers.
4.1 Imple´mentation
Cette section contient une description des principaux enjeux que nous avons ren-
contre´s lors de l’imple´mentation de notre de´codeur. Certains de ces enjeux ont e´te´
des obstacles importants et ont parfois eu l’effet de contraintes sur nos expe´riences.
4.1.1 Langage de programmation : Python
La complexite´ de calcul de l’algorithme glouton que nous avons employe´ est
peut-eˆtre moins lourde que celle d’un algorithme de recherche explorant l’espace
des pre´fixes par PD, mais ceci n’e´vacue pas la ne´cessite´ d’effectuer une grande
quantite´ de calculs. Au tout de´but de l’imple´mentation de notre syste`me, nous
avons fait le choix d’utiliser le langage Python a` cause de sa re´putation de langage
solide et simple d’utilisation, tout en offrant au programmeur une grande liberte´
d’expression. A` configurations semblables, le de´codeur de Langlais et al. (2007),
imple´mente´ en C++, et celui de moses s’exe´cutent en moyenne en 9 et 35 minutes
respectivement pour 1000 phrases a` traduire. Nous e´tions donc preˆts a` sacrifier un
peu de rapidite´ d’exe´cution en raison de l’utilisation de ce langage de program-
mation interpre´te´ en vertu des gains de faisabilite´ que nous croyions re´colter. Il
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s’est ave´re´ que Python est beaucoup plus lent que nous nous l’e´tions imagine´. Bien
que pour certaines taˆches, tel le calcul matriciel, la rapidite´ d’exe´cution de Python
est pire encore1, nous sommes passe´s d’un temps d’exe´cution de 9 minutes pour
le de´codeur de Langlais et al. (2007) a` plus de 240 minutes pour le noˆtre lorsqu’il
reproduit fide`lement le comportement de ce dernier. C’est pourquoi nous avons fixe´
le nombre maximal de segments du mbs a` conside´rer par fonction de voisinage a`
5 plutoˆt qu’a` 10, valeur utilise´e par Langlais et al. (2007). Le temps d’exe´cution
passe alors de plus de 240 minutes a` autour de 90 minutes. Les pertes de points
bleu sont minimes. Par contre, le temps d’exe´cution de 90 minutes est toujours
significativement plus e´leve´ que 9 minutes. Nous nous sommes donc fie´s sur le fait
qu’il est prouve´ qu’un tel de´codeur s’exe´cute dans un temps largement infe´rieur
a` celui de moses, qui, nous le rappelons, explore l’espace des pre´fixes par PD,
afin de justifier les avantages en performance de notre approche. Nous avons donc
poursuivi le de´veloppement de notre syste`me en Python.
4.1.2 Ordinateurs de calcul
Une autre embuche s’est produite lorsque nous avons voulu faire des tests plus
e´labore´s. Ceci a co¨ıncide´ avec une pe´riode de temps ou` les ordinateurs voue´s au
calcul pour la recherche au DIRO de l’Universite´ de Montre´al ont e´prouve´ des
difficulte´s techniques qui nous ont fait perdre quelques mois. Les proble`mes se sont
ensuite re´gle´s, mais le temps pressant, certains objectifs ont duˆ eˆtre revus a` la
baisse.
4.2 Tests
Dans cette section, nous pre´sentons la taˆche d’e´valuation que nous avons ac-
complie, notre choix de me´trique et notre strate´gie de calibrage pour le calibrage
de notre de´codeur.




Afin de revisiter et d’approfondir le travail de Langlais et al. (2007), nous avons
se´lectionne´ une taˆche d’e´valuation plus re´cente, soit WMT 20082. Nous avons choisi
six directions de traduction, soit :
– fr2en : Franc¸ais (fr) vers Anglais (en)
– en2fr : Anglais vers Franc¸ais
– es2en : Espagnol (es) vers Anglais
– en2es : Anglais vers Espagnol
– de2en : Allemand (de) vers Anglais
– en2de : Anglais vers Allemand
Les de´tails a` propos des corpus d’entraˆınement, de de´veloppement et de test
sont spe´cifie´s au tableau 4.1. Notons qu’une phrase dans ces corpus contient une
trentaine de mots en moyenne.
Langue Entraˆınement De´veloppement Test
Franc¸ais
Corpus Europarl, version 3 Europarl dev2006 Europarl test2008
35-40M mots 2000 phrases 2000 phrases
Anglais
Corpus Europarl, version 3 Europarl dev2006 Europarl test2008
35-40M mots 2000 phrases 2000 phrases
Espagnol
Corpus Europarl, version 3 Europarl dev2006 Europarl test2008
35-40M mots 2000 phrases 2000 phrases
Allemand
Corpus Europarl, version 3 Europarl dev2006 Europarl test2008
35-40M mots 2000 phrases 2000 phrases
Tableau 4.1 – De´tails sur les corpus d’entraˆınement, de de´veloppement et de test.
Nous avons entraˆıne´ nos mode`les de langue sur ces meˆmes corpus, utilisant le
toolkit SRILM (Stolcke, 2002). Nous nous sommes tenus a` des mode`les n-gram
d’ordre 5 interpole´s avec discounting Kneser-Ney.
Pour les raisons de temps d’exe´cution que nous avons e´voque´es a` la sous-section
4.1.1, nous avons effectue´ le calibrage de notre de´codeur sur les 500 premie`res
phrases des corpus de de´veloppement et nos tests sur les 1000 premie`res phrases
2http ://www.statmt.org/wmt08/
47
des corpus de test.
4.2.2 Me´trique
La me´trique d’e´valuation que nous avons utilise´e est bleu, un acronyme pour
Bilingual Evaluation Understudy (Papineni et al., 2002). Son e´chelle va de 0
(pauvre) a` 100 (excellent). Tel que nous l’avons mentionne´ dans le chapitre 2 a`
la sous-section 2.5.5, cette me´trique se base sur la pre´cision au niveau des n-grams
contenus dans une traduction a` e´valuer vis-a`-vis de ceux constituant sa traduc-
tion re´fe´rence. bleu posse`de une forte corre´lation avec l’appre´ciation qualitative
d’e´valuateurs humains (Papineni et al., 2002).
4.2.3 Calibrage
Durant cette e´tape, nomme´e le tuning en anglais, on ajuste le de´codeur en
calibrant les coefficients de notre fonction de score, soit l’e´quation 3.1. Comme
point de de´part, nous avons re´cupe´re´ les coefficients que nous a livre´s le calibrage
du de´codeur de moses sur les meˆmes corpus de de´veloppement a` l’aide d’une
approche parMinimum ErrorRate Training, ou mert (Och, 2003). A` partir de ces
calibrages, nous avons proce´de´ a` l’ajustement des coefficients de notre fonction de
score de manie`re empirique, soit a` l’aide d’un grid-search. Notre fonction de score
compte 9 coefficients a` ajuster3. Afin d’attribuer un poids au mode`le de langue
inverse´, nous avons simplement re´parti le poids accorde´ par mert au mode`le de
langue re´gulier sur nos deux mode`les de langue avant la calibration. E´tant donne´
la lenteur de Python, ce processus a e´te´ tre`s long, soit 72 heures en moyenne.
Pour cette raison, nous avons effectue´ le calibrage de notre de´codeur a` l’aide de
la configuration de fonctions de voisinage re´duite nomme´e fbase au chapitre 3. A`
celle-ci, nous avons ajoute´ la fonction SPLIT4. Les fonctions de voisinage retenues
pour le calibrage sont donc REPLACE, BI-REPLACE, SPLIT, SPLIT-REPLACE,
35 pour le mbs, 1 pour le mode`le de langue re´gulier, 1 pour le mode`le de langue inverse´, 1
pour la pe´nalite´ attribue´e a` la longueur en mots de la phrase et 1 pour le mode`le de distorsion.
4Nous avons note´ que ge´ne´ralement, cette fonction est tre`s utilise´e, donc nous avons juge´
opportun de calibrer notre de´codeur en en tenant compte.
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MERGE-REPLACE et SWAP. L’amorce retenue pour le calibrage est celle de type
adtp-pd, puisque Langlais et al. (2007) ont de´ja` prouve´ son efficacite´.
4.2.4 Point de comparaison
Nous avons e´galement de´cide´ de comparer notre syste`me a` un de´codeur plus
re´cent et plus performant que l’avaient fait Langlais et al. (2007), nomme´ment
moses, afin de voir si l’ide´e d’un de´codeur par recherche locale tient toujours la
route. Aussi, dans le but de ve´rifier si notre de´codeur peut corriger des erreurs
commises par moses, nous utilisons la sortie de ce dernier afin d’effectuer une
post-optimisation. Tel que nous l’avons mentionne´ au chapitre 3, nous nommons
smoses une traduction provenant de moses.
4.3 Re´sultats
Nous de´butons cette section par l’analyse de nos re´sultats en fonction du type
d’amorce qui a e´te´ utilise´e. Ensuite, nous pre´sentons et discutons de nos re´sultats
en ce qui a` trait aux fonctions de voisinage. Nous passons alors a` l’e´valuation de
l’effet du mode`le de langue inverse´ pour le de´codage a` partir d’amorces de type
adtp et pour la post-optimisation.
Quelques nouvelles ide´es ont pris naissance durant notre re´flexion vis-a`-vis de
nos re´sultats, pre´sente´s dans leur entie`rete´ a` l’annexe I. Par exemple, on peut isoler
les meilleures fonctions de voisinage et effectuer de nouvelles expe´riences a` partir
de celles-ci. Il nous semble tout a` fait a` propos de comparer nos re´sultats avec les
performances de moses et a` celles du syste`me de Langlais et al. (2007) dont le
comportement est fide`lement reproduit par notre syste`me. C’est ce que nous avons
fait a` la sous-section 4.3.4.
Ensuite, a` la sous-section 4.3.5 nous pre´sentons des exemples anecdotiques de
nos traductions, choisies au hasard, et les comparons aux traductions des syste`mes
de Langlais et al. (2007), de moses et, bien suˆr, aux traductions re´fe´rences ge´ne´re´es
par des humains.
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Enfin, nous mettons notre syste`me a` l’e´preuve en explorant une plus grande
partie de l’espace de recherche. Nous nous basons sur l’ouvrage de Russell et Norvig
(2010) afin de permettre des de´placements dans des directions autres que vers le
« haut », soit la maximisation de notre fonction de score. Nous pre´sentons ces
re´sultats a` la sous-section 4.3.6.
4.3.1 Amorces
Aux tableaux 4.2 et 4.3, nous pre´sentons les proportions d’utilisation des diffe´-
rents types d’amorces afin d’e´valuer leur performance. Pour ce faire, nous avons
recueilli les statistiques de se´lection des deux types d’amorces qui effectuent un
choix parmi les autres types d’amorces selon notre fonction de score, soit les types
cadtp et cmult. Tel qu’e´labore´ au chapitre 3 a` la section 3.2.3, cadtp choisit
parmi les amorces de type adtp. cmult effectue son choix parmi tous les types
d’amorces, soit les amorces de type adtp et l’amorce smoses, telle que fournie
par moses. Les valeurs rapporte´es aux tableaux ci-mentionne´s, allant de 0 a` 1,
indiquent donc quels ont e´te´ les types d’amorces les plus populaires en terme de
proportion d’utilisation.
Prenons d’abord les re´sultats pour cadtp. Contre toute attente, notre fonction
de score a pre´fe´re´ les amorces adtp-gd et adtp-dg a` l’amorce de type adtp-pd,
soit celle propose´e par Langlais et al. (2007), et ce, 90.42% du temps. L’utilisation
de l’amorce cadtp au de´triment de l’amorce adtp-pd seule se traduit e´galement
par une augmentation du score bleu de plus de 85% de nos traductions, tel que
rapporte´ a` l’annexe I . Ce fait est inte´ressant, car les amorces de type adtp-gd
et adtp-dg n’utilisent pas une approche par PD conceptuellement plus sophis-
tique´e. En fait, l’amorce adtp-al, notre amorce ale´atoire, est retenue plus souvent
que l’amorce adtp-pd. Or tel que nous l’avons mentionne´ au chapitre 3, il arrive
parfois que certaines amorces provenant de me´thodes diffe´rentes soient identiques.


















cmult 0.08 0.08 0.01 0.01 0.82
cadtp 0.40 0.52 0.02 0.06 0.00
en2fr
cmult 0.01 0.02 0.00 0.01 0.96
cadtp 0.35 0.55 0.02 0.08 0.00
es2en
cmult 0.01 0.01 0.00 0.01 0.97
cadtp 0.37 0.42 0.01 0.20 0.00
en2es
cmult 0.04 0.02 0.00 0.00 0.94
cadtp 0.43 0.52 0.02 0.03 0.00
de2en
cmult 0.02 0.01 0.00 0.01 0.96
cadtp 0.46 0.41 0.01 0.13 0.00
en2de
cmult 0.02 0.02 0.00 0.00 0.96
cadtp 0.48 0.50 0.01 0.02 0.00
















cmult 0.04 0.03 0.00 0.01 0.92
cadtp 0.40 0.52 0.02 0.07 0.00
en2fr
cmult 0.03 0.03 0.00 0.01 0.93
cadtp 0.38 0.55 0.02 0.06 0.00
es2en
cmult 0.01 0.01 0.00 0.02 0.96
cadtp 0.38 0.43 0.01 0.18 0.00
en2es
cmult 0.04 0.02 0.00 0.00 0.94
cadtp 0.43 0.52 0.02 0.03 0.00
de2en
cmult 0.02 0.01 0.00 0.00 0.97
cadtp 0.47 0.41 0.01 0.12 0.00
en2de
cmult 0.02 0.00 0.00 0.00 0.98
cadtp 0.47 0.48 0.01 0.05 0.00
Tableau 4.3 – Proportions d’utilisation des diffe´rents types d’amorces incorporant





Ceci signifie que l’amorce de type adtp-pd a peut-eˆtre e´te´ identique a` celles
de types adtp-gd ou adtp-dg a` plusieurs reprises, mais non retenue a` cause de
cet ordre de se´lection. Par contre, tel que mentionne´ ci-haut, dans l’ensemble de
nos re´sultats, l’utilisation de l’amorce de type cadtp vis-a`-vis de l’utilisation de
l’amorce de type adtp-pd seule a eu un effet largement be´ne´fique.
Comme nous nous y attendions, cmult pre´sente un biais important vers l’amor-
ce smoses, soit la traduction de moses. Malgre´ cela, notre fonction de score a tout
de meˆme parfois pre´fe´re´ les amorces adtp. Ceci ne s’est toutefois pas traduit en
une augmentation du score des traductions, bien au contraire, le score s’est presque
toujours de´grade´. Par contre, nous croyons qu’un calibrage plus e´labore´ pourrait
possiblement reme´dier a` ce proble`me.
Nous jugeons important de noter que l’incorporation du mode`le de langue in-
verse´ dans notre fonction de score ne renverse pas les tendances ge´ne´rales que nous
venons de soulever.
Source




but i would also urge parliament to be prepared to negotiate in
these matters .
adtp-gd
i must , however , also |0− 3| ask parliament |4− 6| to be open
|7− 9| to negotiation . |10− 13|
adtp-dg
i must , however , also |0− 3| ask parliament |4− 6| to be open
|7− 9| to negotiation . |10− 13|
Tableau 4.4 – Exemple d’une phrase a` traduire, de sa traduction par un humain et
des amorces de type adtp-gd et adtp-dg ainsi que de leur segmentation.
Une tendance ge´ne´rale que nous avons observe´e est la diffe´rence importante
entre les scores obtenus par les amorces adtp-gd et adtp-dg sans avoir recours
aux fonctions de voisinage, soit 1.19 points bleu en moyenne en faveur des amorces
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adtp-dg sur l’ensemble de nos re´sultats5. Bien que certaines amorces de types
adtp-gd et adtp-dg soient identiques, tel que nous pouvons observer au tableau
4.46, pour certaines autres, ce n’est pas le cas. Nous voyons au tableau 4.5 quelques
exemples d’une observation re´currente : les segments dans les amorces de type
adtp-dg de´butent souvent par un article ou une pre´position et se terminent par
un mot important syntaxiquement, que ce soit un nom, un adjectif, ou un verbe.
Ceci est peut-eˆtre duˆ au fait que nous de´marrons le processus de cre´ation d’amorce
a` droite pour le type adtp-dg, donc avec une ponctuation de fin de phrase dans
le cas de phrases comple`tes. Chercher un gros segment dans le mbs a` partir de
ce point nous ame`ne peut-eˆtre des possibilite´s plus syntaxiquement acceptables
puisqu’observe´es plus souvent dans le corpus d’entraˆınement. Le type d’amorce
adtp-gd n’a pas cet avantage e´tant donne´ que ce qui vient en de´but de phrase
peut souvent apparaˆıtre a` d’autres positions dans d’autres phrases. Nous croyons
qu’il est donc possible que l’avantage des amorces de type adtp-dg proviennent
du fait de « partir du bon pied » avec la ponctuation de fin de phrase, menant a`
des amorces de meilleure qualite´.
Source
for a wide range of sectors this means the reduction and phasing
out of activities .
Traduction
re´fe´rence
cela signifie une re´duction ou une suppression progressive des
activite´s pour toute une se´rie de secteurs .
adtp-gd
pour un large e´ventail de |0− 4| secteurs |5− 5| cela signifie le
|6−8| re´duction et |9−10| e´limination progressive des |11−13|
activite´s . |14− 15|
adtp-dg
pour |0−0| un large e´ventail de secteurs |1−5| cela signifie |6−7|
la re´duction |8− 9| et la suppression progressive |10− 12| des
activite´s . |13− 15|
Tableau 4.5 – Exemple d’une phrase a` traduire, de sa traduction par un humain et
des amorces de type adtp-gd et adtp-dg ainsi que de leur segmentation.
Cependant, il est a` noter que cet avantage s’estompe rapidement a` 0.14 points
5Voir annexe I.
6Rappelons que notre nomenclature de segmentation fait apparaˆıtre deux nombres a` la droite
d’un segment. Ceux-ci font re´fe´rence aux positions des mots formant le segment source auquel
correspond le segment cible.
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bleu en moyenne suite a` l’application de transformations a` l’aide de fonctions de
voisinage. Ces dernie`res sont donc en mesure de combler les lacunes des amorces
de type adtp-gd. Nous discutons d’avantage des fonctions de voisinage dans la
sous-section 4.3.2.
4.3.2 Fonctions de voisinage
Dans cette sous-section, nous de´sirons mettre a` l’avant la popularite´ des fonc-
tions de voisinage lors du de´codage. Pour le de´codage a` partir d’amorces de type
adtp, nous nous sommes tenus a` l’amorce de type cadtp, car, comme nous l’avons
mentionne´ a` la section pre´ce´dente, elle livre des traductions le´ge`rement supe´rieures
en termes de bleu. Nous avons utilise´ la configuration de fonctions de voisinage
nomme´e toutes, qui regroupe toutes nos fonctions de voisinage. Les tableaux 4.6
et 4.7 pre´sentent les proportions de fonctions de voisinage « gagnantes » a` chaque
e´tape du de´roulement de notre algorithme glouton, et ce, sur l’ensemble de nos
re´sultats pour la configuration cadtp + toutes. Nous tenons a` spe´cifier que les
tableaux 4.6 et 4.7 repre´sentent nos trouvailles sans mode`le de langue inverse´ et
avec mode`le de langue inverse´ respectivement. Encore une fois, ces proportions vont
de 0 a` 1.
Les tableaux 4.6 et 4.7 nous montrent que l’utilisation des fonctions SPLIT et
SPLIT-REPLACE domine notre recherche locale. La premie`re, une de nos contri-
butions, est la plus utilise´e de toutes, soit 43.67% des transformations retenues.
La deuxie`me compte pour 17.83% de ces dernie`res. Ensemble, elles comptent donc
pour 61.50% des transformations retenues. Ceci nous ame`ne a` croire que nos algo-
rithmes d’amorces de type adtp ne sont pas assez agressifs dans la segmentation
des phrases sources puisque ces deux fonctions, nous le rappelons, « resegmentent »
un segment de l’hypothe`se. Par contre, y aller trop agressivement est sans issue,
car, comme nous pouvons le constater avec les amorces adtp-al qui tendent a` eˆtre
segmente´es mot par mot, ceci livre de tre`s mauvais re´sultats7. SPLIT et SPLIT-
REPLACE sont suivies de REPLACE et MERGE-REPLACE, dans cet ordre. Les




fr2en en2fr es2en en2es de2en en2de
REPLACE 0.06 0.06 0.05 0.16 0.12 0.18
BI-REPLACE 0.01 0.03 0.02 0.07 0.05 0.09
SPLIT 0.58 0.50 0.62 0.27 0.41 0.25
SPLIT-REPLACE 0.11 0.21 0.12 0.22 0.18 0.21
MERGE 0.00 0.00 0.00 0.00 0.00 0.00
MERGE-REPLACE 0.08 0.07 0.07 0.10 0.05 0.08
MERGE-DISPLACE 0.00 0.00 0.00 0.00 0.00 0.00
MERGE-DISPLACE-
REPLACE
0.00 0.00 0.00 0.00 0.00 0.00
SWAP 0.01 0.01 0.01 0.01 0.01 0.01
SWAP-REPLACE 0.00 0.00 0.00 0.00 0.00 0.00
SPLIT-SWAP 0.01 0.01 0.01 0.01 0.01 0.01
SPLIT-SWAP-
REPLACE
0.00 0.01 0.00 0.01 0.01 0.01
MOVE 0.01 0.00 0.01 0.00 0.02 0.01
MOVE-REPLACE 0.01 0.01 0.01 0.01 0.02 0.02
Tableau 4.6 – Comparatif de la proportion d’utilisation des diffe´rentes fonctions de
voisinage.
autres fonctions de voisinage sont peu utilise´es.
Pour la post-optimisation, nous avons remarque´ que pour la configuration de
fonctions de voisinage toutes, les re´sultats obtenus a` l’aide des amorces smoses
et cmult sont comparables. Nous avons retenu la dernie`re. Les tableaux 4.8 et
4.9 repre´sentent donc les proportions d’utilisation des fonctions de voisinage pour
l’amorce cmult sans et avec mode`le de langue inverse´, respectivement.
Dans les tableaux 4.8 et 4.9, nous notons une tendance similaire que celle qui est
observable aux tableaux 4.6 et 4.7, mais avec des diffe´rences fondamentales. Les
meˆmes quatre fonctions dominent le de´codage, soit SPLIT, SPLIT-REPLACE,
REPLACE et MERGE-REPLACE, par contre leur ordre d’importance a e´te´ per-
mute´. C’est maintenant MERGE-REPLACE qui est la plus utilise´e, responsable
de 24.17% des transformations. REPLACE vient apre`s MERGE-REPLACE avec




fr2en en2fr es2en en2es de2en en2de
REPLACE 0.06 0.07 0.05 0.16 0.11 0.14
BI-REPLACE 0.02 0.04 0.01 0.07 0.06 0.10
SPLIT 0.56 0.48 0.66 0.26 0.41 0.24
SPLIT-REPLACE 0.14 0.20 0.08 0.21 0.19 0.27
MERGE 0.00 0.00 0.00 0.00 0.00 0.00
MERGE-REPLACE 0.08 0.09 0.09 0.10 0.06 0.10
MERGE-DISPLACE 0.00 0.00 0.00 0.00 0.00 0.00
MERGE-DISPLACE-
REPLACE
0.00 0.00 0.00 0.00 0.00 0.00
SWAP 0.01 0.00 0.01 0.01 0.01 0.00
SWAP-REPLACE 0.00 0.00 0.00 0.01 0.00 0.00
SPLIT-SWAP 0.01 0.00 0.01 0.01 0.01 0.00
SPLIT-SWAP-
REPLACE
0.00 0.01 0.00 0.01 0.01 0.01
MOVE 0.00 0.00 0.01 0.01 0.02 0.00
MOVE-REPLACE 0.01 0.01 0.00 0.01 0.02 0.01
Tableau 4.7 – Comparatif de la proportion d’utilisation des diffe´rentes fonctions de
voisinage en incorporant un mode`le de langue inverse´.
respectivement. Puisque MERGE-REPLACE est la fonction de voisinage la plus
utilise´e en post-optimisation, on peut penser que notre fonction de score pre´fe`re
cre´er des segments plus gros, peut-eˆtre pour les remplacer et/ou les segmenter a`
nouveau. Nous croyons donc que plutoˆt que de trouver erreur dans une segmenta-
tion peu agressive, tel que nous l’avons mentionne´ vis-a`-vis de nos re´sultats pour le
de´codage a` partir d’amorces de type adtp, c’est simplement la fonction de score
qui fait son travail selon sa propre maximisation, soit en motivant la segmenta-
tion avec SPLIT et SPLIT-REPLACE, soit en privile´giant l’agglome´ration avec
MERGE-REPLACE, ou bien en essayant des segments cibles de rechange avec la
fonction REPLACE. Notre de´codeur est donc muni de ce dont il a besoin pour
modifier une amorce convenablement, selon la maximisation de notre fonction de
score.




fr2en en2fr es2en en2es de2en en2de
REPLACE 0.13 0.2 0.18 0.23 0.15 0.23
BI-REPLACE 0.02 0.04 0.02 0.04 0.03 0.05
SPLIT 0.15 0.10 0.22 0.15 0.30 0.09
SPLIT-REPLACE 0.03 0.06 0.07 0.10 0.13 0.08
MERGE 0.00 0.00 0.00 0.00 0.00 0.00
MERGE-REPLACE 0.47 0.40 0.15 0.12 0.05 0.15
MERGE-DISPLACE 0.00 0.00 0.00 0.00 0.00 0.00
MERGE-DISPLACE-
REPLACE
0.00 0.00 0.00 0.00 0.00 0.00
SWAP 0.01 0.00 0.01 0.01 0.01 0.01
SWAP-REPLACE 0.00 0.00 0.00 0.00 0.00 0.00
SPLIT-SWAP 0.01 0.00 0.01 0.01 0.02 0.00
SPLIT-SWAP-
REPLACE
0.00 0.00 0.01 0.01 0.01 0.00
MOVE 0.02 0.00 0.02 0.01 0.03 0.00
MOVE-REPLACE 0.01 0.01 0.01 0.01 0.03 0.01
Tableau 4.8 – Comparatif de la proportion d’utilisation des diffe´rentes fonctions de
voisinage pour la post-optimisation.
comptabilise´es aux tableaux 4.6, 4.7, 4.8 et 4.9 et se re´partissent en deux fonctions
de type FMBS et deux fonctions de type FML. Le fait d’avoir tant recours a` des
fonctions destine´es a` e´chapper a` des maximums locaux nous ame`ne a` croire que
ceci est un facteur de´terminant dans la recherche locale. Pour cette raison, nous
avons effectue´ des expe´riences servant a` explorer davantage l’espace de recherche.
Les re´sultats de ces dernie`res sont relate´s a` la sous-section 4.3.6.
4.3.3 Mode`le de langue inverse´
Ici, nous de´sirons comparer nos meilleurs re´sultats sur la base de l’incorporation
ou non d’un mode`le global supple´mentaire dans notre fonction de score, soit le
mode`le de langue inverse´. Le but est d’e´valuer l’utilite´ d’un tel mode`le sur le plan
de la qualite´ de traduction.




fr2en en2fr es2en en2es de2en en2de
REPLACE 0.13 0.17 0.17 0.24 0.16 0.21
BI-REPLACE 0.02 0.04 0.02 0.04 0.03 0.05
SPLIT 0.10 0.08 0.23 0.13 0.30 0.11
SPLIT-REPLACE 0.03 0.04 0.03 0.07 0.12 0.14
MERGE 0.00 0.00 0.00 0.00 0.00 0.00
MERGE-REPLACE 0.53 0.49 0.24 0.13 0.05 0.12
MERGE-DISPLACE 0.00 0.00 0.00 0.00 0.00 0.00
MERGE-DISPLACE-
REPLACE
0.00 0.00 0.00 0.00 0.00 0.00
SWAP 0.00 0.00 0.01 0.01 0.01 0.00
SWAP-REPLACE 0.00 0.00 0.00 0.00 0.00 0.00
SPLIT-SWAP 0.00 0.00 0.01 0.01 0.01 0.00
SPLIT-SWAP-
REPLACE
0.00 0.00 0.00 0.01 0.01 0.00
MOVE 0.01 0.00 0.01 0.01 0.02 0.00
MOVE-REPLACE 0.01 0.00 0.01 0.02 0.03 0.00
Tableau 4.9 – Comparatif de la proportion d’utilisation des diffe´rentes fonctions de
voisinage pour la post-optimisation en incorporant un mode`le de langue inverse´.
nous avons retenu le type d’amorce cadtp. Comme nous l’avons de´ja` mentionne´,
ce dernier livre des traductions supe´rieures en termes de bleu. La configuration
fbase est responsable de 58.33% des meilleures traductions dans l’ensemble de nos
expe´riences. Nous nous tenons donc aux re´sultats impliquant cette configuration
de fonctions de voisinage.
Bien que le tableau 4.10 affiche parfois des pertes lorsqu’on emploie un mode`le
de langue inverse´, nous croyons que les gains justifient cet emploi. En fait, il y a
des gains dans 4 directions de traduction sur 6 et ces gains sont en moyenne de
0.29 points bleu contre des pertes moyennes de 0.04 points pour les directions de
traduction en2fr et es2en. Nous croyons meˆme que les pertes rapporte´es sont le
re´sultat du calibrage d’un parame`tre de supple´mentaire, ayant comme effet l’ex-
plosion exponentielle des possibilite´s de calibrages.













Tableau 4.10 – Comparatif des scores bleu des meilleures traductions de type
cadtp + fbase sans mode`le de langue inverse´ vs avec mode`le de langue inverse´.
de notre de´codeur en tant qu’outil de post-optimisation. Les re´sultats obtenus a`
l’aide de l’amorce de type cmult de´passent ou e´galisent ceux obtenus en utilisant
l’amorce smoses 69% du temps. De plus, la configuration fbase rend des re´sultats
supe´rieurs ou e´gaux a` ceux obtenus a` l’aide des autres configurations dans 67% des
cas. C’est donc cette dernie`re, telle qu’applique´e aux amorces de type cmult, qui












Tableau 4.11 – Comparatif des scores bleu des meilleures traductions de type
cmult + fbase (post-optimisation) sans mode`le de langue inverse´ vs avec mode`le
de langue inverse´.
Nous observons que notre de´codeur, lorsqu’employe´ comme outil de post-optimi-
sation, be´ne´ficie toujours de l’incorporation d’un mode`le de langue inverse´. En fait,
si nous confondons les frontie`res entre les re´sultats des configurations cadtp +
fbase et cmult + fbase, nous voyons que l’utilisation d’un mode`le de langue
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inverse´ est un avantage dans 10 cas sur 12. Ceci justifie amplement que nous fas-
sions toujours emploi d’un mode`le global tel le mode`le de langue inverse´ lors de la
recherche locale en traduction statistique.
4.3.4 Comparaisons de syste`mes
Ici, nous de´sirons comparer les performances du de´codeur de moses, de celui
de Langlais et al. (2007), dont le comportement est reproduit par notre de´codeur,
et du noˆtre. Ces re´sultats sont pre´sente´s aux tableaux 4.12 et 4.13. Le premier
repre´sente les scores bleu des traductions obtenues lors du de´codage a` partir
d’amorces de type adtp, donc ge´ne´re´es par notre de´codeur. Le deuxie`me relate
les performances du syste`me de Langlais et al. (2007) et du noˆtre en tant qu’outils
de post-optimisation. Nous rappelons que le type d’amorce adtp-pd et la configu-
ration de fonctions de voisinage fbase repre´sentent ici les configurations utilise´es
par le syste`me de Langlais et al. (2007).
Aux tableaux 4.12 et 4.13, nous introduisons une nouvelle configuration de fonc-
tions de voisinage, soit la configuration fpopulaires. Cette configuration regroupe
les quatre fonctions de voisinage qui ont e´te´ utilise´es le plus fre´quemment par notre
de´codeur, soit SPLIT, SPLIT-REPLACE, REPLACE et MERGE-REPLACE. Tel
que rapporte´ a` la sous-section 4.3.2, ces quatre fonctions comptent pour un peu
plus de 73% des transformations retenues par notre de´codeur.
Notons aussi qu’e´tant donne´ les gains en bleu, soit dans 10 cas sur 12 selon
nos re´sultats a` la section 4.3.3, tous les re´sultats inscrits dans les tableaux 4.12 et
4.13 ont e´te´ obtenus a` l’aide de l’ajout d’un mode`le de langue inverse´.
Au tableau 4.12, nous voyons que, malgre´ la popularite´ de la fonction SPLIT,
une configuration de fonctions de voisinage ne l’incluant pas, soit fbase, livre
des re´sultats le´ge`rement supe´rieurs a` ceux obtenus a` l’aide de la configuration
fpopulaires qui, elle, la contient. Ceci porte a` croire que meˆme si une fonction
de voisinage produit une transformation qui maximise notre fonction de score, cette
premie`re peut toujours avoir un effet globalement ne´faste sur la traduction. Il est









fr2en 30.70 30.79 30.73
en2fr 28.95 29.03 28.97
es2en 30.29 30.33 30.19
en2es 29.26 29.64 29.60
de2en 25.65 25.58 25.58
en2de 18.75 19.01 18.94
Tableau 4.12 – Comparatif des syste`mes de re´fe´rence pour les amorces adtp.
croyons toutefois que la faible distance se´parant les scores bleu de nos re´sultats
ne justifie pas de douter de la pertinence de l’e´quation 3.1. Nous pensons plutoˆt
qu’un calibrage plus sophistique´, comme celui effectue´ a` l’aide de mert, pourrait
optimiser l’efficacite´ de notre fonction de score.
Nous de´sirons souligner le fait suivant : l’utilisation de la configuration fpo-
pulaires se traduit par une acce´le´ration aux alentours de 20% par rapport a`
l’utilisation de fbase, pour une diffe´rence de score peu importante. En fait, nous
voyons a` la sous-section 4.3.5, que les diffe´rences entre les traductions provenant
de ces deux configurations sont parfois qualitativement ne´gligeables.
Il est inte´ressant de noter que, contrairement a` fbase, aucune fonction dans
fpopulaires ne permet la distorsion. Or, lors du passage de fbase a` fpopu-
laires, nous ne remarquons pas de pertes de points bleu plus importantes pour
les directions de traductions impliquant l’allemand, soit de2en et en2de, alors qu’il
y a une distorsion souvent implicite par rapport a` l’anglais. Pour ces raisons, nous
croyons qu’il est donc pre´fe´rable d’utiliser la configuration de fonctions de voisinage
fpopulaires.
Le tableau 4.13 nous de´voile la meˆme similarite´ en ce qui a trait aux diffe´rences
de score pour le passage de fbase a` fpopulaires que nous montre le tableau
4.12. Nous avons toujours une acce´le´ration non-ne´gligeable, soit dans les environs
de 28%. Nous croyons que ces gains justifient amplement l’usage de la configuration













fr2en 32.44 31.54 31.47 31.60 31.54
en2fr 32.16 30.44 30.45 30.42 30.43
es2en 32.41 31.18 31.18 31.19 31.17
en2es 31.75 31.08 31.21 31.06 31.20
de2en 27.37 26.56 26.63 26.57 26.63
en2de 20.59 19.99 20.03 19.99 20.03
Tableau 4.13 – Comparatif des syste`mes de re´fe´rence pour la post-optimisation.
type adtp, ou` notre de´codeur cre´e les amorces, mais aussi en post-optimisation.
Nous pouvons observer qu’il y a toujours une de´gradation des scores en post-
optimisation vis-a`-vis de l’amorce smoses. Notre de´codeur corrige peut-eˆtre mal
ou pas du tout les sorties de moses. Peut-eˆtre qu’il y inse`re des erreurs. Nous
croyons meˆme que le faisceau de moses, 100 pre´fixes8, maintient peut-eˆtre assez
de solutions de rechange a` la solution courante pour permettre de retourner en
arrie`re convenablement et trouver un meilleur pre´fixe, effectuant en quelque sorte
des corrections non-continues. Par contre, nous croyons toujours qu’un calibrage
plus exhaustif raffinerait l’efficacite´ de notre de´codeur, donnant possiblement une
opportunite´ a` la recherche locale d’ame´liorer les traductions de moses. Ne´anmoins,
la question se pose toujours : A` quoi ressemblent ces diffe´rences a` l’oeil nu ? Sont-
elles significatives ? Nous tentons de re´pondre a` ces questions a` la sous-section
suivante.
4.3.5 Exemples de traductions
Dans cette section, nous voulons e´valuer les diffe´rences langagie`res observables
engendre´es par certaines des diffe´rentes strate´gies de recherche en traduction statis-
tique que nous avons pre´sente´es jusqu’a` date. Par exemple, nous voulons comparer
la phrase source et sa traduction re´fe´rence par un humain, ainsi que les sorties de
8Valeur par de´faut, http ://www.statmt.org/moses/ ?n=Moses.Tutorial#ntoc8
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moses et celles produites a` l’aide de diffe´rentes configurations de notre de´codeur.
Les phrases qui sont cite´es ici ont e´te´ choisies parmi vingt phrases se´lectionne´es
ale´atoirement pour chaque direction de traduction.
Source
il faut imposer un service public europe´en de haut niveau , en y
incluant les mobiles et internet , re´pondant aux besoins fonda-
mentaux des salarie´s et des usagers .
Re´fe´rence
a high quality european public service must be imposed , to
include mobiles phones and the internet , to meet the basic
needs of employees and users .
smoses
we must impose a european public service of high level , inclu-
ding the mobile and internet , responding to the basic needs of
the workers and users .
smoses +
fbase
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of the workers and users .
smoses +
fpopulaires
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of the workers and users .
cmult +
fbase
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of the workers and users .
cmult + fpo-
pulaires
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of the workers and users .
adtp-pd +
fbase
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of workers and users .
cadtp +
fbase
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of workers and users .
cadtp + fpo-
pulaires
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of workers and users .
Tableau 4.14 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
L’exemple au tableau 4.14 est la phrase 677 de notre corpus de test, traduite
du franc¸ais vers l’anglais. Il de´montre la faiblesse d’une me´trique comme bleu
en ce qu’elle se fie entie`rement a` une traduction humaine que l’on admet comme
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infaillible. La traduction humaine (Re´fe´rence) est un parfait exemple d’une tra-
duction errone´e. bleu enle`ve donc des points a` une traduction qui ne contient pas
le bi-gram « mobiles phones » alors que ce dernier devrait eˆtre « mobile phones ».
De plus, l’inclusion de la formulation « to include » dans la traduction humaine
devrait eˆtre remplace´e par « in order to include » ou bien carre´ment par « inclu-
ding » ce qui a e´te´ fait par moses et laisse´ comme tel en post-optimisation. En
fait, lors de cette post-optimisation, notre de´codeur a` toujours rendu la meˆme tra-
duction, quelle que soit la configuration. Elles ne diffe`rent de celle de moses que
par le mot « in », ajoute´ apre`s le mot « including ».
Fait inte´ressant a` noter, au tableau 4.14, toutes les traductions de´marre´es uni-
quement a` partir d’amorces de type adtp sont aussi identiques. Par contre, ceci
n’est pas le cas pour la traduction de l’anglais vers le franc¸ais de la phrase source
cite´e au tableau 4.15. Nous y voyons que la traduction produite a` l’aide de la confi-
guration cadtp + fpopulaires a e´vite´ l’inclusion fautive du mot « trop » qui
est pre´sent dans les traductions livre´es par la configuration propose´e par Langlais
et al. (2007), soit adtp-pd + fbase et la configuration cadtp + fbase. Bien
que les traductions statistiques cite´es ici ont toutes mal tenu compte du nombre
quant a` l’accord des pronoms relatifs « laquelle » ou « lequel », la configuration
cadtp + fpopulaires est la seule a` avoir mene´ a` une traduction ou` le genre de
ce pronom relatif est bien accorde´. Ceci de´montre qu’il y a peut-eˆtre un avantage
a` e´viter certaines fonctions de voisinage.
Autre fait inte´ressant a` noter, comme le montre le tableau 4.169, il est parfois
important d’e´viter certaines amorces adtp. Par exemple, la configuration adtp-
pd + fbase me`ne a` l’omission du verbe auxiliaire « avoir » pour le participe
passe´ « convenu ». L’amorce de type cadtp prend avantage de l’amorce adtp-pd
lorsque celle-ci pre´sente une plus-value sur le plan de la maximisation de la fonction
de score, mais permet aussi de l’e´viter lorsque son utilisation repre´sente un risque.
De retour maintenant a` la post-optimisation, nous avons dans le tableau 4.1710
9Pour voir l’exemple au complet, veuillez vous re´fe´rer au tableau II.4 a` l’annexe II.
10Pour voir l’exemple au complet, veuillez vous re´fe´rer au tableau II.2 a` l’annexe II.
64
Source
these are the results of which the european parliament too can
be proud .
Re´fe´rence le parlement europe´en peut eˆtre fier de ces re´sultats lui aussi .
adtp-pd +
fbase
tels sont les re´sultats de laquelle le parlement europe´en trop
peut eˆtre fie`re .
cadtp +
fbase
tels sont les re´sultats de laquelle le parlement europe´en trop
peut eˆtre fie`re .
cadtp + fpo-
pulaires
tels sont les re´sultats de lequel le parlement europe´en peut eˆtre
fier .
Tableau 4.15 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
Source
finally , leaders agreed to encourage an intensification of contacts
among parliamentarians as set out in the cooperation framework
.
Re´fe´rence
enfin , les dirigeants ont de´cide´ d’ encourager une intensification
des contacts interparlementaires , comme cela est pre´vu dans le
cadre de coope´ration .
adtp-pd +
fbase
enfin , les dirigeants convenu a` encourager une intensification




enfin , les dirigeants sont d’ accord pour encourager une inten-
sification des contacts entre parlementaires tels que de´finis dans
le cadre de coope´ration .
cadtp + fpo-
pulaires
enfin , les dirigeants sont d’ accord pour encourager une intensi-
fication des contacts entre les parlementaires tel que de´fini dans
le cadre de coope´ration .
Tableau 4.16 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
un exemple de la recherche locale qui corrige une erreur commise par moses de
manie`re non-continue. La sortie de moses se termine par « to the south korea . ».
Notre de´codeur retire le « the » fautif.
Toujours en post-optimisation, conside´rons le tableau 4.1811. Voici un exemple
ou` la recherche locale ne corrige pas les erreurs dans la sortie de moses. On aurait
11Pour voir l’exemple au complet, veuillez vous re´fe´rer au tableau II.5 a` l’annexe II.
65
Source
je comprends , a` la lueur des derniers de´veloppements , que la
commission ait de´cide´ d’ adopter une ligne plus dure - et a` juste
titre - a` l’ e´gard de la core´e du sud .
Re´fe´rence
in the light of the latest development , i can appreciate why the
commission has , with good reason , adopted a harder line on
south korea .
smoses
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to the south korea .
smoses +
fbase
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to south korea .
smoses +
fpopulaires
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to south korea .
cmult +
fbase
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to south korea .
cmult + fpo-
pulaires
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to south korea .
Tableau 4.17 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
duˆ voir « les mouvements fe´ministes » au singulier et « renforce´e » au masculin, ou,
au pire, au masculin pluriel. De manie`re encore plus importante, le sens original
de la phrase source est inverse´ par l’omission du mot « que », pre´sent dans la
sortie de moses. Nous trouvons cet exemple d’inte´reˆt, car il souligne l’effet parfois
de´gradant des fonctions de voisinage. Au lieu de corriger une erreur, on en introduit
une. Par contre, existe-t-il un chemin menant vers une meilleure solution dans le
voisinage de cette dernie`re ? Une transformation qui ne maximise pas notre fonction
de score me`nera-t-elle e´ventuellement a` une traduction de qualite´ supe´rieure ? Nous
explorons ce sujet a` la sous-section 4.3.6.
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Source
the women ’ s movement can only be strengthened by such a
decision .
Re´fe´rence
la cause des femmes ne peut qu’ eˆtre renforce´e par une telle
de´cision .
smoses
les mouvements fe´ministes ne peut eˆtre que renforce´e par
une telle de´cision .
smoses +
fbase












les mouvements fe´ministes ne peut eˆtre renforce´e par une
telle de´cision .
Tableau 4.18 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
4.3.6 Exploration de l’espace de recherche
Dans cette sous-section, nous relatons nos expe´riences d’exploration d’une plus
grande partie de l’espace de recherche. Nous y arrivons en permettant a` notre algo-
rithme glouton d’e´chapper a` des maximums locaux en se´lectionnant un e´tat voisin
posse´dant un score e´gal ou moindre. Nous aurions aussi pu faire du recuit simule´,
mais notre approche, inspire´e de celle de´crite par Russell et Norvig (2010), est
simple a` imple´menter et satisfait nos besoins. Nous avons pris la liberte´ de la nom-
mer, soit l’exploration late´rale-descendante. Ceci demande la conside´ration
de deux parame`tres (Russell et Norvig, 2010), soit :
1. La de´valuation de score permise par incre´ment late´ral-descendant.
2. Le nombre d’incre´ments late´raux-descendants que nous tole´rons.
Pour le premier parame`tre, nous avons e´value´ a` −6200 l’e´le´vation maximale
d’un pas vers le bas a` partir de la solution courante. Nous savons qu’une fonction
de voisinage affecte au maximum 2 segments. Admettons qu’aucun des segments
sources ne soit connu du mode`le de traduction12. Ceci entraˆıne un score de 2 ∗
12Tel que le fait moses, on accorde un score de −100 pour un segment inconnu.
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−100 = −200. Admettons maintenant que dans le pire des cas, improbable soit-il,
aucun des n-grams de cette traduction n’apparaisse dans l’un ou l’autre de nos deux
mode`les de langue13. Nous savons qu’une phrase posse`de en moyenne 30 mots. Ceci
entraˆıne un score minimal moyen de 30 ∗−100 ∗ 2 = −600014. En additionnant ces
scores, on a un minimum vraisemblable de −6200.
Pour le deuxie`me parame`tre, nos calculs nous ont permis de de´terminer qu’un
maximum local est atteint en moyenne en 10 transformations. Nous avons juge´ que
1000 transformations entraˆınant une diminution de score, i.e. incre´ments late´raux-
descendants, sont suffisantes afin d’e´chapper a` la plupart des maximums locaux.
Nous remettons toujours le compteur d’incre´ments late´raux-descendants a` 0 apre`s
avoir recommence´ a` ame´liorer le score de la solution courante. Nous faisons ceci de
sorte a` traiter chaque maximum local comme un nouveau contexte, inde´pendant
de ceux rencontre´s ante´rieurement ou poste´rieurement.
Il est important de noter que nous gardons toujours en me´moire la meilleure so-
lution obtenue au cours de l’exploration late´rale-descendante. Ainsi, lorsque
l’exploration est termine´e, nous sommes en mesure de retourner la meilleure solu-
tion que nous avons pu rencontrer. Nous rappelons que l’exploration late´rale-
descendante retourne toujours la solution qui maximise notre fonction de score.
Elle ne maximise donc pas ne´cessairement bleu.
Nous avons choisi de tester une configuration ou` l’amorce est de type adtp et
une configuration de post-optimisation, soit les amorces cadtp et cmult, respec-
tivement, a` cause des le´gers gains en points bleu observe´s graˆce a` leur utilisation.
Nous avons retenu la configuration de fonctions de voisinage fpopulaires pour
les raisons d’e´conomies de temps de calcul mentionne´es a` la sous-section 4.3.4 qui
se traduisent en perte de qualite´ ne´gligeable.
Les re´sultats pre´sente´s au tableau 4.19 ouvrent la voie vers deux interpre´tations
intuitives :
1. Le maximum local atteint sans l’aide de l’exploration late´rale-descendan-
13srilm accorde un score de −100 pour un n-gram inconnu.

















fr2en 30.73 30.72 31.54 31.54
en2fr 28.97 28.93 30.43 30.42
es2en 30.19 30.17 31.17 31.19
en2es 29.60 29.57 31.20 31.20
de2en 25.58 25.58 26.63 26.63
en2de 18.94 18.93 20.03 20.03
Tableau 4.19 – Comparatif des explorations late´rales-descendantes des espaces de
recherche.
te est tre`s difficile a` de´passer.
2. L’e´le´vation que nous nous permettons de ce´der par incre´ment et le nombre
total de ces derniers ne sont pas assez grands pour permettre une exploration
de l’espace de recherche qui me`ne vers un maximum local plus que le´ge`rement
meilleur, ou meˆme vers le maximum global.
L’exploration late´rale-descendante demande en moyenne 47.27 heures pour
1000 phrases de texte a` traduire, soit pre`s de deux jours de calculs. Donc bien que
l’interpre´tation 2 semble possible, il nous est difficile d’effectuer des expe´riences
afin de ve´rifier si tel est le cas. De plus, l’interpre´tation 1 est raisonnable en ce
que l’espace de recherche est ge´ne´re´ par l’interaction entre les fonctions de voisi-
nage, l’amorce, les mode`les de langue et de traduction, et la fonction de score, donc
peut-eˆtre que le chemin vers une meilleure solution est en quelque sorte « barre´ ».
Nous avanc¸ons donc que la recherche locale en traduction statistique, telle que
nous l’avons effectue´e au cours des expe´riences de´crites dans les sous-sections 4.3.1,
4.3.2, 4.3.3 et 4.3.4 livre des traductions qui s’approchent du potentiel maximal
vraisemblable promis par notre approche, compte tenu de notre calibrage.
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4.4 Discussion
Le but initial de nos expe´riences e´tait d’effectuer une e´tude syste´matique de
la recherche locale telle qu’applique´e a` la recherche en traduction statistique, un
proble`me NP-complet lorsqu’on permet la distorsion. Pour ce faire, nous avons
conduit des expe´riences ou` nous avons e´value´ l’impact de diffe´rents types d’amorces,
de diffe´rentes configurations de fonctions de voisinage et de l’incorporation d’un
mode`le global, soit le mode`le de langue inverse´, en plus de ve´rifier si la recherche
locale e´tait en mesure de re´parer les erreurs commises par un autre de´codeur.
Dans l’objectif de pousser le travail de Langlais et al. (2007) plus loin, nous avons
de´veloppe´ un de´codeur adapte´ a` nos besoins. En particulier, ce dernier devait e´muler
le de´codeur de Langlais et al. (2007), prendre les traductions du syste`me de tra-
duction statistique moses en entre´e afin d’agir en outil de post-optimisation et
rendre possible les fonctionnalite´s que nous avons e´labore´es au chapitre 3. Toutes
ces demandes ont e´te´ satisfaites.
Notre de´codeur a e´te´ imple´mente´ a` l’aide du langage de programmation Py-
thon. Bien qu’il offre une grande liberte´ d’expression et qu’il soit caracte´rise´ par
une simplicite´ impressionnante, ce langage interpre´te´ posse`de le de´faut de ralentir
l’exe´cution de taˆches beaucoup plus rapidement accomplies a` l’aide de langages
compile´s tel C++. Ceci, couple´ a` de proble`mes techniques impre´vus du coˆte´ des
clusters15 au DIRO, a conside´rablement ralenti notre progre`s.
Malgre´ les proble`mes mentionne´s ci-haut, nous avons pu re´aliser nos expe´riences
sur une taˆche re´cente, soit WMT 2008. Par contre, nous avons duˆ e´courter le
calibrage de notre de´codeur en limitant la taille de nos corpus de de´veloppement.
La taille de nos corpus de test a e´galement duˆ eˆtre revue a` la baisse. Nous rappelons
ici que notre me´trique d’e´valuation a e´te´ bleu (Papineni et al., 2002), retenue a`
cause de sa haute corre´lation avec le jugement humain. Utilisant cette dernie`re, nous
avons entraˆıne´ notre de´codeur en calibrant de manie`re empirique les coefficients de
notre fonction de score, soit l’e´quation 3.1.
15Ordinateurs voue´s au calcul.
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Le premier aspect de notre de´codeur que nous voulions analyser e´tait notre
me´thode d’amorcer la recherche locale. Nous y sommes parvenus graˆce aux types
d’amorce cadtp et cmult, deux de nos contributions. Ces types d’amorces ont
la particularite´ de se´lectionner parmi d’autres types d’amorces a` l’aide de notre
fonction de score. Le type cadtp se´lectionne parmi toutes les amorces de type
adtp, qui, nous le rappelons, sont construites par notre de´codeur par l’entremise
de la segmentation. Le type cmult, lui, choisit parmi toutes les amorces de type
adtp auxquelles nous ajoutons la traduction fournie par moses, celle que nous
nommons smoses. Pour le de´codage a` partir d’amorces de type adtp, nous avons
observe´ que le type d’amorce propose´e par Langlais et al. (2007) n’e´tait pas pri-
vile´gie´e. En fait, notre de´codeur a pre´fe´re´ les amorces adtp-gd et adtp-dg, deux
de nos contributions, dans plus de 90% des cas. Par contre, ceci est peut-eˆtre
duˆ a` l’ordre dans lequel notre algorithme de se´lection choisit parmi les diverses
amorces. De plus, une diffe´rence remarquable a` e´te´ note´e dans le score bleu des
types d’amorces adtp-gd et adtp-dg, favorisant ce dernier type. Ceci est pro-
bablement duˆ a` la pre´sence de la ponctuation de fin de phrase en « de´but16 » de
segmentation pour les amorces de type adtp-dg, menant a` des choix plus sense´s
par la suite. La recherche locale estompe toutefois cette diffe´rence. Pour ce qui est
de la post-optimisation, comme nous nous y attendions, cmult se´lectionne ma-
joritairement l’amorce smoses. Lorsqu’il se´lectionne une amorce de type adtp,
cmult n’a aucune pre´fe´rence.
Le deuxie`me aspect de notre de´codeur a` passer sous la loupe a e´te´ l’utilisa-
tion de fonctions de voisinage. Nous avons pu de´gager la conclusion suivante :
malgre´ les 14 fonctions propose´es, 4 fonctions sont responsables de plus de 75% de
transformations retenues. Celles-ci sont les fonctions SPLIT, SPLIT-REPLACE,
REPLACE et MERGE-REPLACE. Pour les amorces adtp, notre de´codeur pri-
vile´gie les fonctions qui segmentent a` nouveau, telles SPLIT et SPLIT-REPLACE.
En post-optimisation, notre de´codeur pre´fe`re agglutiner des segments a` l’aide de la
16Nous rappelons que pour ce type d’amorce, la segmentation de´marre a` droite, donc a` la fin
de la phrase.
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fonction MERGE-REPLACE. Cette diffe´rence de comportement illustre l’adapta-
bilite´ de notre fonction de score : face a` des contextes diffe´rents, elle motive un com-
portement diffe´rent. De plus, ces quatre fonctions sont re´parties e´galement parmi
les deux types de fonctions de voisinages, soit les fonctions imitant grossie`rement
moses dans son usage du mbs (FMBS) et les fonctions servant davantage a`
e´chapper aux maximums locaux (FML) par des combinaisons conceptuelles de
ces dernie`res. Ceci nous ame`ne a` croire que d’e´chapper a` des maximums locaux est
un enjeu important lors de la recherche locale, enjeu que nous avons explore´ dans
la sous-section 4.3.6.
Le troisie`me aspect de notre de´codeur que nous voulions mettre en lumie`re avant
de commencer nos expe´riences e´tait l’incorporation d’un mode`le global supple´men-
taire a` la recherche locale. Le mode`le de langue inverse´, facile a` cre´er, facile a`
incorporer, a e´te´ retenu pour cette taˆche. L’ajout de ce mode`le s’ave`re un avantage
dans 10 des 12 configurations que nous avons teste´es. Nous croyons que ce rapport
pourrait eˆtre 12 sur 12 avec un calibrage qui tient compte du fait que l’ajout d’un
parame`tre a` ajuster, le coefficient du mode`le de langue inverse´ par exemple, fait
exploser le nombre de valeurs possibles pour les coefficients, rendant le calibrage
plus difficile. Un calibrage utilisant mert pourrait reme´dier a` ce proble`me.
Les trois se´ries d’expe´riences que nous venons de de´crire ont soit engendre´ ou
bien modifie´ le de´roulement des trois suivantes :
– La comparaison de nos performances a` celles de nouvelles configurations,
ne´es de nos observations, ainsi qu’a` nos syste`mes de re´fe´rence, soit celui de
Langlais et al. (2007) et moses.
– La comparaison d’exemples de traductions a` l’oeil nu.
– L’exploration intensive de notre espace de recherche
Pour la comparaison de nos performances a` celles de nos syste`mes de re´fe´rence,
nous avons cre´e´ une configuration de fonctions de voisinage que nous avons nomme´e
fpopulaires qui regroupe les quatre fonctions les plus populaires, soit SPLIT,
une de nos contributions, SPLIT-REPLACE, REPLACE et MERGE-REPLACE.
L’utilisation de la configuration fpopulaires s’est traduite par une acce´le´ration
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de 20% pour l’amorce cadtp et de 28% en post-optimisation en plus de mener a`
des performances similaires en termes de bleu. Nous retenons donc la configuration
cadtp + fpopulaires comme e´tant la plus performante lorsque pour les amorces
de type adtp. Comme syste`me de post-optimisation, la configuration cmult +
fpopulaires s’est ave´re´e le´ge`rement meilleure. Par contre, en post-optimisation
toujours, une de´gradation ge´ne´ralise´e des scores tels qu’obtenus par moses nous
de´voile qu’il est possible que notre de´codeur ne corrige pas les erreurs commises
par ce dernier, pis encore, il en commet parfois des nouvelles.
Afin de voir ce que signifient les diffe´rences dans les scores bleu observe´es
dans les expe´riences relate´es au paragraphe pre´ce´dent, nous avons voulu analyser
des exemples de traductions a` l’oeil nu. Nous avons choisi quelques traductions
parmi un lot se´lectionne´ de manie`re ale´atoire. Nous remarquons qu’il y a parfois
des erreurs dans les traductions de provenance humaine. Certes, moses fournit
les meilleures traductions statistiques, mais les diffe´rences ne sont pas toujours
flagrantes et rappelons que notre de´codeur est pre`s de 4 fois17 plus rapide que celui
de moses. En fait, tel que nous l’avons de´montre´, la configuration fpopulaires est
de 20% a` 28% plus rapide que la configuration propose´e par Langlais et al. (2007).
De plus, en post-optimisation, nous notons que parfois, notre de´codeur corrige
moses correctement, parfois incorrectement et parfois pas du tout. Nous croyons
qu’un meilleur calibrage pourrait ame´liorer la capacite´ de notre de´codeur a` revenir
en arrie`re en corrigeant les erreurs de moses de manie`re non-continue. Toutefois,
nous croyons e´galement que la taille du faisceau de ce dernier, soit 10018 pre´fixes,
lui confe`re la capacite´ d’effectuer ce retour, peut-eˆtre meˆme plus convenablement
que le fait notre de´codeur.
La dernie`re se´rie d’expe´riences que nous avons effectue´es porte sur l’exploration
de l’espace de recherche en e´chappant aux maximums locaux. Nous avons permis a`
notre de´codeur d’effectuer des transformations qui ne maximisent pas notre fonction
de score. Nos re´sultats nous montrent que malgre´ pre`s de deux jours de calculs
17Selon la performance du de´codeur imple´mente´ par (Langlais et al., 2007) en C++, dont le
comportement est fide`lement reproduit par notre de´codeur.
18Valeur par de´faut, http ://www.statmt.org/moses/ ?n=Moses.Tutorial#ntoc8
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en moyenne, notre de´codeur est incapable d’ame´liorer ses re´sultats de manie`re
significative selon la me´trique bleu. Ceci nous ame`ne a` penser que la recherche
locale, telle que nous l’avons imple´mente´e dans notre de´codeur, nous me`ne a` des
traductions dont la qualite´ est difficile a` ame´liorer sans un meilleur calibrage, ou
sans changer d’approche comple`tement.
Dans notre travail, nous avons effectue´ une e´tude syste´matique de la recherche
locale telle qu’applique´e a` la traduction statistique. Nous avons de´veloppe´ une ap-
proche plus performante que celle propose´e par Langlais et al. (2007) et s’exe´cutant
beaucoup plus rapidement que celle imple´mente´e dans le syste`me de traduction
statistique a` l’e´tat de l’art moses. Malgre´ cela, bleu pre´fe`re les traductions pro-
venant de ce dernier. Toutefois, nous avons vu qu’a` l’oeil nu, ce qui les se´pare est
parfois mince. Notre de´codeur parvient a` corriger certaines erreurs de moses en
post-optimisation, mais pas toujours. Parfois, il en inse`re meˆme des nouvelles. Nous
croyons qu’un meilleur calibrage de notre de´codeur pourrait combler en partie les
de´ficits que nous venons d’identifier. En contrepartie, notre de´codeur permet l’acce`s
a` des traductions comple`tes tout au long de la recherche, facilitant ainsi l’incorpora-
tion de mode`les globaux a` effets be´ne´fiques difficilement inte´grables a` moses, tel un
mode`le de langue inverse´. De plus, cette caracte´ristique de notre de´codeur autorise
l’arreˆt de la recherche a` n’importe quel moment, tout en assurant la livraison d’une
traduction comple`te. Nous affirmons donc que la recherche locale est une alterna-
tive viable a` l’exploration de l’espace des pre´fixes par PD pour l’e´tape de recherche
en traduction statistique avec distorsion. Elle facilite l’incorporation de mode`les
globaux, peu compatibles avec l’exploration de l’espace des pre´fixes et permet de
corriger ses erreurs, ou celles d’un autre de´codeur, de manie`re non-continue. Elle
offre la possibilite´ de re´soudre ce proble`me NP-complet plus rapidement et dans
un espace me´moire fixe, sans baisse de qualite´ majeure.
CHAPITRE 5
CONCLUSION
La traduction est une taˆche mille´naire qui participe a` tout e´change culturel,
intellectuel ou commercial entre groupes et nations ne communiquant pas dans la
meˆme langue. La tendance re´cente visant son automatisation a` l’aide de mode`les
statistiques se base sur un concept lui aussi mille´naire, caracte´rise´ par la codification
de la pense´e et/ou du comportement humains, soit l’intelligence artificielle.
La traduction statistique comporte trois de´fis principaux (Brown et al., 1993),
soit mode´liser la langue, mode´liser la traduction et maximiser l’interaction entre
ces mode`les. Ces trois de´fis sont encapsule´s dans l’e´quation 2.2, reprise ci-dessous.
Le dernier de´fi, couramment nomme´ l’e´tape de la recherche, constitue un proble`me





L’e´tat de l’art en traduction statistique veut que la recherche soit effectue´e a`
l’aide d’algorithmes explorant l’espace des pre´fixes par programmation dynamique
aide´e d’un faisceau. Nous postulons qu’il existe une alternative viable a` cette ap-
proche qui, selon nous, manque de flexibilite´, en plus d’eˆtre inefficace sur le plan
computationnel. Nous croyons qu’une telle alternative est la recherche locale.
Nous avons pris comme point de de´part le travail de Langlais et al. (2007) afin
d’effectuer une e´tude syste´matique de la recherche locale en traduction statistique.
L’instanciation de recherche locale que nous avons se´lectionne´e, l’algorithme glou-
ton, s’amorce a` l’aide d’un e´tat initial, une traduction grossie`re, a` partir de laquelle
on se de´place vers des e´tats voisins qui maximisent une fonction de score. On ap-
pelle cet e´tat initial l’amorce. Les fonctions de voisinage engendrent l’entourage
imme´diat vers lequel on peut se de´placer a` partir de cet e´tat initial.
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Un des avantages de la recherche locale telle que nous l’avons imple´mente´e est
que l’on peut modifier n’importe quelle partie de l’hypothe`se, taˆche ardue lors de
l’exploration de l’espace des pre´fixes a` l’aide d’un faisceau. Dans le cadre de cette
dernie`re, on construit les pre´fixes de manie`re continue, par exemple de gauche
a` droite pour les langues qui se lisent dans ce sens. Toute modification provient
donc soit du remplacement du dernier segment lors de la construction du pre´fixe,
soit d’autres pre´fixes qui ont surve´cu a` l’e´lagage exe´cute´ par le faisceau. Il serait
inte´ressant de ve´rifier l’applicabilite´ d’une approche par faisceau telle que nous
l’avons de´crite au chapitre 2. Tout comme cette approche aide moses a` retourner
en arrie`re et se´lectionner des pre´fixes de rechange de manie`re convenable, nous
croyons qu’une approche par faisceau pourrait fournir a` la recherche locale un
espace de recherche plus complet en e´largissant le voisinage de la ou les solutions
courantes, facilitant ainsi la correction non-continue.
Un autre avantage lie´ a` l’utilisation d’un algorithme glouton est l’acce`s a` une tra-
duction comple`te tout au long de l’e´tape de la recherche, nous permettant d’arreˆter
la recherche a` n’importe quel point. De plus, ceci nous a permis d’incorporer un
mode`le global difficilement utilisable dans la recherche par exploration de l’es-
pace des pre´fixes, soit un mode`le de langue inverse´. Nous croyons donc qu’il serait
inte´ressant dans le futur de faire usage d’autres mode`les globaux, faciles a` inte´grer
a` la recherche locale. Des mode`les qui, par exemple, e´valuent la justesse syntaxique
ou grammaticale de nos traductions, comptabilisant ainsi plus d’e´le´ments langagiers
pertinents a` la qualite´ d’une traduction.
Nous avons conduit des expe´riences nous permettant d’e´valuer l’impact de
diffe´rents types d’amorces et de fonctions de voisinage en plus de nous fournir
des donne´es sur la plus-value associe´e a` l’utilisation d’un mode`le de langue in-
verse´ et de la possibilite´ de corriger des erreurs en effectuant des modifications de
manie`re non-continue. Ce que nous avons trouve´ nous me`ne a` croire qu’une de nos
contributions, la configuration de fonctions de voisinage fpopulaires, regroupant
les fonctions MERGE-REPLACE, REPLACE, SPLIT-REPLACE et SPLIT, offre
le meilleur rapport qualite´-couˆt, autant pour les amorces de type adtp, cre´e´es a`
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l’aide de la segmentation par notre de´codeur, que pour la post-optimisation. No-
tons que cette dernie`re fonction, soit la fonction SPLIT, est e´galement une de nos
contributions. Nous affirmons, de plus, que l’utilisation du mode`le de langue inverse´
est toujours prescrit.
Nos re´sultats se comparent favorablement a` ceux du syste`me de Langlais et al.
(2007), mais de´favorablement a` ceux demoses. En fait, lors de la post-optimisation,
la recherche locale de´grade le score bleu des traductions provenant de moses.
Nous croyons qu’un calibrage plus sophistique´ pourrait reme´dier a` la situation. Par
contre, bien que moses livre toujours des traductions qui ont un score bleu plus
e´leve´, une comparaison qualitative a` l’oeil nu des traductions de notre syste`me vis-
a`-vis de celles de moses de´montre des diffe´rences souvent minimes et que certaines
erreurs commises par moses sont bel et bien corrige´es.
Dans une autre se´rie d’expe´riences, nous avons permis a` notre syste`me d’effec-
tuer des de´placements qui vont dans le sens contraire de la maximisation de notre
fonction de score afin d’explorer une plus grande partie de l’espace de recherche.
Suite a` pre`s de deux jours de calculs en moyenne, nos re´sultats se sont de´grade´s plus
souvent qu’ils ne se sont ame´liore´s. Ceci nous ame`ne a` croire que notre approche
dirige la recherche vers une solution localement maximale tout a` fait raisonnable.
Nous croyons que l’espace de recherche est cre´e´ par l’interaction entre l’amorce,
la configuration de fonctions de voisinage, les mode`les de langue et de traduc-
tion et la fonction de score. Une approche par faisceau pourrait e´largir cet espace
de recherche, augmentant probablement la qualite´ de nos traductions. De plus,
nous sommes convaincus qu’un calibrage plus sophistique´ de notre fonction de
score a` l’aide de techniques telles mert dirigerait sa maximisation vers des solu-
tions plus inte´ressantes encore et faciliterait l’incorporation de mode`les globaux
supple´mentaires.
En conclusion, nous avanc¸ons que la recherche locale telle qu’applique´e a` l’e´tape
de la recherche en traduction statistique produit des textes traduits de qualite´ com-
parable a` ceux produits a` l’aide d’algorithmes explorant l’espace des pre´fixes par
programmation dynamique a` l’aide d’un faisceau. Contrairement a` ces derniers, la
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recherche locale prend avantage de la possibilite´ d’effectuer des modifications non-
continues et de la facilite´ lie´e a` l’incorporation de mode`les globaux dont l’utilisation
ne´cessite des traductions comple`tes. La disponibilite´ de ces dernie`res nous permet
e´galement d’arreˆter la recherche a` n’importe quel point et d’eˆtre assure´s d’obtenir
une traduction comple`te. Qui plus est, la recherche locale solutionne le proble`me
NP-complet qu’est la recherche avec distorsion en traduction statistique dans un
temps et un espace me´moire conside´rablement infe´rieurs a` ce qui est ne´cessaire
pour le de´codage a` l’aide de syste`mes a` l’e´tat de l’art tel moses. La recherche
locale est donc une alternative viable a` l’exploration de l’espace des pre´fixes par
programmation dynamique aide´e d’un faisceau pour la recherche en traduction
statistique.
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Annexe I
Re´sultats complets
I.1 Re´sultats pour traductions obtenues sans et avec l’aide d’un mode`le
de langue inverse´
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 32.44 31.37 31.37 31.25
cmult 32.24 31.37 31.35 31.26
cadtp 27.55 30.42 30.37 30.30
adtp-gd 25.44 30.11 30.06 29.99
adtp-dg 26.81 30.52 30.43 30.42
adtp-pd 26.85 30.55 30.44 30.44
adtp-al 18.51 29.30 29.28 28.78
Tableau I.1 – Scores bleu pour la traduction du franc¸ais vers l’anglais sans mode`le
de langue inverse´.
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 32.44 31.54 31.51 31.5
cmult 32.47 31.60 31.57 31.57
cadtp 29.29 30.79 30.66 30.64
adtp-gd 24.97 30.39 30.36 30.34
adtp-dg 26.56 30.71 30.66 30.66
adtp-pd 26.63 30.70 30.65 30.66
adtp-al 18.40 30.28 29.79 29.46




Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 32.16 30.12 30.1 30.08
cmult 32.03 30.12 30.1 30.08
cadtp 24.76 29.06 29.11 29.11
adtp-gd 22.14 28.95 28.94 28.94
adtp-dg 24.15 28.94 28.92 28.91
adtp-pd 24.21 28.73 28.85 28.84
adtp-al 15.33 27.96 27.63 27.35
Tableau I.3 – Scores bleu pour la traduction de l’anglais vers le franc¸ais sans
mode`le de langue inverse´.
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 32.16 30.44 30.42 30.4
cmult 31.99 30.42 30.41 30.38
cadtp 24.52 29.03 29.12 29.14
adtp-gd 22.00 28.73 28.77 28.79
adtp-dg 24.05 28.94 29.01 29.05
adtp-pd 24.09 28.95 29.01 29.05
adtp-al 15.60 28.35 28.05 28.04
Tableau I.4 – Scores bleu pour la traduction de l’anglais vers le franc¸ais avec
mode`le de langue inverse´.
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 32.41 30.99 31.0 30.98
cmult 32.40 30.98 31.01 30.98
cadtp 27.32 30.37 30.34 30.30
adtp-gd 25.56 29.85 29.72 29.70
adtp-dg 26.95 30.20 30.21 30.23
adtp-pd 26.98 30.22 30.22 30.23
adtp-al 19.78 29.29 29.18 28.72
Tableau I.5 – Scores bleu pour la traduction de l’espagnol vers l’anglais sans
mode`le de langue inverse´.
xix
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 32.41 31.18 31.19 31.19
cmult 32.42 31.19 31.18 31.17
cadtp 27.37 30.33 30.24 30.29
adtp-gd 25.66 29.82 29.66 29.69
adtp-dg 27.09 30.30 30.25 30.29
adtp-pd 27.12 30.29 30.23 30.28
adtp-al 20.11 28.94 28.79 28.83
Tableau I.6 – Scores bleu pour la traduction de l’espagnol vers l’anglais avec
mode`le de langue inverse´.
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 31.75 30.69 30.63 30.63
cmult 31.69 30.7 30.64 30.64
cadtp 24.84 29.21 29.16 29.15
adtp-gd 22.87 29.09 29.11 29.12
adtp-dg 24.16 28.83 28.78 28.76
adtp-pd 24.21 28.85 28.79 28.77
adtp-al 15.57 28.65 28.43 28.01
Tableau I.7 – Scores bleu pour la traduction de l’anglais vers l’espagnol sans
mode`le de langue inverse´.
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 31.75 31.08 31.05 31.04
cmult 31.72 31.06 31.03 31.02
cadtp 25.08 29.64 29.54 29.52
adtp-gd 23.11 29.41 29.44 29.34
adtp-dg 24.34 29.23 29.17 29.14
adtp-pd 24.38 29.26 29.21 29.18
adtp-al 16.02 29.16 28.75 28.51
Tableau I.8 – Scores bleu pour la traduction de l’anglais vers l’espagnol avec
mode`le de langue inverse´.
xx
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 27.37 26.4 26.45 26.45
cmult 27.31 26.41 26.45 26.45
cadtp 21.36 25.47 25.53 25.60
adtp-gd 20.11 25.25 25.43 25.48
adtp-dg 20.38 25.44 25.46 25.64
adtp-pd 20.39 25.44 25.45 25.64
adtp-al 17.51 24.82 24.48 24.51
Tableau I.9 – Scores bleu pour la traduction de l’allemand vers l’anglais sans
mode`le de langue inverse´.
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 27.37 26.56 26.58 26.59
cmult 27.35 26.57 26.58 26.58
cadtp 21.55 25.58 25.65 25.69
adtp-gd 20.14 25.50 25.56 25.60
adtp-dg 20.48 25.64 25.63 25.73
adtp-pd 20.48 25.65 25.63 25.75
adtp-al 17.62 25.00 24.77 24.42
Tableau I.10 – Scores bleu pour la traduction de l’allemand vers l’anglais avec
mode`le de langue inverse´.
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 20.59 19.75 19.74 19.76
cmult 20.49 19.75 19.75 19.76
cadtp 15.31 18.78 18.78 18.77
adtp-gd 14.08 18.41 18.36 18.40
adtp-dg 14.78 18.70 18.72 18.67
adtp-pd 14.78 18.68 18.71 18.66
adtp-al 10.68 18.53 18.37 18.18
Tableau I.11 – Scores bleu pour la traduction de l’anglais vers l’allemand sans
mode`le de langue inverse´.
xxi
Type d’amorce
Configs de fonctions de voisinage
aucune fbase sansmove toutes
smoses 20.59 19.99 19.97 19.96
cmult 20.54 19.99 19.97 19.97
cadtp 15.37 19.01 19.06 18.98
adtp-gd 14.10 18.94 18.99 18.98
adtp-dg 14.66 18.73 18.66 18.66
adtp-pd 14.69 18.75 18.69 18.68
adtp-al 10.41 18.15 18.14 17.85
Tableau I.12 – Scores bleu pour la traduction de l’anglais vers l’allemand avec
mode`le de langue inverse´.
Annexe II
Exemples de traductions
II.1 Traductions du franc¸ais vers l’anglais
Source
il faut imposer un service public europe´en de haut niveau , en y
incluant les mobiles et internet , re´pondant aux besoins fonda-
mentaux des salarie´s et des usagers .
Re´fe´rence
a high quality european public service must be imposed , to
include mobiles phones and the internet , to meet the basic needs
of employees and users .
smoses
we must impose a european public service of high level , inclu-
ding the mobile and internet , responding to the basic needs of
the workers and users .
smoses +
fbase
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of the workers and users .
smoses +
fpopulaires
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of the workers and users .
cmult +
fbase
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of the workers and users .
cmult + fpo-
pulaires
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of the workers and users .
adtp-pd +
fbase
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of workers and users .
cadtp +
fbase
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of workers and users .
cadtp + fpo-
pulaires
we must impose a european public service of high level , inclu-
ding in the mobile and internet , responding to the basic needs
of workers and users .
Tableau II.1 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
xxiii
Source
je comprends , a` la lueur des derniers de´veloppements , que la
commission ait de´cide´ d’ adopter une ligne plus dure - et a` juste
titre - a` l’ e´gard de la core´e du sud .
Re´fe´rence
in the light of the latest development , i can appreciate why the
commission has , with good reason , adopted a harder line on
south korea .
smoses
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to the south korea .
smoses +
fbase
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to south korea .
smoses +
fpopulaires
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to south korea .
cmult +
fbase
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to south korea .
cmult + fpo-
pulaires
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to south korea .
adtp-pd +
fbase
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to the south korea .
cadtp +
fbase
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to the south korea .
cadtp + fpo-
pulaires
i understand , in the light of recent developments , that the
commission has decided to take a tougher line - and rightly so -
to the south korea .
Tableau II.2 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
xxiv
II.2 Traductions de l’anglais vers le franc¸ais
Source
these are the results of which the european parliament too can
be proud .
Re´fe´rence le parlement europe´en peut eˆtre fier de ces re´sultats lui aussi .
smoses tels sont les re´sultats dont le parlement europe´en peut eˆtre fier .
smoses +
fbase
ce sont les re´sultats dont le parlement europe´en peut eˆtre fie`re .
smoses +
fpopulaires
ce sont les re´sultats dont le parlement europe´en peut eˆtre fie`re .
cmult +
fbase
ce sont les re´sultats dont le parlement europe´en peut eˆtre fie`re .
cmult + fpo-
pulaires
ce sont les re´sultats dont le parlement europe´en peut eˆtre fie`re .
adtp-pd +
fbase








tels sont les re´sultats de lequel le parlement europe´en peut eˆtre
fier .
Tableau II.3 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
xxv
Source
finally , leaders agreed to encourage an intensification of contacts
among parliamentarians as set out in the cooperation framework
.
Re´fe´rence
enfin , les dirigeants ont de´cide´ d’ encourager une intensification
des contacts interparlementaires , comme cela est pre´vu dans le
cadre de coope´ration .
smoses
enfin , les dirigeants sont d’ accord pour encourager une intensi-
fication des contacts entre de´pute´s tels que de´finis dans le cadre
de cette coope´ration .
smoses +
fbase
enfin , les dirigeants sont d’ accord pour encourager une intensi-




enfin , les dirigeants sont d’ accord pour encourager une intensi-




enfin , les dirigeants sont d’ accord pour encourager une intensi-




enfin , les dirigeants sont d’ accord pour encourager une intensi-




enfin , les dirigeants convenu a` encourager une intensification




enfin , les dirigeants sont d’ accord pour encourager une inten-
sification des contacts entre parlementaires tels que de´finis dans
le cadre de coope´ration .
cadtp + fpo-
pulaires
enfin , les dirigeants sont d’ accord pour encourager une intensi-
fication des contacts entre les parlementaires tel que de´fini dans
le cadre de coope´ration .
Tableau II.4 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
xxvi
Source
the women ’ s movement can only be strengthened by such a
decision .
Re´fe´rence
la cause des femmes ne peut qu’ eˆtre renforce´e par une telle
de´cision .
smoses




























les mouvements fe´ministes ne peut eˆtre que renforce´e par une
telle de´cision .
Tableau II.5 – Exemple d’une phrase a` traduire, de sa traduction par un humain
et de traductions statistiques de cette meˆme phrase.
