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Research on Parallel Adaptive Finite Element Methods
In this project we studied several fundamental issues arising in the parallel adaptive solution of linear and nonlinear elliptic and parabolic PDEs using multilevel algorithms. We focused our attention on a new approach described in the paper "A New Paradigm for Parallel Adaptive Mesh Refinement" by Bank and Hoist. The new approach requires almost no communication to solve an elliptic equation in parallel, and therefore has the potential to scale much more efficiently on massively parallel computers than do more traditional algorithms. The algorithm described in the Bank and Hoist paper has an inherently multilevel structure, in that a sequence of problems on a refinement hierarchy of meshes is solved during the course of the calculation. In particular, the algorithm has three main components:
• We solve a small problem on a coarse mesh, and use a posteriori error estimates to partition the mesh.
• Each processor is provided the complete coarse mesh and instructed to solve the entire problem, but with its adaptive refinement largely limited to its own assigned mesh partition.
• A final mesh is computed using the union of the refined partitions provided by each processor. The mesh is regularized into a global conformal mesh, and a final solution is computed using a standard overlapping domain decomposition method or a parallel multigrid method.
In certain circumstances the third step can be avoided, leading to an algorithm with no communication beyond that required to synchronize the processors at the beginning of the calculation.
We looked at the algorithm closely during the LLNL project in Summer 1999, and we examined algorithms for performing the third step of the algorithm efficiently on massively parallel computers, including parallel multilevel methods and mortar element methods. One result of the summer work at LLNL was a scheme for producing a global conforming mesh in the 3D case through the use of a consistent tie-breaking approach in conjunction with longest-edge simplex bisection. This result completely removes some of the implementation complexity that normally makes the 3D case much more difficult that the 2D case.
We presented our work on the parallel algorithm at the Workshop on Iterative Methods held in Livermore in Summer 1999.
