A formula related to CMV matrices and Szego cocycles by Wang, Fengpeng
ar
X
iv
:1
80
4.
02
09
1v
1 
 [m
ath
.SP
]  
6 A
pr
 20
18
A FORMULA RELATED TO CMV MATRICES AND SZEGO˝
COCYCLES
FENGPENG WANG
Abstract. For Schro¨dinger operators, there is a well known and widely used formula
connecting the transfer matrices and Dirichlet determinants. No analog of this formula
was previously known for CMV matrices. In this paper we fill this gap and provide the
CMV analog of this formula.
1. Introduction
In recent years, orthogonal polynomials on the unit circle (OPUC) have been extensively
studied, see [15] for a expository note and books [16, 17] for details. In the study of
orthogonal polynomials on the real line (OPRL), Jacobi matrix representation is one of
the key tools, hence people want to get the matrix realization of OPUC. While for OPUC
case, different orthonomal bases corresponds to different matrix representation. In 2003,
M. Cantero, L. Moral, L. Vela´zquez [6] gave the ”right” basis and the corresponding matrix
representation which is named after them, i.e. CMV matrix. Naturally, it is viewed as
the unitary analog of Jacobi matrices.
Since Jacobi matrices have been studied for more than one hundred years, there are
fruitful results in this area and their relation with OPRL is clear. As CMV matrices are
the unitary analog of Jacobi matrices, people expect the results for Jacobi matrices also
hold for CMV matrices. Indeed, many of them have been carried out in Barry Simon’s
monographs [16, 17], while the formula in our paper is one of the exceptions.
For a special class of Jacobi operators, one dimensional Schro¨dinger operators, they
can be viewed as tridiagonal matrices and people related its Dirichlet determinants to the
associated transfer matrices with an eqaution, which is playing an important role in the
study of Schro¨dinger operators, for example it can be used to prove Anderson localization.
The formula in our paper is the CMV analog of this relation, which means it might be
useful to get Anderson localization of CMV matrices and indeed it is.
The importance of Anderson localization is due to the seminal work by the physicist
P. W. Anderson [2], which is named after him and helped him get the 1977 physics
Nobel prize. In physics, Anderson localization refers to the phenomena that disorder in
the media will cause suppression of electron transport; while in mathematics, it means
the corresponding operator has only pure point spectrum with exponentially decaying
eigenfunctions.
Mathematically rigorous studies of the Anderson Model and other models started in
the 1970s and several powerful methods have been found to prove Anderson localization,
such as multiscale analysis (MSA) introduced by J. Fro¨hlich and T. Spencer [9] , frac-
tional moments method (FMM) developed by M. Aizenman and S. Molchanov [1], etc.
Recently, the method developed by J. Bourgain, M. Goldstein and W. Schlag [3, 4] for
one-dimensional Schro¨dinger operators has been applied widely to other one-dimensional
models [5, 7, 11, 12, 13], which motivated us to apply this method to CMV matrices.
F.W. was supported by CSC (No.201606330003) and NSFC (No.11571327).
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2. Preliminaries
In this section, we recall the Schro¨dinger version of this formula and give some prepa-
rations for CMV matrix and Szego˝ cocycle map.
2.1. Schro¨dinger case. Consider the lattice Schro¨dinger operator Hv acting on ℓ
2(Z)
[Hvu](n) = u(n+ 1) + u(n− 1) + vnu(n).
Then the solutions to u(n+ 1) + u(n− 1) + vnu(n) = Eun must satisfy(
u(n + 1)
n(n)
)
=MEvn
(
n(n)
u(n− 1)
)
where
MEvn =
(
E − vn −1
1 0
)
is usually referred to as Schro¨dinger cocycle map.
It is well known that a Schro¨dinger operator can be viewed as a tridiagonal bi-infinite
matrix. Let P[a,b] denote the projection ℓ
2(Z) → ℓ2([a, b]) and define the restriction of
Schro¨dinger operator by
(2.1) Hv,[a,b] = (P[a,b])
∗HvP[a,b]
where a < b and a, b ∈ Z. Then the restriction of Schro¨dinger operator on interval [1, n]
is equivalent to
Hv,[1,n] =


v1 1 0 · · · 0
1 v2 1 · · · 0
0 1 v3 · · · 0
...
...
...
. . .
...
0 0 0 · · · vn


where {vj}j∈Z are the potentials and the n-step transfer matrix is given by
MEn =
1∏
j=n
(
E − vj −1
1 0
)
.
By induction, it’s not hard to get the following formula which is well known
(2.2) MEn =
(
det(E −Hv,[1,n]) − det(E −Hv,[2,n])
det(E −Hv,[1,n−1]) − det(E −Hv,[2,n−1])
)
.
Next, before giving the CMV analog of this formula, we need some general settings
about CMV matrices.
2.2. Definitions and notations related to CMV matrices. In this section, we will
introduce CMV matrix in view of orthogonal polynomial on the unit circle.
Let the probability measure µ on the unit circle ∂D be nontrivial, which means its
support contains infinitely many points and denote the monic orthogonal polynomials by
Φn(z).
Definition 2.1. For any polynomial Qn(z) of degree n, define the reversed polynomial
Q∗n(z) (also called Szego˝ dual [18]) by the following equation,
Q∗n(z) = z
nQn(1/z¯),
Specially, for z ∈ ∂D,
Q∗n(z) = z
nQn(z).
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Then the Szego˝ recurrence is given by
Φn+1(z) = zΦn(z)− α¯nΦ∗n(z)
where the parameters α0, α1, · · · are called Verblunsky coefficients and they are all in the
unit disc D = {z ∈ C : |z| < 1}.
The half-line CMV matrix associated with Verblunsky coefficients {αn}n∈N is given by
C =


α¯0 α¯1ρ0 ρ1ρ0
ρ0 −α¯1α0 −ρ1α0
α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2
α¯4ρ3 −α¯4α3 α¯5ρ4
ρ4ρ3 −ρ4α3 −α¯5α4
. . .
. . .
. . .


where ρn = (1− |αn|2)1/2, so it defines a unitary operator in ℓ2(N).
According to Verblunsky’s theorem (also called Favard’s theorem for the circle), the map
µ→ {αn}n∈N sets up a one-one correspondence between the set of nontrivial probability
measures on ∂D and ×∞j=0D.
Similarly, an extended CMV matrix is a unitary operator on ℓ2(Z) defined by a bi-infinite
sequence {αn}n∈Z ⊂ D,
E =


. . .
. . .
. . .
−α¯0α−1 α¯1ρ0 ρ1ρ0
−ρ0α−1 −α¯1α0 −ρ1α0
α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2
α¯4ρ3 −α¯4α3 α¯5ρ4
ρ4ρ3 −ρ4α3 −α¯5α4
. . .
. . .
. . .


In the expressions of C and E , all unspecified matrix entries are implicitly assumed to
be zero.
2.3. Szego˝ cocycle map. Recall Szego˝ recurrence, it’s equivalent to the following one,
(2.3) ρnϕn+1(z) = zϕn(z) − α¯nϕ∗n(z)
where
ϕn(z) =
Φn(z)
‖Φn(z)‖ .
Apply ∗ to both sides of (2.3), then
(2.4) ρnϕ
∗
n+1(z) = ϕ
∗
n(z)− αnzϕn(z).
Equations (2.3) and (2.4) can be written as(
ϕn+1
ϕ∗n+1
)
= Szαn
(
ϕn
ϕ∗n
)
where
Szαn =
1
ρn
(
z −α¯n
−αnz 1
)
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is the Szego˝ cocycle map and the n-step transfer matrix is defined by
(2.5) Szn =
0∏
j=n−1
Szαn .
For X ∈ {C, E}, let’s define X[a,b] = (P[a,b])∗XP[a,b] and ϕX,z[a,b] = det(z−X[a,b]), then the
CMV analogs of formula (2.2) are as follows
Theorem 1 (Half-line case). For z ∈ ∂D, we have
(2.6) Szn =
n−1∏
j=0
1
ρj
[
zϕC,z[1,n−1] ϕ
C,z
[0,n−1] − zϕ
C,z
[1,n−1]
z(ϕC,z[0,n−1] − zϕC,z[1,n−1])∗ (ϕC,z[1,n−1])∗
]
Theorem 2 (Extended case). For z ∈ ∂D, we have
(2.7) Szn =
n−1∏
j=0
1
ρj

 zϕE,z[1,n−1]
zϕE,z
[1,n−1]
−ϕE,z
[0,n−1]
α−1
z(
zϕE,z
[1,n−1]
−ϕE,z
[0,n−1]
α−1
)∗ (ϕE,z[1,n−1])
∗


Remark. One may notice the term 1α−1 in (2.7) which means there might be a problem
in the case α−1 = 0. But we should mention that the numerator of Szn(1, 2) contains a
factor α−1 and from our proof one can see that the term Szn(1, 2) doesn’t depend on α−1.
Actually, Theorem 1 and Theorem 2 are equivalent, we will first prove the equivalency
of them, and then give the proof of Theorem 1, since its proof needs some additional
preparations.
3. Proof
Proof of the equivalency. Notice the special forms of CMV matrices C and E , it is not hard
to see E[a,b] = C[a,b], for 1 ≤ a < b, hence E[1,n−1] = C[1,n−1].
Compare the corresponding entries in the matrices from Theorem 1 and Theorem 2,
then the equivalency can be got immediately if the following equation holds
(3.1) det(z − C[0,n−1])− z det(z − E[1,n−1]) =
z det(z − E[1,n−1])− det(z − E[0,n−1])
α−1
.
Simple calculations tell us that
det(z − E[0,n−1]) = (z + α¯0α−1) det(z − E[1,n−1])− ρ0α−1 detPn−1
det(z − C[0,n−1]) = (z − α¯0) det(z − E[1,n−1]) + ρ0 detPn−1
where the matrix Pn−1 is given by
Pn−1 =


−α¯1ρ0 −ρ1ρ0
−α¯2ρ1 z + α¯2α1 −α¯3ρ2 −ρ3ρ2
−ρ2ρ1 ρ2α1 z + α¯3α2 ρ3α2
−α¯4ρ3 z + α¯4α3
. . .
z + α¯n−1αn−2


.
These two equations imply that
z det(z − E[1,n−1])− det(z − E[0,n−1]) = −α¯0α−1 det(z − E[1,n−1]) + ρ0α−1 detPn−1
= α−1(−α¯0 det(z − E[1,n−1]) + ρ0 detPn−1)
= α−1(det(z − C[0,n−1])− z det(z − E[1,n−1]))
which means (3.1) is true and hence Theorem 1 is equivalent to Theorem 2. 
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Next, let’s recall some definitions and notations from [16] which are necessary to obtain
the proof of Theorem 1.
Definition 3.1. Let {αn}n∈Z be a set of Verblunsky coefficients and λ ∈ ∂D. We define
Φλn by
Φλn(z; dµ) = Φ
λ
n(z; dµλ)
with dµλ, the Aleksandrov measures, defined by
αn(dµλ) = λαn(dµ)
Specially, for the case λ = −1,
Ψn(z; dµ) = Φ
λ=−1
n (z; dµ)
are called the second kind of polynomials for µ.
Let C′ denote the CMV matrix whose Verblunsky coefficients replaced by {−αn}n∈N,
that is
C′ =


−α¯0 −α¯1ρ0 ρ1ρ0
ρ0 −α¯1α0 ρ1α0
−α¯2ρ1 −α¯2α1 −α¯3ρ2 ρ3ρ2
ρ2ρ1 ρ2α1 −α¯3α2 ρ3α2
−α¯4ρ3 −α¯4α3 −α¯5ρ4
ρ4ρ3 ρ4α3 −α¯5α4
. . .
. . .
. . .


The corresponding extened CMV matrix is
E ′ =


. . .
. . .
. . .
−α¯0α−1 −α¯1ρ0 ρ1ρ0
ρ0α−1 −α¯1α0 ρ1α0
−α¯2ρ1 −α¯2α1 −α¯3ρ2 ρ3ρ2
ρ2ρ1 ρ2α1 −α¯3α2 ρ3α2
−α¯4ρ3 −α¯4α3 −α¯5ρ4
ρ4ρ3 ρ4α3 −α¯5α4
. . .
. . .
. . .


Lemma 3.2. Let Ψn(z) be the second kind of polynomial and C′[0,n−1] denote the restric-
tion of C′, then
Ψn(z) = det(z − C′[0,n−1]).
Proof. It is known that (Theorem 5.3 of [15])
Φn(z) = det(z − C[0,n−1])
According to the definition of second kind of polynomial, the Verblunsky coefficients in
Φn(z) and Ψn(z) have opposite signs. Notice the way we define matrix C′, this Lemma
follows by Theorem 5.3 in [15]. 
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Recall the definition of Pn−1 in the proof of Theorem 2, replace {αj}0<j<n by
{−αj}0<j<n, we get
P ′n−1 =


α¯1ρ0 −ρ1ρ0
α¯2ρ1 z + α¯2α1 α¯3ρ2 −ρ3ρ2
−ρ2ρ1 −ρ2α1 z + α¯3α2 −ρ3α2
α¯4ρ3 z + α¯4α3
. . .
z + α¯n−1αn−2


Lemma 3.3. Let E[1,n−1], E ′[1,n−1], Pn−1 and P ′n−1 be as above, then we have
det(z − E[1,n−1]) = det(z − E ′[1,n−1])
detPn−1 = − detP ′n−1.
Proof. The first equation can be easily proved by induction and the second one follows by
a direct calculation. More precisely,
It is easy to check that det(z−E[n−2,n−1]) = det(z−E ′[n−2,n−1]). For the inductive step,
we assume det(z−E[j,n−1]) = det(z−E ′[j,n−1]) holds for all k < j < n−1, then by a direct
calculation,
det(z − E[k,n−1])
= (z + α¯kαk−1) det(z − E[k+1,n−1]) + α¯k+1αk−1ρ2k det(z − E[k+2,n−1]) + · · ·+ α¯n−1αk−1
k∏
j=n−2
ρ2j
= (z + α¯kαk−1) det(z − E ′[k+1,n−1]) + α¯k+1αk−1ρ2k det(z − E ′[k+2,n−1]) + · · ·+ α¯n−1αk−1
k∏
j=n−2
ρ2j
= det(z − E ′[k,n−1]).
In particular, take k = 1, we get the first equation
det(z − E[1,n−1]) = det(z − E ′[1,n−1]).
For the second equation, since det(z−E[j,n−1]) = det(z−E ′[j,n−1]) holds for all 0 ≤ j < n−1,
then
det(z − E[0,n−1]) = (z + α¯0α−1) det(z − E[1,n−1])− ρ0α−1 detPn−1
det(z − E ′[0,n−1]) = (z + α¯0α−1) det(z − E ′[1,n−1]) + ρ0α−1 detP ′n−1
implies detPn−1(z) = − detP ′n−1(z). 
Proof of Theorem 1. From [16, Section 3.2], we have
Szn =
n−1∏
j=0
ρ−1j
[
zB∗n−1(z) A
∗
n−1(z)
zAn−1(z) Bn−1(z)
]
where Φn(z) = zB
∗
n−1(z) +A
∗
n−1(z) and
An−1(z) =
Φ∗n(z)−Ψ∗n(z)
2z
Bn−1(z) =
Φ∗n(z) + Ψ∗n(z)
2
.
Compare this existing result with our Theorem 1, it is sufficient to prove
zB∗n−1(z) = z det(z − E[1,n−1])
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that is,
(3.2) Φn(z) + Ψn(z) = 2z det(z − E[1,n−1]).
By Lemma 3.2 and some calculations, we have
Φn(z) = det(z − C[0,n−1])
= (z − α¯0) det(z − E[1,n−1]) + ρ0 detPn−1(z)
and
Ψn(z) = det(z − C′[0,n−1])
= (z + α¯0) det(z − E ′[1,n−1]) + ρ0 detP ′n−1(z)
Applying Lemma 3.3, it is obvious that (3.2) holds and hence Theorem 1.

4. Application
In this section, we explain how to get Anderson localization of half-line CMV matrices
via the method developed in [3] where our formula can play an important role, the extended
CMV matrices case can be carried out similarly.
From now on, we consider a special class of Verblunsky coefficients which are generated
by a analytic function α(x) ∈ D, i.e. αn(x) = α(x+ nω), where x, ω ∈ T.
Recall the Szego˝ cocycle map which is given by
Szαn(x) =
1
ρn(x)
(
z −α¯n(x)
−zαn(x) 1
)
.
Since detSzαn(x) = z ∈ ∂D and the method in [3] only cares about the norm of n-step
transfer matrix, so it’s equivalent to study the following one
Mzαn(x) =
1
ρn(x)
( √
z − α¯n(x)√
z
−√zαn(x) 1√z
)
and the corresponding n-step transfer matrix
Mzn(x) =
0∏
j=n−1
Mzαn(x).
Define
Ln(x) =
1
n
∫
T
log ‖Mzn(x)‖dx
then the Lyapunov exponent is given by
L(z) = inf
n
Ln(z) for n→∞.
Theorem 4.1. Consider the family {Cω}ω∈T of half-line CMV matrices with Verblunsky
coefficients {αn(x)}n∈N generated by analytic function α : T→ D, that is, αn(x) = α(x+
nω) where x, ω ∈ T. Assume the Lyapunov exponent L(z) satisfies
L(z) > δ0 > 0 for all z ∈ Z and ω ∈ I,
where Z ⊂ ∂D and I ⊂ T are compact intervals.
Then for almost every ω ∈ I, Cω(0) has pure point spectrum on Z with exponentially
decaying eigenfunctions (i.e. Anderson localization).
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Remark. In the proof this theorem, we use the method developed in [3] and replace the
equation (2.2) there by our formula.
To make our theorem meaningful, we should mention that the assumption in this the-
orem is guaranteed by [19] where Zhenghe Zhang provided an example whose Lyapunov
exponent is uniformly positive. More specifically, the analytic function is α(x) = λe2piih(x)
where λ ∈ (0, 1) and h(x) ∈ Cω(T,T).
4.1. A large deviation estimate. For analytic Schro¨dinger cocycle with Diophantine
frequencies, the first large deviation estimate (LDT) is established by J. Bourgain and M.
Goldstein [3]. From the proof we can see that this LDT holds true for all analytic SL(2,R)
matrices whose n-step transfer matrices satisfying
(4.1) ‖Mn(x)‖ + ‖M−1n (x)‖ ≤ Cn.
It is well known that Mzαn(x) is unitary equivalent to a SL(2,R) matrix via
Q =
−1
1 + i
(
1 −i
1 i
)
that is, Q∗Mzαn(x)Q ∈ SL(2,R). Since our Verblunsky coefficients αn(x) ∈ D are analytic
and ρn(x) =
√
1− |αn(x)|2, so ‖Mn(x)‖+‖M−1n (x)‖ ≤ C and our n-step transfer matrices
satisfy condition (4.1).
Therefore we have LDT for Szego˝ cocycle maps which is as follows,
Lemma 4.2. Assume ω satisfies a Diophantine condition (DCA,c)
‖kω‖ > c|k|−A for k ∈ Z \ {0}.
Then there is σ > 0 such that
mes {x ∈ T|
∣∣∣ 1
n
log ‖Mzn(x)‖ − Ln(z)
∣∣∣ > n−σ} < e−nσ
for all n ∈ Z+ and all z ∈ Z.
Remark. In [3], the statement of LDT is not uniform, but from the proof we can see it
holds uniformly and to prove Anderson localization.
In addition, it’s easy to check the results in [3, section 2 and section 3] also hold true
for Mzn(x).
4.2. Elimination of the eigenvalue. In [3, section 4], the elimination of double reso-
nances at a fixed point is proved based on the following fact for self-adjoint operators
dist(E, σ(Hn)) = ‖(Hn − E)−1‖−1.
Although C[0,n−1] is not self-adjoint, even not normal, we can still get the same estimate
as in [3, Lemma 4.1] using the following Lemma from [8] instead of the above fact,
Proposition 4.3. Let Mn be the set of pairs (A, z), where A is an n× n matrix, z ∈ C
with
|z| ≥ ‖A‖
and
|z| /∈ σ(A).
Then
sup
Mn
dist(z, σ(A))‖(A − z)−1‖ = cot( π
4n
).
Then we have the CMV analog of [3, Lemma 4.1],
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Lemma 4.4. Let log log n¯≪ log n. Denote S ⊂ T× T the set of (ω, x) such that
‖kω‖ > c|k|−A for k ∈ Z \ {0}.
There is n0 < n¯ and z such that
(4.2) ‖(z − C[0,n0−1](0))−1‖ > Cn
and
(4.3)
1
n
log ‖Mzn(x)‖ < Ln(z)− nσ
Then
mes S < e−
1
2
nσ .
4.3. Semi-algebraic sets and frequency estimates. According to the method in [3],
in order to get Anderson localization, we need remove double resonances along the orbits
{x + nω} where n should be large enough. For i.i.d. distributed Verblunsky coefficients,
this result is not so hard to obtain [5], but for analytic Verblunsky coefficients, it becomes
much more complicated. We need to rewrite the resonance conditions (4.2) and (4.3) as
polynomials, then use the tool developed in [14] to estimate the complexity of S.
More specifically, we need to know the upper bound of interval numbers in the set
Sx = {ω ∈ T|(ω, x) ∈ S} and we want to show it’s at most polynomially large. By unitary
conjugacy, all statements in [3, section 5 and section 6] hold true for the CMV case, which
means we have the following estimate.
Lemma 4.5. Choose δ > 0 and n a sufficiently large integer. Denote Ωn,δ ⊂ T the set of
frequencies ω ∈ DC10,c such that
There is n0 < n
C , 2(log n)
2 ≤ ℓ ≤ 2(logn)3 , and z such that
‖(z − C[0,n0−1](0))−1‖ > Cn,
1
n
log ‖Mzn(ℓω)‖ < Ln(z)− nσ
Then
mes Ωn,δ < 2
− 1
4
(logn)2 .
4.4. Proof of Theorem 4.1. Now, we are ready to prove Anderson localization of CMV
matrices with analytic Verblunsky coefficients using our formula (2.6).
Denote by Ωn,δ the frequency set obtained in Lemma 4.5 and define
Ωδ =
⋂
n′
⋃
n>n′
Ωn,δ, Ω =
⋃
δ
Ωδ,
then mes Ω = 0.
Take ω ∈ I ∩ (DC10,c \Ω) and let z ∈ Z, ξ = (ξn)n∈N satisfy the equation
C(0)ξ = zξ
where ξ0 = 1 and |ξn| ≤ nC .
Let δ = δ01000 and assume there is n0 < n
C satisfies,
‖(z − C[0,n0−1](0))−1‖ > Cn,
then Lemma 4.5 tells us for all 2(logn)
2 ≤ ℓ ≤ 2(logn)3 ,
(4.4)
1
n
log ‖Mzn(ℓω)‖ > Ln(z)− δ.
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Similar to [3, Lemma 2.1], we have
(4.5)
1
n
log ‖Mzn(x)‖ < Ln(z) + δ
for all z ∈ Z.
According to Cramer’s rule and direct calculations, we have
(4.6) |(z − C[0,n0−1])−1(n1, n2)| ≤ C
∣∣∣det(z − C˜[0,n1−1]) det(z − C˜[n2+1,n0])
det(z − C[0,n0−1])
∣∣∣
where |det(z − C˜[a,b])| ≍ |det(z − C[a,b])|.
Next, Theorem 1 allows us to estimate (4.6).
Recall that ‖Mzn(x)‖ = ‖Szn(x)‖, then Theorem 1 implies
‖Mzn(x)‖ ≥
n−1∏
j=0
1
ρj
(|det(z − C[1,n−1])|+ |det(z − C[0,n−1])− z det(z − C[1,n−1])|)
≥
n−1∏
j=0
1
ρj
(|det(z − C[1,n−1])|+ |det(z − C[0,n−1])| − |det(z − C[1,n−1])|)
≥
n−1∏
j=0
1
ρj
|det(z − C[0,n−1])|
(4.7)
and
‖Mzn(x)‖ ≤ 4|det(z − C[0,n−1])| or ‖Mzn(x)‖ ≤ 4|det(z − C[0,n−1])− z det(z − C[1,n−1]))|
which is equivalent to
(4.8) ‖Mzn(x)‖ ≤ 8max{|det(z − C[0,n−1])|, |det(z − C[1,n−1])|}.
Apply inequalities (4.4), (4.5), (4.7) and (4.8) to (4.6), then for each 2(log n)
2 ≤ ℓ ≤
2(log n)
3
, one of the matrices
C[0,n−1](ℓω), C[1,n−1](ℓω)
thus CΛ(0) for some Λ ∈ {[ℓ, ℓ+ n− 1], [ℓ + 1, ℓ+ n− 1]} will satisfy
|GΛ(n1, n2)| = |(z − CΛ)−1(n1, n2)| ≤ e−Ln(E)|n1−n2|+o(n) ≤ e−δ0L(E)+o(n),
where we use the fact C[a,b](x+ω) = CT[a+1,b+1](x) which means they have the same absolute
value and the second inequality is because Ln(z) < L(z) + δ for n large.
Next, according to paving property in [3], for 2(log n)
2+1 < N < 2(log n)
3−1, the Green’s
function G[N
2
,N ] satisfies
|G[N
2
,N ](n1, n2)| < e−δ|n1−n2|+o(N)
Restricting the eigenequation C(0)ξ = zξ to the interval [N2 , N ] and direct calculations
imply
|ξN | ≤ e−
δ
3
N
It remains to show there is n0 < n
C satisfies,
‖(z − C[0,n0−1](0))−1‖ > Cn,
which is almost the same with that in [3].
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