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HIGHER WEIGHT ON GLp3q, II:
THE CUSP FORMS.
JACK BUTTCANE
Abstract. The purpose of this paper is to collect, extend, and make explicit the results of
Gel1fand, Graev and Piatetski-Shapiro andMiyazaki for theGLp3q cusp forms which are non-
trivial on SOp3,Rq. We give new descriptions of the spaces of cusp forms of minimal K-type
and from the Fourier-Whittaker expansions of such forms give a complete and completely
explicit spectral expansion for L2pSLp3,ZqzPSLp3,Rqq, accounting for multiplicities, in
the style of Duke, Friedlander and Iwaniec’s paper. We do this at a level of uniformity
suitable for Poincare´ series which are not necessarily K-finite. We directly compute the
Jacquet integral for the Whittaker functions at the minimal K-type, improving Miyazaki’s
computation. These results will form the basis of the non-spherical spectral Kuznetsov
formulas and the arithmetic/geometric Kuznetsov formulas on GLp3q. The primary tool
will be the study of the differential operators coming from the Lie algebra on vector-valued
cusp forms.
1. Introduction
In the previous paper [7], we worked out the continuous and residual spectra in the Lang-
lands decomposition in the case of L2pSLp3,ZqzPSLp3,Rqq. We turn now specifically to the
cuspidal spectral decomposition. The initial decomposition into eigenspaces of the Casimir
operators is originally due, in much greater generality, to Gel1fand, Graev and Piatetski-
Shapiro [13], who described the decomposition in terms of integral operators (in the style of
Selberg [35]) operating on representation spaces in the L2-space. In modern terminology, this
is the study of irreducible unitary representations and pg, Kq modules, and in the particular
case of PSLp3,Rq, the former was initiated by Vahutinski˘ı [38] and the latter by Howe [19]
and Miyazaki [31].
From the representation-theoretic description, this paper will analyze the structure of the
cuspidal part of the principal series representations as they decompose over the entries of the
Wigner D-matrices, the intertwining operators, and the Jacquet integral as an operator from
the principal series representation to its Whittaker model. From the analytic perspective,
we are decomposing the eigenspaces of the Casimir operators on the L2-space via raising
and lowering operators (in the style of Maass [28]) obtained from the Lie algebra; we show
the equivalence of several descriptions of the minimal K-types, and compute Mellin-Barnes
integrals for the Whittaker functions attached to those K-types. We will largely avoid the
representation-theoretic description outside of the introduction, section 3, and appendix A;
partial descriptions in that language maybe found in [30, appendix A] and [11].
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The goal of this paper is to describe, as completely, explicitly and uniformly as possible,
the spectral expansion of the cuspidal part of L2pSLp3,ZqzPSLp3,Rqq, and provide all of
the associated information necessary for a number theorist to apply analysis on this space as
well as at the minimal K-types. We classify the spectral parameters of the cusp forms at the
minimal K-types, and then, taking as input the spectral parameters and Fourier-Whittaker
coefficients of such minimal cusp forms, generate the rest of the spectral expansion. The
classification of the minimal K-types is given in theorem 3, and the spectral expansion is
theorem 6.
The uniformity of theorem 6 is necessary if one needs to expand, say, a Poincare´ series
which is not K-finite. Since certain cusp forms (and Eisenstein series) miss a number of K-
types (i.e. generalized principal series forms), one would typically expect such an expansion
to require evaluating the Wigner coefficients of the K-part of the Poincare´ series, a task
which is at best difficult for any large class of test functions. However, in theorem 6, the
sum is always taken over all K-types, relying on the fact that the Jacquet-Whittaker function
for any given cusp form is simply zero on the types missed by that form. It is not too hard
to see that the Archimedian weight function for a generalized principal series form in such
an expansion, viewed as a sum over minimal-weight forms, is just the analytic continuation
of the weight function for a full principal series form, and this can be evaluated without ever
mentioning Wigner D-matrices at all. We anticipate using such expansions to study smooth
sums of exponential sums on GLp3q.
On the other hand, the majority of the study of analytic number theory on automorphic
forms takes place at the minimal K-types. With the longer history of automorphic forms
on GLp2q, it is perhaps easy to lose track of the fundamental importance of the connection
between the three realizations of the Whittaker functions:
1. The Whittaker functions of holomorphic and Maass cusp forms and Eisenstein series,
which arise through their Fourier coefficients. These are the main number-theoretic
objects which occur in L-functions (see [14, section 6.5]), various period integral
formulas [22, 39], etc.
2. The classical Whittaker functions, which arise as the solutions to differential equa-
tions or through generalized hypergeometric series. These are the main analytic
objects, and show up in a multitude of integral formulas (see the index entry for
“Whittaker functions” in [15]), treatises on asymptotics [33], etc.
3. The Jacquet-Whittaker functions, which arise via an integral operator between rep-
resentation spaces. These are the main algebraic objects, which have numerous func-
tional identities (for GLp3q, these are equations (3.4)-(3.8) of [7], to name a few), and
are the focus of much study in representation theory ([36] is fundamental there).
The bulk of this paper is concerned with making this connection very precise at the minimal
K-types, from which the spectral expansion follows fairly easily via a double induction
argument in section 10.
We give expressions for the Whittaker functions at the minimal K-types in theorem 5;
these are due, in greatly different language, to Miyazaki [32] who obtained them by studying
their differential equations and then applied a certain induction argument, but we take this
a step farther by evaluating the base case directly from the Jacquet integral, thus fixing
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the relationship between elements of the principal series representation and the Whittaker
model, as well as the cusp forms, via the Fourier expansion. This is significant for the theory
of special functions on GLp3q because the Mellin-Barnes integral is simpler analytically, but
the Jacquet integral has a certain algebraic structure (i.e. the many identities of [7, section
3.1]) that we fundamentally rely on in constructions such as the Kuznetsov formulas (see
[6, 8, 9], and note the extensive use of the properties of the Jacquet-Whittaker functions
there). Conversely, we must then rely on Miyazaki’s solution of the differential equations (or
representation theory) for the uniqueness property.
Such precise knowledge on the minimal-weight forms is, to the author, of primary use
in developing spectral Kuznetsov/Petersson trace formulas and thereby Weyl laws and the
many derived applications for studying such forms. These will appear in future papers on
the topic, e.g. [8, 9].
A primary tenet of this paper, in combination with the previous part [7], is to be self-
contained. We generally succeed here except for three external pieces which are collected into
theorem 1: First, we do not prove the initial spectral decomposition; this is a standard proof
using the techniques of Selberg studying integral operators first carried out by [13] and can
be found in the first few pages of Harish-Chandra’s book [16], or Langland’s paper [26], or
in a number of other books, e.g. [34], see also [20, appendix A]. Second, we quote the trivial
bound for the principal series representations; this is a bound on Langlands parameters for
the conjecturally non-existentent complementary series and can be found in [38]. Lastly,
we do not prove multiplicity one for Whittaker functions; from the analytic perspective,
we are avoiding the solution to a lengthy problem in partial differential equations, but it
follows in the representation-theoretic language from Shalika’s paper [36]. The details of
these connections may be found in the discussion following theorem 1.
The proofs below will generally assume that the quotient is by Γ “ SLp3,Zq, but of course
only the Fourier expansion will see the particular discrete group in use.
2. Some notation and background from Part I
We recall the notation of Part I of this series of papers [7]. Throughout the current paper,
section, equation and theorem numbers beginning with an I reference [7], so for example
theorem I.1.1 references [7, theorem 1.1] and (I.2.3) references [7, eq. (2.3)].
Let G “ PSLp3,Rq “ GLp3,Rq{Rˆ and Γ “ SLp3,Zq. The Iwasawa decomposition of G
is G “ UpRqY `K using the groups K “ SOp3,Rq,
UpRq “
$&%
¨˝
1 x2 x3
1 x1
1
‚˛ˇˇˇˇˇˇxi P R
,.- , R P tR,Q,Zu ,
Y ` “ tdiag ty1y2, y1, 1u | y1, y2 ą 0u .
The measure on the space UpRq is simply dx :“ dx1 dx2 dx3, and the measure on Y ` is
dy :“ dy1 dy2py1y2q3 ,
so that the measure on G is dg :“ dx dy dk, where dk is the Haar probability measure on
K (see section I.2.2.1). We generally identify elements of quotient spaces with their coset
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representatives, and in particular, we view UpRq, Y `, K and Γ as subsets of G. (Note that
these subspaces of GLp3,Rq do inject into the quotient G, which is not generally the case
for equivalent subspaces of GLp2n,Rq, since ´I P SLp2n,Rq.)
Characters of UpRq are given by
ψmpxq “ ψm1,m2pxq “ e pm1x1 `m2x2q , e ptq “ e2πit,
where m P R2. Characters of Y ` are given by the power function on 3ˆ3 diagonal matrices,
defined by
pµ pdiag ta1, a2, a3uq “ |a1|µ1 |a2|µ2 |a3|µ3 ,
where µ P C3. We assume µ1 ` µ2 ` µ3 “ 0 so this is defined modulo Rˆ, renormalize by
ρ “ p1, 0,´1q, and extend by the Iwasawa decomposition
pρ`µ prxykq “ y1´µ31 y1`µ12 , r P Rˆ, x P UpRq, y P Y `, k P K.
The Weyl group W of G contains the six matrices
I “
¨˝
1
1
1
‚˛, w2 “ ´
¨˝
1
1
1
‚˛, w3 “ ´
¨˝
1
1
1
‚˛,
w4 “
¨˝
1
1
1
‚˛, w5 “
¨˝
1
1
1
‚˛, wl “ ´
¨˝
1
1
1
‚˛.
The group of diagonal, orthogonal matrices V Ă G contains the four matrices vε1,ε2 “
diag tε1, ε1ε2, ε2u , ε P t˘1u2, which we abbreviate V “
 
v
``
, v
`´
, v
´`
, v
´´
(
. The Weyl
group induces an action on the coordinates of µ by pµwpaq :“ pµpwaw´1q, and we denote the
coordinates of the permuted parameters by µwi :“ pµwqi, i “ 1, 2, 3.
Part I made explicit the continuous and residual parts of the Langlands spectral expansion,
and it remains to do this for L2cusppΓzGq, the space of square-integrable functions f : ΓzGÑ C
satisfying the cuspidality condition described below theorem I.1.1, or equivalently, whose
degenerate Fourier coefficients are all zero:ż
UpZqzUpRq
fpugqψnpuqdu “ 0 whenever n1n2 “ 0, n P Z2.(1)
We will describe such functions in terms of their Fourier expansion (see section I.3.6) and
their decomposition over the Wigner D-matrices.
If we describe elements k “ kpα, β, γq P K in terms of the Z-Y -Z Euler angles
kpα, β, γq :“ kpα, 0, 0qw3 kp´β, 0, 0qw3 kpγ, 0, 0q, kpθ, 0, 0q :“
¨˝
cos θ ´ sin θ 0
sin θ cos θ 0
0 0 1
‚˛,(2)
then the Wigner D-matrix Dd is the p2d ` 1q-dimensional representation of K primarily
characterized by
Ddpkpθ, 0, 0qq “ Rd `eiθ˘ , Rd psq :“ diag  sd, . . . , s´d( , s P C.(3)
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The entries of the matrix-valued function Dd are indexed from the center:
Dd “
¨˚
˝D
d
´d,´d . . . D
d
´d,d
...
. . .
...
Ddd,´d . . . D
d
d,d
‹˛‚,
so in particular Ddm1,mpkpθ, 0, 0qq “ e´im
1θ when m1 “ m and zero otherwise, as the in-
dices m1 and m run through the integers ´d, . . . , d. Similarly, we index the rows Ddm1 “`
Ddm1,´d, . . . ,D
d
m1,d
˘
and columns Dd¨,m “
`
Dd´d,m, . . . ,D
d
d,m
˘T
from the central entry, as well.
The entries, rows, and columns of of the derived matrix- and vector-valued functions (e.g.
the Whittaker function (7)) will be indexed similarly. The Wigner D-matrices exhaust the
equivalence classes of unitary, irreducible representations of the compact group K, hence
they give a basis of L2pKq, as in section I.2.2.1, by the Peter-Weyl theorem.
The entries of the matrix Ddpkp0, β, 0qq “ Ddpw3qDdpkp´β, 0, 0qqDdpw3q are known as
the Wigner d-polynomials. For the most part, we will avoid the Wigner d-polynomials by
treating Ddpw3q as a black box; that is, as some generic orthogonal matrix. The notable
exceptions are in section 5.8 and proposition 15, and we frequently use the facts (see section
I.2.2.2)
Ddpvε,`1q “ diag
 
εd, . . . , ε´d
(
, Ddm1,mpvε,´1q “p´1qdεm
1
δm1“´m.(4)
The notation δP here is one if the predicate P is true, and zero if it is false.
A complete list of the characters of V , is given by χε1,ε2, ε P t˘1u2 which act on the
generators by
χε1,ε2pv´`q “ε1 χε1,ε2pv`´q “ε2.(5)
These give rise to the projection operators
Σdχ “
1
4
ÿ
vPV
χpvqDdpvq,(6)
which are written out explicitly in section I.2.2.2 using the description (4). We sometimes
abbreviate Σdε1,ε2 “ Σdχε1,ε2 .
Throughout the paper, we take the term “smooth”, in reference to some function, to mean
infinitely differentiable on the domain. The letters x, y, k, g, v and w will generally refer to
elements of UpRq, Y `, K, G, V , and W , respectively. The letters χ and ψ will generally
refer to characters of V and UpRq, respectively, and µ will always refer to an element of C3
satisfying µ1`µ2`µ3 “ 0. Vectors (resp. matrices) not directly associated with the Wigner
D-matrices, e.g. elements n P Z2 are indexed in the traditional manner from the left-most
entry (resp. the top-left entry), e.g. n “ pn1, n2q; in case it becomes necessary to make it
explicit, we will refer to this as “standard indexing”.
There is a technical point in relation to differentiability on quotient spaces: We denote
by C8pΓzGq the space of infinitely differentiable functions on ΓzG, and one may define the
differentiability on either of the smooth manifolds ΓzG or G itself (i.e. C8pΓzGq as the
space of infinitely differentiable functions of G which are left-invariant by Γ) or conceivably
by restricting to just the left-translation invariant differential operators, i.e. those coming
from the Lie algebra of G (see section 5.1). In the present case, it turns out the space of
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functions does not depend on these choices, and this is a discussion best left to a text on
smooth manifolds (see [27, theorem 9.16]).
The majority of the paper will be concerned with the matrix-valued Jacquet-Whittaker
function at each K-type Dd:
W dpg, µ, ψq :“
ż
UpRq
Idpwlug, µqψpuqdu, Idpxyk, µq :“ pρ`µpyqDdpkq,(7)
whose functional equations in µ (proposition I.3.3),
W dpg, µ, ψ1,1q “ T dpw, µqW dpg, µw, ψ1,1q, w PW,(8)
are generated by the matrices
T dpw2, µq :“πµ1´µ2ΓdWpµ2 ´ µ1,`1q,(9)
T dpw3, µq :“πµ2´µ3Ddpv´´wlqΓdWpµ3 ´ µ2,`1qDdpwlv´´q,(10)
and Γd
W
pu, εq is a diagonal matrix coming from the functional equation of the classical Whit-
taker function (I.2.20): If Wdpy, uq is the diagonal matrix-valued function with entries (see
section I.2.3.1)
(11)
Wdm,mpy, uq “
ż 8
´8
`
1` x2˘´ 1`u2 ˆ 1` ix?
1` x2
˙´m
e p´yxq dx
“
$’’’&’’’%
pπ |y|q 1`u2
|y|Γ `1´εm`u
2
˘W´ εm
2
,u
2
p4π |y|q if y ‰ 0,
21´uπ Γpuq
Γ
`
1`u`m
2
˘
Γ
`
1`u´m
2
˘ if y “ 0,
(where Wα,βpyq is the classical Whittaker function), then for y ‰ 0, we have the functional
equations
Wdpy,´uq “pπ |y|q´uΓdWpu, sgnpyqqWdpy, uq ΓdW ,m,mpu, εq “
Γ
`
1´εm`u
2
˘
Γ
`
1´εm´u
2
˘ .(12)
The function W dpg, µ, ψq, as an integral of a Wigner D-matrix, is again matrix-valued,
and we index its rows W dm1, columns W
d
¨,m, and entries W
d
m1,m from the central entry, i.e. by
the same convention as the Wigner D-matrices. The matrices T dpw, µq are indexed by the
central entry as well, and satisfy the composition
T dpww1, µq “T dpw, µqT dpw1, µwq.(13)
3. The main results
Let A be the space of smooth, scalar-valued cusp forms, equipped with the usual L2 inner
product; that is, the functions f P L2pΓzGq which are both infinitely differentiable and
satisfy the cuspidality condition (1). We further impose on elements f P A the technical
requirement that
Dr ą 0 such that @X P gC we have sup
gPG
|pXfqpgq| }g}´r ă 8.(14)
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Here gC is the complexified Lie algebra of G (see section 5.1), and }g}2 “
ř
j,k |gj,k|2 is the
Euclidean norm resulting from the natural inclusion G Ă R9.
Now let Ad, d ě 0 be the space of smooth, vector-valued cusp forms with K-type Dd;
that is, the functions f : ΓzG Ñ C2d`1 taking values in the complex p2d ` 1q-dimensional
row vectors, satisfying fpgkq “ fpgqDdpkq and having finite norm under the natural inner
product
〈f1, f2〉 “
ż
ΓzG
f1pgqf2pgqTdg “
ż
ΓzG{K
f1pzqf2pzqTdz.(15)
We again impose on elements of Ad the moderate growth condition (14).
In section 5.3, we describe the decomposition of A into the spaces Ad by the projection
operators on K. As discussed in the introduction, we will use three external results about
these cusp forms.
Theorem 1.
1. The space of scalar-valued cusp forms decomposes into a direct sum of simultaneous
eigenspaces Aµ of the Casimir differential operators ∆1 and ∆2 (see section 5.2). We
parameterize the eigenspaces by the eigenvalues of the corresponding power function
∆ipρ`µ “ λipµqpρ`µ, λ1pµq “ 1´ µ
2
1
`µ2
2
`µ2
3
2
, λ2pµq “ µ1µ2µ3,
i.e. functions f P Aµ satisfy ∆if “ λipµqf . Again, the eigenspaces Aµ further
decompose into Adµ. The space A
d
µ is finite-dimensional.
2. If Adµ ‰ t0u with d P t0, 1u and µ of the form px ` it,´x ` it,´2itq, x, t P R, then
|x| ă 1
2
.
3. The n-th Fourier coefficient of φ P Aµ lies in the image of the Jacquet integrals.
That is, for any φ P Aµ which lies in an irreducible component of the right-regular
representation of G, there exists some f P C8pKq and some coefficients cn P C,
n P Z2, so that for any n P Z2,ż
UpZqzUpRq
φpugqψnpuqdu “ cn
ż
UpRq
Iµ,f pwlugqψnpuqdu,
with Iµ,fpxykq “ pρ`µpyqfpkq. The integral on the right converges absolutely on
Repµ1q ą Repµ2q ą Repµ3q, and must be interpretted by analytic continuation when
one or more Repµiq “ Repµjq, i ‰ j.
Part 1 is theorem 3 and lemma 18 in [16]. Part 2 is the unitary dual estimate noted in
[30, appendix A.1]; of course, stronger estimates are known for d “ 0, e.g [24, appendix 2],
and the d “ 1 case follows by Rankin-Selberg theory (as [23] does for the unramified case),
and this computation is given in [10]. Part 3 is a well-known reformulation of Shalika’s
multiplicity one theorem [36, theorem 3.1]; it is the combination of several deep results of
representation theory, and requires a representation-theoretic proof; we give the details in
appendix A. In particular, the meaning of the Jacquet integral on the right-hand side in
case some Repµiq “ Repµjq, i ‰ j is made explicit there. The coefficients cn are called the
Fourier-Whittaker coefficients, though in practice they are usually scaled by a factor |n1n2|,
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as in (I.3.31), and the Whittaker function used is instead the completed Whittaker function
at the minimal K-type, as in theorem 5, below.
The assumption that φ lies in an irreducible component of the right-regular representation
of G is not restrictive, and this, as well as the meaning of the statement, is explained in
appendix A.
3.1. The minimal-weight forms. In section 6.2, we will show the Lie algebra of G gives
rise to five differential-vector operators Y a : Ad Ñ Ad`a, a “ ´2,´1, 0, 1, 2 (see (82) and
(83)) which are left-translation invariant. We describe the cusp forms by their behavior
under the action of these operators. In section 11.1, we will show
Proposition 2. Define the differential operator
Λx “27∆22 ` 4
`
∆1 ` x2 ´ 1
˘ `
∆1 ` 4x2 ´ 1
˘2
, x P R.(16)
Then for φ P Ad, the following are equivalent:
1. φ is orthogonal to Y 1Ad´1, Y 2Ad´2 and Y 0Y 2Ad´2.
2. φ is a zero of Y ´1, Y ´2 and an eigenfunction of Y 0.
3. d “ 0, d “ 1 or φ is a zero of the operator Λ d´1
2
.
We say that such a φ is at its minimal K-type, or that φ is a minimal-weight form, and
we define Ad˚ Ă Ad to be the subspace of such forms. Further define Ad˚µ to be the subspace
of simultaneous eigenfunctions of ∆1 and ∆2 with eigenvalues matching pρ`µ.
The value of a description as in part 3 is that it involves only the particular K-type we are
interested in, without reference to Ad´1 or Ad´2. We initially take part 2 of the proposition
as our working definition of minimal-weight forms, and the equivalence of the two remaining
conditions comes at the very end of the paper in section 11.1; in particular, after we have
theorem 3, below.
The appearance of Y 0 in the above proposition is strictly to accomodate an exceptional
case that occurs at d “ 2 and begins to trouble us in section 9 (see the discussion following
proposition 14).
For vectors in C2d`1 associated in some manner with the Wigner D-matrix (or the Jacquet-
Whittaker function), we again index from the central entry. For |j| ď d, let vdj be the
p2d` 1q-dimensional row vector with entries
vdj,m1 “δm1“j |m1| ďd,(17)
and set
u
d,˘
j “
1
2
pvdj ˘ p´1qdvd´jq.(18)
In section 9.3, we prove
Theorem 3. Suppose φ P Ad˚µ . Then its n-th Fourier coefficient, n P Z2, is a multiple of
fW dp¨, µ, ψnq where f P C2d`1 and µ can be taken as one of the following:
1. For d “ 0, we use f “ 1 and Repµq “ 0 or µ “ px` it,´x` it,´2itq, |x| ă 1
2
.
2. For d “ 1, we use f “ u1,´0 and Repµq “ 0 or µ “ px` it,´x` it,´2itq, |x| ă 12 .
3. For d ě 2, we use f “ ud,`d and µ “
`
d´1
2
` it,´d´1
2
` it,´2it˘,
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with x, t real.
The (scalar) multiple of the theorem is again the Fourier-Whittaker coefficient. Notice
that the components of φ “ pφ´d, . . . , φdq P Ad˚µ are scalar-valued cusp forms φj P Aµ; then
for φj , the element of C
8pKq whose existence is assured by theorem 1.3, call it f˜ , is precisely
f˜pkq “ fDd¨,jpkq where f is the vector given in the above theorem.
We note that the symmetric square of a holomorphic modular form of even weight k will
occur at minimal weight d “ 2k ´ 1 with µ as in theorem 3 part 3 at t “ 0, c.f. [11, section
6.4].
The Strong Selberg Eigenvalue conjecture states that cuspidal representations occuring in
the spectral expansion should be tempered; in the context of theorem 3, this is precisely the
statement that only the case Repµq “ 0 occurs in parts 1 and 2. The argument of section
11.1 also gives an equivalent statement of this conjecture:
Conjecture 4. The null space of Λx in the cusp forms L
2
cusppΓzGq is trivial for x P p0, 12q.
In fact, we expect Λx, x P p0, 12q, to be a positive operator on the cusp forms.
A by-product of the analysis of section 9.3 is the explicit determination of all vectors
f P C2d`1 such that fW dp¨, µ, ψnq is identically zero, when µ is in the standard form (107).
In studying the action of the Lie algebra, i.e. the action of the Y a operators, on the Whittaker
functions of cusp forms, theorem 1.3 allows us to pass from Whittaker functions defined as
Fourier coefficients of cusp forms to Jacquet integrals of power functions (that is, elements
of the principal series representation). In this way, and having studied the operation of the
Y a operators on the power functions, the determination of precisely which power functions
are killed by the Jacquet integral becomes the main obstruction to studying the action of
the Y a operators on the Whittaker functions. Once we have a solid grasp on the action of
the Lie algebra on the Whittaker functions, the return to studying cusp forms is more-or-less
immediate from the Fourier expansion.
In theorem 3, the vectors f “ ud,ε2j`δ, with δ P t0, 1u and ε “ ˘1, are the rows of the
matrices Σdχ as in (6) where χ “ χp´1qδ ,ε as in (5). Specifically, for Φ P Ad˚, the character χ
is $&% χ`` if d “ 0,χ`´ if d “ 1,
χp´1qd,` if d ě 2.
(19)
We have essentially forced a choice of the character χ in theorem 3 to make the vector f
as nice as possible, and this is done by applying the functional equations of the Jacquet-
Whittaker function as in proposition 15 (which permutes both the character and the coor-
dinates of µ, see (I.3.27)); other allowable choices are χ
´´
or χ
´`
when d “ 1 and χp´1qd,´
or χ˘,p´1qd for d ě 2.
In section 8, we compute the Mellin-Barnes integrals for the Whittaker functions of GLp3q
automorphic forms at their minimal K-types. These have been computed by Miyazaki [32]
for d ě 2, Manabe, Ishii and Oda [29] for d “ 1 and Bump [4] for d “ 0. In case d ě 1, the
bases used are somewhat different than ours, and for d ě 2, the results here are somewhat
stronger than Miyazaki’s because we have solidified the connection between the Jacquet-
Whittaker function and the Mellin-Barnes integral. (Theorem 5.9 of [32] contains the phrase
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“there is an element [of the Whittaker model]”; we have very precisely answered the question
of which vector in the principal series representation gives rise to that element.)
For α P t0, 1u3, β, η P Z3, ℓ P Z2 and s P C2 define
Λαpµq “π´ 32`µ3´µ1Γ
`
1`α1`µ1´µ2
2
˘
Γ
`
1`α2`µ1´µ3
2
˘
Γ
`
1`α3`µ2´µ3
2
˘
,(20)
rGpd, β, η, s, µq “ ś3i“1 Γ `βi`s1´µi2 ˘Γ `ηi`s2`µi2 ˘
Γ
´
s1`s2`
ř
ipβi`ηiq´2d
2
¯ ,(21)
rG0pℓ, s, µq “ rGp0, 0, 0, s, µq, rG1pℓ, s, µq “ rGp1, pℓ1, ℓ1, 1´ ℓ1q, pℓ2, ℓ2, 1´ ℓ2q, s, µq,(22)
and for d ě 2,
Λ˚pµq “p´1qdπ´ 32`µ3´µ1ΓpdqΓ `1`µ1´µ3
2
˘
Γ
`
2`µ1´µ3
2
˘
,(23) rGdpℓ, s, µq “ rGpd, pd, 0, ℓ1q, p0, d, ℓ2q, s, µq.(24)
Now for |m1| ď d, write m1 “ εm with ε “ ˘1 and 0 ď m ď d, and set
Gdm1ps, µq “
dˆ
2d
d`m
˙ mÿ
ℓ“0
εℓ
ˆ
m
ℓ
˙rGdppd´m, ℓq, s, µq,(25)
and take Gdps, µq to be the vector with coordinates Gdm1ps, µq, m1 “ ´d, . . . , d.
We define the completed minimal-weight Whittaker function at each weight d as
W d˚py, µq “ 1
4π2
ż
Repsq“s
pπy1q1´s1pπy2q1´s2Gd ps, µq dsp2πiq2 ,(26)
for any s P pR`q2.
Theorem 5. The Whittaker functions at the minimal K-types are
Λp0,0,0qpµqW 0py, µ, ψ1,1q “W 0˚py, µq,
?
2Λp0,1,1qpµqu1,´0 W 1py, µ, ψ1,1q “W 1˚py, µq,
´2Λp1,0,1qpµqu1,´1 W 1py, µ, ψ1,1q “W 1˚ py, µw4q ,
2Λp1,1,0qpµqu1,`1 W 1py, µ, ψ1,1q “W 1˚ py, µw5q ,
and for µ “ pd´1
2
` it,´d´1
2
` it,´2itq with d ě 2,
Λ˚pµqW d´dpy, µ, ψ1,1q “W d˚py, µq, W dd,m “ 0.
As mentioned in the introduction, this is the main vehicle for the analytic study of GLp3q
automorphic forms. It has applications in the functional equations of GLp3q L-functions
(see e.g. section 6.5, especially lemma 6.5.21, of [14] or [17]) and their Rankin-Selberg
convolutions (see e.g. [8, 9, 18, 37]), and is fundamental to the creation of Kuznetsov-type
trace formulas (see [6, 8, 9]), among other applications.
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3.2. The full spectral expansion. If Φ P Ad0˚µ , d0 ě 0 has Fourier coefficients
ρΦpnqfW d0p¨, µ, ψnq
with the parameters µ and f given by theorem 3 and χ is given by (19), then for all d (not
just d ě d0), we may construct two matrix-valued forms
Φdpgq “
ÿ
γPpUpZqV qzSLp2,Zq
ÿ
vPV
ÿ
nPN2
ρΦpnqΣdχW dpγvg, µ, ψnq,(27)
and rΦdpgq defined similarly but using the spectral parameters ´µ instead. Note that this is
not the dual form. We will insist on a slightly unusual normalization (166) of Φ.
In section 10, we look at the spaces of vector-valued forms generated by applying the Y a
operators to the minimal-weight cusp forms. More precisely, we operate at the level of the
coefficient vectors. That is, if v lies in an appropriate subspace of C2d`1 (the rowspace of Σdχ),
then the entries of pρ`µpyqvDdpkq lie in the principal series representation and the entries of
vW dpg, µ, ψnq lie in the Whittaker model, and we will show the entries of vΦdpgq (or more
precisely vrΦdpgq) are cusp forms. Since the Y a operators function identically on all three
objects by left-translation invariance, we are free to study their behavior on objects of the
first type.
Now let Sd3,µ be a basis of A
d˚
µ for each d ě 0, and take Sd3 to be the union of Sd3,µ for all µ
and S3 “
Ť
d S
d
3 . As described above, for each Φ P S3 and every d, we may construct the two
matrix-valued forms Φd and rΦd. It is the case that the function rΦd will be identically zero
when d is less than the minimal weight of Φ, and in section 11, we pull everything together
into the following very uniform expansion of cusp forms:
Theorem 6. For f P A, we have
fpgq “
ÿ
ΦPS3
8ÿ
d“0
p2d` 1qTr
ˆ
Φdpgq
ż
ΓzG
fpg1qrΦdpg1qTdg1˙ .
The equivalent statement for a vector-valued form f P Ad is
fpgq “
ÿ
ΦPS3
ż
ΓzG
fpg1qrΦdpg1qTdg1Φdpgq.(28)
This completes the spectral expansion.
Each vector-valued cusp form of K-type Dd corresponds to 2d ` 1 scalar-valued forms,
and the multiplicities of a given Φ P Sd0˚3 in the vector-valued forms are essentially the rank
of the matrices Σdχ, with the middle 2d0 ´ 1 rows removed if d0 ě 2. By the types listed in
theorem 3, these multiplicities are
1.
"
d
2
` 1 d even,
d´1
2
d odd,
2.
X
d`1
2
\
3.
X
d´d0
2
\` 1 d ě d0.
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5. Background
5.1. The Lie algebras. The complexified Lie algebra of G “ PSLp3,Rq is gC “ slp3qbRC,
the space of complex matrices of trace zero, and the complexified Lie algebra ofK “ SOp3,Rq
is kC, the space of anti-symmetric matrices. These matrices act as differential operators on
smooth functions of G by
pXfqpgq :“ d
dt
fpg exp tXq
ˇˇˇˇ
t“0
, pX ` iY qf “ Xf ` iY f,(29)
when the entries of X and Y are real. We will not differentiate notationally between a matrix
in the Lie algebra and the associated differential operator. Note that the commutator of the
differential operators associated to two such matrices is then given by the differential operator
associated to the commutator of the matrices; that is,
rX, Y s :“ X ˝ Y ´ Y ˝X “ XY ´ Y X.
We take as our basis of kC the three matrices
K˘1 “
¨˝
0 0 ¯1
0 0 ´i
˘1 i 0
‚˛, K0 “?2
¨˝
0 1 0
´1 0 0
0 0 0
‚˛.(30)
In terms of the Z-Y-Z coordinates of section I.2.2, the associated differential operators acting
on a function of kpα, β, γq, are
K˘1 “e¯iγ pi cotβ Bγ ¯ Bβ ´ i csc β Bαq , K0 “´
?
2Bγ.(31)
On an entry of the Wigner-D matrix, the K˘1 operators increase or decrease the column
[3, section 3.8],
K˘1Ddm1,m “
a
dpd` 1q ´mpm˘ 1qDdm1,m˘1, |m1| , |m| ď d,(32)
and K0 does not,
K0D
d
m1,m “
?
2imDdm1,m, |m1| , |m| ď d.(33)
The Laplacian on K is given by
2∆K “ K1 ˝K´1 `K´1 ˝K1 ´K0 ˝K0,(34)
and the Wigner-D matrix satisfies
∆KD
d “ dpd` 1qDd.(35)
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We extend to a basis for gC by adding the five matrices
X˘2 “
¨˝
1 ˘i 0
˘i ´1 0
0 0 0
‚˛, X˘1 “´
¨˝
0 0 ˘1
0 0 i
˘1 i 0
‚˛, X0 “´ ?6
3
¨˝
1 0 0
0 1 0
0 0 ´2
‚˛.(36)
Though the details of their construction are not used in this paper, these matrices are
deliberately constructed so that
kpα, 0, 0qXjkp´α, 0, 0q “ e´ijαXj , |j| ď 2,(37)
and they are orthogonal to kC and have identical norm under the Killing form (up to a
constant, the natural inner-product resulting from the inclusion gC Ă C9):
(38)
ÿ
i,j
rXk1si,jrXk2si,j “4δk1“k2,
ÿ
i,j
rXk1si,jrKk2si,j “0,ÿ
i,j
rKk1si,jrKk2si,j “4δk1“k2,
where rXksi,j means the entry at index i, j of the matrix Xk as in (36), and similarly for
rKksi,j. Such a choice makes the description (74) relatively nice.
For use in sections 6.1 and 6.2, we introduce the right K-invariant operators (which act
on the left): For smooth functions of K, define
pKLeftj fqpkq “
d
dt
fpexpptKjqkq
ˇˇˇˇ
t“0
,
then we have [3, section 3.8]
KLeft0 “ ´
?
2Bα, KLeft˘1 “ e˘iα pi csc βBγ ´ i cotβBα ¯ Bβq .(39)
These perform the symmetric operation to the Kj on an entries of the Wigner-D matrix:
KLeft˘1 D
d
m1,m “
a
dpd` 1q ´m1pm1 ¯ 1qDdm1¯1,m, KLeft0 Ddm1,m “
?
2im1Ddm1,m, |m1| , |m| ď d.
(40)
And the K Laplacian may also be written as
2∆K “ KLeft1 ˝KLeft´1 `KLeft´1 ˝KLeft1 ´KLeft0 ˝KLeft0 .(41)
We extend these operators to smooth functions on G by the expressions (39).
5.2. The Casimir Operators. The (normalized) Casimir operators are defined by
∆1 “ ´1
2
ÿ
i,j
Ei,j ˝ Ej,i, ∆2 “ 1
3
ÿ
i,j,k
Ei,j ˝ Ej,k ˝ Ek,i `∆1,(42)
where Ei,j , i, j P t1, 2, 3u is the element of the Lie algebra of GLp3,Rq whose matrix has a 1
at position i, j and zeros elsewhere, using the standard indexing. In the Lie algebra, these
are sometimes called the Capelli elements, and we require their expressions as differential
operators. For operators of this complexity, this is typically done on a computer, but in
appendix B, we give sufficient details that the computation could (but likely shouldn’t) be
carried out by hand.
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On functions of G{K these become [14, eqs (6.1.1)]
∆˝1 “ ´y21B2y1 ´ y22B2y2 ` y1y2By1By2 ´ y21px22 ` y22qB2x3 ´ y21B2x1 ´ y22B2x2 ´ 2y21x2Bx1Bx3,(43)
∆˝2 “´ y21y2B2y1By2 ` y1y22By1B2y2 ´ y31y2B2x3By1 ` y1y22B2x2By1 ´ 2y21y2x2Bx1Bx3By2(44)
` p´x22 ` y22qy21y2B2x3By2 ´ y21y2B2x1By2 ` 2y21y22Bx1Bx2Bx3 ` 2y21y22x2Bx2B2x3
` y21B2y1 ´ y22B2y2 ` 2y21x2Bx1Bx3 ` px22 ` y22qy21B2x3 ` y21B2x1 ´ y22B2x2.
We will require expressions for the full operators, i.e. those acting on functions of G.
We define the operators
(45)
Z˘2 “p2y2By2 ´ y1By1q ˘ 2iy2Bx2,
Z˘1 “´ 2iy1pBx1 ` x2Bx3q ¯ 2y1y2Bx3,
Z0 “´
?
6y1By1,
then the full Casimir operators on G are given by the following lemma.
Lemma 7. Acting on functions of the Iwasawa coordinates x1, x2, x3, y1, y2, α, β, γ, the Casimir
operators have the form
8∆1 “8∆˝1 ´ 2KLeft1 ˝ Z´1 ´
?
2iKLeft0 ˝ pZ2 ´ Z´2q ´ 2KLeft´1 ˝ Z1,(46)
96∆2 “96∆˝2 ` 2KLeft1 ˝ T1 `
?
2iKLeft0 ˝ T0 ` 2KLeft´1 ˝ T´1(47)
` 6
?
2i
´
K
Left
1 `KLeft´1
¯
˝K0 ˝ pZ´1 ´ Z1q ,
where
T˘1 “
?
6Z¯1 ˝ Z0 ` 6 p1´ Z¯2q ˝ Z˘1,
T0 “3 pZ1 ˝ Z1 ´ Z´1 ˝ Z´1q ` 2
´?
6Z0 ` 6
¯
˝ pZ´2 ´ Z2q .
Given a computer algebra package (and a sufficiently fast computer), one can compute
these expressions by computing the differential operator for each Ei,j acting on
f “ fpx1, x2, x3, y1, y2, α, β, γq
from the Iwasawa decomposition (as in section I.2.4) for
xyk expptEi,jq « xykpI ` tEi,jq, (t small)
(one can simplify this process using (76) or (168)), then forming ∆if directly from (42) and
having the computer algebra package collect terms according to the derivatives of f . We
give a somewhat more explicit proof in appendix B.
5.3. The projection operators. Let rCpG,Ddq be the space of smooth functions on G that
lie in the span of the entries of Dd. That is f P rCpG,Ddq if and only if
fpxykq “
ÿ
|m1|,|m|ďd
fm1,mpxyqDdm1,mpkq,
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for some collection of functions fm1,m : G Ñ C. For f P rCpG,Ddq, taking the expansion
(I.2.10) of fgpkq :“ fpgkq into Wigner D-functions and evaluating at the identity k “ I gives
fpgq “ p2d` 1q
ÿ
|m|ďd
ż
K
fpgk1qDdm,mpk1qdk1 “
ÿ
|m|ďd
p rPdmfqpgq,
where
p rPdmfqpgq “ p2d` 1q ż
K
fpgkqDdm,mpkqdk(48)
is the projection onto the span of the m-th column of Dd.
The projection operators may also be written asrPdmfpxykq “ p2d` 1q ÿ
|m1|ďd
ż
K
fpxyk1qDdm1,mpk1qdk1Ddm1,mpkq.
Also let rPd “ ÿ
|m|ďd
rPdm.
Note that the projection operators (48) commute with the differential operators ∆1 and ∆2
by translation invariance, but the projection onto the span of a single Wigner function Ddm1,m
might not.
Now if f P rCpG,Ddq, we may write f in terms of row vector-valued functions which
transform by Dd,
fpxykq “
ÿ
|ℓ|ďd
fℓ,ℓpxykq, fℓpxykq :“ p2d` 1q
ż
K
fpxykk1qDdℓ
´
k1´1
¯
dk1 “ fℓpxyqDdpkq
(here fℓ,ℓ is the entry at index ℓ of the vector-valued function fℓ), so we may move to consid-
ering vector-valued functions, say CpG,Ddq is the space of smooth vector-valued functions
fpxykq “ fpxyqDdpkq. Define the vector projection operators Pdm : rCpG,Ddq Ñ CpG,Ddq
by
pPdmfqpgq “ p2d` 1q
ż
K
fpgk1qDdm
´
k1´1
¯
dk1.
Note that we have an isomorphism rCpG,Ddq – CpG,Ddq2d`1 as each scalar-valued func-
tion gives rise to one vector-valued function for each row ofDd. These functions are inherently
linear combinations of the rows of Ddpkq,
pf´dpxykq, . . . , fdpxykqq “
ÿ
|m1|ďd
fm1pxyqDdm1pkq,
and the entries may be written as
fmpxykq “
ÿ
|m1|ďd
fm1pxyqDdm1,mpkq.
The raising and lowering operators on K then give
K˘1fmpxykq “
a
dpd` 1q ´mpm˘ 1qfm˘1pxykq,(49)
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using fm “ 0 when |m| ą d. The operators rPdℓ and K˘1 have simple commutation relations,rPdℓK˘1 “ K˘1 rPdℓ¯1,(50)
and this gives
PdℓK˘1 “
a
dpd` 1q ´ ℓpℓ˘ 1qPdℓ¯1.(51)
5.4. Clebsch-Gordan coefficents. It is a fact from the theory of the Wigner-D matrices
that any product Daj,ℓD
d
m1,m lies in the span of
 
Dd`bm1`j,m`ℓ
ˇˇ |b| ď a(. More precisely, we have
[3, eq. (3.189)],
Dkj,iD
d
m1,m “
ÿ
|a|ďk
A
d,k,a
m1,j A
d,k,a
m,i D
d`a
m1`j,m`i,(52)
using the Clebsch-Gordan coefficients,
A
d,k,a
m,i “ 〈k i dm|pd` aq pi`mq〉 ,
(we prefer the shorthand Ad,k,am,i over the standard notation 〈. . .|. . .〉 in the interests of com-
pactness) or the Wigner three-j symbols viaˆ
j1 j2 j3
m1 m2 ´m3
˙
“ p´1q
j1´j2`m3
?
2j3 ` 1 〈j1m1 j2m2|j3m3〉 .(53)
The coefficients are defined to be zero unless
|m| ď d, |i| ď k, |m` i| ď d` a, |d´ k| ď d` a ď d` k.(54)
One particular symmetry relation is [12, eq. 34.3.10],
A
d,k,a
m,i “ p´1qk´aAd,k,a´m,´i.(55)
Because we only use k “ 2 and k “ 1, these may be found in Abramowitz and Stegun
[1, tables 27.9.2 & 4], and we list the relevant values here: Set
C
d,k,a
m,i “
ap2d` 2a` 1q p2d` a´ kq!apk ´ iq! pk ` iq! p2d` a` k ` 1q! ˆ
$’’&’%
p´1qi
?
pd´mq! pd`mq!?
pd`a´i´mq! pd`a`i`mq! if a ď 0,?
pd`a´i´mq! pd`a`i`mq!?
pd´mq! pd`mq! otherwise,
then
A
d,2,´2
m,i “2
?
6Cd,2,´2m,i , A
d,2,2
m,i “2
?
6Cd,2,2m,i ,(56)
A
d,2,´1
m,i “2
?
6pipd` 1q ` 2mqCd,2,´1m,i , Ad,2,1m,i “2
?
6pdi´ 2mqCd,2,1m,i ,(57)
A
d,2,0
m,i “2p2d2pi2 ´ 1q ` dp5i2 ` 6im´ 2q ` 3pi`mqpi` 2mqqCd,2,0m,i ,(58)
A
d,1,´1
m,i “´
?
2Cd,1,´1m,i , A
d,1,0
m,i “´ 2pipd` 1q `mqCd,1,1m,i , Ad,1,1m,i “
?
2Cd,1,1m,i .(59)
HIGHER WEIGHT ON GLp3q, II: THE CUSP FORMS. 17
5.5. The commutation relations. We record the commutation relations amongst the dif-
ferential operators. This is most easily expressed in terms of the Clebsch-Gordan coefficients:
rXj, Xks “2
?
5i1´j´kA2,2,´1j,k Kj`k, rXj, Kks “
?
12i1`kA2,1,0j,k Xj`k,(60)
rKj, Kks “2iA1,1,0j,k Kj`k,(61)
and the Clebsch-Gordon coefficients, as matrices Ad,k,a, are
A2,2,´1 “ 1
10
¨˚
˚˝˚˚ 0 0 0 2
?
5 2
?
10
0 0 ´?30 ´?10 2?5
0
?
30 0 ´?30 0
´2?5 ?10 ?30 0 0
´2?10 ´2?5 0 0 0
‹˛‹‹‹‚ A2,1,0 “16
¨˚
˚˝˚˚ 0 2
?
6 2
?
3
´2?3 ?6 3?2
´3?2 0 3?2
´3?2 ´?6 2?3
´2?3 ´2?6 0
‹˛‹‹‹‚
A1,1,0 “1
2
¨˝
0
?
2
?
2
´?2 0 ?2
´?2 ´?2 0
‚˛
5.6. Barnes integrals. We will make use of Barnes’ Second Lemma [2, section 6]: For
a, b, c, d, e P C, ż i8
´i8
Γpa` sqΓpb` sqΓpc` sqΓpd´ sqΓpe´ sq
Γpf ` sq
ds
2πi
(62)
“ Γpa` eqΓpb` eqΓpc` eqΓpa ` dqΓpb` dqΓpc` dq
Γpf ´ aqΓpf ´ bqΓpf ´ cq ,
where f “ a` b` c` d` e.
5.7. The Weyl group and the V group. In section 9, we will make extensive use of the
Weyl and V group elements and their images under the Wigner D-matrices directly, and in
preparation, we give a few identities that will smooth out the analysis there. First, we note
that the Weyl group is generated by the transpositions w2 and w3:
w4 “ w3w2, w5 “ w2w3, wl “ w2w3w2 “ w3w2w3.(63)
Next, we investigate the commutation relations between W and V :
(64)
w2vε1,ε2w2 “ vε1ε2,ε2, w3vε1,ε2w3 “vε1,ε1ε2 , w4vε1,ε2w5 “ vε1ε2,ε1,
w5vε1,ε2w4 “ vε2,ε1ε2, wlvε1,ε2wl “vε2,ε1.
Now we need to see how the matrices Ddpw2q and Ddpvq, v P V interact with the rows of
the Σdχ matrices, which are the vectors u
d,˘
m as in (18). From (4), we can see that
ud,`m D
dpvε1,ε2q “εj1ud,`m , ud,´m Ddpvε1,ε2q “εj1ε2ud,´m ,(65)
or equivalently,
ud,εm D
dpv
´`
q “p´1qjud,εm , ud,εm Ddpv`´q “εud,εm .(66)
From sections I.2.2.2 and I.2.2.3, we can see that
Ddpw2q “Ddpv`´qRd piq “ Rd piqDdpv´´q,(67)
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and it follows that if ε “ p´1qm, then
ud,˘m R
d piq “ i´mud,˘εm , ud,˘m Ddpw2q “ ud,˘m Rd piqDdpv´´q “ ˘i´mud,˘εm .(68)
5.8. Wigner d-polynomials and Jacobi P -polynomials. The Wigner d-polynomials
d
d
m1,mpcos βq “ Ddm1,mpkp0, β, 0qq(69)
may be given in terms of Jacobi polynomials [3, eq. (3.72)]
d
d
m1,mpxq “ 2´m
d
pd`mq! pd´mq!
pd`m1q! pd´m1q! p1´ xq
m´m1
2 p1` xqm`m
1
2 P
pm´m1,m`m1q
d´m pxq,(70)
and they satisfy the symmetries [3, eqs (3.80)-(3.82)]
d
d
m1,mpxq “ p´1qm
1`m
d
d
´m1,´mpxq “ p´1qm
1`m
d
d
m,m1pxq.(71)
We will need the first two Jacobi polynomials; they are [12, eq. 18.5.7]
P
pα,βq
0 pxq “ 1, P pα,βq1 pxq “
α´ β ` xp2` α ` βq
2
.(72)
6. The action of the Xj operators
6.1. The Xj as differential operators. Starting from (45), we define the differential op-
erators rZ˘2 “ Z˘2 ¯ i?22 KLeft0 , rZ˘1 “ Z˘1 ´KLeft˘1 , rZ0 “ Z0.(73)
Lemma 8. As differential operators in the Iwasawa UY K, i.e. g “ xyk, coordinates, the
Xj operators have the form
Xj “
2ÿ
ℓ“´2
D2ℓ,jpkq rZℓ.(74)
We have expressed, as we may, all of the trigonometric polynomials in α, β, γ in terms of
the Wigner D-matrices in preparation for application of the Clebsch-Gordan multiplication
rules, see section 5.4.
Proof. We have the relation (37), and it can be computed directly using
D2pw3q “1
4
¨˚
˚˝˚˚ 1 2i ´
?
6 ´2i 1
´2i 2 0 2 2i
´?6 0 ´2 0 ´?6
2i 2 0 2 ´2i
1 ´2i ´?6 2i 1
‹˛‹‹‹‚
that
w3Xjw3 “
ÿ
|ℓ|ď2
D2ℓ,jpw3qXℓ,
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so from (2) and (3) it follows that for k P K,
kXjk
´1 “
ÿ
|ℓ|ď2
D2ℓ,jpkqXℓ.(75)
This applies to the simple trick
pXjfq pxykq “ d
dt
f
`
xy expptkXjk´1qk
˘ˇˇˇˇ
t“0
,(76)
for a smooth function f on G. We switch to the Iwasawa-friendly basis
N1 “ E2,3, N2 “ E1,2, N3 “ E1,3, 3A1 “ E1,1 ` E2,2 ´ 2E3,3, 3A2 “ 2E1,1 ´ E2,2 ´ E3,3.
The conversion is
X˘2 “ ˘2iN2 ´ A1 `
?
2A2 ¯ iK0, X˘1 “ ´2iN1 ¯ 2N3 ´K˘1, X0 “ ´
?
6A1,(77)
and we can compute directly from the definition (29) that
N1 “ y1Bx1 ` y1x2Bx3, N2 “ y2Bx2, N3 “ y1y2Bx3, A1 “ y1By1, A2 “ y2By2(78)
as differential operators on functions of UpRqY ` alone. For example, if we write fpxyq “
fpx1, x2, x3, y1, y2q for a smooth function on UpRqY `, the action of N1 is computed by
pN1fqpxyq :“ d
dt
fpxy expptN1qq
ˇˇˇˇ
t“0
“ d
dt
fpx1 ` ty1, x2, x3 ` ty1x2, y1, y2q
ˇˇˇˇ
t“0
.
The lemma follows from applying (75), (77) and (78) in (76). Note that the Nj and Aj
operators are still acting on the right of the UpRqY ` part of the Iwasawa decomposition,
and this produces the Zj operators, but the Kj operators are acting now on the left of the
K part. 
6.2. The action of Xj on vector-valued functions. We wish to describe the effect of
each operator Xj on functions f P CpG,Ddq. We may restrict our attention to rPd`aℓ Xjf
with |a| ď 2, |ℓ| ď d ` a, by the explicit form of the Xj in (74) and the fact that a product
Dai,jD
d
m1,m lies in the span of
 
Dd`bm1`i,m`j
ˇˇ |b| ď a(, as in (52). Further, the components of f
may be obtained by applying K˘1 repeatedly to the central entry f0 using (49), and we have
already described the commutation relations of these operators with rPd`a and Xj in (51)
and section 5.5, so we need only consider rPd`aℓ Xjf0. Lastly, by (74) and (52) only the j-th
column of Dd`a is involved in the operator Xjf0, so it is sufficient to consider rPd`aj Xjf0 for
|a| ď 2. This gives, in principle, 25 operators to consider, but up to applying K˘1 to the
result, we have only the following five operators: Define the vector
Bd “ `Bd´2, . . . ,Bd2˘ :“ ?63 p´2pd` 1q,´pd` 3q,´3, pd´ 2q, 2dq ,
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and for |a| , |j| ď 2, |m1| ď d, set
rY d,am1,j “ Ad,2,am1´j,j ˆ
$’’’’&’’’’%
Z´2 ´m1 ´ 2 if j “ ´2,
Z´1 if j “ ´1,
Z0 ´Bda if j “ 0,
Z1 if j “ 1,
Z2 `m1 ´ 2 if j “ 2.
(79)
Then we define the operator on rY d,a on smooth, scalar-valued functions f P C8pGq by
prY d,afqpxykq “ dÿ
m1“´d
Dd`am1,0pkq
2ÿ
j“´2
rY d,am1,jfm1´jpxyq,(80)
where
dÿ
m1“´d
Ddm1,0pkqfm1pxyq “ p rPd0fqpxykq.(81)
Here, and throughout, we define fm1 “ 0 for |m1| ą d.
Proposition 9. Suppose f P rCpG,Ddq, then we haverPd`a0 X0f “Ad,2,a0,0 rY d,af,rPd`a˘1 X˘1f “ 1?pd`aqpd`a`1qAd,2,a0,˘1K˘1rY d,af,rPd`a˘2 X˘2f “ 1?pd`aqpd`a`1q?pd`aqpd`a`1q´2Ad,2,a0,˘2K˘1K˘1rY d,af.
Then we can realize rY d,a as a composition of left-invariant projection and differential
operators:
Corollary 10. The operator rY d,a : C8pGq Ñ C8pGq, defined by (79) and (80) is given by
rY d,a “
$’’&’’%
1
A
d,2,a
0,0
rPd`a0 X0 rPd0 if a “ ´2, 0, 2,
1
A
d,2,a
0,1
apd` aqpd` a` 1qK´1 rPd`a1 X1 rPd0 if a “ ˘1.
In particular, rY d,a is left translation invariant.
Note that Ad,2,˘10,0 “ 0 by (57), so we cannot use the top expression for rY d,a when a “ ˘1.
For each d, we may extend this to an operator Y a : C8pG,C2d`1q Ñ C8pG,C2d`2a`1q on
smooth, vector-valued functions
C8pG,C2d`1q :“  f : GÑ C2d`1 ˇˇ f smooth( ,
by applying rY d,a to the central entry and projecting back to a vector-valued function:
Y af “ Pd`a0 rY d,af0, f “ pf´d, . . . , fdq P C8pG,C2d`1q.
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The components of Y af P C8pG,C2d`2a`1q are then given by
pY afqm1pxyq “
2ÿ
j“´2
rY d,am1,jfm1´jpxyq,(82)
and again we may realize this as a left-invariant operator by
Y af “
$’’&’’%
1
A
d,2,a
0,0
Pd`a0 X0f0 if a “ ´2, 0, 2,
1
A
d,2,a
0,1
Pd`a1 X1f0 if a “ ˘1.
(83)
The dimension d in the domain of the operator Y a is to be understood from context; al-
ternately, via the natural extension, one may think of Y a as an operator on the union of
vector-valued functions of all (odd) dimensions
Y a :
ď
d
C8pG,C2d`1q Ñ
ď
d
C8pG,C2d`1q,(84)
which satisfies Y aC8pG,C2d`1q Ă C8pG,C2d`2a`1q for any d ě 0, |a| ď 2, d` a ě 0. In the
course of the current paper, we have no need to place any algebraic structure on the spaceŤ
dC
8pG,C2d`1q.
Proof of proposition 9. Consider rPd`aj Xjf , and assume for convenience Ad,2,a0,j ‰ 0, since
otherwise the result is trivial. The function of the operators
1?
pd`aqpd`a`1qK˘1 and
1?
pd`aqpd`a`1q
?
pd`aqpd`a`1q´2K˘1K˘1
is precisely to shift the column of the Wigner D-matrix on which rY d,af is supported from
zero (by (80)) to ˘1 and ˘2, respectively.
We apply (40) and (52) to (74), giving
1
A
d,2,a
0,j
rPd`aj Xjf “ dÿ
m1“´d
2ÿ
ℓ“´2
A
d,2,a
m1,ℓD
d`a
m1`ℓ,jpkqZℓfm1pxyq
`
dÿ
m1“´d
fm1pxyq
ÿ
˘
˘m1Ad,2,am1,˘2Dd`am1˘2,jpkq
´
dÿ
m1“´d
fm1pxyq
ÿ
˘
A
d,2,a
m1¯1,˘1
a
dpd` 1q ´m1pm1 ¯ 1qDd`am1,jpkq.
Now we send m1 ÞÑ m1 ´ ℓ in the first two sums (using ℓ “ ˘2 in the second sum), and
the result follows fromÿ
˘
A
d,2,a
m1¯1,˘1
a
dpd` 1q ´m1pm1 ¯ 1q “ Ad,2,am1,0Bda,
which can be verified directly from (56)-(59) or by the properties of the Wigner 3j-Symbol
[12, section 34.3]. 
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6.3. The action of Y a on the power function. For each d, define Y aµ : C
2d`1 Ñ C2d`2a`1
by
Y aµ f “ p´ρ´µpyqY apρ`µpyqf.(85)
As with the definition (84), either the dimension of the domain of Y aµ is to be understood
from context, or we may use the natural extension
Y aµ :
ď
d
C2d`1 Ñ
ď
d
C2d`1,(86)
which satisfies Y aµC
2d`1 Ă C2d`2a`1, and again, we have no need to place an algebraic
structure on
Ť
dC
2d`1.
The Zj operators collectively act on the power function by eigenvalues as
pZ´2pρ`µ, . . . , Z2pρ`µq “ pµ1 ´ µ2 ` 1, 0,
?
6pµ3 ´ 1q, 0, µ1 ´ µ2 ` 1qpρ`µ,
and using vdj and u
d,˘
j as in (17) and (18), we have
Y avdjpρ`µ “
´
vd`aj´2A
d,2,a
j,´2 pµ1 ´ µ2 ` 1´ jq(87)
`vd`aj Ad,2,aj,0 p
?
6pµ3 ´ 1q ´Bdaq
`vd`aj`2Ad,2,aj,2 pµ1 ´ µ2 ` 1` jq
¯
pρ`µ,
and by the symmetry (55),
Y aµ u
d,˘
j “Ad,2,aj,´2 pµ1 ´ µ2 ` 1´ jqud`a,˘j´2(88)
`Ad,2,aj,0 p
?
6pµ3 ´ 1q ´Bdaqud`a,˘j
`Ad,2,aj,2 pµ1 ´ µ2 ` 1` jqud`a,˘j`2 .
The reason for the p´1qd in the definition of ud,˘j is to maintain consistency across parities
of a in the above equation.
Because this is the key identity, we write it out explicitly for each a. We assume |j| ď d.
At a “ 0, Y 0µ u0,˘j “ 0, and when d ą 0,
0 “
a
6pd` 2´ jqpd` 1´ jqpd` jqpd´ 1` jqpµ1 ´ µ2 ` 1´ jqud,˘j´2(89)
´ 2
´?
6pdpd` 1q ´ 3j2qµ3 `
a
dpd` 1qp2d´ 1qp2d` 3qY 0µ
¯
u
d,˘
j
`
a
6pd` 2` jqpd` 1` jqpd´ jqpd´ 1´ jqpµ1 ´ µ2 ` 1` jqud,˘j`2.
At a “ 1,a
2dpd` 1qpd` 2qp2d` 1qY 1µ ud,˘j “(90)
´
a
pd` 1´ jqpd` 2´ jqpd` 3´ jqpd` jqpµ1 ´ µ2 ` 1´ jqud`1,˘j´2
´ 2j
a
pd` 1´ jqpd` 1` jqp3µ3 ´ d´ 1qud`1,˘j
`
a
pd´ jqpd` 1` jqpd` 2` jqpd` 3` jqpµ1 ´ µ2 ` 1` jqud`1,˘j`2 .
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At a “ ´1,a
2dpd´ 1qpd` 1qp2d` 1qY ´1µ ud,˘j “(91)
´
a
pd` 1´ jqpd´ 2` jqpd´ 1` jqpd` jqpµ1 ´ µ2 ` 1´ jqud´1,˘j´2
` 2j
a
pd´ jqpd` jqp3µ3 ` dqud´1,˘j
`
a
pd´ 2´ jqpd´ 1´ jqpd´ jqpd` 1` jqpµ1 ´ µ2 ` 1` jqud´1,˘j`2 .
At a “ 2,
2
a
pd` 1qpd` 2qp2d` 1qp2d` 3qY 2µ ud,˘j “(92) a
pd` 1´ jqpd` 2´ jqpd` 3´ jqpd` 4´ jqpµ1 ´ µ2 ` 1´ jqud`2,˘j´2
` 2
a
pd` 1´ jqpd` 2´ jqpd` 1` jqpd` 2` jqp3µ3 ´ 2d´ 3qud`2,˘j
`
a
pd` 1` jqpd` 2` jqpd` 3` jqpd` 4` jqpµ1 ´ µ2 ` 1` jqud`2,˘j`2 .
At a “ ´2,
2
a
dpd´ 1qp2d´ 1qp2d` 1qY ´2µ ud,˘j “(93) a
pd´ 3` jqpd´ 2` jqpd´ 1` jqpd` jqpµ1 ´ µ2 ` 1´ jqud´2,˘j´2
` 2
a
pd´ 1´ jqpd´ jqpd´ 1` jqpd` jqp3µ3 ` 2d´ 1qud´2,˘j
`
a
pd´ 3´ jqpd´ 2´ jqpd´ 1´ jqpd´ jqpµ1 ´ µ2 ` 1` jqud´2,˘j`2 .
7. Interactions with the Lie algebra
From the discussion of the previous section and sections 5.1 and 5.3, in studying the
action of the Lie algebra gC on A, it is sufficient to study the action of the Y
a operators on
Ad. Further, by the Fourier expansion (I.3.30), it is sufficient to study the action of Y aµ on
C2d`1, provided we know which vectors f P C2d`1 are sent to zero by the Jacquet-Whittaker
function, which we will carefully study in section 9.2.
For the moment, we need to study the interaction of the Lie algebra, via the Y aµ operators,
with several common operations.
7.1. The adjoint of Y a. First, we compute the adjoint of the Y a operators with respect to
the inner product on Ad. We use the composition of operators given in (83).
Suppose f P rCpΓzG,Ddq and h P CpΓzG,Ddq are square-integrable, thenż
ΓzG
pPdmfqpgq hpgqTdg “ p2d` 1q
ż
ΓzG
fpgq
ż
K
Ddm
`
k´1
˘
Ddpkqdk hpgqTdg
“ p2d` 1q
ż
ΓzG
fpgq hmpgqdg,
since the integral over K in the middle is just the m-th row of the identity matrix (indexing
from the center).
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If instead f, h P A, with A as in section 3, thenż
ΓzG
pXfqpgq hpgqdg “
ż
ΓzG
fpgq p´Xhqpgqdg,(94)
directly from the definitions (29) and the Haar measure dg.
Now suppose f P Ad and h P Ad`a, then if a is even,ż
ΓzG
pY afqpgq hpgqTdg “ p2d` 2a` 1q
A
d,2,a
0,0
ż
ΓzG
pX0f0qpgq h0pgqdg
“ p2d` 2a` 1q
A
d,2,a
0,0
ż
ΓzG
f0pgq p´X0h0qpgqdg
“ p2d` 2a` 1qp2d` 1qAd,2,a0,0
ż
ΓzG
fpgq`Pd0 p´X0qh0˘ pgqT dg,
so the adjoint of Y a is
pY ah “ ´p2d` 2a` 1qp2d` 1qAd,2,a0,0 Pd0X0h0 “ ´p2d` 2a` 1qA
d`a,2,´a
0,0
p2d` 1qAd,2,a0,0
Y ´a,
since the Clebsch-Gordan coefficients and X0 are real. Similarly, if a is odd, the adjoint ispY ah “ p2d`2a`1qp2d`1qAd,2,a
0,1
Pd0 p´X1qh1,
but we would prefer to use h0, since this is where we have done all of our computations so
far, so we use pY ah “ p2d`2a`1qp2d`1q?pd`aqpd`a`1qAd,2,a
0,1
Pd0X´1K1h0,
and
Pd0X´1K1h0 “Pd0K1X´1h0 ´
?
6Pd0X0h0 “
a
dpd` 1qPd´1X´1h0 ´ 0
“
a
dpd` 1qAd`a,2,´a0,´1 Y ´a,
(recall the remark below corollary 10) giving
pY a “ p2d` 2a` 1qadpd` 1qAd`a,2,´a0,´1p2d` 1qapd` aqpd` a` 1qAd,2,a0,1 Y ´a.
In general, after writing out the Clebsch-Gordan coefficients, we have:
Proposition 11. With respect to the inner products (15) on Ad and Ad`a, the operator Y a
has adjoint pY a “´ p´1qab2d`2a`1
2d`1 Y
´a.(95)
By analogy with (85), we define the adjoint action on power functions pY aµ : C2d`2a`1 Ñ
C2d`1 by pY aµ f :“ p´ρ´µpyqpY apρ`µpyqf “ ´p´1qab2d`2a`12d`1 Y ´aµ f.(96)
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7.2. The intertwining operators. We require an understanding of the interaction between
the Lie algebra, i.e. the Y a operators, and the intertwining operators, a.k.a. the matrices
T dpw, µq occuring in the functional equations of the Whittaker function, as in (8).
First, a lemma:
Lemma 12. Suppose none of the differences µi ´ µj, i ‰ j are in Z, then for a vector
f P C2d`1, d ě 0 and any UpRq-character ψ, the vector-valued function fW dpg, µ, ψq is
identically zero as a function of g exactly when f “ 0.
Proof. For a non-degenerate character ψy, y1y2 ‰ 0, and either Repµ1q ą Repµ2q ą Repµ3q
or Repµq “ 0, this follows from (I.3.28) and (I.3.29) and the fact that W dpg, µ, ψ0,0q and
T dpw, µq are given by products of Ddpv
´´
q, Ddpwlq, ΓdWpu,`1q, and Wdp0, uq which are
invertible matrices when u R Z (see (12) and (I.2.18)). This extends to the cases where only
one Repµiq “ Repµjq, i ‰ j and degenerate characters ψ0,y2, ψy1,0, ψ0,0 by the same argument
as in section I.3.5. 
Suppose none of µi ´ µj P Z, i ‰ j, then for f P C2d`1 and any w PW ,
pY aµ pfT dpw´1, µwqqqW d`apg, µ, ψ1,1q “Y apfT dpw´1, µwqqW dpg, µ, ψ1,1qq
“Y apfW dpg, µw, ψ1,1qq
“pY aµwfqW d`apg, µw, ψ1,1q
“ppY aµwfqT d`apw´1, µwqqW d`apg, µ, ψ1,1q,
and the lemma implies
Y aµ pfT dpw´1, µwqq “ pY aµwfqT d`apw´1, µwq.(97)
This continues to an equality of meromorphic functions in µ.
7.3. Duality. As in (I.5.4), we define the involution ι : G Ñ G by gι “ wlpg´1qTwl. To
every cusp form φ P Ad, we may associate a dual form qφpgq “ φpgιwlq P Ad, which is
frequently used to show isomorphisms between subspaces of cusp forms. We will require an
understanding of this duality, and in particular, its interaction with the Lie algebra, at the
level of Whittaker functions.
Comparing (I.3.22) to (I.3.24), we have the relation
Ddpv
´´
wlqW dpI, µ, ψyqDdpwlv´´q “W dpI,´µwl, ψyιq,
and by (I.3.7), we have
W dpy, µ, ψ1,1q “ Ddpv´´wlqW dpyι,´µwl, ψ1,1qDdpv´´wlq.
Thus in general, we have
W dpg, µ, ψ1,1q “ Ddpv´´wlqW dpv´´gιwl,´µwl, ψ1,1q.(98)
For f P C8pGq, set qfpgq “ fpgιwlq, then the action of the Kj operators on the dual formqf is given by
Kj qfpgq “ d
dt
f
`
gιwl expp´tKjT q
˘ˇˇˇˇ
t“0
“ d
dt
f pgιwl exp tKjq
ˇˇˇˇ
t“0
“ }Kjfpgιq.
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Similarly Xj qfpgq “ ´}Xjfpgιq. Therefore, for f P Cd,
pY aµ pfDdpv´´wlqqqW d`apg, µ, ψ1,1q “Y afW dpv´´gιwl,´µwl, ψ1,1q
“ ´ pY a´µwlfqW d`apv´´gιwl,´µwl, ψ1,1q
“ ´ pY a´µwlfqDdpv´´wlqW d`apg, µ, ψ1,1q,
and we conclude as in the previous subsection that
Y aµ pfDdpv´´wlqq “ ´pY a´µwlfqDdpv´´wlq.(99)
8. The minimal-weight Whittaker functions
In this section, we will prove theorem 5, and analyze some additional, degenerate cases
of the Jacquet-Whittaker integral for the purpose of proving they cannot occur among the
cusp forms. First, we give some general results on Whittaker functions that were not needed
for the previous paper.
8.1. The differential equations satisfied by the Whittaker functions. We wish to de-
velop raising and lowering operators on the entries of the vector-valued Whittaker functions.
Suppose Φ : GÑ C2d`1 is defined over the Iwasawa decomposition by
Φpxykq “ φpxyqDdpkq, φpxyq “ pφ´dpxyq, . . . , φdpxyqq ,
then the components of Φ “ pΦ´d, . . . ,Φdq are given by
Φm “
dÿ
m1“´d
φm1D
d
m1,m, Φ “
dÿ
m1“´d
φm1D
d
m1
and requiring ∆iΦ “ λiΦ, i “ 1, 2, is equivalent to
0 “p4∆˝1 `m1pZ2 ´ Z´2q ´ 4λ1qφm1
´
a
dpd` 1q ´m1pm1 ` 1qZ´1φm1`1
´
a
dpd` 1q ´m1pm1 ´ 1qZ1φm1´1,
0 “p48∆˝2 ´m1T0 ´ 48λ2qφm1
`
a
dpd` 1q ´m1pm1 ` 1qpT1 ´ 6pm1 ` 1qpZ´1 ´ Z1qqφm1`1
`
a
dpd` 1q ´m1pm1 ´ 1qpT´1 ´ 6pm1 ´ 1qpZ´1 ´ Z1qqφm1´1,
by (46) and (47).
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Suppose also that φpxyq “ ψ1,1pxqφpyq, then
0 “p∆Whitt1 ´ 2πm1y2 ´ λ1qφm1pyq(100)
´ π
a
dpd` 1q ´m1pm1 ` 1qy1φm1`1pyq
´ π
a
dpd` 1q ´m1pm1 ´ 1qy1φm1´1pyq,
0 “p∆Whitt2 ` 2πm1y2 py1By1 ´ 1q ´ λ2qφm1pyq(101)
` π
a
dpd` 1q ´m1pm1 ` 1qy1p1´ y2By2 ´ 2πy2qφm1`1pyq
` π
a
dpd` 1q ´m1pm1 ´ 1qy1p1´ y2By2 ` 2πy2qφm1´1pyq,
where
∆Whitt1 “´ y21B2y1 ´ y22B2y2 ` y1y2By1By2 ` 4π2y21 ` 4π2y22,
∆Whitt2 “´ y21y2B2y1By2 ` y1y22By1B2y2 ´ 4π2y1y22By1 ` 4π2y21y2By2
` y21B2y1 ´ y22B2y2 ´ 4π2y21 ` 4π2y22.
Some rearranging gives
S˘m1φm1pyq “ ˘
a
dpd` 1q ´m1pm1 ˘ 1qφm1˘1pyq,(102)
S˘m1 :“
1
4π2y1y2
`p1´ y2By2 ˘ 2πy2q `∆Whitt1 ´ λ1˘` `∆Whitt2 ´ λ2˘(103)
` 2πm1y2 py1By1 ` y2By2 ´ 1¯ 2πy2q
˘
.
One particular consequence is that the full vector-valued Whittaker function may be gener-
ated from any given entry, so any vector-valued Whittaker function is identically zero exactly
when any entry is identically zero. Precisely, we have:
Lemma 13. For any vector-valued function Φpxykq “ ψ1,1pxqφpyqDdpkq, with
φpyq “ pφ´dpyq, . . . , φdpyqq which satisfies ∆iΦ “ λiΦ, i “ 1, 2, and any ´d ď m1 ă m2 ď d,
we have
φm2 “ C1S`m2´1 ¨ ¨ ¨S`m1`1S`m1φm1 , φm1 “ C2S´m1`1 ¨ ¨ ¨S´m2´1S´m2φm2 ,
where
1
C1
“
m2´1ź
j“m1
a
dpd` 1q ´ jpj ` 1q, 1
C2
“ p´1qm2´m1
m2ź
j“m1`1
a
dpd` 1q ´ jpj ´ 1q.
8.2. The central entry. We turn now to the proof of theorem 5, which is the evaluation
of the Jacquet integral at the minimal K-types. As mentioned in the introduction, the
proof occurs in two steps; in this subsection, we directly evaluate the Jacquet integral at
the central entry, and in the next, we show the Mellin-Barnes integrals of theorem 5 satisfy
equations (102) and (100) to complete the theorem. For the central entry, we also consider
the evaluation of W d´d,0pg, µ, ψ1,1q where µ is of the form pd ´ 1, 0, 1 ´ dq; we will see this
cannot occur as the Whittaker function of a cusp form, but we still require knowledge of
precisely when the function is identically zero.
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Suppose µ1 ´ µ2 “ d ´ 1, d ě 2, and temporarily suppose Repµ2 ´ µ3q is large; we will
reach the cases of theorem 5 by analytic continuation, below. The cases d “ 0, 1 of theorem
5 may be handled similarly. Starting from (I.3.22), we send u3 ÞÑ u3
a
1` u22 to obtain
W d´d,0pI, µ, ψyq “p´1qd
ż
R2
`
1` u23
˘´1`µ3´µ1
2
`
1` u22
˘´1`µ3´µ2
2 W´d
˜
y1
a
1` u23a
1` u22
, µ1 ´ µ2
¸(104)
d
d
´d,0
˜
´u3a
1` u23
¸
e
˜
´y1 u2u3a
1` u22
¸
e p´y2u2q du2 du3.(105)
Then (11) and [12, eq. 13.18.2] imply
W´dpy, d´ 1q “p2πq
dyd´1
pd´ 1q! exp p´2πyq .
We also have, by (70) and (72),
d
d
´d,0pxq “ dd0,dpxq “
ap2dq!
d! 2d
`
1´ x2˘d2 .
Plugging in the two previous displays, applying (I.3.17) (or the definition of the gamma
function) to each of the three exponentials, and evaluating the u integrals with (I.2.27) gives
W d´d,0pI, µ, ψyq “
p´1qd
ap2dq!πdyd´11
d! pd´ 1q!
ż
Repsq“ǫ
p2πy1q´s1´s3p2πy2q´s2Γ ps1qΓ ps3qΓ ps2q cos πs2
2
cos
πs3
2
B
ˆ
1´ s3 ´ s2
2
,
µ1 ´ µ2 ´ s1 ` s2
2
˙
B
ˆ
1´ s3
2
,
d` µ3 ´ µ2 ` s1 ` s3
2
˙
ds
p2πiq3 ,
where Bpa, bq “ ΓpaqΓpbq{Γpa ` bq is the Euler beta function. We may now suppose µ “`
d´1
2
` it,´d´1
2
` it,´2it˘ or µ “ pd´ 1, 0, 1´ dq, as the convergence is clear; i.e. the above
integral converges to an entire function of µ by the exponential decay coming from Stirling’s
formula, so we have the anticipated analytic continuation.
Send s1 ÞÑ s1 ´ s3, and apply the duplication and reflection properties of the gamma
function so that
W d´d,0pI, µ, ψyq “
p´1qdap2dq!π 32
8 d! pd´ 1q!
ż
Repsq“ǫ
pπy1qd´1´s1pπy2q´s2
Γ
`
s2
2
˘
Γ
`
1`µ1´µ2`s1
2
˘
Γ
`
1´s2
2
˘
Γ
`
1`µ1´µ2´s1
2
˘
Γ
`
1´s3´s2
2
˘
Γ
`
µ1´µ2´s1`s3`s2
2
˘
Γ
`
s3
2
˘
Γ
`
s1´s3
2
˘
Γ
`
1`s1´s3
2
˘
Γ
`
d`1`µ3´µ2`s1´s3
2
˘ dsp2πiq3 ,
using
1` µ1 ´ µ3 “ d` µ2 ´ µ3 “
"
d`1
2
` 3it if µ “ `d´1
2
` it,´d´1
2
` it,´2it˘ ,
2d´ 1 if µ “ pd´ 1, 0, 1´ dq.
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We apply (62) on ´ s3
2
, substitute ps1, s2q ÞÑ ps1 ` d ´ 1 ´ µ1, s2 ` µ3q, and use (I.3.6) to
obtain
W d´d,0py, µ, ψ1,1q “
p´1qd
4π2
ż
Repsq“s
pπy1q1´s1pπy2q1´s2G
d
0ps, µq
Λ˚pµq
ds
p2πiq2 ,(106)
with Gd as in (24), and using the contour
s “
" pǫ, ǫq if µ “ `d´1
2
` it,´d´1
2
` it,´2it˘ ,
pǫ, d´ 1` ǫq if µ “ pd´ 1, 0, 1´ dq.
The opposite case W dd,0py, µ, ψ1,1q “ 0 follows from the pole of the gamma function of (11)
in (104).
8.3. The remaining components of the Whittaker function. We now complete the
proof of theorem 5. We continue to assume d ě 2 and specify µ “ `d´1
2
` it,´d´1
2
` it,´2it˘.
We’ve computed the base case m1 “ 0 directly, and the cases m1 “ ˘1 can be verified from
the S˘m1 operator, so we have to compute |m1| ě 2. It is sufficient to verify the terms
1 ď |m1| ď d´1 satisfy (100), and in the following proof we assume |m1| ě 2 for convenience.
Let m1 “ εm, then we need to verify
0 “
ż
Repsq“s
´
p∆Whitt1 ´ 2πm1y2 ´ λ1pµqqpπy1q1´s1pπy2q1´s2
mÿ
ℓ“0
εℓ
ˆ
m
ℓ
˙rGdppd´m, ℓq, s, µq
´ pd´mqpπy1q1´s1pπy2q1´s2
m`1ÿ
ℓ“0
εℓ
ˆ
m` 1
ℓ
˙rGdppd´m´ 1, ℓq, s, µq
´ pd`mqpπy1q1´s1pπy2q1´s2
m´1ÿ
ℓ“0
εℓ
ˆ
m´ 1
ℓ
˙rGdppd´m` 1, ℓq, s, µq¯ dsp2πiq2 .
We apply the differential operator and shift s on the various terms so we may deal with
the Mellin transform directly. We factor out
Γ
`
d´1´µ1`s1
2
˘
Γ
`
d´µ1`s1
2
˘
Γ
`
µ1`s2
2
˘
Γ
`
1`µ1`s2
2
˘
which replaces the terms rGdp. . .q with a polynomial times a beta function of the form
B
`
d´m`a´µ3`s1
2
, ℓ`b`µ3`s2
2
˘
, a “ 0, 2, b “ 0, 1, 2.
Now apply
Bpx` 1, yq “ Bpx, yq ´Bpx, y ` 1q
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to normalize a ÞÑ 0, and substitute ℓ ÞÑ ℓ´ b to align the beta functions. After some algebra
and removing a factor ps1 ´ s2 ´ 2itq, we need to show
0 “ps2 ` µ3qB
`
d´m´µ3`s1
2
, µ3`s2
2
˘` εmps2 ` µ3 ` 1qB `d´m´µ3`s12 , µ3`s2`12 ˘
`
mÿ
ℓ“2
εℓ
ˆˆ
m
ℓ
˙
ps2 ` µ3 ` ℓq ´
ˆ
m
ℓ ´ 2
˙
pd´m` s1 ` s2 ` ℓ´ 2q
˙
ˆB `d´m´µ3`s1
2
, µ3`s2`ℓ
2
˘
´ εm`1mpd´ 1` s1 ` s2qB
`
d´m´µ3`s1
2
, µ3`s2`m`1
2
˘
´ εmpd` s1 ` s2qB
`
d´m´µ3`s1
2
, µ3`s2`m`2
2
˘
The even and odd terms of this sum then separately telescope to zero.
8.4. The bad Whittaker functions. Suppose µ “ pd´ 1, 0, 1´ dq. It is a well-known fact
(see the corollary to [16, lemma 15]) that cusp forms, and hence their Fourier coefficents
are bounded (as functions of G). Then (106) shows the Whittaker functions W d´dp¨, µ, ψ1,1q
are non-zero and have bad asymptotics, i.e. they are not suitable for cusp forms since the
central entry tends to infinity as y2 Ñ 0 (shift the s contours to the left past the pole at
ps1, s2q “ p0, d´1q). We may instead rule out any cusp form having such aWhittaker function
by noticing it would necessarily have a real eigenvalue of the skew-symmetric operator Y 0,
and this is what we do in section 9.3.
9. Going Down
We determine the spectral parameters and Whittaker functions of all forms which are
killed by both Y ´1, Y ´2. Equivalently, we determine vectors in C2d`1 which are killed by
both of Y ´1µ , Y
´2
µ . The unitaricity conditions on the spectral parameters of Maass cusp
forms, meaning the symmetries of the differential operators ∆1 and ∆2, imply that, for such
forms, ´µ is a permutation of µ, and further, because of the absence of poles in the required
functional equations of the Whittaker function, we may assume Repµ1q ě Repµ2q ě Repµ3q,
so
µ “ pit1, it2,´ipt1 ` t2qq or µ “ px` it,´2it,´x` itq,(107)
where t1 ´ t2, 2t1 ` t2, t1 ` 2t2 ‰ 0, x ě 0, and possibly t “ 0.
9.1. For the power function. Define
g1 “ ´
?
6p1` µ3qu2,`2 ` pµ1 ´ µ2 ´ 1qu2,`0 ,(108)
g
d,δ,ε
2 “
ÿ
0ď2j`δďd
gd2,δ,2j`δu
d,ε
2j`δ,(109)
where the coefficients are given by gd2,0,0 “ 12 , and
gd2,k,2j`k “p´1qj
j´1ź
i“0
apd´ 1´ 2i´ kqpd´ 2i´ kqp3µ3 ` 2d´ 1` 2i` kqapd` 1` 2i` kqpd` 2` 2i` kqpµ1 ´ µ2 ´ 1´ 2i´ kq ,(110)
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for 0 ă 2j ` k ď d. We also define gd,δ,ε3 using the same coefficients as gd,δ,ε2 , i.e.
gd3,δ,2j`δ :“ gd2,δ,2j`δ, 0 ď 2j ` δ ă d,(111)
but take
gd3,δ,d :“
gd2,δ,d´2a
dp2d´ 1q(112)
to be the coefficient of ud,εd , instead. Lastly, for d odd, define
g
d,ε
4 “
ÿ
κď2j`κďd
gd2,κ,2j`κu
d,ε
2j`κ,(113)
where κ “ d`1
2
.
Proposition 14. If f P C2d`1 is such that
Y ´1µ f “ 0 and Y ´2µ f “ 0,(114)
subject to (107), then at least one of the following is true:
1. f “ 0,
2. d P t0, 1u,
3. d “ 2 and f is a multiple of g1,
4. µ “ `d´1
2
` it,´2it,´d´1
2
` it˘, with either d even or t ‰ 0, and f is a linear combi-
nation of gd,0,ε2 and g
d,1,´ε
2 , with ε “ p´1qd,
5. µ “ `d´1
2
, 0,´d´1
2
˘
, d odd, and f is a linear combination of gd,δ,ε2 , g
d,`
4 and g
d,´
4 , with
δ ” κ` 1 pmod 2q, ε “ p´1qκ, κ “ d`1
2
,
6. µ “ pd´ 1, 0, 1´ dq, and f is a linear combination of gd,1,ε3 , gd,0,ε3 , ud,`d and ud,´d , with
ε “ p´1qd.
We call such f power-function minimal for µ at weight d.
We note that g1 in case 3 may be a false positive in the sense that it is killed by the
lowering operators, but not necessarily an eigenfunction of Y 0µ , while the vectors of the other
cases are all also eigenfunctions of Y 0µ . (We will not show this directly, but it can be deduced
from proposition 15 and (97).) That is, if none of differences µi ´ µj are 1, then?
35Y ´2µ Y
0
µ g1 “ ´8
?
2pµ1 ´ µ2 ´ 1qpµ1 ´ µ3 ´ 1qpµ2 ´ µ3 ´ 1qu0,`0 ‰ 0,(115)
so the minimal weight of the corresponding principle series representation is d “ 0 instead
of d “ 2, and of course, the instances where some µi ´ µj “ 1 reduce to cases 4 or 6.
Proof of proposition 14. The result is trivial for d P t0, 1u, and d “ 2 is simple to compute
(note that Y ´1µ u
2,˘
0 , Y
´1
µ u
2,˘
2 and Y
´2
µ u
2,˘
1 all vanish), so we may assume d ě 3.
For clarity, we write f d :“ f . We may split f d according to characters of V ,
f d “
ÿ
|m1|ďd
f dm1v
d
m1 “
ÿ
˘,δPt0,1u
f d,δ,˘,
f d,δ,˘ “
ÿ
2j`δďd
`
f d2j`δ ˘ p´1qdf d´2j´δ
˘
u
d,˘
2j`δ ˆ
#
1
2
if 2j ` δ “ 0,
1 otherwise,
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and f d is a zero of both Y ´1µ and Y
´2
µ exactly when all of the f
d,δ,˘ are, so we now fix d, µ
and a choice of δ P t0, 1u and parity ε “ ˘1 and assume f d is of the form
f d “
ÿ
0ď2j`δďd
f d2j`δu
d,ε
2j`δ,
after relabelling the subscripts. Let
f d´1 “
a
2dpd´ 1qpd` 1qp2d` 1qY ´1µ f d and f d´2 “ 2
a
dpd´ 1qp2d´ 1qp2d` 1qY ´2µ f d.
From (91) and (93), their coefficients are given by
f d´1j “´
a
pd´ 1´ jqpd` jqpd` 1` jqpd` 2` jqpµ1 ´ µ2 ´ 1´ jqf dj`2(116)
` 2j
a
pd´ jqpd` jqp3µ3 ` dqf dj
` cj
a
pd´ jqpd` 1´ jqpd` 2´ jqpd´ 1` jqpµ1 ´ µ2 ´ 1` jqf dj´2
f d´2j “
a
pd´ 1` jqpd` jqpd` 1` jqpd` 2` jqpµ1 ´ µ2 ´ 1´ jqf dj`2(117)
` 2
a
pd´ 1´ jqpd´ jqpd´ 1` jqpd` jqp3µ3 ` 2d´ 1qf dj
` cj
a
pd´ 1´ jqpd´ jqpd` 1´ jqpd` 2´ jqpµ1 ´ µ2 ´ 1` jqf dj´2,
for j ě 2, where cj “ 2 if j “ 2 and 1 otherwise. When ε “ ´p´1qd, we set f d0 “ 0. Some
care must be taken when dealing with the coefficients f d´1j , f
d´2
j , for j “ 0, 1, as the previous
expressions do not necessarily apply:
f d´11 “´
a
pd´ 2qpd` 1qpd` 2qpd` 3qpµ1 ´ µ2 ´ 2qf d3(118)
`
a
pd´ 1qpd` 1qp2p3µ3 ` dq ` εp´1qddpµ1 ´ µ2qqf d1 ,
f d´21 “
a
dpd` 1qpd` 2qpd` 3qpµ1 ´ µ2 ´ 2qf d3(119)
`
a
dpd´ 2qpd´ 1qpd` 1qp2p3µ3 ` 2d´ 1q ` εp´1qdpµ1 ´ µ2qqf d1 ,
f d´10 “´
a
dpd´ 1qpd` 1qpd` 2qpµ1 ´ µ2 ´ 1qf d2 δε“´p´1qd ,(120)
f d´20 “
a
dpd´ 1q
´a
pd` 1qpd` 2qpµ1 ´ µ2 ´ 1qf d2(121)
` 2
a
dpd´ 1qp3µ3 ` 2d´ 1qf d0
¯
δε“`p´1qd .
Two useful linear combinations are
s1,j :“ 12pd´1q?d`j
´a
d´ 1´ jf d´1j ´
a
d´ 1` jf d´2j
¯
(122)
“´
a
pd` 1` jqpd` 2` jqpµ1 ´ µ2 ´ 1´ jqf dj`2
´
a
pd´ 1´ jqpd´ jqp3µ3 ` 2d´ 1` jqf dj ,
s2,j :“ 12pd´1q?d´j
´a
d´ 1` jf d´1j `
a
d´ 1´ jf d´2j
¯
(123)
“
a
pd´ 1` jqpd` jqp3µ3 ` 2d´ 1´ jqf dj
`
a
pd` 1´ jqpd` 2´ jqpµ1 ´ µ2 ´ 1` jqf dj´2,
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for 3 ď j ď d´ 2. The given expression (122) for s1,j continues to hold for j “ 1, 2, and we
have the following expressions for s2,j , j “ 2, 1,
s2,2 “
a
pd` 1qpd` 2qp3µ3 ` 2d´ 3qf d2 ` 2
a
dpd´ 1qpµ1 ´ µ2 ` 1qf d0 ,(124)
s2,1 “´ 2f d1
a
dpd` 1q ˆ
"pµ2 ´ µ3 ` 1´ dq if ε “ `p´1qd,
pµ1 ´ µ3 ` 1´ dq if ε “ ´p´1qd,(125)
but for j “ 0, it is simplest to use f d´10 and f d´20 directly. Note that s1,j “ s2,j “ 0 is fully
equivalent to f d´1j “ f d´2j “ 0 for each 1 ď j ď d´ 2.
For 1 ď j ď d´ 4, we further cancel to obtain
s3,j :“p3µ3 ` 2d´ 3´ jqs1,j ` pµ1 ´ µ2 ´ 1´ jqs2,j`2(126)
“´ 4
a
pd´ jqpd´ 1´ jqpµ1 ´ µ3 ` 1´ dqpµ2 ´ µ3 ` 1´ dqf dj ,
and for 3 ď j ď d´ 2, we have
s4,j :“p3µ3 ` 2d´ 3´ jqs1,j´2 ` pµ1 ´ µ2 ´ 1´ jqs2,j(127)
“4
a
pd` jqpd´ 1` jqpµ1 ´ µ3 ` 1´ dqpµ2 ´ µ3 ` 1´ dqf dj .
Then
"
f d´1 “ 0
f d´2 “ 0
*
ô
$’’&’’%
f d´1d´1 “ f d´10 “ f d´20 “ 0,
s1,j “ 0, j “ 1, . . . , d´ 2,
s2,1 “ s2,2 “ 0,
s3,j´2 “ s4,j “ 0, j “ 3, . . . , d´ 2,
(128)
because for each 3 ď j ď d´ 2 the coefficient of s2,j in one of s3,j´2 or s4,j is non-zero.
The proof now proceeds by cases on µ.
Case I: µ1 ´ µ3 ` 1 ‰ d, µ2 ´ µ3 ` 1 ‰ d
These assumptions (recall (107)) imply µ1 ´ µ2 ` 1 ‰ d, as well. Then s3,j “ 0 is equivalent
to f dj “ 0 for all 1 ď j ď d´4, and similarly s4,j “ 0 is equivalent to f dj “ 0 on 3 ď j ď d´2.
(Note that for d ě 6, t1 ď j ď d´ 4u Y t3 ď j ď d´ 2u “ t1 ď j ď d´ 2u, but the same
does not hold for 3 ď d ď 5.)
Now suppose f d´1 “ 0 and f d´2 “ 0 with d ě 6. Then (126), (127) and (125) imply
f dj “ 0, 1 ď j ď d ´ 2. In case ε “ `p´1qd and δ “ 0, then (124) implies f d0 “ 0 since
µ1 ´ µ2 ‰ ´1.
If d ” δ pmod 2q, then s1,d´2 “ 0 implies f dd “ 0 and we have f d “ 0. If d ı δ pmod 2q,
then f d´2d´3 “ f d´1d´1 “ 0 implies f dd´1 “ 0 and we have f d “ 0.
For 3 ď d ď 5, first suppose δ “ 1, and note (125) implies f d1 “ 0. Then s1,1 “ 0 implies
f d3 “ 0 unless µ1 ´ µ2 “ 2, in which case µ “ p2, 0,´2q (recall (107)), so d “ 4 and s2,3 “ 0
again implies f d3 “ 0. Lastly, if d “ 5, then s1,3 “ 0 implies f d5 “ 0.
Now suppose 3 ď d ď 5 with δ “ 0, then, as before, (124) implies f d0 “ 0, and f d´10 “
f d´20 “ 0 implies f d2 “ 0 unless µ1 ´ µ2 “ 1 in which case (124) works since µ “ p1, 0,´1q
implies d ‰ 3. When d P t4, 5u, s1,2 “ 0 implies f d4 “ 0 unless µ1 ´ µ2 “ 3 in which case
f d´14 “ 0 works since d “ 5 and µ3 “ ´3.
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Case II: µ “ `d´1
2
` it,´2it,´d´1
2
` it˘ with t ‰ 0 or d even
Under the current assumptions, we have all s3,j “ 0,s4,j “ 0, and we use (128). When δ “ 0,
s2,1 “ 0 becomes trivial, and similarly, when δ “ 1, s2,2 “ f d´10 “ f d´20 “ 0 becomes trivial.
Since µ1 ´ µ2 ´ 1 R Z, s1,j “ 0 is equivalent to
f dj`2 “´
apd´ 1´ jqpd´ jqp3µ3 ` 2d´ 1` jqapd` 1` jqpd` 2` jqpµ1 ´ µ2 ´ 1´ jqf dj ,(129)
If δ “ 0 and ε “ `p´1qd, then s2,2 “ 0 is redundant over f d´20 “ 0. If δ “ 0 and ε “ ´p´1qd,
then f d´10 “ 0 implies f d2 “ 0 and hence f d “ 0. If δ “ 1 and ε “ `p´1qd, then s2,1 “ 0
implies f d1 “ 0 and hence f d “ 0. If δ “ 1 and ε “ ´p´1qd, then s2,1 “ 0 is trivial.
This completes the analysis of conclusion 4 of the proposition. The need for gd,δ,ε2,0,0 “ 12
comes from the spare 2 in f d´20 , as compared to s1,j, j ě 1.
Case III: µ “ pd´ 1, 0, 1´ dq
Since µ1´µ2´1 “ ´p3µ3`2d´1q “ d´2, this is identical to case II, except that s1,d´2 “ 0
is trivial, and now when δ “ 1, s2,1 “ 0 implies f d1 “ 0 unless ε “ `p´1qd. The coefficient
gd2,1,d is undefined, but we may freely choose the coefficient of u
d,ε
d since Y
´1
µ u
d,ε
d “ 0 and
Y ´2µ u
d,ε
d “ 0. Our particular choice (112) makes gd,δ,ε3 an eigenfunction of Y 0µ , as we will see
later. This completes the analysis of conclusion 6 of the proposition.
Case IV: µ “ `d´1
2
, 0,´d´1
2
˘
, d odd
Since µ1 ´ µ2 ´ 1 “ κ ´ 2, the case δ ı κ pmod 2q is identical to case II. In case δ ” κ
pmod 2q, s1,κ´2 “ 0 implies f dκ´2 “ 0, and recursively s1,j “ 0 implies f dj “ 0 for 1 ď j ă κ
and s2,2 “ 0 implies f d0 “ 0. Then (129) applies for j ě κ, and this completes the analysis
of conclusion 5 of the proposition. 
9.2. For Whittaker functions. We wish to prove a version of proposition 14 for Whittaker
functions, but this is somewhat complicated by the possibility that the Whittaker function
itself may be zero, and the unpleasant shape of the vectors in proposition 14, so we start by
a careful examination of the intertwining operators.
Proposition 15. Suppose d ě 2, and let C be a non-zero constant, depending on d and µ,
whose value may differ between occurences.
1. If µ “ `d´1
2
` it,´2it,´d´1
2
` it˘, with either d even or t ‰ 0, then
g
d,0,ε
2 “Cud,εd T dpw3, µw3q, gd,1,´ε2 “Cud,´εd T dpw3, µw3q,
with ε “ p´1qd.
2. If µ “ `d´1
2
, 0,´d´1
2
˘
with d ” 1 pmod 4q, then
g
d,0,´
2 “Cud,´d T dpw3, µw3q, gd,`4 “Cud,`d T dpw3, µw3q, gd,´4 “Cud,`d T dpw4, µw5q,
3. If µ “ `d´1
2
, 0,´d´1
2
˘
with d ” 3 pmod 4q, then
g
d,1,`
2 “Cud,`d T dpw3, µw3q, gd,´4 “Cud,´d T dpw3, µw3q, gd,`4 “Cud,`d´1T dpw4, µw5q,
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4. If µ “ pd´ 1, 0, 1´ dq, then
g
d,1,ε
3 “Cud,εd´1T dpw3, µw3q, gd,0,ε3 “Cud,εd T dpw3, µw3q,
with ε “ p´1qd.
Note: We have supressed the constants for purely aesthetic reasons, their values may be
extracted from the computations below, but they are irrelevant in the context of the current
paper. To be precise, the proof proceeds by comparing ratios of successive coefficients, and
its use in theorem 3 is such that the non-zero constant is simply included in the (scalar)
Fourier-Whittaker coefficients.
We note that some care must be taken in the use of the intertwining operators when two
of the complex parameters simultaneously encounter a singularity. This occurs, e.g. in case
3 of the proposition when considering T dpw4, µw5q since both µ1´µ3 and µ1´µ2 are integral,
and we consider this case in particular as an example at the end of the proof.
Proof of proposition 15. We wish to compute
u
d,˘
d T
dpw3, µw3q, ud,˘d´1T dpw3, µw3q, ud,`d T dpw4, µw5q, ud,´d´1T dpw4, µw5q
for all d and µ. We give the general proceedure first, then illustrate with an example below.
Note that
T dpw4, µw5q “ T dpw3, µw5qT dpw2, µw2q,
and T dpw2, µw2q is diagonal and satisfies a symmetry relation under pm,mq ÞÑ p´m,´mq,
so it suffices to compute
u
d,˘
d D
dpwlqΓdWpu,`1qDdpwlq, ud,˘d´1DdpwlqΓdWpu,`1qDdpwlq.
There is a coincidence of form among the intertwining operators T dpw, µq, the constant
terms of the Eisenstein series and the Whittaker functions at a degenerate character: Super-
ficially, this is because they are all generated by compositions (compare (13) and (I.4.12))
of analogous diagonal matrices (compare (I.2.18), (9), (I.2.20), the definition of Md in
section I.4.4.1 and (I.3.11)). More fundamentally, the fact that composition of the con-
stant terms of the minimal parabolic Eisenstein series, which are the Whittaker functions
Σdχ
``
W dpI, w, µ, ψ00q (see (I.3.3)), gives the functional equations of the Eisenstein series, and
hence also the functional equations of its non-degenerate Fourier coefficients, which are the
Whittaker functions Σdχ
``
W dpg, µ, ψ1,1q, implies the relationship precisely, at least in the
case χ “ χ
``
. We use this commonality here in the form
ΓdWpu,`1q “(130)
iΓp1` uq
21`uπ
`
exp
`
iπu
2
˘
Ddpv
``
q ´ exp `´ iπu
2
˘
Ddpv
´`
q˘Rd p´iqWdp0,´uq.
In fact, from (4), (3) and (11), the (diagonal) entry at row m of the right-hand side is
2im
Γp1` uqΓp´uq
Γ
`
1´u`m
2
˘
Γ
`
1´u´m
2
˘ ˆ "´ sin `π u2˘ for even m,
i cos
`
π u
2
˘
for odd m,
and the reflection formula for the gamma function shows the quotient formed by dividing
this by Γd
W ,m,mpu,`1q is 1.
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From (67) and (4), we see that conjugating a diagonal matrix by Ddpw2q simply reverses
the order of the diagonal entries. So using (130), (11) and the results of section 5.7 (or by
the reflection formula, see (I.2.20)), we can see
Ddpw2qΓdWpu,`1qDdpw2q “Ddpv´`qΓdWpu,`1q.
Applying this back in (130), we have
Ddpv
´´
wlqΓdWpu,`1qDdpwlv´´q “(131)
iΓp1` uq
21`uπ
Rd piq `exp ` iπu
2
˘
Ddpv
`´
q ´ exp `´ iπu
2
˘
Ddpv
´`
q˘F dpuqRd piq ,
F dpuq :“Ddpw3qRd p´iqWdp0,´uqDdpw3q.(132)
So we need to compute the first and last two rows of the matrix-valued function
F dpuq “
ż 8
´8
p1` x2q´1`u2 Dd
ˆrkˆ1, x` i?
1` x2 , 1
˙˙
dx,
(using rk `eiα, eiβ, eiγ˘ “ kpα, β, γq as in (I.2.5)) which has components
F dm1,mpuq “
ż 1
´1
p1´ x2q´1´u2 ddm1,mpxqdx,
recalling (2), (3), (11) and (69). For the moment, we assume ´Repuq ą 1 so this and the
subsequent integrals converge.
We use [15, eq. 3.196.3] in the formż 1
´1
p1´ xqa´1p1` xqb´1dx “2a`b´1Bpa, bq, Repaq,Repbq ą 0,(133)
where Bpa, bq is again the Euler beta function. Then from (70) and (72), we have
F dm1,dpuq “2´dπ
1
2
d
p2dq!
pd`mq! pd´mq!
Γ
`
d´m1´u
2
˘
Γ
`
d`m1´u
2
˘
Γ
`
d´u
2
˘
Γ
`
d`1´u
2
˘ .(134)
When m “ d´ 1, (72) becomes P pd´1´m1,d´1`m1q1 pxq “ dx´m1, so
F dm1,d´1puq
21´d
b
p2d´1q!
pd`m1q! pd´m1q!
“d
ż 1
´1
p1´ xq´1` d´1´m
1
´u
2 p1` xq´1` d`1`m
1
´u
2 dx(135)
´ d
ż 1
´1
p1´ xq´1` d´1´m
1
´u
2 p1` xq´1` d´1`m
1
´u
2 dx
´m1
ż 1
´1
p1´ xq´1` d´1´m
1
´u
2 p1` xq´1` d´1`m
1
´u
2 dx
“´m1π 12 Γ
`
d´1´m1´u
2
˘
Γ
`
d´1`m1´u
2
˘
Γ
`
1´u
2
˘
Γ
`
d´u
2
˘
Γ
`
d`1´u
2
˘
Γ
`´u`1
2
˘ ,
using the usual recurrence relation of the gamma function.
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We may deduce from the symmetries (71) with (134) and (135) that
F d˘d,mpuq “p¯1qd`mF d˘m,dpuq “ p¯1qd`mF d|m|,dpuq,
F d˘pd´1q,mpuq “p¯1qd´1`mF d˘m,d´1puq “ ´ sgnpmqp¯1qd`mF d|m|,d´1puq,
and it follows that for δ P t0, 1u
u
d,p´1qδ
d F
dpuq “1
2
F dd puq ˘ p´1qd 12F d´dpuq “ 2
ÿ
0ďm”δ
cmF
d
m,dpuqp´1qd`mud,p´1q
d
m(136)
u
d,p´1qδ
d´1 F
dpuq “2
ÿ
0ďm”1´δ
cmF
d
m,d´1puqp´1qd´1`mud,p´1q
d´1
m(137)
where c0 “ 12 , cm “ 1, m ‰ 0.
Now if we define δ, η P t0, 1u for a choice of the parity ˘ by ˘1 “ p´1qd`δ “ p´1qη, then
(131), (68) and (136) imply
u
d,˘
d D
dpv
´´
wlqΓdWpu,`1qDdpwlv´´q(138)
“ ˘p´1qd i
1´dΓp1` uq
21`uπ
`
exp
`
iπu
2
˘¯ exp `´ iπu
2
˘˘
u
d,˘p´1qd
d F
dpuqDdpw2q
“ i
d`η
2d´1
Γ
`
1`η`u
2
˘
Γ
`
η´u
2
˘ ÿ
0ďm”δ
cmu
d,˘
m i
´m
d
p2dq!
pd`mq! pd´mq!
Γ
`
d´m´u
2
˘
Γ
`
d`m´u
2
˘
Γ
`
d´u
2
˘
Γ
`
d`1´u
2
˘ .
Here, we have used the reflection and duplication properties of the gamma function to
simplify the leading coefficient, but again, this value is not actually relevant to the rest of
the paper. Similarly
u
d,˘
d´1D
dpv
´´
wlqΓdWpu,`1qDdpwlv´´q(139)
“ i
d`1`η
2d´2
Γ
`
1`η`u
2
˘
Γ
`
1´u
2
˘
Γ
`
η´u
2
˘
Γ
`´u`1
2
˘ ÿ
0ďm”1´δ
cmu
d,˘
m i
´mm
ˆ
d
p2d´ 1q!
pd`mq! pd´mq!
Γ
`
d´1´m´u
2
˘
Γ
`
d´1`m´u
2
˘
Γ
`
d´u
2
˘
Γ
`
d`1´u
2
˘ ,
and using
ud,˘m Γ
d
W
pu,`1q “ Γ
`
1´m`u
2
˘
Γ
`
1´m´u
2
˘ud,˘p´1qmm , 0 ď m ď d
(which follows from the reflection formula, see (I.2.20)), we have
u
d,˘
d D
dpv
´´
wlqΓdWpu1,`1qDdpwlv´´qΓdWpu2,`1q(140)
“ i
d`η
2d´1
Γ
`
1`η`u1
2
˘
Γ
`
η´u1
2
˘ ÿ
0ďm”δ
cmu
d,ε
m i
´m
ˆ
d
p2dq!
pd`mq! pd´mq!
Γ
`
d´m´u1
2
˘
Γ
`
d`m´u1
2
˘
Γ
`
d´u1
2
˘
Γ
`
d`1´u1
2
˘ Γ `1´m`u22 ˘
Γ
`
1´m´u2
2
˘ ,
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u
d,˘
d´1D
dpv
´´
wlqΓdWpu1,`1qDdpwlv´´qΓdWpu2,`1q(141)
“ i
d`1`η
2d´2
Γ
`
1`η`u1
2
˘
Γ
`
1´u1
2
˘
Γ
`
η´u1
2
˘
Γ
`´u1`1
2
˘ ÿ
0ďm”1´δ
cmu
d,´ε
m i
´mm
ˆ
d
p2d´ 1q!
pd`mq! pd´mq!
Γ
`
d´1´m´u1
2
˘
Γ
`
d´1`m´u1
2
˘
Γ
`
d´u1
2
˘
Γ
`
d`1´u1
2
˘ Γ `1´m`u22 ˘
Γ
`
1´m´u2
2
˘ ,
where ε “ p´1qd.
One can check that the parities ˘ and δ match between the preceeding formulas and the
claims of the theorem. Note that when u “ µ2 ´ µ3 “ d´12 is an integer with u ” η ” d ´ δ
pmod 2q, then the coefficients of ud,˘m are zero unless d ´m ´ u ď 0 in the first formula or
d ´ 1 ´ m ´ u ď 0 in the second by the poles of the gamma functions; here we are not
directly evaluating the gamma functions at a value of u, but taking the value of the whole
meromorphic function at u. One may compute the ratio of the coefficient of ud,¨m`2 to the
coefficient of ud,¨m in (138)-(141), giving
´
d
pd´mqpd´ 1´mq
pd` 2`mqpd` 1`mq
pd´ u`mq
pd´ 2´ u´mq ,(142)
´
d
pd´mqpd´ 1´mq
pd` 2`mqpd` 1`mq
pm` 2qpd´ 1´ u`mq
mpd´ 3´ u´mq ,(143)
´
d
pd´mqpd´ 1´mq
pd` 2`mqpd` 1`mq
pd´ u1 `mqp´1´m´ u2q
pd´ 2´ u1 ´mqp´1´m` u2q ,(144)
´
d
pd´mqpd´ 1´mq
pd` 2`mqpd` 1`mq
pm` 2qpd´ 1´ u1 `mqp´1´m´ u2q
mpd´ 3´ u1 ´mqp´1´m` u2q ,(145)
respectively, with the understanding that the ratio is to be multiplied by 2 when m “ 0 (to
accomodate c2{c0 “ 2). The proposition then follows by applying the explicit form of µ in
each case with u “ µ2 ´ µ3, u1 “ µ1 ´ µ3, u2 “ µ1 ´ µ2.
As an example, consider case 3 of the proposition where µ “ `d´1
2
, 0,´d´1
2
˘
with d ” 3
pmod 4q. Using the table of µw given in section I.2.1 and the definition (9), (10) and (13) of
T dpw, µq, we have
u
d,`
d´1T
dpw4, µw5q “ud,`d´1T dpw3, µw5qT dpw2, µw2q
“π´ 32 pd´1qud,`d´1Ddpv´´wlqΓdWpd´ 1,`1qDdpwlv´´qΓdWpd´12 ,`1q
The coefficients of ud,`m in g
d,`
4 (recall (113)) are supported on
d`1
2
ď m ” d`1
2
” 0 pmod 2q,
and we compare this to (141) with u1 “ d´1, u2 “ d´12 (or rather, the analytic continuation
to this point), δ “ 1, η “ 0 and ε “ ´1. As mentioned in the previous paragraph, (141) has
a removable singularity at this pu1, u2q-point, and the summand is zero unless m ě d`12 , so
the support of the coefficients matches that of gd,`4 . The ratio of successive coefficients (145)
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reduces to d
pd´mqpd´ 1´mq
pd` 2`mqpd` 1`mq
pm` d`1
2
q
pm´ d´3
2
q ,
and this matches the ratio gd2,κ,2j`κ`2{gd2,κ,2j`κ with m “ 2j ` κ. So we conclude gd,`4 and
u
d,`
d´1T
dpw4, µw5q are the same, up to a non-zero constant, and since gd2,κ,0 “ 1, we conclude
the value of the constant is the coefficient of ud,`m in u
d,`
d´1T
dpw4, µw5q at m “ κ, which is
C “ π´ 32 pd´1q23´2dd!
d
p2d´ 1q! pκ´ 1q!
p3κ´ 1q! .
Here we have written the coefficient C “ Cp0, 0q of ud,`κ in (141) by taking u1 “ d ´ 1` a1
and u2 “ d´12 ` a2 and applying the reflection formula for the gamma functions (keeping in
mind d ” 3 pmod 4q) so that
Cpa1, a2q “ 2
1´2d´2a1pd` 1q
π
3
2
pd´1q`a1`a2
d
p2d´ 1q!
pκ ´ 1q! p3κ´ 1q!
Γ
`
κ´a1
2
˘
Γ
`
d`1`a2
2
˘
Γ pd` 1` a1q
Γ p1´ a1qΓ
`
2´b
2
˘
Γ
`
κ`2`2a
2
˘ ,
and this expression holds in a neighborhood of pa1, a2q “ p0, 0q, as desired. Of course,
u
d,`
d´1T
dpw4, µw5q{Cpa1, a2q may be defined in terms of the ratios (145) (including the terms
with m ă κ), and in this way our expression for ud,`d´1T dpw4, µw5q is holomorphic in a neigh-
borhood of pa1, a2q “ p0, 0q. 
We must clarify precisely when the Whittaker function is identically zero, and we begin
with the minimal K-types, as described in proposition 14. The following proposition follows
from theorem 5 and the results of section 8.2:
Proposition 16. Suppose f is power-function minimal for µ at weight d.
1. If d “ 0, then fW dp¨, µ, ψ1,1q is identically zero iff f “ 0.
2. If d “ 1 and all µi are distinct, then fW dp¨, µ, ψ1,1q is identically zero iff f “ 0.
3. If µ “ `d´1
2
` it,´2it,´d´1
2
` it˘ with d ě 1, and either d even or t ‰ 0, then f is a
linear combination of the vectors vd˘dT
dpw3, µw3q, and:
fW dp¨, µ, ψ1,1q is identically zero iff f is a multiple of vddT dpw3, µw3q.
4. If µ “ `d´1
2
, 0,´d´1
2
˘
with d odd, then f is a linear combination of the vectors gd,`4 ,g
d,´
4
and pgd,`4 ` gd,´4 qDdpv´´wlq, and:
fW dp¨, µ, ψ1,1q is identically zero iff f is a linear combination of gd,`4 ` gd,´4 and
pgd,`4 ` gd,´4 qDdpv´´wlq.
5. If µ “ pd´ 1, 0, 1´ dq and d ě 1, then f a linear combination of the four vectors
vd˘d and v
d
˘dD
dpv
´´
wlq, and:
fW dp¨, µ, ψ1,1q is identically zero iff f is a linear combination of vdd and vddDdpv´´wlq.
Note that in case d “ 1, g˘4 “ u1,˘1 , so there is no inconsistency between 4 and 5 in that
case.
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Proof of proposition 16. To see case 2, we note that the eigenvalues under Y 0 are as follows:
Y 0µ u
1,´
0 “ ´2
b
3
5
µ3u
1,´
0 , Y
0
µ u
1,´
1 “ ´2
b
3
5
µ2u
1,´
1 , Y
0
µ u
1,`
1 “ ´2
b
3
5
µ1u
1,`
1 ,(146)
and we may see directly from theorem 5 that each of the associated Whittaker functions is
non-zero.
In case 3, we note that
vd´dT
dpw3, µw3qW dpg, µ, ψ1,1q ‰ 0, vddT dpw3, µw3qW dpg, µ, ψ1,1q “ 0,
and by proposition 15, those two vectors are a basis of the required space.
In case 4, we note that
vd´dT
dpw3, µw3qW dp¨, µ, ψ1,1q ‰ 0,
pgd,`4 ` gd,´4 qW dpg, µ, ψ1,1q “0.
The second equality follows because the vector gd,`4 ` gd,´4 is supported on vdm with
m ” κ ” 1` µ1 ´ µ2 pmod 2q, m ě κ “ 1` µ1 ` µ2,
and again the gamma function in (11) has a pole there (recall the discussion at the end of
section 8.2). Then by duality, i.e. (98) and (99),
pgd,`4 ` gd,´4 qDdpv´´wlqW dpg, µ, ψ1,1q “ pgd,`4 ` gd,´4 qW dpv´´gιwl, µ, ψ1,1q “ 0,
and pgd,`4 ` gd,´4 qDdpv´´wlq is still power-function minimal. Again, these are three linearly
independent vectors (they have different parities, i.e. live in the rowspace of Σdχ for different
characters χ) in a three dimensional space.
In case 5, we have
vd´dW
dp¨, µ, ψ1,1q ‰ 0, vddW dp¨, µ, ψ1,1q “ 0,
and by duality
vd´dD
dpv
´´
wlqW dp¨, µ, ψ1,1q ‰ 0, vddDdpv´´wlqW dp¨, µ, ψ1,1q “ 0.
It is easy to see that the vectors vd´d and v
d
´dD
dpv
´´
wlq are linearly independent; however,
we require something a bit stronger: We need to know that any non-zero linear combination
pa1vd´d ` a2vd´dDdpv´´wlqqW dp¨, µ, ψ1,1q(147)
with a1a2 ‰ 0 yields a function that is not identically zero. Notice thata
pd` 1qp2d` 3qY 0µ vd´d “ ´pd´ 1q
a
6dp2d´ 1qvd´d,(148)
and by duality vd´dD
dpv
´´
wlq is also an eigenfunction of Y 0µ , but its eigenvalue has the
opposite sign, and this is sufficient for our purposes. (Consider applying the operatorsapd` 1qp2d` 3qY 0 ˘ pd´ 1qa6dp2d´ 1q to (147).)

Proposition 17. If f P C2d`1 is such that
fW dpg, µ, ψ1,1q ‰ 0, Y ´1fW dpg, µ, ψ1,1q “ 0, Y ´2fW dpg, µ, ψ1,1q “ 0,(149)
subject to (107), then f is power-function minimal.
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Proof. The proposition is trivial by lemma 12 when none of the differences µi´µj , i ‰ j are
integers, and the case µ “ `κ´1
2
` it,´2it,´κ´1
2
` it˘ for some κ ě 1 with κ even or t ‰ 0, is
also relatively simple, after applying the w3 functional equation of the Whittaker functions
(as we may). So suppose µ “ pκ´ 1, 0, 1´ κq for some κ ě 1.
For any d, define the spaces
V dδ “ span
 
vdj
ˇˇ
j ” δ pmod 2q( ,
V dδ,κ “ span
 
vdj
ˇˇ |j| ě κ, j ” δ pmod 2q( ,
V dδ,κ,˘ “ span
 
vdj
ˇˇ˘j ě κ, j ” δ pmod 2q( .
It follows immediately from the argument of proposition 14 that for f which is not already
power-function minimal,
f P V dκ , Y ´1µ f P V d´1κ,κ , Y ´2µ f P V d´2κ,κ ñ f P V dκ,κ,(150)
and noticing that the Y aµ operators act on v
d
j precisely the same as on u
d,˘
j for j ě 3, we also
have
f P V dκ , Y ´1µ f P V d´1κ,κ,˘, Y ´2µ f P V d´2κ,κ,˘ ñ f P V dκ,κ,˘.(151)
We know that vκκW
κp¨, µ, ψ1,1q “ 0, and the argument of section 10 applied to vκκ (in place
of uκ,˘κ ) implies that vW
dp¨, µ, ψ1,1q “ 0 for all v P V dκ,κ,` for all d. Similarly, since V dκ,κ,´ is
closed under the Y aµ operators (because µ1 ´ µ2 ` 1´ κ “ 0 in equations (89)-(93)), and
vκ´κW
κp¨, µ, ψ1,1q ‰ 0,
`
g
2κ´1,`
4 ´ g2κ´1,´4
˘
W 2κ´1p¨, µ, ψ1,1q ‰ 0,
proposition 14 implies vW dp¨, µ, ψ1,1q ‰ 0 for all v P V dκ,κ, v R V dκ,κ,` for all d. Even stronger,
by (150), proposition 14, and proposition 16 at d “ 0, 1, we know vW dp¨, µ, ψ1,1q ‰ 0 for all
v P V dκ , v R V dκ,κ,` for all d.
Suppose
Y ´1fW dpg, µ, ψ1,1q “ 0, Y ´2fW dpg, µ, ψ1,1q “ 0,
and f is not power-function minimal. Set ε “ p´1qκ and δ P t0, 1u, δ ” κ pmod 2q. Since
the zero function cannot descend to a non-zero Whittaker function, f must descend, via Y ´1µ
and Y ´2µ to a non-zero linear combination of either
g
2κ´1,`
4 ` g2κ´1,´4 and pg2κ´1,`4 ` g2κ´1,´4 qDdpv´´wlq,
or vκκ and v
κ
κD
dpv
´´
wlq.
Set
h “
ÿ
jěκ
j”κ pmod 2q
fj ` p´1qd´κf´j
2
vdj P V dκ,κ,`,
then hW dpg, µ, ψ1,1q is zero. Subtracting h removes the projection onto χε,ε, i.e. pf´hqΣdε,ε “
0, and so by the above arguments, f ´ h must descend to a multiple of either
pg2κ´1,`4 ` g2κ´1,´4 qDdpv´´wlq or vκκDdpv´´wlq.
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Now we switch to the dual Whittaker function (note ´µwl “ µ): Set rf “ pf´hqDdpv
´´
wlq,
then rf must descend to a multiple of either g2κ´1,`4 ` g2κ´1,´4 P V 2κ´1κ,κ,` or vκκ P V κκ,κ,`. As
before, we set rh “ ÿ
jěκ
j”κ pmod 2q
rfj ´ p´1qd´κ rf´j
2
vdj P V dκ,κ,`.
Now consider the vector v “ f´h´rhDdpv
´´
wlq which has the projections vΣdε,ε “ vΣd´ε,ε “ 0.
The projection of v onto V dκ is not contained in V
d
κ,κ,` unless it is zero, and the same is true
for the projection of vDdpv
´´
wlq. We still have
Y ´1vW dpg, µ, ψ1,1q “ 0, Y ´2vW dpg, µ, ψ1,1q “ 0,
and applying proposition 14 to v, we conclude v “ 0 because any non-zero minimal descen-
dant could only meet the conclusions 4-6, and we have constructed v so this is impossible.
Therefore,
fW dpg, µ, ψ1,1q “ ph` rhDdpv´´wlqqW dpg, µ, ψ1,1q “ 0.

Using the bases for the spaces of power-function minimal vectors given in proposition 16,
together with propositions 14 and 15, and theorem 5 gives:
Corollary 18. Suppose d ě 2, µ and f P C2d`1 are such that (149) holds and fur-
ther that fW dpg, µ, ψ1,1q is an eigenfunction of Y 0 if d “ 2. Then fW dpg, µ, ψ1,1q “
Cf 1W dpg, µ1, ψ1,1q, for some non-zero constant C, where
1. µ1 “ `d´1
2
` it,´d´1
2
` it,´2it˘ with f 1 “ ud,`d , or
2. µ1 “ pd´ 1, 0, 1´ dq with f 1 some linear combination of vd´d and vd´dDdpv´´wlq.
This follows, for example, when µ “ `d´1
2
, 0,´d´1
2
˘
with d ” 3 pmod 4q by writing
f “ a1gd,0,´2 ` a2gd,`4 ` a3gd,´4 “
´
a1C1u
d,´
d ` pa2 ´ a3qC2ud,`d
¯
T dpw3, µw3q ` a3pgd,`4 ` gd,´4 q,
and using (8) and
vddW
dpg, µw3, ψ1,1q “ pgd,`4 ` gd,´4 qW dpg, µ, ψ1,1q “ 0.
In case d “ 2, the additional assumption about the behavior under Y 0 rules out the false
positive posed by g1, as in the discussion following proposition 14. As mentioned in section
8.4, the second case will not occur as the Whittaker function of a cusp form.
9.3. For cusp forms. We may now prove theorem 3. As mentioned in the discussion
preceeding the theorem, we take condition 2 of proposition 2 as our working definition of
minimal-weight forms. Suppose φ has minimal weight d and spectral parameters µ.
The n-th Fourier coefficient of φ is of the form fW dp¨, µ, ψnq, f P C2d`1 by theorem 1.3
(and the discussion of section 5.3), and proposition 17 gives the allowed values of d, f and
µ. If d “ 0, there is nothing to do, and if d ě 2, we apply corollary 18 to arrive at the
parameter set described in theorem 3. There is a minor caveat that this corollary is given
in terms of the character ψ1,1 and not ψn, but this is readily fixed: If n P Z2, n1n2 ‰ 0, we
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may use the isomorphism n P pRˆq2 – V Y ` to write n “ vn˜ with v P V , and n˜ P Y `, then
using (I.3.7) and (I.3.9), we have
W dpg, µ, ψnq “p´ρ´µwl pn˜qDdpwlvwlqW dpng, µ, ψ1,1q,
and (65) shows the extra matrix Ddpwlvwlq at worst alters the sign of the coefficient.
A small bit more need be said about the cases µ “ pd ´ 1, 0, 1 ´ dq and d “ 1. When
µ “ pd ´ 1, 0, 1 ´ dq, we have already pointed out in section 8.4 that the asymptotics of
W d´dpg, µ, ψnq are not compatible with the boundedness of cusp forms. Another way to see
these don’t occur is to note that such a cusp form would have a real eigenvalue for the
skew-symmetric operator Y 0 (recall (148) and the following discussion).
Now suppose d “ 1 and µ is arbitrary. The eigenvalues under Y 0 are given in (146); if the
components of µ are distinct, these choices of f give three linearly independent Whittaker
functions. In case µ “ px`it,´2it,´x`itq, x ‰ 0, only u1,´1 may give the Whittaker function
of a cusp form since the others are again eigenfunctions of a skew-symmetric operator with
eigenvalues that are not purely imaginary. Further, the functional equations of the Whittaker
function yield
u
1,´
1 T pw3, µw3q “Cu1,´0 ,
u
1,`
1 T pw5, µw4q “Cu1,´0 .
So it suffices to take u1,´0 W
1py, µ, ψ1,1q to be the d “ 1 Whittaker function with either
µ “ pit1, it2,´ipt1 ` t2qq or µ “ px` it,´x` it,´2itq.
10. Going Up
Throughout this section, we fix a triple of spectral parameters µ and a character χ “
χp´1qδ ,ε with its two parities δ P t0, 1u and ε “ ˘1, as in (5). For any 0 ď κ P Z, let
Vdκ,χ “ spanjěκ ud,ε2j`δ Ă C2d`1. As in the previous section, we may safely assume ´µ is a
permutation of µ, i.e. that µ is a permutation of either
pit1, it2,´ipt1`t2qq or px` it,´x` it,´2itq, ti, x, t P R, t1 ą t2 ą ´t1´t2, x ě 0.
We choose the trivial permutation. In case µ1´µ2` 1 P p2Z` δq, we define κ “ µ1´µ2` 1,
and otherwise we set κ “ 0. For convenience, we define d0 “ κ when κ ą 0 and
d0 “
"
1 if δ “ 1 or ε “ ´1,
0 otherwise,
when κ “ 0. Lastly and for this section only, we apply the shorthand udj “ ud,εj and Vd “ Vdκ,χ.
For each dimension/weight d, we have a “minimal-weight vector”
udmin “ udjmin, jmin “
$&%2 if κ “ δ “ 0, d ı d0 pmod 2q,1 if δ “ 1 and κ “ 0,
κ otherwise.
We wish to show for d ě d0 that Vd can be generated by applying the Y aµ operators to ud0min.
We accomplish this through induction by showing that suitable combinations of operators
applied to udmin will give u
d`1
min or u
d`2
min ; we call this the dÑ d` 1 or dÑ d` 2 step. We can
then fill out the remainder of Vd`1 or Vd`2 by repeatedly applying (89). Precisely, we show
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Proposition 19.
CrY 0µ , Y 1µ , Y 2µ sud0min “
ď
děd0
Vd,
where CrY 0µ , Y 1µ , Y 2µ s is the complex algebra generated by Y 0µ , Y 1µ , Y 2µ under composition, and
the Y aµ operators are viewed in the sense (86).
All of the raising operators described in the induction argument below follow from either
(90) and (92) directly or from the following two linear combinations: Set
R
d,1
µ,j “
a
dpd` 2q2p2d` 1q2p2d` 5qY 0µ Y 1µ(152)
` 2
a
6dpd` 1qpd` 2qp2d` 1qpd´ 1´ 2j ´ 2µ3qY 1µ
´
a
d2pd` 2qp2d´ 1qp2d` 1qp2d` 3qY 1µ Y 0µ ,
R
d,2
µ,j “
a
pd` 1qpd` 2q2pd` 3qp2d` 1qp2d` 7qY 0µ Y 2µ(153)
` 2
a
6pd` 1qpd` 2qp2d` 1qp2d` 3qp2d` 1´ 2j ´ 2µ3qY 2µ
´
a
dpd` 1q2pd` 2qp2d´ 1qp2d` 1qY 2µ Y 0µ ,
then
R
d,1
µ,ju
d
j “ 8j
a
3pd` 1´ jqpd` 2´ jqpd` 3´ jqpd` jqpµ1 ´ µ2 ` 1´ jqud`1j´2(154)
´ 8j
a
3pd` 1´ jqpd` 1` jq`pd´ j ´ 2qpj ` 1` 3µ3q
´ 2pµ1 ´ µ3 ` 1qpµ2 ´ µ3 ` 1q ` 4pj ` 1q
˘
ud`1j ,
R
d,2
µ,ju
d
j “ ´4j
a
6pd` 1´ jqpd` 2´ jqpd` 3´ jqpd` 4´ jqpµ1 ´ µ2 ` 1´ jqud`2j´2(155)
´ 4
a
6pd` 1´ jqpd` 2´ jqpd` 1` jqpd` 2` jq`p2d´ jqpd` 2´ 3µ3q
` 2pµ1 ´ µ3 ` 1qpµ2 ´ µ3 ` 1q ´ jpd` 1´ jq
˘
ud`2j .
In both operators, it is not too hard to see that the constant multiplying ud`aj is non-zero,
but we will show a stronger statement about the norms of the new vectors. These become
true raising operators because in the cases we use them one of the following is true:
1. j “ 0,
2. ud`aj´2 “ 0,
3. µ1 ´ µ2 ` 1´ j “ 0,
4. j “ 1 (so ud`aj´2 “ ˘ud`aj ).
Note that this is where the argument would fail if we attempted to use the highest-weight
vector.
Proposition 20. Suppose we have a sequence of sesquilinear forms 〈¨, ¨〉 on VdˆVd0,χ, d ě d0
that satisfy:
〈su, tv〉 “ st 〈u, v〉 , s, t P C, 〈u, v〉 “ 〈u, projVd v〉 ,
〈
Y aµ u, v
〉 “
〈
u, pY a´µv〉 ,(156)
HIGHER WEIGHT ON GLp3q, II: THE CUSP FORMS. 45
and that, for d “ d0, we have
〈
ud2i`δ, u
d
2i1`δ
〉 “ ud2i`δpud2i1`δqT , 2i` δ, 2i1 ` δ ě κ.(157)
Then (157) continues to hold for all d ě d0.
Remarks.
1. By construction dimVd0 “ 1, so the assumption that (157) hold for d “ d0 can be
reduced to just
〈
ud0min, u
d0
min
〉 “
"
1 if κ “ δ “ 0, ε “ `1,
1
2
otherwise.
2. The projection assumption 〈u, v〉 “ 〈u, projVd v〉 is necessary since the Y a´µ operators
do not respect the spaces Vd, even though the Y aµ do. In practice, this assumption
is met since the irksome rows of the incomplete Whittaker function W dpg,´µ, ψq on
the right-hand side of our inner product on Maass forms will be zero.
3. The actual sequence of sesquilinear forms we will use is given by the left-hand side
of (167); that is,
〈v, v1〉 “
ż
ΓzG
pvΦdpgqq
´
v1rΦdpgq¯Tdg, v P Vd, v1 P Vd0,χ,(158)
where Φd and rΦd are constructed from the Fourier expansion of a single minimal-
weight form as in (27) and the comment that follows.
Proof of propositions 19 and 20. With respect to the sesquilinear forms of proposition 20,
the adjoints of the operators Rd,aµ,j act on the particular vectors u
d`a
j as
pRd,1µ,jud`1j “(159)
´ 8
a
3pd` 2´ jqpd´ 1` jqpd` jqpd` 1` jqpµ1 ´ µ2 ´ 1` jqudj´2
´ 8j
a
3pd` 1´ jqpd` 1` jq`pd´ j ´ 2qpj ` 1` 3µ3q
´ 2pµ1 ´ µ3 ` 1qpµ2 ´ µ3 ` 1q ` 4pj ` 1q
˘
udj
` 8pj ` 1q
a
3pd´ 1´ jqpd´ jqpd` 1´ jqpd` 2` jqpµ1 ´ µ2 ´ 1´ jqudj`2,
pRd,2µ,jud`2j “(160)
´ 4
a
6pd´ 1` jqpd` jqpd` 1` jqpd` 2` jqpµ1 ´ µ2 ´ 1` jqudj´2
´ 4
a
6pd` 1´ jqpd` 2´ jqpd` 1` jqpd` 2` jq`p2d´ jqpd` 2´ 3µ3q
` 2pµ1 ´ µ3 ` 1qpµ2 ´ µ3 ` 1q ´ jpd` 1´ jq
˘
udj
´ 4p1` jq
a
6pd´ 1´ jqpd´ jqpd` 1´ jqpd` 2´ jqpµ1 ´ µ2 ´ 1´ jqudj`2
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Note the coefficient on udj matches those on u
d`a
j in (154) and (155). It follows that if〈
udj , u
d
j`2
〉 “ 0 (which will be the induction assumption), then
j
a
pd` 1´ jqpd` 1` jq`pd´ j ´ 2qpj ` 1` 3µ3q ´ 2pµ1 ´ µ3 ` 1qpµ2 ´ µ3 ` 1q(161)
` 4pj ` 1q˘ `〈ud`1j , ud`1j 〉 ´ 〈udj , udj〉˘ ,
“
a
pd` 2´ jqpd` jqpd´ 1` jqpd` 1` jqpµ1 ´ µ2 ´ 1` jq
〈
udj , u
d
j´2
〉
` j
a
pd` 2´ jqpd` jqpd` 1´ jqpd` 3´ jqpµ1 ´ µ2 ` 1´ jq
〈
ud`1j´2, u
d`1
j
〉
a
pd` 1´ jqpd` 2´ jqpd` 1` jqpd` 2` jq`p2d´ jqpd` 2´ 3µ3q(162)
` 2pµ1 ´ µ3 ` 1qpµ2 ´ µ3 ` 1q ´ jpd` 1´ jq
˘ `〈
ud`2j , u
d`2
j
〉´ 〈udj , udj
〉˘
“
a
pd´ 1` jqpd` jqpd` 1` jqpd` 2` jqpµ1 ´ µ2 ´ 1` jq
〈
udj , u
d
j´2
〉
´ j
a
pd` 1´ jqpd` 2´ jqpd` 3´ jqpd` 4´ jqpµ1 ´ µ2 ` 1´ jq
〈
ud`2j´2, u
d`2
j
〉
.
We wish to show for d ě d0 that Vd is in the image of the raising operators, i.e.
Vd “ CrY 0µ s
$&%
`
CY 1µV
d´1 ` CY 2µ Vd´2
˘
if d ě d0 ` 2,
Y 1µ V
d´1 d “ d0 ` 1,
udmin d “ d0,
and that (157) continues to hold in the higher weight. We prove this in two steps: First, we
show that udmin is in the image of the raising operators and (157) holds for u
d
2i`δ “ ud2i1`δ “ udmin
for all d ě d0 (the base case of the double induction). Second, we extend this to all of Vd,
for all d ě d0 (the induction step of the double induction).
The first step, itself an induction argument on d, proceeds by cases. Note that the base
case of the induction is the statement that ud0min itself is in the image of u
d0
min under the raising
operators, i.e. elements of CrY 0µ , Y 1µ , Y 2µ s, but this is obvious. The cases are
Case Conditions Step
Ia κ ą 1 d0 Ñ d0 ` 1
Ib κ ą 1 dÑ d` 2
IIa κ “ δ “ 0, ε “ `1 0Ñ 2
IIb κ “ δ “ 0, ε “ `1 2Ñ 3
IIc κ “ δ “ 0, ε “ `1 dÑ d` 2
IIIa max tκ, δu “ 1, ε “ p´1qd dÑ d` 1
IIIb max tκ, δu “ 1, ε “ ´p´1qd dÑ d` 1
For the cases incrementing d by 1, we use the raising operator (154) and apply (161) for
the orthonormality. For the cases incrementing d by 2, we use the raising operator (155)
and apply (162) for the orthonormality. The need for the separation of cases are: firstly,
when jmin “ 1, we have udjmin´2 “ εp´1qdudjmin, so the form of the raising operator changes
(slightly) with the parity of d; secondly, if jmin “ 2 for some d, then jmin “ 0 for d ` 1, and
the raising operator cannot lift from j “ 2 at d to j “ 0 at d` 1 (but lifting from j “ 2 at
d to j “ 2 at d` 2 is fine); lastly dimV1 “ 0 when κ “ δ “ 0,ε “ `1.
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We now prove case IIIa, the others are similar: At j “ 1, (154) becomes
R
d,1
µ,1u
d
1 “16
a
3dpd` 2qpµ1 ´ µ3 ` dqpµ2 ´ µ3 ´ 1qud`11 .
For the base case of the orthonormality condition (157), we apply (161) with j “ 1 and
ud`a´1 “ p´1qaud`a1 (by assumption) and put everything on the same side, giving
2
a
dpd` 2qpµ1 ´ µ3 ` dqpµ2 ´ µ3 ´ 1q
`〈
ud`11 , u
d`1
1
〉´ 〈ud1, ud1
〉˘ “ 0.
In both equations, we know
a
dpd` 2qpµ1 ´ µ3 ` dqpµ2 ´ µ3 ´ 1q ‰ 0, and this completes
the induction step in this case.
We now proceed to the second step. Again, the base case that Vd0 “ Cud0min is in the image
of ud0min under the raising operators and (157) holds at d “ d0 is obvious. As mentioned
above, Vd can be generated from udmin by repeatedly applying (89), though there is a little
extra work going from j “ jmin to j` 2 in the case where jmin “ 0 since then ud´2 “ ud2 (note
that ud´2 “ ´ud2 cannot occur for δ “ jmin “ 0). Even in that case, it is easy to see that the
coefficient of udj`2 in (89) is non-zero, and this is enough to conclude that V
d “ CrY 0µ sudmin
and hence is in the image of ud0min under the raising operators (by the conclusion of the first
step).
Now we show (157) holds for d ą d0, assuming it holds for for all d0 ď d1 ă d and that
it holds at 2i ` δ “ 2i1 ` δ “ jmin. By symmetry, it suffices to assume i ě i1, since for
i1 ě i ` 1 all of the relevant adjoint operators will respect the spaces Vd`a (which was the
only asymmetry in the hypotheses on the sesquilinear forms).
For convenience, let j “ 2i` δ and j1 “ 2i1 ` δ. We now proceed by induction on j. The
base cases are j P t0, 1, κu, which necessarily imply j “ j1 “ jmin, and this case is implied by
the induction assumption above. Note that j “ κ` 1 implies κ “ 0 so that again j “ 1.
Assume j ě max t3, κ` 2u. First assume j ą j1, then by (90), we have
(163)
a
2dpd` 1qpd` 2qp2d` 1q 〈Y 1µ udj´2, ud`1j1
〉
“
a
pd` 2´ jqpd´ 1` jqpd` jqpd` 1` jqpµ1 ´ µ2 ´ 1` jq
〈
ud`1j , u
d`1
j1
〉
´
a
pd` 3´ jqpd` 4´ jqpd` 5´ jqpd` j ´ 2qpµ1 ´ µ2 ` 3´ jq12δj´4“j1
´ 2pj ´ 2q
a
pd` 3´ jqpd´ 1` jqp3µ3 ´ d´ 1q12δj´2“j1.
From the definition (156) and using (96) with our induction assumption and (91), this may
also be written
(164)
a
2dpd` 1qpd` 2qp2d` 3q 〈udj´2, Y ´1´µ ud`1j1
〉
“ ´
a
pd` 2´ j1qpd´ 1` j1qpd` j1qpd` 1` j1qp´µ1 ` µ2 ` 1´ j1q12δj´2“j1´2
` 2j1
a
pd` 1´ j1qpd` 1` j1qp´3µ3 ` d` 1q12δj´2“j1
`
a
pd´ 1´ j1qpd´ j1qpd` 1´ j1qpd` 2` j1qp´µ1 ` µ2 ` 1` j1q12δj´2“j1`2,
from which it follows 〈
ud`1j , u
d`1
j1
〉 “ 1
2
δj“j1.
Now having shown the case j “ j1 ` 2 (and by symmetry j “ j1 ´ 2), the proof applies
verbatim at j “ j1.
48 JACK BUTTCANE
The remaining case is j “ 2, j1 P t0, 2u, with κ “ 0, ε “ p´1qd and d ě d0 ` 2, and this
has a proof identical to the previous using (92). 
11. The structure of the cusp forms
11.1. The orthogonal and harmonic descriptions of minimal K-types. We now finish
the proof of proposition 2.
First, we show condition 1 implies condition 2: If φ is orthogonal to the raises of all lower
weight forms, then some word L in Y ´1 and Y ´2, i.e. L “ Y a1Y a2 ¨ ¨ ¨Y ak for some k ě 0 and
ai P t´1,´2u, makes 0 ‰ Lφ “: φd0 minimal in the sense that Y ´1φd0 “ 0 and Y ´2φd0 “ 0.
But if L ‰ 1, then
0 “
〈pLφd0 , φ〉 “ 〈φd0, Lφ〉 “ 〈φd0, φd0〉 ‰ 0,
a contradiction, so φ must already satisfy Y ´1φ “ 0 and Y ´2φ “ 0.
As mentioned in the discussions following corollary 18 and proposition 14, this is already
sufficient to say φ is an eigenfunction of Y 0, except possibly when d “ 2. If d “ 2 and
φ is not an eigenfunction of Y 0 – i.e. when the Fourier coefficients of φ are multiples of
g1W
2p¨, µ, ψ1,1q with all µi ´ µj ‰ 1 – then Y ´2Y 0φ is not zero (recall (115)), and the above
argument works taking L to be Y ´2Y 0. So φ is minimal in the sense of condition 2.
Condition 1 follows from condition 2 by considering minimal-weight ancestors: We use
the decomposition Ad “ÀµAdµ implied by theorem 1.1. Suppose φ P Adµ is minimal in the
sense of condition 2. Now if φ1 P Ad´aµ1 for some a P t1, 2u, then by applying Y ´1 and Y ´2
(and possibly Y 0) to φ1, we must arrive at some cusp form which satisfies condition 2, but by
theorem 3 (and the fact that Y 1 : A0 Ñ A1 is the zero operator), we know µ ‰ µ1, and hence
φ is orthogonal to Y aφ1 as they belong to different eigenspaces of the Casimir operators.
It remains to prove the equivalence of conditons 2 and 3. Since ΛX necessarily commutes
with ∆1 and ∆2, we may assume the cusp forms in question are eigenfunctions of the latter
two operators. We know that such forms have spectral parameters of the form pit1, it2,´ipt1`
t2qq or px ` it,´x ` it,´2itq, up to permutation. In the first case, the ΛX eigenvalue is
computed to be `pt1 ´ t2q2 ` 4X2˘ `p2t1 ` t2q2 ` 4X2˘ `pt1 ` 2t2q2 ` 4X2˘ ,
and for X ‰ 0, this is not zero. In the second case, the eigenvalue is
4pX ´ xqpX ` xq `9t2 ` p2X ´ xq2˘ `9t2 ` p2X ` xq2˘ ,
and this is zero exactly when x “ ˘X or px, tq “ p˘2X, 0q. For d ě 2, since we have shown
the cusp forms having minimal K-type Dd are exactly those with spectral parameters of the
form `
d´1
2
` it,´d´1
2
` it,´2it˘
and there are no cusp forms ofK-type Dd with spectral parameters of the form pd´1, 1´d, 0q,
this gives the claim.
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11.2. The cuspidal spectral expansion. We have some final calculations to complete the
proof of theorem 6. Consider Φ P S3 and Φd, rΦd as in section 3 and Vdκ,χ as in section 10.
Then Φ P Ad0˚µ for some µ and d0, and we determine χ and κ from d0 by (19) and
κ “
"
d0 if d0 ě 2,
0 otherwise.
(165)
First, we point out that in the proof of proposition 17, we showed vrΦdpgq “ pprojVdκ,χ vqrΦdpgq
for v P Vd0,χ, since all of the Whittaker functions of vrΦdpgq are zero when also v P pVdκ,χqK; in
particular, the projection assumption of (156) is met for the inner product (158). Moreover,
in proposition 19, we showed that all vectors vrΦdpgq with v P Vdκ,χ are obtainable by applying
suitable combinations of the Y a operators to Φ “ ud0,εminΦd0 itself, and hence they are all true
cusp forms by the left-translation invariance of the Y a operators. So the rows of Φdpgq which
do not correspond to cusp forms also do not contribute to Tr
ˆ
ΦdpgqrΦdpg1qT˙.
One might wonder about the need for rΦ when a similar situation does not happen for
the maximal parabolic Eisenstein series. The simple answer is that for the Eisenstein series,
our choice of normalization constants effectively completes the Whittaker function under
the µ ÞÑ µw2 functional equation. (We cannot formulate a matrix-valued Whittaker function
which is complete under all of the functional equations, because the w3 functional equation,
in particular, is not a diagonal matrix, while the w2 functional equation is diagonal with
distinct entries, so they cannot be simultaneously diagonalized.)
We normalize the Fourier-Whittaker coefficients as follows: The space Vd0κ,χ has dimension
one, and hence the matrix rΦd0pgq has exactly one distinct non-zero row (which may occur
twice, due to the symmetry of Σχ), call it rΦ. If we insist that
ż
ΓzG
ΦpgqrΦpgqTdg “ "1 if κ “ δ “ 0,1
2
otherwise,
(166)
then proposition 20 implies that the rows of Φd and rΦd have the desired orthonormality.
That is,
ż
ΓzG
pvΦdpgqq
´
v1rΦdpgq¯Tdg “ v v1T ,(167)
for v, v1 P Vdκ,χ. Note that the rows of Φdpgq which apparently have norm 1?2 actually occur
twice in Φdpgq, so there is no discrepancy. Since ´µ is either µ or µw2 and the w2 functional
equation of the Whittaker function acts by a non-zero scalar on the minimal Whittaker
function, it is always possible to arrange (166).
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The final step is to convert back to scalar-valued forms. We notice that
p2d` 1q
ż
ΓzG
Φdi,jpgqrΦdk,ℓpgqdg
“ p2d` 1q
ÿ
m,n
ż
ΓzG{K
Φdi,mpzqrΦdn,kpzq ż
K
Ddm,jpkqDdn,ℓpkqdk dz
“ δj“ℓ
ż
ΓzG
Φdi pgqrΦdkpgqTdg,
and this produces the factor 2d` 1 in theorem 6.
Appendix A. Shalika’s multiplicity one theorem
We now show that theorem 1, part 3 follows from Shalika’s local multiplicity one theorem
[36, theorem 3.1]; for this we follow the notation of Knapp [25]. Assume that n1n2 ‰ 0,
since otherwise cn “ 0 works. We note that φ generates a unitary, admissible representation
(finite dimensionality of the K-types is given by part 1 of the current theorem) of G via right
translation
Rφ :“ span tφp¨gq | g P Gu Ă L2pΓzGq.
We have assumed that Rφ is irreducible; in general, A
d
µ is a finite (by part 1 of the theorem)
span of elements of irreducible representations, so that the cn and f of the theorem will be
replaced by linear combinations of some finite set f1, . . . , fk.
This representation is infinitesimally equivalent1 to a subrepresentation [25, theorem 8.37]
of a principal series representation
Pµ,χ “
"
f : GÑ C
ˇˇˇˇ
fpxyvkq “ pρ`µpyqχpvqfpkq,
ż
K
|fpkq|2 dk ă 8
*
for some χ (a character of the diagonal, orthogonal matrices V ); denote the isomorphism by
L : Rφ Ñ Pµ,χ.
Denote the subspace of smooth functions in Rφ, resp. Pµ,χ, as R
8
φ , resp. P
8
µ,χ. We give
these spaces the Fre´chet topology generated by the semi-norms }f}2R,X :“
ş
ΓzG |pXfqpgq|2 dg,
f P R8φ and }f}2P,X :“
ş
K
|pXfqpkq|2 dk, f P P8µ,χ for allX P gC. The property of infinitesimal
equivalence means that the isomorphism L preserves the pg, Kq-module structure of the
admissible representations; in particular, the action of the Lie algebra gC, and hence the
generated Fre´chet topology is preserved. Thus L restricts to L8 : R8φ Ñ P8µ,χ.
We have the Whittaker model
Wn,µ “ tf P C8pGq | fpxgq “ ψnpxqfpgq,∆if “ λipµqf, i “ 1, 2u ,
which is once again given the Fre´chet topology generated by the action of the Lie algebra.
The operator Fn : R
8
φ ÑWn,µ, which takes a cusp form to its n-th Fourier coefficient,
pFnfqpgq :“
ż
UpZqzUpRq
fpugqψnpuqdu, f P R8φ ,
1That is, isomorphic by a bounded, unitary intertwining operator that commutes with the action of the
Lie algebra gC, see [25, corollary 9.2].
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has image in the Whittaker model, as does the Jacquet integral,
pJnfqpgq :“
ż
UpRq
fpwlugqψnpuqdu, f P P8µ,χ,
viewed as an operator Jn : P
8
µ,χ Ñ Wn,µ. Both operators commute with the action of the
Lie algebra, hence they are continuous with respect to the Fre´chet toplology.
The convergence and analytic continuation of the Jacquet integral was originally studied
in [21], but the necessary extension to Repµiq “ Repµjq, i ‰ j can instead be deduced from
propositions I.3.1 and I.3.3. Indeed, the proposition I.3.1 gives the analytic continuation,
and the functional equations, proposition I.3.3, plus the usual Phragme´n-Lindelo¨f argument
shows the entries of W dpg, µ, ψnq are polynomially bounded in d. Then on Repµiq “ Repµjq,
we may define Jnf by the expansion (I.2.10) of f into Wigner D-matrices,
pJnfqpgq :“
ÿ
dě0
p2d` 1qTr
ˆż
K
fpkqDdpkqTdkW dpg, µ, ψnq
˙
,
since the entries of
ş
K
fpkqDdpkqTdk have super-polynomial decay in d. This is the natural,
continuous extension which gives pJnfqpgq “W dm1,mpg, µ, ψnq for fpxykq “ pρ`µpyqDdm1,mpkq.
As an aside, we note that the extension of Jacquet integral to Repµiq “ Repµjq may
instead be accomplished by interpretting the integral in the Riemannian sense
ş
UpRq “
limRÑ8
ş
r´R,Rs2ˆR, by integration by parts; this is done very explicitly for f “ 1 in the
analysis of X3 in [5, section 4.3], but easily extends to non-trivial f .
Shalika’s local multiplicity one theorem [36, theorem 3.1] states the operators Fn and
Jn ˝ L8 are identical, up to a constant. In particular, Fnpφq “ cnJnpL8pφqq for some
constant cn P C, and we take the f in the theorem to be the restriction to K of L8pφq.
In terms of Shalika’s notation, we notice that Shalika’s DpΠq is a dense subspace of the
smooth vectors R8φ , the continuity condition on elements of Shalika’s D
1pΠq is with respect
to the Fre´chet topology described above, and the images of both Fn and Jn ˝ L8 trivially
lie in Shalika’s D1ψnpΠq ĂWn,µ.
Appendix B. Computing the Casimir operators
We now prove lemma 7. The first step is to write the Ei,j basis in terms of the Xj , Kj
basis: As operators on smooth functions of G (that is, we drop the identity matrix which
acts as the zero operator),
4Ei,j “
ÿ
|k|ď2
rXksi,jXk `
ÿ
|k|ď1
rK´ksi,jKk,(168)
where, as in (38), rXksi,j means the entry at index i, j of the matrix Xk and similarly for
rKksi,j.
By the symmetries of the matrices Xk and Kk, the coefficients satisfy
rXksi,j “p´1qkrX´ksi,j, rKksi,j “p´1qkrK´ksi,j,
rXksj,i “rXksi,j rKksj,i “´ rKksi,j.
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Inserting these expressions into (42) gives
´32∆1 “
ÿ
i,j
¨˝ ÿ
|k1|ď2
p´1qk1rX´k1si,jXk1 `
ÿ
|k1|ď1
p´1qk1rK´k1si,jKk1‚˛
˝
¨˝ ÿ
|k2|ď2
rXk2si,jXk2 ´
ÿ
|k2|ď1
rKk2si,jKk2‚˛.
Now we interchange the sums and use the orthonormality (38), so we have
´8∆1 “
ÿ
|j|ď2
p´1qjXj ˝X´j ` 2∆K .(169)
We reduce to the rZj operators by lemma 74, so that
´8∆1 ´ 2∆K “
ÿ
|ℓ1|,|ℓ2|ď2
¨˝ ÿ
|j|ď2
p´1qjD2ℓ1,jpkqD2ℓ2,´jpkq‚˛rZℓ1 ˝ rZℓ2(170)
`
ÿ
|ℓ1|,|ℓ2|ď2
¨˝ ÿ
|j|ď2
p´1qjD2ℓ1,jpkq rZℓ1D2ℓ2,´jpkq‚˛rZℓ2.
The symmetry (71) implies p´1qℓ`jD2ℓ,´jpkq “ D2´ℓ,jpkq and so the orthogonality of the
rows of D2pkq gives ÿ
|j|ď2
p´1qjD2ℓ1,jpkqD2ℓ2,´jpkq “p´1qℓ2δℓ1“´ℓ2.(171)
Also, we may compute from (73) and (40) thatrZ˘2Ddℓ,jpkq “ ˘ ℓDdℓ,jpkq,(172) rZ˘1Ddℓ,jpkq “ ´adpd` 1q ´ ℓpℓ¯ 1qDdℓ¯1,jpkq,(173) rZ0Ddℓ,jpkq “0.(174)
Applying these two facts to (170), we have
´8∆1 ´ 2∆K “
ÿ
|ℓ|ď2
p´1qℓ rZℓ ˝ rZ´ℓ ´ 2 rZ´2 ` 2?6 rZ0 ´ 2 rZ2.
From (73), (41) and the commutativity of all KLeftj and Zj, we have
(175)
´8∆1 “
2ÿ
ℓ“´2
p´1qℓZℓ ˝ Z´ℓ ´ 2Z2 ` 2
?
6Z0 ´ 2Z´2
`
?
2iKLeft0 ˝ pZ2 ´ Z´2q ` 2KLeft1 ˝ Z´1 ` 2KLeft´1 ˝ Z1,
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Since the operators KLeftj are zero on spherical functions, we see that
´8∆˝1 “
2ÿ
ℓ“´2
p´1qℓZℓ ˝ Z´ℓ ´ 2Z2 ´ 2Z´2 ` 2
?
6Z0,(176)
and (46) follows.
The degree three operator is somewhat more complicated, so we increase the formalism a
little: We collect the Xℓ and Kℓ operators and the rZℓ and KLeftℓ operators by defining
X dℓ “
"
Xℓ if d “ 2,
Kℓ if d “ 1, Z
d
ℓ “
" rZℓ if d “ 2,
KLeftℓ if d “ 1.
In the same manner as we derived (75), we have
kKjk
´1 “
ÿ
|ℓ|ď1
ij´ℓD1ℓ,jpkqKj , k P K,(177)
which follows from
kpα, 0, 0qKjkp´α, 0, 0q “e´ijαKj , w3Kjw´13 “
ÿ
|ℓ|ď1
ij´ℓD1ℓ,w3pkqKj ,(178)
and this may be checked using
D1pw3q “ 1
2
¨˝´1 ´i?2 1
i
?
2 0 i
?
2
1 ´i?2 ´1
‚˛.
Then the trick (76) implies
Kj “
ÿ
|ℓ|ď1
ij´ℓD1ℓ,jpkqKLeftj ,(179)
as differential operators in the Iwasawa coordinates. Collectively, we may now write
X dj “
ÿ
|ℓ|ďd
id
2pj´ℓqZdℓ .(180)
(The factor d2 here should not be confused with the Wigner d-polynomial.)
Now the orthonormality relations (38) are replaced with properties of Clebsch-Gordan
coefficients. The identities are best expressed in terms of the Wigner three-j symbols (recall
(53)), so we define
D
d1,d2,d3
ℓ1,ℓ2,ℓ3
:“ δℓ1`ℓ2`ℓ3“0id1ℓ1`d2ℓ2`d3ℓ3
ˆ
d1 d2 d3
ℓ1 ℓ2 ℓ3
˙
ˆ
$’’&’’%
´?105 if d1 ` d2 ` d3 “ 6,
´3?15i if d1 ` d2 ` d3 “ 5,
3
?
5 if d1 ` d2 ` d3 “ 4,
´3?3i if d1 ` d2 ` d3 “ 3.
Then
U :“48
ÿ
i,j,k
Ei,j ˝Ej,k ˝ Ej,i “
ÿ
d1,d2,d3Pt1,2u
ÿ
|j1|ďd1,|j2|ďd2,|j3|ďd3
j1`j2`j3“0
D
d1,d2,d3
j1,j2,j3
X d1j1 ˝X d2j2 ˝ X d3j3 ,(181)
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which follows from
3
4
ÿ
i,j,k
rX d1ℓ1 si,jrX d2ℓ2 sj,krX d3ℓ3 sk,i “
3
4
Tr
`
X d2ℓ2 X
d2
ℓ2
X d3ℓ3
˘ “ Dd1,d2,d3ℓ1,ℓ2,ℓ3 ,
and this may be checked directly.
To (181), we apply (180), and carefully interchange summations. For d, j, ℓ P Z3, let
Edj,ℓ “ id
2
1
pj1´ℓ1q`d22pj2´ℓ2q`d23pj3´ℓ3qDd1,d2,d3j1,j2,j3 ,
then the key identity is ÿ
|j1|ďd1,|j2|ďd2,|j3|ďd3
j1`j2`j3“0
Edj,ℓD
d1
ℓ1,j1
pkqDd2ℓ2,j2pkqDd3ℓ3,j3pkq “Dd1,d2,d3ℓ1,ℓ2,ℓ3 .(182)
This can be seen by the definition (52) and orthogonality [12, eq. 34.3.16] of the Clebsch-
Gordon coefficients as follows: Suppose, for convenience, that d1 “ d2 “ d3 “ 2, thenÿ
j1`j2`j3“0
ˆ
2 2 2
j1 j2 j3
˙
D2ℓ1,j1pkqD2ℓ2,j2pkqD2ℓ3,j3pkq
“ p´1qℓ3
4ÿ
d4“0
ˆ
2 2 d4
ℓ1 ℓ2 ´ℓ1 ´ ℓ2
˙ ÿ
|j3|ď2
p´1qj3Dd4ℓ1`ℓ2,´j3pkqD2ℓ3,j3pkq
ˆ
ÿ
j1`j2“´j3
p2d4 ` 1q
ˆ
2 2 2
j1 j2 j3
˙ˆ
2 2 d4
j1 j2 j3
˙
,
and the inner sum over j1 ` j2 “ ´j3 is δd4“2 by orthogonality. The identity follows by
applying (171) on the j3 sum.
We have U “ U3 ` U2 ` U1, where
U3 “
ÿ
d1,d2,d3
ℓ1,ℓ2,ℓ3
˜ ÿ
j1`j2`j3“0
Edj,ℓD
d1
ℓ1,j1
pkqDd2ℓ2,j2pkqDd3ℓ3,j3pkq
¸
Zd1ℓ1 ˝ Zd2ℓ2 ˝ Zd3ℓ3 ,
U2 “
ÿ
d1,d2,d3
ℓ1,ℓ2,ℓ3
˜ ÿ
j1`j2`j3“0
Edj,ℓD
d1
ℓ1,j1
pkq `Zd1ℓ1 Dd2ℓ2,j2pkq˘Dd3ℓ3,j3pkq
¸
Zd2ℓ2 ˝ Zd3ℓ3
`
ÿ
d1,d2,d3
ℓ1,ℓ2,ℓ3
˜ ÿ
j1`j2`j3“0
Edj,ℓD
d1
ℓ1,j1
pkqDd2ℓ2,j2pkq
`
Zd1ℓ1 D
d3
ℓ3,j3
pkq˘¸Zd2ℓ2 ˝ Zd3ℓ3
`
ÿ
d1,d2,d3
ℓ1,ℓ2,ℓ3
˜ ÿ
j1`j2`j3“0
Edj,ℓD
d1
ℓ1,j1
pkqDd2ℓ2,j2pkq
`
Zd2ℓ2 D
d3
ℓ3,j3
pkq˘¸Zd1ℓ1 ˝ Zd3ℓ3 ,
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U1 “
ÿ
d1,d2,d3
ℓ1,ℓ2,ℓ3
˜ ÿ
j1`j2`j3“0
Edj,ℓD
d1
ℓ1,j1
pkqDd2ℓ2,j2pkq
`
Zd1ℓ1 ˝Zd2ℓ2 Dd3ℓ3,j3pkq
˘¸
Zd3ℓ3
`
ÿ
d1,d2,d3
ℓ1,ℓ2,ℓ3
˜ ÿ
j1`j2`j3“0
Edj,ℓD
d1
ℓ1,j1
pkq `Zd1ℓ1 Dd2ℓ2,j2pkq˘ `Zd2ℓ2 Dd3ℓ3,j3pkq˘
¸
Zd3ℓ3 .
Though it is far more involved than the degree two operator, from (172)-(174) and (182),
we can compute
U3 “
ÿ
d1,d2,d3
ℓ1`ℓ2`ℓ3“0
D
d1,d2,d3
ℓ1,ℓ2,ℓ3
Zd1ℓ1 ˝ Zd2ℓ2 ˝ Zd3ℓ3 ,(183)
U2 “
ÿ
d2,d3
ℓ2,ℓ3
F
d2,d3
ℓ2,ℓ3
Zd2ℓ2 ˝ Zd3ℓ3 ,(184)
U1 “48
?
6 rZ0 “ 48?6Z0,(185)
where the coefficients matrices Fd2,d3 are given by
F1,1 “
¨˝
9 0 15
0 12 0
15 0 9
‚˛, F1,2 “
¨˝
0 ´3 0 3 0
0 0 0 0 0
0 3 0 ´3 0
‚˛,(186)
F1,2 “
¨˚
˚˝˚˚ 0 6i
?
2 0
3 0 ´15
0 0 0
´15 0 3
0 ´6i?2 0
‹˛‹‹‹‚, F2,2 “
¨˚
˚˝˚˚ 0 0 2
?
6 0 0
0 ´9 0 ´27
4
?
6 0 36 0 4
?
6
0 ´27 0 9 0
0 0 2
?
6 0 0
‹˛‹‹‹‚,(187)
indexing from the center. We have now completely removed the Wigner D-matrices from
the above expressions, and the rest is purely computational.
As before, we have
144∆˝2 “
ÿ
ℓ1`ℓ2`ℓ3“0
D
2,2,2
ℓ1,ℓ2,ℓ3
Zℓ1 ˝ Zℓ2 ˝ Zℓ3 `
ÿ
ℓ2,ℓ3
F
2,2
ℓ2,ℓ3
Zℓ2 ˝ Zℓ3 ` 48
?
6Z0 ` 144∆˝1,
and (47) follows by using
rKLeft0 , KLeft˘1 s “ ¯
?
2iKLeft˘1 , rKLeft1 , KLeft´1 s “
?
2iKLeft0 ,(188)
and
rZ˘2, Z0s “0 rZ˘1, Z0s “
?
6Z˘1 rZ´1, Z1s “0(189)
rZ˘2, Z˘1s “ ´ Z˘1 rZ˘2, Z¯1s “Z¯1 ´ 2Z˘1 rZ´2, Z2s “2Z2 ´ 2Z´2.(190)
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