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Abstract
An ab initio theory is devised for the quantum dynamics of molecules undergoing (multiple) ionization in ultrafast and
intense light. Specifically, the intertwined problem of photoionization, radiative, and electronic transitions in the course
of dissociation is addressed which arises, e.g., when molecules are exposed to xuv light or x rays from free electron lasers
or attosecond light sources, but the approach is equally useful in optical strong-field physics. The coherent interaction
of the molecule with the light in a specific charge state is also treated. I set out from an abstract formulation in terms
of the quantum optical notion of system-reservoir interaction using a master equation in Lindblad form and analyze
its short-time approximation. First, I express it in a direct sum rigged Hilbert space for an efficient solution with
numerical methods for systems of differential equations. Second, I derive a treatment via quantum Monte Carlo wave
packet (MCWP) propagation. The formalism is concretized to diatomic molecules in Born-Oppenheimer approximation
whereby molecular rotation is disregarded. The numerical integration of the master equation is carried out with a
suitably factored density matrix that exploits the locality of the Hamiltonian and the Lindblad superoperator with
respect to the internuclear distance. The formulation of the MCWP for molecules requires a thorough analysis of the
quantum jump process; namely, the dependence on the continuous distance renders a straight wave packet promotion
useless and, instead, a projected outer product needs to be employed involving an integrated quantum jump operator.
Keywords: Master equation in Lindblad form, Quantum Monte Carlo algorithm, Dissociation of diatomic molecules,
Ultrafast and intense light, Born-Oppenheimer approximation
1. Introduction
Understanding the interaction of molecules with ultra-
fast and intense light poses a formidable challenge: there
is the coherent interaction of the molecular electronic
states of a specific charge state, photoionization, radiative,
and electronic transitions among charge states intertwined
with the nuclear quantum dynamics of rotation, vibration,
and dissociation. Seminal steps towards this issue were
made experimentally by examining the ion yields and the
kinetic energy release (KER) of nitrogen molecules (N2) in
x rays of the Linac Coherent Light Source (LCLS) free elec-
tron laser (FEL) [1, 2]. Theoretically, phenomenological
models [3] and molecular rate equations [4] were devised
to unravel the physics of this multiple time-scale problem.
Recently, also a rate-equation description of the molecular
populations [5, 6] combined with classical nuclear dynam-
ics [7] was used.
Nuclear dynamics in molecules in several charge states
is treated in a time-dependent view on quantum mechan-
ics [8]. Foundational work on the interdependence of elec-
tronic decay and nuclear dynamics has been carried out in
Refs. [9, 10, 11, 12, 13, 14, 15]. Even optical laser control
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of the dissociation of N2+2 can be realized [16, 17]. When
emitted photons and electrons are not considered, an open
quantum-system approach based on a master equation in
Lindblad form [18, 19, 20, 21, 22, 23] needs to be em-
ployed. Such a description has been developed for diatomic
molecules in Refs. [24, 25, 26, 27, 28, 29, 30, 31] using
Monte Carlo wave packet propagation (MCWP), a quan-
tum Monte Carlo (QMC) formalism [32, 33, 34, 35, 22, 23].
Related notions of a treatment of dissipative processes
have been named quantum-jump and quantum-trajectory
approach [35]. The KER of H2, HD, and D2 molecules in
strong optical fields [24, 25, 26, 27, 29, 30, 31] and of O2 in
xuv light of the SPring-8 Compact SASE Source (SCSS)
FEL [28, 29, 36] were investigated and a description via in-
coherent ionization rates was shown to be sufficient. Like-
wise, Refs. [3, 4] indicate that also radiative and elec-
tronic decay can be described by incoherent rates. This
reduces the intricacy of the problem because now only
the coherent interaction with light and the nuclear quan-
tum dynamics need to be fully accounted for. Such co-
herent effects manifest in photoexcitation with the en-
suing quantum dynamics which has been studied for a
long time, e.g., Ref. [37], and is described by the present
formalism as well as a special case. Yet there are is-
sues with the definition of the quantum jump operator in
Refs. [24, 25, 26, 27, 28, 29, 30, 31] which lead to an incor-
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rect MCWP scheme there despite a convincing agreement
between computations and experiment.
Solving the master equation is in several ways simplified
by MCWP. First, a density matrix has a quadratic depen-
dence on the number of basis states of the rigged Hilbert
space [38, 39] employed while a wave packet has only a
linear dependence. Second, the propagation of the den-
sity matrix is inseparable and needs to be carried out as a
whole whereas the propagation of wave packets in MCWP
can be performed in parallel. Specifically, if the system
is initially in a probabilistic mixture, MCWP propagation
can be done for sufficiently many starting wave packets to
adequately sample the mixture [22]. Third, MCWP of-
fers an insightful physical interpretation of the interaction
of the system with light in contrast to the abstract den-
sity operator formalism. Namely, if the ejection of pho-
tons and electrons from the molecule can be measured by
gedanken detectors, then MCWP describes the physical
quantum jumping between states and not only represents
a sophisticated theoretical device to solve the master equa-
tion [32, 33, 34, 35, 22, 24, 25, 26, 27, 28, 29, 30, 31].
The article is organized as follows. The master equation
in Lindblad form is discussed abstractly in Sect. 2, first, in
general [Sect. 2.1] and, second, in a short-time approxima-
tion [Sect. 2.2]. Assuming a system in various charge states
in Sect. 2.3, the master equation is expressed in a direct
sum [40] rigged Hilbert space [38, 39]. A discrete time
quantum Monte Carlo algorithm is devised in Sect. 2.4.
The formalism of sections 2 is concretized to dissociating
molecules in Sect. 3. The direct sum rigged Hilbert space,
the Hamiltonian, and the master equation are explicated
in Sect. 3.1, Sect. 3.2, and Sect. 3.3, respectively. The den-
sity matrix is factored in Sect. 3.4 with respect to the inter-
nuclear distance and a system of partial differential equa-
tions (PDEs) is derived which is amenable to a solution
with established numerical methods. The MCWP scheme
is devised in Sect. 3.5 for an integrated quantum jump op-
erator. Conclusions are drawn in Sect. 4. I formulate the
theory for diatomic molecules which, however, can be gen-
eralized to larger molecules, e.g., by using multiconfigura-
tion time-dependent Hartree (MCTDH) [41, 42, 37] which
is a powerful approach to treat nuclear dynamics quan-
tum mechanically for a specific charge state of a molecule.
Atomic units are used throughout [43, 44].
2. Master equation in Lindblad form
2.1. System-reservoir interaction
The most general quantum mechanical description of a
system is given by a density operator or probabilistic op-
erator1 which is denoted by ρˆ(t) for time t [19, 20, 21, 45,
1The density operator is frequently also referred to as “statistical
operator” which is a misnomer as the density operator models a
random phenomenon and it is not used for the analysis of data from
such a phenomenon.
22, 23, 46]. It facilitates to jointly describe pure quan-
tum states and probabilistic mixtures where for the latter,
insufficient information is available, i.e., the state of the
system has not been fully characterized in terms of a com-
plete experiment, and thus it cannot be expressed in terms
of a single state vector. The behavior of ρˆ(t) is elucidated
within the quantum optical notion of system-reservoir in-
teraction [19, 20, 21, 22, 23] as theoretical framework. It is
particularly useful, in my case of an open system, for which
electrons and photons are ejected into the continuum, i.e.,
the reservoir, and thus particles and energy are dissipated.
As the state of the reservoir remains undetected (there are
only gedanken detectors), a single-state-vector representa-
tion is not feasible.
The time-dependent quantum dynamics of the sys-
tem and the reservoir is described by the analog of
the Schro¨dinger equation for the joint density operator
which is termed the Liouville or von Neumann equa-
tion; it describes physical processes which are reversible
in time [19, 20, 21, 22, 23]. The combined system and
reservoir is a closed system; the master equation for the
system only is derived by considering the system-reservoir
coupling up to second order in perturbation theory. Al-
lowing the reservoir to “loose its memory” by introduc-
ing the Markoff approximation—which is in this context
equivalent to Weisskopf-Wigner theory [47] of decay pro-
cesses [22]—results in irreversibility of a quantum process.
This leads to an equation for the reduced density operator
that comprises only the system reading
∂ρˆ(t)
∂t
= −i [Hˆ, ρˆ(t)] + LˆLd[ρˆ(t)] , (1)
with the Hamiltonian Hˆ of the system. The bracket in
the first term on the right-hand side of the equation de-
notes a commutator which accounts for the coherent evo-
lution of the system; without system-reservoir interaction,
this is the only term on the right-hand side and Eq. (1)
has the form of a Liouville equation. The second term is
the Liouvillian superoperator LˆLd[ρˆ(t)] that describes the
dissipation of electrons and photons into the continuum.
Additional norm nonconserving terms arise, if not all final
states of the system are incorporated because then transi-
tions to states not included in the density operator cause
a loss of norm. I assume that all final states are incorpo-
rated and thus the trace of the density operator is unity
for all times. This property of LˆLd[ρˆ(t)] implies that the
Liouvillian has Lindblad form [18, 19, 20, 21, 22, 23]. It is
expressed in terms of quantum jump operators
Jˆφψ =
√
γφψ(t) |φ〉 〈ψ | , (2)
for φ, ψ ∈ B with a basis B of the rigged Hilbert
space [38, 39]. The transition rate from |ψ 〉 to |φ〉
is γφψ(t); it vanishes for φ = ψ. Thus norm conserving
relaxation processes [18, 19, 20, 21, 22, 23] are effected by
LˆLd[ρˆ(t)] = LˆNm[ρˆ(t)] + LˆJp[ρˆ(t)] (3)
2
= −1
2
∑∫
φ,ψ∈B
[Jˆ†φψJˆφψ ρˆ(t) + ρˆ(t) Jˆ
†
φψJˆφψ]
+
∑∫
φ,ψ∈B
Jˆφψ ρˆ(t) Jˆ
†
φψ
= −1
2
∑∫
ψ∈B
Γψ(t) [Pˆψ ρˆ(t) + ρˆ(t) Pˆψ] (4)
+
∑∫
φ,ψ∈B
γφψ(t) 〈ψ | ρˆ(t) |ψ 〉 Pˆφ ;
it consists of a norm reducing superoperator LˆNm[ρˆ(t)] and
a quantum jump superoperator LˆJp[ρˆ(t)]. The total tran-
sition rate is
Γψ(t) =
∑∫
φ∈B
γφψ(t) . (5)
The projector on a state vector |ψ 〉 is Pˆψ = |ψ 〉 〈ψ |. In
the brackets in Eq. (4) an anticommutator of ρˆ(t) with Pˆψ
is spelled out.
The diagonal elements of the density matrix pφ(t) =
〈φ | ρˆ(t) |φ〉 are the populations—i.e., probabilities for
discrete states and probability densities for continuum
states—to find the system in the state |φ〉 for φ ∈ B.
Taking the diagonal elements of the master equation (1),
(3), I obtain a Pauli master equation [48, 19, 20]—a rate
equation—reading
∂pφ(t)
∂t
= −i 〈φ | [Hˆ, ρˆ(t)] |φ〉+∑∫
ψ∈B
γφψ(t) pψ(t)
− Γφ(t) pφ(t) . (6)
The first term on the right-hand side describes the co-
herent time evolution of the system governed by Hˆ
whereas the remaining summands are relaxation terms
from system-reservoir interaction (3). Rate equations
are frequently applied in the semiclassical theory of the
laser [21, 22] to describe the absorption and stimulated
emission of light. If Hˆ has a matrix representation
that is diagonal with respect to B, i.e., it does not cou-
ple basis states, the matrix element of the commutator
in (6) vanishes. In this form, rate equations play an
important role in the understanding of the ionization of
atoms [3, 49, 50, 51] and molecules [3, 4] by intense light
in the optical and x-ray regimes. The derivation of Eq. (6)
from Eqs. (1), (3) represents an a posteriori justification of
the rate-equation approximation of Refs. [3, 4, 49, 50, 51].
This, in turn, assures me that the present theory describes
the interaction with the light adequately.
2.2. Short-time approximation
I recast the master equation (1) with the Lindblad su-
peroperator (3) into the form [22] of
∂ρˆ(t)
∂t
= −i (Hˆeff ρˆ(t)− ρˆ(t) Hˆ†eff)+ LˆJp[ρˆ(t)] , (7)
with the effective Hamiltonian
Hˆeff = Hˆ + Vˆra , (8)
that comprises the Hermitian [45] Hamiltonian Hˆ = Hˆ†
for the system and the non-Hermitian decay operator for
the transitions away from a state |ψ 〉 that cause loss of
population of this state with the rate Γψ(t) via
Vˆra = − i
2
∑∫
ψ∈B
Γψ(t) Pˆψ . (9)
Inserting the expression for Hˆeff from Eq. (8), (9) into
Eq. (7), the sum of the superoperator for the coherent
evolution −i [Hˆ, ρˆ(t)] and the norm-reducing superopera-
tor LˆNm[ρˆ(t)] are obtained such that only LˆJp[ρˆ(t)] remains
to be added to reproduce the master equation (1), (3).
The master equation (7) can be approximately inte-
grated for a short time interval δt by replacing the tempo-
ral derivative on the left-hand side of Eq. (7) by a difference
quotient yielding
ρˆ(t+ δt) = ρˆ(t)− i δt (Hˆeff ρˆ(t)− ρˆ(t) Hˆ†eff) (10)
+ δt LˆJp[ρˆ(t)] +O(δt2) .
The Landau symbol [52] big-O indicates terms with δt2
and higher orders. I refer to this equation as short-
time master equation. The separation into contributions
from Hˆeff and contributions from LˆJp[ρˆ(t)] is fundamental
and a consequence of the linearization of the master equa-
tion with respect to time differences δt by neglecting the
terms O(δt2). The time interval δt needs to be longer than
the reservoir memory time such that the Markoff approxi-
mation can be made; but δt must also be shorter than the
system time scale such that there is no appreciable change
in the system variables [22].
I find from Eq. (10) by taking the trace on both sides
of the equation and using the linearity of the trace [19,
20, 45, 46] and the fact that the trace of the probabilistic
operator is unity at all times, that the trace of the two
terms before O(δt2) are the same in magnitude with op-
posite sign such that they cancel upon neglecting terms
of O(δt2), i.e.,
δp(t) = i δtTr
(
Hˆeff ρˆ(t)− ρˆ(t) Hˆ†eff
)
(11)
= δt Tr (LˆJp[ρˆ(t)]) +O(δt2) .
The Eq. (11) describes the fact that the non-Hermitian
terms in Eq. (8) reduce the norm of the wave packet with
time, i.e., the probability to remain in a state decreases.
The loss of norm in the course of the temporal evolution is
only apparent because of quantum jumps to other states
which counter the loss and cause the conservation of the
trace of the probabilistic operator.
The density operator ρˆ(τ) at the initial time τ describes
a probabilistic mixture of states and is represented in terms
of orthonormal state vectors |Ψ, τ 〉 for Ψ ∈ S. The count-
able set S ⊆ B is the initial-state composition of the density
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operator; for an initial state which is pure, S has only one
element, i.e., the system is described by a single state vec-
tor. The probabilities to find the system in the respective
state are WΨ. As remains to be shown, ρˆ(t) is diagonal at
all times t in terms of the time-evolving state vectors of S.
Let the density operator be diagonal at time t [20, 22], i.e.,
ρˆ(t) =
∑
Ψ∈S
|Ψ, t 〉WΨ 〈Ψ, t | . (12)
Specifically, the trace condition (11) yields—for the prob-
ability of the system to undergo a quantum jump in the
time interval δt,—by inserting Eq. (12), the expression
δp(t) =
∑
Ψ∈S
WΨ δpΨ(t)
= i δt
∑
Ψ∈S
WΨ 〈Ψ, t | Hˆeff − Hˆ†eff |Ψ, t 〉 (13)
= δt
∑
Ψ∈S
WΨ
∑∫
ψ∈B
Γψ(t) | 〈ψ |Ψ, t 〉 |2 ,
with the total decay rate (5) of |ψ 〉.
Inserting Eq. (12) into Eq. (10), I can express the first
and second terms on the right-hand side of Eq. (10), i.e.,
without the quantum jump contribution, in terms of the
time evolution of a state vector2 obeying
| Ψ˜, t+ δt 〉 = |Ψ, t 〉 − i δt Hˆeff |Ψ, t 〉+O(δt2) . (14)
This is a short-time approximation of the temporal prop-
agation of a wave packet [32, 33, 34, 35, 22] using the
time-dependent Schro¨dinger equation [45] with the effec-
tive Hamiltonian (8), i.e.,
i
∂
∂t
|Ψ, t 〉 = Hˆeff |Ψ, t 〉 . (15)
I use a tilde on | Ψ˜, t+δt 〉 in Eq. (14) to indicate that—due
to the non-Hermiticity of Hˆeff—it is not normalized but
〈 Ψ˜, t+ δt | Ψ˜, t+ δt 〉
= 1− i δt 〈Ψ, t | Hˆeff − Hˆ†eff |Ψ, t 〉+O(δt2) (16)
= 1− δpΨ(t) +O(δt2) ,
holds with (13). Likewise inserting Eq. (12) into Eq. (10),
I express the third term on the right-hand side as a double
sum over the outer product of
√
δt Jˆφψ |Ψ, t 〉. This state
is also not normalized but I have
δpΨ(t) = δt
∑∫
φ,ψ∈B
〈Ψ, t | Jˆ†φψJˆφψ |Ψ, t 〉 , (17)
with Eqs. (2) and (13).
I rewrite the short-time master equa-
tion (10) based on probabilities [22] using
Eqs. (12), (14), (16), and (17) arriving at
ρˆ(t+ δt) =
∑
Ψ∈S
WΨ (1− δpΨ(t)) | Ψ˜, t+ δt 〉√
1− δpΨ(t)
〈 Ψ˜, t+ δt |√
1− δpΨ(t)
(18)
+
∑
Ψ∈S
WΨ δpΨ(t)
∑∫
φ,ψ∈B
√
δt
δpΨ(t)
Jˆφψ |Ψ, t 〉 〈Ψ, t | Jˆ†φψ
√
δt
δpΨ(t)
+O(δt2) .
The probabilistic operator at time t + δt is diagonal
with respect to the new states; it is composed of a non-
Hermitian propagation from the first and second terms on
the right-hand side of Eq. (10) and a quantum-jump con-
tribution from the third term in Eq. (10) which are multi-
plied by the remaining norm 1− δpΨ(t) [Eq. (16)] and the
loss of norm δpΨ(t) [Eq. (17)], respectively.
2.3. Numerical integration
The master equation (7) is a system of coupled differen-
tial equations which are first-order in the time derivative.
2In stating Eq. (14), I do not presuppose that the temporal evo-
lution is given by | Ψ˜, t+δt 〉 = e−i Hˆeff δt |Ψ, t 〉 which is only fulfilled
for a time-independent Hˆeff .
The short-time master equation (10) has the form of a
numerical scheme for a discretized time upon neglecting
terms O(δt2) and can be used right away. This is actually
the Euler method [53] in the case that the Hamiltonian
does not contain any differential operators and thus (7)
is a system of first-order ordinary differential equations.
In practice, however, one would not employ the Euler
method [53] but rather use, e.g., the more accurate Runge-
Kutta method of fourth order [54] as done in Ref. [55] to
integrate the Liouville equation for the density operator of
molecules aligned by an intense optical laser.
Although a method for solving (7) is introduced in
the previous paragraph, further simplifications can be
achieved by making more assumptions about the context
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which is here photoionization, radiative, and electronic
transitions whereby the photons and electrons liberated
in transitions induced by the Lindblad superoperator are
disregarded. Let the neutral system have N ∈ N electrons
and let the maximum charge state considered be Nel ∈ N0,
Nel ≤ N . Then the states in B are a basis of the direct
sum [40] of the n-electron rigged Hilbert spaces [38, 39]
for n ∈ {N −Nel, . . . , N} = Ael. The equations of the pre-
vious Sect. 2 are formulated in this space. The Hamilton
operator decomposes Hˆ =
∑
n∈Ael
Hˆ(n) into a sum of Hamil-
tonians Hˆ(n) for charge state n. Looking at Vˆra [Eq. (9)],
I realize, that the sum/integral therein can be partitioned
such that Hˆeff =
∑
n∈Ael
Hˆ
(n)
eff holds with (8). Let Pˆ
(n) be
the projection operator onto the n-electron rigged Hilbert
space and 1ˆ =
∑
n∈Ael
Pˆ(n). Looking at Eq. (3), I find that
LˆJp[ρˆ(t)] =
∑
n∈Ael
Pˆ(n) LˆJp[ρˆ(t)] Pˆ(n).
The master equation (7) in the n-electron rigged Hilbert
space [38, 39] is obtained by projecting it onto Pˆ(n) for n ∈
Ael writing
∂ρˆ(n)(t)
∂t
= −i (Hˆ(n)eff ρˆ(n)(t)− ρˆ(n)(t) Hˆ(n)†eff ) (19)
+ Pˆ(n) LˆJp[ρˆ(t)] Pˆ(n) ,
with ρˆ(n)(t) = Pˆ(n) ρˆ(t) Pˆ(n). This implies that
ρˆ(t) =
∑
n∈Ael
ρˆ(n)(t) , (20)
holds for all times t ≥ τ where at the initial time τ the
system is neutral, i.e., ρˆ(τ) = ρˆ(N)(τ). Let LˆJp[ρˆ(t)] exclu-
sively describe quantum jumps to the same charge state
or to higher charge states, i.e.,
Pˆ(n) LˆJp[ρˆ(t)] Pˆ(n) =
N∑
m=n
Pˆ(n) LˆJp[ρˆ(m)(t)] Pˆ(n) . (21)
With this, Eq. (19) for n = N can be solved in-
dependently of higher charge states n < N because
Pˆ(N) LˆJp[ρˆ(t)] Pˆ(N) = Pˆ(N) LˆJp[ρˆ(N)(t)] Pˆ(N) provided
that ρˆ(N)(τ) is given at the initial time τ . For n < N ,
there are terms which couple among rigged Hilbert spaces
with the same or higher electron number. The number
of charge states involved depends on the processes consid-
ered, apart from radiative decay and the coherent inter-
action in a charge state. For photoionization and Auger
decay, only the charge state with the next higher elec-
tron number is involved. In the cases that two-electron
emission, e.g., due to photoionization shake off or dou-
ble Auger decay [49, 50], are taken into account, also the
charge state with the second next higher electron number
enters Eq. (19) for n ≤ N − 2. The hierarchy of projected
master equations (19) is solved successively with numerical
methods for differential equations.
2.4. Random sampling
The numerical integration of the master equation
[Sect. 2.3] may become prohibitively expensive. Therefore,
I formulate a quantum Monte Carlo (QMC) algorithm for
the solution of the master equation (7) which also is re-
ferred to as random sampling or Monte Carlo wave pack-
ets (MCWPs) [32, 33, 34, 35, 22]. Namely, the system of
differential equations for the density operator (7) has num-
ber of basis states squared, i.e., |B|2, many equations, if
no further assumptions are made. Based on the favorable
form of Eq. (18), quantum trajectories [32, 33, 34, 35, 22]
can be constructed. This reduces the task of solving the
master equation (7) to the time propagation and quantum-
jumping of state vectors.
2.4.1. Quantum trajectories
To construct |T| many quantum trajectories, with in-
dices in the set T ⊆ N, I start from the mixture of state
vectors S at the initial time τ with a diagonal probabilis-
tic operator (12). These initial states are the same in all
trajectories j ∈ T. The state vector |Ψj , t 〉 for Ψj ∈ S at
time t ≥ τ evolves into a state vector at time t + δt, i.e.,
the next element in all T trajectories, by the following two
rules:
First, non-Hermitian propagation (14): with probabil-
ity 1 − δpΨj (t) [Eq. (16)], the state vector at time t is
succeeded at time t+ δt by
|Ψj , t 〉 → | Ψ˜j, t+ δt 〉√
1− δpΨj (t)
. (22)
Second, quantum jumps [last term in Eq. (18)]: with
probability δpΨj (t) [Eq. (17)] the state vector |Ψj, t 〉 at
time t is transformed into a different state vector at
time t + δt. For the transition |ψ 〉 → |φ〉, this occurs
via
|Ψj , t 〉 →
√√√√ δpΨj (t)
δp
φψ
Ψj
(t)
√
δt
δpΨj (t)
Jˆφψ |Ψj, t 〉 , (23)
with the normalization
√
δpΨj (t)
δp
φψ
Ψj
(t)
and δpφψΨj (t) 6= 0; oth-
erwise no such jump occurs. The transition probabil-
ity from where to where quantum jumps occur follows
from the last line of Eq. (13), and Eqs. (2) and (17)
to δpΨj(t) =
∑∫
φ,ψ∈B
δp
φψ
Ψj
(t). This gives the prescription
∑∫
φ,ψ∈B
δp
φψ
Ψj
(t)
δpΨj (t)
= 1 , (24)
for the conditional probability/probability density [56] of
a quantum jump |ψ 〉 → |φ〉 to occur to δp
φψ
Ψj
(t)
δpΨj (t)
, if it is
known that a quantum jump takes place.
To evaluate the master equation (18), I average over
quantum trajectories in conjunction with summing over
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the probabilistic mixture which yields the density operator
via
ρˆ(t+δt) = lim
|T|→∞
1
|T|
∑
j∈T
∑
Ψj∈S
|Ψj , t+δt 〉WΨj 〈Ψj, t+δt | .
(25)
As Eq. (25) is diagonal for t+δt it thus is for all times t ≥ τ .
2.4.2. Quantum Monte Carlo algorithm
Let B, S, and T be finite. The QMC algorithm [57]
to calculate the density operator (25) with T quantum
trajectories proceeds along the following four steps3 for
each trajectory j ∈ T .
First, choose the state vector Ψj ∈ S by drawing a
uniformly distributed random number r ∈ [0; 1[; if r falls
into the partition
m−1∑
k=1
WΨ(k) ≤ r <
m∑
k=1
WΨ(k) , (26)
for an m ∈ {1, . . . , |S|} where the states in S form the
sequence Ψ(k) ∈ S for k ∈ {1, . . . , |S|}, and an empty sum
is zero, then the state vector Ψj = Ψ
(m) is the initial state
of quantum trajectory j at time τ .
Second, decide with the probability to quantum
jump δpΨj (t) [Eqs. (13), (17)] and a uniformly distributed
random number r′ ∈ [0; 1], whether to go to the third step
for r′ ∈ [0; 1− δpΨj (t)[, or, otherwise, to the fourth step.
Third, temporally propagate (22) the wave packet using
Eq. (14) without terms O(δt2). If the end time of the
propagation has not been reached yet, go to the second
step replacing t by t+ δt; otherwise stop.
Fourth, quantum jump (23) the wave packet. There
are NI ∈ N0 basis states ψ ∈ B for which 〈ψ |Ψj, t 〉 6= 0
holds; they are enumerated as ψ(ℓ) with ℓ ∈ {1, . . . , NI}.
From these originating states, there are NF ∈ N0 ba-
sis states φ ∈ B to which a quantum jump goes, i.e.,
∃ℓ γφψ(ℓ)(t) 6= 0 [Eq. (2)]; I enumerate them as φ(k)
with k ∈ {1, . . . , NF}. The pairs of indices of possible
quantum jumps are arranged in the set
P = {(k, ℓ) | k, ℓ ∈ N ∧ 1 ≤ k ≤ NF ∧ 1 ≤ ℓ ≤ NI
∧ γφ(k)ψ(ℓ)(t) 6= 0} . (27)
The set P is totally ordered [58] under “≤” defined
for (k, ℓ), (k′, ℓ′) ∈ P by (k, ℓ) ≤ (k′, ℓ′) :⇐⇒ k NF + ℓ ≤
k′NF + ℓ
′. The quantum jump (k, ℓ) ∈ P takes place, if
the uniformly distributed random number r′′ ∈ [0; 1[ lies
3This constitutes a modified algorithm [57] over what is employed
in [24, 25, 26, 27, 28, 29, 30, 31] in which the wave packet is always
propagated whether a quantum jump occurs or not. Namely, it is de-
cided in the second step whether to propagate or to quantum jump.
This rearrangement over Refs. [24, 25, 26, 27, 28, 29, 30, 31] is possi-
ble because the loss of norm of the non-Hermitian propagation (16)
can be determined with the state vector at time t via Eq. (13) and
thus the state vector at time t+ δt is not required.
in the interval
∑
(k′,ℓ′)∈P
(k′,ℓ′)<(k,ℓ)
δp
φ(k
′)ψ(ℓ
′)
Ψj
(t)
δpΨj (t)
≤ r′′ <
∑
(k′,ℓ′)∈P
(k′,ℓ′)≤(k,ℓ)
δp
φ(k
′)ψ(ℓ
′)
Ψj
(t)
δpΨj (t)
.
(28)
If the end time of the propagation has not been reached
yet, go to the second step replacing t by t+ δt; otherwise
stop.
Due to the first step above, the sum over Ψj ∈ S in
Eq. (25) is not required and ρˆ(t) ≈ 1|T|
∑
j∈T
|Ψj , t 〉 〈Ψj, t |
for all t ≥ τ .
3. Dissociating diatomic molecules
I devise a theory for the nuclear dynamics of a diatomic
molecule in ultrafast and intense light that induces (mul-
tiple) ionization. For this purpose, I concretize the ab-
stract formalism of Sect. 2. Splitting of energy levels due
to molecular rotation is assumed unresolved and I do not
consider in detail rotational motion. In doing so, I ac-
knowledge the fact that such motion takes place on a much
longer, picosecond, time scale compared with electronic
transitions and molecular distortion regarded here [59, 60].
Specifically, I do not account for excitation of molecular ro-
tations due to electronic transitions or nuclear distortion
and I disregard any influence on the rotational states by
the light.
3.1. Rigged Hilbert space and basis states
The solution of the stationary many-electron
Schro¨dinger equation of a molecule—with all degrees
of freedom of the electrons and the nuclei included—to
determine the ground state and excited states is a
formidable task [43, 61]. Fortunately, in many cases, the
coupling of the motion of the electrons and the nuclei
in a molecule may be neglected because electrons are
much lighter than nuclei and thus the movement of the
electrons in thermal equilibrium is much faster than
that of the nuclei such that the nuclei can be treated
as fixed, if only the electronic structure is to be found.
This leads to a separation of the total Hamiltonian
into an electronic Hamiltonian which depends only
parametrically on the nuclear coordinates and a nuclear
Hamiltonian which contains an electronic potential that
averages over the electronic coordinates and is called
Born-Oppenheimer approximation (BOA) [62, 43, 8];
it is assumed throughout. In BOA, the eigenstates of
the stationary Schro¨dinger equation with the electronic
Hamiltonian form potential energy surfaces (PES) with
respect to the nuclear coordinates [43, 8]; they include
also the Coulomb repulsion energy between the nuclei
in their arrangement; the adiabatic PES are used [8].
Thereby, I assume that there is a countable (finite in
practice) number of electronic states which are square
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integrable, i.e., states in a Hilbert space (without rigging)
which can be achieved by box normalization [45] or,
typically, by expanding the molecular electronic wave
functions in terms of a square-integrable Gaussian basis
set [43]. Yet there are effects beyond the BOA [63, 61, 8],
not treated here, which shall become relevant for highly
excited molecules.
The quantum dynamics of the molecule takes place in
the direct sum rigged Hilbert space introduced abstractly
in Sect. 2.3. The space is spanned, as the first com-
ponent, by the electronic basis states |p; mR 〉 E from
the p-electron Hilbert space for p ∈ Ael where the sub-
script “E” means that the ket involves the electronic co-
ordinates. The electronic states are enumerated by m ∈
{1, . . . , N (p)st } = A(p)st where the number of states consid-
ered is N
(p)
st ∈ N. The dependence of the basis states
on the internuclear distance R ∈]0;∞[ is only parametri-
cally [43]. As a second component, I have the eigenstates
of the position operator in terms of the internuclear dis-
tance |R 〉N where the subscript “N” indicates that the ket
is formed with respect to the nuclear coordinate space. In
total, I have the electronic-distortional basis states given
by the tensor product [46] of both components for which
orthogonality
E〈p; mR | ⊗ N〈R | q; nR′ 〉E ⊗ |R′ 〉N = δ(R− R′) δpq δmn
(29)
holds. Here δ(R − R′) stands for the Dirac-δ distribution
and δpq is the Kronecker symbol [56]. There is the com-
pleteness relation
∑
p∈Ael
∑
ℓ∈A
(p)
st
∞∫
0
|p; ℓR 〉E ⊗ |R 〉N E〈p; ℓR | ⊗ N〈R | dR = 1ˆ .
(30)
A detail concerns the electron-bare molecule which obvi-
ously does not have electronic states. The internuclear re-
pulsion is described by Coulomb’s law. The corresponding
state is denoted as |0; 1R 〉E; it is the vacuum (no electron
coordinates); the space are the complex numbers C [64].
The parametric dependence on R is only included for con-
sistency with the notation for the other states; there is
none in reality.
3.2. Nuclear Hamilton operator
The nuclear Hamiltonian that governs the quantum dy-
namics of the diatomic molecule in light is
Hˆ =
∞∫
0
(
Tˆdi + Vˆel + Vˆli
)⊗ |R 〉N N〈R | dR ; (31)
it consists of the nuclear kinetic energy due to distortional
motion Tˆdi, the electronic energy Vˆel, and the coherent
interaction of the molecule with light Vˆli.
For a diatomic molecule, the nuclear kinetic energy is
simplified by going into the center of mass reference frame.
Then the two-atom problem is turned into an effective one-
atom problem [60] with the reduced mass µ giving
− 1
2µ
~∇2 = − 1
2µR
∂2
∂R2
R+B(R) ~ˆJ 2 , (32)
in spherical polar coordinates [56] with the internuclear
distance R. The angular momentum operator ~ˆJ in Eq. (32)
describes molecular rotation with the principal rotational
constant [59, 60] given by B(R) = 12µR2 . The R depen-
dence of B(R) in Eq. (32) causes a coupling of rotational
and distortional motion [59]. I neglect rotational degrees
of freedom and write for the nuclear kinetic energy due to
distortional motion
Tˆdi =
∑
p∈Ael
∑
m∈A
(p)
st
|p; mR 〉E
(
− 1
2µR
∂2
∂R2
R
)′
E〈p; mR | .
(33)
The prime on the differential operator indicates that
derivatives of the electronic states with respect to R are
omitted, i.e., the BOA; the neglected terms are also local
in the internuclear distance [8].
The electronic energy Vˆel in Eq. (31) contains all PESs
and can be expressed succinctly by
Vˆel =
∑
p∈Ael
∑
m∈A
(p)
st
|p; mR 〉E E(p)m (R) E〈p; mR | , (34)
where the PESs are given by E
(p)
m (R).
The coherent interaction of the molecule with light Vˆli
in Eq. (31) is treated semiclassically by
Vˆli =
∑
p∈Ael
∑
m,n∈A
(p)
st
|p; mR 〉E ℘ (p)mn(R, t) E〈p; nR | . (35)
Here ℘
(p)
mn(R, t) is the interaction matrix element with
the light that depends on its vector potential ~A(t) [45]
which is given in the laboratory-fixed reference frame.
The polar ϑ and azimuth ϕ angles [56] specify the ori-
entation of the internuclear axis in the laboratory-fixed
reference frame. With the Euler matrix RE(ϕ, ϑ, 0) [59]
I transform ~A(t) from the laboratory-fixed frame to the
molecule-fixed frame RE(ϕ, ϑ, 0) ~A(t) (see also Sec. II B 1
of Ref. [55]).
3.3. Master equation in Lindblad form
The abstract equations of Sect. 2 are rewritten for di-
atomic molecules by making the replacements
|ψ 〉 −→ |p; mR 〉E ⊗ |R 〉N
〈ψ | −→ E〈p; mR | ⊗ N〈R |
∑∫
ψ∈B
−→
∑
p∈Ael
∑
m∈A
(p)
st
∞∫
0
dR (36)
Pˆψ −→ Pˆ(p)m (R)
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γφψ(t) −→ δ(R− R′) γ(qp)nm (R, t)
Γψ(t) −→ Γ(p)m (R, t) .
The probabilistic operator in terms of the electronic-
distortional states (29) reads
ρˆ(t) =
∑
p∈Ael
∑
m,n∈A
(p)
st
∞∫
0
∞∫
0
|p; mR 〉E ⊗ |R 〉N (37)
× ρ(p)mn(R,R′, t) E〈p; nR′ | ⊗ N〈R′ | dR dR′ ,
with the density matrix ρ
(p)
mn(R,R′, t) that accounts for the
form (20). The master equation (1) contains incoherent
transitions by photoionization and spontaneous radiative
and electronic decay in LˆLd[ρˆ(t)] [Eq. (3)]. Hence deco-
herence results because the emitted photons and electrons
are unobserved which was the initial motivation to use a
density operator. Apart from spontaneous radiative de-
cay, transitions between states with the same molecular
charge are not described by LˆLd[ρˆ(t)] [Eq. (3)]. Instead,
such transitions between PES are treated fully coherently
by Hˆ [Eq. (31)] and thus the quantum mechanical phases
are included.
The Lindblad operator (3) is expressed for diatomic
molecules with the projection operator Pˆ(q)n (R) and the
quantum jump operator [Eq. (2)] reading
Jˆ (qp)nm (R) =
√
γ
(qp)
nm (R, t) |q; nR 〉E⊗|R 〉N E〈p; mR |⊗N〈R | .
(38)
Note that a δ(R − R′) factor arising from the replace-
ments (36) applied to (2) is not included in the defin-
tion (38). The specific form of (38) implies vertical tran-
sitions for which the internuclear distance of the initial
and the final state is the same. Consequently, the non-
Hermitian Hamiltonian (9) for the transitions away from
a state |p; mR 〉E ⊗ |R 〉N that cause a loss of population
of this state with the rate Γ
(p)
n (R, t) becomes
Vˆra = − i
2
∑
p∈Ael
∑
m∈A
(p)
st
∞∫
0
Γ(p)m (R, t) Pˆ(p)m (R) dR , (39)
where the total transition rate (5) is
Γ(p)m (R, t) =
∑
q∈Ael
∑
n∈A
(q)
st
γ(qp)nm (R, t) . (40)
The quantum jump superoperator (3) reads
LˆJp[ρˆ(t)] =
∑
p,q∈Ael
∑
m∈A
(p)
st
∑
n∈A
(q)
st
∞∫
0
Jˆ (qp)nm (R) ρˆ(t) Jˆ
(qp) †
nm (R) dR (41)
=
∑
p,q∈Ael
∑
m∈A
(p)
st
∑
n∈A
(q)
st
∞∫
0
γ(qp)nm (R, t) ρ
(p)
mm(R,R, t) Pˆ(q)n (R) dR .
3.4. Factored density matrix
In order to derive a matrix representation of the
master equation (7) that is amenable to an ef-
ficient solution with methods for PDEs provided
that the probabilistic operator ρˆ(τ) is given at the
initial time τ , I split Hˆeff = Tˆ
′
di + Wˆ [Eq. (8)]
with Tˆ ′di =
∞∫
0
Tˆdi ⊗ |R 〉NN〈R | dR [Eq. (33)]. Then the
matrix representation of Eqs. (19), (20), and (21) becomes
∂ρ
(p)
mn(R,R′, t)
∂t
=
i
2µ
( 1
R
∂2
∂R2
R− 1
R′
∂2
∂R′2
R′
)
ρ(p)mn(R,R
′, t)− i
∑
ℓ∈A
(p)
st
W
(p)
mℓ (R, t) ρ
(p)
ℓn (R,R
′, t) (42)
+ i
∑
ℓ∈A
(p)
st
ρ
(p)
mℓ(R,R
′, t)W
(p) ∗
nℓ (R
′, t) + δ(R −R′) δmn
N∑
q=p
∑
ℓ∈A
(q)
st
γ
(pq)
mℓ (R, t) ρ
(q)
ℓℓ (R,R, t) ,
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where the first summand on the right-hand side stems
from the Hermitian Tˆ ′di. Moreover, I inserted the com-
pleteness relation (30) to transform the operator prod-
ucts Wˆ ρˆ(t) and ρˆ(t) Wˆ † in (7) giving the second and third
summands in (42); the matrix elements of Wˆ are
E〈p; mR | ⊗ N〈R | Wˆ |q; nR′ 〉E ⊗ |R′ 〉N
= δ(R −R′) δpqW (p)mn(R, t) (43)
= δ(R −R′) δpq
[
δmn
(
E(p)m (R)−
i
2
Γ(p)m (R, t)
)
+ ℘ (p)mn(R, t)
]
.
The fourth summand in (42) stems from the matrix el-
ements E〈p; mR | ⊗ N〈R | LˆJp[ρˆ(t)] |q; nR′ 〉E ⊗ |R′ 〉N of
the quantum jump superoperator (41) considering (21) to
restrict the sum over charge states.
Equation (42) could, in principle be used—by dis-
cretizing the continuous variables R and R′—to calcu-
late ρ
(p)
mn(R,R′, t). Yet this leads to an enormously
high-dimensional matrix equation which is in practice in-
tractable for all but the simplest systems. But Hˆ does
not couple states with different internuclear distance and
neither do the transition rates in LˆLd[ρˆ(t)] [Eqs. (3), (39),
and (41)], i.e., all matrix representations but ρ
(p)
mn(R,R′, t)
are local in the internuclear distance. Hence I make the
product ansatz
ρ(p)mn(R,R
′, t) =
ς
(p)
mn(R, t)
R
ς
(p) ∗
mn (R′, t)
R′
, (44)
for the density matrix. Substituting this into ex-
pression (42) leads—by multiplying with RR′,
integrating over R′, and dividing by ς˜
(p) ∗
mn (t) =
∞∫
0
ς
(p) ∗
mn (R′, t) dR′, if nonzero—to the decoupled equation
∂ς
(p)
mn(R, t)
∂t
=
i
2µ
∂2
∂R2
ς(p)mn(R, t) + U
(p)
mn(R, t)− i
∑
ℓ∈A
(p)
st
W
(p)
mℓ (R, t) ς
(p)
ℓn (R, t) (45)
+
δmn
ς˜
(p) ∗
mm (t)
N∑
q=p
∑
ℓ∈A
(q)
st
γ
(pq)
mℓ (R, t) |ς(q)ℓℓ (R, t)|2 ,
with the complex potential
U (p)mn(R, t) = −
1
ς˜
(p) ∗
mn (t)
[
ς(p)mn(R, t)
(∂ς˜(p)∗mn (t)
∂t
+
i
2µ
∞∫
0
∂2
∂R′2
ς(p) ∗mn (R
′, t) dR′
)
(46)
− i
∑
ℓ∈A
(p)
st
ς
(p)
mℓ (R, t)
∞∫
0
ς
(p) ∗
mℓ (R
′, t)W
(p) ∗
nℓ (R
′, t) dR′
]
.
The factorization of the density matrix (44) has broken
down the problem of calculating ς
(p)
mn(R, t) to a equation
that only depends on a single internuclear distance which
is numerically tractable.
3.5. Quantum Monte Carlo formalism
Here I specialize the quantum Monte Carlo algorithm
from Sect. 2.4 to dissociating molecules. Given a set S
of states at the initial time τ , non-Hermitian propagation
for Ψ ∈ S is governed by equations of motion (EOMs)
which are obtained within the framework of MCWP from
the time-dependent Schro¨dinger equation (15) with the ef-
fective Hamiltonian (8) by making the ansatz
|Ψ, t 〉 =
∑
q∈Ael
∑
n∈A
(q)
st
∞∫
0
ϕ
(q)
n (R, t)
R
|q; nR 〉E ⊗ |R 〉N dR ,
(47)
for the wave packet of the electronic-distortional motion.
The expansion coefficients are the nuclear wave func-
tions
ϕ(q)n (R,t)
R
where a division by R is made explicitly
in order to simplify the resulting EOMs for the nuclear
dynamics. The EOMs for the quantum dynamics in a
specific charge state follow [24, 25, 26, 27, 28, 29, 30, 31]
by inserting the wave packet (47) and the effective
Hamiltonian (8), (31), and (39) into the time-
dependent Schro¨dinger equation (15) and project-
ing onto the basis state E〈p; mR | ⊗ N〈R | giving
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i
∂
∂t
ϕ(p)m (R, t) =
∑
q∈Ael
∑
n∈A
(q)
st
∞∫
0
E〈p; mR | ⊗ N〈R |R Hˆeff ϕ
(q)
n (R′, t)
R′
|q; nR′ 〉E ⊗ |R′ 〉N dR′ (48)
=
[
− 1
2µ
∂2
∂R2
+ E(p)m (R)−
i
2
Γ(p)m (R, t)
]
ϕ(p)m (R, t)−
∑
n∈A
(q)
st
℘ (p)mn(R, t) ϕ
(p)
n (R, t) .
The EOMs (48) form a linear system of PDEs [56] for
the nuclear wave functions which are first-order in the time
derivative and second-order in the spatial derivative. Prior
to the occurrence of any quantum jumps in the QMC al-
gorithm of Sect. 2.4.2, the summand in the trajectory-
average for the density operator [confer Eq. (25)] is the
outer product |Ψ, t 〉 〈Ψ, t | of (47) describing only the neu-
tral molecule. The probability for quantum jumping is
then derived from (13) via (36) to
δp
(qp)
Ψ,nm(t) = δt
∞∫
0
γ(qp)nm (R, t)
∣∣
E〈p; mR |⊗N〈R |Ψ, t 〉
∣∣2dR .
(49)
The expansion coefficients are given by E〈p; mR | ⊗
N〈R |Ψ, t 〉 = ϕ
(p)
m (R,t)
R
. Note the integration over R in
the equation; for a direct translation with (36), it would
be missing. Doing so is reminiscent of Eq. (50) below and
acknowledges that quantum jumps shall only take place
between discrete indices.
Quantum jumping is mediated by the operator Jˆ
(qp)
nm (R)
[Eq. (38)] which enters the formulation of the superoper-
ator LˆJp[ρˆ(t)] [Eq. (41)]. Yet this straight translation of
the quantum jump operator via (36) to diatomic molecules
is unfavorable because it depends on the continuous vari-
able R ∈]0;∞[. In other words, the Jˆ (qp)nm (R) promote a
Dirac-δ wave packet. Upon discretization, this implies that
there are a huge number of quantum jump operators. To
circumvent this situation, I define an integrated quantum
jump operator over the internuclear distance via
Jˆ(qp)nm =
∞∫
0
Jˆ (qp)nm (R) dR . (50)
This trick removes the dependance of the original quan-
tum jump operator Jˆ
(qp)
nm (R) on the continuous variable R
and thus only a dependance of Jˆ
(qp)
nm on discrete variables
remains. However, the definition (50) is not motivated by
the structure of the equations derived so far and I need to
examine how this operator can be put into the expressions
to remove their dependence on Jˆ
(qp)
nm (R). Equation (50)
is introduced in Refs. [24, 25, 26, 27, 28, 29, 30, 31] but
not motivated and using the form (50) has consequences
unaccounted for therein. Namely, inspecting the first line
in (41), I realize that the quantum jump superoperator in
terms of the Jˆ
(qp)
nm has to be expressed as
LˆJp[ρˆ(t)] =
∑
p,q∈Ael
∑
m∈A
(p)
st
∑
n∈A
(q)
st
∞∫
0
Qˆ(R) Jˆ(qp)nm (51)
× ρˆ(t) Jˆ(qp) †nm Qˆ(R) dR ,
with Qˆ(R) = 1ˆE ⊗ |R 〉N N〈R | = Qˆ†(R), where 1ˆE is the
unit operator in the direct sum Hilbert space of the elec-
tronic states. Clearly, I have Qˆ(R) Jˆ
(qp)
nm = Jˆ
(qp)
nm (R) and
Eq. (51) implies that Jˆ
(qp)
nm |Ψ, t 〉 〈Ψ, t | Jˆ(qp) †nm is not a term
in the sums therein. Put differently, expressing (41) by re-
placing Jˆ
(qp)
nm (R) with Jˆ
(qp)
nm gives incorrect equations.
A quantum jump mediated by (50) can no longer be
expressed as an operation on a state vector as before (23)
but has to be written as a density operator. Let the state
vector at t + δt for fixed quantum numbers p, q ∈ Ael,
m ∈ A(p)st , and n ∈ A(q)st , be the promoted wave packet
|Ψ, t+ δt 〉 =
√
δt
δp
(qp)
Ψ,nm(t)
Jˆ(qp)nm |Ψ, t 〉 (52)
=
√
δt
δp
(qp)
Ψ,nm(t)
∞∫
0
√
γ
(qp)
nm (R, t)
ϕ
(p)
m (R, t)
R
× |q; nR 〉E ⊗ |R 〉N dR ,
which is normalized, i.e., 〈Ψ, t+ δt |Ψ, t+ δt 〉 = 1. With
this the probabilistic operator reads
ˆ̺(t+ δt) =
∞∫
0
Qˆ(R) |Ψ, t+ δt 〉 〈Ψ, t+ δt | Qˆ(R) dR ; (53)
its trace is unity, i.e., Tr ˆ̺(t+δt) = 〈Ψ, t+δt |Ψ, t+δt 〉 = 1
The promoted wave packet (52) is the basis for the
next cycle in the Monte Carlo algorithm. The ˆ̺(t + δt)
is the result of a quantum jump occurring at t. For
the next time step from t + δt to t + 2 δt, I in-
sert ˆ̺(t + δt) into the short-time master equation (10):
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ˆ̺(t+ 2 δt) = ˆ̺(t+ δt)− i δt
∞∫
0
Qˆ(R)
(
Hˆeff |Ψ, t+ δt 〉 〈Ψ, t+ δt | − |Ψ, t+ δt 〉 〈Ψ, t+ δt | Hˆ†eff
)
Qˆ(R) dR (54)
+ δt
∞∫
0
Qˆ(R)
( ∑
p,q∈Ael
∑
m∈A
(p)
st
∑
n∈A
(q)
st
Jˆ(qp)nm |Ψ, t+ δt 〉 〈Ψ, t+ δt | Jˆ(qp) †nm
)
Qˆ(R) dR+O(δt2) .
Here I exploit the commutators [Hˆeff , Qˆ(R)] =
[Hˆ†eff , Qˆ(R)] = 0. Further inserting (53) into (51) is
the same as using the outer product instead; the super-
operator (51) already contains a projection with Qˆ(R).
Thereby, I use Qˆ(R) Qˆ(R′) = δ(R−R′) Qˆ(R) and the com-
mutators [Jˆ
(qp)
nm , Qˆ(R)] = [Jˆ
(qp)†
nm , Qˆ(R)] = 0 and replace
[δ(R − R′)]2 by δ(R − R′). Equation (54) corresponds to
a solution of (10) with |Ψ, t+ δt 〉 〈Ψ, t+ δt | and a projec-
tion of its result at time t+2 δt with Qˆ(R) thereafter, i.e.,
performing an operation as in (53). Based on this finding,
I use state vectors as before and either propagate (48) or
quantum jump (51); the result, however, then needs to be
projected (53) to be meaningful.
The probabilities for quantum jumping—after an initial
quantum jump has occurred—need to be derived for the
probabilistic operator (53). I use the trace condition (11)
for the quantum jump superoperator (51) giving
δpΨ(t) = δt Tr LˆJp[ ˆ̺(t)] =
∑
p,q∈Ael
∑
m∈A
(p)
st
∑
n∈A
(q)
st
δp
(qp)
Ψ,nm(t) ;
(55)
This leads to the same expression (49) for δp
(qp)
Ψ,nm(t) as
before.
The upshot is that one can solve the master equation
by Monte Carlo wave packet propagation with (50) along
the lines of Sect. 2.4.2 where, however, a projection (53) is
required henceforth after the first quantum jump has oc-
curred. Let me go through the algorithm of Sect. 2.4.2 in
detail. The first step selects the starting state vector and
is unmodified. The second step uses the probability (49)
to decide whether to quantum jump or not. The third step
uses (48) to temporally propagate. The fourth step quan-
tum jumps employing (52). The density operator of the
system is then approximated analogously to (25) where,
however, the outer products are replaced by (53) once a
quantum jump has happened.
4. Conclusion
Molecules in ultrafast and intense light exhibit a fasci-
nating phenomenology of intertwined electronic and nu-
clear quantum dynamics involving (multiple) ionization,
radiative and electronic decay, rotation, vibration and dis-
sociation. To tackle this situation, I devise a rigorous
quantum optical formalism, initially in abstract form, cen-
tered around the master equation in Lindblad form. It de-
scribes the time evolution of the probabilistic operator for
system-reservoir interaction using the Markoff approxima-
tion allowing for the dissipation of particles and energy.
The system, thereby, is the dissociating molecule which
dissipates photons and electrons into the reservoir, i.e.,
the continuum. A short-time approximation of the mas-
ter equation is derived. In a direct sum of rigged Hilbert
spaces for multiple charge states, I reduce it to a hierarchy
of equations. This allows me to solve them using meth-
ods for systems of differential equations. Alternatively,
quantum Monte Carlo wave packet propagation (MCWP)
is proposed that yields the density operator by averaging
over an ensemble of quantum trajectories. The MCWP ap-
proach is computationally more efficient than a numerical
integration of the master equation and facilitates a lucid
physical interpretation of the resulting quantum trajecto-
ries in terms of propagation and quantum jumps for a sin-
gle state vector. The abstract formalism is concretized to
diatomic molecules in Born-Oppenheimer approximation.
The basis states are the electronic-distortional states for a
fixed-in-space intermolecular axis, i.e., molecular rotation
is disregarded. An equation for a factored density matrix
which depends only on a single internuclear distance is de-
rived. It is amenable to a solution with methods for PDEs.
The MCWP formulation requires to put special empha-
size on quantum jumps whereby an integrated jump oper-
ator is used. This, however, necessitates the use of a pro-
jection afterwards which has incorrectly been omitted in
Refs. [24, 25, 26, 27, 28, 29, 30, 31], i.e., a density operator
description is necessay. Forthcoming computational work
based on the present formalism shall uncover the impact
of the correct treatment of quantum jumps put forward
here in comparison to Refs. [24, 25, 26, 27, 28, 29, 30, 31].
Deterministic sampling has been proposed to solve the
master equation for a small number of potential energy
surfaces (PES) considered [24, 25, 26, 27, 28, 29, 30, 31].
This is a complementary notion to the solution of the hier-
archy of equations for different charge states put forward
here. In the specialized case of no coupling of electronic
states with the same number of electrons by the quantum
jump part of the Lindblad superoperator—that is exclu-
sively considered in Refs. [24, 25, 26, 27, 28, 29, 30, 31]—
probability theory can be used. Starting from a propa-
gation on a single ground-state PES quantum jumps to
other states are made in sufficient frequency in order to
sample these transitions adequately for the quantities of
interest to be converged, e.g., the kinetic energy release.
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This prescription is a formally exact probabilistic solution.
However, there is also a weakness of a strong increase of
the number of possible pathways. Namely, the ground-
state wave packets need to be propagated for all times
and quantum jumps are applied to all accessible destina-
tions with certain frequency from whence a further prop-
agation is necessary. In the light of this, I conclude that
deterministic sampling does not seem to provide any ad-
vantage over the numerical integration of the master equa-
tion. On the contrary, only a single solution of the PDEs
is required whereas multiple propagations are required for
higher charge states in deterministic sampling.
The presented quantum optical formalism is very basic
and may find ubiquitous use to describe the quantum dy-
namics of light-matter interaction. It thus provides mani-
fold prospects for future research. A particular feature of
the presented approach is that ionization processes which
reduce the number of electrons are accounted for solely by
transition rates and the outgoing electron itself is not re-
garded “it just disappears.” If also the electron dynamics
shall be included, some modifications are in order using a
complex absorbing potential to absorb the electron [65].
So far the MCWP method has only been applied in the
context of the photoionization of diatomic molecules [24,
25, 26, 27, 28, 29, 30, 31] in the optical and the xuv regime.
An extension to the x-ray domain, where radiative and
electronic decay become manifest [1, 2, 3, 4], is a fascinat-
ing and highly pressing issue. Thereby, not only electronic
decay involving core holes may be relevant but there are
also situations in which inner-valence vacancies undergo
an ultrafast electronic decay [66, 13].
The formalism of Sect. 2 and Sect. 3 is also directly ap-
plicable to atoms. To this end, I simply omit the internu-
clear distance in the basis states and modify the equations
appropriately. The MCWP is a step ahead over a Monte
Carlo solution of rate equations for atoms [67, 68] as also
coherent phenomena are describeable.
Molecular rotation is not described in this work because
it only leads to a small energy splitting compared with
the electronic-distortional motion. In future work, one
may consider a treatment of molecular rotations, specifi-
cally rotational excitation by electronic transitions and nu-
clear distortion and molecular alignment by the light [55].
Here the consequences of the nuclear expansion (flexible
rotor) [59] of a dissociating molecule on the rotation spec-
tra is to be treated thoroughly.
X-ray quantum optics [69] comes into reach with
molecules; a number of studies have been conducted for
atoms which now await an examination for molecules fa-
cilitated by the present article. This bears a high potential
for discovery that goes beyond what can be achieved with
rate equations [3, 4, 49, 50, 51]. Namely, if the x-ray energy
is tuned to a resonance, then coherences manifest. Espe-
cially the two-color physics of FEL x rays and an optical
laser offers further promising avenues [69].
I have been mostly concerned with xuv light and x rays
from FELs here but attosecond light sources offer exciting
new possibilities for studying molecules and the presented
theory shall be applicable in this situation as well. Such
sources are particularly interesting because they offer a
much finer control of the beam characteristics compared
with present-day FELs.
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