There are many sample surveys of populations that contain outliers (extreme values). This is especially true in business, agricultural, household and medicine surveys. Outliers can have a large distorting influence on classical statistical methods that are optimal under the assumption of normality or linearity. As a result, the presence of extreme observations may adversely affect estimation, especially when it is carried out at a low level of aggregation. To deal with this problem, several alternative techniques of estimation, less sensitive to outliers, have been proposed in the statistical literature. In this paper we attempt to apply and assess some robust regression methods (LTS, M-estimation, S-estimation, MM-estimation) in the business survey conducted within the framework of official statistics.
Introduction
One of the main problems involved in estimating population parameters is distributions of enterprises in terms of the variable of interest and auxiliary variables, which are characterised by a high variation, strong asymmetry and kurtosis. This is due to, inter alia, non-response survey errors, a large proportion of zero values for survey variables and extreme values. In this article we focus on the third issue -extreme values. Although some observations are extreme, they need not necessarily be incorrect but may be part of the survey population. The statistical literature refers to these observations as outliers.
Undoubtedly, in many business surveys conducted within the framework of official statistics sample sizes are large enough to compensate for the presence of outliers, which have a relatively small impact on estimates. However, at low levels of unit aggregation the impact of outliers might be significant. The appearance of outlying observations is particularly noticeable in estimates for short-term statistics, where surveys are repeated monthly or quarterly.
The aim of outlier treatment is to make estimates as close to the parameters of the population as possible. This is not a simple task in the presence of outliers, since estimators do not retain their properties, such as resistance to bias or efficiency. This means that outlier treatment should provide some kind of a tradeoff between variance and bias. And in the case of a population known to comprise outliers (such as populations of enterprises) a robust analysis should be considered in addition to the classical approach. In the statistical literature several robust methods have been proposed. The aim of the present study was to compare the usefulness of four robust regression methods: LTS, M-estimation, Sestimation, MM-estimation against LS regression estimation based on data derived from a business survey. An empirical example is conducted in SAS.
Robust regression methods
The main objective of robust regression methods is to provide stable results when fundamental assumptions of the least squares regression are not fulfilled due to the presence of outliers. In order to achieve this stability, robust regression limits the influence of outliers by reducing the weights of outliers, changing the values of outliers or using robust estimation techniques (Chen, 2007) . Many methods have been developed for these problems, but those most commonly used today are Huber M-estimation, Least Trimmed Squares (LTS) estimation, Sestimation and MM-estimation.
M-estimation
The most widely used general method of robust regression is M-estimation, introduced by Huber (1964) , which is nearly as efficient as LS (Huber, 1964) .
Instead of minimizing the sum of squares of the residuals, a Huber-type M- 
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, s -scale parameter, ρ(·) is a loss function, which is even, non-decreasing for positive values and less increasing than the square function. To guarantee scale equivariance (i.e. independence with respect to the measurement units of the dependent variable), residuals are standardized by a measure of dispersion s (Verardi, Croux, 2009 ).
The estimator is not robust with respect to leverage points, but it is useful in analyzing data for which it can be assumed that the contamination is mainly in the y-direction.
Assuming s to be known, the M-estimate is found by solving:
where Ψ is the first derivative of ρ .
The choice of the Ψ function is based on the preference of how much weight to assign to outliers and this leads to different variants of M-estimators. A monotone Ψ function does not assign weight to large outliers as big as least squares do. A redescending Ψ function increases the weight assigned to an outlier until a specified distance (e.g. 3σ) and then decreases the weight to 0 as the outlying distance gets larger (Alma, 2011) .
The choice of the Ψ function is not critical to gaining a good robust estimate, and many choices will give similar results that offer great improvements, in terms of efficiency and bias, over classical estimates in the presence of outliers (Huber, 1981) . M-estimation has a breakdown point of 1/n.
Least Trimmed Squares (LTS) Estimation
The least trimmed squares (LTS) estimate proposed by Rousseeuw (1984) is given by 
LTS is calculated by minimizing the h ordered squares residuals. The largest squared residuals are excluded, which allows those outlier data points to be removed completely.
Depending on the value of h and the outlier data configuration, LTS can be very efficient. In fact, if the exact numbers of outliers are trimmed, this method is computationally equivalent to LS (Alma, 2011) . However, if there are more extreme values than are trimmed, this method is not as efficient. In turn, if there is more trimming than there are outlying data points, then some good data will be excluded from the estimation. LTS is considered to be a high breakdown method with a breakdown point of 50% (Rousseeuw, Leroy, 1987; Rousseeuw, Driessen, 1998) .
S-estimation
S-estimation proposed by Rousseeuw and Yohai (1984) minimizes the dispersion of the residuals. However, it uses a robust measure for the variance. It is defined as
is an M-estimator of scale, found as the
The final scale estimate, σˆ, is the standard deviation of the residuals from the fit that minimized the dispersion of the residuals. Rousseeuw and Yohai (1984) suggest a redescending influence function as: The parameter c is the tuning constant. Trade-offs in breakdown and efficiency are possible based on choices for tuning constant c and K (Alma, 2011) . The usual choice is c=1.548 and K=0.1995 for 50% breakdown and about 28% asymptotic efficiency (Rousseeuw, Leroy, 1987) . S-estimation is a high breakdown value method.
MM-estimation
MM-estimation is a combination of high breakdown value estimation and efficient estimation, which was introduced by Yohai (1987) .
The procedure consists of three steps ( 
MM-estimation is a special type of M-estimation. It is the estimation with a high breakdown point (50%) and high efficiency (70%) under normal error (Stromberg, 1993) .
Data source
Information for the study came from the DG1 survey conducted by the Statistical Office in Poznan and from tax register. The DG1 survey is a business activity report submitted by large, medium-sized and small enterprises. It is the basic source of short-term information about economic activity of businesses, such as revenue from sales (of products and services), number of employees, gross wages, volume of wholesale trade and retail sales, excise tax, specific subsidies. The sample frame includes 98,000 units, of which 19,000 are mediumsized and large enterprises (with over 49 employees), 80,000 are small enterprises (from 10 to 49 employees). Tax register served as the auxiliary data source.
Description of the study
The study was limited to small enterprises (from 10 to 49 employed persons) that were active in December 2011. We took into consideration two models with a different number of auxiliary variables. There was one auxiliary variable (cost) in the first model and there were three auxiliary variables (income, cost and revenue) in the second model. Revenue from sales of products (goods and services) was the target variable. The general population included all small and medium-sized enterprises that participated in the DG1 survey. This choice enabled access to detailed information about the target and auxiliary variables. The level of aggregation adopted for the study was a combination of the territorial division by province and the biggest four sections of economic activity (NACE Rev.2) -manufacturing, construction, trade and transport. The population was thus broken down into 64 domains (16 provinces x 4 NACE sections). Owing to the large volume of study results, the following presentation is limited to two provinces -Dolnośląskie, Lubuskie and the 4 NACE sections. The selection of provinces was made on the basis of information about the goodness of fit of the model. The main objective of choice was to include domains with a high variation of the coefficient of determination (from 0.041 to 0.999), see Table 1 . The analysis started with the assessment of the distributions of the variable of interest coming from DG1 survey. A look at the distributions of revenue shows that a relatively large percentage of economic entities display zero values (or close to zero) in this respect. Moreover, there are very long right-hand tails in the histograms, as expected, see Fig. 1 . This is the justification for the use of statistical techniques that are able to cope with or to detect outlying observations. Based on the distributions, the analysis of outliers was divided into two stages: the first one involved detecting outlying observations, the second focused on ways of handling them to reduce their effect on survey estimates by applying robust regression methods.
To identify outlying observations RSTUDENT was applied. This is one of the most widely used measures to identify outliers. The value of the RSTUDENT for each observation is the difference between the observed i y and the predicted value of ŷ excluding this observation from the regression and can be calculated using the following formula: It is important not only to identify outliers but also to classify them into types. This can be achieved by calling on the graphical tool − scatter plot of the RSTUDENT versus Leverage (the leverage statistic measures how far the observation is from the centroid of the x-space), see Fig. 2, 3 . In order to better illustrate the relationship between the study variable revenue and auxiliary variable cost, scatter plots (with 95% confidence intervals) are presented, see Fig.  2 , 3. We can distinguish tree types of extreme values (Rousseeuw, Leroy, 1987) : outliers in the y-direction (in Fig. 2,3 denoted as outliers) , outliers in the x-direction (in Fig. 2, 3 denoted as Leverage), and good leverage points. Graphing relationships among variables reveal exceptions to general rules. The picture in the Figure 2 shows outliers in the y-direction, in the x-direction and good leverage points.
The presence of outliers in the y-direction affects the estimated intercept of LS. Good leverage points that are outlying in the space of explanatory variables and are located close to the regression line do not affect the LS estimation. Their presence has an impact on statistical inference by deflating the estimated standard errors. The presence of outliers in the x-direction that are both outlying in the space of explanatory variables and located far from the regression line influences the LS estimation of both the intercept and the slope (Verardi, Croux, 2009 ). Outliers violate the assumption of normally distributed residuals in the least squares regression. It means that the estimation of model parameters using classical LS is not credible. Therefore, four robust regression methods were applied. The objective of this study was to compare M-estimation, LTS, S-estimation and MM-estimation against the LS regression estimation method in terms of the goodness of fit of the model that is represented by the coefficient of determination. The robust version of the coefficient of determination is defined as: The results are presented in Table 3 . The variation between the robust regression methods reflects their inherent sensitivity to the presence of outliers, see Fig. 2, 3 . Moreover, their performance (and the resulting estimates) also depends on the type of outliers and their distance from the bulk of the data. The use of M-estimation improves the goodness of fit of the model only if the contamination is mainly in the y-direction. This limitation also applies to MMestimation, which is determined by M-estimation. A closer look at section transport in Lubuskie province reveals a low value of the coefficient of determination for LS. The characteristics of the regression models for this domain are presented in Table 3 . As can be seen, the use of M-estimation, in the presence of leverage points, had an adverse effect on the goodness of fit of the model. The value of the coefficient of determination decreased from 0.041 to 0.016. Both in the case of LS and M-estimation, the slope estimate equals 0.06 and -0.004 respectively, which means a lack of correlation between variables, see. Fig. 4 . Cost is an insignificant auxiliary variable (its p-value equals 0.4), see Table 4 . A considerable improvement in the goodness of fit can be observed for S-estimation, which is characterized by a high breakdown point. The S-estimation method performs better than M-estimation and MM-estimation because the data contains high leverage points.
The best goodness of fit was obtained for LTS ( 2 R = 0.934), where the model accounts for 0.82% observations -observations with the largest squared residuals are excluded (
As we can notice, the percentage of outliers for this domain equals 4.3%, see Table 2 .
This means that the number of removed observations is higher than the number of outliers. None of the outlying observations affects the parameter of estimation. Unfortunately, some good data was excluded from the estimation, as should be expected. Tables 3 and 4 . The scatterplot displays a roughly linear relationship between two variables revenue and cost. The LS and M-estimation are immediately affected by the leverage points, so the estimated slope is close to zero -in this case cost turns out to be insignificant. After applying LTS, S-estimation and MM-estimation auxiliary variable cost became significant, see Table 4 . Regression lines for LTS, S-estimation and MMestimation coincide.
Conclusion
Conclusions about the assessment of robust regression methods drawn on the basis of the study overlap with those published in the literature of the subject (concerning the properties of the estimators in question):
• in general, the use of the M-estimator in the presence of outliers tends to improve the efficiency and reduce the bias compared to the classical methods of estimation, • the M-estimator is not robust with respect to high leverage points, so it should be used in situations where high leverage points do not occur, • the LTS method can be very efficient, but only under specific circumstanceswhen the number of trimmed observations is equal to the number of outliers. If there are more outliers than trimmed observations, the efficiency of LTS method is low. In turn, if there is more trimming than there are outlying data points, then some good data will be excluded from the estimation, • the MM-estimator is affected by the M-estimation, so it should be used with caution given the presence of high leverage points, • robust regression methods can considerably improve estimation precision, but they should not be automatically applied instead of the classical methods.
