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We consider a class of d- and f -electron systems in which dipolar-octupolar Kramers doublets arise
on the sites of the pyrochlore lattice. For such doublets, two components of the pseudospin transform
like a magnetic dipole, while the other transforms like a component of the magnetic octupole tensor.
Based on a symmetry analysis, we construct and study models of dipolar-octupolar doublets in
itinerant and localized limits. In both limits, the resulting models are of surprisingly simple form.
In the itinerant limit, we find topological insulating behavior. In the localized limit, the most general
nearest-neighbor spin model is the XYZ model. We show that this XYZ model exhibits two distinct
quantum spin ice (QSI) phases, that we dub dipolar QSI, and octupolar QSI. We conclude with a
discussion of potential relevance to real material systems.
PACS numbers: 75.10.Kt, 75.10.Jm, 21.60.Fw, 75.25.Dk
Finding new phases of matter is a problem of funda-
mental importance in condensed matter physics. This
search motivates in part the exploration of new classes
of materials, where novel parameter regimes can lead to
phases not realized elsewhere, and other new phenom-
ena. Recently, there has been intense interest in mate-
rials combining strong spin-orbit coupling (SOC) with
substantial electron correlation, especially in compounds
with heavy elements [1]. SOC entangles the spin and or-
bital degrees of freedom, and microscopic models includ-
ing SOC have in many cases not yet been constructed and
studied. Spin-orbital entanglement can lead to rather
complicated models, but this need not always be the case.
In this letter, we study a class of systems where strong
SOC leads to surprisingly simple microscopic models that
– in different limits – naturally realize not only a topolog-
ical band insulator, but also two distinct quantum spin
ice (QSI) phases. One of these is the familiar QSI phase
[2, 3], here dubbed dipolar QSI (dQSI), while the other
is a novel octupolar QSI (oQSI). dQSI and oQSI are two
distinct symmetry enriched U(1) quantum spin liquids,
with space group symmetry playing the crucial role.
Much of the recent activity in strong-SOC systems has
focused on 5d iridates and 4f pyrochlores. Various novel
models and phases have been predicted for iridates with
pyrochlore [4–9], hyperkagome[10–15], honeycomb[16]
and hyperhoneycomb lattices[17, 18], while the dQSI
phase has been predicted in 4f pyrochlores[19–23]. In
many of these systems, SOC and other interactions lead
to Kramers doublets on the d or f ions, which in turn
are the building blocks for minimal effective models to
capture the low-energy physics. Any Kramers doublet is
associated with a time-reversal odd pseudospin operator
τµ (µ = x, y, z), but not all Kramers doublets trans-
form identically under space group symmetry [24]. The
∗ Current address: Department of Physics, University of Toronto,
Toronto, Ontario M5S 1A7, Canada
most familiar possibility, which holds in the above re-
cently studied 4f and 5d systems, is that, just like a true
spin-1/2 moment, τµ transforms as a magnetic dipole
(i.e. as a pseudovector) under space group operations.
In this letter, focusing on the pyrochlore lattice of
corner-sharing tetrahedra, we consider a class of systems
with Kramers doublets arising from d or f ions, where
(in suitable local coordinates discussed below) τz and
τx both transform like the z-component of a magnetic
dipole, while τy transforms as a component of the mag-
netic octupole tensor. Models of such dipolar-octupolar
(DO) doublets have striking properties in both weak
and strong correlation limits. We note that a similar
type of Kramers doublet has been considered on other
lattices[25, 26].
More specifically we consider both A2B2O7 pyrochlores
and AB2O4 spinels, where the pyrochlore A-site, and B-
sites in both families, form a pyrochlore lattice. We con-
sider two principal situations: (1) In both pyrochlores
and spinels, B is a transition metal in d1 or d3 electron
configuration and A is non-magnetic. (2) In pyrochlores,
A is a trivalent rare earth with a partially filled 4f shell,
and B is non-magnetic. Both cases can lead to effective
models of DO doublets on the pyrochlore lattice.
Case (1). The magnetic ions reside at the center of
a trigonally-distorted oxygen octahedron; the single-ion
physics has been treated e.g. in [24]. Due to the cubic
crystal field only the t2g manifold is relevant. Projection
P of orbital angular momentum L into the t2g manifold
is PLP = −`, where the `µ are spin-1 matrices. The
single-site Hamiltonian within the t2g manifold is
H = −λ ` · S +Htri +Hint, (1)
with λ the strength of SOC and S the spin operator.
Htri = ∆3(`
zi)2 is the trigonal crystal field allowed by
D3d site symmetry. The zi-axis is the local C3 axis
(i = 1, . . . 4 is the sublattice index), and xi, yi-axes are
specified in the supplementary material[27]. The inter-
action Hint is of Kanamori form, and is treated in the
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FIG. 1. (Color online.) (a) The evolution of d electron
states under cubic crystal field, SOC and trigonal distortion.
(b) The energies for the three local doublets under different
trigonal distortions. Compression (elongation) along the C3
axis corresponds to ∆3 > 0 (∆3 < 0).
atomic limit where it is characterized by Hubbard inter-
action U and Hund’s coupling JH [27].
Defining an effective total angular momentum jeff =
` + S, SOC alone splits the t2g manifold into an upper
doublet (jeff = 1/2) and lower quadruplet (jeff = 3/2).
Effective models of jeff = 1/2 doublets are relevant
for 5d5 iridates [28, 29] and have received significant
attention[4, 8, 10, 16–18]. While the jeff = 1/2 doublet
is dipolar, it does not obey a na¨ıve Heisenberg exchange
model due to strong SOC [26, 30].
The trigonal crystal field Htri splits the quadruplet into
two Kramers doublets, for a total of three doublets. If
∆3 > 0, the lower and upper doublets are dipolar and
transform as the Γ+4 irreducible representation of the D3d
double group [31]. The middle doublet is a DO doublet;
it has jzieff = ±3/2, and transforms as Γ+5 ⊕ Γ+6 (Fig. 1).
The doublet is half-filled for d3 electron configuration, or
(if ∆3 < 0) for d
1 configuration.
While Hubbard interaction does not affect the single-
site energy spectrum for a fixed number of electrons,
Hund’s coupling plays an important role. When ∆3 > 0,
we find the d3 ground state multiplet remains a DO dou-
blet even for large JH [27]. However, as JH increases, the
energy gap between the ground state and the dipolar dou-
blet first excited state decreases, vanishing in the limit
of large JH where we recover a spin-3/2 moment. The
splitting between the ground and first excited doublets is
substantial only when JH . λ, and increases with ∆3/λ
[27]. Hund’s coupling has no effect for d1 configuration.
Case (2). Here A is a trivalent rare earth, where
the ground state has angular momentum J . The D3d-
symmetric crystal field Hamiltonian is Hcf = 3B
0
2(J
z)2 +
· · · [32]. If J = 9/2 or 15/2, and B02 < 0 and dominates
the other crystal field terms, then the ground state is a
DO doublet with Jz = ±J , transforming as Γ+5 ⊕Γ+6 un-
der D3d site symmetry. The DO doublet nature of the
ground state is robust even when the other crystal field
terms are appreciable, as long as the ground state is adi-
abatically connected to the Jz = ±J doublet. Among
the lanthanides, only Nd3+, Dy3+ and Er3+ have the re-
quired values of J . Of these, B02 < 0 only for Nd
3+ and
Dy3+ [32]. Indeed, the crystal field ground state of Nd3+
in Nd2Ir2O7 is a DO doublet [33], and a DO doublet
ground state is predicted for Dy3+ in Dy2Ti2O7[34].
The action of Fd3¯m space group symmetry on DO
doublets is given in the supplementary material [27]. The
D3d site symmetry is generated by a 3-fold rotation C3,
a mirror plane M , and inversion I, with: C3 : τµ → τµ,
M : τx,z → −τx,z, M : τy → τy, and I : τµ → τµ.
These transformations are not those of a pseudovector,
and imply that τx,z transform like the zi-component of
a magnetic dipole, while τy transforms like a component
of the magnetic octupole tensor [27].
We now proceed to construct effective models using a
single DO doublet on each pyrochlore lattice site as the
basic building block. We assume throughout that higher-
energy on-site degrees of freedom can be ignored. Even
when this is not quantitatively accurate, our models may
still be valid as minimal low-energy effective models.
We consider limits of itinerant and localized elec-
trons, constructing tight-binding and spin Hamiltoni-
ans, respectively, in the two limits. The Hamiltonian
contains all electron hopping terms (itinerant limit) or
spin exchange terms (localized limit) allowed by time
reversal and Fd3¯m space group symmetry, up to a
given spatial range. We note that tight-binding and ex-
change models of dipolar Γ+4 doublets have been exten-
sively studied in the context of iridate and rare-earth
pyrochlores[4, 9, 21, 22, 35–37].
In the itinerant limit we ignore electron interactions,
and the general form of the model is
HTB =
∑
(r,r′)
[
c†rTrr′cr + h.c.
]
. (2)
Here, r labels pyrochlore lattice sites, the sum is over
all pairs of sites, and cTr = (cr+, cr−). Trr′ = T
†
r′r is a
2×2 matrix describing tunneling between sites r and r′.
The operator c†r± creates an electron at site r with j
zi
eff =±3/2 in case (1), or Jzi = ±J in case (2). Pseudospin
operators are τµr = (1/2)c
†
rσ
µcr, where σ
µ are the Pauli
matrices. Time reversal symmetry implies Trr′ = t
0
rr′ +
itµrr′σ
µ.
For nearest-neighbor sites, the hopping matrix Trr′ has
a remarkably simple form. Choosing an appropriate ori-
entation of bonds [27], we find Trr′ = i[t
1
nnσ
1 + t3nnσ
3],
taking the same form for all nearest-neighbor bonds. A
global rotation about the y-axis in pseudospin space can
thus eliminate t1nn, leading to T˜r,r′ = it˜
3
nnσ
3, where the
tilde indicates we are working in the transformed basis.
The nearest-neighbor model thus has a U(1) spin symme-
try, and the purely imaginary (spin-dependent) hopping
is similar to models considered in [38]. A highly unsta-
ble Fermi surface coincides with a surface of intersection
between two bands[27].
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FIG. 2. Phase diagram of the tight-binding model wtih first-
and second-neighbor hopping, as a function of (w˜0, w˜x, w˜z),
setting t˜3nn = 1. Very small fourth-neighbor hopping is in-
cluded to remove unstable band touchings at the W-point.
Metallic (M) and strong topological insulator (TI) phases are
found. The phase diagram is symmetric under w˜x → −w˜x
and w˜0 → −w˜0.
Evidently the nearest-neighbor tight-binding model is
highly fine-tuned, so we also include second-neighbor
hopping, which is specified by parameters (w˜0, w˜x, w˜z)
[27]. Second-neighbor hopping breaks the U(1) spin sym-
metry and gaps out most of the nearest-neighbor Fermi
surface. One finds either a metallic state, or a semi-metal
with isolated band touchings occurring at the W points
(see Fig. 2). These W-point touchings are in fact un-
stable and are gapped out by fourth-neighbor hopping,
leading to a strong topological band insulator [27].
We now consider the large-U limit of localized elec-
trons, where the degrees of freedom are the pseudospin-
1/2 moments τµr . We find that the most general
symmetry allowed nearest-neighbor exchange is Hex =∑
〈rr′〉[Jxτ
x
r τ
x
r′ +Jyτ
y
r τ
y
r′ +Jzτ
z
r τ
z
r′ +Jxz(τ
x
r τ
z
r′ + τ
z
r τ
x
r′)],
where the sum is over nearest-neighbor bonds. Quite
remarkably, the exchange is identical in form on every
bond. Similar to the itinerant limit, the Jxz term can
be eliminated by a global pseudospin rotation[27]. After
this transformation, the exchange is of the remarkably
simple XYZ form:
HXYZ =
∑
〈rr′〉
J˜xτ˜
x
r τ˜
x
r′ + J˜y τ˜
y
r τ˜
y
r′ + J˜z τ˜
z
r τ˜
z
r′ . (3)
This result should be contrasted with the case of dipo-
lar doublets on the pyrochlore lattice, where the form of
nearest-neighbor exchange varies according to the orien-
tation of each bond [20].
Beyond simplicity of form, this pyrochlore XYZ model
supports two distinct QSI phases. To see this, we first
review the XXZ model (J˜⊥ ≡ J˜x = J˜y), where QSI was
identified in a study of the regime J˜z > 0, J˜z  |J˜⊥| [2].
For simplicity we concentrate on J˜⊥ < 0, where quantum
Monte Carlo [39] found QSI for |J˜⊥|/J˜z < c, with c ≈ 0.1.
When |J˜⊥|/J˜z > c, magnetic order is present. It is im-
portant to note that QSI is robust to arbitrary symmetry
breaking perturbations, and thus survives away from the
XXZ line.
The physics of QSI can be understood by mapping
to a compact U(1) gauge theory, which is exact for
large J˜z [2]. The centers of pyrochlore lattice tetrahe-
dra r form a diamond lattice, and each pyrochlore site r
corresponds to a unique nearest-neighbor diamond link
(r, r′). We introduce lattice vector fields Err′ = τ˜zr and
eiArr′ = τ˜xr + iτ˜
y
r , where r (r
′) lies in the diamond A (B)
sublattice, and Err′ = −Er′r, Arr′ = −Ar′r. E (A) can
be interpreted as the electric field (vector potential) of a
compact U(1) lattice gauge theory, of which QSI is the de-
confined phase, supporting a gapless photon, and gapped
electric charge and magnetic monopole excitations.
So far we have been describing dQSI, so named be-
cause the electric field Err′ = τ˜
z
r is a magnetic dipole. In
the low-energy continuum theory, the electric field is odd
under time reversal and transforms under the Γ+4 (pseu-
dovector) representation of the Oh point group. [The
magnetic field is time reversal even, and transforms under
the Γ−4 (vector) representation.] The same dQSI phase
occurs for large J˜x > 0 (J˜y,z < 0 for simplicity), where
Err′ = τ˜
x
r , which transforms identically to τ˜
z
r under sym-
metry.
The novel oQSI phase arises for J˜y > 0 large (J˜x,z < 0
for simplicity), so that Err′ = τ˜
y
r . In this case the electric
field is purely octupolar. In the continuum theory, the
electric field is still time reversal odd, but transforms
under the Γ+5 representation of Oh (neither vector nor
pseudovector). The magnetic field transforms as Γ−5 .
oQSI and dQSI are thus distinguished by the action
of space group symmetry on electric and magnetic fields,
and can be viewed as distinct symmetry enriched U(1)
quantum spin liquids. This means that dQSI and oQSI
are distinct phases in the presence of space group symme-
try, but weak space-group-breaking perturbations take
dQSI and oQSI into the same U(1) quantum spin liquid
phase (which is robust to arbitrary weak perturbations
regardless of symmetry). In terms of physical properties,
dQSI and oQSI both have a T 3 contribution to specific
heat from gapless photons; in f -electron realizations, this
is expected to be about 1000 times the phonon contribu-
tion [21]. Dipolar spin correlations, as measured e.g. by
neutron scattering, will, however, be quite different, as
illustrated by the fact that, neglecting effects of long-
range dipolar interaction, equal-time dipolar correlations
fall off as 1/r4 in dQSI [2], but as 1/r8 in oQSI [27]. In
future work, it would be interesting to compare the dy-
namic spin structure factor in dQSI and oQSI. Neutron
scattering signatures of dQSI have been discussed in [21].
So far, we have avoided discussing the case J˜⊥ > 0;
here, less is known for the XXZ model, due to the pres-
ence of a sign problem in quantum Monte Carlo. In the
|J˜⊥|/J˜z  1 limit, J˜⊥ favors QSI with pi flux of the vector
potential Arr′ through each pyrochlore hexagon, unlike
for J˜⊥ < 0, where zero flux is favored [27]. We have not
considered the properties of the resulting pi-flux versions
of dQSI and oQSI, leaving this for future work. QSI is
expected to persist over a larger range of J˜⊥ > 0, since
in this case both J˜z and J˜⊥ interactions are frustrated
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FIG. 3. (Color online). Left: Unit cube in (J˜x, J˜y, J˜z) param-
eter space of the XYZ model. Shaded regions were analyzed
via gMFT. Right: gMFT phase diagram on the J˜z = 1 sur-
face of the cube, where dQSI, all-in-all-out (AIAO), and anti-
ferro-octupolar (AFO) phases are found. Within gMFT, the
phase transition is 1st order (2nd order) at the dashed (solid)
boundary. The dotted line is the XXZ line. We did not apply
gMFT for J˜x + J˜y ≥ 0. There, the exchange is frustrated,
and QSI is likely to be more stable than for J˜x + J˜y < 0 [22].
The phase diagram on the other surfaces of the cube can be
obtained by relabeling parameters, with the nature of phases
changing according to the anisotropic character of τ˜µr . dQSI
occurs on the J˜z = 1 and J˜x = 1 faces, while oQSI occurs on
the J˜y = 1 face.
[22].
We now discuss the phase diagram of the XYZ model.
The simplest magnetically ordered phases appear ferro-
magnetic in local coordinates; for instance, if J˜z < 0 and
is dominant, 〈τ˜zr 〉 = md 6= 0. This is the “all-in-all-out”
(AIAO) state, where dipoles point along the local zi axes,
toward (away from) pyrochlore tetrahedron centers lying
in the diamond A (B) sublattices (or vice versa). Since
τz and τx transform identically under space group, the
same AIAO state arises when J˜x < 0, |J˜x|  J˜y,z. A dis-
tinct magnetically ordered phase, with 〈τ˜yr 〉 = mo 6= 0,
is obtained when J˜y < 0, |J˜y|  J˜x,z. This state has
anti-ferro-octupolar order, and no on-site dipolar order.
To study the phase diagram away from the simple lim-
its discussed above, we employ gauge mean field theory
(gMFT)[21, 22] to our model[27]. gMFT makes the U(1)
gauge structure explicit via a slave particle construc-
tion, and is capable of describing both QSI and magnetic
phases. For simplicity, we limited our analysis to the
shaded regions shown (Fig. 3) on the faces of a cube in
(J˜x, J˜y, J˜z) space. We find only the two QSI and mag-
netically ordered phases discussed above. In the same
regions of parameter space we analyzed via gMFT, the
XYZ model can be studied via quantum Monte Carlo
without a sign problem [27].
We now comment on the prospects for applying the
models discussed above to real materials. Promising sys-
tems to realize the XYZ model are Nd2B2O7 pyrochlores.
B = Zr,Sn compounds are insulators exhibiting anti-
ferromagnetic order at low temperature [40, 41]. While
the B = Ir compound is known to carry a DO doublet
[33], the physics is complicated by the presence of Ir con-
duction electrons[7]. Synthesis of other Nd pyrochlores
has been reported [42]. The validity of the XYZ model
description could be ascertained and the exchange cou-
plings measured directly via neutron scattering in ap-
plied magnetic field, as was done in the dipolar case for
Yb2Ti2O7 [43]. DO doublets are likely in Dy pyrochlores
[34], but the large moment of Dy3+ means dipolar in-
teractions must be included. DO doublets may also oc-
cur in B-site rare earth spinels, and there is evidence for
this in CdEr2Se4 [44]. More broadly, strongly localized
d-electron Mott insulators with S = 3/2 and D3d site
symmetry comprise another class of systems where DO
doublets may be the low-energy degrees of freedom.
5d systems are a likely setting for itinerant (or weakly
localized) DO doublets. Cd2Os2O7, believed to exhibit
AIAO order below a finite-temperature metal-insulator
transition[45, 46], has Os3+ in 5d3 configuration. Micro-
scopic calculations indicate a DO doublet ground state,
but show a very small splitting between ground and
first excited doublets [47], likely due to Hund’s coupling.
Moreover, electronic structure calculations do not show
a clear separation between DO doublet and other energy
bands [48, 49]. Thus 5d1 systems, perhaps on other lat-
tices, may be more promising for the realization of itin-
erant DO doublets.
In summary, we have pointed out that Kramers dou-
blets with dipolar-octupolar character can arise on the
sites of the pyrochlore lattice in both d- and f -electron
systems. We studied effective models of DO doublets in
itinerant and localized limits, finding topological insula-
tion in the former case, and two distinct quantum spin
ice phases in the latter.
Acknowledgements. – We thank Leon Balents, Michel
Gingras, Sungbin Lee and Lucile Savary for helpful con-
versations and correspondence. This work was supported
by the U.S. Department of Energy, Office of Science,
Basic Energy Sciences, under Award number DE-FG02-
10ER46686.
[1] W. Witczak-Krempa, G. Chen, Y. B. Kim, and L. Ba-
lents, Annual Review of Condensed Matter Physics 5, 57
(2014).
[2] M. Hermele, M. P. A. Fisher, and L. Balents, Phys. Rev.
B 69, 064404 (2004).
[3] M. J. P. Gingras and P. A. McClarty (2013),
arXiv:1311.1817.
[4] D. Pesin and L. Balents, Nature Phys. 6, 376 (2010).
[5] X. Wan, A. M. Turner, A. Vishwanath, and S. Y.
Savrasov, Phys. Rev. B 83, 205101 (2011).
[6] M. Kargarian, J. Wen, and G. A. Fiete, Phys. Rev. B 83,
165112 (2011).
[7] G. Chen and M. Hermele, Phys. Rev. B 86, 235129
(2012).
5[8] W. Witczak-Krempa and Y. B. Kim, Phys. Rev. B 85,
045124 (2012).
[9] W. Witczak-Krempa, A. Go, and Y. B. Kim, Phys. Rev.
B 87, 155101 (2013).
[10] G. Chen and L. Balents, Phys. Rev. B 78, 094403 (2008).
[11] Y. Zhou, P. A. Lee, T.-K. Ng, and F.-C. Zhang, Phys.
Rev. Lett. 101, 197201 (2008).
[12] M. J. Lawler, H.-Y. Kee, Y. B. Kim, and A. Vishwanath,
Phys. Rev. Lett. 100, 227201 (2008).
[13] M. J. Lawler, A. Paramekanti, Y. B. Kim, and L. Balents,
Phys. Rev. Lett. 101, 197202 (2008).
[14] E. J. Bergholtz, A. M. La¨uchli, and R. Moessner, Phys.
Rev. Lett. 105, 237202 (2010).
[15] G. Chen and Y. B. Kim, Phys. Rev. B 87, 165120 (2013).
[16] J. Chaloupka, G. Jackeli, and G. Khaliullin, Phys. Rev.
Lett. 105, 027204 (2010).
[17] I. Kimchi, J. G. Analytis, and A. Vishwanath (2013),
arXiv:1309.1171.
[18] E. K.-H. Lee, R. Schaffer, S. Bhattacharjee, and Y. B.
Kim, Phys. Rev. B 89, 045117 (2014).
[19] H. R. Molavian, M. J. P. Gingras, and B. Canals, Phys.
Rev. Lett. 98, 157204 (2007).
[20] S. Onoda and Y. Tanaka, Phys. Rev. B 83, 094411
(2011).
[21] L. Savary and L. Balents, Phys. Rev. Lett. 108, 037202
(2012).
[22] S. B. Lee, S. Onoda, and L. Balents, Phys. Rev. B 86,
104412 (2012).
[23] R. Applegate, N. R. Hayre, R. R. P. Singh, T. Lin,
A. G. R. Day, and M. J. P. Gingras, Phys. Rev. Lett.
109, 097205 (2012).
[24] A. Abragam and B. Bleaney, Electron Paramagnetic Res-
onance of Transition Ions (Oxford Classic Texts in the
Physical Sciences) (Oxford University Press, USA, 1970),
reprint ed., ISBN 9780199651528.
[25] G. Jackeli and G. Khaliullin, Phys. Rev. Lett. 103,
067205 (2009).
[26] G. Chen, R. Pereira, and L. Balents, Phys. Rev. B 82,
174440 (2010).
[27] See the supplementary material.
[28] B. J. Kim, H. Jin, S. J. Moon, J.-Y. Kim, B.-G. Park,
C. S. Leem, J. Yu, T. W. Noh, C. Kim, S.-J. Oh, et al.,
Phys. Rev. Lett. 101, 076402 (2008).
[29] B. J. Kim, H. Ohsumi, T. Komesu, S. Sakai, T. Morita,
H. Takagi, and T. Arima, Science 323, 1329 (2009).
[30] G. Chen and L. Balents, Phys. Rev. B 84, 094420 (2011).
[31] G. F. Koster, J. O. Dimmock, R. G. Wheeler, and
H. Statz, The Properties of the Thirty-Two Point Groups
(Research Monograph) (The MIT Press, 1963).
[32] J. S. Gardner, M. J. P. Gingras, and J. E. Greedan, Rev.
Mod. Phys. 82, 53 (2010).
[33] M. Watahiki, K. Tomiyasu, K. Matsuhira, K. Iwasa,
M. Yokoyama, S. Takagi, M. Wakeshima, and Y. Hi-
natsu, Journal of Physics: Conference Series 320, 012080
(2011).
[34] A. Bertin, Y. Chapuis, P. D. de Rotier, and A. Yaouanc,
Journal of Physics: Condensed Matter 24, 256003
(2012).
[35] S. H. Curnoe, Phys. Rev. B 78, 094418 (2008).
[36] M. Kurita, Y. Yamaji, and M. Imada, J. Phys. Soc. Jpn.
80, 044708 (2011).
[37] W. Witczak-Krempa and Y. B. Kim, Phys. Rev. B 85,
045124 (2012).
[38] F. J. Burnell, S. Chakravarty, and S. L. Sondhi, Phys.
Rev. B 79, 144432 (2009).
[39] A. Banerjee, S. V. Isakov, K. Damle, and Y. B. Kim,
Phys. Rev. Lett. 100, 047208 (2008).
[40] H. W. J. Blo¨te, R. F. Wielinga, and W. J. Huiskamp,
Physica 43, 549 (1969).
[41] K. Matsuhira, Y. Hinatsu, K. Tenya, H. Amitsuka, and
T. Sakakibara, Journal of the Physical Society of Japan
71, 1576 (2002).
[42] M. A. Subramanian, G. Aravamudan, and G. V. S. Rao,
Prog. Solid St. Chem. 15, 55 (1983).
[43] K. Ross, L. Savary, B. Gaulin, and L. Balents, Phys. Rev.
X 1, 021002 (2011).
[44] J. Lago, I. Zˇivkovic´, B. Z. Malkin, J. Rodriguez Fernan-
dez, P. Ghigna, P. Dalmas de Re´otier, A. Yaouanc, and
T. Rojo, Phys. Rev. Lett. 104, 247203 (2010).
[45] A. Koda, R. Kadono, K. Ohishi, S. R. Saha, W. Hige-
moto, S. Yonezawa, Y. Muraoka, and Z. Hiroi, Journal
of the Physical Society of Japan 76, 063703 (2007).
[46] J. Yamaura, K. Ohgushi, H. Ohsumi, T. Hasegawa,
I. Yamauchi, K. Sugimoto, S. Takeshita, A. Tokuda,
M. Takata, M. Udagawa, et al., Phys. Rev. Lett. 108,
247205 (2012).
[47] N. A. Bogdanov, R. Maurice, I. Rousochatzakis,
J. van den Brink, and L. Hozoi, Phys. Rev. Lett. 110,
127206 (2013).
[48] D. J. Singh, P. Blaha, K. Schwarz, and J. O. Sofo, Phys.
Rev. B 65, 155109 (2002).
[49] H. Shinaoka, T. Miyake, and S. Ishibashi, Phys. Rev.
Lett. 108, 247204 (2012).
[50] Y.-P. Huang and M. Hermele, unpublished.
[51] L. Fu and C. L. Kane, Phys. Rev. B 76, 045302 (2007).
6SUPPLEMENTARY MATERIAL
Appendix A: On-site interaction for d3 electron
configuration
As discussed in the main text, for d3 electron config-
uration, the on-site interaction plays an important role
and must be included. For a fixed lattice site, the interac-
tion Hint projected into the t2g manifold is of Kanamori
form,
Hint =
U
2
∑
m
∑
σ 6=σ′
d†mσd
†
mσ′dmσ′dmσ
+
U ′
2
∑
m6=m′
∑
σ,σ′
d†mσd
†
m′σ′dm′σ′dmσ
+
J
2
∑
m6=m′
∑
σ,σ′
d†mσd
†
m′σ′dmσ′dm′σ
+
J ′
2
∑
m6=m′
∑
σ,σ′
d†mσd
†
mσ′dm′σ′dm′σ. (A1)
Here, d†mσ creates an electron in the t2g orbital labeled
by m = 1, 2, 3, with spin σ =↑, ↓, and U,U ′, J, J ′ are the
Kanamori parameters. For simplicity, we take the atomic
limit by setting U = U ′+J+J ′ and J = J ′ ≡ JH , where
JH is the Hund’s coupling.
We have assessed the effect of on-site interaction by di-
rect diagonalization of the on-site Hamiltonian [Eq. (1)
in the main text], including spin-orbit coupling λ, trig-
onal crystal field splitting ∆3, as well as the interaction
parameter JH . For a fixed number of electrons, the Hub-
bard interaction U has no effect and can be neglected.
In Fig. 4a, the energy spectrum is plotted as a function
of JH/λ for ∆3 = λ. The ground state is a DO doublet,
and the first excitation is a dipolar doublet; we denote
the splitting between these levels by δ. Independent of
JH , we find that the DO doublet remains the ground
state (δ > 0), but δ/λ becomes small for JH & λ, as
large JH favors a S = 3/2 ground state. The splitting
δ is plotted in Fig. 4b for different values of ∆3/λ; it
is apparent that larger trigonal splitting leads to larger
separation between the two lowest doublets.
Appendix B: Lattice geometry
The pyrochlore lattice is a FCC lattice with four-site
basis. Setting the FCC lattice constant to unity, we
choose the FCC primitive vectors to be
a1 =
1
2
(0, 1, 1) (B1)
a2 =
1
2
(1, 0, 1)
a3 =
1
2
(1, 1, 0).
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FIG. 4. (a) The energy spectrum of the single-site Hamilto-
nian for d3 electron configuration, as a function of JH/λ at
∆3 = λ. (b) Plot of the splitting δ between the first excited
and ground doublets as a function of JH/λ for three different
values of ∆3/λ.
The basis vectors are taken to be
bi = −
√
3
8
zˆi, (B2)
where zˆi is defined below, and i = 1, . . . , 4 is the sublat-
tice index. The pyrochlore lattice can be viewed as com-
posed of corner-sharing tetrahedra whose centers form
a diamond lattice. The A-sublattice diamond sites are
{R}, and the B-sublattice sites are {R+ 14 (1, 1, 1)}, where
R is an arbitrary FCC Bravais lattice vector. The ba-
sis vectors themselves form the A-sublattice tetrahedron
centered at the origin. In the following we will use serif
symbol r, r′ to label the sites on the dual diamond lattice
and r, r′ to label the sites on the pyrochlore lattice. Py-
rochlore sites are also labeled by the pair (R, i), where
r = R+ bi.
It is convenient to introduce local coordinate systems
for each sublattice. These are given by unit vectors
(xˆi, yˆi, zˆi) defined as follows,
zˆ1 =
1√
3
(1, 1, 1) yˆ1 =
1√
2
(0, 1,−1),
zˆ2 =
1√
3
(1,−1,−1) yˆ2 = 1√
2
(−1, 0,−1),
zˆ3 =
1√
3
(−1, 1,−1) yˆ3 = 1√
2
(−1,−1, 0),
zˆ4 =
1√
3
(−1,−1, 1) yˆ4 = 1√
2
(−1, 1, 0), (B3)
and xˆi ≡ yˆi × zˆi. zˆi the local 3-fold axis of the D3d
7site symmetry, and points toward the center of the A-
sublattice tetrahedra.
Appendix C: Symmetry analysis
The Fd3¯m space group is generated by the following
operations: (1) Symmetries of the tetrahedron centered
at r = 0, forming the group Td. (2) Inversion I about the
site r = b1. (3) Primitive FCC translations Ta1 , Ta2 , Ta3 .
We also consider time reversal symmetry T .
The Td group preserving the r = 0 tetrahedron is gen-
erated by C3,1 and Mxy¯. Here, C3,1 is a 3-fold rotation
preserving the site r = b1, and Mxy¯ is a mirror reflection
sending x↔ −y. Explicitly,
C3,1 : r → C3,1r ≡
 0 0 11 0 0
0 1 0
 r, (C1)
and
Mxy¯ : r →Mxy¯r ≡
 0 −1 0−1 0 0
0 0 1
 r. (C2)
Below, we work out the effect of these symmetries on
DO doublets, first for the simpler case of localized pseu-
dospins, then for the case of itinerant electrons in DO
doublets.
1. Localized case
For concreteness, we begin by considering f -electron
magnetic moments on the sites of the pyrochlore lat-
tice, with total angular momentum J = 3/2, 9/2, 15/2.
We suppose that crystal field splitting leads to a ground
state DO doublet, with the same symmetry as the dou-
blet Jzi = ±J . (Note that we do not assume the ground
state doublet is exactly given by Jzi = ±J , only that
it transforms identically under symmetry.) Letting P
project onto the Jzi = ±J subspace, we define the pseu-
dospin operators by
τzRi =
1
2J
PJziRiP (C3)
τ+Ri =
1
(2J)!
P(J+iRi)2JP, (C4)
where τ−Ri = (τ
+
Ri)
†, τ±Ri = τ
x
Ri ± iτyRi, and J±iRi = JxiRi ±
iJyiRi. With these conventions, the pseudospin operator
τµRi (µ = x, y, z) has eigenvalues ±1/2. We can now
proceed to determine the symmetry transformations of
τµRi in terms of the known transformations of JRi.
The above discussion applies directly to DO doublets
obtained from d-electrons [case (1) in the main text],
upon replacing JRi with j
eff
Ri, and J with 3/2. Both JRi
and jeffRi transform identically under symmetry, namely
as time-reversal odd pseudovectors.
The generators of the symmetry group act on Jr as
follows:
Tai : Jr → Jr+ai (C5)
I : Jr → JIr (C6)
C3,1 : Jr → CT3,1JC3,1r (C7)
Mxy¯ : Jr → −MTxy¯JMxy¯r (C8)
T : Jr → −Jr. (C9)
For each symmetry operation S, we let UˆS be the unitary
operator representing it. The above notation is short-
hand for conjugation of Jr by the appropriate unitary or
anti-unitary operators representing each symmetry, e.g.
I : Jr → UˆIJrUˆ†I = JIr.
From the above relations and the definition of τµr , it is
straightforward to show
Tai : τ
µ
r → τµr+ai (C10)
I : τµr → τµIr (C11)
C3,1 : τ
µ
r → τµC3,1r (C12)
Mxy¯ : τ
x,z
r → −τx,zMxy¯r (C13)
Mxy¯ : τ
y
r → τyMxy¯r (C14)
T : τµr → −τµr . (C15)
It is notable that τµr transforms trivially under C3,1 and
that τyr transforms trivially under all space group oper-
ations. This is a direct reflection of the octupolar char-
acter of τy (see Sec. D).
The space group transformation properties can be sim-
ply stated without choosing specific generators. Consider
the diamond lattice formed by the tetrahedron centers
r. Every space group operation either preserves the di-
amond A-sublattice (and hence also the B-sublattice),
or it exchanges A- and B-sublattices. We refer to the
former operations as A/B-preserving, and the latter as
A/B-exchanging. For improper A/B-preserving opera-
tions (e.g. mirror planes), τx,zr is odd. (More precisely,
if S is such an operation, then S : τx,zr → −τx,zSr .) For
proper A/B-preserving operations, τx,zr is even. This is
reversed for A/B-exchanging operations, with τx,z even
under improper operations and odd under proper oper-
ations. Finally, τyr is even under all space group opera-
tions.
2. Itinerant case
Here, we work out the effect of space group and time
reversal symmetry on electron operators, as required to
construct models of itinerant electrons in DO doublets.
Rather than pursuing a direct microscopic analysis, we
adopt an indirect approach. The idea is to first write
down, for each generator, the most general transforma-
tion of the electron operator consistent with the pseu-
dospin transformations derived above. Each such trans-
formation involves unknown phase factors, and in general
8the resulting transformations do not satisfy the relations
defining the symmetry group. We show that, up to gauge
transformations, the phase factors are completely deter-
mined by requiring the group relations to hold.
We let c†Riα, where α = ±, create an electron at site
(R, i) in pseudospin state τzRi = 1/2 for α = +, and
τzRi = −1/2 for α = −. It is convenient sometimes to
suppress the pseudospin index and write c†Ri, which we
can think of as a two-component row vector of opera-
tors. Sometimes we suppress both spin and basis indices,
writing c†R, an 8-component row vector of operators. The
pseudospin operator is τµRi =
1
2c
†
Riσ
µcRi.
Since translations Tai commute, a gauge can be chosen
in which
Tai : c
†
R → UˆTai c
†
RUˆ
†
Tai
= c†R+ai . (C16)
The residual gauge freedom preserving this form of Tai
is c†Ri → αgi c†Ri, where αgi ∈ U(1).
The most general action of time reversal consistent
with Eq. (C15) is T : c†R → T c†RT −1 = c†RUTR , where
UTR =

αTR1(iσ
y) 0 0 0
0 αTR2(iσ
y) 0 0
0 0 αTR3(iσ
y) 0
0 0 0 αTR4(iσ
y)
 ,
(C17)
where αTRi ∈ U(1). Using the fact that UˆTaiT = T UˆTai ,
it is easy to show αTRi ≡ αTi . Moreover, we can make
a gauge transformation to set αTi = 1, and thus T :
c†Ri → c†Ri(iσy). The residual gauge freedom preserving
the form of both translations and time reversal is still
c†Ri → αgi c†Ri, but now each αgi ∈ {±1}.
The most general form of C3,1 rotation consistent with
the pseudospin transformations is
C3,1 : c
†
R → UˆC3,1c
†
RUˆ
†
C3,1
= c†C3,1RU
C3,1
R , (C18)
where the 8× 8 matrix UC3,1R is given in 2× 2 block form
by
U
C3,1
R =

αCR0 0 0 0
0 0 0 αCR1
0 αCR2 0 0
0 0 αCR3 0
 , (C19)
for αCRi ∈ U(1). This is simplified by noting that
UˆC3,1UˆTai = UˆTC3,1ai UˆC3,1 implies α
C
Ri ≡ αCi , and
T UˆC3,1 = UˆC3,1T gives αCi ∈ {±1}.
To proceed further, we employ the relation [UˆC3,1 ]
3 =
−1, where the minus sign reflects the S = 1/2 nature of
electrons. This implies that αC1 = −1, and αC2 αC3 αC4 =
−1. It is then possible set all αCi = −1, by making a
gauge transformation of the form αg1 = 1, and α
g
i ∈ {±1}
(for i = 2, 3, 4). The resulting form of C3,1 rotation is still
preserved by gauge transformations with αg1 ∈ {±1} and
αgi = 1 (for i = 2, 3, 4).
Next we consider the mirror reflection Mxy¯, which acts
on electron operators by
Mxy¯ : c
†
R → UˆMxy¯c
†
RUˆ
†
Mxy¯
= c†Mxy¯RU
Mxy¯
R , (C20)
where
UMxy¯ =

0 0 0 αMR1(iσ
y)
0 αMR2(iσ
y) 0 0
0 0 αMR3(iσ
y) 0
αMR4(iσ
y) 0 0 0
 ,
(C21)
where αMRi ∈ U(1). The relation UˆMxy¯ UˆTai =
UˆTMxy¯ai UˆMxy¯ implies α
M
Ri ≡ αMi , and T UˆMxy¯ = UˆMxy¯T
gives αMi ∈ {±1}.
Viewing Mxy¯ as the composition of a C2 rotation and
an inversion, we require the relation [UˆMxy¯ ]
2 = −1, which
implies αM1 = α
M
4 . The relation [UˆMxy¯ UˆC3,1 ]
4 = −1 then
implies αM2 = −αM3 . To fix the remaining free param-
eters, in addition to gauge freedom, we have the free-
dom to redefine UˆMxy¯ → −UˆMxy¯ , which allows us to set
αM2 = −1, αM3 = 1. We can then make a gauge transfor-
mation of the form αg1 ∈ {±1}, αgi = 1 (for i = 2, 3, 4),
to set αM1 = α
M
4 = 1, thus completely fixing the form of
UˆMxy¯ .
The only remaining generator is inversion, which acts
on electron operators by
I : c†Ri → UˆIc†RiUˆ†I = c†[−R+2(b1−bi)],iαIRi, (C22)
for αIRi ∈ U(1). The relation UˆTai UˆI = UˆIT−ai implies
αIRi ≡ αIi , and T UˆI = UˆIT gives αI ∈ {±1}.
To proceed further, considering the action of the rela-
tion UˆIUˆC3,1 = UˆC3,1UˆI on c
†
Ri, for R = 0, gives α
I
2 =
αI3 = α
I
4 . Similarly, acting on c
†
0,0 with UˆTa3 UˆIUˆMxy¯ =
UˆMxy¯ UˆI gives α
I
1 = α
I
4 , and thus all the α
I
i are equal.
We can then set αIi = 1 by exploiting the freedom to
send UˆI → −UˆI .
We have thus completely fixed the action of symmetry
on electron operators. To summarize, we have obtained
the following results:
Tai : c
†
R → c†R+ai (C23)
I : c†Ri → c†[−R+2(b1−bi)],i (C24)
C3,1 : c
†
R → c†C3,1RUC3,1 (C25)
Mxy¯ : c
†
R → c†Mxy¯RUMxy¯ (C26)
T : c†Ri → c†Ri(iσy), (C27)
where the 8 × 8 matrices UC3,1 and UMxy¯ are given in
2× 2 block form by
U
C3,1
R =
 −1 0 0 00 0 0 −10 −1 0 0
0 0 −1 0
 , (C28)
9UMxy¯ =
 0 0 0 (iσ
y)
0 −(iσy) 0 0
0 0 (iσy) 0
(iσy) 0 0 0
 . (C29)
We have also obtained the same results directly from a
microscopic analysis[50], but prefer the indirect approach
presented here both for its greater technical simplicity,
and the additional insight it provides.
Appendix D: Dipolar-octupolar nature of the
doublets
Here, we consider the transformation of τµ under the
D3d site symmetry. We show that τ
x,z transform like
mz, the z-component of a magnetic dipole, while τ
y does
not transform like any component of a magnetic dipole.
Instead, τy transforms like a component of the magnetic
octupole tensor Tµνλ. In this section, we will consider a
fixed site r. We consider dipole mµ and octupole Tµνλ
tensors in the local coordinates introduced in Sec. B, sup-
pressing the basis index i to simplify the notation.
The D3d site symmetry is generated by 3-fold rotation
C3, inversion I, and a mirror plane M . (There are three
different mirror planes; we arbitrarily choose one of these
to be a generator.) The dipole mµ transforms as a pseu-
dovector under these operations, as does each index of
Tµνλ. It follows from Sec. C 1 that
C3 : τ
µ → τµ (D1)
M : τx,z → −τx,z (D2)
M : τy → τy (D3)
I : τµ → τµ. (D4)
It is clear that τµ does not transform as a pseudovector.
We observe that τz and τx transform identically to one
another, and also to mz; therefore the µ = x, z compo-
nents of τµ are dipolar. On the other hand, τy does not
transform as any component of mµ. Note that inversion
does not play an important role, acting trivially on τµ,
mµ and Tµνλ.
Instead, τy transforms identically to a component of
Tµνλ. To identify the appropriate component, we change
coordinates from µ = x, y, z to α = +,−, z by writing
mα = Rαµmµ (D5)
Tαβγ = RαµRβνRγλTµνλ, (D6)
where
R =
 1 i 01 −i 0
0 0 1
 . (D7)
We have transformation laws
C3 : m± → e±2pii/3m± (D8)
C3 : mz → mz (D9)
M : m± → e±iφMm∓ (D10)
M : mz → −mz, (D11)
1
2
3
4
3
2
4
FIG. 5. Orientations of nearest-neighbor bonds for which the
nearest-neighbor hopping takes an identical form on every
bond. The sites are numbered by basis index i = 1, . . . , 4. The
center of the tetrahedron on the right (solid line bonds) lies in
the diamond A-sublattice, while that of the left-hand tetra-
hedron (dashed-line bonds) lies in the diamond B-sublattice.
with the same transformations holding for each index of
Tαβγ . Here, φM = pi, pi/3,−pi/3, depending on which
of the three D3d mirror planes is chosen for M . For our
purposes, the phase factor φM is unimportant, as it drops
out in the transformation of T+++ and T−−−; that is
M : T+++ → −T−−− (D12)
M : T−−− → −T+++. (D13)
Using these transformations, we can identify
τy ∼ i(T+++ − T−−−). (D14)
As desired, the right-hand side is real and time-reversal
odd, since time reversal T : m± → −m∓.
Appendix E: Tight-binding model
Here we describe the symmetry allowed tight-binding
model for itinerant electrons in DO doublets on the py-
rochlore lattice, and provide more information on the
analysis of the corresponding electron band structures.
Requiring Fd3¯m space group and time reversal sym-
metry, the symmetry transformations given in Sec. C 2
can be used to determine the most general tight-binding
model allowed by symmetry. The electron hopping has
the general form given in Eq. (2) of the main text
HTB =
∑
(r,r′)
[
c†rTrr′cr′ + h.c.
]
, (E1)
where the sum is over all bonds, with some arbitrary but
fixed choice of orientation for each bond. Time reversal
symmetry implies Trr′ = t
0
rr′ + it
µ
rr′σ
µ. For nearest-
neighbor bonds 〈rr′〉, space group symmetry implies
T〈rr′〉 = it1nnσ
x + it3nnσ
z, (E2)
with the orientation shown in Fig. 5. The nearest-
neighbor hopping Hamiltonian thus has an identical form
10
on every bond. A pseudospin rotation about the local yi
axes can eliminate one hopping parameter, resulting in
Hnn =
∑
〈rr′〉
c˜†r(it˜
3
nnσ
z)c˜r′ + h.c., (E3)
where t˜3nn =
√
(t1nn)
2 + (t3nn)
2 and c˜r, c˜
†
r are electron op-
erators in the rotated basis.
The nearest-neighbor model at half-filling has a non-
generic and highly unstable Fermi surface specified by
cos kx2 + cos
ky
2 + cos
kz
2 = 0, which coincides with a sur-
face of intersection between two bands. The correspond-
ing band structure is plotted in Fig. 6(a). This highly
fine-tuned Fermi surface is unstable to further-neighbor
hopping, and it is thus crucial to include at least second-
neighbor hopping in the tight-binding model.
Letting (rr′)2 label second-neighbor bonds, we specify
the second-neighbor hopping by giving Trr′ on a reference
bond (r0r
′
0)2, where r0 = b2, r
′
0 = − 14 (1, 1, 1)− b4. We
have
T(r0r′0)2 = w0 + iwxσ
x + iwzσ
z, (E4)
where wy is forbidden by the C2 rotation symmetry tak-
ing the bond into itself. The reference bond can be
mapped into any second-neighbor bond by an appropri-
ate space group operation, so all T(rr′)2 can be obtained
from T(r0r′0)2 . Unlike for nearest-neighbor hopping, the
form of T(rr′)2 varies from bond to bond. The global
pseudospin rotation resulting in Eq. (E3) for nearest-
neighbor hopping affects the second-neighbor hopping
merely by transforming the parameters (w0, wx, wz) →
(w˜0, w˜x, w˜z).
Including second-neighbor hopping, we find that the
ground state is either a metal [Fig. 6(b)] or semimetal
with isolated four-fold band touchings at the W-points.
[Fig. 6(c)]. The phase diagram is discussed in the main
text. The putative semi-metal phase is an incipient topo-
logical band insulator. Because there is a gap at all time
reversal invariant momenta, the Z2 invariant can be com-
puted using the Fu-Kane formula [51], and is found to
correspond to a strong topological insulator. This im-
plies that any time reversal preserving perturbation that
opens a full gap leads to a strong topological insulator.
In fact, the W point band touching in the semimetal
phase is unstable, and its presence is an artifact of
restriction to only first- and second-neighbor hopping.
Upon including fourth-neighbor hopping, a gap opens at
the W point, resulting in a strong topological insulator
(third-neighbor hopping does not open a gap). To es-
tablish this, among the 6 distinct W points, we focus on
kW = (2pi, pi, 0). Letting H(k) be the 8×8 Bloch Hamil-
tonian including first- and second-neighbor hopping, we
observe that H(kW ) is block-diagonalized by the unitary
transformation H˜(k) = U†WH(k)UW , where
UW =
1√
2
 1 0 1 00 1 0 1i 0 −i 0
0 i 0 −i
⊗ 12×2. (E5)
Here 12×2 is the identity matrix acting in the DO doublet
pseudospin space. We find, in 4× 4 block form
H˜(kW ) =
(
F14×4 0
0 K
)
, (E6)
where the upper-left block acts in the manifold of the
4-fold touching, F is the Fermi energy, and K is a Her-
mitian 4× 4 matrix with eigenvalues not equal to F .
To proceed, we consider the 4×4 effective Hamiltonian
Heff(q) that describes the splitting of the band touching
for k = kW + q, where q is small compared to the Bril-
louin zone size. In principle, this can be constructed by
expanding the Bloch Hamiltonian H(kW + q) in powers
of q, and treating the q-dependent terms via degenerate
perturbation theory.
For the present purposes, it is more useful to determine
the most general form of Heff(q) allowed by symmetry.
The group of the wavevector for kW is isomorphic to
C4v, and is generated by the four-fold rotation-reflection
S4y = C3,1Mxy¯ and the mirror reflection Mx = IC2x,
where C2x ∈ Td is a pi-rotation about the (100) axis. In
addition, the composition of inversion and time rever-
sal IT is an anti-unitary symmetry leaving all k-points
invariant. Using the results of Sec. C 2, and the trans-
formation UW , we determined the action of these sym-
metries in the 4-dimensional manifold of the band touch-
ing. To quote the results, we introduce the operators
Tµ = σµ ⊗ 12×2 and Σµ = 12×2 ⊗ σµ; any 4× 4 Hermi-
tian matrix can be written as a real linear combination of
14×4, Tµ, Σµ, and TµΣν . The symmetries act as follows:
S4y : Σ
x,z → −Σx,z (E7)
S4y : Σ
y → Σy (E8)
S4y : T
x → −T y (E9)
S4y : T
y → −T x (E10)
S4y : T
z → −T z (E11)
S4y : (qx, qy, qz)→ (qz,−qy,−qx), (E12)
and
Mx : Σ
µ → Σµ (E13)
Mx : T
x → −T y (E14)
Mx : T
y → −T x (E15)
Mx : T
z → −T z (E16)
Mx : (qx, qy, qz)→ (−qx, qy, qz), (E17)
and finally
IT : Σµ → −Σµ (E18)
IT : T x → T y (E19)
IT : T y → T x (E20)
IT : T z → T z (E21)
IT : q → q. (E22)
The most general Hamiltonian respecting IT is
Heff(q) = 0(q)14×4 + fa(q)γa, (E23)
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where a = 1, . . . , 5, the fa(q) are arbitrary functions of
q, and
γ1 =
1√
2
Σx(T x − T y) (E24)
γ2 =
1√
2
Σy(T x − T y) (E25)
γ3 =
1√
2
Σz(T x − T y) (E26)
γ4 =
1√
2
(T x + T y) (E27)
γ5 = T
z. (E28)
The γa matrices satisfy the γ-matrix algebra {γa, γb} =
2δab, and it follows that the energy spectrum of Heff(q)
is
E±(q) = 0(q)±
√√√√ 5∑
a=1
[fa(q)]2, (E29)
where each (non-zero) energy level is two-fold degenerate.
A band touching occurs at q only when fa(q) = 0 for
all a. In the putative W-point semi-metal, there is an
isolated touching at q = 0, and 0(0) = F .
The remaining symmetries S4y and Mx constrain the
form of the fa(q). Keeping terms up through second
order in q, we find:
f1(q) = c1yqy + c1xx(q
2
x − q2z) (E30)
f2(q) = m+ c2yyq
2
y + c2xx(q
2
x + q
2
z) (E31)
f3(q) = c3yqy + c3xx(q
2
x − q2z) (E32)
f4(q) = c4xzqxqz (E33)
f5(q) = c5xzqxqz (E34)
0(q) = F + e0yyq
2
y + e0xx(q
2
x + q
2
z). (E35)
There is clearly a 4-fold touching at q = 0 only if
m = 0, so evidently it happens that m vanishes if we only
include first- and second-neighbor hopping. This can be
understood by recalling that first- and second-neighbor
hopping do not involve the σy Pauli matrix in the DO
doublet space, and thus the 8×8 Bloch Hamiltonian can
be written in the form
H(k) = M0(k)⊗12×2+M1(k)⊗σx+M3(k)⊗σz, (E36)
where the M0,1,3(k) are 4 × 4 Hermitian matrices. It
follows from the form of UW that also
H˜(k) = M˜0(k)⊗12×2 +M˜1(k)⊗σx+M˜3(k)⊗σz (E37)
Now, Heff(q = 0) is simply the upper-left 4× 4 block of
H˜(kW ), and we thus see that Σ
y and ΣyTµ terms cannot
appear. In particular, since γ2 = Σ
y(T x − T y)/√2, this
implies that f2(0) = 0. This result holds unless we con-
sider hopping that involves σy in the DO doublet space;
it turns out that the shortest-range hopping for which
this occurs is fourth-neighbor.
FIG. 6. Band structure along high symmetry lines with en-
ergy in units of t˜3nn. (a) Only nearest-neighbor hopping is con-
sidered. (b) The metallic phase when both nearest-neighbor
and second-neighbor hoppings are present. (c) The semimetal
phase with W-point band touchings when nearest-neighbor
and second-neighbor hoppings are present. (d) The strong
topological insulator phase after the fourth-neighbor hop-
ping is included on top of the nearest-neighbor and second-
neighbor hopping. The topological invariant of the strong
topological insulator is (ν; ν1, ν2, ν3) = (1; 0, 0, 0).
Now we consider the effect of a small m 6= 0 on the
energy spectrum. We are interested in the presence or
absence of a gap. We first note that, in the quadratic
approximation for fa(q), and for generic values of the
parameters c1y, c1xx, etc.,
∑
a6=2[fa(q)]
2 6= 0 for q 6= 0.
Then since f2(0) = m,
∑
a[fa(q)]
2 6= 0 for all q, and a full
gap is opened. For generic parameters, this result is also
expected to hold beyond the quadratic approximation,
since each fa(q) = 0 defines a surface in q-space, and the
four surfaces for a = 1, 3, 4, 5, apart from intersecting at
q = 0, are not expected to have other intersections.
The above discussion implies that a small fourth-
neighbor hopping will open a gap at the W point, which
we have directly verified. A band structure illustrating
this effect is shown in Fig. 6(d).
Appendix F: XYZ model and quantum spin ice
Here, we mention some features of the XYZ Hamilto-
nian
HXYZ =
∑
〈rr′〉
J˜xτ˜
x
r τ˜
x
r′ + J˜y τ˜
y
r τ˜
y
r′ + J˜z τ˜
z
r τ˜
z
r′ , (F1)
and discuss its dQSI and oQSI phases.
First, we note that HXYZ has an extra Z2 × Z2 spin
symmetry, which is not expected to be preserved upon
including longer-range or multi-spin exchange. Keeping
this in mind, for simplicity we have confined our attention
to the nearest-neighbor model.
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The XYZ Hamiltonian has no quantum Monte Carlo
sign problem over a substantial portion of its parameter
space. This is seen upon expressing HXYZ in terms of τ˜
z
and τ˜± = τ˜x ± iτ˜y, where
HXYZ =
∑
〈rr′〉
[
Jzz τ˜
z
r τ˜
z
r′ − J±(τ˜+r τ˜−r′ + h.c.)
+J±±(τ˜+r τ˜
+
r′ + h.c.)
]
. (F2)
Here, Jzz = J˜z, J± = − 14 (J˜x+J˜y), and J±± = 14 (J˜x−J˜y).
The XYZ Hamiltonian is thus similar to the model dis-
cussed in Ref. 22, but is simpler in that it lacks the bond-
dependent phase factors of the latter model. Because the
transformation τ˜+ → iτ˜+ sends J±± → −J±± without
affecting the other terms, there will be no sign problem
when J˜x + J˜y < 0, in world-line or stochastic series ex-
pansion quantum Monte Carlo. By cubic permutations,
the sign problem is also absent when J˜y + J˜z < 0 or
J˜x + J˜z < 0.
Now, we discuss quantum spin ice in the perturbative
regime [2], where Jzz > 0 and Jzz  |J±|, |J±±|. In the
limit of J± → 0 and J±± → 0, the resulting Hamiltonian
produces an extensively degenerate ground state man-
ifold that is spanned by the so-called “two-in-two-out”
spin ice configurations.
Quantum dynamics is turned on with small J± and
J±±. Standard degenerate perturbation theory generates
an effective low energy Hamiltonian that acts within the
spin-ice manifold. The leading-order effective Hamilto-
nian is
Heff = Jring
∑
hexagon
(
τ˜+1 τ˜
−
2 τ˜
+
3 τ˜
−
4 τ˜
+
5 τ˜
−
6 + h.c.,
)
(F3)
where 1, 2, · · · , 6 label the 6 spins on the perimeter of a
pyrochlore hexagon, and Jring ∝ J3±/J2zz. J±± does not
contribute to Heff at third-order.
Heff can be mapped to a U(1) lattice gauge theory [2]
by writing
τ˜zr = Err′ , (F4)
τ˜±r = e
±iArr′ , (F5)
where the pyrochlore site r corresponds to the link rr′
of the dual diamond lattice, and E and A are a lat-
tice electric field and vector potential defined on the di-
amond links. This definition holds for r in the diamond
A-sublattice and r′ in the diamond B-sublattice. In order
to interpret E and A as lattice vector fields, we choose
Err′ = −Er′r and Arr′ = −Ar′r.
The Hamiltonian Heff can be interpreted as the
Maxwell term suppressing magnetic flux through each
hexagon. We focus on J± ≥ 0, where Jring < 0, which fa-
vors a ground state with zero flux through each hexagon.
Quantum spin ice can be understood as the decon-
fined phase of U(1) gauge theory [2], and is in fact the
ground state of the ring exchange Hamiltonian Heff [39].
The low-energy effective Hamiltonian density is simply
H = Ke ~E2 + Kb ~B2, where ~E, ~B are continuum electric
and magnetic fields. So far we have been describing dQSI.
Upon permuting the axes in pseudospin space, the same
discussion applies to oQSI, which arises when J˜y > 0 is
large. The difference lies only in the space group trans-
formations of the electric and magnetic fields.
In the continuum theory, we consider transformations
of ~E and ~B under the Oh point group to distinguish dQSI
and oQSI. It is straightforward to identify the irreducible
representations ofOh under which ~E and ~B transform. In
dQSI, ~E transforms as Γ+4 (pseudovector representation)
with ~B transforming as Γ−4 (vector representation). In
oQSI, on the other hand, ~E transforms as Γ+5 , with
~B
transforming as Γ−5 . In both dQSI and oQSI, ~E ( ~B) is
odd (even) under time reversal.
The oQSI transformations can be simply understood
by noting that Oh = Td × Z2, where Td is the group
of symmetries of a pyrochlore tetrahedron, and the Z2
is generated by inversion I. Then any g ∈ Oh can be
uniquely written g = Ist, where s = 0, 1, and t ∈ Td.
Letting DΓ±4,5
(g) be the representation matrices for g ∈
Oh, we have
DΓ±5
(t) = DΓ∓4
(t) (F6)
DΓ±5
(It) = −DΓ∓4 (It). (F7)
Therefore, we can say that Γ+5 agrees with the vector
representation on Td, but for g /∈ Td, the transformations
come with an extra minus sign. Similarly, Γ−5 agrees with
the pseudovector representation on Td.
In dQSI, equal-time dipolar spin correlations are given
by 〈 ~E ~E〉 electric field correlations, which fall off as 1/r4.
The above results can be used to determine the corre-
sponding (but more subtle) result for oQSI. First, we note
that τzr can be viewed as a vector field on the diamond
lattice, transforming as a time-reversal odd pseudovec-
tor (i.e. identical to ~E in dQSI). Therefore, in the long
wavelength limit, τzr transforms as Γ
+
4 .
To proceed, we need to construct the operator in the
(Gaussian) oQSI continuum theory with smallest scal-
ing dimension, that also transforms as Γ+4 and is time-
reversal odd. We have dim ~E = dim ~B = 2, and
dim ∂µ = 1. Also, the derivative ∂µ transforms as Γ
−
4 .
For example, we need to consider operators of the form
∂µ ~Eν , which transforms as Γ
−
4 ⊗ Γ+5 . Decomposing this
into irreducible representations, we find that Γ+4 does not
appear in the tensor product, and this operator does not
contribute to the dipolar spin correlations. Proceeding in
this fashion, the desired operator is instead of the form
Oµνλ = ∂µ∂ν( ~E)λ, with dimOµνλ = 4. The correspond-
ing correlations fall off as a power law with exponent
twice the scaling dimension, so the oQSI dipolar correla-
tions fall off as 1/r8.
This result ignores the role of long-range dipolar in-
teraction, which is potentially significant in f -electron
systems, but its main purpose is to illustrate a sharp
difference between dQSI and oQSI. In addition, if one
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restricts to the XYZ Hamiltonian only (i.e. includes no
longer-range exchange), the Z2 × Z2 symmetry actually
implies that dipolar correlations fall off exponentially in
oQSI, since both τz and τx transform non-trivially under
Z2 × Z2.
Appendix G: Gauge Mean Field Theory
The formalism of gauge mean field theory (gMFT) for
the pyrochlore lattice was introduced in Refs. 21 and
22. This mean-field theory is anchored to the QSI phase
known to occur in the easy-axis limit [39], and allows one
to assess the competition between QSI and magnetically
ordered phases. Here, we adapt the gMFT formalism
specifically to the pyrochlore XYZ model.
1. Slave particles
The ground state of Heff [Eq. (F3)] is a U(1) quantum
spin liquid whose low energy physics is described by com-
pact quantum electrodynamics in 3+1 dimensions[2, 39].
In the gauge theory language, the “two-in-two-out” spin
ice rule becomes Gauss’ law, and the τ˜±r breaks the ice
rule by creating electrically charged spinon excitations
on neighboring tetrahedra. The J± term describes the
hopping of spinons on the dual diamond lattice sites.
Following Refs. 21 and 22, to make the spinons and
gauge field explicit, we enlarge the physical Hilbert space
by writing the spin operators as
τ˜+r,r+ei = Φ
†
r s
+
r,r+eiΦr+ei (G1)
τ˜zr,r+ei = s
z
r,r+ei , (G2)
where r is an A sublattice site of the diamond lattice,
and ei connects r to its neighbors on the dual diamond
lattice. Φ†r (Φr ) is the spinon creation (annihilation) op-
erator at site r, and szrr′ , s
±
rr′ are spin-1/2 operators that
act as gauge fields. Since the spinons are bosonic, we
further write Φ†r = eiφr (Φr = e−iφr), where φr is a 2pi
periodic angular variable and Φ†r Φr = 1 by construction.
In the above equations, the physical Hilbert space has
been enlarged to the the combined space of the spinons
and gauge field. To project back to the physical Hilbert
space, we implement the following constraint,
Qr = ηr
∑
i
szr,r+ηrei , (G3)
where ηr = ±1 for r ∈ A/B sublattice. Here Qr is the
spinon number operator and satisfies
[φr, Qr′ ] = iδrr′ . (G4)
The XYZ model Hamiltonian [Eq. (F2)] can be rewritten as
HXYZ =
Jzz
2
∑
r
Q2r − J±
∑
r
∑
i 6=j
Φ†r+ηreiΦr+ηrejs
−ηr
r,r+ηreis
+ηr
r,r+ηrej
+
J±±
2
∑
r
∑
i 6=j
(
Φ†r Φ
†
r Φr+ηreiΦr+ηrejs
ηr
r,r+ηreis
ηr
r,r+ηrej + h.c.
)
+ constant. (G5)
The J±± term now appears as an interaction between spinons. The above Hamiltonian is manifestly invariant under
the local U(1) gauge transformation (Φr → Φre−iχr , s±rr′ → s±rr′e±i(χr′−χr)).
2. Mean field theory
Following Ref. 22, we now decouple the Hamiltonian in Eq. (G5) by mean field theory. As an illustration, the
spinon hopping term is decoupled as follows,
Φ†r+ηreiΦr+ηrejs
−ηr
r,r+ηreis
+ηr
r,r+ηrej →
(
Φ†r+ηreiΦr+ηrej − 〈Φ†r+ηreiΦr+ηrej 〉
)〈s−ηrr,r+ηrei〉〈s+ηrr,r+ηrej 〉
+ 〈Φ†r+ηreiΦr+ηrej 〉
(
s−ηrr,r+ηrei〈s+ηrr,r+ηrej 〉+ 〈s−ηrr,r+ηrei〉s+ηrr,r+ηrej − 〈s−ηrr,r+ηrei〉〈s+ηrr,r+ηrej 〉
)
.(G6)
Similar decouplings can also be made to the J±± term. The microscopic Hamiltonian is now reduced to mean field
Hamiltonians for both spinon sector HΦ and gauge sector Hs,
HXYZ → HgMFT = HΦ +Hs. (G7)
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Here, HΦ is given by
HΦ =
Jzz
2
∑
r
Q2r − J±∆2
∑
r
Φ†r+ηreiΦr+ηrej
+
J±±∆2
2
∑
r∈A
∑
i6=j
[
Φ†r Φ
†
rχ
B
ij + χ
A
0
∗
Φr+eiΦr+ej + 2
(
Φ†r Φr+eiξj + Φ
†
r Φr+ejξi
)
+ h.c.
]
+
J±±∆2
2
∑
r∈B
∑
i6=j
[
Φ†r Φ
†
rχ
A
ij + χ
B
0
∗
Φr−eiΦr−ej + 2
(
Φ†r Φr−eiξ
∗
j + Φ
†
r Φr−ejξ
∗
i
)
+ h.c.
]
. (G8)
We have chosen a mean-field state where the spinons feel
zero magnetic flux through each hexagon, as appropri-
ate for Jring < 0 and J± < 0, and have thus chosen a
gauge in which the spinon hopping is uniform. We have
introduced the sublattice mixing parameters,
ξi ≡ 〈Φ†r Φr+ηrei〉 for r ∈ A, (G9)
the onsite pairing parameters,
χA0 = 〈Φr Φr 〉 for r ∈ A, (G10)
χB0 = 〈Φr Φr 〉 for r ∈ B, (G11)
and the inter-site pairing
χAij = 〈Φr−eiΦr−ej 〉 for r ∈ B, (G12)
χBij = 〈Φr+eiΦr+ej 〉 for r ∈ A. (G13)
Finally, the parameter ∆ is defined as ∆ = 〈s±r,r±ei〉 is
chosen uniformly on all bonds due to the above gauge
choice. Hs only contains Zeeman terms for s
µ
rr′ and is
trivially solved, leading to ∆ = 1/2.
The ground state of HΦ in Eq. (G8) is then solved self-
consistently under the constraint Φ†r Φr = 1. The gMFT
ground state is selected by optimizing the variational en-
ergy 〈HXYZ〉 in Eq. (G5). Magnetic ordering appears
when the spinon field is condensed with the physical or-
der parameter given by 〈τ˜+r,r+ei〉 = 〈Φ†r 〉〈s+r,r+ei〉〈Φr+ei〉.
We find that, the pairing parameters always vanish when
the spinon field is not condensed, indicating the absence
of an intermediate Z2 quantum spin liquid in this mean
field approach. Therefore, the phase boundary of the
phase diagram in the main text is obtained when the
spinon field condensation takes place.
