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Abstract: 
As a quick econometric solution to handle potential endogeneity issues in panel data models, the Arellano-
Bond/Blundell-Bond generalized method of moments (GMM) estimator continues to gain popularity in IS research. 
Despite this estimator’s sensitivity to model specifications and estimation strategies, a noticeable number of IS studies 
that have employed this method have failed to report the detailed model specifications, robustness check results with 
different model specifications and estimation strategies, or test statistics, which render their empirical results less 
credible. Using simulated data and real data, we empirically demonstrate that passing the commonly required tests, 
such as the m2 test and the Sargan/Hansen test, does not guarantee the estimate’s validity because its size and 
statistical significance can largely depend on the estimation procedure and moment restrictions that researchers 
choose. We urge researchers to not only report the results of significant focal variables but also explicitly discuss 
model specifications and estimation strategies and provide robustness checks with different model specifications 
along with their complete test results. 
Keywords: Dynamic Panel Estimation, Generalized Method of Moments, Instrument Proliferation Problem, Model 
Specification. 
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1 Introduction 
Information systems (IS) researchers have begun turning to the Arellano and Bond (1991), Arellano and 
Bover (1995), and Blundell and Bond (1998) generalized method of moments (which we refer to as the 
“GMM” henceforth) estimators when working with panel data. We found 23 empirical studies in the major 
IS journals (ISR, JMIS, and MISQ) from 2014 to 2019 that have employed the GMM estimator as either 
the main estimation method (20 papers) or robustness check approach (three papers) compared to only 
10 studies before 2014 (see Appendix A4). We can attribute this recent popularity mainly due to the GMM 
estimator’s ability to address endogeneity issues between the dependent and the explanatory variables in 
a dynamic panel model. The GMM estimator exploits the lagged values of endogenous variables as 
instruments without sourcing the instrument variables from outside data. 
The GMM approach provides flexibility in its implementation, which provides researchers with numerous 
choices for their model specification and estimation strategy. However, the GMM estimator is sensitive to 
the estimation procedure and moment restrictions that one chooses; failing to report them makes it difficult 
to replicate or verify the empirical result. For example, selecting different instrument sets can yield 
significantly different coefficient estimates and p-values. Nonetheless, few IS studies report all the 
necessary details. For instance, among the 20 empirical studies that employed the GMM as their primary 
analysis, not one said anything about their instrument sets and only seven conducted GMM-specific 
robustness checks. 
Thus, in this paper, we raise concerns for our community by demonstrating how incomplete model 
specification details or missing robustness checks leave room for other possibilities and render analysis 
results less credible. We also summarize several attempts to improve the credibility of the empirical 
results that one obtains via the GMM estimator, such as reporting estimation strategies GMM-specific 
robustness checks in detail, which may facilitate future IS studies that employ the method. 
2 What is the GMM Estimator? 
When estimating a dynamic panel data model with a lagged dependent variable(s) as a regressor(s), the 
simplest form for individual i (i = 1,..,N) at time t (t = 2,…,T) is: 
                                (1) 
One can first-difference the above level equation to eliminate individual fixed effects,   ; however,         
is endogenous (as it correlates with     ), which makes the ordinary least squares estimation invalid. On 
the other hand, lags of the dependent variables (e.g.,       ) do not correlate with      but do correlate with 
       , which makes them suitable for instrumenting         in this first-differenced equation (Anderson & 
Hsiao, 1981). We propose that researchers can employ a matrix of lagged dependent variables,    as 
instruments (which researchers commonly refer to as the “difference GMM”) (Arellano & Bond, 1991): 
    
         
          
        
             
  (2) 
The difference GMM does not constitute a panacea for addressing the endogeneity issue inherited in a 
dynamic panel model. When the change in the dependent variable is close to a random walk, for example, 
one could not reasonably use lagged-level variables to instrument the difference. Blundell and Bond 
(1998) proposed additional moment conditions; as such, the instrument matrix is augmented to the 
following: 
  
   
     
      
    
        
  (3) 
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Researchers refer to GMM estimation based on the above instrument matrix the “system GMM”, which 
improves the estimation accuracy and efficiency, especially in situations with a small panel length or large 
autoregression parameter α (Blundell & Bond, 1998). 
To check whether the assumptions behind the GMM estimators (both the difference GMM and the system 
GMM) hold, researchers have proposed several diagnostic tests. Among these tests, researchers regard 
the Sargan/Hansen over-identifying restrictions test (short for the Sargan/Hansen test or sometimes also 
referred to as the Hansen J-test), which checks the instrument set’s joint exogeneity, and the m2 test, 
which checks whether a significant second-order serial correlation between first-differenced residuals 
exists, are as the most crucial ones that researchers should report after the estimation. 
3 Flexibility and Sensitivity of the GMM 
Many possible variations in identification for the GMM estimator exist. Currently, researchers accept the 
estimation result as long as the assumptions hold. However, the GMM estimator is sensitive to the 
estimation procedure and moment restrictions that one chooses. As such, researchers may choose the 
estimation procedure and moment restrictions that return a desirable outcome. Further, researchers often 
fail to report the test statistics or accept the estimation results with the p-value equal to precisely 1.00 in 
the Sargan/Hansen test, which leaves room for the instrument proliferation problem. In this section, we 
discuss potential variations in the identification and illustrate the danger that arises when researchers do 
not report the details. 
3.1 Flexibility of the GMM in Identification 
The GMM estimator has flexibility in identification in that allows one to choose a different estimation 
procedure (one-step vs. two-step), lag length, or instrument matrix (collapsed vs. uncollapsed). 
3.1.1 One-step vs. Two-step Estimation 
One-step or two-step estimation concerns the way in which one generates the weighting matrix. While 
both variants produce consistent estimates, the two-step estimation has less asymptotic variance; 
however, one might not realize such an efficiency gain in the finite sample (Blundell & Bond, 1998). When 
researchers first proposed the difference GMM, the two-step estimator had a severe problem in that the 
estimates of the standard errors head a heavy downward bias, which may have caused its efficiency gain. 
As such, researchers advised caution in making inferences based on the two-step estimator (Arellano & 
Bond, 1991). Given this downward biased standard error problem, researchers usually reported a one-
step estimation result before Windmeijer (2005) proposed the finite sample correction (Windmeijer 
correction) to alleviate it. 
Some researchers have come up with quantitative procedures to determine whether one should use the 
one- or two-step procedure; however, they proposed such procedures based on arguments under fixed-
smoothing asymptotic rather than conventional asymptotic approximation (Hwang & Sun, 2015). 
Although the two-step procedure has increased in popularity with the Windmeijer correction, we still lack 
consensus as to which one researchers should use with finite samples. 
3.1.2 Instrument Set 
Researchers also have flexibility in deciding the lag length of the instrumenting variables. When 
researchers first introduced the GMM estimator, they conventionally used all available lags as instruments 
(i.e., lag 2 and up for an endogenous variable and lag 1 and up for a predetermined variable such as 
      ). The number of instruments exploded quickly proportional to the quadratic of T. Later, when 
researchers became more aware of the instrument proliferation problem, they suggested methods to limit 
the size of the instrument matrix. (Bowsher, 2002; Windmeijer, 2005). Again, we lack a standard as to 
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3.1.3 Collapsed/Uncollapsed Instrument Matrix 
As an alternative way to reduce the number of instruments, one can “collapse” the instrument matrix from:  
    
         
          
        
             
  (4) 
to 
    
     
      
    
         
  (5) 
In a nutshell, the above matrix imposes the orthogonality of        and      for each s rather than for each 
pair of s and t (Roodman, 2009a, 2009b). Researchers can determine whether to restrict lags of the 
instrumenting variables or to collapse the instrument matrix. 
3.2 Sensitivity of the GMM Estimator 
In this section, we empirically demonstrate that the estimated coefficient and p-value based on the GMM 
estimator could be sensitive to the estimation procedure and moment restrictions that one chooses based 
on a simulated and a real dataset.  
First, we perform Monte Carlo simulations to illustrate the GMM estimator’s sensitivity. The data-
generation process follows the following condition: 
                   (6) 
    
  
   
    (7) 
       
        (8) 
                 (9) 
  determines the correlation between the initial deviation from the long-run mean,   , and the fixed effect, 
  . The system GMM assumes    , which is often violated in reality; therefore, we set      . Apart 




We apply 96 variants of the GMM estimator to 500 simulated panels. For each panel, we examine 12 
different choices of lags for the instrument set. When we employ the second lag to the deepest lag of y as 
the GMM instruments in the differenced equation for the difference GMM and the first lag to the deepest 
lag of the first difference of y as the GMM instruments in the level equation additionally for the system 
GMM, we denote the instrument set as 2:99 following the R language’s syntax. The other 11 choices 
include 2, 2:3, 2:4, 2:5, 3, 3:4, 3:5, 3:99, 4, 4:5, and 4:99. Also, we estimate the model under either the 
collapsed or the uncollapsed instrument matrix and as a one- or two-step procedure. Consequently, for 
each panel, we run the GMM 96 times whereby we employ and estimate 48 different moment conditions 
(12 different choices of lag length with either the system GMM or the difference GMM instrument set, 
collapsed or uncollapsed) under two different procedures (one-step vs. two-step). We summarize the 96 
different variants in Table 1. 
                                                     
1
 Qualitatively similar results can be obtained with other values of T or  , (e.g.,     ,    ). 
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Table 1. 96 Variants of the GMM Estimator 
 One-step (48) Two-step (48) 
Collapsed (48) 
Difference GMM (12) Difference GMM (12) 
System GMM (12) System GMM (12) 
Uncollapsed (48) 
Difference GMM (12) Difference GMM (12) 
System GMM (12) System GMM (12) 
Note: we used 12 instrument sets with different lag lengths of the instrumenting variables for each cell. 
We report the simulation results of the estimated auto-regressive coefficient in Appendix A1 and visualize 
them in Figures 1 and 2. Aggregated on different dimensions based on Appendix A1, both the boxplot and 
the scatter plot illustrate the same result. Only the models that pass the Sargan/Hansen test and the m2 
test at the 0.05 significance level contribute to the simulation result. The labels in the scatter plot on the 
right correspond to the lag lengths as Appendix A1 indicates. The dashed red lines indicate the estimated 
coefficient (i.e., the average from 500 simulated panels) from OLS or within estimators. The eight boxplots 
illustrate the variation in the coefficient estimates under different specifications. Figures 1 and 2 clearly 
show that the results are quite sensitive to whether one uses the system GMM or the difference GMM. 
The latter seems to underestimate to some extent compared to the former (0.437 and 0.480, at p-value = 
0.023). Moreover, whether the instrument set is collapsed or not also makes a difference in the distribution 
of the estimated coefficients if one contrasts the first/third boxplot (collapsed) with the second/fourth 
boxplot (uncollapsed) in both Figures 1 and 2. Noticeably, we can see several outliers whose estimated 
coefficient is even below that of the within estimator. 
 
Figure 1.       : Coefficient vs. Specifications (System GMM) 
 
Figure 2.       : Coefficient vs. Specifications (Difference GMM) 
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In summary, the plots show that the GMM estimator is quite sensitive to model specifications even in an 
analysis with simulated data. 
Empirical datasets can complicate the situation and magnify the sensitivity issue. We examine an e-
commerce dataset that Bang, Lee, Han, Hwang, and Ahn (2013) employed. In particular, we use a 
subsample of the original dataset that contains the transaction records of all products in a particular 
category that show sales every quarter from March, 2009, to June, 2011. We aggregate all variables to 
the product-quarter level to generate a balanced panel with 103 individual products and nine periods. We 
illustrate the summary statistics and the variable description in Table 2. 
We estimate the following sales equation with both the difference GMM and the system GMM: 
                                                                                 
                                                              
(10) 
 
Table 2. E-commerce: Variable Description and Summary Statistics 
Variable Description Mean Standard deviation 
Sale Quantity of the product sold 27.84 65.09 
Price The average transaction price of the product sold 42049.83 27788.91 
Discount Tag price divided by the transaction price 0.96 0.04 
Premium 
One if the product is certified as “Premium,” and zero 
otherwise; aggregated to the product-quarter level 0.56 0.45 
Display 
Display priority index of the product; the smaller the index, 
the higher the priority 6.01 7.59 
Seller score Rating of the seller; aggregated to the seller-quarter level 1.03 0.21 
Quick seller 
1 for sellers awarded a “Quick Certificate,” and 0 otherwise; 
aggregated to the seller-quarter level 0.56 0.48 
OK seller 
1 for sellers awarded an “OK Certificate,” and 0 otherwise; 
aggregated to the seller-quarter level 0.97 0.15 
Suppose that we want to estimate the effect that the premium and the display (           and           ) 
have on sales. We regard the price (         ) as endogenous and other independent variables as 
exogenous; therefore, we adopt the lags of price and sales as the GMM instruments. Again, we run the 
same 96 variants of the GMM as in analyzing the simulated data.   
We visualize the results of the estimated p-values in Figures 3 to 6 (we provide exact numbers in 
Appendices A2 and A3). The two plots in each figure illustrate the same results, aggregated on different 
dimensions, from the models that pass the Sargan/Hansen test and the m2 test at the 0.05 significance 
level. 
 
Figure 3. Display: P-value vs. Specifications (System GMM) 
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Figure 4. Display: P-value vs. Specifications (Difference GMM) 
 
Figure 5. Premium: P-value vs. Specifications (System GMM) 
 
Figure 6. Premium: P-value vs. Specifications (Difference GMM) 
We can see that the estimation procedure (one-step vs. two-step) determines the p-value’s magnitude. 
The scatter plot on the right shows how the lag lengths in the instrument set significantly affect the 
estimated p-values. We can see similar patterns for the premium (Figures 5 and 6) as well. 
Based on analyzing both the simulated and real panels, we show that the GMM estimator is highly 
sensitive to model specifications. Variation in coefficient estimates shows considerable significance even 
across different choices of lags of the instrumenting variables.  
We can never overemphasize the danger of hiding the model specifications, the estimation strategies, or 
the robustness check results with different model specifications. According to Figures 3 and 4, the p-value 
that almost all the models estimated exceeded 0.1 for the variable display (only two were below 0.05), , 
which indicates that it likely has a statistically insignificant effect on sales. As for the variable premium, the 
p-value of the coefficient estimate exceeded 0.05 and even 0.1 for almost all the models implemented with 
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the difference GMM and a noticeable number of models implemented with the system GMM; nonetheless, 
those models successfully pass the two most widely applied diagnostic tests. 
If researchers want to show the significant effects that the display and the premium have on sales, they 
may be tempted to report only the results with the p-value of display and premium lower than 0.05. If they 
do not report any of the three specification details (i.e., choice of lags, collapsed vs. uncollapsed 
instrument matrix, one-step vs. two-step estimation) and only report the result, they undermine the effect’s 
credibility because, with a considerable number of possible sets of specifications, readers will not be able 
to know which one the researchers used, or others may yield estimates at a similar significance level. 
Therefore, it is dangerous for researchers to apply the GMM estimation without reporting the detailed 
specifications or robustness check results, which includes the abovementioned (and other) cases.  
3.3 Instrument Proliferation Problem 
The instrument proliferation problem occurs when one generates “too many” instruments in the instrument 
set, which may lead to biased estimation results and a less powerful Sargan/Hansen test in the GMM 
estimation. When one exploits all available lags in the instrument matrix, the number of instruments grows 
quadratically in the period T. As such, the instrument proliferation problem becomes severe, especially 
when N is not that large compared to T. 
Windmeijer (2005) shows that overidentification constitutes a major reason for finite sample bias. In his 
Monte Carlo simulation of the difference GMM, he demonstrates that reducing the instrument count from 
28 to 13 could decrease the two-step estimator bias by 40 percent. 
Instrument proliferation poses a threat to not only estimation results but also diagnostic tests. As Sargan 
(1958) himself pointed out, his test’s error magnitude is proportional to the number of instruments. With 
too many moment conditions, the Sargan/Hansen test has meager power (Bowsher, 2002). When the 
instrument count significantly exceeds the number of individuals, the Sargan/Hansen test for the system 
GMM quickly reaches an average of a 1.00 p-value across all simulated panels (Roodman, 2009a). 
Although we lack clear guidelines for deciding how many instruments constitute “too many,” two telltale 
signs suggest that researchers have too many: 1) when the number of instruments exceeds the number of 
individuals and 2) when the p-value of the (incremental) Sargan/Hansen test is impossibly perfect 
(Roodman, 2009b). To detect these two signs, researchers should always report p-values or test statistics 
of the (incremental) Sargan/Hansen test and instrument counts; otherwise, readers cannot tell whether the 
model contains these two signs or not. A simple statement of “pass” or “insignificant” at a conventional 
significance level erodes estimation results’ credibility given that the instrument proliferation problem might 
be present. 
3.4 Recommendations 
Given the GMM estimators’ flexibility and sensitivity, we make the following three recommendations to 
researchers about the GMM estimation. 
First, whichever estimation technique researchers employ, they should explicitly report the specification 
details and the rationale for their choice, They should explicitly report information about one- versus two-
step estimation procedure, collapsed versus uncollapsed instrumental matrix, the lag length of the 
instrumenting variables in the instrumental matrix, and the concrete p-value of Sargan/Hansen test.  
Second, if researchers have no compelling reason to set up the model and choose the estimation strategy 
in some ways over others, they might want to conduct extensive robustness checks and present results 
with different reasonable model specifications. Researchers can consider the way we demonstrate the 
GMM estimator’s sensitivity a valid way to conduct GMM-specific robustness checks. The main idea 
involves generating estimation results for as many different models as possible with reasonable 
instrument sets and estimation procedures that could possibly (but not necessarily) include the 96 variants 
that we mention in Section 3.2. Presenting the results in tables or graphs not only helps researchers better 
understand the coefficients of their focal variables but also makes it viable for reviewers and readers to 
determine their results’ robustness. This systematic approach concurs with what researchers have 
suggested as a good practice: repeatedly choosing random subsets of the whole available instrument set 
to examine the behavior of the estimates and the Sargan/Hansen test (Roodman, 2009a). 
Lastly, one can use a simple litmus test to gauge reported estimation results’ appropriateness: compare 
the coefficient estimate of the lagged dependent variable from the GMM estimator to those from OLS and 
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within estimators (Harris, Matyas, & Sevestre, 2008). In our e-commerce example, 43 out of 79 models 
that passed the Sargan/Hansen test and the m2 test at the 0.05 significance level also passed the litmus 
test (i.e., generating estimates between the value of those from OLS and within estimators)
2
. Therefore, 
researchers might also report the estimation results from OLS and within estimators to further improve the 
credibility of their GMM estimation results. 
4 Current Practice of GMM Estimation in IS Research 
In this section, we review all research papers published in the major IS journals (ISR, JMIS, and MISQ) 
that have employed the GMM estimator as either the main analysis or robustness check with a particular 
focus on 1) whether the papers published specification details and test statistics and 2) whether the 
papers provided the robustness checks with different model specifications (namely, instrument sets) (see 
Appendices A4-A7). In Table 3, we summarize the number of papers that applied the GMM as the main 
analysis but failed to publish specification details and test statistics yet did opt to provide robustness 
checks with different model specifications. Besides the main analysis, we also reviewed papers that 
employed the GMM as a robustness check. We summarize the results in Table 4. 
4.1 Presentation of Estimation Details 
As we demonstrate in Section 2.1 and as other studies have demonstrated (Kiviet, Pleus, & Poldermans, 
2017; Ziliak, 1997), the instrument set one chooses can significantly affect the estimation results. We 
highly recommend that researchers report the specification details and provide the rationale behind the 
instrument set they choose. We found that only half of the papers reported the details, and even fewer 
elaborated on the rationale associated with their choice—an alarming finding. Yet, among the papers we 
examined, some IS researchers recognized the importance of the instrument set choice; they indicated 
their careful considerations regarding instrument choice (Burtch, Ghose, & Wattal, 2013; Goode, Shailer, 
Wilson, & Jankowski, 2014; Kwon, So, Han, & Oh, 2016; Menon & Kohli, 2013). For instance, several 
authors mentioned concern about a high instrument count in deciding instrument set (Burtch et al., 2013; 
Goode et al., 2014; Kim, Gopal, & Hoberg, 2016).  
Given that adopting a different estimation procedure (or adopting the collapsed or uncollapsed instrument 
matrix) can yield different estimation results, researchers should present such details. More than half of 
the papers failed to report whether they employed the one- or two-step procedure, though some implicitly 
indicated the two-step procedure by reporting Windmeijer corrected errors. Researchers used to widely 
rely on one-step robust estimation when making inferences; however, after Windmeijer (2005) proposed 
the corrected standard errors for a two-step estimation, the latter has become increasingly popular. No 
matter which estimation strategy researchers adopt, they should clearly present the types of standard 
errors. For instance, if researchers apply a two-step estimation without reporting whether or not they 
corrected the standard errors, the reported significance level of the focal variable could be higher than 
what it should be (due to the downward biases of two-step standard errors). Reporting the error type can 
address this doubt and demonstrate researchers’ awareness and academic rigor regarding the issue 
(Aral, Brynjolfsson, & Van Alstyne, 2012; Kim et al., 2016). Concerning the instrument matrix, most 
researchers said nothing about whether they adopted the collapsed or uncollapsed instrument matrix.  











MISQ 1 2 2 2 0 2 
ISR 6 7 11 4 6 13 
JMIS 2 3 3 3 1 5 
Total 9 12 16 9 7 20 
Note: the “p-value” column shows the number of papers without concrete p-values or with some p-values that equaled exactly 1.00 
for the Sargan/Hansen test. The “robust test: instrument set” column shows the number of papers that used different sets of moment 
conditions as a robustness check. The other columns show the number of the papers that failed to explicitly discuss a certain model 
specification. 
 
                                                     
2
 Detailed figures can be provided upon request. 
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MISQ 4 4 6 4 6 8 
ISR 7 6 10 4 11 15 
JMIS 4 3 4 3 4 6 
Total 15 13 20 11 21 29 
Note: the “detailed result presented” column shows the number of papers that reported the detailed results of GMM estimation in the 
robustness check section. The “p-value” column shows the number of papers without concrete p-values or with some p-values that 
equaled exactly 1.00 for the Sargan/Hansen test. Other columns show the number of the papers that failed to explicitly discuss a 
certain model specification. We exclude papers that used GMM as the main analysis but that did not apply in the robustness check 
or papers that presented only the abstract result for the robustness check from the count. 
Furthermore, approximately half of the papers we reviewed did not report the p-values or test statistics of 
the Sargan/Hansen test or presented p-values that equaled 1.00, which signals the instrument 
proliferation problem. We did not consider the incremental Sargan/Hansen test, which one needs to 
perform for the system GMM; if we had considered it, the numbers would be even larger than what the 
tables show. As we discuss in Section 3.2, it is a dangerous practice that renders the instrument’s validity 
questionable. When the p-value of the (incremental) Sargan/Hansen test equals exactly 1.00, researchers 
need to perform robustness checks against the reduced instrument set or collapsed instrument matrix. As 
such, we cannot overemphasize the need for researchers to report the test statistics. 
Researchers can alleviate the potentially lethal instrument proliferation problem in some ways. A common 
way involves restricting the number of lags of the instrumenting variables, which, in turn, emphasizes the 
importance of reporting the unambiguous instrument set. Another less common way involves collapsing 
the instrument matrix (i.e., basically using fewer moment restrictions) to lower the degree of 
overidentification. Such a method reduces the size problem in the Sargan/Hansen test; additionally, 
empirical research widely applies it (Beck & Levine, 2004; Calderon, Chong, & Loayza, 2002; Kiviet et al., 
2017). However, we advise researchers to state whether or not they collapsed their instrument matrix 
since even the same lags of the instrument variable can generate different moment conditions. While 
many researchers have not noticed the proliferation problem itself, others have recognized it in adopting 
either method or both and, thus, improved their results’ credibility (Burtch et al., 2013; Goode et al., 2014; 
Kim et al., 2016). 
4.2 Robustness Checks 
Considering the GMM estimator’s sensitivity to the estimation procedure and possible moment restrictions 
that one chooses, we cannot overemphasize the need for researchers to conduct GMM-specific 
robustness checks. However, few studies have conducted such robustness checks. Testing with a 
different set of instrument variables or lags constitutes the most common approach that the studies we 
examined employed (Chen, De, & Hu, 2015; Goode et al., 2014; Kwon et al., 2016; Menon & Kohli, 2013). 
Notably, Menon and Kohli (2013) estimated difference models, level models, and both simultaneously to 
ensure their results’ robustness against various moment conditions.  
While other studies did not apply a GMM-specific robustness check, they employed different ways of 
adding credibility to their results. A considerable number of studies used alternative formulas to explore 
the possible dynamic relationship between the dependent variable and the explanatory variables; they 
usually included or excluded lagged dependent variables or deeper lags of the dependent variables as 
explanatory variables (Burtch et al., 2013; Dewan & Ramaprasad, 2014; Goes, Lin, & Au Yeung, 2014; 
Goode et al., 2014; Salge, Kohli, & Barett, 2015). Others turned to alternative estimation methods in 
robustness checks or directly included them in the main analysis (Kettinger, Zhang, & Chang, 2013). 
Popular estimators included 2SLS with similarly constructed instruments and OLS with fixed/random 
effects. In this way, researchers obtained more diagnostic test statistics (Burtch et al., 2013; Greenwood & 
Gopal, 2015). Operationalizing variables in a different way (Kettinger et al., 2013; Kim et al., 2016; Kwon 
et al., 2016; Thies, Wessel, & Benlian, 2016) and removing outliers constitute two other tactics that many 
studies applied in robustness checks (Burtch et al., 2013; Goes et al., 2014; Goode et al., 2014; Thies et 
al., 2016). Some authors reconstructed the same panel data with different time horizons or 
lengthen/shorten the time window to provide extra support (Greenwood & Gopal, 2015). Although no 
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standardized procedure for robustness checks exists, the abovementioned non-GMM specific tactics can 
also serve as a guideline for future studies to add credibility to their GMM analyses. 
5 Conclusion 
The Arellano-Bond and Arellano-Bover/Blundell-Bond GMM estimators have enabled empirical 
researchers to analyze panel data in a dynamic setting where they cannot easily find external instruments. 
However, the quality of the inferences from such estimators largely depends on the moment restrictions 
and the estimation procedure that researchers choose or even the unknown underlying data-generating 
process, which researchers cannot control (Kiviet et al., 2017). Researchers turn to sophisticated 
estimation methods to tackle challenges in a seemingly easy way with assistance from software packages 
that have already implemented the entire estimation process yet do not fully appreciate their properties. 
With this paper, we uniquely contribute to the IS field by reviewing all studies published in major journals 
that have implemented the GMM estimator. In doing so, we found some questionable practices. This 
paper serves as a reminder to IS researchers that, whichever estimation technique they employ, they 
should explicitly discuss the specification details and rationale. This reminder constitutes a timely one 
since the number of papers using the GMM estimator as either the main analysis or robustness checks 
has rapidly increased.  
A movement in the social science field promotes research transparency. Many journals have adopted 
reporting standards that require researchers to disclose certain information about their data collection and 
analysis (Miguel et al., 2014). Along that vein, in this commentary, we urge IS researchers to not only 
report their analysis results of significant focal variables but also explicitly discuss their model 
specifications and estimation strategies and provide the GMM-specific robustness checks along with 
complete test results. 
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Appendix A  







  Collapsed Uncollapsed Collapsed Uncollapsed 
System GMM 
  mean S.D. mean S.D. mean S.D. mean S.D. 
1 2 0.507 0.070 0.556 0.057 0.507 0.068 0.522 0.064 
2 2:3 0.505 0.063 0.564 0.051 0.506 0.061 0.531 0.055 
3 2:4 0.504 0.064 0.568 0.049 0.506 0.061 0.536 0.050 
4 2:5 0.504 0.063 0.577 0.052 0.506 0.062 0.543 0.051 
5 2:99 0.503 0.057 0.593 0.055 0.506 0.058 0.563 0.053 
6 3 0.498 0.071 0.539 0.061 0.500 0.070 0.518 0.064 
7 3:4 0.497 0.070 0.537 0.060 0.499 0.069 0.519 0.063 
8 3:5 0.498 0.069 0.536 0.060 0.501 0.068 0.519 0.064 
9 3:99 0.496 0.065 0.531 0.059 0.505 0.065 0.518 0.062 
10 4 0.494 0.146 0.072 0.154 0.503 0.142 0.244 0.167 
11 4:5 0.485 0.143 0.174 0.138 0.496 0.140 0.184 0.153 
12 4:99 0.478 0.134 0.319 0.174 0.492 0.139 0.297 0.173 
Difference GMM 
1 2 - - 0.495 0.063 0.494 - 0.491 0.069 
2 2:3 0.501 0.067 0.486 0.058 0.502 0.067 0.485 0.065 
3 2:4 0.498 0.066 0.480 0.057 0.500 0.066 0.477 0.064 
4 2:5 0.498 0.066 0.476 0.056 0.500 0.066 0.472 0.064 
5 2:99 0.496 0.058 0.471 0.055 0.496 0.061 0.470 0.061 
6 3 0.410 0.054 0.460 0.134 0.356 0.033 0.448 0.145 
7 3:4 0.498 0.147 0.427 0.122 0.496 0.148 0.415 0.133 
8 3:5 0.487 0.144 0.415 0.116 0.487 0.144 0.400 0.131 
9 3:99 0.473 0.128 0.407 0.104 0.468 0.141 0.395 0.126 
10 4 0.241 0.376 0.358 0.269 0.399 0.574 0.326 0.301 
11 4:5 0.482 0.376 0.301 0.215 0.489 0.370 0.269 0.250 
12 4:99 0.387 0.256 0.301 0.167 0.371 0.304 0.267 0.212 
*“-” means that only one or no simulated panel estimated with this specification and the instrument set combination passed the 
Sargan/Hansen test and the m2 test at the 0.05 significance level, so that one could not calculate the average and/or standard 
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Table A2. Display: P-value with Different Specifications 
Label Instrument set One-step Two-step 
  Collapsed Uncollapsed Collapsed Uncollapsed 
System GMM 
1 2 2 - - - 
2 2:3 2:3 - - 0.49 
3 2:4 2:4 - 0.87 0.54 
4 2:5 2:5 - 0.76 0.52 
5 2:99 2:99 0.36 0.93 0.63 
6 3 3 0.43 0.25 0.57 
7 3:4 3:4 0.43 0.29 0.65 
8 3:5 3:5 0.43 0.39 0.66 
9 3:99 3:99 0.46 0.45 0.86 
10 4 4 0.34 - 0.49 
11 4:5 4:5 0.36 - 0.57 
12 4:99 4:99 0.31 - 0.32 
Difference GMM 
1 2 - 0.81 - 0.83 
2 2:3 0.18 0.25 0.22 0.39 
3 2:4 0.17 0.22 0.17 0.39 
4 2:5 0.15 0.21 0.12 0.48 
5 2:99 0.29 0.21 0.45 0.49 
6 3 - 0.23 - 0.25 
7 3:4 0.37 0.12 0.49 0.21 
8 3:5 0.21 0.12 0.37 0.34 
9 3:99 0.16 0.12 0.23 0.25 
10 4 - 0.14 - 0.06 
11 4:5 0.25 0.06 0.36 0.07 
12 4:99 0.15 0.03 0.19 0.04 
*“-” means that the model estimated with this specification and the instrument set combination did not pass the Sargan/Hansen test 
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Table A3. Premium: P-value with Different Specifications 




  Collapsed Uncollapsed Collapsed Uncollapsed 
System GMM 
1 2 - - - 0.34 
2 2:3 - - 0.28 0.33 
3 2:4 - 0.02 0.25 0.17 
4 2:5 - 0.02 0.23 0.07 
5 2:99 0.03 0.02 0.21 0.02 
6 3 0.03 0.01 0.06 0.04 
7 3:4 0.03 0.01 0.06 0.07 
8 3:5 0.02 0.01 0.06 0.02 
9 3:99 0.02 0.01 0.06 0.02 
10 4 0.33 - 0.43 0.10 
11 4:5 0.33 - 0.36 0.14 
12 4:99 0.28 - 0.44 - 
Difference GMM 
1 2 - 0.06 - 0.15 
2 2:3 0.32 0.08 0.27 0.17 
3 2:4 0.33 0.07 0.37 0.27 
4 2:5 0.28 0.08 0.28 0.20 
5 2:99 0.08 0.03 0.13 0.02 
6 3 - 0.09 - 0.25 
7 3:4 0.32 0.10 0.26 0.26 
8 3:5 0.31 0.13 0.29 0.19 
9 3:99 0.08 0.05 0.10 0.07 
10 4 - 0.27 - 0.47 
11 4:5 0.40 0.30 0.26 0.28 
12 4:99 0.23 0.12 0.36 0.07 
*“-” means that the model estimated with this specification and the instrument set combination did not pass the Sargan/Hansen test 
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Table A4. IS Studies Adopting GMM: Main Analysis and Robustness Check 
Journal Main analysis Robustness check 
MISQ Dewan & Ramaprasad (2014), Salge et al. (2015) 
Ghose (2009), Huang, Tafti, & Mithas (2018), Kim, 
Mukhopadhyay, & Kraut (2016), Kim & 
Viswanathan (2019), Rai, Arikan, Pye, & Tiwana 
(2015), Retana, Forman, Narasimhan, Niculescu, & 
Wu (2018) 
ISR 
Aral et al. (2012), Burtch et al. (2013), Chen et al. 
(2015), Chung, Animesh, Han, & Pinsonneault 
(2019), Goes et al. (2014), Greenwood & Gopal 
(2015), Havakhor, Sabherwal, Steelman, & 
Sabherwal (2019), Kettinger et al. (2013), Kim et al. 
(2016), Kitchens, Kumar, & Pathak (2018), Kwon et 
al. (2016), Menon & Kohli (2013), Pan, Huang, & 
Gopal (2019) 
Bardhan, Krishnan, & Lin (2013), Cheng & Nault 
(2012), Chung et al. (2019), Ghose & Yao (2010), 
Havakhor et al. (2019), Kitchens et al. (2018), 
Tambe & Hitt (2012) 
JMIS 
Chen, Baird, & Straub (2019), Goode et al. (2014), 
Khansa, Ma, Liginlal, & Kim (2015), Moqri, Mei, Qiu, 
& Bandyopadhyay (2018), Thies et al. (2016) 
Chen et al. (2019), Lim, Stratopoulos, & Wirjanto 
(2013), Qiu, Tang, & Whinston (2015) 
Note: the “main analysis” column lists papers that employed GMM as their main analysis (most also as a robustness check). The 
“robustness check” column lists papers that employed GMM as their robustness check. 
 
Table A5. IS Studies Adopting GMM as the Main Analysis and Details Reported 
Details reported  
One-step / two-step 
Aral et al. (2012), Chen et al. (2015), Chen et al. (2019), Chung et al. (2019), Havakhor 
et al. (2019), Khansa et al. (2015), Kim et al. (2016) 
Choice of GMM instruments 
Burtch et al. (2013), Chen et al. (2015), Chung et al. (2019), Goode et al. (2014), 
Greenwood & Gopal (2015), Havakhor et al. (2019), Kettinger et al. (2013), Kim et al. 
(2016), Kitchens et al. (2018), Kwon et al. (2016), Moqri et al. (2018), Pan et al. (2019) 
Collapsed / uncollapsed 
instruments 
Burtch et al. (2013), Chen et al. (2015) 
P-value / test statistics of 
overidentification test 
Aral et al. (2012), Chen et al. (2015), Chen et al. (2019), Chung et al. (2019), Goode et 
al. (2014), Greenwood & Gopal (2015), Havakhor et al. (2019), Kettinger et al. (2013), 
Khansa et al. (2015), Kim et al. (2016), Kwon et al. (2016), Menon & Kohli (2013), 
Salge et al. (2015) 
 
 
Table A6. IS Studies Adopting GMM as the Robustness Check and Details Reported 
Details reported  
One-step / two-step 
Bardhan et al. (2013), Chen et al. (2019), Chung et al. (2019), Ghose (2009), Havakhor et 
al. (2019), Kim et al. (2016), Kitchens et al. (2018), Retana et al. (2018) 
Choice of GMM 
instruments 
Bardhan et al. (2013), Burtch et al. (2013), Havakhor et al. (2019), Huang et al. (2018), 
Kettinger et al. (2013), Kim et al. (2016), Kitchens et al. (2018), Kwon et al. (2016), Lim et 
al. (2013), Retana et al. (2018) 
Collapsed / uncollapsed 
instruments 
Burtch et al. (2013) 
P-value / test statistics of 
overidentification test 
Bardhan et al. (2013), Chen et al. (2019), Cheng & Nault (2012), Chung et al. (2019), 
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Chen et al. (2015), Goode et al. (2014), Havakhor et al. (2019), Kitchens et al. 




Burtch et al. (2013), Chen et al. (2019), Dewan & Ramaprasad (2014), Goes et al. 
(2014), Goode et al. (2014), Moqri et al. (2018), Salge et al. (2015) 
Alternative 
estimation methods 
Burtch et al. (2013), Chen et al. (2019), Chung et al. (2019), Greenwood & Gopal 
(2015), Havakhor et al. (2019), Kettinger et al. (2013), Moqri et al. (2018), Pan et al. 
(2019) 
Removal of outliers Burtch et al. (2013), Goes et al. (2014), Goode et al. (2014), Thies et al. (2016) 
Different 
operationalizations 
Chen et al. (2019), Chung et al. (2019), Kettinger et al. (2013), Kim et al. (2016), 
Kitchens et al. (2018), Kwon et al. (2016), Thies et al. (2016) 
Different time 
horizons / spans 
Greenwood & Gopal (2015) 
Subsample analysis Goode et al. (2014) 
References for Appendix A 
Aral, S., Brynjolfsson, E., & Van Alstyne, M. (2012). Information, technology, and information worker 
productivity. Information Systems Research, 23(3), 849-867.  
Bardhan, I., Krishnan, V., & Lin, S. (2013). Business value of information technology: Testing the 
interaction effect of IT and R&D on Tobin’s Q. Information Systems Research, 24(4), 1147-1161. 
Burtch, G., Ghose, A., & Wattal, S. (2013). An empirical examination of the antecedents and 
consequences of contribution patterns in crowd-funded markets. Information Systems Research, 
24(3), 499-519. 
Chen, H., De, P., & Hu, Y. J. (2015). IT-enabled broadcasting in social media: An empirical study of 
artists’ activities and music sales. Information Systems Research, 26(3), 513-531.  
Chen, L., Baird, A., & Straub, D. (2019). Fostering participant health knowledge and attitudes: An 
econometric study of a chronic disease-focused online health community. Journal of Management 
Information Systems, 36(1), 194-229. 
Cheng, Z., & Nault, B. R. (2012). Relative industry concentration and customer-driven IT spillovers. 
Information Systems Research, 23(2), 340-355. 
Chung, S., Animesh, A., Han, K., & Pinsonneault, A. (2019). Software patents and firm value: A real 
options perspective on the role of innovation orientation and environmental uncertainty. Information 
Systems Research, 30(3), 1073-1097. 
Dewan, S., & Ramaprasad, J. (2014). Social media, traditional media, and music sales. MIS Quarterly, 
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