University of Louisville

ThinkIR: The University of Louisville's Institutional Repository
Electronic Theses and Dissertations
5-2018

Segmentation, tracking, and kinematics of lung parenchyma and
lung tumors from 4D CT with application to radiation treatment
planning.
Jungwon Cha
University of Louisville

Follow this and additional works at: https://ir.library.louisville.edu/etd
Part of the Biomedical Commons

Recommended Citation
Cha, Jungwon, "Segmentation, tracking, and kinematics of lung parenchyma and lung tumors from 4D CT
with application to radiation treatment planning." (2018). Electronic Theses and Dissertations. Paper
2938.
https://doi.org/10.18297/etd/2938

This Doctoral Dissertation is brought to you for free and open access by ThinkIR: The University of Louisville's
Institutional Repository. It has been accepted for inclusion in Electronic Theses and Dissertations by an authorized
administrator of ThinkIR: The University of Louisville's Institutional Repository. This title appears here courtesy of the
author, who has retained all other copyrights. For more information, please contact thinkir@louisville.edu.

SEGMENTATION, TRACKING, AND KINEMATICS OF LUNG
PARENCHYMA AND LUNG TUMORS FROM 4D CT WITH
APPLICATION TO RADIATION TREATMENT PLANNING

By
Jungwon Cha

A Dissertation
Submitted to the Faculty of the
J. B. Speed School of Engineering of the University of Louisville
in Partial Fulfillment of Requirements
for the Degree of

Doctor of Philosophy in Electrical Engineering

Department of Electrical and Computer Engineering
University of Louisville
Louisville, Kentucky

May, 2018

SEGMENTATION, TRACKING, AND KINEMATICS OF LUNG
PARENCHYMA AND LUNG TUMORS FROM 4D CT WITH
APPLICATION TO RADIATION TREATMENT PLANNING
By
Jungwon Cha
A Dissertation Approved On
April 9, 2018
by the following Dissertation Committee:

Dissertation Director : Dr. Amir Amini

Dr. Jacek Zurada

Dr. Tamer Inanc

Dr. Hichem Frigui

Dr. Neal Dunlap

Dr. Brian Wang

ii

ACKNOWLEDGEMENTS

I am very grateful for the insightful guidance and leadership of my advisor, Dr. Amir
A. Amini who has always been patient and willing to assist me with my research. In the
Medical Imaging Lab, I have been provided many opportunities for joining MRI experiments
and exploring the image processing research with financial support and advices, which help
me prepare articles and papers and expand my research experiences.
I also would like to thank to Dr. Neal Dunlap and Dr. Brian Wang at Department of
Radiation Oncology who collaborated with me and who provided clinical advices. I would
also like to express my heartfelt thanks to the other members of my committee : Dr. Jacek
M. Zurada, Dr. Tamer Inanc, and Dr. Hichem Frigui, for their invaluable time and great
feedback on my dissertation.
I am grateful to Mehdi who collaborated in part of my research. He has taken his
time to discuss and help my work be improved. In addition, I must express my gratitude to
all other Medical Imaging Lab members for their supports and friendship.
I would like to thank my parents for their encouragement; without their love and
supports, all this would be impossible. I want to express my sincere appreciation to my
dear wife, Yongduk, who always trusts me and encourages me with her understanding. This
thesis is dedicated to them.
Jungwon Cha

Louisville, Kentucky
April 2018

iii

ABSTRACT
SEGMENTATION, TRACKING, AND KINEMATICS OF LUNG PARENCHYMA AND
LUNG TUMORS FROM 4D CT WITH APPLICATION TO RADIATION TREATMENT
PLANNING

Jungwon Cha
April 9, 2018
This thesis is concerned with development of techniques for efficient computerized
analysis of 4-D CT data. The goal is to have a highly automated approach to segmentation
of the lung boundary and lung nodules inside the lung. The determination of exact lung tumor location over space and time by image segmentation is an essential step to track thoracic
malignancies. Accurate image segmentation helps clinical experts examine the anatomy and
structure and determine the disease progress. Since 4-D CT provides structural and anatomical information during tidal breathing, we use the same data to also measure mechanical
properties related to deformation of the lung tissue including Jacobian and strain at high
resolutions and as a function of time. Radiation Treatment of patients with lung cancer can
benefit from knowledge of these measures of regional ventilation.
Graph-cuts techniques have been popular for image segmentation since they are able
to treat highly textured data via robust global optimization, avoiding local minima in graph
based optimization. The graph-cuts methods have been used to extract globally optimal
boundaries from images by s/t cut, with energy function based on model-specific visual
cues, and useful topological constraints. The method makes N-dimensional globally optimal
segmentation possible with good computational efficiency.
Even though the graph-cuts method can extract objects where there is a clear intensity
iv

difference, segmentation of organs or tumors pose a challenge. For organ segmentation,
many segmentation methods using a shape prior have been proposed. However, in the
case of lung tumors, the shape varies from patient to patient, and with location. In this
thesis, we use a shape prior for tumors through a training step and PCA analysis based
on the Active Shape Model (ASM). The method has been tested on real patient data from
the Brown Cancer Center at the University of Louisville. We performed temporal B-spline
deformable registration of the 4-D CT data - this yielded 3-D deformation fields between
successive respiratory phases from which measures of regional lung function were determined.
During the respiratory cycle, the lung volume changes and five different lobes of the lung
(two in the left and three in the right lung) show different deformation yielding different
strain and Jacobian maps. In this thesis, we determine the regional lung mechanics in the
Lagrangian frame of reference through different respiratory phases, for example, Phase10 to
20, Phase10 to 30, Phase10 to 40, and Phase10 to 50. Single photon emission computed
tomography (SPECT) lung imaging using radioactive tracers with SPECT ventilation and
SPECT perfusion imaging also provides functional information. As part of an IRB-approved
study therefore, we registered the max-inhale CT volume to both VSP ECT and QSP ECT data
sets using the Demon’s non-rigid registration algorithm in patient subjects. Subsequently,
statistical correlation between CT ventilation images (Jacobian and strain values), with both
VSP ECT and QSP ECT was undertaken. Through statistical analysis with the Spearman’s rank
correlation coefficient (ρ), we found that Jacobian values have the highest correlation with
both VSP ECT and QSP ECT .
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CHAPTER 1
INTRODUCTION
1.1

Lung Anatomy and Physiology
The lung has a spongy texture weighing about 500 ∼ 600g which is filled with air,

and protected by ribcage bones. The anatomy of lungs is shown in Figure 1. The lungs run
as respiratory organs which bring oxygen(O2 ) through the respiratory tract into the body,
and remove and discharge carbon dioxide(CO2 ). The trachea carries out inhalation of air
into the lungs through its two hollow tubular branches (left and right), called bronchi. The
bronchi themselves split into smaller branches which are called bronchioles. At the end of
the smallest bronchioles are the smallest air sacs called alveoli. At the alveoli level, O2 from
the air is absorbed into the blood and CO2 which is extracted from the venous blood to the
alveoli is exhaled. During inhalation and the exhalation, the most important muscle is the
diaphragm. The diaphragm is located under the lungs and separates lungs from the organs
below, such as the stomach, liver, etc. The movement of the lungs is like balloons. When
the diaphragm moves down, the ribs inflate outward to help lungs get the air in. Moreover,
during exhalation, the diaphragm moves up to the original position and the air leaves the
lungs. For breathing, in addition to the diaphragm, other muscles called the scalene muscles
are used. The Scalene muscles are located at the neck level to the upper ribs and protect
the cervical vertebra.
The lungs are covered by a thin membrane called the pleura. There are two kinds
of pleura: ‘Parietal pleura’ which is attached to the chest wall, and ‘Visceral pleura’ which
covers the lungs and separates the lungs into five lobes (three on the right and two on the
left). These act as a lubricant allowing the lungs to slip smoothly on the chest wall and

1

Figure 1. The anatomy of the lungs [127].
neighboring lobes during breathing. Each lung has an oblique fissure that partitions the
upper lobes to the lower lobes and the right lung has another horizontal fissure separating
the upper lobe from the middle lobe. Thus, the left lung has two lobes; left upper lobe
(LUL) and left lower lobe (LLL) and the right lung has three lobes; right upper lobe (RUL),
right middle lobe (RML), and right lower lobe (RLL).
Breathing occurs in defined cycles as the chest wall and the lungs move. This breathing cycle is defined by the change with the volumetrics of the lung which is occupied by air.
Clearly the size of lungs vary with the degree of respiration, the ethnicity, the gender, and
the age of the subject and in certain cases, the disease process. Thus, accurate pulmonary
function testing leads to diagnosing pulmonary diseases. The most widely used pulmonary
function test is the Spirometry. In order to describe lung volumes from the results of spirometry, the following terms are used and are also illustrated in Figure 2.

∗ Tidal Volume (TV): The volume of air breathed in and out during breathing.
∗ Inspiratory Reserve Volume (IRV): The additional volume of air that can be inhaled with
maximum effort after normal inhalation.
2

Figure 2. Static lung volumes and capacities based on a spirogram [3].
∗ Expiratory Reserve Volume (ERV): The additional volume of air that can be exhaled with
maximum effort after normal exhalation.
∗ Vital Capacity (VC): The total volume of air that can be exhaled after maximum inhalation: = T V + IRV + ERV
∗ Residual Volume (RV): The volume of air remaining in the lungs after maximum exhalation as the lungs cannot be emptied completely.
∗ Total Lung Capacity (TLC): The volume of the lung after maximal inhalation: = V C +RV
∗ Minute Ventilation: The volume of air breathed in 1 minute: (TV)(breaths/minute)

The basic idea of spirometry is an expiratory maneuver, which measures exhaled
air but does not measure residual volume or total lung capacity. Vital capacity is a good
measure of lung volume in restrictive disorders such as pleural tumors, pulmonary fibrosis,
and diaphragm weakness in which it will be reduced.

3

1.2
1.2.1

Lung Cancer
Nodule vs. Tumor
A nodule is called a “spot on the lung,” or “coin lesion” seen on an X-ray or computed

tomography (CT) scan. A pulmonary nodule is a small round or oval-shaped growth in the
lung. Pulmonary nodules are smaller than three centimeters in diameter, which is completely
surrounded by pulmonary parenchyma and is not associated with adenopathy, atelectasis, or
pleural effusion[109, 133]. If a nodule is larger than three centimeters in diameter, it is more
likely to be a tumor than a nodule, and will be treated as malignancies and treated clinically.
The nodule can occur as solitary or multiple depending on how many nodules are observed.
The pulmonary nodules can be categorized into benign tumors or malignant tumors after
pathologic diagnosis, which should be done to rule out cancer. Benign tumors are rarely life
threatening, do not spread to other organs of the body and may be left untreated. On the
other hand, malignant tumors can be life threatening, can metastasize to other organs and
are often removed but may grow again. Most solitary pulmonary nodules are benign. In
addition to size of nodule, other factors can help in the differential diagnosis, for example,
that patients are younger than 40, they are nonsmokers or that calcium is present in the
nodule. The benign pulmonary nodule may be an active inflammation or scar tissue caused
by inflammation due to diseases or infections. Despite the fact that most of them are benign, nodules need to be regarded as early stage lung cancer since in time, 35% of solitary
pulmonary nodules become malignant[131]. Thus, earlier detection of even small nodules
may reduce mortality increase patients’ survival.

1.2.2

Lung Cancer
Lung cancer is the major cause of cancer death in the United States, constituting more

deaths annually than breast, colon, ovarian and prostate cancers combined. According to
statistics[64], the survival rates from lung cancer at 5 years is 17.8% lower than other kinds
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Figure 3. Lung cancer incidence rates for United States 2008−2012 [107].
of cancers, while the survival rates is 54% for cases without any metastasis. Moreover, only
15% of lung cancer cases are diagnosed at an early stage. In 2015, more than 221,200 cases
of lung cancer were expected to be diagnosed. In 2011, Kentucky had the highest incidence
of lung cancer rates at 112.2 males per 100,000 of population and 79.3 females per 100,000
of population. Utah had the lowest lung cancer incidence rates at 34.5 males per 100,000 of
population and 25.0 females per 100,000 population. The incidence rates map of lung cancer
for United States is shown in Figure 3. These rates are intimately related to prevalence of
smoking.
1.3

4-D CT Lung Imaging
Respiratory lung motion can cause severe distortion of anatomical position in free

breathing CT scanning. Distortions along the axis of motion could either lengthen or shorten
the target. In addition to shape distortion, the center of the imaged target can be misplaced.
This distortion can let radiologists set up larger margins than the actual lesion causing
radiation dose to even healthy surrounding tissues during radiotherapy planning. In order
to mitigate respiratory motion during CT scans, other scanning strategies are used. For
example, breath-held CT requires volunteers to hold their breath during acquisition resulting
5

Figure 4. Retrospective 4-D CT Lung Imaging. Images acquired with the aid of respiratory
waveform from RPM respiratory gating system in order to bin the image data into phases.
Figure taken from [110].
in significantly reduced noise and motion artifacts. Even though breath-held CT images are
relatively clean, but there is significantly less information available in them. Also the gated
CT scan acquires CT images at only one phase, but the acquisition times is around five-times
longer. 4-D CT performs 3-D scans at multiple phases.
4-D CT imaging [45, 75, 117] is the sequential acquisition of 3-D CT image volumes
over consecutive phases of a respiratory cycle acquired during normal tidal breathing. During
scans, the breathing index associated with each 3-D CT image is recorded by an external
tracking device such as the real-time position management (RPM) [132]. RPM uses an
infrared tracking camera and a reflective marker which is placed on the patient, and measures
the patients respiratory pattern and motion. Each 3-D image volumes acquired at each
location over the entire lung is sorted into corresponding respiratory phases, as shown in
Figure 5.
Most 4-D CT lung imaging are constructed with ten respiratory phases which are
typically referred to phases P00, P10, ..., P80, P90, where phase P00 corresponds to endinhale which has maximum lung volume and phase P50 corresponds to end-exhale which
has minimum lung volume. Through these phases, imaging provides a movie of the anatom6

ical motion of the lungs which can be used for radiation treatment planning and tumor
targeting[91, 140].
1.4

Single photon emission computed tomography (SPECT)
Radiation treatment of patients with lung cancer can benefit from knowledge of re-

gional lung function and the prevalent lung imaging method to achieve this is SPECT.
SPECT is useful for measurement of perfusion when using intravenously injected radiotracers and ventilation when using aerosolized radiotracers. The images are acquired for these
study by a gamma camera. In clinical SPECT studies, respiratory motion limits the performance of pulmonary region studies. Respiration affects SPECT acquisition since SPECT
scans are acquired for longer time than the CT scans and respiration can cause image blurring along the axis of motion due to the fact that SPECT data are averaged over many
respiratory cycles. The ventilation imaging detects the air flow to deliver to all parts of the
lungs, while the perfusion imaging represents that the blood flow circulates the vessels in the
lungs. Ventilation/Perfusion Lung SPECT imaging (better known as V/Q scans) is used to
check for blood flow ventilation mismatch in the lung such as for example in the diagnosis of
pulmonary emboli. In the case of patients with lung cancer, our goal is to develop machinery
that uses CT directly to produce ventilation images. The advantage is that this information
in CT is regional, at high resolution, and is obtained in a number of distinct respiratory
phases.

1.5

Organization of the thesis
The rest of this thesis is organized as follows:
Chapter 2 provides a review of literature on Pulmonary Image processing. We review

pulmonary image segmentation and pulmonary image motion tracking via deformable image
registration.
Chapter 3 introduces the basic concepts of graph-cuts segmentation. We describe the
7

Figure 5. Lung Ventilation-Perfusion Scan. First row : ventilation scan which shows uniform
ventilation in both lungs. Second row : Perfusion scan. Representative SPECT images in
patient with multiple pulmonary embolism. Several mismatched defects are evident (arrows).
Figure taken from [118].
most popular graph-cuts algorithm, i.e., the Max-flow/Min-cut algorithm, providing details
on how the algorithm works for image segmentation. Subsequently, we describe segmentation of 3-D lung CT images with graph-cuts and report how to set up the parameters to
obtain accurate results. We also show results of binary segmentation for extracting the lung
boundary.
Secondly, we describe a framework for 3-D lung tumor segmentation via graph-cuts optimization which includes prior trained shapes. We discuss how prior shape information obtained
by Active Shape Model (ASM) with signed distance function can be used for lung tumor
segmentation.
Lastly, this chapter extends the method to 4-D where in addition to grey value information
in 3-D, lung motion tracking via the optical flow method is incorporated for spatio-temporal
segmentation of lung tumors, whole lung borders, and the surrounding tissue.
Chapter 4 discusses extraction of kinematic properties related to deformation of the
lung tissue including Jacobian and Lagrangian strain of deformation as a function of time
from 4-D lung CT. We perform B-spline deformable registration to obtain voxel-wise estimates of motion through out the lung parenchyma at different phases, for example, Phase
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10 to 20 , Phase 10 to 30, Phase 10 to 40, and Phase 10 to 50.
During the respiratory cycle, the lung volume changes and five different fissures of the lung
shows different deformation yielding different strain and Jacobian maps. In this work, we
analyze the aspect of regional mechanics from the lung deformation over five lung lobes
through different respiratory phases.
To validate CT ventilation images, we register the max-inhale CT volume to both VSP ECT
and QSP ECT data sets. Subsequently, results from statistical correlation between CT ventilation images, Jacobian and strain values, with both VSP ECT and QSP ECT is illustrated.
Finally, Chapter 5 provides concluding remarks and directions for future research.

9

CHAPTER 2
REVIEW OF LITERATURE ON PULMONARY IMAGE PROCESSING
2.1

Pulmonary Image Segmentation
Image segmentation is a critical step for medical image analysis, which often is the

preprocessing step of medical imaging tasks. Segmentation can extract the organ of interest,
or the tumor lesion in the organ. In this section, we focus on the lung segmentation, which
includes finding the boundary of the lungs themselves, or with nodules in the lung. The lung
image segmentation has been researched using several effective methods. Those methods can
be categorized as follows. For example, gray-level thresholding, region-based, shape-based,
path-based methods, etc. In CT scans, the lung which is occupied with air mostly shows
up with very low intensities (dark regions) while the surrounding tissue, for example, the
vessel, the muscles, the bones, and the fat display higher intensities (brighter regions). This
contrast between the lung and surrounding tissues provides the basic idea for whole lung
segmentation methods.
2.1.1

Gray-level thresholding methods
One segmentation method using this scheme is gray-level thresholding [6, 65]. Hu

et al.[65] used optimal thresholding to accommodate the small variations in expected tissue
intensities across subjects. For this step, they assumed that the image volume contains only
two classes of voxels: 1) relatively higher intensity voxels within the surrounding tissues
(body voxels) and 2) low intensities voxels in the lungs or in the air surrounding the body
(non-body voxels). The method selects a segmentation threshold to separate the lung from
surrounding tissues. This type of method is fast, easily-implementable and intuitive, but has
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the disadvantage that it fails to deal with attenuation variations, to categorize pathologic
classifications, and is sensitive to noise. In order to set the threshold T i at iteration i of
segmentation, the average intensity value µb in body voxels and µn in non-body voxels should
be calculated: Subsequently, the new threshold T i+1 for iteration i + 1 becomes as follows,

T i+1 =

µb + µn
.
2

(1)

T i+1 is updated in every iteration of segmentation until the threshold does not change. This
intensity-based thresholding method may not be applicable to lung tumor segmentation since
the contrast between tumor region and non-tumor region is low.

2.1.2

Region-based methods
Region-based methods are more widely used since they account more suitably to

Hounsfield unit variations. This method relies on neighboring voxels in the same region having similar intensity. Region growing is a popular region-based technique for lung segmentation[2,
43, 62, 96, 137, 113, 130]. Region growing algorithms start with a seed pixel, examine other
pixels that surround it, determine the most similar one, and, if they meet certain criteria, they
are included in the region. This process is followed until no additional pixels can be added.
A similarity measure calculates the difference between the intensity value of each voxel and
the mean intensity value in the region. The region is grown by examining all 4-neighboring
pixels or 8-neighboring pixels to the region in 2-D. In every iteration of region growing,
all unallocated neighboring voxels is added to the region. The process continues until the
similarity measure meets certain stopping criteria. Dehmeshki et. al. [43] used a combination of fuzzy connectivity, distance and intensity information peripheral contrast, which
segmented the pulmonary nodules. Sun et al. [130] presented a 3-D segmentation method
for extracting the lung volume using region growing algorithms with automatic seed-locating
methods through fuzzy logic algorithms. However, the region growing technique would fail
depending on the magnitude of noise and the precision of the neighborhood criteria. In
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addition to region growing, many region-based segmentation methods have been researched.
For example, Watershed transform[93, 124], Graph-cuts which will be discussed in details
in Section 3.1, Random walks[54], and Fuzzy connectedness[139]. Watershed transform’s
main idea is that of a topographic relief which is flooded by water, with watersheds being
the segmentation lines of the regions of interest of rain falling over the region. This method
used distance between voxels and local intensity gradient to find segmentation boundary of
the VOI(Volume of Interest). Even though it has computational efficiency, it has not been
widely used because of the problem of oversegmentation. Random walk[54, 149] is also a
good lung segmentation method with high accuracy. In this method, neighborhood coherence and probability of intensities of voxels are used to find a segmentation boundary.

2.1.3

Shape-based methods
Shape-based segmentation methods include prior shape information about the object

for recognition and delineation. Some proposed techniques use an atlas for prior shape[82,
153]. This approaches when there is a well-aligned object with the atlas, however, they
fail when there is a pathology. On the other hand, model-based segmentation can perform
optimal fitting through a prior statistical shape model, which considers both global and
local variation of the shape and texture. Such an approach would be effective for segmenting
the pathologic lung. The disadvantages of shape-based segmentation may be 1) difficulty
of getting a proper training set, 2) computational costs, and 3) high sensitivity to training
data.
2.2

Pulmonary Image motion tracking
Accurate estimation of breathing motion in the lung is an important task in radio-

therapy treatment. For motion tracking, deformable image registration (DIR) methods find
lung motion and use the obtained motion field for reduced radiation dose to normal tissue.
Image registration is one of the most important techniques in medical image analysis that
12

Figure 6. Image registration is the task of finding a spatial transform T mapping one image
into another.
has been a significant area of activity for several decades [60, 128, 14, 101, 41, 108, 92]. In
a nutshell, DIR determines the mapping of features between a source image and a target
image obtained at different times or different imaging modalities. The deformation of the
image can be classified as 00 rigid deformation00 (where images need to be rotated and translated with respect to the pair to achieve correspondence) or 00 non-rigid deformation00 (where
correspondence between two images cannot be achieved without some localized stretching
of the images). Rigid body registration considers only translation and rotation, which has 6
degrees of freedom, 3 translations, and 3 rotations. In early work[111, 61] and prior to the
age of hybrid scanners, medical image registration was used for registering brain images of
the same subject acquired with different scan modalities (e.g. MRI, CT or PET). For this
application, a rigid body transformation suffices since there is little change in brain shape
or the skull position between scans. To generalize, rigid body registration was extended
to include affine registration which is non-rigid and includes scale factors and shears, is all
having 12 degrees of freedom (3 translations, 3 rotations, 3 scalings, and 3 shears) for a 3-D
volume.
However, motion for most parts of the human body can not be expressed precisely
using a rigid or even an affine trasformation. Thus, most recent developments in medical
image registration involves development of non-rigid registration techniques. For lung motion tracking, non-rigid body registration can be performed through several methods which
will be presented in this paper. An image registration technique is generally based upon the
following three principal components;
13

1) The transformation model: specifies the way in which the source and the target image
can be registered.
2) The similarity(correspondence) measure:

is a metric that indicates how well the

source image and the registered image match.
3) The optimization process: is the numerical method that minimizes an error criterion
to arrive at parameters of the transformation model.

I(x) is the intensity value at a position x in a fixed image I and J(T (x)) is the
intensity at the corresponding point given by the transformation T (x).
2.2.1

The transformation model
The transformation model is required for two reasons, one of which is that it controls

how image information in source would move relative to the target to improve the similarity
of two images and another is that it interpolates features in space where there is no data. The
motion field from the transformation model is updated iteratively after the maximization of
the similarity measure between the source image and the target image by the motion fields.
The typical input for lung CT DIR consists of two lung CT images at successive phases of
the respiratory cycle. To track the lung motion a non-rigid transformation is required since
it has more degrees of freedom. Often, an affine transformation is first performed before a
more detailed non-rigid transformation with more degrees of freedom.
Non-rigid transformation A non-rigid transformation can describe more localized deformations than the rigid or affine transformations. There are numerous cases in which a
non-rigid transformation is required, for example, 1) Cardiac motion tracking during the
cardiac cycle and/or due to respiratory motion, 2) intra-operative deformation compensation for soft tissue tracking, 3) tracking shape or tissue longitudinal changes with time, for
example, tumor growth, and 4) inter-subject organ registration due to differences in size,
shape, and body habitus.
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Spline-based transformation These are the most popular transformations which
have been researched for around 20 years. Spline-based algorithms use control points to
find correspondences in neighborhood of images using basis functions with local or global
support.
The thin-plate spline (TPS)[15, 38, 98, 4] has been widely used for medical image
registration. This method can make smooth deformations, can have a closed-form solution
and needs few free parameters. Despite this, it has a limitation for modeling localized deformations or large transformations since each control point on a thin-plate spline has a global
effect on the transformation.
In contrast to TPS, B-splines, an acronym for basis splines[42], are low order polynomial with local support. As a result, moving one control point only influences the transformation in the neighborhood of that point, having computational efficiency for a large
number of control points. B-spline based techniques[121, 152] are very popular because of
their general applicability, transparency and computational efficiency. They are mostly described by a free-form deformation (FFD) model[66, 88, 115, 121, 138]. Rueckert et al.[121]
chose a Free-form deformation model(FFD) based on B-splines for breast MR Image registration. The basic concept of FFD is to deform an object by moving a mesh of control
points. In order to formulate cubic B-splines under FFD, the set of control points φi,j,k is
set up on the nx × ny × nz mesh with uniform spacing δ in the domain of 3-D image volume
Ω = {(x, y, z)| 0 ≤ x < X, 0 ≤ y < Y, 0 ≤ z < Z}. Subsequently, the 3-D tensor product
of the familiar 1-D cubic B-splines is written as follows,

Tlocal (x, y, z) =

3 X
3 X
3
X

Bl (u)Bm (v)Bn (w)φi+l,j+m,k+n .

(2)

l=0 m=0 n=0

where i = bx/nx c − 1, j = by/ny c − 1, k = bz/nz c − 1, u = x/nx − bx/nx c , v =
y/ny − by/ny c , w = z/nz − bz/nz c , and where Bl , Bm , Bn is the lth , mth , nth cubic
B-spline basis functions respectively. Bl is represented as follows.
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B0 (u) = (1 − u)3 /6

B1 (u) = 3u3 − 6u2 + 4 /6
3

2

(3)


B2 (u) = −3u + 3u + 3u + 1 /6
B3 (u) = u3 /6.
The spacing δ of control points determines the scale of local deformations, For example,
a large spacing δ of control points provides more global non-rigid deformations, while a
small spacing δ of control points provides highly local non-rigid deformations. Even though
there are some of FFD0 s disadvantages[138] , FFD is a popular choice in many applications
since it can be easily implemented for B-spline function have relatively minor computational
complexity.
Optical Flow Optical flow methods are based on the constant intensity assumption
which requires that the gray value of a corresponding voxels not to change after displacement
in a temporal sequence of images. Optical flow methods provide a good balance between
computational costs and theoretical flexibility, and find voxel correspondences between two
images by computing motion fields. Following equation is also known as the Horn-Schunck
optical flow constraint or the brightness constancy constraint[63]. This imposes that the
gray value of a voxel should not change after displacement:

I (ξ + W ) = I (ξ) .

(4)

where ξ represents a function of space and time, ξ := (x, y, z, t)T , and W is the displacement
vector field between two images, W := (u, v, w, 1)T .
By the Taylor expansion, I (ξ + W ) can also be expressed by Eq. (5).

I (ξ + W ) = I (ξ) +

∂I
∂I
∂I
∂I
u+
v+
w+
+ H.O.T.
∂x
∂y
∂z
∂t
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(5)

Since Eq. (29) is identical to Eq. (5) and H.O.T. are the Higher Order Terms, which we
assume are small and can safely be ignored, the formula is able to be re-organized as shown
in Eq. (6)
∂I
∂I
∂I
∂I
u+
v+
w+
=0
∂x
∂y
∂z
∂t

(6)

This yields the total energy function of optical flow:
E = Etotal = Eb2 + α2 Es2
Z Z Z
=
(Ix u + Iy v + Iz w + It )2

(7)


+ α2 u2x + u2y + u2z + vx2 + vy2 + vz2 + wx2 + wy2 + wz2 dxdydz
where Eb is the energy for the image brightness term, Es is the energy for the smoothness
term, and α is the weighting factor. Ik , uk , vk , and wk (k = x, y, z, t) are the partial derivatives
of image intensity I and displacement vectors u, v, and w with respect to x, y, z, and t.
To solve the equation, we can compute a new set of motion fields (un+1 , v n+1 , wn+1 )
iteratively from the estimated derivative using Gauss-Siedel method[57, 59].
n+1

u

v

n+1

Ix [Ix ūn + Iy v̄ n + Iz w̄n + It ]

.
= ū −
α2 + Ix2 + Iy2 + Iz2
n

Iy [Ix ūn + Iy v̄ n + Iz w̄n + It ]

.
= v̄ −
α2 + Ix2 + Iy2 + Iz2
n

wn+1 = w̄n −

(8)

Iz [Ix ūn + Iy v̄ n + Iz w̄n + It ]

.
α2 + Ix2 + Iy2 + Iz2

ūn , v̄ n , and w̄n are the local average of the motion field in nth iteration in Eq. (8).
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The optical flow equation itself is not sufficient to find motion fields due to the aperture problem, thus a regularization term as smoothness constraint is required. Moreover,
optical flow methods work well when motion fields are small[11]. Many optical flow methods
have been researched. In addition to Horn and Schunck method, Lucas et al.[89] introduced local energy optimization of optical flow so called Lucas-Kanade method, which has
robustness to image noise, while it has the problem of not being able to produce dense flow.
This local method makes assumption about motion fields valid only on a neighborhood of
the image domain. Bruhn et al.[25] combined Horn-Schunck method with Lucas-Kanade
and proposed the Combined Local-Global (CLG) method. This CLG optical flow method
maintains robustness to image noise while being able to produce a dense motion field.
2.2.2

The similarity measure
The similarity measure between the source image I and the target image J is defined,

and the transformation T will be adjusted when the similarity measure is maximized since
two image would become very similar when aligned. The most popular similarity measures
are introduced in this section. Following Eq. shows the similarity measure that will be
maximized to find the optimal transformation Tb between source and target.
Tb(x) = argmax Similarity(I(x), J(T (x)))

(9)

T ∈searchspace

Sum of Squared Differences The sum of squared differences(SSD) is the simplest similarity measure. Only when gaussian noise exists in the image, the result of registration will
not be correct. This measure is however sensitive where there are a small number of voxels
that have very large intensity differences.
SSD =

1 X
(I (x) − J (T (x)))2
N x

(10)

Correlation coefficient The correlation coefficient(CC) relies on the idea that the intensities of the corresponding voxels have a linear relationship. The CC and SSD are not
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applicable to multi-modal registration but only for the images obtained by a single modality.


P
¯ · J (T (x)) − J¯
I
(x)
−
I
CC = qP x
(11)
2 P
2
¯
¯
· x J (T (x)) − J
x I (x) − I
¯ J¯ are the mean of the intensities in I, J respectively.
where I,
Mutual Information The mutual Information(MI) assumes only entropies of the intensity
distribution using a probabilistic relationship between intensities[144, 90, 112, 86, 90, 121].
The disadvantage of MI is that it is sensitive to interpolation artifacts[129], and that it
examines joint and marginal intensity distributions only[8], that is “Locality” in the MI.
M I = HI + HJ − HIJ
Entropies of the intensity distribution :
X
X
X
HI = −
Pi logPi , HJ = −
Qj logQj , HIJ = −
pij log pij
i

j

(12)

i,j

where P and Q is the probability of intensity I and J occurring in target and source respectively and pij is the joint probability of both occurring at the same place. This measure
works for multi modality system as well.
Normalized Mutual Information The normalized Mutual Information(NMI) is the normalized version of MI, which reduces the overlap problem[112]. The size of the overlapping
area of two images can influence the mutual information measure. With decreasing overlap
during registration, the mutual information measure can increase. This may occur when
the relative areas of object and background and the sum of the marginal entropies increases
faster than the joint entropy. Therefore, normalizations of joint entropy can be helpful to
overcome this problem which is less sensitive to changes in overlap.
NMI =

HI + HJ
HIJ
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(13)

CHAPTER 3
GRAPH-CUTS SEGMENTATION
3.1

Introduction
Graph-cuts have been researched on several fronts in image processing since they

were first introduced in the late 1980s. Firstly, Greig et al.[55] addressed the energies for
graph-cuts as shown in Eq. (14), and developed the minimization of the energy function
by min-cut/max-flow algorithms; such energy functions have been widely used. Before this
algorithm, the energy function could not be exactly minimized, and the global minimum
was elusive. However, since binary image restoration which was considered by Greig was
limited, the graph-cut method was not noticed for the next ten years as, in this formulation,
the segmentation is biased to very small intensity range. Jianbo Shi et al. [123] tried to
solve this problem by normalized cut, which is NP-hard using an approximation technique.
In the 1990s, many computer vision methods used graph-cuts for non-binary problems. Roy
et al. [120] used max-flow algorithms to perform multi-camera stereo matching. Shortly afterwards, Boykov et al. [18], and Ishikawa et al. [70] performed minimization of the energy
function in the multi-label case with linear boundary terms for image segmentation.
Since, a large number of methods have utilized graph-cuts to minimize energies in many
applications. Image segmentation [20, 70, 143], image restoration [55], shape reconstruction [126], image registration [52, 135] and so on. Our work is motivated by Boykov and
Jolly[23] who first proposed how to use graph cuts to efficiently extract objects for N − D
applications based on a wide range of visual cues, contextual information, and useful topological constraints. The graph cuts framework show implicit boundary representation that
is considered as a discrete counterpart of the level-set method, whose relationship with the
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level-set method is discussed in [22]. Graph-cuts have been extended in a large number of
directions: geometric cues[16, 77](geo-cuts), regional cues based on Gaussian mixture models [13] for improved interactivity [119, 134] (grab-cuts), binary segmentation using stereo
cues [78], extraction from 2D + t video [84, 145], multiple objects segmentation[83], combining segmentation with 3-D pose estimation[24], and methods for solving surface evolution
PDEs[21].
3.2
3.2.1

The Basic Concepts
Graph Construction
Given a 3-D image I, a graph=< V, E > can be constructed with V as a set of nodes

comprising image voxels and E a set of edges which connect the nodes [17]. A set of all node
pairs {p, q} of neighboring nodes in the set of image nodes . To find an optimal boundary
with a graph-cuts algorithm, two additional special terminal nodes are needed: these are
called the source node, S, and the sink node, T . In the case of binary image segmentation,
the set of labels Ap = {1, 2} correspond to the object, placed inside the lung or tumor, for example, and the background, outside lung or non-tumor, respectively. Terminals correspond
to the set of labels that can be assigned to nodes. The graph has two types of edges: n-link
and t-link. The n-links connect pairs of neighboring nodes such as {p, q}. This neighboring
system can be 4-(2D), 8-(2D), 6-(3D), 26-(3D) neighborhood in the image. The cost of nlinks corresponds to similarity between the nodes. These values are usually obtained from
the node interaction term Bp,q in Eq. (14). T-links connect pixels with terminals (labels).
The cost of a t-link connecting a node and a terminal corresponds to a value for assigning
the corresponding label to the node. This cost is normally derived from the data term Rp in
Eq. (14) [17].
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Figure 7. Graph construction
3.2.2

Energy Function

Energy (A) = λ ·

X

Rp (Ap ) +

p∈P

X

c · Bp,q (Ap , Aq ) .

(14)

{p,q}∈N

In order to find the minimum s/t cut which separate two image regions, object and
background, the sum of edge weights along the cut is optimized through the max-flow algorithm. And we can find the minimum energy to cut the edges so that the “object“ is
separated from the “background“. In the case of binary labeled segmentation (object and
background), the standard max-flow algorithm is sufficient. In case where more than two
labeled segmentation is required, the alpha-expansion algorithm is utilized.

Regional Term The regional term Rp assumes that the individual penalties for assigning
voxel p to ”object” and ”background”, correspondingly λ · Rp (”obj”) and λ · Rp (”bkg”) are
given. For example, Rp represents how well a voxel p is assigned to the object and background
22

intensity group, e.g., through using a probability density function expressed by a histogram.

Rp (Ap ) = −lnP (Ip |Ap)

(15)

The weight on the t-link {p, S} can be calculated as −λ · lnP (Ip | ”bkg”) and on the
t-link {p, T }, −λ · lnP (Ip | ”obj”) is the edge weight, where S is the source node, and T is
the sink node.
Boundary Term The node interaction term Bp,q contains the “boundary“ properties of
segmentation, and can increase as a function of similarity between p and q. When p and
q have low contrast, Bp,q is large, while very different intensities between p and q result in
Bp,q ≈ 0 as may be deduced from Eq. (16) where δAp 6=Aq is a Kronecker delta representing
interaction potential,:
(Ip − Iq )2
Bp,q (Ap , Aq ) = exp −
2σ 2

!

where δAp 6=Aq

· δAp 6=Aq


1 if A =
Aq 
p 6
=
0 if A = A 
p
q

(16)

In order to find the minimum s/t cut which separates two image regions, object and
background, the sum of edge weights along the cut is maximized through the max-flow
algorithm. This results in maximum seperates between object and background. For the
weight setting of this algorithm, we will discuss about parameter sensitivities in Section
3.5.2 are used. And we can find the minimum energy cut through the graph which cuts
the edges so that the “object“ is separated from the “background“. In the case of binary
labeled segmentation (object, background), the standard max-flow algorithm [17, 19, 79] is
sufficient.
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TABLE 1
Edge weights in graph-cuts segmentation [17]

Edge
{p, q}
{p, S}

{p, T }

3.3

Weight (cost)
c · Bp,q
λ · Rp (”bkg”)
K
0
λ · Rp (”obj”)
0
K

For
{p, q} ∈ N
p ∈ P, p ∈
/ O∪B
p∈O
p∈B
p ∈ P, p ∈
/ O∪B
p∈O
p∈B

Max-flow Algorithm
Most of the graph-cuts algorithms belong to straight-forward implementations, for ex-

ample, Augmenting max-flow algorithm (Ford and Fulkerson[49]) or Push-Relabel algorithms
(Goldberg and Tarjan [53]), which are slow in practice. Boykov et al.[17] have introduced
the modified versions of these two algorithms, which is well-known for graph-cuts method
and is relatively a fast algorithm.
3.3.1

Augmenting Path Algorithm (Ford-Fulkerson)
The Ford-Fulkerson augmenting algorithm[49] was introduced in the mid-1950’s. Stan-

dard augmenting paths based algorithms work by pushing flow along non-saturated paths
from the source to the sink until the maximum flow in the graph G is reached. A typical
augmenting path algorithm stores information about the distribution of the current s → t
flow f among the edges of G using a residual graph Gf . The topology of Gf is identical to
G but capacity of an edge in Gf reflects the residual capacity of the same edge in G given
the amount of flow already in the edge. At the initialization there is no flow from the source
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to the sink (f = 0) and edge capacities in the residual graph G0 are equal to the original
capacities in G. At each new iteration the algorithm finds the shortest s → t path along
non-sturated edges of the residual graph. If a path is found then the algorithm augments it
by pushing the maximum possible flow df that saturates at least one of the edges in the path.
The residual capacities of edges in the path are reduced by df while the residual capacities of
the reverse edges are increased by df . Each augmentation increases the total flow from the
source to the sink f = f + df . The maximum flow is reached when any s → t path crosses
at least one saturated edge in the residual graph Gf [17].

Theorem: A flow f has maximum value if and only if there is no flow augmenting
path with respect to f .

Algorithm 1: Ford-Fulkerson Algorithm [105]
1 for each edge f (u, v) ∈ f do
2
do
3
f (u, v) ← 0
4
f (v, u) ← 0
5
while there exists a path P from s to t
6
in the residual network Gf
7
do
8
for each edge (u, v) inP do
9
do
10
f (u, v) ← f (u, v) + cf (P )
11
f (v, u) ← −f (u, v)
12
end
13 end

After the max-flow is found, the maximum cut is determined by:

S = {All vertices reachable f rom s}
T = G/S
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Figure 8. Ford-Fulkerson Algorithm[105]
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The running time of the algorithm depends on how the augmenting path is determined, and
if the searching for augmenting path is realized by a breath-first search, the algorithm runs
in polynomial time O (E |fmax |).
3.3.2

Boykov’s Maximum Flow = Minimum Cut algorithm
The Max-flow/ Min-cut algorithm was developed by improving standard augmenting

path algorithm. The augmenting path technique tries to find s/t cut until all given edges
in the graph are saturated. In practice, it needs to scan most paths in the graph to build a
breadth-first search trees, which means the computation of graph-cuts may be so expensive
in the worst case scenario. Boykov’s algorithm provided a pathway to solve this issue. This
algorithm is similar to Dinic’s augmenting algorithm[44], which builds two search trees for
S from the source and T from the sink. Unlike Dinic’s algorithm, these trees are reused
and do not start building them from scratch. In theory, this seems to be worse in the
time complexity than the standard algorithms discussed. In practice, Boykov’s algorithm
significantly outperforms standard algorithms.
General Structure At the beginning of the graph construction, two search trees S and
T are not overlapped each of which has roots from the source s and t respectively, and all
edges in search trees are non-saturated. All nodes in V can be defined as follows.
S ⊂ V, s ∈ S, T ⊂ V, t ∈ T,
(17)
S∩T =∅
The nodes defined as S ∩ T = ∅ are called ’free nodes’ and all nodes in search trees become
either ’active node’ or ’passive node’. Algorithm 2 gives an overview of Boykov’s algorithm
which iteratively repeats three stages.
The iterations of three stage, 1) Growth stage, 2) Augmentation stage and 3) Adoption
stage, keep processing until the search trees S and T can not grow any longer and those
are divided by saturated edges, which means that a maximum flow and the corresponding
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Algorithm 2: Boykov Algorithm General Structure [17]
1 Initialize: S = {s} , T = {t} , A = {s, t} , O = Ø
2
3
4
5
6
7
8
9
10

while true do
grow S or T to find an augmenting path
P from s to t
if P = Ø then
augment on P
adopt orphans
end
end
end while

minimum cut are determined.
Growth Stage At this stage, the search trees expand finding neighboring non-saturated
edges to find another active nodes of the corresponding search trees from a set of free nodes.
When all neighboring nodes of an active node are explored, the active nodes become passive
nodes. This stage meet the stop criterion when an active node faces a node in the opposite
tree.
Augmentation Stage At the augmentation stage, the path found at the growth stage
will be augmented. In order to saturate some edges in the given path P from s to t, the
largest flow possible is pushed through this path. The saturated edges linking the nodes to
their parents become no longer valid, then the nodes may change to ’orphan nodes’
Adoption Stage The adoption stage adopts the orphan nodes occurred at the augment
stage to a new valid parent.
Flow chart with Simple Example for segmentation The flow chart in Figure 9, 10,
11, 12 is showing the simple example of Boykov’s algorithm through the growth stage, the
augment stage and the adoption stage. Each character in the flow chart is defined as follows.
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Algorithm 3: Boykov Algorithm Growth Stage [17]
1 At this stage, active nodes acquire new children from a set of free nodes.
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

while A 6= Ø do
pick an active node p ∈ A
for every neighbor q such that tree cap(p → q) > 0 do
if TREE(q) 6= Ø then
then add q to search tree as an active node:
T REE (q) := T REE (p),P AREN T (q) := p,A := A ∪ {q}
end
if TREE(q) 6= Ø; and T REE (q) 6= T REE (p) then
return P = P AT Hs → t
end
end
end for
remove p from A
end
end while
return P 6= Ø


S → Source
T ree ⇒ Search trees
T → Sink



A → Active nodes




P → P assive nodes
T ype ⇒ T ypes of nodes


O → Orphan nodes




Ø →
F ree nodes



s → T he parent of the node is the source node.


P arent ⇒ P arents of nodes p → T he parent of the node is the sink node.



Ø → T his node does not have any parent node.

As shown in Figure 12, some min-cuts are obtained when the max-flow algorithm stops.
One of min-cuts which has the minimum sum of flow across the edges on the corresponding
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Algorithm 4: Boykov Algorithm Augmentation Stage [17]
1 Input: A path P from s to t.
2 The orphan set is empty in the beginning of the stage, but there might be some
orphans in the end since at least one edge in P becomes saturated.
3
4
5
6
7
8
9
10
11
12
13

find the minimum edge capacity ∆ on P
update the residual graph by pushing flow ∆ through P
for each edge (p, q) ∈ P that become saturated do
if TREE(p) = TREE(q) = S then
then set P AREN T (q) :=6= Ø and O := O ∪ {q}
end
if TREE(p) = TREE(q) = T then
then set P AREN T (p) :=6= Ø and O := O ∪ {p}
end
end
end for

Algorithm 5: Boykov Algorithm Adoption Stage [17]
1 During this stage, all orphan nodes Ø are processed until Ø becomes empty.
2
3
4
5
6
7
8
9

while O 6= Ø do
pick an orphan node p ∈ Ø and remove it from Ø
scan all neighbors q of p such that TREE(q) = TREE(p)
if q is a valid parent (TREE(q) = TREE(p), tree cap(q → p) > 0) then
set PARENT(p) = q
end
end
end while

min-cut becomes the optimal min-cut.
3.4

Advantages of Graph-cuts

Global optima and applicability to N-D problems One interesting feature of the
graph-cuts method is that it is able to calculate a global minimum of the energy function for
an N-dimensional segmentation[55, 147, 69, 23]. Since the global minimum provides potentially better stability, it is attractive. The main reason why global minima can not be found
is very much related to the specific energy function given rather than the actual minimiza-
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tion method. Many earlier segmentation techniques do not have a clear energy function[2],
or only find an approximate solution, computing a local minimum very far from the global
minimum. Before 2000s, some segmentation method[36, 99, 46, 39, 71] showed the possibility
of finding the solution globally, but those could be computed only for two-dimensional applications. The s/t graph cuts technique gives a globally optimal object extraction method
for N-dimensional images.

Practical efficiency Boykov and Kolmogorov[17] showed the practical efficiency of combinatorial max-flow algorithms for applications in computer vision, which showed that maxflow algorithms could extract the objects from 2-D and 3-D problems in nearly real-time
using regular PCs. Further research has shown that there is significant speed-up for dynamic segmentation problems, for example, flow-recycling[76] and cut-recycling[72]. Running graph-cuts with parallel processors[68] is possible and enhance the segmentation performance. In order to reduce the memory consumption for 3-D applications, the multilevel
banded techniques[87] was introduced.
Numerical robustness Graph-cuts image segmentation technique usually relies on the
max-flow algorithm from combinatorial optimization, while Snake[148] and Finite elements
technique[95] are usually optimized based on variational methods. Convergence in variational
methods is non-trivial issue that has to be carefully designed[115]. Image segmentation results in variational methods may vary depend on how the algorithm is implemented, even
though the same energy function may be used. Graph-cuts, however, has numerical robustness. When we use the same energy function, the identical segmentation results would always
be obtained despite the fact that we can use a number of different max-flow/min-cut algorithms for image segmentation, such as Augmenting max-flow algorithm[49], Push-Relabel
algorithms[53], and Boykov’s max-flow algorithm[17].
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N ode (T ree, T ype, P arent)
a (S, A, s) d (Ø, Ø, Ø) g (T, A, t)
b (S, A, s) e (Ø, Ø, Ø) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(a) Intialization

N ode (T ree, T ype, P arent)
a (S, P, s) d (S, A, a) g (T, A, t)
b (S, A, s) e (Ø, Ø, Ø) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(b) 1stGrowth

N ode (T ree, T ype, P arent)
a (S, O, Ø) d (S, O, Ø) g (T, O, Ø)
b (S, A, s) e (Ø, Ø, Ø) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(c) 1stAugment

N ode (T ree, T ype, P arent)
a (S, P, d) d (S, A, b) g (Ø, Ø, Ø)
b (S, A, s) e (Ø, Ø, Ø) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(d) 1stAdoption

Figure 9. Boykov Algorithm, Flow Chart(1) [105]
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N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (S, A, b) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(a) 2ndGrowth

N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (S, O, Ø) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(b) 2ndAugment

N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (S, A, c) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(c) 2ndAdoption

N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (S, A, c) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(d) 3rdGrowth

Figure 10. Boykov Algorithm, Flow Chart(2) [105]
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N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (S, A, c) h (T, A, t)
c (S, A, s) f (Ø, Ø, Ø) i (T, A, t)
(a) 3rdAugmentAdoption

N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (S, A, c) h (T, A, t)
c (S, P, s) f (S, A, c) i (T, A, t)
(b) 4thGrowth

N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (S, O, Ø) h (T, A, t)
c (S, O, Ø) f (S, O, Ø) i (T, A, t)
(c) 4thAugment

N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (Ø, Ø, Ø) h (T, A, t)
c (Ø, Ø, Ø) f (Ø, Ø, Ø) i (T, A, t)
(d) 4thAdoption

Figure 11. Boykov Algorithm, Flow Chart(3) [105]
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N ode (T ree, T ype, P arent)
a (S, P, d) d (S, P, b) g (S, A, d)
b (S, P, s) e (Ø, Ø, Ø) h (T, A, t)
c (Ø, Ø, Ø) f (Ø, Ø, Ø) i (T, A, t)
(a) STOP

Figure 12. Boykov Algorithm, Flow Chart(4)[105]
3.5
3.5.1

3-D Lung Boundary Segmentation with Graph-cuts
Lung segmentation with Graph-cuts
Lung segmentation is important in clinical workflow. Segmentation can aid clinical

experts to a more accurate diagnose without mistakes. The lung boundary information, the
location and the shape information of organs, and bones around the lung can be obtained by
graph-cuts segmentation. In order to extract the lung boundary, the binary graph-cuts may
be used, and for extracting multi organs and bones, the multi-label graph-cuts is used. The
graph-cut method is able to be extended to n-dimensional data, so graph-cut segmentation
is flexible for 2-D, 3-D, and even 4-D lung data set.
3.5.2

Analysis of Parameter Sensitivities for Graph-cuts segmentation of Lung
CT
The energy function in Eq. (14) is dependent on the setting of parameters λ, c.

We performed strict comparison of automated segmentations introduced in Section 3.5.3
with expert traced boundaries and proposed empirical rules regarding how to set these parameters for 3-D CT lung segmentation for accurate results. The parameter settings for λ,
c and K, sensitively affects the 3-D segmentation results. Appropriate parameter settings
lead to accurate lung boundary segmentation.
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TABLE 2
The parameter sensitivity for 3-D lung image segmentation [32]

Parameters
K
λ
c
0.5
3
0.5 1.5
5
30
5
0.1
5
1.5
0.05
0.01
1.7
5
0.5 0.7
0.1

Error Metrics
γT
τT
99.2540 0.8421
99.2592 0.8483
99.2723 0.8591
99.2707 0.8591
99.2355 0.8606
99.2422 0.8591
98.3911 0.8530
38.6072 0.2496
99.2723 0.8591
99.2723 0.8591
99.2723 0.8591

Results
Good
Good
Good
Bad (artifacts)
Good
Bad (artifacts)
Bad (artifacts)
Bad (wrong boundary)
Good
Good
Good

Utilizing error metrics introduced in Eq. (20) and Eq. (21) in Section 3.5.3, Table 2
illustrates how lung segmentation is dependent on parameters for a typical data set. The
value of γT shows how much the segmentation result and the ground truth match each
other, and the value of τT indicates the discrepancy between the two. For comparisons, each
parameter is varied while the other two are kept fixed. Through the results in Table 2, we
are able to define the range of parameters for reliable 3-D CT lung image segmentation with
the graph-cut method. First, the value of K has already been defined in previous research
[17]; however, empirically, the following setting lead to good results.

K=

c
× +m + 1.
2

(18)

In (18), c denotes the similarity coefficient, and m denotes the m-neighborhood system
for calculating the n-links. For simplicity, the 4-neighborhood system in 2-D, and the 6neighborhood system in 3-D was used. Further analysis lead to additional empirical relationships among parameters. Many artificial dots around seed points resulted when the
value of K was much larger than λ. For example, in the case of K = 30 when λ = 0.5, or
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in the case of λ = 0.05, or 0.01 when K = 5 some artifacts around the location of actual
seed points occur, and this resulted in the wrong segmentation result since the region of seed
points became dominant. Figure 13(b) show the segmentation results including artifactual
dots in one 2-D slice of a 3-D image volume. The value of K that appeared to provide good
segmentation results satisfied the condition that K < 20∗λ. Finally, the value of λ influences
the balance between Bp,q and Rp and for good segmentations. A value obeying
c
λ≈ .
3

(19)

resulted in a good segmentation. Setting λ to a very small value caused the data term in
the energy function to become much less important, resulting in the boundary term became
primary. This caused the automatically detected lung boundary to cross over the actual
lung boundary. Figure 13(c) shows that the method extracts the wrong lung boundary and
includes artificial dots where λ is set to a very small value and the value of K is large.

3.5.3

3-D Segmentation with Graph-cuts on the Lung CT image

Lung boundary case
Given the lung CT data provides the size of the image volume and the intensities
of whole image voxel. We will accomplish the segmentation of lung boundary splitting the
inside of lung and the outside of lung which is soft tissue and bone etc. The inside lung and
the outside lung are set as ’the object’ and ’the background’ of graph-cuts method. The
object is composed of voxels of low intensities compared to the background since inside lung
is most occupied with air. The seed points for the hard constraint need to be selected on the
object and the background separately as shown in Figure 16. From the seed points selection,
the range of intensities of the object and the background can be defined, and we recognize
these two parts have been distributed on the clearly different range of histogram as shown
37

(a)

(b)

(c)

Figure 13. Results of 3-D segmentation of Patient01. (a) Segmented image with two labels
K = 5, λ = 0.5, c = 1.5 (b) Binary segmentation results with artifact due to bad parameters
selection K = 5, λ = 0.1, c = 1.5, (e) Binary segmentation results with artifact due to bad
parameters selection K = 5, λ = 0.01, c = 1.5 [32].
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in Figure 14.

Figure 14. The histogram for the intensity range of seed points. The blue line plot represents
the object and the red dot plot represents the background.
In graph-cuts segmentation weights for t-links are provided based on this histogram.
Moreover, we can put another hard constraint to strengthen the labeled points. We give
an appropriately large constant value to the actual seed points location so as to not miss
these voxels. The weight for n-links is calculated based on how similar the intensities of two
neighboring voxels are. If the neighboring voxels have very similar values, weights become
larger. Otherwise, reduced weights close to zero are assigned. The max flow-min cut method
is applied to segment the object from the background.
Four 3-D lung CT data were used for validation. Each CT volume contained from
118 to 197 axial slices with resolution 1.1719 × 1.1719 × 1.5 mm3 . Figure 17 shows results
from the segmentation in 3-D. The segmentation results were validated using two error
metrics, one of which is the error metric defined in Eq. (20) and Eq. (21) and another
is the Dice similarity coefficient (DSC). The error metric in [33] compares the number of
voxels in a segmented volume, Vseg , with the number of voxel in the ground-truth volume
V as delineated by an expert. If Vintersection is used to denote the volume of intersection
(Vintersection = V ∩ Vseg ), the rate of correct voxel classification of the method is given by
γT =

Vintersection
× 100%.
V
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(20)

(a) 2-D axial slice

(b) 2-D coronal slice

Figure 15. 2-D axial and coronal slices of the lung

c
With V \ Vseg representing V ∩ Vseg
, another metric proposed in [33] is

τT =

(Vintersection )2
× 100%.
V (V \ Vseg )

(21)

As mentioned in Section 3.5.2, the value of γT shows how much the segmentation result and
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Figure 16. The selection of seed points. Yellow circles: seed points for object (inside the
lung), red crosses: Seed points for background (outside the lung).
the ground truth result match, whereas τT indicates the discrepancy between the two.
Another error metric, Dice similarity coefficient (DSC), is spatial overlap index and
a reproducibility validation metric. The value of DSC ranges from 0, indicating no spatial
overlap between two sets of binary segmentation results, to 1, indicating complete overlap.
DSC is defined in Eq. (22).
T
2 × |A B|
DSC =
.
|A| + |B|

(22)

where |A| is the volume of true segmentation, and |B| is the volume of automated segmentation. Table 3 shows results for validation of the segmentation based on the four lung CT
data.

41

(a) The visualization on the 2-D axial slice

(b) The visualization on the 3-D volume

Figure 17. The result of 3-D segmentation with binary graph-cuts method [32]
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TABLE 3
Validation results from applying 3-D graph-cuts segmentation to lung boundaries in four
3-D CT data sets, comparing automated segmentation with ground truth [32].

Error metric
Data

Error metric
γ (%)
τT
99.2723 0.8591
98.4142 0.7806
94.3130 0.8520
93.4093 0.8460
T

1
2
3
4
3.6

Dice similarity coefficient
0.9521
0.9251
0.9391
0.9562

3-D tumor segmentation via Graph-cut Optimization Including Prior Trained
Shape
CT lung scansare of a great use to analyze and track the lung nodules that might turn

out to be cancer. An important step in this process is segmenting the nodule to locate and
measure the volume of nodule in different periods of time. Previously, authors have proposed
various approaches to segment lung nodules from CT scans. In summary, these methods can
be categorized into four general approaches: thresholding methods [116, 103], region growing
[43, 141], active contours [47, 48], and graph-cut methods [151, 30] . In early attempts Reeves
et al. [116] performed segmentation by applying an adaptive threshold computed for each
scan to compensate for the variations between two consecutive scans in conjunction with a
geometrical constraint to favor spherical shape structures. Dehmeshki et al.[43] proposed a
region growing approach where each neighboring voxel is added to the nodule region based
on intensity contrast and distance to center of the region. Ginneken [141] also used region
growing, however the regions were grown by a machine learning approach in which voxel
features were fed to a classifier to predict its label as nodule or non-nodule. Some studies
combined region growing and thresholding methods and presented a multilevel framework.
Badura and Pietka [10] performed Otsu thresholding, region growing, morphological oper-
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ations, and thickening to segment juxta vascular and juxta pleural nodules from attached
organs. In another approach [146], authors extended the gradient, energy, and curvature
concepts to 3-D volumes and segmented lung nodules in an active contour fashion [74].
Farag et al. [47] proposed another active contour framework to model intensity of nodules
as nonparametric Gaussian distribution. 3-D segmentation was carried out by 2-D active
contours slice by slice, subsequently stacking the resulting planes on top of each other to
form the 3-D result. In another study in this domain [48], a sparse representation of training
shapes were incorporated into active contours to contribute adaptively to the conventional
active contour energy function. Graph-cuts segmentation, a method adopted in this thesis,
is another approach to segment nodules in the lung. Cha et al. [30] revised the graph-cuts
energy function to incorporate shape prior into graph-cuts energy function.
Indeed, graph-cuts techniques have been popular and have been applied to a variety
of image segmentation tasks. Cha et al. [29] determined the optimal parameter settings of
conventional graph-cuts segmentation for lung volumes. Massoptier and Casciaro [94] and
Beichel et al. [12] performed 3-D liver segmentation in contrast enhanced CT data, or MRI
data using graph cuts. Despite great usage of intensity-based techniques like graph-cuts,
they may suffer from inaccurate extraction in case of low contrast between the object and
the background. Therefore, a few publications have also proposed graph-cuts segmentation
using shape prior to constrain a specific shape. Slabaugh and Unal [125] used an elliptical
binary mask as shape prior for segmenting circular structures in blood vessel MRI. FunkaLea et al. [51] proposed a blob term which gives weights depending on the distance from the
center of seed points region, and modifies the regularization term of the energy function to
segment the heart volume in CT scans. Freedman and Zhang [50] used a shape prior with
signed distance function for segmentation, but they tried to empirically apply the fixed shape
prior template without any shape refinement during segmentation. Grosgeorge et al. [56]
performed graph-cuts segmentation using a shape prior which was generated by active shape
model (ASM ) from 3-D heart images, though they extracted the shape variations offline
and built a fixed shape prior in the training step. Also their method first needed to register
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the shape model to the image with a rigid motion, resulting in expensive computations.
Nakagomi et al. [104] proposed 3-D lung segmentation with shape prior using statistical
shape model (SSM ) via graph-cuts.
Compared to previous research just described, our proposed algorithm performs shape
refinement via principal component analysis (P CA) and incorporates the shape prior which
is generated by ASM with signed distance function. The shape prior template is not fixed
in our formulation and is based on training data which constrains the segmentation through
iterative shape refinement. Our approach refines the shape prior through projection of the
segmented region from each iteration into a valid shape space defined by principle components
of the training data. More specifically, by bringing information from the segmented region
into the statistical analysis, we are provided with a more adaptive and accurate shape prior.
Finally, the method is applied in 4-D. In order to extend 3-D segmentation to 4-D, the warped
refined shape is applied to each successive phase. A few publication have proposed graph-cuts
segmentation in 4-D. Linguraru et al. [85] performed abdominal organ segmentation using
4-D graph-cuts with shape and location constraints for livers, spleens and kidneys. This
method used Parzen windows to generate shape models, and modified the energy function
by adding the enhance term obtained from contrast-enhanced CT data and the location
term. However, as with 3-D segmentation, 4-D segmentation especially for nodules is still
challenging due to existence of tissues surrounding the nodule which have similar Hounsfield
units.
3.6.1

Active Shape Model (ASM) with Signed Distance Function
Medical image segmentation using ASM has been highly popular. General ASM

methods finds the boundary of the objects via P CA with given landmark coordinate information based on a training set. However, as pointed out in previous research [40], there
are some drawbacks to this approach : 1) Extension of explicit representations which are
landmark-based to higher dimensions is not straightforward and requires tedious human effort. 2) Landmark-based representations do not permit to topological changes because they
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rely on a labeling of space and as a result, require complicated splitting and merging techniques. In order to solve these problems, for boundary representation in 3-D, we chose an
implicit shape representation wherein the shape boundary is represented as the zero level
set of a signed distance function (SDF ) in a higher dimensional space. The signed distance
function φ at the voxel (x, y, z) can be defined as the shortest distance between the voxel and
the shape boundary, representing the zero level set. The value of the voxel inside the boundary is negative, and outside the boundary positive, while the shape boundary is located on
the zero-crossing of the SDF. Figure 18 shows an example of a lung boundary modeled as
the zero level set of a signed distance function.

Figure 18. Lung boundary embedded as the zero level set of signed distance function
To compare like-parts of the shapes and obtain statistics from given training sets,
exact shape alignment in most cases is demanding. However, SDFs provide tolerance to
slight misalignments [81]. We chose to translate shapes to roughly align with a reference
shape. Moreover, eigenvectors calculated by P CA from the training set can deform the mean
shape in scale variations and curvature variations [81].
Let T be the training matrix which consists of vectorized training SDFs φi in each
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column. Given n shapes in the training set, the mean φ̄ of all training SDFs is represented
as follows:
n

1X
φ̄ =
φi .
n i=1

(23)

In order to represent variations in the training set, PCA computes eigenvectors and eigenvalues of the training matrix. Let R be the residual matrix which is obtained from the difference
between the mean signed distance function and each training signed distance function:


R = φ1 − φ̄, φ2 − φ̄, · · · , φn − φ̄ .

(24)

The matrix of eigenvectors, U , which is the direction of variations, and the diagonal
matrix of eigenvalues, D can be calculated by Eq. (25).

U DU T =

1
RRT .
n

(25)

In fact, the eigenvalue decomposition is employed to factor n1 RRT (as shown in Eq. (25)) as
eigenvector and eigenvalue matrix. However, in this case, the dimension of n1 (RRT ) is large
(Number of voxels * Number of voxels) so the calculation of the eigenvectors and eigenvalues
of this matrix is computationally expensive. In practice, according to reference [81], the
eigenvectors and eigenvalues of
n*n matrix :

1
(RT R)
n

1
(RRT )
n

can be efficiently computed from a much smaller

where n is the number of shapes in the training set. Indeed, this

approach was adopted in our implementation for computing eigenvectors and eigenvalues.
In the proposed algorithm, the segmented image φ(τ ) extracted in iteration τ by
graph-cuts is refined to the range of variations in the training database. The weight corresponding to the direction of variations is approximated by Eq. (26).


w(τ ) = UkT φ(τ ) − φ̄ ,

(26)

where Uk is the first k column of U , and w(τ ) ∈ IRk is the weight vector calculated in iteration
τ , each entry of which weighs a single eigenvector. In previous work, authors [50, 56], used
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a fixed shape prior template for graph-cuts segmentation, however the algorithm proposed
herein refines the shape prior iteratively based on the segmented image φ(τ ) obtained by
graph-cuts. In each iteration τ of graph-cuts, a shape prior is deformed to best approximate
the segmented region while at the same time keeping the shape in the valid shape space
through solution to Eq. (26), further refining the shape prior with the weight w(τ ) obtained
from Eq. (27).

φ̃(τ ) = φ̄ + Uk w(τ ).

(27)

The refined shape prior φ̃(τ ) is then used as prior information for the next iteration
τ +1 of graph-cuts. Clearly, in the first iteration (τ = 1), when there is no information about
the shape of the nodule, the algorithm uses the mean shape φ̄ obtained from the training
step as the prior. The advantage of this approach is that it automatically captures and
adapts the valid shape variations for each nodule in the testing step. That is, based on the
current segmented data, the allowed shape variations are updated to best match shapes of
nodule image. Also, weneed another constraint on w wherein each wi is restricted to lie in
√
√ 
the range −2 λi , 2 λi where λi is the ith (i = 1 ∼ k) eigenvalue [37].
The first three eigenvectors were employed to capture shape variations. We arrived at
this number by visually investigating the changes in the shape while varying each eigenvector.
This number (number of eigenvectors) accounts for the most important shape variations in
the training set. As shown in Figure 19, the first eigenvector is best at capturing the variation
in nodule size. While the second and third eigenvectors also seem to capture volume size,
but in a smaller range and also in a different direction. As we can see, the shape variations
corresponding to fourth eigenvector is not significant.
3.6.2

3-D tumor segmentation with Prior Trained Shape
Graph-cuts have been widely used for image segmentation due to their advantage

of global optimization and computational speed. However, the intensity-based nature of
graph-cuts makes their use difficult for foreground/ background segmentation in low contrast
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Figure 19. Deformations of the mean shape generated by varying the weight corresponding
to the first four primary eigenvectors.
images. To help the segmentation process, we need shape prior information. Eq. (28) is the
modified version of Eq. (14), which is the graph-cuts energy function using the shape prior
from ASM [81, 34].

Energy (A) =

X

(λ · Rp (Ap ) + α · Sp (Ap ))

p∈P

+

(28)

X

c · Bp,q (Ap , Aq )

{p,q}∈N

Sp is the shape prior term represented by the signed distance function which is the
distance from voxel p to the boundary of the shape. λ, α and c are the weights for the regional
term, shape prior term, and boundary term, respectively. Chen and Bagci [34] introduced
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iterative graph-cuts and ASM which uses landmarks during PCA analysis to perform 3-D
anatomical segmentation of organs (liver, left and right kidneys, spleen, and foot bones). As
noted earlier, in this paper, we adopt a SDF representation. This is an improvement since
SDF does not require explicit correspondence of landmark points and furthermore is a whole
boundary representation.
For the training step of the proposed algorithm, 3-D nodule shapes from ground-truth
patient data are aligned using nodule centroids and are translated accordingly. Based on
the translated shapes, signed distance function of training shapes are derived and are stored
in a matrix. PCA analysis is then applied on this matrix representation and the mean
shape and corresponding eigenvectors are computed. These eigenvectors are used during
an iterative shape refinement procedure which progresses until an optimal segmentation is
reached. Algorithm 6 is the pseudo-code for the algorithm’s training step.
Algorithm 6: Training Step
input : n shapes represented as binary masks.
output: The mean shape, and the eigenvalues and eigenvectors from PCA
analysis.
1
2
3

4

Align all nodule training shapes according to a reference mask centroid.
Extract signed distance function for all training shapes.
Store all signed distance functions in a matrix. Find the mean shape, as
vectorized signed distance function.
Apply PCA analysis on training data and compute the eigenvalues and
eigenvectors.

Figure 20. 3-D visualization of nodule mean shape, determined from over 500+ training
images from the LIDC Cancer Imaging Archive Data Sets [7].
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3.7

4-D tumor segmentation via Graph-cut Optimization Including Prior Trained
Shape and Motion
4-D lung nodule segmentation is accomplished by graph cuts using a prior shape

model, image intensity information, and estimates of local motion. When we run the optical flow method, the motion fields u, v, w for x, y, z coordinates can be calculated between
successive phases.
3.7.1

Motion estimation by Optical Flow
The optical flow technique finds voxel correspondences between two images by com-

puting image displacements fields. With I denoting the intensity of the image voxels, the
constant intensity assumption yields a differential equation commonly referred to as the optical flow constraint equation (also known as the Horn-Schunck optical flow constraint) [63].
This imposes that the gray value of a voxel should not change after displacement:

I (ξ + W ) = I (ξ) .

(29)

where ξ represents a function of space and time, ξ := (x, y, z, t)T , and W is the displacement
vector field between two images, W := (u, v, w, 1)T .
4-D (3-D + t) motion estimation with Optical Flow
In order to extend 3-D segmentation to 4-D (3-D+ t), we use optical flow [63] for
motion estimation between successive phases (e.g. phase 10-phase 20, phase 20-phase 30,...).
Motion fields then warp the mean shape in time on a point by point basis. Figure 21 briefly
presents the visualization of motion fields on the 2-D axial slices from 3-D volumes of interest
around the nodule shapes. From the results of motion estimation over consecutive phases
in the testing data, we realized that tumor regions from our testing data do not have large
motion to move the center of tumors a lot. For these case, it is true that warping the shape
prior over consecutive phases does not highly affect the segmentation results. However, if
we perform 4-D nodule segmentation with other testing data which include nodules which
have large motion during respiratory cycle since PCA analysis itself can not obtain the
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translational motion of nodules, the motion estimation over consecutive phases would be
necessary. During breathing, the largest motion appears on the diaphragm. When the
nodule is located near the diaphragm, the nodule may have more motion and deformation
during respiratory cycle. In this case, motion estimation between successive phases would
be more necessary. From the review of our testing nodule data, we confirmed that no nodule
is located near the diaphragm.

(a) phase10 to phase20.

(b) phase20 to phase30.

(c) phase30 to phase40.

(d) phase40 to phase50.

Figure 21. Visualization of the motion fields on 2-D axial slices. (a) Motion fields from phase
10 to phase 20 displayed at phase10, (b) from phase 20 to phase 30 at phase 20, (c) from
phase 30 to phase 40 at phase 30, (d) from phase 40 to phase 50 at phase 40.
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3.7.2

4-D Lung nodule segmentation
Testing step After obtaining the warped mean shape, we perform 4-D (3-D+t)

segmentation via graph cuts through five phases with shape refinement via PCA analysis
[30, 31]. The training step was discussed in Section 3.6.2.
For the testing step, we are given 4-D lung data sets each of which consists of five
phases during the respiratory cycle (from a phase 10 which is max-inhale to a phase 50 which
is max-exhale). During the testing step, for each phase, graph-cuts and ASM (with signed
distance function) is performed. To apply the algorithm, the initialized mean shape from
the training step is used as the shape prior. The PCA analysis refines the shape through
several iterations in order to find feasible fitting with the segmented image until the energy
value become stable.
Algorithm 7 describes the computational steps for 4-D image segmentation via graphcuts including prior trained shape and motion fields.
3.7.3

Testing and Training Data
Following IRB approval, 50 3-D lung CT volumetric frames in ten 4-D CT data(five

respiratory phases in 10 subjects) collected with 3mm slice thickness were used for algorithm
validations. In addition, 75 3-D lung CT volumes in 15 4-D lung CT data (five phases in 15
patients), also with 3mm slice thickness were downloaded from the Cancer Imaging Archive
[67]. Between the two data sources, the size of 4-D lung CT data size ranged from 512
× 512 × 85 to 512 × 512 × 141. All these data were used for the testing. For training,
which has the goal of finding the mean and shape variations through PCA analysis, 500
3-D lung nodule CT data sets from the LIDC Cancer Imaging Archive [7] which consist of
diagnostic and lung cancer screening thoracic CT scans with marked-up annotated lesions
were dow3-Dnloaded and processed to yield mean shapes and the associated eigenvalues and
eignevectors. Since the resolution of the data in LIDC data are different from the spatial
resolution of CT data, all data (for both training and testing) was transformed from voxel
coordinates to spatial length coordinates.
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Algorithm 7: Testing Step
Input :
• Parameter settings for graph-cut segmentation,
• Seed points for nodule region and background to perform regional term in graph cut
segmentation,
• Volume of interest bounding box initialization,
• Initialized mean shape from training data set.
Output:
• 3-D segmented nodule shapes through all respiratory phases.
1
2
3
4
5

6
7
8
9
10
11

12
13

14
15
16

17

18
19
20
21

for phase10∼phase 50 do
if phase 10, then
Use the initialized mean shape from the training step as a shape prior.
else
Find the motion field between successive phases (e.g. phase 10 and
phase 20)
Warp the refined shape obtained from previous phase with the motion
field.
end
end
while τ (The number of iteration) < Iter do
if τ =1, then
Perform signed distance graph-cuts ASM segmentation incorporating
shape prior
else
Perform segmentation using the refined shape obtained from
previous iteration (see equations (26) and (27), and their
description for details)
end
end
Shape refinement yields segmented nodule boundaries and refined shape
of the 3-D volume
if The change in the Energy function between iterations τ and τ + 1 is
less than a threshold then
STOP
end
end
end
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3.7.4

Results of 4-D Lung Nodule Segmentation
Some nodules occur in the middle of the lung, away from the lung boundary, while

others are connected to the surrounding tissues. Kostis et. al defined four classes of pulmonary nodules [80]: Well-circumscribed (located medially in the lung with no significant
connections to adjacent vessels), Vascularized (located in the center of the lung with significant connections to neighboring vessels), Juxtapleural (located near the pleural surface,
with the major proportion of the nodule periphery connected to the pleural surface), and
Pleural tail (located close to the pleural surface with connections through a thin structure to
the pleural surface). A review of 25 nodules in our test data showed that nine nodules were
vascularized or well-circumscribed, eight were juxtapleural, while the rest were embedded in
the heart. Following sections show segmentation results and volumetric analysis as the type
of nodules.
Well-circumscribed or Vascularized nodules
Results We performed segmentation of nine 4-D patient data with well-circumscribed or
vascularized lung nodules [30, 31]. Figure 22 shows a 2-D axial slice and a 2-D coronal slice
for phase 10 of a patient from this category. As maybe seen, the nodule is located in the
lung without significant connections to surrounding tissues leading to good contrast between
foreground and background.
The first row of Figure 23(a) shows refinement of the mean shape through iterations,
and the second row of Figure 23(a) shows evolution of segmentation results for the phase 10
volumes. After the fourth iteration, the energy function (Figure 23(b)) converges.
In accordance with Algorithm 2, we calculate the motion field between times t and
t+1 via the optical flow method (Figure 24) and apply this motion field to warp the mean
shape in time. Figure 25 displays 3-D segmented nodule volumes for nine patients through
five respiratory phases. Figure 26 shows box plot of the segmented nodule volume for each
patient, where the bar represents the mean volume through time. While the nodule volume
in patient03 is around 1cm3 , the nodule in patient06 is around 9cm3 . Nodule volumes do
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(a) 2D axial slice

(b) 2D coronal slice

Figure 22. (a) 2-D axial slice and (b) 2-D coronal slice from 3-D image volume for phase 10
of data from a patient with a well-circumscribed nodule. The cross indicates the center of
nodule which was manually selected.
not vary greatly through phases. The nodules in patient02 and patient06 are showing larger
ranges of the volume size over respiratory phases than other patients since these nodules
are located near pleural surface, which can be easily deformed by the lung motion during
breathing. Moreover, as shown in Figure 27, the size of the nodules in patient02 from the
ground truth is much bigger than the same nodules from our segmentation results because
the small proportion of these nodule is connected to pleural surface, so the ground truth
include some parts of pleural surface and some adjacent vessels but our segmentation results
did not extract parts of pleural surface and adjacent vessels at all.
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Figure 23. Iterative segmentation of nodule in a single phase. (a) First row: refined mean
shapes, second row: segmented nodule utilizing mean shapes from the first row, (b) Plot of
the energy function as a function of iterations.
Metric To validate our results, we used the Dice Similarity Coefficient (DSC) as introduced
in Eq. (22). As may be seen in Figure 28, DSC has a value in the range 0.5 ∼ 0.8 for
each patient and for all phases. Previous authors have proposed techniques which have been
performed on 3-D CT data and have reported DSC values in the 0.8+ range (see for example,
Temesguen et al. [97] ). An important difference which should be considered is that 3-D
CT data (such as for example data in the LIDC Cancer Imaging Archive data sets [7]) have
far better spatial resolution than 4-D CT data. Due to the low resolution, the number of
voxels making up nodules in 4-D CT data are significantly smaller than that of the LIDC
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Figure 24. The motion field from the phase 10 to the phase 20 on the cropped 2-D axial
slice on the phase 10, and the mean shape and the warped mean shape.
data. Therefore, even a small set of non-matched voxels between the segmented image and
ground truth can significantly affect the value of the DSC.
Juxtapleural nodules
Results We also performed 4-D nodule segmentation of eight patients with juxtapleural
lung nodules. These nodules are hard to extract with intensity based methods since there is
little contrast between nodules and surrounding tissues. For this type of nodule, prior shape
information was found to be necessary and effective. Figure 30 shows how the prior shape
information affects the segmentation result. For these nodules, it is hard to extract nodules
via segmentation technique without prior shape model.
Figure 31 shows evolution of segmentation results for phase 10 volume and refinement
of the mean shape through iterations. As shown in Figure 32, we obtain 40 3-D segmented
nodule volumes for eight patients through five phases. Figure 33 shows box plot of the nodule
volume in cm3 for each patient. While the nodule in patient11 is around 12cm3 , the nodule
in patient16 is around 3cm3 .
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Figure 25. 3-D visualization of well-circumscribed or vascularized nodules for nine patients
through five phases.
Metric We also determined the DSC for validation. For juxtapleural nodules, the values
of DSC are distributed between 0.55∼0.75. This validation suggests that even for the case
of juxtapleural nodules, and despite the reduced spatial resolution of the 4-D CT data when
compared with previous methods applied to high resolution 3-D CT data (e.g., LIDC data
[7]), the proposed 4-D lung nodule segmentation and tracking method works quite well.
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(a) The proposed method

(b) Ground truth

Figure 26. Box plot of the volume of well-circumscribed or vascularized nodules for the
nine patients. The bar in the box plot represents the mean volume through five volumetric
phases. (a) Results from the proposed method, (b) Ground truth.
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(a) Results from the proposed method

(b) Ground truth

Figure 27. Comparison of nodule sizes in 2-D coronal slice between the segmentation result
with the ground truth for Patient02. Nodule boundaries are delineated by red lines. The
size of the nodules in patient02 from the ground truth is bigger than the same nodules from
our segmentation results. (a) Results from the proposed method, (b) Ground truth.
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Figure 28. Box plot for the Dice Similarity Coefficient of 4-D segmentation of wellcircumscribed or vascularized nodules for nine patients.For each patient, the box plot represents the DSC for five phases through time.

Figure 29. 2-D axial slice having a nodule embedded in surrounding tissues. The arrow
indicates the nodule.
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(a) Cropped image slice

(b) with shape prior

(c) without shape prior

Figure 30. Comparison in 2-D between the segmentation result with shape prior (b) and
without shape prior (c). (a) shows a cropped image slice with ground truth boundary.
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Figure 31. Segmentation and shape prior evolution for a juxtapleural nodule. Columns 1-6
show iterations 1, 2, 6, 7, 10 and the final result in iteration 12 respectively. First row shows
segmentation in 3-D and second row shows the zero level set of the signed distance function
representation for the refined mean shape. The shape prior for iteration 1 is the mean shape
while for subsequent iterations the shape prior used in the iterative graph cuts segmentation
is the refined shape prior from the previous iteration. Please see description following Eq.
(26) in the text. The third row plots the change in the Dice Similarity Coefficient through
iterations showing effectiveness of the adaptive refinement of the shape prior.
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Figure 32. 3-D visualization of juxtapleural nodules for eight patients through five phases.
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(a) The proposed method

(b) Ground truth

Figure 33. Box plot of the volume of juxtapleural nodules for eight patients. The bar in the
box plot represents the mean volume through five volumetric phases. (a) Results from the
proposed method, (b) Ground truth.
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Figure 34. Box plot for the Dice Similarity Coefficient of 4-D segmentation of juxtapleural
nodules for eight patients. For each patient, the box plot represents the DSC for five phases
through time.
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CHAPTER 4
STATISTICAL CORRELATION OF CT VENTILATION IMAGES WITH
V/Q SPECT
4.1

Introduction
Accurate estimation of inter-phase breathing motion in the lung is an important task

in radiotherapy treatment. For motion tracking from 4-D CT, deformable image registration
(DIR) methods find lung motions. In previous research, quality of a variety of DIR methods
for lung CT images has been evaluated. Murphy et al. [102] organized the EMPIRE10 Challenge where several lung image registration algorithms for 4-D lung CT data were evaluated.
Although more sophisticated methods as reported in EMPIRE10 Challenge [1] produce more
accurate results (with the best approaches improving the TREs in Table 1 by 0.5mm), the
availability of code, ease of application, and speed makes use of B-spline registration compelling. In this challenge, methods using Diffeomorphic Transformations [128] and B-spline
[26] were highly ranked. Cao et al. [26] performed cubic B-spline registration using Laplacian Regularization Constraint by preserving both tissue volume and vesselness measure.
Antink et al. [5] applied Lucas-Kanade optical flow algorithm to evaluate the accuracy of
lung registration for DIR-labs data [27]. Song et al. [128] performed lung CT registration by
using diffeomorphism for the transformation model and cross correlation for the similarity
measure which ran via ANTS [9]. Ruhaak et al. [122] estimated large motion in lung CT
by integrating keypoint correspondences into dense deformation. Results from EMPIRE10
challenge may be found on-line [1].
The study of regional pulmonary function to compare 4-D CT ventilation with Single
photon emission computed tomography (SPECT) data has received some attention previ-
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ously [28, 106, 150, 58]. Castillo et al. [28] studied the correlation of 3-D ventilation from
SPECT data with Jacobian-based ventilation or density-based ventilation from 4-D lung
CT with DIR method using 4-D local trajectory modeling (4DLTM) [27]. Negahdar et
al. [106] used a 3-D optical flow technique (MOFID) to calculate lung deformation fields,
and determined regional lung function and correlated with SPECT ventilation VSP ECT and
SPECT perfusion QSP ECT . Yamamoto et al. [150] compared 4-D CT ventilation imaging
with SPECT and PET data. They used DIR method regularized based on N avier − Lamé
equation[73] and found the correlation between Jacobian from 4-D CT and both SPECT and
PET data by using Dice similarity coefficient (DSC). Hegi-Johnson et al. [58] determined
the correlation of both Jacobian and lung density changes with SPECT images.
In this chapter, we obtained deformation fields during the respiratory cycle from 4-D
lung CT by the B-spline registration technique. Moreover, we analyze the aspect of regional functions, Jacobian and principal strain, from the lung deformation over five lung
fissures through different respiratory time frame, for example, Phase 10 to 20, Phase 10 to
30, Phase 10 to 40, and Phase 10 to 50, and studied the correlation between both Jacobian
and principal strain of deformation images and 3-D V/Q SPECT.
4.2

Deformable image registration : B-spline method
Image registration is one of the most important techniques in medical image analysis

and has been a significant area of activity for many years [60, 128, 14, 102].
B-spline based techniques [121, 152] are very popular because of their general applicability, ease of use, and computational efficiency. Rueckert et al. [121] used a free-form
deformation (FFD) model based on cubic B-splines. B-spline registration has also seen
significant application in the area of temporal registration of cardiac images [114, 66].
B-spline based motion estimation has seen much success in other domains as it supports local deformation and can find dense motion fields based on the setting of a control
point grid. In the more typical case, motion estimation via B-splines use uniformly spaced
control point grids in Cartesian coordinates.
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B-splines, which stands for ’basis splines’, are the locally supported functions using
defined set of control points as mentioned in Section 2.2.1. These are usually described by a
free-form deformation (FFD) for image registration. The concept of FFD via B-spline is to
deform an object by moving a mesh of control points using B-spline basis functions[66, 114,
121]. B-spline curves consist of several polynomially parametrized pieces sutured together
and produced by the summed weighted combination of control points and B-spline basis
functions which is a basis for the vector space of piecewise polynomials of a defined degree
and continuity[100].
C (u) =

n−1
X

Bi (u) Pi

(30)

i=0

where Bi are piecewise polynomial functions and Pi are control points. We also need to
define the knot vector U = {u0 , ..., um−1 }. B-spline basis functions can then be calculated
via Cox-deBoor recurrence relations[42] defining degree d.

Bi,d (u) =

u − ui
ui+d+1 − u
Bi,d−1 (u) +
Bi+1,d−1 (u)
ui+d − ui
ui+d+1 − ui+1


1 u ≤ u < u
i
i+1
Bi,0 (u) =
 0 otherwise

with

0
0

(31)

(32)

defined to be 0. Bi,d is a polynomial of order d (degree) on each interval ui ≤ u < ui+1 .

If the degree is zero (d = 0), the basis functions are step functions. If the degree is larger
than zero, the basis function with degree one (d = 1) is a tent function, and the higher the
degree as displayed in Figure 35, the smoother the basis functions.
Let knot vector U be a set of m non-decreasing numbers, u0 ≤ u1 ≤ u2 ≤ ... ≤ um−1 .
Each ui is called knot, and the half-open interval [ui , ui+1 ) is referred as the i − th knot span.
If the same value of knot ui appear k times, for example, ui = ui+1 = ... = ui+k−1 , ui is said
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(a) d = 0.

(b) d = 1.

(c) d = 2.

(d) d = 3.

Figure 35. The range of polynomial basis functions. (a) degree d = 0, (b) d = 1, (c) d = 2,
(d) d = 3.
to be a multiple knot of multiplicity k. If the knots are equally spaced (uniform), B-spline
has the uniform basis function, otherwise, it has non-uniform basis function.
A linear basis function (Figure 35 (b)) provides only positional continuity, which is called C 0
continuity. A quadratic basis function (Figure 35 (c)) gives positional and slope continuity,
which is called C 1 continuity. For a cubic basis function (Figure 35 (d)), C 2 continuity is
provided and it has positional, slope and curvature continuity.
Consider the cubic B-spline functions which we use for motion estimation. The cubic Bspline functions will have four segments defined over five control points. In the range of
u ∈ [0, 1], we define the cubic basis functions for each segment. By calculating Eq. (32), we
can obtain cubic B-spline basis functions already stated in Eq. (3),
B0 (u) = (1 − u)3 /6

B1 (u) = 3u3 − 6u2 + 4 /6
3

2

(33)


B2 (u) = −3u + 3u + 3u + 1 /6
B3 (u) = u3 /6.
These function can be written in matrix notation as well.
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1 −3 3
1




 3 2 1 0  1 0 3 −6 3 

 (34)
B(u) = [B0 (u) B1 (u) B2 (u) B3 (u)] = UM = u u u u

6
0 3
0 −3


0 1
4
1
In order to draw each segments of a 2-D curve (Eq. (30)), we need to calculate C(u)
as weighted combination of the basis functions. When we have the ith control point pi


1 −3 3
1




 3 2 1 0  1 0 3 −6 3 

 [pi pi+1 pi+2 pi+3 ]
C(u) = UMP = u u u u

6
0 3
0 −3


0 1
4
1

(35)

As was mentioned in Section 2.2.1, in order to formulate cubic B-spline parametrized
volumes under Free Form Deformation (FFD), the set of control points Pi,j,k is set up on
the nx × ny × nz mesh with uniform spacing δ in the domain of 3-D image volume Ω =
{(x, y, z)| 0 ≤ x < X, 0 ≤ y < Y, 0 ≤ z < Z}. And then, the 3-D tensor product of 1-D
cubic B-splines parametrizing the volume is written as follows,

Tlocal (x, y, z) =

3 X
3
3 X
X

Bl (u)Bm (v)Bn (w)Pi+l,j+m,k+n .

(36)

l=0 m=0 n=0

where i = bx/nx c − 1, j = by/ny c − 1, k = bz/nz c − 1, u = x/nx − bx/nx c , v =
y/ny − by/ny c , w = z/nz − bz/nz c .
The spacing δ of control points determines the scale of local deformations. The larger the
spacing δ of control points, the more global the generated non-rigid deformations, in order to
compute the motion fields between the source image I and the target image J via 3-D cubic
B-splines, the energy function should be defined and minimized with optimization scheme
as follows.
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Etotal (T ) = −Esimilarity (I(t), T (J(t))) + λEsmooth (T ).

(37)

where T is the local transformation via 3-D cubic B-splines and λ is the weight which defines
the tradeoff between the alignment Esimilarity of the two image volumes I(t) and T (J(t)) and
the smoothness Esmooth (T ) of the transformation.
The smoothness term Esmooth (T ) is required to constrain the spline-based FFD transformation to be smooth. Several kinds of penalty term can be used for this. Rueckert et al.[121]
applied the 3-D version of a thin-plate of metal bending energy.

1
Esmooth (T ) =
V

Z
0

X

2  2 2  2 2
∂ 2T
∂ T
∂ T
[
+
+
2
2
∂x
∂y
∂z 2
0
0
 2 2
 2 2
 2 2
∂ T
∂ T
∂ T
+2
+2
] dx dy dz.
+2
∂xy
∂yz
∂xz

Z

Y

Z

Z



(38)

For the Esimilarity , as we mentioned in Section 2.2.2, Sum of squared difference (SSD), Correlation coefficient (CC), Mutual information (MI), etc. can be used. And then, by the
optimization of the total energy function, the optimal transformation will be calculated,
which makes the source image I(t) and registered image T (J(t)) into the best possible alignment. This transformation T will be considered as the motion field between the two image
volumes.
Since the B-spline method requires parameter settings, e.g., control point spacing,
and a regularization weight, we performed a number of experiments on limited data sets to
determine the optimal parameter settings for the B-spline registration algorithm and arrived
at five voxel spacing for the distance between the control points and 0.03 for the regularization
weight (we used cubic B-splines). In order to measure the quality of B-spline registration
for 4-D thoracic CT, we computed the target registration error (TRE) for DIR-lab [27] and
POPI model [142] data between Phase 10 (end-inhale) and Phase 50 (end-exhale). The
value of TRE for POPI model and DIR-labs data all with identical B-spline control point
grid density and parameter setting is shown in Table 4.
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With parameter settings as stated above, we calculated motion fields between Phase
10 and Phase 50 of 11 4-D lung CT data with the B-spline registration method employing
SSD as the intensity matching constraint.

4.3

CT Ventilation Images from Lung Deformation
4-D CT provides structural and anatomical information during tidal breathing which

maybe used to quantify deformation fields via DIR methods and subsequently to measure
mechanical properties of the lung tissue including Jacobian and strain of deformation at
voxel resolutions and as a function of time. Subsequent to B-spline deformable registration
- 3-D deformation fields between successive respiratory phases of the 4-D CT data were
determined and subsequently measures of regional lung function were computed.
4.3.1

Measure of regional functions
Subsequent to estimation of the motion fields (u, v, w) between phase 10 and any

other phase during the respiratory cycle (this approach, the so called Lagrangian frame of
reference, assumes phase 10 to be the undeformed state and later phases to be deformed
states), the deformation gradient tensor, F , maybe calculated for each 3-D voxel location
based on partial derivatives of the components of the computed displacement field.


1 + ux
uy
uz




F =  vx
1 + vy
vz  .


wx
wy
1 + wz

(39)

The Lagrangian strain tensor, E, can then be determined,
E=


1 T
F F −I .
2
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(40)

where I is the identity matrix. Diagonalizing the strain tensor yields the principal strain
values (λ1 , λ2 , λ3 ) and directions (V1 , V2 , V3 ).


E = RΛR−1

λ 0
h
i 1

= V1 V2 V3  0 λ2

0 0

 
0
V
  1
 
0  V2  ,
 
λ3
V3

(41)

where R is a rotation matrix, and Λ is a diagonal matrix. The principal strain values,
λ1 , λ2 , and λ3 , correspond to the maximum stretch (λ1 ), medium stretch values (λ2 ) and
minimum stretch values (λ3 ) respectively. The principal strain vectors, V1 , V2 , and V3 , correspond to the directions of the principal axes of strain tensor ellipsoid as shown in Figure 36.

Figure 36. Strain tensor ellipsoid.
Moreover, Jacobian (J) of the deformation can be calculated as the determinant of
F.

J = det(F )

(42)

The value of Jacobian is directly related to the local change in the lung volume, which is
one when there is no deformation, less than one for contraction, and larger than one when
there is local expansion of volume. The Jacobian determinant can never be negative with
zero being a point of singularity.
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Since R−1 = RT , Eq. (40) and Eq. (41) can be rewritten as follows,

1 T
F F − I = RΛRT
2

 

 
1
1
T
T
T
= 2 R Λ + I RT
F F = 2 RΛR + RR
2
2
E=

(43)
(44)

Since F is a 3 × 3 tensor, applying the determinant to both sides of the Eq. (44)
yields:


1
(det(F )) = 8det Λ + I
2
2

(45)

As Eq. (42),

J=
4.3.2

p

(2λ1 + 1) (2λ2 + 1) (2λ3 + 1)

(46)

Data
Following IRB approval, 22 patients were enrolled in the study. The 11 CT data had

3mm slice thickness and were collected on a Philips Brilliance Big Bore CT scanner at the
James Graham Brown Cancer Center at the University of Louisville. The size of 4-D data
ranged from 512 × 512 × 85 to 512 × 512 × 100 through five phases. Moreover, 10 lung
CT data were used from DIR-lab (Case01 - Case10) [27]. The size of 4-D data ranged from
256 × 256 × 94 to 512 × 512 × 136 through five phases which had 2.5mm slice thickness.
Also one lung CT data were used from POPI-model [142]. The size of 4-D data are 512 ×
512 × 141 through five phases which had 2mm slice thickness.
4.3.3

Results
We computed the principal strain values, λ1 , λ2 , and λ3 , the principal strain vectors,

V1 , V2 , and V3 , and Jacobian J from lung deformation derived by B-spline registration on
4-D CT data for all 22 subjects. The 3-D scalar ventilation images volume mapping regional
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mechanics of the lung is masked by the segmented lung volume calculated by Graph-cuts
segmentation [32]. Moreover, in order to analyze the aspect of regional mechanics over five
lung lobes namely the left upper lobe (LUL), left lower lobe (LLL), right upper lobe (RUL),
right middle lobe (RML), and right lower lobe (RLL), we divided each ventilation image
volume to five volumes on the coronal orientation as shown in Figure 37.

Figure 37. The sectioning of lung volume to left upper lobe (LUL), left lower lobe (LLL), right
upper lobe (RUL), right middle lobe (RML), and right lower lobe (RLL). Ideally, this should be
done based on lung fissures and this was done as a rough approximation.

Figure 38 shows the Jacobian ventilation image over five fissures through different
respiratory phases. Figure 38(a) ∼ 38(e) display plot of the average Jacobian values for
five patients. Right lower and left lower parts of the lungs have smaller Jacobian values
at the end-expiratory phase which means that for these regions there is more contraction.
Also, with increasing time, from Phase10∼20 to Phase10∼50, the magnitude of contraction
becomes larger. The overall result of Jacobian plot can be seen in Figure 38(f) – averaged
over 22 patients. Even though we studied over all 22 patients, since some patients do not
have intact lung volume, for example, almost half of left lung, or of both lungs is occupied
by the mass of another tissues, those cases are ignored to calculate the average of regional
lung functions.
As shown in Figures 39, 40, and 41, we also plot the principal strain values, λ1 , λ2 ,
and λ3 , through different respiratory phases as well.
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Figure 38. Average Jacobian measure over five lung lobes through respiratory phases, always
relative to phase 10. (a) patient 01, (b) patient 02, (c) patient 03, (d) patient 04, (e) patient
05, (f) Average over 22 patients.
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Figure 39. Average maximum strain value λ1 over five lung lobes through respiratory phases,
always relative to phase 10. (a) patient 01, (b) patient 02, (c) patient 03, (d) patient 04, (e)
patient 05, (f) Average over 22 patients.
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Figure 40. Average medimum strain value λ1 over five lung lobes through respiratory phases,
always relative to phase 10. (a) patient 01, (b) patient 02, (c) patient 03, (d) patient 04, (e)
patient 05, (f) Average over 22 patients.
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Figure 41. Average minimum strain value λ1 over five lung lobes through respiratory phases,
always relative to phase 10. (a) patient 01, (b) patient 02, (c) patient 03, (d) patient 04, (e)
patient 05, (f) Average over 22 patients.
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4.4

Statistical correlation of CT ventilation imaging and V/Q SPECT in patients with lung cancer
Single photon emission computed tomography (SPECT) lung imaging provides func-

tional information using radioactive tracers with SPECT ventilation and SPECT perfusion
imaging. We performed B-spline deformable registration and measured regional lung function in 11 lung cancer patients. Furthermore, in all subjects, we registered the max-inhale
CT volume to both VSP ECT and QSP ECT data sets using the Demon’s non-rigid registration
algorithm. Subsequently, statistical correlation between CT ventilation images, Jacobian
and strain values, with both VSP ECT and QSP ECT was undertaken. Through statistical analysis with the Spearman’s rank correlation coefficient (ρ), we found that Jacobian values have
the highest correlation with both VSP ECT and QSP ECT .
4.4.1

Co-Registration of CT and SPECT
In order to perform co-registration of SPECT and CT, we used the Demons algorithm

[136] using MATITK [35]. The Demons algorithm is a popular for non-rigid image registration due to effective computation and easy implementation. This algorithm is based on
deformation caused by force vectors and regularized by a Gaussian convolution. This force
vector was derived from the optical flow equations. Before applying the Demons algorithm,
we upsampled the SPECT data to match the 3-D CT image matrix size with tricubic interpolation. We also performed Graph-cuts segmentation [29] to extract 3-D lung volume for
phase 10 of the 4-D CT data since phase 10 (maximum lung volume) is to be the undeformed
state and Phase 50 (minimum lung volume) is to be deformed states. This was done to improve the registration of SPECT with CT as segmented masks provide clearer lung boundary
information than the original image volume. Figure 42 (e), and (f) show registered VSP ECT
and QSP ECT as 2-D mid-coronal slices from 3-D volumes for one data set.
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4.4.2

Correlation between CT Ventilation Images and SPECT data
The principal strain values, λ1 , and λ3 , correspond to the maximum stretch (λ1 ) and

minimum stretch values (λ3 ) respectively. Figure 42 (b), (c), and (d) show the principal
strain value images on 2-D mid-coronal slices calculated from motion fields between Phase
10 (end-inhale) and Phase 50 (end-exhale). Moreover, the Jacobian map is shown in Figure
42 (a).
Having principal strain values, we then determined how principal strains correlated
on a point-by-point basis with both VSP ECT and QSP ECT scans. For statistical analysis, we
used the Spearman’s rank correlation coefficient (ρ) which is a non-parametric measure of
statistical dependence between two variables. The value of ρ is in the range [−1, 1].
4.4.3

Data
Following IRB approval, 11 patients were enrolled in the study. The CT data had

3mm slice thickness and were collected on a Philips Brilliance Big Bore CT scanner at the
James Graham Brown Cancer Center at the University of Louisville. The size of 4-D data
ranged from 512 × 512 × 85 to 512 × 512 × 100 through five phases. Moreover, in the same
subjects 11 lung SPECT data were also obtained on a Philips ADAC SPECT scanner at the
James Graham Brown Cancer Center. The size of SPECT data ranged from 128 × 128 ×
53 to 128 × 128 × 92 with 4.64mm slice thickness.
4.4.4

Results
We computed the Spearman’s correlation coefficient (ρ) and p-value for all 11 subjects

as shown in Table 5 and Figure 43 - the correlation was carried out on a point by point basis
subsequent to upsampling the SPECT data. Overall, VJ shows the strongest correlation with
VSP ECT . Moreover, among strain values, Vλ3 had higher correlation with VSP ECT than Vλ1
or Vλ2 .
Table 6 shows the Spearman’s correlation coefficient (ρ) and p-value between QSP ECT ,
and principal strain values and Jacobian from 4-D CT data once again for all 11 subjects.
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(a) VJ

(b) Vλ1

(c) Vλ2

(d) Vλ3

(e) SPECT ventilation

(f) SPECT Perfusion

Figure 42. 2-D mid-coronal slices of CT Ventilation image volumes computed between
Phase10 and Phase50 of 4-D lung CT data, compared with registered SPECT ventilation
and perfusion. (a) The calculated Jacobian image, (b) the maximum principal strain image,
(c) the medium principal strain image, (d) the minimum principal strain image, (e) SPECT
ventilation image, (f) SPECT perfusion image
This table shows that VJ shows the strongest correlation with QSP ECT . The Jacobian is
strongly related to both SPECT ventilation and perfusion. The value of Vλ3 also had higher
correlation with SPECT perfusion data than Vλ1 or Vλ2 . Most ρ in the Table 5 and 6 show
negative values, which means that the values of CT ventilation maps tend to decrease, the
values of VSP ECT or QSP ECT maps increase. Figure 44 shows the box plot for the data in
Table 6.
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Figure 43. The box plot of the Spearman’s correlation coefficient (ρ) between VSP ECT and both
Jacobian and principal strain values from 4-D CT data for all 11 lung cancer patients.

Figure 44. The box plot of the Spearman’s correlation coefficient (ρ) between QSP ECT and both
Jacobian and principal strain values from 4-D CT data for all 11 lung cancer patients.
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TABLE 4
The target registration error (TRE) of B-spline registration for POPI model and DIR-lab
4-D CT data (Case01 - Case10). TRE is averaged over all slices and all frames. Although
more sophisticated methods as reported in EMPIRE10 Challenge [1] produce more accurate
results (with the best approaches improving these TREs by ∼0.5mm), the availability of
code, ease of application and speed makes use of B-spline registration compelling.
TRE (mm)
POPI

1.32 ± 0.83

Case 01

1.45 ± 1.23

Case 02

1.58 ± 1.91

Case 03

1.42 ± 1.22

Case 04

1.97 ± 1.65

Case 05

1.81 ± 2.01

Case 06

1.26 ± 1.43

Case 07

1.33 ± 0.70

Case 08

1.47 ± 1.13

Case 09

1.12 ± 0.71

Case 10

1.28 ± 1.40
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TABLE 5
The Spearman’s correlation coefficient (ρ) between VSP ECT and both Jacobian and principal
strain values from 4-D CT data for all 11 lung cancer patients. The p-value for all cases is
‘< 0.005’.
Vλ1

Vλ2

V λ3

VJ

1

-0.0274

-0.1581

-0.2996

-0.2336

2

-0.1237

-0.3002

-0.3822

-0.4365

3

-0.2268

-0.2369

-0.3966

-0.3901

4

0.3005

0.2648

-0.5963

-0.3736

5

0.0636

-0.2188

-0.4609

-0.4827

6

0.0470

-0.0674

-0.4435

-0.4315

7

-0.2518

-0.3663

-0.2666

-0.3984

8

0.0616

0.0016

-0.3344

-0.3105

9

-0.2430

-0.0373

-0.2653

-0.2975

10

0.0633

-0.0229

-0.1429

-0.2204

11

0.1220

0.0423

-0.2387

-0.4185

mean

-0.0195

-0.3479

-0.3630

-0.0999
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TABLE 6
The Spearman’s correlation coefficient (ρ) between QSP ECT and principal strain values from
4-D CT data for all 11 lung cancer patients. The p-value for all cases is ‘< 0.005’.
Vλ1

Vλ2

V λ3

VJ

1

-0.1469

-0.2856

-0.2602

-0.2899

2

-0.1415

-0.3296

-0.3710

-0.4378

3

-0.2346

-0.2581

-0.2857

-0.3567

4

0.2658

0.2556

-0.5995

-0.4080

5

-0.2112

-0.2973

-0.3187

-0.4268

6

0.0047

-0.1240

-0.4080

-0.4557

7

-0.3589

-0.2970

-0.3692

-0.2411

8

-0.0254

-0.0585

-0.3326

-0.3426

9

-0.1227

-0.1792

0.3406

-0.2498

10

-0.1002

-0.0772

-0.1167

-0.1925

11

-0.2392

-0.0933

-0.3719

-0.3881

mean

-0.1191

-0.2812

-0.3445

-0.1586
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CHAPTER 5
CONCLUSIONS
5.1

Motivations
Radiotherapy involves the use of radiation to the cancer volume for killing or reducing

the size of cancer. Radiotherapy is one of most powerful treatments together with surgery and
chemotherapy, but inaccurate determination of the target volume for the radiation delivery
can cause injury to the health tissue surrounding the cancer area.
In medical image processing, the precise extraction of lung tumor through segmentation is an essential step to increase the efficiency of cancer treatment and reduce the damage
to the normal tissue during radiation treatment. Also, correct image segmentation helps
clinical experts examine the anatomy and structure and to determine the disease progress.
Moreover, accurate estimation of inter-phase breathing motion in the 4-D lung CT is an
important task in radiotherapy treatment since the measurement of mechanical properties
which are computed from lung motion estimation can lead to interpret the pulmonary function information. With the 3-D lung CT scanning, respiratory lung motion can cause severe
anatomical distortion during free breathing. These motion artifacts along the motion of
organ or tumor regions can misplace the exact location of target volumes and lead to the
risk of radiation injury to health tissues during radiation treatment. 4-D lung CT imaging
can be acquired providing the motion of organ and tumor and reducing the motion artifacts.
This thesis has contributed to both of these areas.
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5.2

Contributions
3-D image segmentation via graph-cuts has previously been proposed, but to date

little attention has been paid to how the free parameters should be set and how these affect
error metrics. We performed a strict comparison of automated segmentations with expert
traced boundaries and proposed empirical rules regarding how to set these parameters for
3-D CT lung segmentation for accurate results. Moreover, we developed a robust tool for
performing volumetric and temporal analysis of nodules from respiratory gated 4-D CT. The
method is accurate and performs 4-D segmentation and tracking under ten minutes. As a
result, the volume of nodules through time can easily be determined.
Despite the fact that the image resolution of 4-D CT data is significantly worse than
the publicly available 3-D CT data (e.g., the LIDC data set), in comparison to prior 3-D
CT studies, the validation results proved utility of the proposed approach. The algorithm
performs graph-cuts segmentation with signed distance ASM. Signed distance ASM provides
the shape prior information which prevents the unwanted surrounding tissue from merging
with the segmented object. The technical novelty of the proposed approach is two folds:
one is use of adaptive shape prior during the graph-cuts segmentation which helps more
accurately approximate nodule shape in the test data and secondly use of motion information
which warps the mean shape to successive phases of the respiratory cycle. It is expected that
the same framework will be applicable to other image segmentation problems including 4-D
cardiovascular images. Accurate estimation of inter-phase breathing motion in the lung from
4-D lung CT imaging is an important task in radiotherapy treatment. For motion tracking,
deformable image registration (DIR) methods find lung motions.
We computed inter-phase (Phase 10 to Phase 50) motion fields via B-spline registration from 4-D CT data and calculated principal strain values in the lung region. We obtained
the principal strain values, λ1 , λ2 , and λ3 , the principal strain vectors, V1 , V2 , and V3 , and
Jacobian J from lung deformation from calculated motion fields on 4-D CT data for all 20
subjects and analyze the aspect of regional mechanics over five lung lobes. Among five lobes
of the lungs, the right lower and the left lower lobes of the lungs have smaller Jacobian values
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meaning that there is more contraction. Moreover, maximum strain value λ1 exhibits larger
values on the lower right and the lower left lobes of the lungs. We determined how principal
strains of deformation computed from 4-D CT data were correlated with both VSP ECT and
QSP ECT scans in 11 patients. The correlation value ρ between Jacobian and both SPECT
images yielded the highest correlation and among principal strain values, the ρ for λ3 showed
higher correlation with both SPECT images than the other strain values.
5.3

Future Research
The accurate interpretation of lung region and lung tumor volumes provides a useful

guideline for the radiotherapy planning to reduce the risk of radiation injury to the normal
tissues. The proposed segmentation method provides a good solution for the extraction of
targeted volumes from pulmonary region, nevertheless there is a limitation for the precise
interpretation of the tumor region : Lack of functional information from CT data. Positron
emission tomography (PET) is nuclear functional imaging which is usually used for clinical
oncology. After uptake of radiotracers fluorodeoxyglucose (18 F-FDG), these become the
marker of glucose metabolism, since cells in the body metabolize the glucose energy, if PET
observe high intensities on the specific organ or parts, it indicates that those areas have high
metabolic activity, for example, the brain or cancer regions. Through monitoring glucose
metabolism by PET scanning, it gives the exact location of tumors. Since CT imaging
includes anatomical details, including PET and CT will lead to improved tumor detection
and segmentation.
The measurement of regional lung functions from 4-D CT data reported in this thesis
also has some limitations : 1) The co-registration between CT and SPECT. During coregistration, loss of original image information is inevitable. However, SPECT/CT scanning
obtains SPECT and CT imaging and merged together. The registration step is not needed
and the more precise match of SPECT and CT would be possible. Moreover, the interpretation of small regions like tiny tumor or the joint of bones is sometimes hard to detect from
functional imaging alone due to low resolution and ambiguous geometrical target location.
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SPECT/CT scanning can provide the confident guideline to determine the target location.
2) Roughly sectioned five lung lobes. We approximately separated five lung lobes based on
the voxel location from the coronal orientation of lung images. Anatomically, actual lung
lobes are located oblique to one another. With more accurate segmentation based on lung
lobes to isolate the lung lobes, the analysis of regional lung functions over five lung lobes
would be more accurate.
For the diagnosis of tumor, it is important to find out the tumor is benign (noncancerous) or malignant (cancerous). The determination whether benign or malignant is
usually performed by a biopsy procedure. Since each type of tumor has specific character,
for example, the growth rate, the way of metastasis, the shape of cancer cell, the diagnosis
via the medical image interpretation can be considered as a good approach without a biopsy
procedure. From 4-D CT imaging, the analysis for the aspect of regional mechanics from
the lung deformation showed through different respiratory phases in this thesis. Considering
the different features of tumor deformation with normal tissues during the respiratory cycle
with calculating the regional mechanics of tumor region, we can make an attempt to the
detection of tumor location and the determination of tumor types.
These future studies and our proposed segmentation will provide better guidance for
clinical treatments through accurate medical image interpretation of pulmonary region using
respiratory information from 4-D CT data.
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[120] Sébastien Roy and Ingemar J Cox. A maximum-flow formulation of the n-camera stereo
correspondence problem. In Computer Vision, 1998. Sixth International Conference
on, pages 492–499. IEEE, 1998.
106

[121] Daniel Rueckert, Luke I Sonoda, Carmel Hayes, Derek LG Hill, Martin O Leach, and
David J Hawkes. Nonrigid registration using free-form deformations: application to
breast mr images. IEEE transactions on medical imaging, 18(8):712–721, 1999.
[122] Jan Ruhaak, Thomas Polzin, Stefan Heldmann, Ivor Simpson, Heinz Handels, Jan
Modersitzki, and Mattias Paul Heinrich. Estimation of Large Motion in Lung CT by
Integrating Regularized Keypoint Correspondences into Dense Deformable Registration. IEEE Transactions on Medical Imaging, 2017.
[123] Jianbo Shi and Jitendra Malik. Normalized cuts and image segmentation. Pattern
Analysis and Machine Intelligence, IEEE Transactions on, 22(8):888–905, 2000.
[124] Rushin Shojaii, Javad Alirezaie, and Paul Babyn. Automatic lung segmentation in
ct images using watershed transform. In Image Processing, 2005. ICIP 2005. IEEE
International Conference on, volume 2, pages II–1270. IEEE, 2005.
[125] Greg Slabaugh and Gozde Unal. Graph cuts segmentation using an elliptical shape
prior. In Image Processing, 2005. ICIP 2005. IEEE International Conference on,
volume 2, pages II–1222. IEEE, 2005.
[126] Dan Snow, Paul Viola, and Ramin Zabih. Exact voxel occupancy with graph cuts. In
Computer Vision and Pattern Recognition, 2000. Proceedings. IEEE Conference on,
volume 1, pages 345–352. IEEE, 2000.
[127] American

Cancer

Society.

What

is

non-small

cell

lung

cancer?,

http://www.cancer.org/cancer/lungcancer-non-smallcell/detailedguide/non-smallcell-lung-cancer-what-is-non-small-cell-lung-cancer.
[128] Gang Song, Nicholas Tustison, Brian Avants, and James C Gee. Lung ct image registration using diffeomorphic transformation models. Medical image analysis for the
clinic: a grand challenge, pages 23–32, 2010.

107

[129] Milan Sonka and J Michael Fitzpatrick. Handbook of medical imaging(volume 2,
medical image processing and analysis). In Handbook of medical imaging, pages 449–
506. SPIE- The international society for optical engineering, 2000.
[130] Xuejun Sun, Haibo Zhang, and Huichuan Duan. 3d computerized segmentation of lung
volume with computed tomography. Academic radiology, 13(6):670–677, 2006.
[131] Scott J Swanson, Michael T Jaklitsch, Steven J Mentzer, Raphael Bueno, Jeanne M
Lukanich, and David J Sugarbaker. Management of the solitary pulmonary nodule:
role of thoracoscopy in diagnosis and therapy. CHEST Journal, 116(suppl 3):523S–
524S, 1999.
[132] Varian Medical Systems. Real-time position management (rpm) - varian medical systems, Jun 2016.
[133] Bethany B Tan, Kevin R Flaherty, Ella A Kazerooni, and Mark D Iannettoni. The
solitary pulmonary nodule. Chest Journal, 123(1 suppl):89S–96S, 2003.
[134] Meng Tang, Lena Gorelick, Olga Veksler, and Yuri Boykov. Grabcut in one cut. In
Proceedings of the IEEE International Conference on Computer Vision, pages 1769–
1776, 2013.
[135] Tommy WH Tang and Albert CS Chung. Non-rigid image registration using graphcuts.

In Medical Image Computing and Computer-Assisted Intervention–MICCAI

2007, pages 916–924. Springer, 2007.
[136] J-P Thirion. Image matching as a diffusion process: an analogy with maxwell’s demons.
Medical image analysis, 2(3):243–260, 1998.
[137] Alain Tremeau and Nathalie Borel. A region growing and merging algorithm to color
segmentation. Pattern recognition, 30(7):1191–1203, 1997.

108

[138] Nicholas J Tustison, Brian B Avants, and James C Gee. Directly manipulated free-form
deformation image registration. Image Processing, IEEE Transactions on, 18(3):624–
635, 2009.
[139] Jayaram K Udupa and Supun Samarasekera. Fuzzy connectedness and object definition: theory, algorithms, and applications in image segmentation. Graphical models
and image processing, 58(3):246–261, 1996.
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