1 Spam, a contraction of 'spiced ham', is the name of a meat product that achieved notoriety by being From left to right you see the score attached to a particular test, the test identifier, and a short description including a reference to the relevant part of the e-mail. As you see, scores for individual tests can be negative (indicating evidence suggesting the e-mail is ham rather than spam) as well as positive. The overall score of 5.3 suggests the email might be spam. As it happens, this particular e-mail was a notification from an intermediate server that another message -which had a whopping score of 14.6 -was rejected as spam. This 'bounce' message included the original message and therefore inherited some of its characteristics, such as a low text-to-image ratio, which pushed the score over the threshold of 5.
Y
OU MAY NOT be aware of it, but chances are that you are already a regular user of machine learning technology. Most current e-mail clients incorporate algorithms to identify and filter out spam e-mail, also known as junk e-mail or unsolicited bulk e-mail.
Early spam filters relied on hand-coded pattern matching techniques such as regular expressions, but it soon became apparent that this is hard to maintain and offers insufficient flexibility -after all, one person's spam is another person's ham! 1 Additional adaptivity and flexibility is achieved by employing machine learning techniques.
SpamAssassin is a widely used open-source spam filter. It calculates a score for an incoming e-mail, based on a number of built-in rules or 'tests' in SpamAssassin's terminology, and adds a 'junk' flag and a summary report to the e-mail's headers if the score is 5 or more. Here is an example report for an e-mail I received: Machine learning is an excellent way of creating software that adapts to the user.
How does SpamAssassin determine the scores or 'weights' for each of the dozens of tests it applies? This is where machine learning comes in. Suppose we have a large 'training set' of e-mails which have been hand-labelled spam or ham, and we know the results of all the tests for each of these e-mails. The goal is now to come up with a weight for every test, such that all spam e-mails receive a score above 5, and all ham e-mails get less than 5. As we will discuss later in the book, there are a number of machine learning techniques that solve exactly this problem. For the moment, a simple example will illustrate the main idea. spam e-mail; for one ham e-mail neither test succeeds, for another the first test succeeds and the second doesn't, and for the third ham e-mail the first test fails and the second succeeds. It is easy to see that assigning both tests a weight of 4 correctly 'classifies' these four e-mails into spam and ham. In the mathematical notation introduced in Background 1 we could describe this classifier as
In fact, any weight between 2.5 and 5 will ensure that the threshold of 5 is only exceeded when both tests succeed. We could even consider assigning different weights to the tests -as long as each weight is less than 5 and their sum exceeds 5 -although it is hard to see how this could be justified by the training data.
But what does this have to do with learning, I hear you ask? It is just a mathematical problem, after all. That may be true, but it does not appear unreasonable to say that SpamAssassin learns to recognise spam e-mail from examples and counter-examples.
Moreover, the more training data is made available, the better SpamAssassin will become at this task. The notion of performance improving with experience is central to most, if not all, forms of machine learning. We will use the following general definition:
Machine learning is the systematic study of algorithms and systems that improve their knowledge or performance with experience. In the case of SpamAssassin, the 'experience' it learns from is some correctly labelled training data, and 'performance' refers to its ability to recognise spam e-mail. A schematic view of how machine learning feeds into the spam e-mail classification task is given in Figure 2 . In other machine learning problems experience may take a different form, such as corrections of mistakes, rewards when a certain goal is reached, among many others. Also note that, just as is the case with human learning, machine learning is not always directed at improving performance on a certain task, but may more generally result in improved knowledge. There are a number of useful ways in which we can express the SpamAssassin classifier in mathematical notation. If we denote the result of the i -th test for a given e-mail as x i , where x i = 1 if the test succeeds and 0 otherwise, and we denote the weight of the i -th test as w i , then the total score of an e-mail can be expressed as n i =1 w i x i , making use of the fact that w i contributes to the sum only if x i = 1, i.e., if the test succeeds for the e-mail. Using t for the threshold above which an e-mail is classified as spam (5 in our example), the 'decision rule' can be written as
Notice that the left-hand side of this inequality is linear in the x i variables, which essentially means that increasing one of the x i by a certain amount, say δ, will change the sum by an amount (w i δ) that is independent of the value of x i . This wouldn't be true if x i appeared squared in the sum, or with any exponent other than 1.
The notation can be simplified by means of linear algebra, writing w for the vector of weights (w 1 ,..., w n ) and x for the vector of test results (x 1 ,..., x n ). The above inequality can then be written using a dot product: w · x > t . Changing the inequality to an equality w · x = t , we obtain the 'decision boundary', separating spam from ham. The decision boundary is a plane (a 'straight' surface) in the space spanned by the x i variables because of the linearity of the left-hand side.
The vector w is perpendicular to this plane and points in the direction of spam. x i points to a point on the decision boundary. In particular, x 0 points in the same direction as w, from which it follows that w · x 0 = ||w|| ||x 0 || = t (||x|| denotes the length of the vector x). The decision boundary can therefore equivalently be described by w·(x−x 0 ) = 0, which is sometimes more convenient. In particular, this notation makes it clear that it is the orientation but not the length of w that determines the location of the decision boundary. We have already seen that a machine learning problem may have several solutions, even a problem as simple as the one from Example 1. This raises the question of how we choose among these solutions. One way to think about this is to realise that we don't really care that much about performance on training data -we already know which of whether an e-mail is classified correctly I need to know its true class, but as soon as I know its true class I don't need the classifier anymore -it is important to keep in mind that good performance on training data is only a means to an end, not a goal in itself.
In fact, trying too hard to achieve good performance on the training data can easily lead to a fascinating but potentially damaging phenomenon called overfitting. In this case, one could say that you were overfitting the past exam papers and that the knowledge gained didn't generalise to future exam questions.
Generalisation is probably the most fundamental concept in machine learning. If the knowledge that SpamAssassin has gleaned from its training data carries over -generalises -to your e-mails, you are happy; if not, you start looking for a better spam filter.
However, overfitting is not the only possible reason for poor performance on new data.
It may just be that the training data used by the SpamAssassin programmers to set its weights is not representative for the kind of e-mails you get. Luckily, this problem does have a solution: use different training data that exhibits the same characteristics, if possible actual spam and ham e-mails that you have personally received. Machine learning is a great technology for adapting the behaviour of software to your own personal circumstances, and many spam e-mail filters allow the use of your own training data.
So, if there are several possible solutions, care must be taken to select one that doesn't overfit the data. We will discuss several ways of doing that in this book. What about the opposite situation, if there isn't a solution that perfectly classifies the training data? For instance, imagine that e-mail 2 in Example 1, the one for which both tests failed, was spam rather than ham -in that case, there isn't a single straight line sepa- that the word 'Viagra' occurred in four spam e-mails and in one ham e-mail. If we then encounter a new e-mail that contains the word 'Viagra', we might reason that the odds that this e-mail is spam are 4:1, or the probability of it being spam is 0.80 and the probability of it being ham is 0.20 (see Background 2 for some basic notions of probability theory).
The situation is slightly more subtle than you might realise because we have to take into account the prevalence of spam. Suppose, for the sake of argument, that I receive on average one spam e-mail for every six ham e-mails (I wish!). This means that I would estimate the odds of the next e-mail coming in being spam as 1:6, i.e., non-negligible but not very high either. If I then learn that the e-mail contains the word 'Viagra', which occurs four times as often in spam as in ham, I somehow need to combine these two odds. As we shall see later, Bayes' rule tells us that we should simply multiply them:
