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Abstract 
Al-Ni and Si-Ge alloys were subject to microstructure and crystal 
characterisation techniques following rapid solidification processes.  
Firstly, Al-25 at.% Ni was synthesised via close-coupled gas atomization and 
sieved into standard size fractions to investigate the microstructural effect of 
cooling rate. Cooling rate in the Al-Ni samples was found to affect not only 
the microstructure morphology but also the phase fractions. Al-23.5 at.% Ni-
1.5 at.% Cr samples were also created using the same method to 
investigate the changes in the microstructure with the addition of Cr. When 
Cr was added to the alloy the same changes in microstructure and phase 
fraction was found with a change in cooling rate but the addition of a fourth 
phase: Al13Cr2 was revealed. While Cr doping has previously proven to 
enhance catalytic activity this study was conducted to understand the 
mechanism(s) that contribute to this increase in activity. The formation of 
better defined dendrites, and the addition Al-rich Al13Cr2 phase, means that 
after leaching a better nanoporous structure is achieved, which may explain 
the enhanced catalytic activity that has previously been observed in Cr-
doped Al-Ni catalysts. 
Si-30 wt.% Ge samples were created using a 6.5m drop tube and sieved 
into size fractions to understand the effect of cooling rate and solidification 
sequence. As the cooling rate increased finer grains are found as expected 
in rapid solidification. Partitioning however, does not follow the expected 
trend; a greater amount of partitioning was found in the faster cooled 
samples which is characteristic with the absence of solute trapping, instead 
it is hypothesised that the mechanism responsible is back-diffusion. Si-Ge is 
expected to solidify as a solid solution, but by using EDX analysis in the 
TEM small regions of preferred stoichiometry were observed. An interesting 
finding was that the Si-60 at.% Ge region, potentially Ge3Si2, was also 
chemically disordered like the rest of the alloy.  
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Chapter 1 Introduction 
The work carried out in this research was influenced by the European Space 
Agency (ESA) NEQUISOL project. The objective of the NEQUISOL project 
is to study Al-based alloys (Al68.5Ni31.5 and Al96Fe4) and Si95Ge5. The 
research aims to study and improve properties of the materials through 
microstructure refinement, with the use several mechanisms, namely rapid 
solidification, undercooling and additional dopants. Al-alloys such as Al96Fe4 
are advantageous in transport, particularly in the aerospace industry due to 
their small specific mass density, but their applications are not limited to just 
this; automotive systems and catalysis also utilise Al-alloys. Al68.5Ni31.5 is 
commonly used as a catalyst for hydrogenation reactions, research of which 
may lead to an increase in activity of Al68.5Ni31.5 sufficiently enough to 
replace Pt as a catalyst in hydrogen fuel cells, this would improve the cost 
efficiency in the manufacture of such fuel cells and therefore impacting on 
the viability of hydrogen powered vehicles. Strength and ductility are key 
properties that are sought after for Al-alloys. Si-Ge alloys are attractive in the 
production of solar cells. The use of Si-Ge in thermoelectrical materials has 
recently been of interest due to its ability to operate at high temperatures. 
Undercooling has been investigated as an important route to achieving 
refined microstructures, since an enhanced undercooling allows the 
opportunity for a number of solidification pathways which would lead to 
metastable phases and altered properties. Containerless techniques are 
understood to be advantageous to achieve undercooling due to the absence 
of container wall, therefore eliminating possible heterogeneous nucleation. 
Additionally, levitation techniques allow for a suspended droplet to be 
accessed and investigated in the liquid state. Containerless processing 
techniques include electromagnetic levitation (EML) on earth and in space, 
melt fluxing, impulse atomization and gas atomization. 
Undercooling in reduced gravity and terrestrial conditions would allow the 
investigation into the effects of convection as the forces that compensate 
disturbing accelerations are roughly three magnitudes smaller in space than 
those on earth (gravitational). Convection is thought to heavily influence the 
crystallisation process due to its dependence on heat and mass transfer. 
Dendrite growth velocity has been studied for Al50Ni50 under terrestrial 
conditions and reduced gravity conditions and the results show that the 
dendrite growth dynamics are affected by convection [1]. The NEQUISOL 
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project aims to understand the crystal growth dynamics of the undercooled 
materials in order to achieve refined and more desirable microstructures for 
application. Both Al-alloys and Si95Ge5 are intended to be investigated in this 
way. 
The objective of processing Al68.5Ni31.5 using EML on board the ISS is to 
understand the dendritic growth velocity as a function of undercooling, this is 
due to the anomalous behaviour of dendritic growth velocity in undercoolings 
of ΔT > 100 K [2]. Dendritic growth velocity is found to decrease with 
increased undercooling, which is unexpected as a larger undercooling would 
allow a greater driving force for growth rate. The specific heat of Al68.5Ni31.5 is 
also to be measured in the undercooled melt as this would allow a greater 
understanding in the influence of inverse melting on the anomalous 
behaviour observed. Relative to Al-alloys, Si-Ge has not been investigated 
as much, and therefore the work carried out on Si95Ge5 using the EML on 
board the ISS would allow a greater understanding of development of the 
microstructure over a range of undercooling. 
Intended work that influenced this research included the investigation of 
dendritic growth velocity as a function of undercooling. Melt fluxing is 
intended to be used, subject to appropriate flux material, with a high-speed 
video imaging camera to observe the recalescence front. Spontaneous and 
triggered nucleation is intended for data to be collected. Drop tube 
processing was chosen to supplement the melt fluxing process due to the 
high cooling rate achievable alongside undercooling. The high cooling rate of 
drop tube processing means that the relatively slow solid-state 
transformation experienced in melt fluxing can be identified during post-
recalescence cooling. Characterisation techniques including optical 
microscopy, SEM, XRD, and potentially TEM are possible on post-
processed samples. 
Other projects that have proposed to share the same samples for Al68.5Ni31.5 
include USTIP and THERMOLAB. Si95Ge5 have been proposed to be shared 
with SEMITHERM and USTIP projects. 
Terrestrial experiments on board the ISS have experienced repeated delays 
to the effect that the first set of Al-Ni results were only presented in summer 
2018. The Al-Ni samples have not yet returned to earth for further 
investigation, and Si-Ge samples have not yet flown to the ISS. 
The objectives for the research conducted in this study are to characterise 
the microstructure morphology of Al-25 at.% Ni, Al-23.5 at.% Ni-1.5 at.% Cr, 
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and Si-30 wt.% Ge. Characterisation of microstructure would lead to a 
greater insight into the solidification pathways and therefore the potential to 
achieve favoured refined microstructures. For Al-Ni and Al-Ni-Cr alloys the 
characterisation following gas atomisation would allow valuable information 
into the dendritic growth that is desired by the NEQUISOL project. The data 
that is obtained from gas atomised Al-Ni and Al-Ni-Cr would prove to be vital 
in the design and understanding of melt fluxing and/or levitation experiments 
on earth or on board the ISS. The findings from Al-Ni-Cr samples would 
provide conclusive evidence into the microstructural changes that are 
experienced with Cr doping and an understanding of the impact in 
hydrogenation reactions for industrial use. For Si-Ge samples the drop tube 
will be used to create particulate samples that are comparable to melt fluxing 
and/or levitated droplets. This would mean useful information into the 
solidification pathway and final microstructure can be obtained and 
employed in designing appropriate experiments on earth or on board the 
ISS. The characterisation of the microstructure following solidification would 
lead to a greater understanding of continuous/faceted growth that is affected 
by undercooling which can then be observed in the proposed experiments 
associated with the NEQUISOL project. The potential for benefit of the 
industry is also present: RGS Development is a company responsible for the 
research, development and manufacture of sustainable energy solutions for 
the steel, non-ferrous and glass industry as a spin off from the Energy 
Research Centre of the Netherlands (ECN). RGS Development develop a 
Si₈₅Ge₁₅ P1 n-type material in conjunction with a manganese silicide p-type 
material for use in thermoelectric generators that are suited to recover waste 
heat in processes of high temperature. The Si-Ge research conducted in this 
study would be valuable in the advancement of such developments. For both 
Al-Ni(-Cr) and Si-Ge samples the characterisation techniques described in 
Sections 4.5.2 and 4.5.3 would provide greater understanding into the 
solidification pathway, phase fraction, microstructure morphology and crystal 
structure.  
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Chapter 2 Background Science 
2.1 Unit Cells 
A unit cell is the smallest number of periodically repeating atoms in three 
dimensions which make up a crystal structure. The lattice parameters 
represent the unit cell by the edges of the unit cell, and the angle, which the 
atoms create. The atoms inside the unit cell are denoted by their position 
from a defined lattice point on the x, y and z planes, though they can also be 
denoted by the fractional coordinates in proportion to the length of the edges 
of the unit cell. The length of edges are a, b and c, with α, β and γ denoting 
the angles between b and c, c and a, a and b respectively [3]. The six scalar 
lattice parameters can be seen in Figure 2.1. 
 
 
Figure 2.1  Illustration of the scalar lattice vectors and angles within a unit 
cell [4]. 
2.2  Miller Indices 
Miller indices are used in crystallography to specify the position of a plane in 
a lattice relative to the crystallographic axis, as reciprocals of the fractional 
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intercepts [5]. In any given lattice there are many parallel planes which is 
why the miller indices correspond to the nearest plane to the lattice point. 
Miller indices are denoted by (hkl). (hkl) means that the plane intercepts the 
edges of the unit cell at X=a/h, Y=b/k and Z=c/l, where a, b and c are the 
lengths of the edges of the unit cell respectively. The given equations can be 
rearranged to find the Miller indices values which are usually integers. In 
miller indices notation if a negative integer is used it will have a bar over the 
top, e.g.  or . If the plane does not intersect an axis the miller index 
would be 0, indicating that interception is at infinity. Several different types of 
brackets are used; (hkl) represents a plane as illustrated in Figure 2.2. [hkl] 
is used to describe a direction relative to the crystal. <hkl> represents a 
family of directions, or all directions that are equivalent to [hkl], and {hkl} 
represents a family of planes, or all planes that are equivalent to (hkl) 
because of the crystal symmetry. 
 
 
Figure 2.2  Designation of planes by Miller indices [5]. The plane shown is 
noted as (222). 
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2.3  Crystal Symmetry 
Crystal symmetry often occurs when the crystal structure on one side of a 
plane intersecting the centre of the crystal is repeated as a mirror image on 
the opposite side. There are four ways in which crystal symmetry can occur: 
reflection, rotation, inversion and rotation-inversion. The classification of 
crystal systems is based on their internal or external ordering, but it is 
possible to reorder the system during phase changes. A crystal that has n-
fold symmetry can rotate 3600/n to bring itself into self-coincidence [3]. For a 
cubic system there is a 4-fold axis, 3-fold axis and a 2-fold axis which can be 
seen in Figure 3.3. 
 
 
Figure 2.3  Axis symmetries for cubic system a) 4-fold axis normal to each 
face, b) 3-fold axis along each body diagonal and c) a 2-fold axis 
joining the centre of the opposite edge [4]. 
2.4  Space Groups 
A space group is the configuration of symmetries in space. All crystal 
structures can be categorised into 230 space groups based on their 
translational or rotational symmetries. A rotational symmetry will always 
have a fixed point about the rotation axis, classified as a point symmetry 
operation. Several symmetries do not leave a point fixed; translational 
symmetry, screw axis or glide planes, these are known as non-point 
symmetry operations. A rotation about an axis is known as screw axis while 
a glide plane is a reflection in a plane followed by parallel translation. Space 
groups can be classified into the seven main crystal systems: cubic, triclinic, 
hexagonal, monoclinic, orthorhombic, trigonal and tetragonal. Space group 
in each crystal system can also be classed by their Laue class, with each 
Laue class having separate crystal classes, and each crystal class having 
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one or more possible lattice centring. There are a few conventional notation 
methods with the simplest numbering 1-230 space groups. The Hermann-
Mauguin notation describes each space group with a capital letter in relation 
to the Bravais lattice type, followed by the classification of the possible 
reflection plane (m) and/or glide plane (a, b, c, d, e or n). The screw axis 
may also be denoted by a number, x, which represents the angle of rotation 
as 
360
𝑥
, followed by the degree of translation along the axis in the form of a 
subscript. An example of a space group expressed in the Hermann-Mauguin 
notation would be Pnma, which is the orthorhombic space group for Al3Ni. 
This specifies the initial lattice type (P), followed by the symmetry in regards 
to the x, y, and z axis: n-glide plane perpendicular to the x-axis (designated 
by n), a mirror plane perpendicular to the y-axis (designated by m), and an 
a-glide plane perpendicular to the z-axis (designated by a).  
2.5  Fundamentals of Ordering Structure 
The two categories of intermetallic compounds based on chemical ordering 
are stoichiometric and non-stoichiometric. Intermetallic compounds that 
display a fixed ratio of composition are stoichiometric while those that 
contain a range of chemical composition are known to be non-stoichiometric 
[6]. An example of a stoichiometric intermetallic compound would be Al3Ni 
where there is a precise composition. 
If we consider a hypothetical X3Y compound with a L12 structure (ordered fcc 
with X on the cube faces and Y at the cube corners), then a stoichiometric 
compound would have X atoms on the appropriate lattice sites and Y on the 
Y sites. With a non-stoichiometric compound, the X and Y designated sites 
may not always contain X and Y atoms, in which case the X3Y designation 
would be used to describe the atoms that are usually expected on those 
sites. For a non-stoichiometric the correct chemical formula might therefore 
be: (X,Y)3(Y,Va), which describes that on average there are three lattice 
sites that should contain X atoms but a Y atom may be found there, this 
would make the compound rich in Y. The second half of the chemical 
formula describes the Y site (1/8th of a Y atom expected on each corner) that 
may be vacant therefore allowing the compound to be rich in X. An example 
of a non-stoichiometric compound would be Al3Ni2, which should be correctly 
designated as (Al)3(Ni,Al)2(Va,Ni). This chemical formula shows that the 
Al3Ni2 contains a total of six lattice planes, three of which are always 
expected to contain Al, two lattice planes that should contain Ni but may also 
contain Al (allowing the compound to be Al rich), and 1 plane which is 
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usually expected to contain a vacancy but may contain Ni (allowing the 
compound to be Ni rich). In the case where a particular sub-lattice does 
contain a different atom to the one expected, for example in the (Ni,Al)2 sub-
lattice, the occupancy fraction is expressed as: y”Ni + y”Al = 1. 
2.6  Enthalpy 
The enthalpy of a system can be calculated using the following equation; 
H = E + PV 2.1 
The enthalpy of a system tells us the heat content of a system, with E, P and 
V being internal energy, pressure and volume respectively. During many 
systems the material is cooled from a liquid to a solid state and so the 
pressure and volume vary only very slightly compared to the internal energy 
and so the approximation is usually made that H≈E [7]. 
The change in enthalpy during solidification is given by; 
ΔH = ΔHf − ∫ ΔCp
Tm
T
dT 2.2 
Where ∆Hf is the enthalpy of fusion and ∆Cp is the difference in specific heat 
capacity between the liquid and solid state. 
2.7  Entropy 
The entropy of a system shows the randomness of that system, it is known 
that the arrangement of atoms in a crystal structure is more ordered than the 
arrangement of atoms in a liquid. Using this information, it can be 
determined that the entropy of a crystal structure will be less than that of a 
liquid structure due to the atoms being more randomly arranged in the liquid 
phase. The entropy of a system undergoing solidification can be determined 
using the following equation; 
ΔS = ΔSf − ∫
ΔCp
T
Tm
T
dT 2.3 
Where ΔSf is the entropy of fusion and ΔCp is the difference in specific heat 
capacity between the liquid and solid state. 
2.8  Gibbs Free Energy 
The Gibbs free energy will determine whether a phase change is 
thermodynamically viable, the phase with the lower Gibbs free energy is the 
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one that is thermodynamically more stable. This is due to the difference in 
Gibbs free energy between the liquid state (Gɩ) and the Gibbs free energy of 
the solid state (Gs), and it is that difference (Gɩ-Gs) that will be the driving 
force for solidification [8]. During undercooling Gɩ is larger than Gs, and 
since the system is always trying to minimize the free energy the solid state 
is favoured. The higher the undercooling the larger the difference in Gibbs 
free energy. The difference in Gibbs free energy can be calculated using the 
following equation; 
ΔG = ΔH − TΔS 2.4 
From the above equation it is possible to determine the difference in Gibbs 
free energy using the entropy and enthalpy the system. 
2.9  Melt Subdivision 
During the process of undercooling via techniques such as drop tube or gas 
atomization the melt is scattered into many small droplets, some of which 
would contain active nuclei, and some would not. It is therefore possible that 
some of the droplets achieve a higher undercooling than others within the 
same size fraction. The smaller droplets mean that most of the droplet 
population shall not contain an active nuclei and therefore higher 
undercooling is expected to take place before solidification for most of the 
droplets. An example of melt subdivision can be found in Figure 2.4, where 
the black dots represent active nuclei, and each square represents the 
division of droplets. 
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Figure 2.4  Example of how melt subdivision works. Squares represent the 
division of droplets and dots represent active nuclei. 
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Chapter 3 Literature Review 
3.1  Solidification 
When a material undergoes a phase change from a liquid state to a solid 
state as a result of a temperature decrease it is said to have experienced a 
phenomenon known as solidification. A shift in equilibrium stability may be 
caused by several factors such as composition, pressure and as mentioned 
above, temperature. 
3.1.1  Nucleation 
The first stage of solidification that a melt goes through is nucleation which is 
followed by growth. Nucleation is expected to occur when the temperature 
(T) of a metal drops below the melting temperature ( Tm) using the driving 
force given by the Gibbs free energy. During undercooling the driving force 
given by the Gibbs free energy is large enough to surpass the energy barrier 
and therefore initiate nucleation. In some cases, a metal can remain in liquid 
form even when it is below the melting temperature ( Tm) and this known as 
undercooling (Tm-T), but if the driving force exceeds the energy barrier due 
to increased undercooling then a solid-like cluster can transform into a solid 
nucleus. It has been established that a higher undercooling increases the 
nucleation rate and subsequent growth rate [9]. 
3.1.1.1  Homogeneous Nucleation 
When a metal begins to nucleate without the aid of a container acting as a 
catalyst or any foreign materials then this is described as homogeneous 
nucleation. During this process a small cluster of atoms will come close to 
each other due to fluctuation in liquid states and therefore they will form a 
new interface between the liquid and solid-like states, since this cluster of 
atoms have spacing that can be comparable to the spacing of atoms found 
in solid states. During this process the system requires energy in order to 
create an interface between the liquid and solid-like states, which is related 
to the size of the cluster. It is safe to assume that the newly formed cluster is 
that similar to a sphere and so the free energy change can be determined 
using the following equation; 
Δg =
4
3
πr3ΔGv + 4πr2γsl 3.1 
- 12 - 
Where r is the radius, ΔGv is the difference in the free energy between the 
solid and liquid states per unit volume and γsl represents the energy at the 
solid/liquid interface. The maximum value that Δg can be is the size of the 
energy barrier that will determine the formation of a crystal nucleus. The 
derivative of Δg with respect to r shall give r* which is given by the equation: 
r∗ =
2γSL
∆Gv
 3.2 
r* is known as critical radius, at the point at which the free energy is 
maximum, this characterises the minimum size of the nucleus formed by 
atoms for stable growth If the radius of the nucleus is below r* then the 
system is able to lower its free energy by dissolution of the solid cluster. The 
Gibbs free energy barrier for nucleation is given in the following equation: 
∆g∗ =
16πGiγSL
3
3∆Hs2
 
1
(∆T)2
 3.3 
3.1.1.2  Heterogeneous Nucleation 
More often nucleation takes place due to the container wall or the presence 
of impurities, such as external particles [9]. Nucleation influenced in this way 
would mean that the volume of the critical-sized nucleus is reduced and 
therefore nucleation is catalysed. This is known as heterogeneous 
nucleation. If the nucleus encounters any external solid particles, such as 
the container wall it is easy to develop nucleation by reducing the interfacial 
energy term. For heterogeneous nucleation to be successful the solid/liquid 
wettability is important. Equilibrium is assumed in Figure 3.1 when: 
γLM =  γSL  cos θ + γSM 3.4 
Where  γSM is the solid surface energy at the mold, γLM is the liquid surface 
energy at the mold, γSL is the solid/liquid interfacial energy and θ is the 
contact angle. When θ=180⁰ there is no wetting and therefore no 
heterogeneous nucleation, nucleation in this situation is said to be 
homogeneous. When θ=0⁰ the surface is completely wet by the solid. 
The important part of heterogeneous nucleation is that the contact between 
the solid substrate and the crystal lowers the energy barrier to nucleation. 
So: 
∆g∗ =
16πGiγSL
3
3∆Hs2
 
1
(∆T)2
 3.5 
 
becomes: 
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∆g∗ =
16π∆GiTm
2
3Hf
2  
1
(∆T)2
 S(θ) 3.6 
Where S() is the shape factor defined by: 
S(θ) =  
1
4
(2 + cos θ)(1 − cos θ)2 3.7 
Where S(θ) < 1, so reducing the energy barrier. The contact angle is the 
basis for S(θ) so as the contact angle θ increases so does S(θ). When the 
wetting angle improves, approaching zero, the nucleation barrier decreases. 
 
  
Figure 3.1  Wetting angle between a liquid droplet and a solid interface, with 
energy.  
 
3.1.2  Rapid Cooling 
Rapid cooling is the process in which molten materials change from a liquid 
to a solid state, thereby releasing latent heat very quickly. This could be 
achieved by means of undercooling or by simply increasing the cooling rate 
using an appropriate cooling medium.  
The interest of rapid cooling has increased [10] due to the discovery of a 
range of unique features that are found during this process; the grain size 
and/or the spacing between dendrites have been proven to be reduced (finer 
grain structure), whilst also increasing the solute solubility. There is a huge 
variation between the microstructures that are found in rapidly solidified 
materials and those that are solidified in equilibrium, using rapid cooling it is 
possible to retain metastable phases at a fully cooled temperature that would 
otherwise have gone to completion if cooled at equilibrium. There exists an 
established hierarchy of effects related to rapid cooling as the departure 
from equilibrium increases: 
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Scale refinement → Increased solid solubility → Metastable phase 
formation → Formation of amorphous structures 
There are a few things to consider when trying to achieve desirable 
microstructures using rapid cooling via undercooling; one of which is the 
amount of undercooling that takes place (ΔT). It is possible to achieve high 
levels of undercooling by avoiding heterogeneous nucleation from the wall of 
a container to modify the evolution of microstructures, this is because the 
rate of cooling can contribute to the motion of the solid-liquid interface [11]. 
Quenching and splat quenching are examples of rapid cooling, they usually 
involve cooling the material using an external medium such as contact with a 
liquid or solid. It should be noted that rapid cooling may only be achieved if 
one or more dimensions of the material is sufficiently small; sheets and/or 
ribbons (one small dimension), wires (two small dimensions) and particles 
(three small dimensions). Using these types of rapid cooling would cause the 
microstructure of the material to not be uniform throughout since the contact 
is made with the external source of cooling at the surface of the material. 
When cooling using splat quenching the metallic liquid is poured into two 
plates of copper, so when the metal solidifies it does not have enough time 
to rearrange its atoms and so remains with a near-amorphous structure. 
During cooling, in order to allow nucleation to initiate subsequent growth it is 
necessary to overcome the energy barrier, this is possible due to 
undercooling. In order to rapidly solidify a material a high cooling rate and/or 
undercooling is required, which will in turn affect the growth rate. As the 
growth rate increases, a level of departure from metastability, or diffusional 
equilibrium, shall occur. This hierarchy of departure can be seen in Table 
3.1. 
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Table 3.1  Hierarchy of departure from metastability as growth velocity is 
increased [9]. 
I 
Full Diffusional Equilibrium 
 No chemical potential gradients (phase compositions are 
uniform) 
 No temperature gradients 
 Lever rule applies 
II 
Local Interface Equilibrium 
 Phase diagram gives compositions and temperatures only at 
liquid/solid interface 
 Corrections made for interface curvature (Gibbs – Thomson 
effect) 
III 
Metastable Local Interfacial Equilibrium 
 Stable phase cannot nucleate or grow sufficiently fast 
 Metastable phase diagram gives the interface conditions 
IV 
Interfacial Non-Equilibrium 
 Phase diagram fails at the interface 
 Chemical potentials are not equal at the interface 
 Free energy functions of phases still lead to criteria which 
predict impossible reactions 
 
3.1.3  Undercooling 
By increasing the undercooling of a material during solidification it is possible 
to change certain attributes of that material; features such as corrosion can 
be significantly improved through the manipulation of metastable and refined 
microstructures. Undercooling can be achieved, but not restricted to, using 
containerless solidification, where a material can remain in liquid form whilst 
existing in temperatures that are below the melting point. This is possible 
since there is no container for the material to nucleate with, therefore 
avoiding heterogeneous nucleation [12]. During undercooling the likelihood 
of heterogeneous nucleation is larger due to the relationship between 
undercooling and ∆G*; 
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∆g∗ =
16πGiγSL
3
3∆Hs2
 
1
(∆T)2
 3.8 
From Equation 3.8 it is apparent that as undercooling increases the energy 
barrier for heterogeneous nucleation is reduced, permitting smaller nuclei to 
become viable. This would allow any impurities and/or oxides that may be 
present to initiate nucleation. 
During rapid solidification the level of undercooling shall determine the 
fraction of solid that grows during recalescence. If the fraction of solid is 
more than 1 then solidification will proceed without diffusion of heat at a rate 
limited only by interface kinetics. Recalescence is the rapid warming during 
which solid is formed at, or very close to, the melting temperature. When the 
solid fraction is above 1 then recalescence shall occur up to, or before, the 
melting point. The solid fraction during recalescence is expressed in the 
following equation: 
fs =
∆T
L
Cp⁄
 3.9 
Where ΔT is the amount of undercooling expressed in Kelvin, L is the latent 
heat expressed in Jkg−1 and Cp is the specific heat expressed in Jkg
−1K−1. 
L/Cp is defined as the hypercooling limit. 
During Recalescence the undercooled liquid acts as a heat sink for the latent 
heat released from the growing solid [11]. The remaining liquid, (1-fs) will 
solidify post recalescence at the rate determined by the heat extraction rate. 
Once a material is undercooled it would experience nucleation and the 
recalescence process shall begin. During recalescence latent heat shall be 
released and the material shall begin to return to the solidus temperature. 
This could affect the microstructure whereby the evolved microstructure shall 
be disturbed and possibly lost. Rapid solidification techniques, such as 
magnetic levitation or drop tube, are used to minimise the possibility of 
heterogeneous nucleation and therefore achieve a high level of 
undercooling; hypercooling. Hypercooling is an advanced level of 
undercooling where the amount of undercooling is larger than critical 
undercooling. Critical undercooling is the term given when undercooling is 
equal to the temperature change during recalescence, TS = TR, resulting in 
the material returning to precisely the solidus temperature. In order to retain 
the evolved microstructure achieved during undercooling the cooling rate 
after recalescence has taken place must be sufficiently quick. It is possible 
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to achieve metastable or anomalous phases using the non-equilibrium 
undercooling process [13].  
3.2  Solute Partitioning 
During solidification the composition of the growing solid and the 
composition of the liquid would be different. When the temperature of an 
alloy falls below the liquidus line of the phase diagram the solid begins to 
grow. By looking at the phase diagram the composition of that solid, Ws, can 
be estimated by drawing a horizontal tie-line until it reaches the solidus line. 
Similarly, the composition of the remaining liquid, W l, can be calculated in a 
similar fashion by drawing the tie-line to the liquidus. In the case of Si-Ge the 
phase diagram would illustrate that the early solid to be formed would be Si 
rich as Si has a higher melting temperature than Ge. As solidification 
proceeds the Ge concentration increases and the Si concentration 
decreases in the solid fraction accordingly, this is because the remaining 
liquid is becoming more and more Ge rich. The final solid to form would be 
Ge rich as the concentration of the remaining liquid would be indicated by 
the liquidus line on the Ge-rich side of the phase diagram. At any point 
during the solidification when the temperature is between the solidus and 
liquidus the partition coefficient, kE, can be calculated using the following 
formula: 
kE =
Ws
Wl
 3.10 
The free energy curves are a function of temperature, with the common 
tangent giving the equilibrium concentrations of the solid and liquid.  As the 
liquid becomes rich in component B the free energy curve for Wl would be 
lower than Ws and the common tangent would appear to be in favour of the 
liquid composition. The partitioning is illustrated in Figure 3.2 with the free 
energy curves and common tangent in Figure 3.3. 
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Figure 3.2  Simple phase diagram illustrating the composition of the solid 
being formed, Ws, and the remaining liquid composition, W l. Wo is the 
original composition of the material. 
 
 
Figure 3.3  Free energy curves for the composition of liquid and growing 
solid with common tangent. 
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3.3  Scheil Calculation 
It is advantageous to be able to quantitatively predict the concentration of 
solute in the solid, during solidification, since it would help to understand the 
properties of an alloy. The Scheil equation goes some way to predict the 
composition of solid and liquid during solidification. To allow the Scheil 
equation to predict the phases present within an alloy the following 
assumptions must be made: 
• Once solid phases are formed diffusion does not occur in the solid 
• At all temperatures diffusion occurs infinitely fast in the liquid 
• Equilibrium takes place at the solid/liquid interface therefore 
compositions from the phase diagram are valid 
The Scheil equation for composition of the liquid during solidification is: 
CL = CO(fL)
k−1 3.11 
and for the solid composition: 
CS = kCO(1 − fS)
k−1 3.12 
Where CS  and CL are the concentrations of solute in the solid and liquid 
respectively, fL and fS are the fraction of liquid and solid respectively, CO is 
the initial concentration of the liquid and k is the partition coefficient. 
Partitioning at any temperature is often determined using the phase diagram, 
where a tie line is drawn horizontally from one phase to another and through 
the temperature and weight % of the alloy. Where the tie line intersects the 2 
phases the weight % is compared to the weight % of the composition to 
determine how much of each phase is present. This is expressed in the form 
of a percentage or a fraction. 
3.4  Reactions 
The eutectic reaction is defined as: 
𝐿𝑖𝑞𝑢𝑖𝑑 → 𝑆𝑜𝑙𝑖𝑑 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝛼 + 𝑆𝑜𝑙𝑖𝑑 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝛽 
The eutectic reaction appears on a phase diagram as a 'V' shape as seen in 
Figure 3.4. 
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Figure 3.4  Example eutectic point shown on a phase diagram. 
 
With L representing liquid, α and β are assumed to be 2 individual solid 
phases and E is the eutectic point. 
During the solidification of a two element alloy the liquid solidification at the 
eutectic point shall result in two solid phases. To predict what type of 
eutectic morphology is expected the following must be considered: are the 
phase fractions equal and are the phases continuous. The variation in 
possible eutectic morphologies means that four different types of 
morphologies can be formed. If the phase fractions are similar and the 
phases are continuous then a lamellar morphology can be expected. This is 
shown in Figure 3.5. 
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Figure 3.5  Lamellar structure showing solid phases α and β arranged in 
layers. 
 
The lamellar morphology is found to be the most common but other 
morphologies are possible. If the two phases are continuous but not of equal 
phase fractions, then a rod-like morphology is expected. This is illustrated in 
Figure 3.6. 
 
α α α α β β β 
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Figure 3.6  Example of a rod-like morphology. 
 
Other eutectic morphologies are formed when one or more phase displays 
faceting.  
The peritectic reaction is defined as: 
𝐿𝑖𝑞𝑢𝑖𝑑 + 𝑆𝑜𝑙𝑖𝑑 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝛼 → 𝑆𝑜𝑙𝑖𝑑 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝛽 
The peritectic reaction appears on a phase diagram as seen in Figure 3.7. 
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Figure 3.7  Example peritectic point shown on a phase diagram. 
 
Where α and β represent 2 individual solid phases and the peritectic point is 
the point where the dotted arrow intersects the α + Liquid phase and the β 
solid phase. 
During a peritectic reaction the β phase begins to form a thin shell around 
the α phase until it is completely encased. There is a triple junction present 
where all 3 phases, including the liquid phase, and that is where growth 
occurs. When the α phase is completely encased the growth of the β phase 
requires diffusion between the 2 phases at the boundary and therefore solid-
solid peritectic reactions are relatively slow. This is backed by work carried 
out by Mullis et al. in 2015 [14]. With the Al-Ni the Al3Ni phase is β and Al3Ni2 
is α therefore Ni must diffuse from the Al3Ni2, through the growing layer of 
Al3Ni and into the liquid, with Al diffusing in the opposite direction. As Al3Ni 
cannot support a concentration gradient, diffusion is slow. The difficulty in a 
peritectic transformation of a stoichiometric intermetallic lie with their ability 
to support a concentration gradient. The small compositional range of a 
stoichiometric means that less thickening of the peritectic phase is formed 
due to the small range of solubility. Figure 3.8 shows type B and type C 
peritectic classification by St John and Hogan [15] and described by Kerr 
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and Kurz [16]. In type C classification the range of solubility, Cβ
α − Cβ
L, in the 
peritectic phase is much smaller than in type B. 
 
 
Figure 3.8  Type B (left) and type C (right) classification of peritectic 
reactions according to compositional range of the peritectic phase [16]. 
 
The peritectic reaction results in a core-shell morphology where the resulting 
phase is formed around the edges of the α phase. Figure 3.9 shows the 
core-shell structure that is described. 
 
 
Figure 3.9  Core-shell morphology showing α and the solid phase β, typical 
of a peritectic reaction. 
 
β α 
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3.5  Interface Structure 
During crystal growth the interface between the solid and liquid will have 
great impact on the crystal morphology. With most metallic systems the 
solid/liquid interface is thought to be non-faceted and atomically rough. 
During the solidification process the solid/liquid interface requires the 
addition of atoms. The faceted, or atomically smooth, interface does not 
contain many sites favourable for atoms to attach during diffusion, and 
available sites are frequently occupied to create the smooth interface. 
Faceted growth often occurs at re-entrant corners or with twinning. Atoms 
are regularly attached to create lateral growth. A faceted interface often 
requires nucleation and/or undercooling. A non-faceted, or atomically rough, 
interface will contain many favourable sites available for atoms to be 
attached. Because this interface is rough it shall create a continuous non-
faceted crystal. Unlike the faceted interface the non-faceted interface allows 
the atoms to be attached from any direction, as the interface itself is not 
smooth, therefore allowing solidification to occur in any direction [8] [9]. 
3.6  Dendritic Growth 
In metal and alloy solidification quite often, the primary crystal is formed into 
a tree-like structure called dendrites. The structure is formed when the 
molten metal solidifies rapidly in favourable directions. The dendrites formed 
in alloy solidification are as a result of a solute-diffusion-controlled process, 
and a heat-flow-controlled process in pure metals. During solid growth the 
interface stability is important in the formation of dendrites, particularly 
whether a perturbation is favoured or not. Constitutional undercooling and a 
negative temperature gradient (explained in Section 3.7) both destabilise a 
plane interface and hence lead to dendritic growth. During near-equilibrium 
stages the morphology of metal crystallization exhibit strong directionality, 
which affects the materials characteristics due to the atomic structure. 
Typically metals with a cubic symmetry will result in dendrite that display 
established side branches alongside a distinct centre trunk. During a higher 
departure from equilibrium these dendrites may become less distinct or 
cease to form in the favourable directions [17]. The level of unfavourable 
growth directions can be attributed to the level of undercooling as a range of 
growth directions can be found in the microstructure before a seaweed 
formation has occurred.  
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3.7  Rapid Solidification 
Departure from equilibrium can occur during high speed solidification. If the 
growth velocity is sufficiently high the it can exceed the atomic diffusivity, the 
liquidus and solidus lines overlap, and the solid/liquid interface can pass 
through the melt. This would result in the solid and liquid having the same 
composition and because of partitionless solidification solute trapping will 
have occurred. The solute trapping model proposed by Aziz [18] 
characterises the velocity-dependant partition coefficient: 
𝑘(𝑉) =
𝑘𝐸 +
𝑉
𝑉𝐷
⁄
1 + 𝑉 𝑉𝐷
⁄
 
3.13 
Where V is the growth velocity and VD is the diffusive velocity of atoms at the 
solid-liquid interface. Since k is dependant of V there is often a continuous 
change in the partition coefficient and therefore a continuous change in the 
level of solute trapping. For partitionless solidification to occur the following 
conditions need to be satisfied:  
• At high cooling rate the solid and liquid composition can converge. 
• The T0 temperature, where the liquid and solid phases have the same 
molar-free energy, of the corresponding composition must be larger 
than the interface temperature. 
During rapid solidification the time available for diffusion to take place is 
reduced which would result in the solidification of a non-equilibrium phase 
structure. A supersaturated solid solution is formed when there is more 
solute in the phase than if it were to form during equilibrium, this is the 
principle behind solute trapping. In order for solute trapping to occur the 
solidification velocity must be sufficiently high in order to overcome the 
diffusivity and trap the solute solution into a solid phase. It is also necessary 
for the free energy of the solid and liquid to be equal (kE=1) in order to avoid 
the driving force for chemical segregation, this is achieved when the 
temperature of the melt is below the T0 temperature. Partial solute trapping 
can also occur above the T0 temperature due to the variation of kE during 
solidification. If undercooling is achieved to that higher than the hypercooling 
temperature, then the entire melt would crystallise into a supersaturated 
solid solution under non-equilibrium conditions as the heat of fusion that is 
released during recalescence is not adequate to heat the sample up to the 
T₀ temperature. This can also be achieved at modest cooling rates for 
specific materials [19]. 
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Rapid solidification can be achieved primarily in two ways: rapid cooling and 
undercooling. Rapid cooling is conducted when the heat within the material 
is transferred rapidly, this can occur through contact of a cool surface or 
medium. It is important to note that for rapid cooling to occur at least one 
dimension of the material must be small in order for the latent heat to 
transfer. An example where one dimension is small would be a sheet, two 
small dimensions result in a wire and all three dimensions being small would 
result in a particle or droplet. The latent heat is released in the opposite 
direction to solid growth through the solid and towards a possible cool 
surface. Since the temperature of the liquid is higher than the solid the 
solidification is said to have a positive temperature gradient. Rapid 
solidification by way of undercooling varies due to the absence of a 
nucleation site, since there is no cool surface or container wall in contact. 
When the energy barrier is surpassed homogeneous nucleation will take 
place and solid growth will begin. The temperature in the solid is higher than 
the liquid and therefore the latent heat is being extracted from the solid out 
of the liquid, this solidification is characterised as having a negative 
temperature gradient. Figures 3.10 and 3.11 illustrate rapid cooling and 
undercooling, the red colour indicates the highest temperature and pink 
illustrates the lower temperature, this, and consequently the temperature 
gradient, is different in the two rapid solidification methods. For both Figures 
3.10 and 3.11 a graph is presented which illustrates the temperature 
gradient across the cross section of the material. Since latent heat is being 
extracted out of the growing solid in undercooling, any perturbations that are 
created out of the growing solid are encouraged to develop, this is not the 
case in rapid cooling as the latent heat is extracted out of the liquid through 
the solid. 
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Figure 3.10  Rapid solidification achieved by rapid cooling with the use of a 
chill plate (blue) to initiate nucleation. The small arrow illustrates the 
direction of growth and the large arrow illustrates the direction of latent 
heat being extracted. The dotted lines intersect the graph at the 
temperature of the chill plate, To, and the melting temperature, Tm, (left 
and right respectively). 
 
Tm 
To 
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Figure 3.11  Rapid solidification achieved by undercooling. The arrow 
illustrates both the direction of growth the direction of latent heat being 
extracted. The dotted lines intersect the graph at the melting 
temperature, Tm, and the temperature of the liquid, Tl, (left and right 
respectively). 
 
3.8  Grain Refinement 
Grain refinement has been a valued aspect in the solidification of materials. 
It is advantageous in achieving desirable properties such as strength, 
toughness and ductility, which would allow superplasticity in some materials. 
Generally, as the undercooling (or cooling rate) is increased the grain size 
will decrease for most systems. Spontaneous grain refinement takes place 
Tm 
Tl 
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when critical undercooling, ΔT*, has been exceeded and the grain size 
abruptly changes [20].  
Spontaneous Grain refinement was first observed in 1959 when the grain 
sizes in Ni melts abruptly changed sizes as ΔT* was exceeded. The change 
was a decrease is 1-2 orders of magnitude. One of the proposed 
mechanisms for the abrupt change in grain size was copious nucleation, or 
dynamic nucleation, which is caused by the vibration and collapse of voids 
[21]. Copious homogeneous nucleation can occur when the equilibrium-
freezing temperature is affected by the pressure difference due to 
cavitations, which are induced at the solid-liquid interface due to a volume 
change during solidification. 
In 1966, Jackson et al. proposed that grain refinement may occur due to 
dendrite fragmentation during or post-recalescence due to remelting [22]. 
This was proposed due to the observation of secondary dendrite arms that 
detached from primary dendrite arms during remelting and attached at the 
primary dendrite stem. Fragmentation was also studied by Schwarz et al. 
and Karma et al. who concluded that the equiaxed microstructure (as 
observed by Jackson et al.) is due to fragmentation that takes place at post-
recalescence [23] [24]. 
Mullis and Cochrane demonstrated that at low undercooling and high 
undercooling alloys with a concentration above a critical value are unstable 
for dendritic growth [25]. In 2001 they proposed a model for spontaneous 
grain refinement (SGR) by repeated multiple tip splitting of a pure 
undercooled melt [26]. 
3.9  Metastable Crystalline Phases 
Materials that have been cooled under equilibrium would exhibit the most 
stable state, but during rapid solidification metastable crystalline phases that 
differ from stable phases due to crystallographic structure or composition 
may be favoured. The Fe-Ni system was studied, and it was found that the 
metastable bcc phase could be crystallized during increased undercooling in 
the concentration regime where the fcc phase is stable. This was achieved 
by a technique called ‘phase seeding’, whereby a trigger needle was used, 
made of Fe-Mo with a bcc structure, to induce nucleation and begin bcc 
growth [27]. 
It is possible to detect metastable phases by investigating the phase 
morphology. Liu et al. conducted drop tube experiments on Co-Ge and 
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found that an increase in cooling rate affected the final microstructure as 
lamellar eutectic was transitioned to an anomalous eutectic. A similar 
observation was made for the hypereutectic Co-Ge alloy as dendrites were 
no longer columnar but instead equiaxed [28]. An anomalous eutectic is 
usually formed as a result of the nucleation and growth of two eutectic 
phases that are not allowed to form into a lamellar or rod like morphology. 
Anomalous eutectic regions are often found as a result of rapid solidification 
during which there is less time for the formation of a lamellar or rod like 
morphology. An example of an anomalous eutectic microstructure can be 
seen in Figure 3.12c. Anomalous eutectics have been found to demonstrate 
a greater thermodynamic stability than lamellar eutectics [29].  
 
 
Figure 3.12 An example of (a) lamellar eutectic, (b) mixed lamellar and 
anomalous eutectic, and (c) anomalous eutectic [28]. 
 
3.9.1  Quasicrystalline Alloys 
Quasicrystalline phases have been studied due to their non-periodic 
ordering within the crystal structure. As a result, the local symmetry is 
somewhat rare for a normal crystal. The two types of quasicrystalline phases 
are known to be icosahedral, I phase, and decagonal, T phase, though the 
more common of the two is short range icosahedral in liquid metals. The 
difference between the two quasicrystalline phases lie in the crystal 
orientation since the icosahedral phase is quasiperiodic in three dimensions 
[30] while the decagonal phase in only quasiperiodic in two dimensions with 
the third dimension being periodic. The formation of quasicrystalline phases 
is permitted when the required critical cooling rate is achieved, which is 
lower than the required cooling rate of metallic glass but high enough to 
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avoid crystallization [31]. Most quasicrystalline phases have been 
discovered to form from peritectic reactions and have been metastable 
though some quasicrystalline phases have been found to be stable [32]. 
Systems such as Al-Cu-Fe [33], Al-Pd-Re and Al-Pd-Mn [34] have been 
studied and stable quasicrystalline phases were found. 
The earliest detection of quasicrystalline phases was reported in 1984 on the 
rapidly quenched Al-Mn system [31]. A long range icosahedral group 
symmetry was found in in the metallic solid which was stable at 400°C and 
350°C for 6 hours and 1 hour respectively. The phase then transformed at 
400°C to the stable phase Al6Mn. 
3.9.2  Metallic Glasses 
Metallic glass is formed when the cooling rate is high enough to exceed the 
critical value and therefore avoid the formation of nuclei and crystallization, 
once the temperature falls below the glass transition temperature, Tg, the 
material will form into an amorphous solid with a lack of long range 
crystallographic order [35]. During high temperature the mobility of the atoms 
is high enough for them to form into structures, but as the temperature 
decreases the viscosity of the melt becomes seemingly higher and therefore 
limiting the mobility, this in turn results in the atoms lacking the ability to form 
into an ordered structure as easily [36]. Figure 3.13A shows the 
solidification of a eutectic phase that solidifies to below the To temperature 
and is allowed to crystallise. The eutectic phase solidification shown in 
Figure 3.13B does not fall below the To temperature at the current 
composition and therefore avoids crystallisation, this results in limited 
mobility of atoms and therefore metallic glass. 
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Figure 3.13 Phase diagrams illustrating black dotted To lines for solidification 
of eutectic reaction A) allowed to crystallise, and B) not allowed to 
crystallise and therefore form into a metallic glass. The green dashed 
lines represent the composition of solidification. 
 
The non-crystalline materials show several desirable properties; the lack of 
crystal structure would mean the absence of grain boundaries which offer 
greater resistance to corrosion and wear, and amorphous metals are also 
more suited for some applications than ceramics since they are tougher and 
more ductile. Due to their nature metallic glasses are also suitable for 
applications such as sports equipment and biomaterials due to their 
workability, as they can be softened upon heating [37]. 
Metallic glass was first formed in 1960 with the Au-Si system at near eutectic 
composition [38]. The best alloys to produce the amorphous metallic glass 
were found to be Pd-Cu-Ni-P alloys due to their low critical cooling rate of 
0.067 K s-1 [39]. 
3.10  Intermetallic Compound 
Solid phases that contain two or more metallic elements are known as 
intermetallic compounds. They can often include one or more non-metallic 
element. The solid phases formed into an intermetallic compound possess a 
different crystal structure to any of the initial elements [40]. A key 
characteristic of intermetallic compounds is their strong internal ordering 
along with their bonding which is mixed covalent/ionic and metallic. 
Intermetallic compounds are an important part of the phase diagram where 
A) B) 
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the composition range is narrow due to the bonding and strong internal order 
between diverse atoms. Intermetallic compounds often have stoichiometric, 
or similar, composition. For the Al-Ni system the Al3Ni2 phase has a 
composition range of 35.9 - 40.7 at.% Ni, whereas the Al3Ni phase is a line 
compound so it has a precise stoichiometry at 25 at.% Ni. These two 
intermetallic phases are labelled in Figure 3.16. 
The properties of intermetallics, apart from increased strength, mean that 
they have a high melting point but low conductivity and poor ductility. An 
example of an intermetallic compound that has desirable properties is Ni3Si 
which has the high melting temperature and hardness but poor ductility at 
room temperature means it has poor workability [41] [42]. Non-equilibrium 
rapid solidification is thought to be a route to achieving refined grains and 
therefore limit the brittleness of intermetallic compounds [43] [44]. 
3.11  Containerless Solidification 
There are a few containerless solidification methods that can be employed to 
achieve a high level of undercooling in droplets, these include: drop tube, 
electromagnetic levitation, acoustic levitation, electrostatic levitation, 
aerodynamic levitation, melt fluxing, and gas atomization. Using 
containerless solidification it is possible to avoid heterogeneous nucleation 
on the potential container walls, in addition to this a clean environment can 
help to severely reduce the chance for heterogeneous nucleation to take 
place on free surfaces. The levitation techniques can also be used with a 
high-speed video camera in order to analyse the nature of the droplet 
solidification. The melt fluxing and electromagnetic levitation methods are 
advantageous to record and analyse the growth velocities and crystallization 
of the material whilst it is being cooled, so it is possible to determine the 
microstructure at different times during the cooling process. It is possible to 
develop materials using a drop tube in order to study their microstructures 
and also being able to determine the formation of each phase. 
3.11.1  Drop Tube Techniques 
The theory behind drop tubes is very simple; a droplet in liquid form can cool 
during freefall whilst in the controlled environment of the drop tube. The 
methods employed by a drop tube date back to the 1600s when shot towers 
were used to produce lead shot. Drop tubes can be separated into two 
types; long and short, each one being appropriate to the type of experiment 
it can perform. A drop tube with length greater than 50 meters, though the 
- 35 - 
length is debatable, is generally classified as a long drop tube in which a 
body of molten metal is able to free fall, therefore long drop tubes are used 
to study the effects of microgravity on solidification without the burden of 
high costs associated with experimentation in space. The two most notable 
long drop tubes in existence are located at the NASA Marshall Space Flight 
Centre and at the Nuclear Research Centre in Grenoble, which measure 105 
meters and 47 meters respectively. A schematic diagram of the 105m drop 
tube facility at NASA Marshall Space Flight Centre can be seen in Figure 
3.14. Two drop tubes exist in Pasadena, CA, at the Jet Propulsion 
Laboratory in which air is accelerated downwards at the same rate as the 
free-falling droplet and therefore drastically reducing drag forces but using 
this technique would limit the level of undercooling that can be achieved due 
to surface heterogeneous nucleation. Accelerated drop tube, like the one in 
Pasadena, are useful in achieving higher-than-usual cooling rates typically 
found in drop tubes, this is due to the absence of conduction/convection 
which is the main cause for heat loss in the droplet. The experiments in drop 
tubes in such facilities tend to begin with evacuation of the tube which is 
then followed by the melting of a single droplet, usually a large droplet of 
between 1 and 5 millimetres in diameter, using an electron beam and/or 
electromagnetic levitation. When the droplet is released it is free to fall 
through the tube and is monitored along the length of the tube using photo-
diodes to allow the detection of recalescence. Heterogeneous nucleation is 
eliminated at low undercooling temperatures by using a vacuum, though the 
low undercooling that the long drop tubes are limited to can be reproduced 
with great accuracy.  
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Figure 3.14 105m drop tube facility at NASA Marshall Space Flight Centre 
[45]. 
 
Short drop tubes are used to study the effects of containerless processing 
and high cooling rate on solidification. Shorter drop tubes generally employ a 
different technique to produce the droplet(s); they tend to spray several 
droplets [45]. The melt is forced through a small nozzle to disperse many 
small droplets. The inert gas used in small drop tubes in addition to the 
smaller droplet sizes will allow a higher rate of undercooling, but this will 
remove the ability to detect recalescence and the temperature of nucleation. 
Using an inert gas, it is also worth noting that the element of free-fall is lost 
as the gas would contribute to aerodynamic breaking of the droplets. Small 
drop tubes have previously been used to study the grain refinement and 
crystalline phases achieved by undercooling. It is common for the 
interchanging use of the terms 'drop tube' and 'drop tower' but they are both 
in fact different; where in a drop tube the droplet is allowed to drop freely 
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without being contained in a controlled atmosphere, such as a vacuum, in 
order to observe the solidification. In a drop tower there is an experiment 
package that is dropped, this includes the furnace, instrumentation and the 
droplet. Since the package is enclosed within a canister there is little need 
for a protective atmosphere in the drop tower, but a vacuum, amongst other 
techniques, can be employed to reduce drag forces [45]. 
3.11.2  Gas Atomization Techniques 
Gas atomization is the most used technique in industrial mass production, 
though other techniques are also used such as thermal spraying [46]. The 
purpose of gas atomization is to efficiently create fine particles that make up 
a metal powder. During the process a jet of gas is used to disintegrate 
molten metal into fine particles which are subsequently cooled during flight. 
The gas atomization process allows for particles that are advantageous 
because they flow well, which is important in applications such as 3-D 
printing or for catalysts in fluidized bed reactors. Undercooling can also be 
achieved using gas atomization due to the absence of impurities and the use 
of an inert gas in order to limit heterogeneous nucleation thus allowing metal 
powders with diverse microstructures. It is possible to use gas atomization 
techniques to produce metal particles of different sizes, and a more efficient 
jet stream disruption to the molten metal would prove to be superior in 
creating smaller particle sizes.  
The gas atomization process is carried out when molten metal is uniformly 
fed through a nozzle into an atomization chamber at a controlled rate with 
the assistance of a tundish. Once the molten metal is deposited into the 
chamber it is then introduced to a stream of gas which interrupts the normal 
flow of the molten metal to disintegrate the molten metal into spherical 
particles which are then cooled during flight. The inert stream of gas is 
typically Nitrogen or Argon [14] and is often introduced into the atomization 
chamber using a set of Convergent-divergent jets arranged around the 
nozzle and positioned at a 45O apex angle to allow for an efficient and 
effective gas stream. This is also known as de Laval, it allows controlled 
expansion, so the gas achieves supersonic velocity. It is very difficult to 
understand the relationship between the molten metal and the stream of gas 
at the point of contact due to the flow of gas being turbulent. The melt is then 
blown away from the tip of the nozzle using the stream of gas and can be 
broken and cooled in many small particle sizes during flight. A schematic 
diagram of the gas atomization arrangement is illustrated in Figure 3.15. 
There are 2 types of gas atomization techniques: free fall and close coupled. 
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Figure 3.15 Atomizer nozzle configuration. The large centre arrow 
represents the inside of the nozzle where the melt is fed through. The 
smaller arrows represent the flow of inert gas as it is directed towards 
the melt. 
 
The free fall and close coupled techniques of gas atomization differ when it 
comes to the melt delivery through the nozzle and into the atomization 
chamber. The free fall technique allows the molten metal to fall a short 
distance into the atomization chamber before the stream of gas interrupts 
the flow to form metal particles. The close couple technique does not allow 
the molten metal to fall into the chamber but instead due to the positioning of 
the jets allows for an area of low pressure with gas continuing to circle 
drawing the melt out of the nozzle. Due to the directional velocity of the gas 
the melt is forced over the face of the nozzle towards the jets, this is known 
as pre-filming. Once the melt reaches the edge of the jets it is blown away 
into particles. The former technique allows a greater control over the impact 
of the gas with the molten metal whereas the close coupled technique has 
advantages in the variable size of particles that it is possible to achieve, and 
finer particles are possible with close coupled gas atomization. In the free-
fall technique the energy in the gas jet that is lost before it initiates contact 
with the molten metal means that there is little control over the resulting 
particle size. The melt break-up mode observed in free-fall technique is 
column break-up, where a column of melt is blown away by the jets, with the 
close coupled technique the break-up mode is sheet break-up as pre-filming 
allows the melt to be delivered to the jets in the form of a thin sheet, this 
allows for smaller particles to be formed.  
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Close coupled gas atomization can take place with the atomizer facing in 
any direction due to aspiration, where the flow of gas jets produces a region 
of low pressure on the melt nozzle tip to draw the molten metal. When the 
gas atomizer nozzle is facing upwards it allows the particles to achieve flight 
for longer, unless a large facility is used during a downwards atomization 
process. Gas atomization creates many particles of different sizes which can 
then be sieved into respective size fractions. 
The different sized particles can affect the cooling rate of the particle itself as 
the larger particles require longer to release all latent heat thus allowing the 
variation in microstructures. The high cooling rates of gas atomization 
techniques allow for fine microstructures, where particular reactions may not 
complete during solidification. It is important to note that the larger particles 
remain in a part-liquid state for longer which allows the solid and liquid 
phases to mix due to the shear force from the gas jets acting upon the 
particle therefore creating microstructures which wouldn't ordinarily have 
formed. In contrast the smaller particles are likely to be carried away from 
the jet stream and are not subject to the large shear force experienced by 
the larger particles. In a study conducted by Bao et al. it was found that the 
cooling rates experienced in gas atomization of AlNi were high enough to 
limit the formation of NiAl₃ at the 854 oC peritectic reaction [47]. Further 
details on the cooling rates experienced in gas atomization and drop tube 
techniques is discussed in Section 4.4. 
During the gas atomization process, it is important to maintain certain 
parameters which can directly affect the size of the resulting particles, which 
can usually range between 10 and 300μm. Typical gas flow rate for gas 
atomization is between 1 and 50mᶟ/min at pressures ranging between 
350kPa and 4MPa. Due to the de Laval gas jets the gas velocity is usually 
more than Mach 1. Superheat of molten metal is usually between 75-150 OC, 
and a melt flow rate of anywhere between 1-90kg/min is normal [48]. 
3.12  Al-Ni  
Raney Nickel was pioneered by Murray Raney who patented the catalyst in 
the mid-1920s which would be used for hydrogenation of cottonseed oil [49]. 
The Raney nickel catalyst can be used for a range of applications including; 
pharmaceuticals, plastics, petroleum and even food [50]. The traditional 
Raney Ni alloy, discovered by Murray Raney, comprises of 68.5 at.% Al but 
this composition is the equivalent of 50 wt.% Al and 50 wt.% Ni due to Ni 
having a higher atomic mass than Al. The catalyst is often produced by 
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casting which results in ingots of the material ready to be crushed before 
leaching. 
3.12.1  Al-Ni Solidification Sequence  
Despite the initial composition, the following phases are known to exist in the 
precursor alloy: Al₃Ni₂ (Space group: P3m1 [51]), Al₃Ni (Space Group: Pnma 
[51]) and an Al-Al₃Ni eutectic [52]. Upon examining the phase diagram 
(Figure 3.16), considering the 68.5 at.% Al alloy, the first phase is expected 
to appear is AlNi at 1623 K. The first reaction to take place is in the form of a 
peritectic reaction at 1406 K; the remaining liquid reacts with the AlNi phase 
in the following reaction: 
 
𝐿 + 𝐴𝑙𝑁𝑖 ↔ 𝐴𝑙3𝑁𝑖2 
 
This reaction will result in the formation of Al₃Ni₂. It has been determined 
that regardless of the cooling rate, whether that be for slow cooling to 
produce ingots or during gas atomization, the final microstructure for this 
composition rarely contains AlNi. The absence of AlNi in the final 
microstructure has raised questions as to whether the Al₃Ni₂ phase is 
formed directly from the melt as the primary solidification phase, and the 
AlNi phase is bypassed, or whether the initial peritectic reaction at 1406 K is 
adequately rapid enough to go to completion [52]. Shuleshova et al. 
conducted in-situ time-resolved XRD experiments at the ESRF synchrotron 
radiation facility where levitated droplets of AlNi were solidified, resulting in 
the diffraction pattern of AlNi to be detected during the initial stages of 
solidification. The experiments conclude that, for Ni-68.5 at. % Al, the 
peritectic reaction at 1406 K is the reason for formation of Al₃Ni₂ and it is not 
formed directly from the melt [53] [54]. 
The second peritectic reaction occurs at 1127 K where the remaining liquid 
reacts with Al₃Ni₂ to form Al₃Ni: 
 
𝐿 + 𝐴𝑙3𝑁𝑖2 ↔ 𝐴𝑙3𝑁𝑖 
 
As a result of this peritectic reaction the morphology of the final 
microstructure often reveals the remaining unreacted primary phase (Al₃Ni₂) 
to be surrounded by the secondary phase (Al₃Ni) in the form of a shell. The 
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reason for the presence of the remaining unreacted Al₃Ni₂ lies with the fact 
that the second peritectic reaction at 1127 K is slow in contrast to the first 
peritectic reaction at 1406 K. The first peritectic reaction at 1406 K goes to 
completion due to the similarities in the structures of AlNi and Al₃Ni₂ as 
Al₃Ni₂ is a trigonal extension of the cubic B2 AlNi phase in which every third 
plane of Ni atoms perpendicular to the trigonal axis is missing [55]. In the 
second peritectic the rate of solid-state diffusion through the growing shell of 
Al₃Ni will be sluggish since it is a stoichiometric intermetallic, as it is difficult 
for the line compound to support a concentration gradient to drive diffusion. 
In the classification described by Kerr & Kurz [16] this peritectic, Al₃Ni₂ → 
Al₃Ni, would be placed in Type C classification. This classification is 
characterised by slow transformation rates during the solid-solid peritectic 
transformation (SSPT) stage of the reaction.   
The final stage of solidification is as a result of a eutectic reaction which 
takes place at 913 K, this results in the residual liquid solidifying to form an 
Al-Al₃Ni eutectic [50]: 
 
𝐿 ↔ 𝐴𝑙3𝑁𝑖 + 𝐴𝑙 
 
It can be determined that during cooling of Al-Ni with 50-50 wt % 3 phases 
should be present, these 3 phases can be visible in a backscatter image (As 
shown in Figure 3.17) using a Scanning Electron Microscope (SEM) as 
different colours, with phases containing more Nickel appearing lighter, such 
as Al₃Ni₂ as it is more Nickel rich, and those with more Aluminium appearing 
darker. This is due to the contrasting atomic number of the two elements. 
Seaweed formation can also occur as an undercooling of around 250 K in 
AlNi has been found to display a seaweed formation. This is thought to have 
been caused by disorder trapping [56]. 
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Figure 3.16 Al-Ni phase diagram. 
 
 
Figure 3.17 Backscatter image of Al-Ni precursor alloy at 50-50 wt% 
(Sample from Metal Catalyst Technology) [57]. 
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3.12.2  Leaching 
During the preparation of the catalyst, the Al is removed from the 
intermetallic phases and indeed the eutectic due to leaching in a 
concentrated sodium hydroxide solution. This process leaves nano-
crystalline Ni and creates a suitable atmosphere to allow the activation of the 
Nickel catalyst. After leaching the dissolved aluminate and the excess alkali 
is removed by aqueous washing [58] and the highly pyrophoric remaining 
catalyst may then be stored in alcohol or water [50]. 
The leaching reaction is: 
 
2(𝑁𝑖𝐴𝑙)(𝑠) + 2𝑁𝑎𝑂𝐻(𝑎𝑞) + 2𝐻𝑠𝑂(𝑖) → 2𝑁𝑖(𝑠) + 2𝑁𝑎𝐴𝑙𝑂2 (𝑎𝑞) + 3𝐻2 (𝑔) 
 
In the case where the aluminate tends to hydrolyse the excess of alkali is 
important in limiting the decrease in pH. If the aluminate is allowed to 
hydrolyse then it would precipitate in the form of Bayerite which lowers the 
catalytic activity as the nano-crystalline pores of the catalyst may be blocked 
[58]. 
The properties of the catalysts after leaching have been found to differ in 
catalysts prepared with sodium hydroxide at temperatures above 100OC and 
those prepared with sodium hydroxide at temperatures below 50OC, 
therefore it is important to consider the temperature during leaching. For 
leaching at temperatures below 50OC it has been found that 40 wt% sodium 
hydroxide solution is ideal in order to decompose the Al₃Ni₂ [50]. 
3.12.3  Phase Composition 
The amount of each phase present in the final microstructure is heavily 
dependent on the preparation of the precursor alloy, this is important despite 
the initial composition. Phase composition can be particularly affected by the 
cooling rate during preparation; as higher cooling rates would allow less time 
for the Al₃Ni₂ → Al₃Ni peritectic to go to completion, consequently retaining 
greater amounts of Al₃Ni₂ and less Al₃Ni. The importance of cooling rate and 
the retention of certain phases is understood when they influence the 
properties of the activated catalyst. The least resistant phase to leach has 
been found to be Al₃Ni which results in a highly active catalyst but also with 
poor mechanical strength [52]. Consequently, catalysts based on precursor 
alloys with high Al₃Ni concentrations are not suitable for applications such as 
slurry and tubular bed reactors [14]. Al₃Ni₂ has been found to be more 
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resistant to leaching that Al₃Ni but upon successful leaching is maintains a 
greater structural integrity, this is due to incomplete leaching. More Al₃Ni₂ is 
found in the microstructure of the cast-crush processed commercial catalyst 
than Al₃Ni; at regular cooling rate the slowly cooled ingots are expected to 
retain around 58 wt.% of Al₃Ni₂ [59], as Al₃Ni is expected to make up the 
majority of the remaining 42 wt.% and <1 wt.% Al eutectic is often found [59]. 
The advantages of rapid solidification of Raney type catalysts lie not only 
with the high cooling rates that modify phase distribution, but also due to it 
being a route to the utilisation of more Al-rich compositions [59] [60]. 38-212 
m sized Raney powders were studied as part of the IMPRESS project 
where they were experienced cooling rates of 200 – 5000 K s-1 by gas 
atomisation [61]. The catalytic performance was matched against the cast-
crush produced 50-50 wt% alloy which exhibited an activity of 3.5 mol kg-1 
min-1 for hydrogenation of nitrobenzene, while the 106-150 m size fraction 
powder produced by gas atomization showed an activity of only 
1.4 mol kg-1 min-1. Catalytic performance was found to increase to 4.8 mol 
kg-1 min-1 when 75 at.% Al alloy, of the same size fraction produced by gas 
atomization, was investigated [62]. 
Theoretical studies have also proven to find similar results. Tourret et al. 
performed simulations using the public binary database PBIN within the 
ThermoCalc software1 [63]. A previous solidification model was used to 
determine the thermo-physical properties, where electromagnetically 
levitated Al-25 at.% Ni  droplets were solidified [64]. Solidification times of 
the three modelled particle sizes; 10 µm, 60 µm and 120 µm diameter, were 
between 1.3  10-3 s (10 µm) to 0.2 s (120 µm). When studying the Ni-80 
at.% Al alloy, Tourret et al. found that a decrease in particle size resulted in 
an increase in Al₃Ni₂ phase fraction and consequently a decrease in Al₃Ni. 
Only the larger particles experienced this change in phase fraction when the 
initial alloy is melted with more Al content. 
The initial elemental composition of the alloy was studied by Devred et al. 
who found that as the Al content is increased, above Ni-65 at.% Al, the 
amount of the Al eutectic and Al₃Ni phase increases, consequently the 
amount of Al₃Ni₂ decreases until there is no Al₃Ni₂ left in the final 
microstructure for alloys with higher than 82.6 at.% Al in the starting alloy, 
this is in agreement with the phase diagram [65]. The results for the Devred 
                                            
1 http://www.thermocalc.se. 
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et al. study can be seen in Figure 3.18. Hu et al. also found similar findings 
where Ni₂Al₃ was found to nucleate early during cooling, but it was 
competing with the NiAl₃ phase which was found to be appearing earlier. 
NiAl₃ is the favoured phase to form from the remaining liquid as Ni₂Al₃ is 
being formed due to the composition of the remaining liquid being more 
suitable for NiAl₃ formation [66]. 
 
 
Figure 3.18 Quantitative analysis: phase fraction as a function of aluminium 
content in the atomized precursor alloy [65]. 
 
3.12.4  Dopants 
Dopants, or promoters, are often advantageous in improving the activity of 
the Raney Nickel catalyst. A dopant is a third metal added to the initial alloy 
usually between 1-3 at.%. Even though the most common dopants are 
known to be Cr, Mo and Fe, there has been research conducted on Cu, Co, 
La and Ti as dopants to Raney Ni [50]. A study has found that all the 
dopants positively affect the catalytic activity of Raney Ni but the most 
effective was found to be Molybdenum for the hydrogenation of butyronitrile 
and acetone [67]. 
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The viability of Cr as a dopant for Raney Ni has been the subject of previous 
research. It was found that 1.5 wt.% of Cr was the optimum level of Cr 
dopant in the initial alloy for the hydrogenation of butyronitrile, acetone and 
sodium p-nitrophenolate [50]. A study was also conducted by mechanically 
mixing Al-Ni and Cr-Al alloys and observing the catalytic activity; Bonnier et 
al. found that for the hydrogenation of acetophenone an increase in activity 
was found due to the strong segregation of Cr at the surface in an oxidised 
state. It was also found that more of the residual aluminium was retained in a 
metallic state due to the presence of Chromium oxide than in the undoped 
Raney Ni alloy [68]. Metallic aluminium seems to inhibit reactions such as 
the hydrogenation of carbonyl groups [69] which are promoted by the 
chromium oxide [50]. Further study on Cr as a dopant was carried out by 
Pisarek et al. who found that for the for the hydrogenation of isophorone to 
dihydroisophorone the Cr promoted catalytic activity but for the reaction of 
dihydroisophorone hydrogenation it did not [70]. Due to the chemical 
similarity of Ni and Cr it was assumed in previous research that Ni is 
randomly substituted by Cr [68]. 
It was found that 1.2% of Molybdenum gave the Raney Nickel alloy 
enhanced catalytic activity for the hydrogenation of a range of functional 
groups, including alkenes. When adding Mo to undoped AlNi it was found 
that 2% of Mo was the optimum amount in order to increase the catalytic 
activity of Raney Nickel, this was further investigated and showed that 
Raney Nickel alloys with less than 2% of Mo had more Nickel atoms at the 
surface than undoped AlNi. This was the case as Mo was increased until it 
reached a maximum at 2% Mo and then amounts of Nickel atoms on the 
surface declined. As Mo is increased to 2% the Al atoms at the surface 
increase but after Mo is increased beyond 2% the Al atoms remain constant, 
the decrease in Ni atoms after 2% of Mo at the surface is due to the Mo 
atoms at the surface in a metallic state [50]. 
Raney Nickel doped with Iron was previously studied by Zeifert et al. during 
which the doped alloy was subject to leaching and then a passivation step, 
this is due to the AlNi having pyrophoric properties. It was found that the 
concentration of Fe as well as the reduction temperature, during reductive 
treatment, influenced the composition of the catalyst as well as its activity. 
Zeifert et al. found that low levels of Fe in the Raney Nickel alloy meant that 
the reduction temperature did not have much effect on the hydrogenation 
activity, due to the formation of compounds such as FeNi₃ and NiFe₂O₄ with 
some Ni remaining allowing catalytic activity [71]. Catalytic activity is 
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favoured at 10 at.% Fe at low temperatures (448 K) during which Ni and 
NiFe₃O₄ is formed allowing increased activity. When the reduction 
temperature is increased to 773 K the Ni is completely transformed into 
FeNi₃, meaning that there is no longer any Ni available to allow catalytic 
activity [50]. 
The catalytic activity of Titanium doped Raney Nickel has not been 
researched as much as the other dopants, but it has been recognized that Ti 
doped Raney Ni increases catalytic activity [72]. It was also reported by 
Mund et al. that the addition of Ti replaced Ni atoms in the Ni₂Al₃ and the 
NiAl₃ phases though an extra TiAl₃ phase was observed, this was 
contradicted by work by Mullis et al. in which the tetragonal TiAl₃ phase was 
found but no Ti was found to be dissolved in the Ni₂Al₃ and NiAl₃ phases 
[73]. 
It is very difficult to determine which promoter is the most efficient but that is 
dependent on the hydrogenation reaction. In a study conducted by Kiros et 
al. in 2003 found that the electrolytic activity of doped AlNi alloys increased 
with different dopants in the following order: Fe,Cu,Ti,La,Cr, with Cr having 
the highest electrolytic activity. The increase of Cr using electrodes found an 
increase of activity due to the surface enrichment of Cr particles. The 
hexagonal chromia were exposed to the active surface. A similar 
phenomenon was observed for Ti electrodes [74]. Chromium has received 
attention due to its efficiency and also the selectivity of some reactions. Of 
all the promoters studied by Bonnier et al. it was determined that the 
promoter that consistently increased the catalytic activity whilst only 
requiring the lowest wt.% was Cr at 1.5 wt.% with Mo, Cu and Fe all 
requiring 2.2 wt.%, 4 wt.% and 6.5 wt.% respectively. Chromium can be 
compared to Molybdenum as a promoter by observing the acetophenone 
hydrogenation, the difference between the 2 promoters is due to the fact that 
Cr segregates at the surface in an oxidized state, whereas Mo does not, its 
particles remain in a metallic state at the surface [50]. Hamar-Thibault and 
Masson found that using Al-40 at.% Ni and small amounts of Cr (up to 2.2 
at.% Cr) some of the Al content is dissolved in the Ni, and a secondary 
phase is created; Al₈(CrNi)₅ or Al₉(CrNi)₄ depending on the amount of Cr 
(1.5 and 2.2 at.% respectively) [75], the study then investigated the effects of 
NiCr catalysts from leaching. 
Research has been carried out to determine the efficiency of promoting 
elements using a variety of hydrogenation reaction. Work carried out in 2015 
on Ti doped Raney Nickel powers proved to be of great interest as XRD 
- 48 - 
analysis showed that an extra phase was present in the rapidly solidified 
undercooled alloy; this was TiAl₃. In the work carried out SEM micrographs, 
using backscatter detection, were obtained of both AlNi and AlNiTi (with 1.5 
at.% Ti), the micrographs were then subject to EDX detection in order to 
determine the localisation of Ti and it was found that the TiAl₃ phase was 
segregated in a needle-like formation, and since no Ti was found anywhere 
else in the microstructure it is possible to conclude that Ti did not substitute 
for Ni, if it did it was very little. It is also worth noting that there was 
insufficient amount of Ti in the material to account for the volume of Al₃Ti 
observed, so some Ni must have been incorporated into the TiAl₃ structure. 
Due to the different crystallography of NiAl₃ and TiAl₃ it is safe to say that Ti 
substituting for Ni in NiAl₃ is not the same as Ni substituting for Ti in TiAl₃ 
[73]. 
The previously mentioned IMPRESS project also investigated the effect of 
dopants on the catalytic activity of Raney Ni. For the 75 at.% Al alloy, at 106-
150 m size fraction (gas atomized), it was found that an addition of 1.5 at.% 
Cr increased the catalytic activity for the hydrogenation of nitrobenzene from 
4.8 mol kg-1 min-1 to 11.6 mol kg-1 min-1. The greatest increase of catalytic 
activity was observed for < 38 m size fraction gas atomized powder, when 
adding 1.5 at.% Cr the catalytic activity increased from 1.7 mol kg-1 min-1 to 
9.8 mol kg-1 min-1. This represents a 570% increase in catalytic activity for 
the hydrogenation of nitrobenzene when adding 1.5 at.% Cr [62]. 
It has been established that the cooling rate of gas atomized Al-Ni affects 
the phase fractions and consequentely the microstructure morphology. This 
research has been carried out with the understanding that particular phases 
are advantageous for certain hydrogenation reactions. The utilisation of Al-
rich phases is of particular importance in this study and therefore the rapid 
solidification is an ideal pathway to investigate. Cr has proven to increase 
the catalytic activity and so the research aims to understand the 
mechanism(s) involved in the increase of activity. The characterisation 
techniques mentioned in Section 4.5.2 are ideal in not only observing the 
microstructural changes, but also vital in understanding the solidification 
pathway of Cr-doped and undoped Al-Ni powders of varying cooling rates. 
3.13  Si-Ge 
The interest in Si-Ge alloys has risen recently due to applications in the 
photovoltaic industry. Si-Ge is commonly used for thermoelectric generation 
whilst Si and Si anodes are used for photovoltaic solar cells and Li-ion 
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batteries respectively. Due to the limited research conducted on Si-Ge, the 
research conducted on Si shall be presented first, followed by Ge research, 
and finally, Si-Ge research. The research conducted on both Si and Ge has 
also been in the same interests as with Si-Ge. It is also worth noting that Si 
and Ge have similar crystallographic coordinates.  
3.13.1  Thermoelectric Performance 
A temperature gradient is the method of electric power generation from heat 
within the thermoelectric material. The dimensionless figure of merit is used 
to determine the performance of electricity generation from heat: 
𝑍𝑇 = 𝜎𝑆2 𝑇/ 𝜅 3.14 
where σ is the electrical conductivity, S is the Seebeck coefficient, and κ is 
the thermal conductivity. The power factor is determined by the electrical 
conductivity and Seebeck coefficient: 
𝑃𝑜𝑤𝑒𝑟 𝐹𝑎𝑐𝑡𝑜𝑟 = 𝜎𝑆2 3.15 
The power factor is used to determine the usefulness of a thermoelectric 
material in a thermoelectric generator. A material with a high power factor 
should generate more electrical energy from heat. The figure of merit ZT can 
be used to determine the maximum efficiency from the following equation: 
𝜂𝑚𝑎𝑥 =  
𝑇ℎ −  𝑇𝑐
𝑇ℎ
[
√1 − 𝑍𝑇𝑎𝑣𝑒 − 1
√1 − 𝑍𝑇𝑎𝑣𝑒 + 𝑇𝑐/𝑇ℎ
] 
3.16 
where 𝑇ℎ and 𝑇𝑐 are the hot-side and cold-side temperatures, respectively, 
and 𝑇𝑎𝑣𝑒 is the average (𝑇ℎ + 𝑇𝑐)/2. (𝑇ℎ − 𝑇𝑐)/𝑇ℎ Is known as the Carnot 
efficiency, and the rest of Equation 3.16 is the reduction factor which 
together give the maximum efficiency. 
3.13.2  Si 
Si wafers have long been used as the preferred choice in the photovoltaic 
industry, but spherical solar cells have been considered as a suitable 
alternative due to the amount of Si feedstock available. The proposed 
spherical cells also address the issue of loss of material in the preparation 
process. The process in which the spherical Si cells are produced involves 
undercooling the droplets in a tube of inert gas while being dropped [76]. 
The spherical Si cells have been found to reduce the overall efficiency 
compared to a single crystal of Si as they allow for an increased surface 
area to absorb light. The spherical Si droplets are also cheaper to produce 
than Si wafers [77]. 
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An interesting consequence of the production of Si droplets is the irregular 
shape, due to the faceted growth of twinned dendrites during solidification. It 
has been found that this growth can be affected as a result of an increased 
cooling rate. It has been reported that a higher undercooling would result in 
the growth of smoother and more spherical droplet [78] [79]. The reason for 
the change in growth mechanism is due to the transition from faceted to non-
faceted growth. Liu et al. found that by electromagnetically levitating Si they 
were able to achieve an undercooling as high as 300 K. Furthermore, they 
were able to correlate the surface morphology of the droplets with the level 
of undercooling. They found that at low undercoolings the surface appeared 
jagged with pronounced edges and faces. They determined that the 
transition from lateral growth to continuous growth occurred at around an 
undercooling of 300 K as no faceted dendrites were found in the highly 
undercooled droplets, in addition to this no edges or special faces were 
found resulting in a smooth non-faceted morphology [80]. Figure 3.19 shows 
the resulting surface morphologies illustrating the faceted and non-faceted 
morphology found by Liu et al.. This agreed with work carried out by Li and 
Herlach in 1996 [81]. Similar findings of different morphologies were also 
reported in 2006 when Si droplets were quenched using a chill plate, the 
areas of the droplets that had good contact with the chill plate showed a 
relatively smoother morphology than the areas with poor contact [82]. A 
high-speed camera was used to observe the recalescence interface of 
undercooled Si, the growth behaviour was classified into three categories; 
lateral growth at low undercoolings, isolated dendrite growth at intermediate 
undercoolings, and closer dendrite growth at high undercoolings. The critical 
undercoolings for the growth behaviour were determined as 100 K for lateral 
to isolated dendrite, and 210 K for isolated to closer dendrite growth [83]. In 
2004 Jian et al. determined the critical nucleation undercoolings to be 91.9 K 
and 191.5 K for the growth transition [84]. It may be noted that the critical 
undercoolings determined from previous experiments vary slightly which 
may be attributed to the method of observation as some observations were 
performed after the solidification, only Aoyama et al. used a high-speed 
camera and observed the recalescence interface. 
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Figure 3.19 Surface morphologies of Si at different magnifications 
undercooled at i) 86 K, ii) 200 K, and iii) 330 K [80]. 
 
Several production techniques have been employed to successfully achieve 
supercooling for Si. This is since the liquid B2O3 flux used to purify Ge is not 
successful in Si. Undercooling attempts have not proved to be successful for 
Si when using the same flux [85]. Devaud and Turnbull were the first to 
successfully undercooling uncoated Si using quartz tubes, they achieved an 
undercooling of 275 K [86]. In 1996 it was reported that an undercooling of 
350 K was achieved for Si when coated in 1mm of a new flux; 
SiO2.BaO.CaO [87], though there were some precipitation at the grain 
boundaries of the flux-embedded Si indicating the presence of 
contamination. To avoid contamination or chemical reaction of Si alternative 
techniques have been developed; electrohydrodynamic atomization, pulsed-
laser melting, electromagnetic levitation and drop tube processing. These 
former two techniques are rapid quenching while the latter two represent 
containerless solidification. 
3.13.3  Ge 
Ge is an ideal material to utilise in understanding the effects of non-
equilibrium solidification, this is due to the covalent bonds within its structure 
i iii ii 
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that limit the amount of grain growth in the solid state following solidification. 
At solidification relatively close to equilibrium, around 10 K undercooling, a 
faceted growth morphology is found which is ideal for atomic attachment 
[88]. 
In 1987 Devaud and Turnbull used a fluxing technique on samples of 
approx. 0.3-0.5 mm using B2O3 flux cooled in a silica hemisphere, they 
reported an undercooling of 415 K which is considerably more than that 
achieved for Si [89]. The same flux was used in another study by Lau and 
Kui who melted and cooled both the 7-11 mm Ge droplets and the flux within 
evacuated glass tubes, they found an undercooling of only 342 K [90]. Both 
studies found that growth begins to proceed faceted but as higher 
undercooling is achieved the growth changes to non-faceted, this was 
established through investigation of the microstructures. They both found a 
critical undercooling for the transition from faceted to non-faceted growth. 
Battersby et al. found, using the microstructure, the critical undercooling to 
be at > 170 K for transition from stepwise to continuous growth, with 
spontaneous grain refinement occurring at > 270 K [20]. This finding was 
similar to the finding by Devaud and Turnbull that grain refinement occurred 
at > 300 K undercooling, they determined the cause of grain refinement to 
be because of dendritic break-up during solidification [89]. The theory that 
grain refinement is caused by dendritic break-up was confirmed by Lau and 
Kui in 1991 as they detected sound at undercooling of approx. 258 K from 
specimen break up as a result of grain multiplication [90]. The grain 
refinement found by Devaud and Turnbull was supported by Evans et al. in 
1990 [91]. An SEM micrograph of the droplet found by Evans et al. can be 
seen in Figure 3.20. The understanding that growth experiences a transition 
from lateral to continuous growth with higher undercooling is well established 
but the transition undercooling is disputed; Aoyama et al. previously found 
the transitional undercooling to be 30 K [92], this is contrasting to the 
findings of Battersby et al. who determined it to be 170 K [20], and finally, Li 
and Herlach found it to be 300 K [93]. The reason for such conflicting results 
has previously thought to have been as a result of differing levels of 
impurities, but this still does not establish the scattered results. It seems, as 
the growth changes from lateral to continuous there is a shift in the 
microstructure that is found after solidification, there is also a second shift 
when grain refinement takes place. Aoyama and Kuribayashi found these 
changes to occur at 85 K and 270 K, this is where the lateral growth 
changes to isolated dendrites, and then to a close dendritic network [83]. 
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These were similar to reported figures by Jian et al.; 87.6 K and 164.1 K 
[84]. Lau and Kui found these values to be 232 K and 258 K [90]. 
 
 
Figure 3.20 SEM micrograph of a polished and etched Ge droplet that 
experienced > 400 K undercooling [91]. 
 
In the interest of microstructural development of Ge, it has been stated that 
for the application of spherical solar cells the particles should contain few 
grains [94]. It is with this understanding that attempts to not only understand 
how undercooling affects the grain distribution, but also attempts to achieve 
desirable coarse grains have been made. In 2006 Nagashio et al. utilised a 
technique known as semi-solid ejection process combined with drop-tube 
technique to achieve this desirable microstructure in Si with some success 
[95]. Similar to this Masuda et al. used a pulsated orifice-ejection method to 
form 200-500 μm Ge particles and found that coarse grains are formed 
through lateral growth and the finer grains formed through the growth of 
twin-free dendrites [96]. This was achieved by varying the ejection 
temperature. They understood that the shift from lateral to continuous growth 
comes as a result of undercooling, so they believed that the ejection 
temperature relates to the level of undercooling, but their calculations were 
not able to demonstrate this. Li et al. also found coarse equiaxed grains 
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above a threshold undercooling [97]. Figures 3.20 and 3.21 show the grain 
distribution of undercooled Ge and illustrate the transition to finer grains with 
higher undercooling (Figure 3.21). 
 
 
Figure 3.21 Optical micrographs of Ge showing grain distribution for 
undercooling of a) 316 K, and b) 426 K [97]. 
 
3.13.4  SiGe 
The 𝑆𝑖1−𝑥𝐺𝑒𝑥 alloy has been one of many semiconductor materials that has 
been studied due to its application in microelectronics. The composition of 
the alloy has a desirable tunability of the band gap making it preferred over 
the less flexible pure silicon techniques [98]. At low temperatures, such as 
900 to 1200 K SiGe alloys have been attributed to great mechanical 
strength. A high melting point and low thermal conductivity are also 
properties found in SiGe alloys [99], which allows the use of Si-Ge for the 
generation of thermoelectrical power.  
The thermoelectrical properties of Si-Ge may be enhanced due to a 
composition that is homogeneous during crystal growth. Si and Ge have 
significantly different melting points [100]. By observing the Si-Ge phase 
diagram in Figure 3.22 a relatively large difference in the solidus and 
liquidus line can be seen. Molten Ge and Si also have a relatively large 
difference in density [101]. 
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Figure 3.22 Si-Ge phase diagram. 
 
The interest of Si-Ge is particularly due to its application in steel 
manufacturing; in processes such as the steel billet/strip the waste heat 
could be recovered as it comes off the mill. The use of Si-Ge would 
potentially prove to enhance cost-efficiency in commercial use due to its 
ability to covert waste heat into useful energy. Since Ge is more expensive 
than Si it is at the best interest of the industry to attempt to increase the cost 
efficiency of Si-Ge use by lowering the Ge content, but this must be done 
while maintaining the valuable thermoelectric characteristics. A 
nanostructuring approach has previously been employed to develop Si₉₂Ge₈ 
[102] [103] and Si₉₅Ge₅ [104], notably compositions of Si-Ge with a lower Ge 
content than commercially available. 
It has been found, during electromagnetic levitation studies, that the 
solidification conditions affect the development of the microstructure, 
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therefore allowing lower Ge content to decrease in thermal conductivity by 
departure from thermodynamic equilibrium, or undercooling [105] [80] [106]. 
Previously, melt spinning has been used by Zhang et al. to compare n-type 
Si-Ge samples of the same composition solidified during slow cooling. At 
slow cooling the SEM micrographs appear to illustrate a microstructure that 
appeared inhomogeneous, this was supported by EDS point measurements. 
It was also found that heterogeneity was not entirely suppressed in the 
rapidly solidified samples. The amount of segregation that was found in the 
samples solidified by melt spinning was less than that thought to be 
attributed to solute trapping. The higher cooling rate found that homogeneity 
was improved while grain sizes appeared to decrease [107]. The 
microstructures found in this study can be seen in Figures 3.23 and 3.24. In 
2002 the Japan Microgravity Center’s (JAMIC’s) drop shaft and a 10m drop 
tube were used to compare Si-Ge samples to experiments conducted in 
microgravity. The ground-based samples experienced a higher level of 
segregation though the samples solidified in microgravity did not fully 
suppress segregation. Segregation was thought to have occurred during 
solidification by diffusion [108]. Figures 3.25 and 3.26 show the 
microstructures found in arc-melting, ground based and microgravity 
solidification. For both studies the distinct Si-rich grains can be seen, found 
to solidify first, followed by the Ge-rich regions seen at the Si-rich grain 
boundaries. 
 
 
Figure 3.23 SEM micrograph of slow cooled Si-Ge sample with EDS point 
measurements [107]. 
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Figure 3.24 SEM micrographs of rapidly solidified Si-Ge samples by melt 
spinning, with EDS point measurements [107]. 
 
 
Figure 3.25 SEM micrograph of Arc-melted Si-Ge sample with EDS point 
measurements [108]. 
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Figure 3.26 SEM micrograph of unidirectionally Si-Ge samples [108]. 
 
In relation to the growth characteristics of Si-Ge Panofen and Herlach used 
electromagnetic levitation and reported the results for Si-2.5 at.% Ge alloys. 
They determined that two regions of planar growth exist: planar faceted 
growth and the growth of faceted dendrites, at low and high undercooling 
respectively. The microstructure of the alloy at different undercoolings can 
be seen in Figure 3.27, and it was concluded that the samples solidified 
from the surface to the centre with Ge concentration being more in the 
centre, this is due to solute partitioning [109]. 
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Figure 3.27 SEM micrograph of Si-2.5 at.% Ge samples solidified at 
undercooling of (a) 52 K, and (b) 290 K [109]. 
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With little research conducted on Si-Ge semiconductor alloys the opportunity 
to greatly understand the solidification sequence is presented. Si-Ge is ideal 
in recovering waste heat in manufacturing processes but it comes with the 
understanding that a homogenous microstructure is favoured. Rapid 
solidification is investigated as a potential route to achieving the favoured 
homogenous microstructure. The experimental results following 
characterisation techniques presented in Section 4.5.2 are intended to not 
only lead to a greater understanding of the solidification sequence but also a 
potential route to achieving refined microstructures. 
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Chapter 4 Equipment and Methodology 
All experimental techniques and details of equipment that have been 
employed within this project are mentioned in this section. To begin with the 
compounds were produced using non-equilibrium experiments such as Gas 
Atomisation for the Al-Ni samples, while the Si-Ge samples were subject to 
Drop Tube processing. These processes for production ensured rapid 
solidification of the compounds. Material characterisation techniques were 
then used to analyse the microstructure and phase composition of the Al-Ni 
and Si-Ge samples; Optical Microscopy (OM), Scanning Electron 
Microscopy (SEM), Energy-Dispersive X-ray (EDX), X-ray Diffraction (XRD), 
Transmission Electron Microscopy (TEM), Focused Ion Beam (FIB), and 
Electron Backscattered Diffraction (EBSD).  
4.1  High Vacuum Production and Measurement for Drop 
Tube Processing 
The vacuum system is started with the rotary vane pump which employs a 
circular rotating rotor that sweeps gas into the vane chamber. When the 
pressure in the vane pump is large enough a discharge port is opened, and 
the gas is expelled from the pump into the atmosphere.  
The turbomolecular pump is used when the pressure within the drop tube 
reaches 10−2 Pa and gas molecules are pushed by repeated collision to the 
moving solid surface of the rotary vanes. 
The Capacitance manometer is used to measure the pressure of the gas 
that is backfilled. A change in the pressure results in a deflection of the 
plates which is measured as a change in the capacitance between the 
plates. The diaphragm pulls further away from the fixed capacitance plates 
with a higher vacuum and the distance can be measured electronically. The 
accuracy of this type of gauge is typically 0.25-0.5%.  
The Pirani gauge has a range between 10 to 10−4 Pa and is used during the 
rough (rotary) pumping process. A fine-wire filament, typically Tungsten, is 
heated by the passing of an electrical current. The Pirani gauge is based on 
the idea that gas can conduct heat, and the gauge will adjust the voltage to 
allow a constant current to the filament. At high pressure the heat from the 
filament is taken away by molecules and transferred to the walls of the 
gauge head. The temperature within the filament will settle if the pressure 
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remains constant. The change in resistance due to high temperature in the 
filament affects the current and this is measured to determine the pressure 
of the gas.  
The Penning gauge can measure pressures between 10−1 and 10−7 Pa. The 
Penning gauge is used when the Capacitance manometer and the Pirani 
gauge is no longer able to measure the low pressure within the drop tube 
due to their respective ranges, typically the Penning gauge is turned on 
when the pressure is below 10−1 Pa. Once the gauge is turned on, the 
anode rod, which is positioned through a cylindrical cathode, is subject to 
several kilovolts of electricity. A magnetic field is also positioned parallel to 
the anode to make sure that the electric field and magnetic field are 
perpendicular. When an ionizing particle ionizes a gas particle the cathode 
and anode attract the ions and electrons respectively. Other molecules may 
ionize through collision. When the ions reach the cathode more electrons are 
produced and the resulting ions and electrons create more ions, this 
continues to occur until the rate at which ions are lost are also replaced. The 
electrons that are attracted to the anode are influenced by the magnetic field 
which deviates their path into tight spirals, which ultimately increases their 
path length. The ion current is displayed which is proportional to the 
pressure in the gauge head.  
4.2  Drop Tube Process 
A solid Si-30 wt.% Ge ingot was obtained from Goodfellow in lump form and 
used as the raw material to be processed via drop tube. A 6.5 m drop tube 
was used to induce rapid solidification and a schematic diagram of the 
equipment used can be seen in Figure 4.1. The crushed sample that 
weighed 4.04 g was loaded into the alumina crucible which contains three 
300 μm laser drilled holes in the base. An induction furnace was used at the 
top of the drop tube to heat the metal and produce fine droplets extruding in 
the form of a spray. To achieve undercooling any potent heterogeneous 
nucleation sites must be avoided, this was the reason that oxygen and 
impurities, such as moisture, were removed from the drop tube via a vacuum 
system. The vacuum system used included a mechanical rotary pump, 
connected at the base of the drop tube, and a turbomolecular pump, based 
at the middle section of the drop tube, to achieve the desired pressure within 
the drop tube. A Nitrogen gas line was connected at the bottom of the drop 
tube to pressurise the drop tube itself, when required, and the gas line 
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alongside the drop tube to force the material out of the alumina crucible at 
the top. 
 
 
Figure 4.1 Schematic diagram of drop-tube equipment used in this project. 
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Three types of pressure gauges were used to determine the pressure within 
the drop tube; Capacitance manometer, Pirani gauge, and an Penning 
gauge. 
To begin with the drop tube was evacuated using the rotary pump to 10−2 Pa 
before N₂ gas was used to flush the tube. This cycle was repeated three 
times before the turbomolecular pump was used to evacuate the drop tube 
to 10−4 Pa. The tube was then pressurised to 50 kPa using dried, oxygen 
free N₂ gas. 
A graphite susceptor was subject to induction heating to heat the metal. Two 
alumina heat shields were used as the susceptor remaining within the heat 
shields. An R-type thermocouple within the crucible was used to determine 
the temperature of the loaded sample. The thermocouple is placed just 
above the level of the sample. When the desired temperature was achieved, 
approx. 1600 K, the crucible was pressurised using 400 kPa of N₂ gas via 
the gas line and the melt was ejected through the three laser drilled holes in 
the crucible. The melt, in the form of a spray, is then solidified whilst in flight 
as it falls through the drop tube and is collected at the bottom catch-pot. The 
1600 K temperature was chosen as it represented a 50 K superheat based 
on the assumption that the initial material composition contained Si-30 at.% 
Ge. 
When the equipment has been gradually cooled in a controlled manner the 
rapidly solidified samples can be removed and analysed. Once room 
temperature and atmospheric pressure have been achieved the removable 
ConFlat flange at the bottom can be opened and the samples can be 
removed. Before the drop tube experiment the ConFlat flange at the bottom 
is tightened. When the flange is opened the sample is removed, resembling 
almost spherical particles and needle-like ribbons because of the spray 
during rapid solidification. The resulting samples were then sieved into the 
following particle size fractions; > 850 μm, 850 - 500 μm, 500 - 300 μm, 300 
- 212 μm and 212 - 150 μm. 
4.3  Gas Atomization 
During this project the Al-Ni samples were synthesised using the close 
coupled gas atomization technique. Two 6kg batches of Raney Nickel were 
used with the first batch containing 25% Ni and 75% Al with the other 
containing 23.5% Ni, 75% Al and 1.5% Cr. Before the process the batches of 
Al-Ni were superheated to 1813OC. The molten metal batches were each fed 
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through the nozzle into an atomization chamber at 40,000 Pa where the 
stream of gas was applied at 3.5 MPa using a set of 18 jets that were 
positioned at a 45O angle to interrupt the molten metal at the nozzle tip (See 
Figure 4.2). The inert gas used was Argon. The molten metal disintegrated 
from the tip of the nozzle into many small particles which solidified during 
flight. The nozzle faced downwards so the entire process used gravity to 
allow the particles to fall freely through the atomization chamber. The gas 
and melt flow rates were 48.65 × 10−3 kg s−1 and 15.75 × 10−3 kg s−1 
respectively. The solidified particle samples were then sieved into the 
following size fractions: 75μm > 53μm, 106μm > 75μm and 212μm >
150μm. 
 
 
Figure 4.2 Schematic diagram of the atomizer nozzle configuration [61]. 
 
4.4  Droplet Cooling Models 
It is not possible to determine the cooling rate or the amount of undercooling 
that is achieved during drop tube processing and gas atomisation as 
droplets are cooled during flight. The cooling rate, as a function of droplet 
size, can be estimated using the following equation:  
𝑑𝑇𝑑
𝑑𝑡
[𝑐𝑙(1 − 𝑓) + 𝑐𝑠𝑓 − 𝐿
𝑑𝑓
𝑑𝑡
] =
6ℎ
𝜌𝑑
(𝑇𝑑 − 𝑇𝑔) +
6𝜀𝜎𝑏
𝜌𝑑
(𝑇𝑑
4 − 𝑇𝑔
4) 4.1 
Where the instantaneous temperature of the particle is 𝑇𝑑. Specific heat of 
the metal in the liquid and solid states are 𝑐𝑙 and 𝑐𝑠, 𝑓 is the solid fraction, 
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the density of the metal is 𝜌, 𝑑 is the diameter of the droplet; 𝜀 is the 
emissivity of the droplet surface; 𝜎𝑏 is the Stefan-Boltzman constant and Tg 
the gas temperature. The heat transfer coefficient is estimated using: 
ℎ =
𝐾𝑔
𝑑
(2 + 0.6√𝑅𝑒 √𝑃𝑟
3
) 4.2 
Where the thermal conductivity of the gas is 𝐾𝑔 and Re and Pr are the 
Reynolds and Prandtl numbers for the flow: 
𝑃𝑟 =
𝑐𝑝𝑔𝜇
𝐾𝑔
 , 𝑅𝑒 =
𝜌𝑔𝑑
𝜇
|𝑣𝑑 − 𝑣𝑔| 4.3 
Where the specific heat capacity of the gas is 𝑐𝑝𝑔, μ is its kinematic viscosity 
and |𝑣𝑑 − 𝑣𝑔| is the differential velocity between the droplet and the gas. The 
terminal velocity, 𝑣𝑇, for the particle of diameter, 𝑑, can be assumed to be 
equal to |𝑣𝑑 − 𝑣𝑔| under the drop tube conditions. 
The estimated cooling rates appropriate for each sieved particle sizes of Al-
Ni synthesised using gas atomization are as follows: 212 - 150 μm (320 
K s-1), 106 - 75 μm (1000 K s-1) and 75 - 53 μm (1800 K s-1) [61]. 
For spherical droplets the terminal velocity during the drop tube process is: 
𝑣𝑇 = |𝑣𝑑 − 𝑣𝑔| = √
4𝑔𝑑
3𝐶𝑑
(
𝜌 − 𝜌𝑔
𝜌𝑔
) 
4.4 
Where g is the acceleration because of gravity and the density of gas is 
given by 𝜌𝑔. This is only relevant in the drop tube process as in atomisation 
the gas is moving so the droplets are swept along with it and do not achieve 
terminal velocity. The drag coefficient, 𝐶𝑑, is estimated using: 
𝐶𝑑𝑅𝑒
2 =
4𝑚𝑔𝜌𝑔
𝜋𝜇2
 4.5 
Where 𝑚 is the mass of the sample. 
The estimated cooling rates appropriate for each sieved particle sizes of Si-
Ge synthesised using the drop tube are as follows: > 850 μm (1800 K s-1), 
850 - 500 μm (3600 K s-1), 500 - 300 μm (7200 K s-1), 300 - 212 μm (12000 
K s-1) and 212 - 150 μm (20000 K s-1). 
Generally, it understood that the cooling rates experienced in gas 
atomization are lower than those of drop tube droplets, this is thought to be 
due to: 
• The velocity difference between the droplet and the gas is low in gas 
atomization 
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• The high thermal load means that the gas temperature is close to that 
of the melt 
4.5  Sample Analysis and Microstructural Characterisation 
After rapid solidification the sieved particles were prepared in order to 
access the microstructure of the particles and analyse using several 
techniques. To determine the relationship between the different amounts of 
rapid solidification and the resulting microstructure several methods were 
used, these methods would allow quantitative examination of the 
microstructure. Techniques used to analyse the Al-Ni and Si-Ge compounds 
are described in this section. 
4.5.1  Metallography: Specimen Preparation 
For microstructural characterisation based on the cooling rate the varied 
particle sizes must be sieved into standard size fractions. Five wire mesh 
stacking sieves with decreasing apertures were used for the Si-Ge samples: 
> 850 μm, 850 - 500 μm, 500 - 300 μm, 300 - 212 μm and 212 - 150 μm for 
the Si-Ge compound and 212 - 150 μm, 106 - 75 μm and 75 - 53 μm were 
used for the Al-Ni compound. During the sieving process the sieve stack was 
vibrated until smaller particles had been sieved into their respective size 
fraction. Samples were then mounted, using an automatic mounting press, in 
their respective size fractions using Trans Optic™ resin before grinding and 
polishing. After the mounting process the samples were then ground using 
P600 and P1200 silicon carbide papers to expose the internal 
microstructure. 6 μm, 3 μm and 1 μm of diamond compound were then used 
on cloths to polish the samples with the assistance of an automatic machine. 
Between each diamond compound the samples were cleaned using 
detergent and water before methanol was used to clean the sample. The 
samples were dried using an electric drier. The reason for cleaning in 
between each diamond compound was to remove any excess sample that 
has been scratched away as part of the polishing process, this could further 
damage the sample and create artefacts within the microstructure. During 
the grinding and polishing process an optical microscope was used to 
ensure a satisfactory level of polishing with each diamond compound. The 
mounted samples were then sputter coated in conductive carbon and 
attached to an aluminium stub to allow for analysis using SEM.  
It is important to take care when preparing samples for EBSD 
characterisation to achieve reasonable results since it is common for 
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diffracted electrons to escape from less than a few tens of nanometres of the 
sample surface. Consequently, if the surface of the sample contains any 
deformation, oxide or the presence of a contaminant then this could affect 
the formation of EBSD patterns. A single size fraction, 850 - 500 μm, of Si-
Ge was used for EBSD, which was ground and polished in the same method 
as described above. Because EBSD requires a surface finish which is 
advanced to that of SEM the sample was subject to polishing using 0.1 μm 
colloidal silica suspension which was applied for 10 minutes using the 
Buehler Automet 250 grinder-polisher machine. The following settings were 
used: Force = 25 N, speed of base = 130 rpm and speed of head = 50 rpm. 
4.5.2  Characterisation Techniques 
After rapid solidification experiments the Al-Ni and Si-Ge samples were 
analysed using characterisation techniques. The techniques used to 
characterise both compounds include: X-Ray Diffraction (XRD), Scanning 
Electron Microscopy (SEM), Energy Dispersive X-Ray Spectrometry (EDX), 
Focused Ion Beam (FIB) and Transmission Electron Microscopy (TEM). 
Electron Backscatter Diffraction (EBSD) was only used for the Si-Ge 
samples. The processes and methods used for these characterisation 
techniques shall be described in this section. 
4.5.2.1  X-Ray Diffraction (XRD) 
X-Ray Diffraction (XRD) is a characterisation technique used to for analysis 
both in industry and research. Information regarding phase identification and 
phase composition, preferred orientation and crystallite size can be obtained 
from XRD. The principle of XRD is based on the electromagnetic radiation in 
X-Rays with a wavelength between 0.05-0.25 nm. 
In XRD a filament is heated in the X-Ray tube which acts as the radiation 
source. The electrons are accelerated at a high voltage (typically 40 kV) to 
produce X-rays, which then enter the sample that is placed in a holder at the 
sample stage. Core electrons within the sample are then emitted resulting in 
vacancies that are filled by electrons from the outer shell. This process 
results in X-rays being emitted with a characteristic wavelength that is 
diffracted by the crystalline plane and incident on the material. Bragg’s angle 
(ϴ) is known to be the angle between the incident beam and the crystalline 
plane, and it can be seen in Figure 4.3, where, the distance bc = dsinϴ and 
cb’ = dsinϴ so the following equation can be used to calculate the total path 
difference: 
𝑏𝑐 + 𝑐𝑏′ = 2𝑑𝑠𝑖𝑛𝛳 4.6 
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During an XRD scan the rays that are diffracted from the different crystalline 
planes overlay and result in interference. When the waves are in phase 
there is constructive interference which results in the peaks that can be seen 
in a diffraction pattern. Constructive and destructive interference with the 
wave phases is how the diffraction pattern takes shape over a range of 
angles. Bragg’s Law is the principle that governs this phenomenon and a 
diffraction pattern can only be obtained when the following equation is 
satisfied: 
𝑛𝜆 = 2𝑑𝑠𝑖𝑛2𝛳 4.7 
Where θ is the angle of the reflective beam, 𝑑 is the distance between the 
plane of atoms, λ is the wavelength of the incident waves and n is a positive 
integer. Bragg's Law dictates that the path difference between 2 incident 
waves is given by 2𝑑𝑠𝑖𝑛𝛳 and is therefore a multiple of the wavelength, if 
this is satisfied then the 2 waves remain in phase and therefore interfere 
constructively.  
 
 
Figure 4.3 Diffraction X-rays on parallel crystalline planes illustrating Bragg’s 
law. 
 
During the scan it is important to allow adequate time for scanning at each 
angle as a quicker scan would show unwanted noise in the result. Figure 
4.4 shows diffraction peaks obtained in a) a 13-minute scan, and the same 
diffraction peaks obtained from b) a 16-hour scan. The extended time in a 
scan reduces the noise by a square root factor of the scan time, therefore to 
reduce noise by a factor of 2 (to half the amount of noise) the scan time 
must be 4 times as long. In Figure 4.4 the scan time was increased from 13 
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minutes to 16 hours therefore the amount of noise was a sixteenth of the 
noise in the original 13-minute scan. The absence of noise proves to be 
advantageous in identifying smaller peaks, especially at higher angles. 
 
 
 
Figure 4.4 Noise present in XRD traces of a) 13-minute scan and b) 16-hour 
scan. 
 
The Bruker D8 diffractometer was used to analyse the Si-Ge samples before 
rapid solidification and both Si-Ge and Al-Ni samples after their respective 
rapid solidification experiments had been completed. Cu-Kα radiation, with 
λ=0.15418 nm, was used between 20 - 100ᴼ in 2ϴ. Both Si-Ge and Al-Ni 
samples were subject to XRD analysis before mounting, grinding and 
polishing, so the powder droplet form ensured randomly orientated 
crystalline planes. The strength of the diffraction pattern at any given 
position was recorded using the detector and this information was plotted as 
a diffraction pattern. The diffraction pattern is useful in characterisation as 
the position and intensity of the peaks can be compared against a database 
of known crystalline materials, meaning information regarding the 
identification of phases and their composition can be determined. X’pert 
High score plus was able to assist in phase identification against the 
International centre for diffraction data (ICDD) library. 
4.5.2.2  Scanning Electron Microscope (SEM) 
SEM is an important instrument in research due to its ability to examine and 
characterise both organic and non-organic materials. It is commonly used in 
intermetallic, ceramic material and semiconductors due to the length scale it 
is able to resolve (typically between micrometre and nanometre). SEM 
allows the user to investigate information such as topology, chemical 
b) a) 
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composition and crystallography. An example of an electron column can be 
seen in Figure 4.5. 
 
 
Figure 4.5 Schematic diagram of the electron column showing the electron 
gun, lenses, the deflection system, and the electron detector [110]. 
 
During SEM a sharp focus electron beam with a diameter of ≥ 20 nm is used 
to scan the surface of the sample. The two ways in which SEM is then able 
to obtain images is by Secondary Electron (SE) mode where the secondary 
electrons are capured, and by back-scatter electron mode (BSE) where the 
back-scattered electrons are detected and captured. Each detection mode 
allows the user to obtain different information about the sample: SE mode 
allows the user to analyse the three-dimentional features of the samples 
surface while BSE mode identifies the areas that contain a varied mean 
atomic number in the interaction volume. 
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During backscatter detection there is an interaction volume present; this is 
when some of the electrons from the beam intercept the surface of the 
sample and are able to then escape and be detected. Whilst the electrons 
are within the sample, or within the entrace surface, they undergo enough 
elastic scattering events in order to alter their trajectory and discharge from 
the surface of the sample. The volume in which the elastic scattering events 
take place within the surface of the sample is known as the interaction 
volume, and it is within this volume that the electrons must deviate at an 
acute angle that is less than 90 degrees before they can escape, unless the 
electrons undergo more than one event then it is possible that with the 
accumulation of many events the electron is allowed to escape. 
Backscattering is quantified using the below equation to find the backscatter 
coefficient η: 
𝜂 =
𝜂𝐵𝑆𝐸
𝜂𝐵
 4.8 
Where 𝜂𝐵 is the number of beam electrons incidents on the sample and 𝜂𝐵𝑆𝐸 
is the number of backscattered electrons [110]. 
A technique known as the Monte Carlo electron trajectory simulation has 
previously been used [110] to determine the interaction volume of many 
materials and it has been found that the interaction volume, and 
subsequently the backscattering, increases with the atomic number of the 
material. With an larger interaction volume it would mean that the electron 
takes longer to resurface and would also possibly undergo more elastic 
scattering events therefore a stronger signal is detected. Because of the size 
of the interaction volume the backscatter detection mode has a lower 
resolution of anywhere between 10 and 1000 nanometres. 
For this project the Hitachi SU8230 SEM was used with Oxford Instruments 
Aztec Energy EDX system. A photodiode-backscattered electron (PDBSE) 
detector was also used to acquire backscattered micrographs. The high-
resolution settings were 5 kV accelerating voltage (𝑉acc) and 30 μA probe 
current (𝐼e). Appropriate magnification was selected for each sample particle 
size. 
4.5.2.3  Electron Microscope Resolution 
The advantages of electron microscopy over optical microscopy lie with the 
maximum achievable resolution, in the case of optical microscopy this is 
limited by the wavelength of the light that is used to illuminate the sample. In 
a perfect system during optical microscopy, two adjacent sources are 
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resolved, the best achievable resolution is ~200nm. This is calculated from 
Abbe’s equation: 
𝑑 =
𝜆
2𝑁𝐴
 4.9 
Where the illuminating source’s wavelength is λ, NA is the objective 
numerical aperture (NA = nsinθ, n is the refractive index of the medium and 
θ the aperture angle) and d is the limit of resolution. A beam with a smaller 
wavelength can achieve a greater resolution: 
𝜆 =
ℎ
2𝑚𝑜𝑒𝑉 (1 +
𝑒𝑉
2𝑚𝑜𝑐2
)
 4.10 
Where h is Planck’s constant, m0 is the electron’s mass, e is the electron’s 
charge, c is the speed of light, and V is the accelerating voltage of the 
electron beam.  
An SEM operating at (say) 20 keV, will have a higher spatial resolution than 
an optical microscope. This is because the de Broglie wavelength of a 20 
keV electron is 0.0173 nm, whereas the typical wavelength of light is 550 
nm. The advantages of SEM over optical microscopy lie in higher 
magnification and greater analytical capabilities while images are more 
easily processed.  
4.5.2.4  FIB 
To conduct selected area diffraction analysis using transmission electron 
microscopy (TEM) the samples were required to be prepared using the FEI 
Helios G4 FEGSEM focused ion beam (FIB). Since transmission electron 
microscopy (TEM) requires thin specimens to allow analysis the focused ion 
beam (FIB) is often used to prepare samples but is also used in the 
production of electronic chips amongst other applications that require 
relatively thin specimens. 
The FIB system consists of three components; the ion column, like that in 
SEM except the source beam in the FIB uses the gallium ion (Ga+) as 
opposed to an electron beam. Alongside the ion column the chamber and 
the vacuum (and gas) transfer system makes up the FIB. The characteristics 
of Ga mean that an ion beam can be produced from a liquid metal ion 
source as Ga has a melting temperature of 29.76ᴼC. The electric field that is 
produced means that positively charged ions are discharged from the liquid 
Ga. The liquid Ga is located at the tip of a tungsten needle. As the Ga beam 
strikes the sample it is followed by the sputtering of ions and secondary 
electrons which are used to form an image. Platinum organometallic gas is 
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ejected from a gun which is struck by the ion beam and subsequently breaks 
up, this deposits Pt onto the sample. The Pt would ensure no damage is 
caused to the area of interest within the sample. During FIB imagining a low 
primary beam current is used so relatively small amounts of the sample is 
sputtered, but upon application of a high primary beam current much of the 
sample material can be lost resulting in the ability to conduct precision 
milling. Once the area of interest has been isolated and removed it is then 
welded to the tungsten needle and transported to the TEM specimen grid 
(made of copper). Once the sample has been welded onto the grid it is then 
sliced using the ion beam to ensure a thickness of less than 100nm. 
4.5.2.5  Transmission Electron Microscopy (TEM) 
The Transmission Electron Microscopy (TEM) technique is often used to 
observe the structure and phase composition of a sample, it is a powerful 
technique in crystallographic characterisation.  
A commonly used technique to analyse patterns of diffraction in small 
regions of the specimen is Selected-area diffraction (SAD). Like XRD, 
Selected-area diffraction is often used to determine crystal structure, but 
unlike XRD, Selected-area diffraction can examine areas as small as several 
hundred nm2. Since the accelerating voltage found in TEM is typically 100-
400 KeV the electron wavelength is very small in relation to the sample (a 
few thousandths of a nm) and therefore can pass through the spaces 
between the atoms of the sample. While optical microscopy uses the 
transmission of light through samples the TEM can replicate this with 
electrons, therefore being able to achieve a theoretical resolution lesser than 
atoms. During this process some electrons are diffracted at appropriate 
angles and others are allowed through without being deflected. The resulting 
image (diffraction pattern) is collected by the selected area diffraction 
aperture and is found to be a series of spots in relation to the crystal 
structure. If during this procedure the sample is tilted the appropriate spots 
will appear or disappear as they diffract off the atoms within the crystal 
structure, this is ideal in achieving a good image. 
The two methods in which TEM is performed are Bright Field mode (BF) and 
Dark Field mode (BF). The BF mode utilises the aperture so that it only 
allows the unscattered beam to pass. If the beam is diffracted at the Bragg 
orientation or at amorphous regions, then this shall result in a darker 
crystalline and show as contrast in the final image. In DF mode, the sample 
is titled until one or more chosen diffracted rays can pass through the 
aperture in the back focal plane, but undeflected rays are blocked by the 
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aperture and are not allowed to be part of the final image. It is then possible 
to use the chosen diffracted plane(s) to map the diffracted intensity across 
the entire sample to determine the crystallographic phase and study defects. 
For this project the FEI Titan Themis was operated at 300kV. It was fitted 
with Super-X EDX system with a windowless 4 detector design. The camera 
used to view images was a Gatan OneView 16-megapixel CMOS digital 
camera. EDX was carried out using Velox 2.4 software. 
4.5.2.6  Energy Dispersive X-Ray Spectrometry 
Energy Dispersive X-Ray (EDX), or Energy Dispersive Spectroscopy (EDS), 
is a method used to analyse chemical composition and characteristics of a 
sample, it is often used to identify elements within a sample. The concept 
behind EDS is that every element has a different atomic structure and 
therefore a unique X-Ray emission spectrum. An electron from the incident 
beam excites an inner shell electron such that it leaves the atom in an 
excited state, the energetic atom is left as an ion. The atom then relaxes to 
its ground state whereby an electron from the outer shell fills the vacancy in 
the innner shell. The electron energies in the shells are unique to each 
element, known as the atomic energy levels, and therefore elements can be 
identified through the unique energy relased during the relaxing process. It is 
also possible to achieve an EDS map of the elemental distribution 
throughout a given area, or site, of a sample by repeating the EDS process 
over the area, it is a vital method of microstructure analysis as it shows the 
localisation of elements in particular area of a microstructure. 
EDS was conducted using the SEM and TEM instruments described in 
section 4.5.2.2 and 4.5.2.5. 
4.5.2.7  Electron Backscatter Diffraction 
Electron Backscatter Diffraction (EBSD) is a powerful characterisation 
technique which gives information regarding grains within the microstructure, 
particularly grain sizes, boundaries and orientation. Through grain 
identification EBSD is also able to differentiate possible phases. EBSD is a 
technique based on SEM and so it mostly uses similar equipment: SEM 
stage and column, picoammeter, controller and EBSD detector alongside a 
camera which feeds an image to a display. 
EBSD diffraction patterns are known as Kikuchi patterns and are obtained 
when the sample is tilted 700 from the horizontal SEM stage. An incident 
electron beam is fired into the sample within an interaction volume and is 
inelastically scattered. At every set of planes some electrons satisfy Bragg’s 
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Law and therefore give a stronger beam due to elastic scattering. The 
Kukuchi pattern is formed when a set of cones are created by the diffracted 
electrons, the cones represent each diffracted plane. The Kikuchi patterns 
are then captured using the camera that is mounted on the EBSD detector. 
The patterns can then be matched with known reference patterns which 
allows the identification of crystal structure and consequently crystal 
orientation. 
The machine used to carry out EBSD was the FEI Quanta 650 FEGSEM 
with Oxford/HKL Nordlys EBSD system, and a grain orientation map was 
acquired for a selected region. 
4.5.3  Characterisation Using Software 
Some of the resulting images and diffraction patterns from characterisation 
techniques described in section 4.5.2 were required to be processed using 
computer software to accurately determine information regarding the 
features. These post-experimental software characterisation techniques 
allow for better understanding of crystallographic information, phase 
detection and fraction, atomic site occupancies and multiplicity, grain sizing 
and refinement. The processes and software used to conduct this research 
shall be described in this section. 
3.5.3.1  Rietveld Refinement 
After XRD the resulting crystallographic data was analysed using HighScore 
program and the International Centre for Diffraction Data (ICDD) database 
was used to match diffraction peaks to prospective phases. 
It is possible to characterise the crystallography of a crystalline material 
using diffraction peaks achieved from XRD. Peak information, such as 
height, width and position, are vital in Rietveld refinement. The process of 
Rietveld refinements involves the use of previous knowledge regarding 
crystal structure and atomic parameter. The observed diffraction data, which 
is deemed to be reasonably close to the model, is then refined using a range 
of parameters to fit previous data. Variable parameters, among others, 
include atomic occupancies, 2ϴ zero, scale factor, preferred orientation and 
background. 
Rietveld refinement was carried out using the General Structure Analysis 
Software (GSAS) program [111] with the EXPGUI [112] interface in order to 
determine phase fractions and atomic occupancies for Al-Cr and Al-Ni-Cr 
samples. 
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For Al-Ni samples the refinement was straightforward; the observed data 
was refined with the background in a shifted Chebyshev model. 2ϴ zero and 
the preferred orientation were then refined. Finally, the scale factor was then 
refined to reveal the resulting phase fractions. Atomic occupancies were also 
refined to ensure fully occupied atomic positions. 
The refinement of Al-Ni-Cr was more complex due to the lack of published 
literature for the additional phase, Al₁₃Cr₂, that was detected in HighScore. 
The crystallographic information that was found referred to the phase as also 
Al₇Cr and Al₄₅Cr₇ as well as Al₁₃Cr₂, and since the space group was the 
same for all three designations (space group: C2/m [113]) it was assumed 
the designation was interchangeable. It was also found that ICDD data is 
absent above 45ᴼ deg (2ϴ) for Al₁₃Cr₂ and 60ᴼ deg (2ϴ) Al₄₅Cr₇, and no 
data was found for Al₇Cr. The refinement was conducted using a model of a 
constructed Al₁₃Cr₂ unit cell based on published atom coordinates [113]. 
Similar parameters were refined for Al-Ni-Cr sample to those of Al-Ni; 
background in a shifted Chebyshev model. 2ϴ zero, preferred orientation 
and scale factor. Atomic occupancies were also refined with additional 
constrains to test the occupancy of Ni and Cr atoms. 
3.5.3.2  Image Processing  
Image processing was conducted using the open-source imagining software 
ImageJ [114]. Processing methods included the procurement of grey level 
histograms from SEM backscattered micrographs to determine phase 
detection using colour contrast. The software was also used to overlay 
images to determine elemental localisation and assist in understanding the 
relationship with phase localisation. 
ImageJ was particularly used to analyse the microstructure of Si-Ge 
samples; the program can be used to detect grains and grains boundaries. 
SEM backscattered micrographs were converted to binary images which 
would determine the point where the change in contrast is highest, this is 
assumed to be the grain boundary. Once a binary image is achieved the 
software can display information such as number of grains (in a given area), 
and upon the application of a scale it can display grain area. This information 
can then be analysed to achieve an average grain area for each sample. 
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Chapter 5 Experimental Results 
All the results obtained from experimental methods described in Chapter 4 
are presented in this chapter. To begin with the results from Al-Ni samples 
will be presented followed by Si-Ge experimental results. CALPHAD 
modelling was conducted for both Al-Ni and Si-Ge will be presented first 
followed by SEM and TEM results. The SEM and TEM results shall include 
EDX mapping, where necessary, and linescans. XRD was conducted for Al-
Ni so this shall be presented while Grain size distribution and EBSD was 
conducted uniquely for Si-Ge. 
5.1  AlNi 
In this section the results of characterisation techniques will be presented for 
the Al-Ni and Cr-doped Al-Ni samples. To begin with the CALPHAD 
modelling sequence was simulated and is presented in Section 5.1.1. XRD 
measurements and subsequent Rietveld refinement are presented in 
Sections 5.1.2 and 5.1.3. This is followed by SEM and TEM characterisation 
presented in Sections 5.1.4 and 5.1.5, EDX was also conducted with both 
SEM and TEM techniques. 
5.1.1  CALPHAD Modelling 
A Scheil solidification sequence was simulated and was used to assist in 
understanding XRD data to find suitable additional phases that may be 
present in the Cr-doped alloy. This understanding was furthered by the 
identification of the location of phases to reveal information as to which 
reactions were active during solidification. 
The CALPHAD modelling software package MTDATA [115], with version 4.3 
of the SGTE database was used to calculate a Scheil solidification sequence 
for Al-25 at.% Ni which is presented below, for equilibrium solidification the 
pathway is shown as a series of reactions: 
1381 K: L → Al₃Ni₂ (primary) 
1123 K: L + Al₃Ni₂ → Al₃Ni (peritectic) 
913 K: L → Al₃Ni + Al (eutectic) 
The Scheil solidification sequence for Al-23.5 at.% Ni-1.5 at.% Cr was also 
calculated. The pathway is presented below with additional compounds 
highlighted in red: 
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1353 K: L → Al₃Ni₂ (primary)  
1139 K: L → Al₃Ni₂ + Al₄Cr (primary) 
1117 K: L + Al₃Ni₂ → Al₃Ni + Al₄Cr (peritectic)  
1069 K: L + Al₄Cr → Al₃Ni + Al₁₁Cr₂ (peritectic) 
983 K: L + Al₁₁Cr₂ → Al₃Ni + Al₁₃Cr₂ (peritectic) 
915 K: L → Al₃Ni + Al (eutectic) 
The Scheil solidification sequence predicts that three additional compounds 
are formed during equilibrium solidification. It is predicted that the first 
additional compound to be formed is Al₄Cr, and it formed via primary 
solidification direct from the melt. Due to the early formation of Al₄Cr, if found 
in the final microstructure it should be located towards the centre of grains. It 
is possible for the Al₄Cr phase to affect the primary peritectic reaction at 
1117 K as the Al₃Ni₂ could be isolated from the liquid due to extensive 
amount of Al₄Cr. During the secondary peritectic reaction at 1069 K the 
second additional compound, Al₁₁Cr₂, is expected to form. This compound is 
predicted to form because of Al₄Cr reacting with the remaining liquid. Since 
the Al₁₁Cr₂ is expected to form from the Al₄Cr, and alongside Al₃Ni, it would 
be located interspersed with the Al3Ni phase. The final additional compound 
is Al₁₃Cr₂ and is expected to form via another peritectic reaction. At 983 K 
the Al11Cr2 is expected to react with the remaining liquid. If Al13Cr2 does form 
via the peritectic reactions it would be located within Al3Ni towards the early 
stages of formation near the Al3Ni2 phase. 
5.1.2  XRD Measurements 
For the Al-Ni alloy the XRD pattern showed that the predicted three phases 
were present: Al₃Ni₂, Al₃Ni and Al (as Al-Al₃Ni eutectic). The same three 
phases were found in the Cr-doped alloys but with some additional peaks. 
HighScore software2 was used to conduct a preliminary analysis and it was 
suggested that the additional peaks found in the Cr-doped alloys may 
tentatively be associated with the Al₁₃Cr₂ phase. For both Al-Ni and Al-Ni-Cr 
the findings were consistent for all particle size fractions. The XRD patterns 
are given in Figures 5.1 and 5.2 for undoped and doped samples in the 150-
212 m sieve fraction. 
 
                                            
2 http://www.panalytical.com. 
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Figure 5.1 XRD pattern and Rietveld fit for 150mm - 212mm size fraction of 
Al-25 at.% Ni alloy powder. 
 
 
Figure 5.2 XRD pattern and Rietveld fit for 150mm - 212mm size fraction of 
Al-23.5 at.% Ni-1.5 at.% Cr alloy powder. 
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For all size fraction of the Cr-doped samples the additional peaks were 
identified as a single monoclinic Al₁₃Cr₂ phase (space group: C2/m [113]) 
and consistent phase fraction data was obtained. There was no evidence of 
Al4Cr or Al11Cr2, this would mean that the Al-Cr peritectic reactions predicted 
in the Scheil solidification calculation would go to completion. 
5.1.3  Rietveld Refinement 
Using the XRD data it is possible to conduct Rietveld refinement to 
understand the effect of cooling rate on phase composition. Figures 5.1 and 
5.2 show example Rietveld fits to the raw XRD data for undoped and Cr-
doped samples respectively. 
It was difficult to conduct Rietveld refinement of the Cr-doped XRD data due 
to the additional phase: Al₁₃Cr₂. In previous literature this phase was found 
to be referred to as not only Al₁₃Cr₂, but also Al₇Cr and Al₄₅Cr₇. The space 
group for all designations of Al₁₃Cr₂ was the same: C2/m [113], which seems 
to suggest that despite the designation the crystal structure of all phases 
(Al₁₃Cr₂ is referred to) are the same. Regardless of the designation in 
literature there was limited crystallographic information available for this 
phase. No ICDD data was found above 45ᴼ deg (2ϴ) for Al₁₃Cr₂ and 60ᴼ 
deg (2ϴ) for Al₄₅Cr₇, with significant differences between the Al₁₃Cr₂ and 
Al₄₅Cr₇ reference patterns (00-029-0014 and 04-004-3588 respectively), 
even in the region of overlap. For Al₇Cr there was no data available at all. 
Due to the limited information there have been previous studies that have 
omitted the Al₁₃Cr₂ phase (e.g. [116]). Published coordinates were used to 
construct a model of the Al₁₃Cr₂ unit cell in order to obtain a fit [113]. 
In Figure 5.2 there is a dense collection of hkl markers (seen in dark brown) 
which are generated due to the crystal structure data generating many lattice 
planes for the Al₁₃Cr₂ phase. It can also be seen that at around 45ᴼ deg 
there is a departure of the baseline from linear, a combination of all phases 
present in that region and the dense number of planes generated is likely to 
be the reason for this. To achieve consistent and stable results the 
refinement had to be completed with care. Alongside the background 
parameter, crystal orientation and the phase fractions, the atomic 
occupancies were also refined to test the theory of Ni substituting for Cr in 
the Al13Cr2 phase. A constraint was set to allow for the refinement of Cr sites 
to be occupied by Ni atoms, this led to a more suitable fit alluding to the fact 
that Ni substitutes for Cr. Several refinements were run to observe the 
sensitivity of the results which resulted in consistent and stable results. 
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Once Rietveld refinement was successfully completed the resulting phase 
fractions were analysed. The phase fractions can be seen in Tables 5.1 and 
5.2. As particle size decreases there is more Al₃Ni₂ and less Al₃Ni. The Al 
eutectic is also seen to increase with decreasing particle size. This data 
agrees with the assumption that the peritectic reaction L + Al₃Ni₂ → Al₃Ni 
does not have enough time complete in the smaller particles that experience 
a higher cooling rate. The remaining Al also follows the expected trend as 
the remaining liquid in the smaller particles is more Al-rich allowing a higher 
fraction of the eutectic phase. 
 
Table 5.1  Weight fractions of Al-25 at.% Ni obtained using Rietveld 
refinement of XRD 
Compound Size fraction Weight % 
 Al₃Ni₂ Al₃Ni Al 
eutectic 
Al₁₃Cr₂ 
Al-25 at.% Ni 150μm < 212μm 33.5 53.8 12.7 N/A 
75μm < 106μm 34.1 50.4 15.5 N/A 
53μm < 75μm 36.3 47.3 16.4 N/A 
 
Table 5.2  Weight fractions of Al-23.5 at.% Ni-1.5 at.% Cr obtained using 
Rietveld refinement of XRD 
Compound Size fraction Weight % 
 Al₃Ni₂ Al₃Ni Al 
eutectic 
Al₁₃Cr₂ 
Al-23.5 at.% Ni 
-1.5 at. %Cr 
150μm < 212μm 29.1 45.2 9 16.8 
75μm < 106μm 30.4 38.9 13.7 16.9 
53μm < 75μm 32.9 37.1 13.4 16.6 
 
In Table 5.2 the phase fractions for the Cr-doped samples are shown. The 
Al₃Ni₂, Al₃Ni and Al eutectic follow the same trend as the undoped samples, 
so the cooling rate affects theses samples in the same way. It is noticeable 
that there is a larger amount of Al₁₃Cr₂ present than would be accounted for 
by the Cr composition in the original melt. If all the Cr atomic sites of Al₁₃Cr₂ 
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were occupied by Cr, then the maximum amount of Al₁₃Cr₂ would be 9.6 
wt%, based on a mass balance calculation for this phase: 
 
atomic weight of Cr × Cr at. %
(atomic weight of Cr × Cr at. %) + (atomic weight of Al × Al at. %)
× 100
= Cr wt. % 
 
51.9961 × 13.33
(51.9961 × 13.33) + (26.982 × 86.67)
× 100 = 22.86 
 
With only 2.2 wt.% of Cr in the entire alloy making up 22.86 wt.% of the 
Al13Cr2 phase a simple calculation would determine the maximum amount of 
the Al13Cr2 phase allowable in the final alloy if all Al and Cr sites were 
occupied by Al and Cr respectively: 
 
2.2
22.86
× 100 = 9.62 wt. % 
 
In Table 5.2 it can be seen there is more Al₁₃Cr₂ than possible without 
substitution. Ni is therefore predicted to substitute into the Cr lattice within 
the Al₁₃Cr₂ phase. This would be similar to a previous study where a 
(Ti,Ni)Al3 phase was found in a Ti-doped Raney type alloy, this additional 
phase had a I4/mmm TiAl3 crystal structure [14]. If Ni does substitute onto 
the Cr lattice then the additional phase should be correctly designated as 
Al13(Cr,Ni)2, though it is referred to as Al₁₃Cr₂ within this thesis due to its 
crystal structure. During Rietveld refinement a deficiency of Cr was found on 
all three Cr sites within the Al₁₃Cr₂ phase. From the three sites the 
deficiency within the first site was the lowest at 25%, and the highest in the 
third site at 80% with all the atomic sites being 40% Cr deficient in total. 
Following the observation that more Al₁₃Cr₂ exists in the microstructure, and 
the deficiency of Cr, the refinement was also conducted with the 
understanding that the deficient Cr sites are substituted by Ni. All the Cr 
deficient sites were accounted for by Ni. If a calculation was conducted for 
the 40% deficiency of Cr on Cr sites, and all of the Cr was still contained 
within the Al13Cr2 phase then the maximum amount of the as Al13(Cr,Ni)2 
phase allowable would be: 
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2.2
13.56
× 100 = 16.22 wt. % 
 
This agrees with the weight fractions of Al13Cr2 in Table 5.2 allowing for 
reasonable error. Further analysis of Ni substitution is presented in Sections 
5.1.4 and 5.1.5. 
 
5.1.4  SEM and EDX Microstructure Characterisation 
The SEM backscattered micrographs for the undoped alloys can be seen in 
Figures 5.3 and 5.4, these correspond to the smallest and largest size 
fraction: 212 - 150 μm and 75 - 53 μm. The backscatter mode shows the 
three phases with a unique shade of grey. Al₃Ni₂ appears the lightest due to 
its high mean atomic number, with Al₃Ni adopting a mid-grey, and finally the 
Al-Al₃Ni eutectic with the lowest mean atomic number appearing the darkest. 
Evidence of peritectic reactions is visible with the morphology adopting a 
core-shell characteristic. Al₃Ni can be seen to surround the Al₃Ni₂ core, even 
in the case of dendrites. The larger particles seem to have a rather more 
globular morphology than the smaller particles which exhibit a dendritic 
character. The Al-Al₃Ni eutectic can be seen in further detail in Figure 5.5 
which has a higher magnification. The morphology of the eutectic appears to 
be rod-like due to the low volume fraction of the Al₃Ni phase within the 
eutectic. This characterisation is observed in all samples including the Cr-
doped samples. Figures 5.6 and 5.7 show the SEM backscattered electron 
images for the Cr-doped alloys of the same size fractions. The 
microstructure morphology appears to be very similar to the undoped alloys 
as Al₃Ni₂ is encased by Al₃Ni. The smaller particles also exhibit more 
developed dendrites than the larger particles but interestingly the for all 
particles sizes the dendrites are more defined in the Cr-doped samples than 
the undoped alloys. The particle size has the same effect on Cr-doped 
samples than with the undoped samples as the dendrites become more 
developed with a smaller particle size. 
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Figure 5.3 SEM backscattered micrograph of Al-25 at.% Ni alloy at 212 - 
150 μm particle size fraction. 
 
 
Figure 5.4 SEM backscattered micrograph of Al-25 at.% Ni alloy 75 - 53 μm 
particle size fraction. 
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Figure 5.5 High magnification SEM backscattered image of Al-25 at.% Ni 
alloy at the at 212 - 150 μm size fraction showing the Al-Al₃Ni eutectic. 
 
 
Figure 5.6 SEM backscattered micrograph of Al-23.5 at.% Ni-1.5 at.% Cr 
alloy at 212 - 150 μm particle size fraction. 
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Figure 5.7 SEM backscattered micrograph of Al-23.5 at.% Ni-1.5 at.% Cr 
alloy at 75 - 53 μm particle size fraction. 
 
EDX was also carried out and Cr localisation was determined. The EDX map 
of Cr localisation can be seen in Figure 5.8 as it is overlaid onto the 
backscattered SEM micrograph from Figure 5.6. Almost all the Cr seems to 
be co-located with the Al₃Ni phase, mainly on the boundary between Al₃Ni 
and the Al eutectic, with a small amount in the eutectic phase. The location 
of Cr does not agree with the Scheil calculation, which suggests the 
additional Al₁₃Cr₂ phase is a result of a series of peritectic reactions. If the 
Scheil solidification sequence was correct then the Al₁₃Cr₂ phase would form 
from its precursor Al₄Cr and would be co-located within the Al₃Ni₂ phase. 
The findings presented in Figure 5.8 would suggest that Al₁₃Cr₂ is formed 
as a primary solidification phase directly from the melt towards the end of 
Al₃Ni growth. 
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Figure 5.8 SEM backscattered micrograph of Al-23.5 at.% Ni-1.5 at.% Cr 
alloy at 212 - 150 μm particle size fraction overlaid with Cr EDX map 
illustrating Cr localisation within the microstructure. 
 
From the Rietveld refinement in Section 5.1.3 it is apparent that four phases 
are present despite the fourth phase not appearing in SEM backscattered 
images. Due to its mean atomic number the Al13Cr2 phase should appear as 
a mid-grey, lighter than the Al-Al₃Ni eutectic but darker than Al₃Ni. 
In Figures 5.9 and 5.10 the colour-level histograms are presented which 
show the grey-level intensity for Figures 5.6 and 5.7. There are three 
distinct peaks present in the histograms which each correspond to a phase 
(due to atomic mean number). The Al₃Ni₂ peaks appear to the far left and 
the Al-eutectic peaks appear towards the right with the middle distinct peak 
representing the Al₃Ni grey-level. Please note that the isolated small peaks 
on the far right of the histograms are a result of pull-out, which occurs when 
the Al-eutectic becomes loose from the mounted, ground and polished 
sample. In each histogram there can be seen a fourth peak (can be seen as 
a close up) which appears less developed, in Figure 5.10 the peaks appear 
a shoulder to the Al₃Ni peak. This fourth peak correctly corresponds to the 
Al13Cr2 phase due to its location. Although it is not easy visible to the naked 
eye, the fourth phase is present in the SEM backscattered micrographs in 
Figures 5.6 and 5.7, upon a more detailed observation this can be seen. 
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The grey-level histograms for the undoped samples can be seen in Figures 
5.11 and 5.12 for comparison, they also feature a peak to the far right due to 
pull-out or account for the area outside the droplet within the micrograph. For 
the undoped samples only three grey-level peaks can be seen as expected. 
 
 
Figure 5.9 Grey-level histogram for the SEM backscattered image in Figure 
5.6. 
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Figure 5.10 Grey-level histogram for the SEM backscattered image in 
Figure 5.7. 
 
 
Figure 5.11 Grey-level histogram for the SEM backscattered image in 
Figure 5.3. 
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Figure 5.12 Grey-level histogram for the SEM backscattered image in 
Figure 5.4. 
 
The maximum for the Al13Cr2 peak in Figure 5.9 is at grey-level 99 and is 
demarcated by grey-levels 83 - 101 at the dark and light ends of the 
spectrum respectively. In Figure 5.13 the grey-levels between 83 and 101 
are highlighted in green, which appear to be very similar to the Cr 
localisation seen in Figure 5.8. Figure 5.14 is the highlighted grey-levels 
from Figure 5.13 overlaid onto the Cr-localisation map obtained from EDX 
and presented in Figure 5.8. This confirms that the grey-level 83 to 101 
correspond almost exactly to the Cr-localisation which allows a higher level 
of confidence in associating this grey level range with the Al13Cr2 phase. 
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Figure 5.13 SEM backscattered micrograph from Figure 5.6 with 83 – 101 
grey-level highlighted in green. 
 
 
Figure 5.14 Grey-level data from Figure 5.13 overlaid onto Cr localisation 
from Figure 5.8. 
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Furthermore, the grey-level that corresponds to the Al13Cr2 phase represents 
21% of the total pixel count of Figure 5.13, therefore it is estimated that 
there is 21 vol.% of Al13Cr2 in the sample. When comparing this to the phase 
fraction data in Table 5.2 the 16.8 wt.% of Al13Cr2 converts to 20.1 vol.% for 
the 212 - 150 μm size fraction. There were similar findings for the remaining 
two size fractions as the grey-level range for 106 -75 m is 76 – 98, and for 
75 – 53 m it is 72 – 92. These represent 18.5% and 19.1% of the pixel 
counts respectively. If the data from Table 5.2 is converted to volume % they 
would be 19.6 and 19.4 vol.% respectively. This result seems to agree well 
and allows greater confidence in the Rietveld refinement results. 
With the higher amount of Al13Cr2 than could be accounted for, EDX point 
analysis was conducted on the Al13Cr2 phase to understand the composition 
of the phase. The findings of EDX point analysis can be found in Table 5.3 
where four spots were chosen for each size fraction of the Cr-doped 
samples. Standard error is presented in brackets. The Cr content found in 
the Al13Cr2 phase agrees with the amount of Cr added to the alloy, assuming 
all the Cr is located in the Al13Cr2 phase. It is noticeable that there is less Al 
in the Al13Cr2 phase than expected at stoichiometry, which would be 86.6% 
at.%. Consequently, the alloy is rich in Cr and Ni. The reason for the low Al 
content could mean that Ni is not only substituting for Cr but also Al, but it is 
more likely that the relatively large interaction volume during the EDX 
process produces this artefact. The large interaction volume could mean that 
a higher amount of Ni is being detected from the Al₃Ni phase that largely 
surrounds the Al13Cr2 phase. The results of further investigation on the 
composition of the Al13Cr2 phase using TEM techniques shall be presented 
in Section 5.1.5. 
 
Table 5.3  Composition of Al₁₃Cr₂ for each size fraction of Al-23.5 at.% Ni-
1.5 at.% Cr found via Point EDX analysis. 
Spectrum 
Atomic % (Standard error) 
150μm < 212μm 75μm < 106μm 53μm < 75μm 
Al 76.92 (3.19) 74.28 (9.17) 82.8 (7.43) 
Cr 8.31 (5.83) 6.55 (2.92) 6.65 (2.39) 
Ni 14.78 (5.83) 19.18 (10.65) 10.56 (5.33) 
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5.1.5  TEM and EDX  
A TEM brightfield image can be seen in Figure 5.15 for the Cr-doped Al-Ni 
alloy. At the high magnification and resolution that is available by the TEM 
the four phases can clearly be seen as different shades of colour. Figure 
5.15 has the 4 phases labelled: A) Al3Ni2, B) Al3Ni, C) Al13Cr2, and D) Al-
Al3Ni eutectic. The same morphology found by SEM images is seen in the 
TEM image as the lightest Al₃Ni₂ phase is surrounded by the darker grey 
Al₃Ni phase. The black areas of the microstructure correspond to the 
eutectic phase and the fourth phase, Al13Cr2, relates to the dark grey 
regions. The location of the Al13Cr2 agrees with the hypothesis that Al13Cr2 is 
formed directly from the melt. 
 
 
Figure 5.15 TEM brightfield image of Al-23.5 at.% Ni-1.5 at.% Cr alloy at 
106 - 75 μm particle size fraction. 
 
The high resolution of the TEM (operating at 300kV) also allowed the 
opportunity to study the Cr localisation within the entire microstructure. 
Figure 5.16 shows the EDX Cr localisation in relation to the microstructure 
seen in Figure 5.15. Virtually all the Cr within the area of interest is found to 
be contained with the Al13Cr2 phase, with very small amounts elsewhere, this 
could be due to noise generated with a high accelerating voltage. 
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Figure 5.16 EDX Cr localisation map for Figure 5.15. 
 
EDX linescans were also conducted on the sample to further understand the 
elemental composition of each phase. In Figure 5.17 the area which 
underwent the EDX linescan is emphasised by the green rectangular box. 
This meant that the linescan could capture data across all 4 phases to allow 
for a greater understanding. Figure 5.18 shows the results of the linescan 
across the selected area. The black line represents the recorded intensities 
of each phase. The three coloured lines represent the Al, Cr and Ni atomic 
composition within each phase (green, red and blue respectively). For the 
first phase, Al₃Ni₂, the elemental atomic composition seems to steady at 
close to 60% Al and 40% Ni, this is within the stoichiometric range of the 
compound determined from the phase diagram. Since the linescan begins 
from left to right it was able to record data from the earlier stages of 
solidification first, the inner-most part of the Al₃Ni₂ grain that was scanned 
shows a slightly higher Ni content and consequently lower Al content. This is 
considered to be due to the diffusive flux attracting Ni atoms more easily 
towards the beginning of Al₃Ni₂ formation. The second phase, Al₃Ni, is 
recorded from approx. 0.4 μm from the left and shows the typical 25/75 Al/Ni 
stoichiometry. The phase recorded from approx. 0.8 μm to 1.7 μm is the 
Al13Cr2 phase, it shows Al content to be slightly less than 80 at.% and Cr 
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content to fluctuate around the 10-12 at.% range. Ni can also be seen in the 
linescan for this phase at around 10 at.% or slightly less. The final phase 
included in the linescan from Figure 5.18 is the Al-Al₃Ni eutectic which 
shows a very high amount of Al and small amounts of Ni. Some Cr can also 
be seen in this phase which may have been leftover. 
 
 
Figure 5.17 TEM brightfield image from Figure 5.15 with green rectangular 
box illustrating linescan area. 
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Figure 5.18 Elemental atomic fraction from linescan across entire sample 
morphology. 
 
Figure 5.20 looks at the Al13Cr2 phase in further detail (highlighted in Figure 
5.19) and confirms the elemental composition of Al, Cr and of course Ni. 
From the results Ni does appear to be present at the correct composition to 
allow substitution onto 40% of the Cr sites but the deficiency of Al may also 
be a cause for the presence of Ni. Quantitative data for the Al₁₃Cr₂ phase is 
presented in Table 5.4, in order to allow analysis of only the Al₁₃Cr₂ phase 
the region selected for the analysis was from 100 to 350 nm. The Cr 
composition appears to be stoichiometric as 13.57 at.% Cr is very close to 
the 13.33 at.% Cr expected to be found in the Al₁₃Cr₂ phase. Around 10.5 
at.% deficiency of Al from stoichiometry can be seen which appears to be 
accounted for by Ni. 
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Figure 5.19 TEM brightfield image focusing on Al13Cr2 phase with green 
rectangular box illustrating linescan area. 
 
 
Figure 5.20 Elemental atomic fraction from linescan across the Al13Cr2 
phase. 
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Table 5.4  Quantitative data for plateau section of Al₁₃Cr₂ phase in Figure 
5.20 from 100-350 nm. 
 
Further analysis will be presented in Chapter 6 Discussion.  
A TEM selected area diffraction (SAD) pattern was obtained for the Al₁₃Cr₂ 
phase in order to further understand the somewhat unknown phase. The 
SAD pattern can be seen in Figure 5.21 which shows an abundance of 
superlattice spots. The superlattice spots would support the understanding 
that the phase is chemically ordered. The SAD patterns was indexed to the 
ICDD crystallographic data file with the following reference number: 00-029-
0014. Interestingly the SAD pattern in Figure 5.21 may also be indexed to 
the Al45Cr7 data list (reference number: 04-004-3588) with very similar d 
spacings and peak intensities, and so it is therefore inconclusive which 
compound designation is the correct one. 
 
 
Atomic % 
Average Median Standard Deviation 
Al 75.96 76.01 1.79 
Cr 13.57 13.52 1.5 
Ni 10.45 10.53 1.36 
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Figure 5.21 Selected Area Diffraction pattern of Al₁₃Cr₂ phase. 
 
5.2  SiGe 
Results from the characterisation techniques conducted on Si-Ge samples 
are presented in this section. CALPHAD modelling was also conducted for 
the Si-Ge samples and are presented in Section 5.2.1. SEM measurements 
with EDX point measurements are presented in Section 5.2.2 followed by 
EBSD. The EBSD results are presented in Section 5.2.3. The TEM section 
is Section 5.2.4. Finally, the EDX linescans conducted using the TEM and 
SEM are presented in Sections 5.2.5 and 5.2.5.1 respectively. 
5.2.1  CALPHAD Modelling  
A Scheil calculation was conducted for Si-Ge with a starting composition of 
30 wt.% Ge. Figure 5.22 shows the solid fraction as a function of 
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temperature as the liquid alloy cools. The elemental concentration can also 
be seen in Figure 5.23, this is a function of solid fraction where diffusivity is 
assumed to be 0 in the solid fraction and infinite in the liquid. It is noticeable 
that the solid fraction seems to increase relatively quickly to begin with at 
approx. 0.0374 K-1, and the increase concentration of Ge in the forming solid 
fraction to begin with is rather slow. This would suggest the early 
solidification of Si which is in line with the solidification sequence as Si has a 
higher melting point. The first solid fraction to be formed is expected to 
contain 85.3 wt.% Si and 14.7 wt.% Ge. 
 
 
Figure 5.22 Scheil solidification sequence of the growing solid fraction as a 
function of temperature. 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
120013001400150016001700
So
lid
 F
ra
ct
io
n
T / K
fs
- 102 - 
 
Figure 5.23 Scheil solidification calculation of Ge composition in the growing 
solid fraction during solidification. 
 
As the temperature decreases the rate at which the solid fraction is formed is 
expected to slow down until it approached around 0.000221 K-1 at 0.93 solid 
fraction, with more Ge being solidified within the solid fraction. By this point 
the solid fraction being formed is expected to contain between 81-85 wt.% 
Ge. The increase in Ge within the solid fraction is attributed to the fact that 
most of the Si has already been solidified as the concentration of Ge within 
the liquid is over 95 wt.%. As the solid fraction approaches 1 the rate at 
which it is formed increases heavily as the remaining liquid is increasingly 
Ge-rich and so the last parts of the microstructure expected to form would 
contain the highest concentration of Ge (approaching almost 100% Ge 
concentration). 
The predicted concentration of the solid and liquid fractions observed by the 
Scheil calculation agree with the partitioning observed using the phase 
diagram, this is because the partition coefficient, k, used in the Scheil 
calculation is obtained from the phase diagram . The partitioning tie-lines 
(blue dotted lines) for the first and last stage of formation are displayed in 
Figure 5.24 for Si-30 wt.% Ge (red line). It is apparent that the liquid 
composition during the earliest stages of formation (top image), denoted as 
Cl, is close to the predicted 30 wt.% Ge, the tie-line has been placed slightly 
lower for illustration, but the immediate concentration of the liquid would be 
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30 wt.% Ge as this is the starting composition for the melt. In the top image 
the composition of the first solid to form is denoted by Cs and this is 
predicted to be around 14 wt.% Ge, which agrees with the Scheil calculation. 
The lower image illustrates the partitioning for the later stage of solidification 
as the liquid composition is 90 wt.% Ge the solid composition would be 
predicted to be around 66 wt.% Ge. This is also in good agreement with the 
Scheil calculation which suggests great confidence in the calculation. 
 
  
Figure 5.24 Partitioning illustrated on Ge-Si phase diagram using tie-lines. 
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5.2.2  SEM and EDX Point Microstructure Characterisation  
Before drop tube processing was conducted on the Si-Ge samples a section 
of the starting ingot was removed for characterisation against the rapidly 
solidified samples. Figure 5.25 shows the SEM backscattered micrograph 
for the starting sample. A heterogeneous microstructure can be seen with 
significantly varied Ge content in some regions. During the drop tube 
process a small amount of the melted material remained in the crucible and 
is referred to as the ‘residual’ material. The microstructure of the residual 
material is presented in Figure 5.26. The residual material also exhibits a 
heterogeneous microstructure with significantly varied Ge content in some 
regions. 
 
 
Figure 5.25 SEM backscattered micrograph with EDX point measurements 
of starting material. 
 
26.92/73.08 
83.05/16.95 
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Figure 5.26 SEM backscattered micrograph with EDX point measurements 
of crucible residual material. 
 
SEM backscatter micrographs are presented in Figures 5.27, 5.28, 5.29, 
5.30, and 5.31 for the > 850 μm size fraction through to the 212 - 150 μm 
size fraction of rapidly solidified Si-Ge samples. These figures illustrate the 
effect on the microstructure that the cooling rate has during drop tube 
processing. All of the microstructures presented for the rapidly solidified 
samples display the same features in a gradual manner based on their 
respective cooling rates. Further discussion shall be presented in Section 
6.2. A greater inhomogeneity can be seen in the rapidly solidified samples 
than in the residual and starting materials, as the length scale is refined the 
partitioning is more pronounced. This may be due to the high cooling rate 
suppressing back diffusion. There appears to be many relatively large Si 
grains which are decorated by the Ge that is localised at the grain 
boundaries. Upon further examination the Ge localised on the boundaries on 
the Si grains appear to have formed into apparent grains as well. The Si-rich 
and apparent Ge-rich grains illustrate a bimodal grain size distribution. 
Zhang et al. [107] and Nagai et al. [108] found similar findings with 
partitioning occurring and Ge localising at the grain boundaries of the Si 
grains, but there was no reports of a bimodal distribution with Si-rich and 
apparent Ge-rich grains. Another interesting finding among the rapidly 
solidified samples is the formation of consistent grains at higher cooling 
84.03/15.97 
47.5/52.5 
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rates. As the cooling rate is increased the size of grains seems to appear 
increasingly similar to one another (Figure 5.30 and 5.31), this is contrasting 
in the slower cooled drop tube processed samples (Figure 5.27 and 5.28) 
where grains of varied sizes are found. Several light crosses can be seen in 
the large Si-rich grains and are predicted to be as a result of coring 
indication the early stages of dendrite formation. These coring features are 
marked out on Figures 5.29, 5.30, and 5.31 by red circles, but they are 
easily visible elsewhere within each micrograph. Ge-rich Regions 
 
 
Figure 5.27 SEM backscattered micrograph with EDX point measurements 
of rapidly solidified samples with particle size fractions of > 850 μm. 
 
84.58/15.42 
28.9/71.1 
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Figure 5.28 SEM backscattered micrograph with EDX point measurements 
of rapidly solidified samples with particle size fractions of 850 - 500 μm. 
 
 
Figure 5.29 SEM backscattered micrograph with EDX point measurements 
of rapidly solidified samples with particle size fractions of 500 - 300 μm. 
 
85.84/14.16 
13.02/86.98 
9.97/90.03 
86.27/13.73 
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Figure 5.30 SEM backscattered micrograph with EDX point measurements 
of rapidly solidified samples with particle size fractions of 300 - 212 μm. 
 
 
Figure 5.31 SEM backscattered micrograph with EDX point measurements 
of rapidly solidified samples with particle size fractions of 212 - 150 μm. 
 
1.72/98.28 
85.16/14.84 
 
85.36/14.64 
9.86/90.14 
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5.2.2.1  EDX Point Measurements 
EDX was conducted on all samples which indicated the same bulk elemental 
composition (± 2 wt. %). Regions of maximum Si and Ge concentrations 
were detected using EDX maps and then point measurements were 
conducted. Figures 5.25, 5.26, 5.27, 5.28, 5.29, 5.30, and 5.31 are all 
labelled with elemental composition in wt.% of Si/Ge. The high level of 
partitioning in the rapidly solidified sample is confirmed by the EDX point 
measurements as the Si-rich grains show a greater composition of Si at 
maxima than the original starting alloy. Ge composition in the apparent Ge-
rich grains is consistently higher than 70% which also suggests a high level 
of partitioning. Figures 5.32 and 5.33 graphically show the wt.% of Si and 
Ge at the Si-rich and Ge-rich regions respectively of all of the rapidly 
solidified samples. From Figure 5.32 it can be seen that the wt.% of Si at 
maxima remains relatively consistent across all cooling rates but in Figure 
5.33 Ge-rich regions appear to be increasingly Ge-rich as the cooling rate is 
increased. This illustrates the increase of partitioning that is observed as a 
result of increased cooling rate. The partitioning would also go some way in 
helping to understanding the dendrite fragments visible within some grains 
as a high diffusive flux is expected to have taken place. The high diffusive 
flux would be a result of the Ge being diffused away from the Si-rich solid 
fraction that is formed early during solidification. 
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Figure 5.32 EDX point measurements presented in wt.% obtained using 
SEM of Si-rich regions for rapidly solidified Si-Ge samples. 
 
 
Figure 5.33 EDX point measurements presented in wt.% obtained using 
SEM of Ge-rich regions for rapidly solidified Si-Ge samples. 
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5.2.2.2  Grain Size Analysis 
An area of interest with the SiGe samples was the grain size distribution 
because of changing cooling rates. Grains were identified, and the 
measurement of apparent grain areas can be found in Table 5.5. 
 
Table 5.5  Average area, in μm2, of A) Si-rich grains, B) Apparent Ge-rich 
grains and C) Overall average grain area observed in N number of 
SEM backscatter micrographs. 
Grain area distribution Average grain area in [μm2] (and standard error) 
Si-rich grains Apparent Ge-
rich grains 
Overall average  
850 μm < d N=3 844.57 (93.73) 60.74 (6.95) 264.04 (13.54) 
500 μm < d < 850 
μm  
N=4 812.02 
(229.61) 
40 (3.39) 192.26 (20.97) 
300 μm < d < 500 
μm  
N=3 679.4 (10.22) 24.0 (0.72) 132.81 (4.87) 
212 μm < d < 300 
μm 
N=4 467.31 (70.62) 17.51 (0.35) 102.47 (3.84) 
150 μm < d < 212 
μm 
N=3 321.81 (30.79) 9.75 (0.65) 65.21 (2.44) 
 
Si-rich and Ge-rich regions were assumed to be independent grains, so the 
ImageJ software was tasked to identify these separately. In order to 
quantitatively differentiate the Si-rich regions to the Ge-rich regions each 
SEM backscattered micrograph was analysed for the grey-level histograms. 
For each image a region of shifting contrast was observed, as this indicated 
a sudden change in atomic density. Figure 5.34 illustrates an example of 
this region that was quantitively identified and used as a threshold. Once the 
threshold had been selected a margin was used to avoid any overlap from 
the Si-rich and Ge-rich apparent grains. For all of the micrographs used the 
margin was determined to be between 5 and 10 grey-level, an example of a 
margin selected can also be seen in Figure 5.34 which has been marked 
with white lines. The larger peak to the right of the right hand side line was 
determined to be Si-rich apparent grains, and all of the grey-level the left of 
the left hand side line was determined to be Ge-rich apparent grains. When 
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EBSD findings (Section 5.2.3) suggested that Ge-rich regions are not 
independent grains the grain area distribution analysis was reattempted, but 
the ImageJ software was not able to accurately identify the grain boundaries. 
 
 
Figure 5.34 Example grey-level histogram illustrating threshold chosen to 
conduct grain size analysis. 
 
Several SEM images (N) were used and the grain areas were identified, 
these are found in Table 5.5 in μm2, with the number of images used for 
each particle size fraction shown in column 2. Standard error can also be 
found in brackets beside each recording. Ultimately Table 5.5 does not show 
the true grain areas, this is due to the findings presented in EBSD section: 
Section 5.2.3. Ge-rich regions are found to form as a continuation of the Si-
rich regions as the same grain. The data in Table 5.5 does give reliable 
insight into the grain size distribution within rapidly solidified SiGe samples at 
varied cooling rates. In all cases the Si-rich, Ge-rich and total grain areas 
decrease as the cooling rate is increased. For Si-rich grains the data is 
illustrated in Figure 5.35 showing the change in grain area as a result of 
varying cooling rates, this includes the crucible residual sample that was 
cooled at approx. 0.3 Ks-1. 
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Figure 5.35 Average grain area data from Table 5.5 of Si-rich grains as a 
function of cooling rate. 
 
An example of the binary images from ImageJ after Si-rich and Ge-rich 
regions were detected can be found in Figures 5.37 and 5.38, with Figure 
5.36 being the reference image. 
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Figure 5.36 Example SEM backscattered micrograph of 212 - 150 μm Si-Ge 
sample to illustrate grain size analysis. 
 
 
Figure 5.37 Binary image obtained using SEM micrograph from Figure 5.36 
in ImageJ highlighting the detection of Si-rich grains. 
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Figure 5.38 Binary image obtained using SEM micrograph from Figure 5.36 
in ImageJ highlighting the detection of Ge-rich apparent grains. 
5.2.3  EBSD  
The interest in crystal orientation emerged from the SEM backscattered 
micrographs where the Ge-rich regions appeared to be grains independent 
from the Si-rich regions. This revelation had not previously been 
characterised despite similar morphology being reported by Zhang et al. and 
Nagai et al. [107] [108]. 
Figures 5.39 and 5.41 show the crystal orientation mismatch by a series of 
contrasting colours and it is immediately apparent, from observing the 
reference image in Figures 5.40 and 5.42, that the Si-rich regions make up 
most of the grain morphology. It can also be seen that the crystal orientation 
boundaries ignore the Ge-rich region indicating that they are not formed as 
independent grains but instead by epitaxial growth from the Si-rich grains, 
this can be seen at, but not limited to, the regions that have been labelled by 
arrows. The Ge-rich regions still appear at the edges of grains, but 
partitioning is not influenced by growth direction which appears random in all 
directions. 
It is also apparent in that the grain orientation map in Figure 5.41 shows 
extensive twinning which may be due to that particular particle experiencing 
a lower growth undercooling hence being more faceted. Growth twins would 
then occur to help atom attachment at the faceted Si/L interface. 
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Figure 5.39 Crystal orientation mis-match (Euler) map of 850 - 500 μm Si-
Ge. 
 
  
Figure 5.40 SEM backscattered image of 850 - 500 μm Si-Ge illustrating the 
area of interest for crystal orientation mis-match in Figure 5.39. 
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Figure 5.41 Crystal orientation mis-match (Euler) map of 850 - 500 μm Si-
Ge. 
 
Figure 5.42 SEM backscattered image of 850 - 500 μm Si-Ge illustrating the 
area of interest for crystal orientation mis-match in Figure 5.41. 
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5.2.4  TEM  
From the TEM brightfield image in Figure 5.43 it is apparent that at the point 
where there is very little amount of Si left during solidification a compound is 
formed before the Ge-rich region. The Si-rich region can be seen in the top 
left corner as the darker compound whilst the lightest compound in the 
bottom right corner is the Ge-rich region. The area of interest was indeed the 
mid-grey region in the middle. This region is contrary to the Scheil 
calculation as the change is not gradual at this point despite it being so for 
the majority of Si-rich region solidification and growth. 
 
 
Figure 5.43 TEM brightfield image of Si-Ge alloy exposing Si-rich and 
apparent Ge-rich grain interface. 
 
5.2.5  TEM EDX Linescan 
A linescan was also conducted along the region highlighted in Figure 5.44 
with the findings being presented in Figure 5.45. Immediately apparent there 
are two regions with preferred composition present with different intensities, 
and there is a gradient in intensity for each compound. The very first region 
to the far left is the Si-rich solid solution despite its preferred composition in 
Figure 5.45, similar to a stoichiometric compound.  
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The Si and Ge content are shown as red and green lines respectively. The 
Si-rich region is found to contain 70 at.% Si at the interface which means 
that this is expected to be the lowest composition of Si within the Si-rich 
regions. The Ge-rich region contains over approx. 86 at.% Ge (average) 
which is expected, this agrees with the findings in EDX Point analysis 
conducted on the SEM and also with the Scheil solidification sequence. The 
middle compound between 0.6 and 2.2 μm is found to contain a composition 
of approx. Si-60 at.% Ge (average) which is not as expected, tentatively 
referred to as Ge3Si2. The 86 at.% Ge found in the Ge-rich region also 
appears to be stoichiometric which would not be far off from a Ge7Si 
compound. With these findings and known ICDD data it is therefore 
predicted that the Si-rich and Ge-rich regions share a single grain (as found 
in Section 5.2.3 EBSD) with the same crystal structure, albeit with varying 
occupancies. 
 
 
Figure 5.44 TEM brightfield image of Si-Ge alloy with green rectangular box 
illustrating linescan area. 
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Figure 5.45 Elemental atomic fraction from linescan across the Si-rich and 
apparent Ge-rich grain interface. 
 
TEM selected area diffraction (SAD) patterns are shown in Figures 5.46, 
5.47 and 5.48, for the Ge-rich, intermediate and Si-rich regions respectively 
(indexed using ICDD crystallographic data files with the following references 
respectively: 01-071-4636, 04-008-2206 and 04-006-2527). It is immediately 
apparent that all three regions have the same crystal structure, diamond 
cubic, and none of the regions are chemically ordered due to the absence of 
superlattice spots, this is as expected in a solid solution but rather interesting 
for the intermediate region which appears to have a 60/40 Ge/Si 
stoichiometry. 
 
- 121 - 
 
Figure 5.46 Selected Area Diffraction pattern of Ge-rich region labelled A in 
Figure 5.43. 
 
 
Figure 5.47 Selected Area Diffraction pattern of Ge3Si2 compound in the 
region between Si-rich and Ge-rich regions labelled B in Figure 5.43. 
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Figure 5.48 Selected Area Diffraction pattern of Si-rich region labelled C in 
Figure 5.43. 
 
5.2.5.1  SEM EDX Linescan 
Following the Scheil calculation an EDX linescan was also conducted using 
SEM to understand the solidification sequence from the Si-rich grains to the 
apparent Ge-rich grains. Due to the large Si-rich grains it was not possible to 
conduct the linescans using the TEM, but the SEM can allow this research. 
A selection of Si-rich grains were scanned and even Ge-rich features to 
understand the transition between them. Figure 5.49 shows the region that 
was selected alongside the at.% of Si and Ge present. There is a gradual 
decrease in Si and a gradual increase in Ge as the scan reaches the 
boundaries of the Si-rich grain, which means that the solidification sequence 
does follow the Scheil solidification sequence. It is interesting to also notice 
that there is a sharp change in composition as the scan moves to the Ge 
content despite this not being an area of high Ge composition, such as the 
maxima. In Figure 5.50 the same result can be seen but with the elemental 
composition of parts of the Ge-rich region to appear stochiometric at close to 
60 at.% Ge, this is in line with the TEM EDX findings. 
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Figure 5.49 EDX linescan conducted using SEM on a rapidly solidified > 850 
μm sample with elemental atomic fraction. 
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Figure 5.50 Elemental atomic fraction from linescan conducted using SEM 
on  > 850 μm Si-Ge sample illustrating signs of apparent stoichiometric 
compound. 
 
Further SEM EDX linescans were conducted on the slower-cooled starting 
and crucible residual samples to further understand the solidification of Si-
Ge. The motivation behind this was due to the observation of potential 
compounds found in the rapidly solidified samples, and to determine if the 
formation of preferred compounds was indeed a result of rapid solidification. 
By looking at Figures 5.51, 5.52, and 5.53 it is apparent that even in slower 
cooled samples there is evidence of different compounds with varying 
stoichiometry. In addition to Ge3Si2 and Ge7Si observed in TEM linescans for 
the rapidly solidified samples, there is also potentially Ge11Si9 (Ge-45 at.% 
Si) in the starting sample. A major plateau in the linescan for the starting 
sample represents a stoichiometry similar the previously observed Ge3Si2, 
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except with slightly lower Ge content. In the crucible residual sample 
linescans there are many plateau sections to the linescan curves which 
seem to possess between 70 to 80 at.% Si. The many plateau regions to the 
linescans illustrate the formation of varying preferred stoichiometric 
compounds. 
 
 
Figure 5.51 EDX linescan conducted using SEM on the slow cooled starting 
sample with elemental atomic fraction. 
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Figure 5.52 EDX linescan conducted using SEM on the crucible residual 
material with elemental atomic fraction. 
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Figure 5.53 EDX linescan conducted using SEM on crucible residual 
material with elemental atomic fraction illustrating more potential 
stoichiometric compounds. 
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Chapter 6 Discussion 
The findings observed in Chapter 5 shall be discussed in this chapter. To 
begin with the effect of cooling rate on the Al-25 at.% Ni alloy shall be 
discussed followed by the effects of Cr doping. The microstructure and 
crystal structure characterization shall be discussed and compared against 
their effect upon catalytic activity. The additional Al13Cr2 phase shall be 
investigated. In the second section of this chapter the findings from the Si-
Ge drop tube processing shall be discussed with the microstructure 
characterization results assisting in the understanding on undercooling 
effects on the microstructure. The Si-Ge microstructure morphology shall be 
compared against previous literature with novel findings being discussed. 
6.1  AlNi 
It is clear from the results that a change in cooling rate has a huge effect on 
both the phase composition and the microstructure morphology of the Al-25 
at.% Ni. It is also noted that the addition of 1.5 at.% Cr (Al-23.5 at.% Ni-1.5 
at.% Cr) also has interesting outcomes which are expected to be useful in 
not only catalytic activity after leaching but the further study of Raney type 
alloys. By observing Table 5.1 we can immediately realise that the phase 
fraction is affected by the cooling rate. The larger particles that experience a 
lower cooling rate appear to contain less Al3Ni2 than the smaller particles, 
and consequently more Al3Ni. The reason for this change may be attributed 
to the fact that the quicker cooling rate experienced by the smaller particles 
allows less time for the sluggish peritectic reaction which converts Al3Ni2 into 
Al3Ni. Since there is less time for this peritectic reaction to take place there is 
a larger amount of Al-eutectic left over due to the lower amount of Ni atoms 
left available to continue the formation of Al3Ni. The excess remaining Al 
solidifies within the eutectic. 
The effect of varied cooling rate also shows a microstructural change in the 
morphology of the samples. Figures 5.3 and 5.4 illustrate the microstructural 
changes in morphology due to cooling rate. The microstructure of the larger 
particle displays the same core-shell morphology as the smaller particles but 
differ due to their globular microstructure, while the smaller particle displays 
the formation of fully developed dendrites. The differing microstructure 
morphologies, because of the cooling rates, are attributed to the gas 
atomization process itself, with the larger particles experiencing a larger 
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shear force than the smaller particles on their surface from the supersonic 
gas. Not only do the larger particles experience the larger shear force but 
also, they take longer to solidify allowing longer time for the shear force to 
act upon the semi-solid material resulting in the break-up of any dendrites 
that may have started to form. The smaller particles do not experience the 
same shear force and are also more likely to be carried away by the high 
velocity gas stream. Since the smaller particles have a higher cooling rate, 
alongside the melt subdivision effect they will experience a higher 
undercooling due to the absence of an active nuclei in most of the droplets, 
this would allow the high undercooling to develop a more dendritic character 
in the smaller particles. 
By observing Figures 5.6 and 5.7 to the respective undoped samples with 
the same size fractions, Figures 5.3 and 5.4, we can analyse the effect of Cr 
doping on the Raney type powders. Interestingly with the Cr-doped samples 
even the larger particles seem to exhibit a dendritic morphology with fully 
developed dendrites, and minimal evidence of the same globular 
morphology found in the undoped samples. Both sets of alloys were sieved 
into the same size fractions and are expected to have the same cooling 
rates, shear forces and solidification times are also expected to be the same 
with the undoped alloys. It is therefore concluded that any changes found 
with the Cr-doped particle morphology would be attributed to the 
solidification dynamics facilitated by the addition of 1.5 at.% Cr. By looking at 
Figure 5.8 it is apparent that almost no Cr is co-located in the Al3Ni2 phase 
therefore during the initial phase of solidification all Cr was rejected and was 
required to diffuse away from the growing solid. dendrites are often formed 
because they are the most efficient geometry for diffusion. During the 
solidification of undoped Ni-75 at.% Al alloy the first phase to form is Al₃Ni₂, 
which is said to have roughly 60% Al, therefore diffusion is thought to have 
taken place with a flux of Al atoms being diffused from the Al₃Ni₂ phase into 
the liquid, and a flux of Ni atoms are thought to be diffused into the Al₃Ni₂ 
phase, to result in 40% Ni that the Al₃Ni₂ contains. In 1.5 at.% Cr doped Ni-
75 at.% Al alloy a flux of Ni atoms are thought to diffuse into the Al₃Ni₂ 
phase, with a larger flux consisting of both Al and Cr atoms to be diffused 
away from the Al₃Ni₂ phase, since there is no Cr in the Al₃Ni₂ phase. The 
additional solute flux experienced in the Cr-doped alloys would be the 
reason for an increased dendritic morphology. This is also backed up by the 
linescan shown in Figure 5.18. 
- 130 - 
If particular attention is paid towards the SEM micrograph of the Cr-doped 
sample in Figure 5.7, which is comparable to the undoped sample in Figure 
5.4 it can be observed that the dendrites appear to be finer in the Cr-doped 
samples. In dendritic morphology the radius of the curvature at the tip of the 
dendrite is given by the following equation: 
𝑅 = {
Γ
𝜎∗(∑ 𝑚𝐺𝐶 − ?̅?)
}
1
2
 
6.1 
Where Γ is the Gibbs-Thomson coefficient, σ* is the constant parameter in 
marginal parameter theory and becomes a function of the surface energy 
anisotropy in microscopic solvability theory. 𝐺𝐶 and ?̅? are the solute and 
thermal gradients respectively. There is a focus on the 𝑚𝐺𝐶 term which has 
units of a temperature gradient and is given by the following equation: 
∑ 𝑚𝐺𝐶 = 𝑚𝑁𝑖𝐺𝑁𝑖 + 𝑚𝐶𝑟𝐺𝐶𝑟 6.2 
The Al-Ni liquidus gradient 𝑚𝑁𝑖 in the Al3Ni2 compound is 33 K/at.%, and in 
the Al13Cr2 the Al-Cr liquidus gradient 𝑚𝐶𝑟 at 1200 K is 115 K/at.% which can 
be seen in Figure 6.1, and since the 𝐺𝐶𝑟 may be smaller than 𝐺𝑁𝑖, due to the 
less amount of Cr being diffused, the overall 𝑚𝐺𝐶 is consequently larger. 
This affects Equation 6.1 since the larger denominator would mean the 
overall radius of the curvature at the tip of the dendrite, 𝑅, is smaller, 
therefore resulting in the finer dendrites observed in the Cr-doped sample. 
Since both the undoped and the Cr-doped samples are likely to be growing 
at a similar Peclet number the following equation can be used to further 
understand the microstructure morphology:  
𝑃 =
𝑉𝑅
2𝐷
 6.3 
Where P is the Peclet number, V is the dendrite growth velocity and D is the 
diffusivity. If the radius of the curvature at the tip of the dendrite, 𝑅, is 
reduced, as previously mentioned, then the dendrite growth velocity must 
increase in order to keep P constant. And since the effect of flow in the melt, 
i.e. shear forces from the gas jets, is reduced with a higher growth velocity, 
that would explain the reason why the dendrites Cr-doped samples are less 
affected by the shear force as they grow more quickly, therefore resulting in 
a more dendritic character than the undoped microstructure. 
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Figure 6.1 Al-Cr phase diagram. 
 
Another interesting effect of Cr-doping the Raney type powder is the 
formation of the Al13Cr2 phase. By consulting Figures 5.13 and 5.14, and 
with the support of the linescan in Figure 5.18 it is apparent that practically 
all the Cr within the sample is located within this additional phase. The 
localisation of Cr contests the assumption, rather conclusively, that Ni is 
often substituted by Cr [68]. While practically all the Cr is found in the Al13Cr2 
phase, the phase itself is not located as expected by the Scheil solidification 
sequence generated by CALPHAD. As per the calculation the phase is 
expected to form as a result of a series of peritectic reactions, with Al4Cr 
being the second phase to form after Al3Ni2. The Al13Cr2 phase is actually 
co-located in the Al3Ni phase and on the boundary with the eutectic, this 
suggests that the Cr is retained within the liquid during the early stages of 
solidification and solidified almost entirely in the Al13Cr2. 
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The amount of Al13Cr2 present in the Cr-doped samples is considerably 
more than that which is expected with the addition of 1.5 at.% Cr. The 
Rietveld refinement phase fractions presented in Table 5.2, and the Image 
analysis presented in Section 5.1.4 and Figure 5.13 both support the 
argument that there is more Al13Cr2 than can be accounted for by 1.5 at.% 
Cr. During Rietveld refinement the excess Al13Cr2 phase was accounted for 
by a 40% deficiency in the Cr atomic sites which is substituted by Ni. EDX 
point measurements presented in Table 5.3 also support the theory that the 
excess Al13Cr2 phase within the microstructure is due to the Ni substituting 
for Cr. From the EDX point measurement there can also be seen a 
deficiency in the Al composition with an excess of Ni, this was previously 
thought to have been an artefact of the SEM EDX process due to the 
interaction volume detecting some of the Al3Ni phase. TEM linescan data 
presented in Figure 5.20 and quantified in Table 5.4 however, suggests that 
the Cr within the phase is very near stoichiometry and there is around 10% 
deficiency in the Al which is accounted for by the Ni. It seems that Ni not 
only substitutes for Cr, but also for the Al within the Al13Cr2 phase, and so 
the phase should be correctly designated as (Al,Ni)13(Cr,Ni)2. The excess 
amount of the Al13Cr2 phase within the microstructure is useful, since the Al 
is dissolved during leaching leaving a nanoporous structure, and the Ni 
substitution onto the Cr lattice would allow for larger amounts of the phase 
available (due to limited amount of Cr within the alloy). With the observed 
results however, the Al is also found to be deficient and Ni also substitutes 
for it, the Al has close to a 75 at.% composition which is similar to the Al 
composition found in the stoichiometric line compound Al3Ni. It is therefore 
suggested that while the nanoporous structure found in the Al13Cr2 phase 
after leaching is advantageous for catalysis due to the larger amount of 
vacancies that are potential sites for catalytic activation, the addition of Cr 
itself may exhibit a greater catalytic activity. 
The explanation that the solidification pathway does not follow the Scheil 
sequence may lie in the Al4Cr phase itself which, during the gas atomization 
condition does not nucleate easily. ε-Al4Cr has previously been described as 
a complex Cmcm orthorhombic phase [117]. It contains, within its unit cell, 
55 atoms, out of which 40 have icosahederal ordering. As such ε-Al4Cr has 
been extensively studied as a potential quasicrystal [118], but it is easy to 
suppress the nucleation of a phase as such. As the Scheil sequence 
predicts, the next phase to form would be the η-Al11Cr2 phase, which is part 
of the monoclinic C2/c space group with 80 atoms per unit cell and also a 
complex icosahedral ordering [119]. Nucleation would also be difficult to 
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initiate in this phase. When the Scheil sequence was recalculated with the 
Al4Cr and Al11Cr2 phases suppressed the Al13Cr2 phase was found to solidify 
directly from the melt, but at a higher temperature, 1100 K. This is 
comparable to the 983 K temperature that it was predicted to form at if it 
were to form via the series of peritectic reactions. The recalculated Scheil 
solidification sequence agrees with the experimental data found as the 
Al13Cr2 phase is formed coincident with Al₃Ni. 
The findings in relation to the addition of 1.5 at.% Cr within this research 
allows an explanation to the increased catalytic activity of Cr-doped Raney 
type alloys, like the 140% increase in activity for the hydrogenation of 
nitrobenzene. With the morphology observed in the Cr-doped samples, 
during leaching the Al eutectic would be washed away leaving the Cr on the 
surface without the need for migration of Cr, this is due to the formation of 
Al13Cr2 directly from the melt. This agrees with the finding by Bonnier et al. 
that the activated catalyst would have a surface Cr coating [68]. Without the 
consideration of whether Cr is a more active catalytic species than Ni, the 
Al13Cr2 would alone be expected to enhance catalytic activity due to its 
nano-porous structure upon leaching, this is due to it being significantly more 
Al-rich than Al₃Ni, this however would not be the case if (Al,Ni)13(Cr,Ni)2 
contains 75 at.% Al as observed by EDX point measurements and EDX 
linescans, but not supported by Rietveld refinement. The assertation that the 
increased catalytic activity of the Cr-doped Raney alloy is due to the Al-rich 
phase, Al13Cr2, would allow potential future developments as the resulting 
nano-porous structure of Al13Cr2 means that any Al-rich phase precipitating 
late in solidification is likely to result in enhanced catalytic activity. 
6.2  SiGe 
The backscattered SEM micrographs in Figures 5.25, 5.26, 5.27, 5.28, 5.29, 
5.30, and 5.31 illustrate the effects of undercooling to morphology. The 
starting compound solidified at equilibrium displays a directional morphology 
with heterogeneity, as the solute partitioning appears to be quite large. With 
the crucible residual there is also a heterogeneous microstructure but with 
no obvious direction. The microstructure found in the crucible residue is also 
like the microstructure found by Zhang et al. in their slow cooled sample 
[107].  The rapidly solidified samples are contrasting to the slow cooled 
samples, they exhibit distinct Si-rich grains with Ge deposited in the grain 
boundaries. This morphology is similar to previous studies [107] [108] [109]. 
The light shapes at the centre of the grains have not previously been 
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reported, which are remnants of the initial dendritic growth. This may support 
the theory that at higher undercoolings equiaxed grains are formed by 
dendritic break-up [89]. Although similar microstructure morphologies have 
been reported there is no mention of a bimodal distribution in literature. 
Interestingly, the quicker cooled samples do display grains that appear more 
consistent in size with one another, and this is gradually less apparent in the 
slower cooled samples. 
Figures 5.25, 5.26, 5.27, 5.28, 5.29, 5.30, and 5.31 were also subject to 
EDX point measurements which aid our understanding to the overall 
solidification mechanism. At equilibrium the Si-rich regions seem to solidify 
with approx. 83-84 wt.% Si composition, and high amounts of Ge getting 
clustered together as the last parts of the microstructure to solidify. This 
suggests a level of partitioning but due to the low cooling rate the partitioning 
is not as severe as with the rapidly solidified samples, though it is still more 
severe than the partitioning observed by Zhang et al. [107]. In the crucible 
residue Ge seems to be surrounded by Si which suggests that what is being 
observed is possibly the boundary between a number of large Si-rich grains. 
There have been various studies, including this one, which suggest that 
grain size increases when the cooling rate is slower due to the lower 
nucleation and growth rates. This would be an explanation to the 
morphology that suggests Si surround Ge. Essentially the same solidification 
mechanism is allowed to take place that determines the larger grain size in 
the much slower cooled crucible residue. This would also explain why 
although there is a level of heterogeneity in the crucible residue there does 
not seem to be as much partitioning as the rapidly solidified samples, this is 
due to the relatively vast amount of time allowed for cooling to allow back 
diffusion to take place. Partitioning in the rapidly solidified samples appears 
to be much more severe as Ge-rich regions contain up to 98.28 wt.% Ge in 
the sample that solidified the quickest. Again, while the microstructures 
appear to be similar to those observed by Zhang et al. the partitioning is 
much more severe [107]. There seems to be an implicit suggestion that the 
higher cooling rate would allow the microstructure to exhibit more partitioning 
as there is less time for the Si and Ge to mix as a result of back-diffusion 
during solidification, this is further argued by observing the results presented 
in Figure 5.33. During rapid solidification (increasing departure from 
equilibrium) a common observation is solute trapping, where there is not 
enough time for the melt to form into a preferred microstructure, which would 
result is less partitioning. With the rapidly solidified Si-Ge samples however, 
there is more partitioning as the cooling rate is increased which contradicts 
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solute trapping leading to the conclusion that despite the high cooling rates 
solute trapping did not occur. This is supported by the Scheil calculation 
which predicted a near-100% Ge composition in the last part of the solution 
to solidify, which agrees with the observed microstructures. The 
observations made in the rapidly solidified samples display a higher level of 
partitioning as the cooling rate is increased, and those that were slow cooled 
(starting and residual samples) display less partitioning. This is thought to be 
as a result of back-diffusion taking place in the solid-state allowing the Si-
rich and Ge-rich regions to mix to a certain extent. As the cooling rate is 
increased more of the back-diffusion is being suppressed, with only very 
small amounts of evidence of back-diffusion in the rapidly solidified samples, 
due to the limited time available in the solid-state. This conclusion also has 
the support of the Scheil calculation as the microstructure morphology of the 
rapidly solidified samples appears to be as expected from the Scheil 
calculation, which assumed no back-diffusion. 
With the rapidly solidified samples, as the cooling rate is increased the 
average grain size decreases, this can be seen in Figures 5.27, 5.28, 5.29, 
5.30, and 5.31 simply by the scale bar. Quantitative grain size analysis 
shows that this is indeed true as the average grain area for each of the 
particle size fractions was obtained and compared. As the cooling rate is 
increased finer grains are to be expected due to the competition between the 
increasing nucleation rate and the increasing growth rate, and eventually the 
increased nucleation rate is more dominant resulting in more nucleation 
sites, more grains, and consequently finer grains. 
In order to understand the solidification sequence, the Scheil calculation was 
also tested for its validity against SEM linescans across Si-rich grains and 
into the Ge-rich regions as this seems to be the sequence that the 
solidification follows. The Scheil calculation suggests that the composition 
profile of Ge within the growing solid seems to increase smoothly. The 
linescan in Figure 5.49 does illustrate this to some extent but there is a 
noticeable sudden increase in Ge composition as the Ge-rich regions begin 
to form, this suggests that the Scheil calculation isn’t entirely accurate. 
Figure 5.50 goes further to illustrate what may be the formation of a 
stoichiometric compound. The TEM brightfield image in Figure 5.43 also 
goes further to discredit the Scheil calculation as a distinct compound can be 
seen between the Si-rich and Ge-rich regions. The linescan in Figure 5.45 
suggests that a compound: Ge3Si2, is formed at the boundary between the 
Si-rich and Ge-rich regions. There is a break in the smooth increase of Ge 
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composition in the growing solid. Selected area diffraction however, 
illustrated that the additional stoichiometric compound is not ordered, similar 
to the rest of the solid solution. The Ge rich region also appeared to form as 
a compound with 86 at.% Ge, which could suggest a Ge7Si compound. 
Interestingly a number of other potential compounds were found when SEM 
linescans were conducted on the slower cooled samples, with around 80 
at.% Si and 70 at.% Si respectively, which would be denoted as Si4Ge and 
Si7Ge3. There was also the a plateau section observed at approx. 75 at.% Si 
which would suggest a Si3Ge compound. The formation of such compounds 
in a diamond cubic structure is rather interesting, as there are 8 atoms in the 
unit cell of a diamond cubic structure. This would suggest that compounds 
Ge7Si and Si3Ge would fit well within the structure, but Ge3Si2, Si4Ge and 
Si7Ge3 are rather unusual. 
Conducting EBSD allowed further understanding in the formation of grains 
and the bimodal distribution. TEM linescans revealed the formation of at 
least one (possibly two) stoichiometric compound(s), and the TEM SAD 
patterns show that the lattice spacings are very similar. The SEM 
micrographs in Figures 5.27, 5.28, 5.29, 5.30, and 5.31 seemed to suggest 
that Ge-rich grains are formed independently at the grain boundaries of the 
larger Si-rich grains. The Euler map illustrates that this is not true, while 
there is some minimal orientation mismatch between the Si-rich and Ge-rich 
regions most of the morphology shows that Si-rich and subsequence Ge-rich 
regions have the same crystal orientation and growth is epitaxial. The Ge-
rich regions/compounds appear to grow as a continuation of the Si-rich 
regions in any directions. By observing the arrows in Figures 5.39, 5.40, 
5.41, and 5.42 which illustrate a few examples of Ge-rich regions growing 
from the Si-rich solution, the Ge-rich regions can be seen to be growing from 
the bottom, right, right, and left margins of the Si-rich regions respectively. 
One of the key findings from this research is that during rapid solidification of 
Si-30 wt.% Ge via drop tube processing the grain size is decreased as the 
cooling rate is increased, and the partitioning is also found to increase. With 
smaller grain there does not seem to be any evidence of increase 
homogeneity. The implications that this finding has on the thermoelectric 
performance of the material is unknown. It is also unknown what implications 
the additional regions of preferred composition between Si-rich and Ge-rich 
regions would have on the performance of the material. It has also been 
found that quicker cooled samples appear to exhibit consistent sized grains, 
the advantages of which is also unknown. 
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Conclusions 
Conclusions for work carried out on gas atomized Al-25 at.% Ni and Al-23.5 
at.% Ni-1.5 at.% Cr samples is presented below: 
 
1. The effect of increased cooling rate upon the microstructure 
morphology of Al-25 at.% Ni is the formation of well-defined dendrites, 
with lower cooling rate particles displaying a globular structure. This is 
thought to be a result of larger shear force acting upon the larger 
particles for a longer time in the liquid state. 
 
2. The phase fractions of Al-25 at.% Ni are affected because of cooling 
rate as more Al3Ni2, and less Al3Ni, is found in the smaller particles. 
This is due to the amount of time available for the second peritectic 
reaction to take place, with less time for the sluggish peritectic to take 
place more Al3Ni2 is retained with less Al3Ni being formed. This also 
means that remaining liquid is more Al-rich therefore allowing a 
greater amount of Al-Al3Ni eutectic. 
 
3. Doping the Al-Ni alloy with 1.5 at.% Cr (leaving 23.5 at.% Ni) results 
in better defined dendrites at all cooling rates, this is due to the higher 
diffusive flux allowing Cr atoms to flux away from the Al3Ni2 and the 
Al3Ni phases. Dendrites appear finer in the Cr-doped samples due to 
higher ∑ 𝑚𝐺𝐶 as a result of a higher liquidus slope, this characterises 
the radius of curvature at the tip of dendrites. Since the radius of 
curvature is smaller in the Cr-doped samples compared to the 
undoped samples, and since both sets of samples are thought to 
grow at a similar Peclet number, the velocity of growth is higher in the 
Cr-doped samples allowing them to be less affected by shear forces 
acting via gas jets. 
 
4. Cr doping allows a similar change in Al3Ni2 and Al3Ni phase fractions 
as a result of cooling rate but also forms the additional phase: Al13Cr2. 
The amount of Al13Cr2 remains constant despite a change in cooling 
rate. All of the Cr is found within the Al13Cr2 phase. 
- 138 - 
 
5. The location of Al13Cr2 means that it forms directly from the liquid, and 
not as a series of peritectic reactions (as predicted by Scheil 
calculation). The location of Al13Cr2 also agrees with the findings by 
Bonnier et al. [68] that Cr is found on the surface after leaching. 
 
6. Cr was previously thought to substitute for Ni in the Al3Ni2 and Al3Ni 
phases, but in fact Ni substitutes for Cr, and possibly Al, in Al13Cr2 
which accounts for the large amount of Al13Cr2 in the final 
microstructure. The phase should be correctly designated as 
(Al,Ni)13(Cr,Ni)2. 
 
7. The reason for increased catalytic activity in Cr-doped Raney type 
alloys may be due to the Al-rich Al13Cr2 phase which when leached 
would leave a nano-porous Cr structure. But some evidence suggests 
the Al13Cr2 phase contains 75 at.% Al which is no more Al-rich than 
Al3Ni, this may suggest that Cr itself is more effective in producing a 
higher catalytic activity. 
 
Conclusions for work carried out on drop tube processed Si-30 wt.% Ge 
samples is presented below: 
 
1. Microstructures of slow-cooled Si-Ge display a heterogeneous 
morphology, with relatively low levels of visible partitioning, while 
rapidly solidified microstructures exhibit grains that illustrate higher 
partitioning. 
 
2. EDX point measurements show that partitioning is higher in the 
rapidly solidified samples, and higher than previously observed by 
Zhang et al. [107]. It was also found that with increased cooling rate 
the amount of partitioning is also increased, this means that although 
solute trapping is suppressed even in the quickest cooled samples 
back-diffusion in the solid state does take place and is limited by 
cooling time as the cooling rate is increased. 
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3. Quantitative grain area distribution shows that average grain size 
decrease in the SEM micrographs as cooling rate is increased. This is 
as expected in most metallic rapid solidification systems. 
 
4. EBSD of Si-Ge samples shows illustrates that Ge-rich regions do not 
form into grains but grow epitaxially as part of the larger Si-rich 
grains. 
 
5. Linescan data suggests that the Scheil calculation is not entirely 
accurate as the smooth composition profile in the solid solution is 
interrupted by the presence of a stoichiometric compound. A 
previously unknown stoichiometric compound, Ge3Si2, is found 
between the Si-rich and Ge-rich regions using high magnification 
microscopy. 
 
6. The potential presence of other stoichiometric compounds was also 
discovered using SEM linescans. 
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Recommendations for Future Work 
The work carried out in this project has found some interesting results, yet 
there is more work to be done to understand the undercooling mechanisms 
that exist for both the Al-Ni alloy and the Si-Ge compound.  
Suggestions for future work that can potentially help to understand Cr doped 
and undoped Al-Ni alloys are: 
 
1. The lack of knowledge and data regarding the additional phase found 
in the Cr-doped samples: Al13Cr2 would create an interesting 
opportunity to further study, particularly for any crystallographic data 
above 450 (2ϴ). It may be possible to isolate the Al13Cr2 phase in 
order to conduct further XRD experiments, with the potential use of a 
synchrotron beam. 
 
2. In a previous study it was found that undercooled Al-Ni alloys follow a 
reverse velocity trend; where the cooling rate of the alloy decreases 
as the amount of undercooling, ΔT, increases [2]. This characteristic 
has been observed as unique to the Raney nickel alloy. The 
experiments conducted by Lengsdorf et al. made use of the 
electromagnetic levitation technique which has been known to suffer 
from overwhelming effects of stirring at low growth velocities 
(<0.3m/s). This is thought to be because of the magnetic field on the 
sample therefore not allowing natural crystal growth. An interesting 
direction to take the Lengsdorf et al. study would be to conduct 
experiments using a technique that does not have similar stirring 
effects as found in electromagnetic levitation therefore a more 
accurate determination of low growth velocities is possible. An ideal 
solidification technique that minimises stirring effect would be melt 
fluxing, as the droplet of given sample would be encased in a flux. 
Another study also determined that the reverse velocity trend may be 
caused by the release of heat and rejection of solute from the 
solid/liquid interface [120]. The increased nucleation sites seem to 
slow down the solidification front from propagating. Also, the above 
mentioned experiments may also be conducted using Cr-doped 
samples in order to understand whether the reverse-velocity trend is 
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also followed, and whether the solidification front also experiences the 
same effect of an increase nucleation probability. 
 
3. An interesting direction for this study would be to conduct drop tube 
solidification techniques as such processes would give powders 
similar to those obtained by gas atomization. The drop tube technique 
differs from the gas atomization technique as higher cooling rates can 
be experienced by particles of a given size than cooling rates 
experienced in gas atomization. Another advantage of the drop tube 
techniques over the gas atomization techniques relate to stirring 
effects; the drop tube technique is not as violent as gas atomization 
due to the absence of gas jets; therefore, fragmentation of dendrites 
should be minimised. This would help to further the understanding of 
the role that Cr plays in the formation of finer dendrites with the 
absence of a large shear force acting on the droplets. 
 
4. A rather important recommendation for the study of Al-Ni alloys that 
are doped with Cr is to test the catalytic activity of the samples 
produced in this study (or similar samples). In order to entirely 
understand the cause of a higher catalytic activity when doped with Cr 
it is necessary to focus on the Al13Cr2 phase; Since this phase is Al-
rich, and with that being one of the potential reasons for relatively 
high catalytic activity it may be useful to create an Al13Ni2 (or similar) 
compound to assess the effect on catalytic activity of an Al-rich 
compound that is leached leaving nanoporous Ni. Similarly the cause 
for a higher catalytic activity may simply be due to the addition of 1.5 
at.% Cr and so Cr itself (or possibly Al13Cr2) may be tested for 
catalytic activity. 
 
Suggestions for future work that can potentially aid the understanding of Si-
Ge semiconductors are: 
 
1. Due to the higher cost of Ge, rapid solidification experiments can be 
conducted to understand the solidification sequence for low Ge-
content Si-Ge compounds in order to save money whilst maintaining 
the same thermoelectric efficiency. 
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2. Several unexpected compounds found between the Si-rich and Ge-
rich regions present an opportunity to study the undercooling and 
solidification of Si-Ge. The compound, Ge3Si2 among others, has not 
previously been reported and no crystallographic data can be found 
for it. Solidification of Ge-rich Si-Ge samples may help to understand 
the reason for the presence of such compounds, particularly samples 
with a starting composition similar to the stoichiometry of the 
compounds that were found. 
 
3. A key recommendation for future work would be to study the thermal 
conductivity of the samples from this work. It would be interesting to 
see how the grain size affects the thermal conductivity. Current 
samples can be pressed together to form larger pellets to conduct 
appropriate experiments on. 
 
4. Similarly, it may be useful to understand the effect on thermal 
conductivity of the partitioning found in the samples. Annealing is a 
great technique that can be used to heat the samples and initiate 
further back diffusion while allowing the grain size to remain the 
same. This technique would mean that the ideal grain size and ideal 
level of partitioning can be found for thermoelectric efficiency 
therefore benefitting the industry. 
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