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ABSTRACT
This study examines the observability of a stratified ocean in a square flat basin on a midlatitude beta plane.
Here, ‘‘observability’’ means the ability to establish, in a finite interval of time, the time-dependent ocean state
given density observations over the same interval and with no regard for errors. The dynamics is linearized and
hydrostatic, so that the motion can be decomposed into normal modes and the observability analysis is sim-
plified. An observability Gramian (a symmetric matrix) is determined for the flows in an inviscid interior, in
frictional boundary layers, and in a closed basin. Its properties are used to establish the condition for complete
observability and to identify optimal data locations for each of these flows.
It is found that complete observability of an oceanic interior in time-dependent Sverdrup balance requires
that the observations originate from the westernmost location at each considered latitude. The degree of ob-
servability increases westward due to westward propagation of long baroclinic Rossby waves: data collected in
the west are more informative than data collected in the east. Likewise, the best locations for observing vari-
ability in the western (eastern) boundary layer are near (far from) the boundary. The observability of a closed
basin is influenced by the westward propagation and the boundaries. Optimal data locations that are identified
for different resolutions (0.01 to 1 yr) and lengths of data records (0.2 to 20yr) show a variable influence of the
planetary vorticity gradient. Data collected near the meridional boundaries appear always less informative,
from the viewpoint of basin observability, than data collected away from these boundaries.
1. Introduction
Estimating the temporal variability of the global
ocean state is an important problem in modern ocean-
ography and climate research. Particularly desirable are
dynamically consistent estimates that are based on the
quantitative combination of observations with the equa-
tions of motion as represented in an ocean circulation
model. This problem usually involves the application of
inverse methods, such as the adjoint method based on
Lagrange multipliers or the sequential methods of opti-
mal estimation theory (e.g., Bennett 2002;Wunsch 2006).
Application of inversemethods to ocean state estimation,
however, faces several obstacles, for example, (i) a rela-
tive paucity of data, (ii) the computational cost of inverse
methods when applied to large problems, and (iii) the
difficulty in understanding the solution given the variety
of dynamical phenomena that can be represented
in numerical models. Understanding the solution is
particularly critical for a correct interpretation of the
estimated oceanic variability. It requires simplified
models where specific phenomena can be isolated and
studied in detail.
Among the dynamical phenomena that contribute to
oceanic variability on annual and longer time scales are
planetary (Rossby)waves. Thesewaves constitute amajor
mechanism by which the ocean adjusts on these scales to
atmospheric perturbations (LeBlond and Mysak 1978).
Observational evidence for thesewaves has been reported
in the oceanographic literature (e.g., Frankignoul 1981;
Kessler 1990; Chelton and Schlax 1996; Frankignoul et al.
1997; Sturges et al. 1998; Osychny and Cornillon 2004; but
see Chelton et al. 2011). In a resting fluid, their phase
speed in the zonal direction is always westward, whereas
the zonal component of their group velocity is westward
for long waves and eastward for short waves. In the long-
wave limit, they become nondispersive and propagate
both their phase and their energy to the west. The zonal
asymmetry in signal propagation that they introduce
should have profound consequences for the information
content of oceanic observations and for the estimation of
oceanic variability at subinertial frequencies.
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This paper explores the consequences of planetary
waves for the information content of density observations
in a midlatitude ocean basin. Attention is paid to the
role of long baroclinic Rossby waves in propagating,
within a square basin with flat bottom, information
provided by local observations (temperature and salin-
ity data). To isolate the effects of these waves, a linear
oceanmodel is used in which other wave phenomena are
filtered out by dynamical approximations. In this model,
the motion is decomposed into a barotropic mode and
an infinite set of baroclinic modes. The problem posed by
the determination of the information content of density
data is then divided into a set of subproblems, one for
each mode, that can be solved independently. Although
themodel simplifications incur reduced realism, themodal
decomposition leads to significant insight into the effects
of individual modes and reduces dramatically the com-
putational cost of the problem.
Central to this paper is the concept of the observability of
dynamic system theory (Chen 1999). In the broadest terms,
observability is the ability to establish, in a finite interval of
time, the evolution of the state of a system from the data
available over the same interval, with no consideration for
data and model errors. It is therefore an intrinsic property
of a dynamic system that depends solely on the system
dynamics and on the relation between the system state and
the observations. Observability and estimation are related
concepts (Meditch 1969), although proper state estimation
does require that errors be considered.
The question of observability is of preeminent interest
in a field such as physical oceanography, where the state
of interest, the physical state of the ocean, is in general
severely undersampled, both in time and in space, and
where not all elements of the state can be directly mea-
sured. Previous discussions of the observability concept in
this field have been motivated by the advent of data from
satellite altimeters (e.g., Miller 1989; Fukumori et al.
1993; Fukumori 2001), with very few exceptions (e.g.,
MacMynowski and Tziperman 2006). However, appli-
cation of this concept remains relatively limited in
physical oceanography and perhaps nonexistent in pa-
laeoceanography, in spite of the large interest in esti-
mating ocean circulation changes during the instrumental
period (e.g., Rayner et al. 2011) and in the geologic past
(e.g., Huybers and Wunsch 2010).
The observability of three types of oceanic flow is studied
in this paper, with emphasis in each case on the effects
of westward propagation introduced by long baroclinic
Rossby waves. An ocean bounded in the east by a coast is
first considered, and attention is paid to the ability to ob-
serve variability in the oceanic interior in the presence of
these waves. The observability of frictional western and
eastern boundary layers is investigated next. Here, our
focus is on the effects of vorticity dissipation and of
the kinematic conditions on the flow at these boundaries.
Finally, the question of the observability of a closed oceanic
basin is addressed. For each type of flow, the optimal lo-
cations of the data from the viewpoint of observability are
identified. Although the flows considered in this paper
are idealized, their observability properties should be
studied if the ability to observe more realistic flows is to
be properly understood (Krener 2008).
This paper is organized as follows: The condition for the
complete observability of discrete dynamic systems, the
systems analyzed in this paper, is derived in section 2.
The derivation clarifies the relation between observability
and estimation and illustrates the relevance of the former
concept in studies of time-dependent ocean circulation.
Section 2 culminateswith the definition of twoquantitative
measures of observability that could be used to determine
optimal data locations in the absence of errors. The ocean
model is described in section 3. In sections 4–6, it is applied
to study observability in the oceanic interior, in boundary
layers, and in a closed basin. The possible implications of
our results for observing strategies and their major limi-
tations are discussed in section 7. Conclusions and future
research perspectives are outlined in section 8.
2. Observability
In this section, the concept of observability is discussed
for discrete time, linear systems. After a brief definition
of such systems, the necessary and sufficient condition for
their complete observability is derived. The twomeasures
of observability that are applied herein are then in-
troduced. Our exposition is necessarily brief, and text-
books should be consulted for a rigorous discussion (e.g.,
Meditch 1969; Maybeck 1979; Chen 1999). Our conven-
tion for notation is as follows: scalars are in lightface,
vectors are lowercase letters in boldface, andmatrices are
uppercase letters in boldface, sans serif. A column vector
with N components or elements is referred to as an N
vector. A superscript T denotes the transpose.
a. Discrete linear system
A discrete linear system is defined by
x(i1 1)5F(i1 1, i)x(i)1L(i1 1, i)u(i)
1G(i1 1, i)w(i), and (1a)
z(i)5H(i)x(i)1n(i) , (1b)
where i is a time index. Here, (1a) is called a transition
equation, where x is an N vector of state variables (it is
referred to later as a state vector), u is a Q vector of
control variables, w is an R vector of disturbances, F is
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an N3 N state transition matrix, L is an N3 Q control
transition matrix, and G is an N 3 R disturbance transi-
tion matrix. Likewise, (1b) is called an observation
equation, where z is a P vector of data, n is a P vector of
data error, andH is aP3N observationmatrix. Note that
any linear model based on differential equations can be
cast in the form of (1a) (Wunsch 2006). For an ocean
model, for example, Lu may describe the atmospheric
forcing and Gw the model errors.
b. Condition for complete observability
The concept of observability relies on the simplifying
assumption that the system disturbances and measure-
ment errors vanish (e.g., Meditch 1969; Maybeck 1979;
Chen 1999). A discrete linear system is then said to be
observable if x at some initial time i5 0 can be determined
from a sequence of data [z(0), z(1), . . . , z(K2 1)] for some
finite K. If this is true for any initial time, the system is
completely observable: the state at any subsequent
time could then be determined from (1a), since the control
L(i 1 1, i)u(i) is assumed to be known.
Several equivalent conditions for the complete observ-
ability of a discrete linear system have been established
(e.g., Chen 1999). The condition that is considered in this
paper is derived below. Since the controlL(i1 1, i)u(i) is
assumed known for all i, it is sufficient to consider only the
system [(1)] without L(i 1 1, i)u(i). Construct then the
extended system,2
66664
z(0)
z(1)
..
.
z(K2 1)
3
777755
2
66664
H(0)
H(1)F(1, 0)
..
.
H(K2 1)F(K2 1, 0)
3
77775x(0), (2)
which is obtained from the repeated use of (1a)–(1b)
without the disturbance, error, and control terms. Clearly,
F(i, 0)5 F(i, i2 1) . . .F(1, 0). Define the vector on the
left-hand side as zK and the matrix on the right-hand side
as HK, which is sometimes referred to as the observability
matrix. Multiplying (2) by HTK then yields
HTKzK5H
T
KHKx(0) . (3)
The state of the system at the initial time x(0) can be
determined from the available observations if and only
if the N 3 N symmetric matrix
GK[H
T
KHK5 
K21
i50
FT(i, 0)HT(i)H(i)F(i, 0) (4)
is nonsingular, that is, if its determinant does not vanish.
This condition is the condition for complete observability
that is used in this paper. ThematrixGK is often called the
K-step observability Gramian, in honor of the Danish
mathematician J. P. Gram. Its properties are used to
study observability, although other approaches are pos-
sible [e.g., Johnson et al. (2006) relied on HK to study
observability in the atmosphere]. Note that for constant
(F, H), GK reduces to
GK5 
K21
i50
(FT)iHTHFi . (5)
The relation between observability and estimation should
be clear at this point: the derivation above provides a
method for estimating the states of the system from ob-
servations in the ideal situation where data and model
errors are absent.
c. Degree of observability
The nonsingularity of the Gramian GK provides a
condition for the complete observability of a dynamic
system. However, ‘‘it does not measure how observable
or unobservable the system is’’ (Krener and Ide 2009).
Of great interest to physical oceanography is the relative
merit of different observations for observing a system
that may not be completely observable.
Various measures of the degree of observability of a
linear systemhave been proposed and applied to gauge the
relative merits of different observations [for short reviews
see van den Berg et al. (2000), van de Wal and de Jager
(2001), and Singh and Hahn (2004)]. They are generally
based on the eigenvalues of the Gramian, which can be
motivated from the following considerations. Since GK is
a symmetric matrix, its eigenvectors g
(i)
K , where i5 1, . . . ,
N, are mutually orthogonal. Consequently, they provide
an orthonormal spanning set from which both the initial
state and the observations in (3) can be expanded,
x(0)5 
N
i51
aig
(i)
K , and (6a)
HTKzK5 
N
i51
big
(i)
K , (6b)
where bi5 [g
(i)
K ]
THTKzK upon application of the ortho-
normality property of the eigenvectors of GK. Sub-
stitution of (6) into (3) gives
x(0)5 
N
i51
[g
(i)
K ]
THTKzK
li
g
(i)
K , (7)
upon application of the same property. Here, li is an
eigenvalue of the Gramian GK. The structures that are
observable from HTKzK correspond to the nonvanishing
eigenvalues li and are described by the range vectors
g
(i)
K ofGK, that is, by the vectors g
(i)
K satisfyingGKg
(i)
K 6¼ 0.
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Conversely, the structures that are not observable corre-
spond to li5 0 and are described by the nullspace vectors
g
(i)
K that satisfy GKg
(i)
K 5 0. The occurrence of only one
vanishing eigenvalue implies that the system is not com-
pletely observable. Notice that both the range and null-
space vectors are also referred to as ‘‘eigenmodes’’ below.
Two measures of the degree of observability are con-
sidered in this paper. The first is the number of non-
vanishing eigenvalues of theGramian, that is, the number
of observable eigenmodes. This number is referred to as
N (GK) in the sequel. Whereas N (GK) appears as a nat-
ural measure of observability, it may be ambiguous if the
Gramian eigenvalues are obtained numerically: Gramian
eigenvalues that should mathematically be equal to zero
may not be so due to finite machine precision, and the
significance of Gramian eigenvalues near machine preci-
sion is unclear. Another measure of the degree of obser-
vability that puts less emphasis on the smallest eigenvalues
ofGK is therefore considered. This measure is the trace of
the observability Gramian (van den Berg et al. 2000),
T (GK)5 
N
i51
li , (8)
which could be interpreted as follows. Using the set
of equations listed in (2), the squared amplitudes in
the observations can be expressed in terms of the
Gramian:

K21
i50
z(i)Tz(i)5 x(0)T
"

K21
i50
FT(i, 0)HT(i)H(i)F(i, 0)
#
x(0) ,
(9)
5 x(0)TGKx(0) . (10)
Replacing GK in this expression by its spectral
decomposition, one obtains

K21
i50
z(i)Tz(i)5 x(0)T[UKLKU
T
K]x(0) , (11)
where UK is an orthonormal matrix whose columns are
the eigenvectors of GK, and LK is a diagonal matrix in-
cluding the eigenvalues of GK along the diagonal.
Equation (11) shows that the effect of the initial state on
the observations is determined by the Gramian eigen-
values. Larger eigenvalues ofGK, that is, larger values of
T (GK), imply that the initial state induces larger am-
plitudes in the observations. If the observation matrix is
constant, that is, if H(i) 5 H, then the Gramian reduces
to (5) and a similar development leads to

K21
i50
~z(i)T~z(i)5 ~x(0)T[UKLKU
T
K]~x(0) , (12)
where ~z(i)5 z(i)2 z is the deviation of the observations
from z5 (1/K)K21i50 z(i), and ~x(0) is the deviation of the
initial state from x5 (1/K)K21i50 x(i). A larger value of
T (GK) then implies that the deviation in the initial state
induces a larger deviation, or variability, in the obser-
vations. Accordingly, a larger value of T (GK) corre-
sponds to a better ‘‘observable’’ state. In line with the
foregoing development, the trace of the Gramian has
been interpreted as a measure of the ‘‘overall observ-
ability of a system’’ (Singh and Hahn 2004). Since the
trace of the Gramian does not put particular emphasis on
its smallest eigenvalues, it has been regarded as a ‘‘ro-
bust’’ measure of observability (van den Berg et al. 2000).
Nonetheless, the trace of the Gramian may be am-
biguous in some situations, as forN (GK). For example,
the difference between the values of T (GK) for two
different sets of observations may arise from just one or
a few Gramian eigenvalues for one set exceeding those
for the other set. Because N (GK) and T (GK) have dif-
ferent limitations, they could be viewed as comple-
mentary measures of observability.
In this study, a larger value of N (GK) or T (GK) is
taken to mean a better overall observability. Data loca-
tions that are optimal for observing the overall state of
the systemwould be those thatmaximizeN (GK) and (or)
T (GK). More specifically, ‘‘optimal data locations’’ are
defined here as those for which the number of observable
eigenmodes is maximum and (or) where the variability in
the observations is maximum, with no regard for obser-
vational and dynamical errors.
3. The ocean model
In this section, the model that is used to determine the
observability properties of idealized oceanic flows is de-
scribed. In general, the determination of GK is restricted
to linear systems that can be represented with a small
number of variables (Chen 1999). However, a proper
description of the ocean state requires a nonlinear model
with a very large number of variables. Recent estimates
of global ocean state assume O(109) variables (e.g.,
Wunsch and Heimbach 2007). In regional eddy-resolving
domains, the number of variables describing the ocean
state can reach O(1013) (e.g., Mazloff et al. 2010).
Determining the observability of a nonlinear system
with a dimension of such magnitudes poses a formidable
computational challenge. The approach that is adopted in
this paper is to consider a simplified model, so that the
construction of GK is practical and its analysis revealing.
a. Equations of motion
The model domain is a basin on a midlatitude b plane
and with a depth H 5 4000m. The equations of motion
SEPTEMBER 2014 MARCHAL 2501
are linearized about a background state of rest and rely
on the hydrostatic approximation. In the reference frame,
x denotes longitude, y is latitude, and z is depth. The
surface is at z 5 0 and the bottom is at z 5 2H. The
equations of motion are
ut2 f y52px1D(u)1 t
(x)
z , (13a)
yt1 fu52py1D(y)1 t
(y)
z , (13b)
052pz1 b , (13c)
ux1 yy1wz5 0, and (13d)
bt1N
2(z)w5D(b)1Fz . (13e)
Here subscripts x, y, z, and t indicate partial differenti-
ation with respect to the indicated variable. The dy-
namical variables are the zonal, meridional, and vertical
components of velocity (u, y, and w), the pressure per-
turbation due to the motion and divided by a constant
density p, and the perturbation buoyancy b. The Coriolis
parameter is f5 f01 by, where f0 is its value at the basin
midlatitude, b is its meridional derivative df/dy, and
N(z) is the buoyancy frequency of the background state.
The dissipative terms D() are intended to represent
the effects of eddy fluxes. Two different forms ofD() are
considered: the damping formD(u, y)52r(u, y), where r
is a friction coefficient, and the Laplacian formD(u, y)5
n=2(u, y), where n is a viscosity and =25 ›2/›x21 ›2/›y2.
Likewise, diabatic processes are represented either as
D(b)52lb, where l is a decay coefficient, or asD(b)5
k=2b, where k is a diffusivity. Whereas the Laplacian is
more common, the form2(ru, ry, lb) has also been used
in idealized models (e.g., Salmon 1986).
Finally, the terms t(x,y)z and Fz in (13) represent the
effects of surface forcing. These effects are assumed to
be confined in a surface layer of depth Hs:
t(x,y)z 5
t
(x,y)
s (x, y, t)
Hs
U(z1Hs), and (14a)
Fz5
Fs(x, y, t)
Hs
U(z1Hs) , (14b)
where t(x)s [t
(y)
s ] is the zonal (meridional) component of
surface wind stress, Fs is the surface buoyancy flux, and
U() is the unit step function.
The dynamical equations [(13)] without the frictional,
diabatic, and forcing terms are known to admit two
classes of plane wave solution: long gravity waves, for
which the wave frequency v . f, and planetary waves,
for whichv f (e.g., LeBlond andMysak 1978). For the
long gravity waves, rotation plays only a modifying role,
whereas planetary waves would not exist without rota-
tion (focus in this paper is on planetary waves).
b. Separation of dynamical equations
The assumption of linear dynamics, the hydrostatic ap-
proximation, and the presence of a flat bottom allow the
motion to be separated into vertical and horizontal struc-
tures (e.g., Pedlosky 2003, his section 17). To this end, the
horizontal velocity components, the pressure perturba-
tion, and the wind forcing terms are represented as
[u, y,p, t(x)z , t
(y)
z ]5 [un(x, y, t), yn(x, y, t), ghn(x, y, t), _un(x, y, t), _yn(x, y, t)]fn(z) , (15)
where g is the gravity acceleration, andfn(z) is a vertical
structure function. For the vertical velocity,
w5wn(x, y, t)cn(z) , (16)
where cn(z) is another vertical structure function. Fi-
nally, for the buoyancy forcing term,
Fz5
_bn(x, y, t)[N(z)/N]
2cn(z) , (17)
where N5 (1/H)
Ð 0
2H N(z
0) dz0.
c. Vertical structures
The vertical structures cn(z) and fn(z) are derived
from the solution of Sturm–Liouville problems (appendix
A). They are subject to the condition that w vanishes at
the surface and at the bottom. They satisfy the orthogo-
nality conditions
ð0
2H
cm(z)cn(z)N(z)
2 dz5 C(c)n dmn, and (18a)
ð0
2H
fm(z)fn(z) dz5 C(f)n dmn , (18b)
where [C(c)n , C(f)n ] are normalization constants and dnm
is the Kronecker delta (dnm 5 0 if m 6¼ n and dnm 5 1 if
m 5 n). Here, C(c)n is set equal to C(c)n 5 C(c)5N2H,
which implies that C(f)n 5 (Hn/g)C(c). With this choice,
cn(z) and fn(z) are both dimensionless.
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The vertical structures cn(z) and fn(z) can be derived
for arbitrary N(z) either analytically [e.g., from the
Wentzel–Kramers–Brillouin (WKB) approximation] or
numerically (appendix A). As for the case with uniform
stratification (constantN), analysis (appendixA, section a)
shows that themoden5 0 is a barotropicmode (c05 0 and
df0/dz 5 0), whereas the modes n 5 1, 2, . . . are
baroclinic modes [cn 5 cn(z) and fn 5 fn(z)]. As a
result, an infinite sum of modal contributions should
appear in the representations (15)–(17), for example,
u5 ‘n50un(x, y, t)fn(z).
d. Horizontal structures
The governing equations for the horizontal structures
(un, yn, hn) are
unt2 f yn52ghnx1D(un)1 _un , (19a)
ynt1 fun52ghny1D(yn)1 _yn, and (19b)
hnt1Hn(unx1 yny)5D(hn)1
_hn , (19c)
where we have defined _hn52 _bn/N
2
. The initial condi-
tions for (19) are a state of rest (un5 yn5 0 and hn5 0),
and their boundary conditions are
(un, yn)5 0 at x5 0,L , (20a)
(un, yn)5 0 at y52L/2,L/2 , (20b)
hnx5 0 at x5 0,L, and (20c)
hny5 0 at y52L/2,L/2 . (20d)
Conditions (20a)–(20b) are conditions of no normal flow
and no slip, whereas conditions (20c)–(20d) express in-
sulation with respect to buoyancy.
As shown by (19), the horizontal part of each mode
satisfies a set of equations that are the equations of motion
for a homogeneous layer of depth hn, that is, shallow-water
equations. The equivalent depth Hn5C2n/g is obtained
from the solution of (A1), whereCn is the long-wave speed
for the nth internal gravity mode. Each mode is forced by
the mechanical forcing ( _un, _yn) and thermodynamical
forcing ( _hn) that are appropriate for this mode:
( _un, _yn)51
"
1
C(f)n Hs
ð0
2H
s
fn(z) dz
#
t(x,y)s (x, y, t), and
(21a)
_hn52
"
1
C(c)n Hs
ð0
2H
s
cn(z) dz
#
Fs(x, y, t) , (21b)
upon application of the orthogonality conditions [(18)].
Note that the barotropic mode (n 5 0) is insensitive to
surface buoyancy forcing, and barotropicmotions do not
produce buoyancy perturbations. Indeed, the modal de-
composition for the buoyancy perturbation is
b5 pz5 
‘
n50
ghn(x, y, t)
dfn
dz
5 gh1(x, y, t)
df1
dz
1    ,
(22)
for df0/dz vanishes at all depths. Since this study focuses
on the information content of density observations, the
barotropic mode is not further considered.
4. Observability of the interior flow
In this section, the observability in the oceanic interior
is determined from the ocean model as embodied in
(19). The model is cast in the form of a transition [(1a)],
thereby deriving the state transition matrix F of the
observability problem. In the same vein, the relationship
between the data and the model variables is cast in the
form of an observation [(1b)], thereby defining H. The
condition and degree of observability of ocean states are
then determined for different data locations using the
properties of the observability Gramian (section 2).
a. Transition equation
The ocean model [(19)] is further simplified by ne-
glecting the local acceleration and dissipative terms:
2f yn52ghnx1 _un , (23a)
1 fun52ghny1 _yn, and (23b)
hnt1Hn(unx1 yny)5
_hn . (23c)
The divergence term in (23c) is evaluated by differen-
tiating (23a) and (23b) with respect to y and x, re-
spectively, which yields
hnt2b
gHn
f
2
hnx52
Hn
f
( _ynx2 _uny)1
_hn . (24)
In (24), the forcing term b _un has been assumed to be
negligible compared to f _uny for consistency with
the b-plane approximation [the ratio of b _un to f _uny is
O(bL/f0), whereL is a horizontal scale of the motion, so
b _un can be neglected to this order]. Equation (24) is
a time-dependent Sverdrup balance for the nth mode;
that is, it plays the role of a vorticity equation for this
mode (note that ‘‘Sverdrup balance’’ is taken here in
a large sense by including, in addition to wind stress curl,
the surface thermodynamical forcing). An equation
similar to (24) has been extensively used in studies on
oceanic Rossby waves (e.g., White 1977; Kessler 1990;
SEPTEMBER 2014 MARCHAL 2503
Sturges and Hong 1995; Sturges et al. 1998; Frankignoul
et al. 1997). The speed bgHn/f
2 5 b(Cn/f)
2 is the phase
or group speed of long baroclinic Rossby waves, and
(24) clearly indicates the westward propagation of
pressure anomalies that is imparted by these waves.
To derive the transition equation, (24) is first re-
written as
hnt1 cnhnx0 5Fn , (25)
where cn5 cn(y)5 b(Cn/f)
2, Fn5 Fn(x
0, y, t) is the right-
hand side of (24), and x0 5 L 2 x is a reverse longitude
such that x0 vanishes at the eastern boundary and in-
creases westward. The boundary condition for (25) is
hn(0, y, t)5 h
E
n (y, t) at x
05 0, (26)
where superscript E is used to signify that the condition
is applied at the eastern boundary. A general solution of
(25) subject to (26) can be derived using the Laplace
transform
L[()]5 ()5
ð‘
0
()e2sx0dx0 , (27)
where s is an indeterminant variable. A Laplace trans-
formation of (25) then yields
hnt1 scnhn5Fn1 cnh
E
n . (28)
Integrating (28) from t to t 1 Dt leads to
hn(t1Dt)5 hn(t)e
2sc
n
Dt
1
ðt1Dt
t
[Fn(t
0)1 cnh
E
n (t
0)]e2scn(t1Dt2t
0) dt0 .
(29)
The inverse transformation of (29) gives the solution
hn(x
0, t1Dt)5 hn(x
02 cnDt, t)U(x02 cnDt)
1Dhn(x
0, t,Dt) , (30)
where U() is the unit step function already introduced
and
Dhn(x
0, t,Dt)5L21
(ðt1Dt
t
[Fn(t
0)
1 cnh
E
n (t
0)]e2scn(t1Dt2t
0) dt0
)
. (31)
In (29)–(31), dependence upon y is implicit. The terms
of the right-hand side of (30) have a straightforward
interpretation. The first term is the contribution to
hn(x
0, t 1 Dt) from the pressure anomaly at the reverse
longitude x0 2 cnDt and time t. This contribution van-
ishes if x0 . cnDt, that is, if the wave phase emanating
from x0 2 cnDt has passed x0 during the time interval Dt.
The second term is the contribution from the surface
forcing and the pressure anomaly at the eastern
boundary. For the sake of generality, it is left as an un-
specified function of time (and latitude).
Consider the solution of (30) at a numberN of reverse
longitudes x01, . . . , x
0
N , where x
0
N is the westernmost
longitude:
hn(x
0
1, t1Dt)5hn(x
0
12 cnDt, t)U(x012 cnDt)
1Dhn(x
0
1, t,Dt) ,
..
.
hn(x
0
N , t1Dt)5 hn(x
0
N 2 cnDt, t)U(x0N 2 cnDt)
1Dhn(x
0
N , t,Dt) .
(32)
Specifying the reverse longitudes by the rule x0k215
x0k2 cnDt for k 5 2, . . . , N, where x
0
15 cnDt, the system
(32) can be written as2
6666666664
hn(x
0
1, t1Dt)
hn(x
0
2, t1Dt)
hn(x
0
3, t1Dt)
..
.
hn(x
0
N , t1Dt)
3
7777777775
5
0
BBBBBBBB@
0 . . .
1 0 . . .
0 1 0 . . .
..
.
. . . 1 0
1
CCCCCCCCA
2
6666666664
hn(x
0
1, t)
hn(x
0
2, t)
hn(x
0
3, t)
..
.
hn(x
0
N , t)
3
7777777775
1
2
6666666666666664
Dhn(x
0
1, t,Dt)1
hEn (t)
2
Dhn(x
0
2, t,Dt)
Dhn(x
0
3, t,Dt)
..
.
Dhn(x
0
N , t,Dt)
3
7777777777777775
,
(33)
by virtue of the defining properties of the unit step
function. Equation (33) is the sought form of transition
[(1a)] without an error term. In the first term on the
right-hand side, the matrix is the state transition matrix
F, and the vector is the state vector at time t.
Note the structure of F. All elements in the first row
ofF are zero since the modal pressure hn at x
0
1 is entirely
independent of the state, that is, it is solely determined
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by the local surface forcing and by the pressure anomaly
at the nearby eastern boundary. Likewise, all elements
in the last column of F are zero since the modal pres-
sures east of the westernmost longitude x0N are not
influenced by hn at that longitude. The presence of zero
elements along the same row or column implies thatF is
singular and has important consequences for observ-
ability (section 4c).
b. Observation equation
The observations are assumed to consist of density or
buoyancy observations. In the context of the model, an
observed value of b can be expressed as
b(x0, y, z, t)52
‘
n51
hn(x
0, y, t)N2(z)cn(z) , (34)
upon omission of an observational error. Multiplying
this equation by cm(z), integrating from z52H to z5 0,
and applying the orthogonality condition (18a) yields
ð0
2H
b(x0, z, t)cn(z) dz52C(c)hn(x0, t) , (35)
where dependence upon y has been made implicit. As-
suming that observations are available at a number P of
locations,2
6666664
ð0
2H
b(x0d,1, z, t)cn(z) dz
..
.ð0
2H
b(x0d,P, z, t)cn(z) dz
3
7777775
5H(c)
2
664
hn(x
0
1, t)
..
.
hn(x
0
N , t)
3
775 .
(36)
Subscript d has been added to indicate that the indices
1, . . . , P for the longitudes where data are available do
not necessarily coincide with the indices 1, . . . ,N for the
longitudes where the pressure anomalies hn are defined.
Likewise, superscript c has been added to signify that
the nonvanishing elements of the matrix H(c) are equal
to 2C(c). For convenience, (36) is divided by 2C(c), so
that the nonvanishing elements of the matrix2H(c)/C(c)
are equal to 1. Equation (36) divided by 2C(c) is the
sought form of the observation (1b), withH52H(c)/C(c)
and without observational error.
c. Observability Gramians
In this section, the observability of the ocean interior
as defined by (33) and (36) is determined for data col-
lected at different locations. A simple situation is first
consideredwhere the ocean state is defined by themodal
pressure hn at three reverse longitudes (x
0
1, x
0
2, x
0
3),
referred below to as the eastern, intermediate, and
western location, respectively. Thus, the dimension of
the state is three (N 5 3). Moreover, the number of
density profiles that is available at different times at each
of these locations is assumed to be K $ 3. The state
transition matrix for this system is
F5
0
@ 0 0 01 0 0
0 1 0
1
A . (37)
Three cases are considered, which correspond to dif-
ferent H. If density is observed only at the eastern lo-
cation x01, H reduces to the row vector (1, 0, 0), and the
K-step observability Gramian is
GK5
0
@ 1 0 00 0 0
0 0 0
1
A1 K21
i51
(FT)iHTHFi5
0
@ 1 0 00 0 0
0 0 0
1
A ,
(38)
since the sum vanishes in this case. The Gramian is
singular, so the system is not completely observable.
Two of its eigenvalues are zero, and its trace is one.
If density is observed at the intermediate location x02,
H 5 (0, 1, 0) and
GK5
0
@ 0 0 00 1 0
0 0 0
1
A1 K21
i51
(FT)iHTHFi5
0
@ 1 0 00 1 0
0 0 0
1
A .
(39)
Again, the Gramian is singular, and the system is not
completely observable. On the other hand, only one of
its eigenvalues is zero, indicating that an additional ei-
genmode of the system is observable. The trace of the
Gramian is two, which also shows a larger degree of
overall observability than for the case where density is
observed at the eastern location.
Finally, if density is observed at the western location
x03, H 5 (0, 0, 1) and
GK5
0
@ 0 0 00 0 0
0 0 1
1
A1 K21
i51
(FT)iHTHFi5
0
@ 1 0 00 1 0
0 0 1
1
A ,
(40)
which is an identitymatrix. In contrast to the two previous
cases, the Gramian is nonsingular, that is, the system is
completely observable when density data come from the
western location. All of its eigenvalues are different from
zero, implying that all the eigenmodes of the system are
observable, and the trace of the Gramian is three. Thus,
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the overall observability of the system is the highest when
the data originate from the western location.
The situation above can be generalized to an arbitrary
number N of oceanic locations at the same latitude,
x01, x
0
2,    , x0N . If the data originate from x0L, x0N ,
that is, from a location east of the westernmost location
x0N , then the Gramian is the partitioned matrix
GK5
0
BB@
IL
..
.
0
. . . . . . .
0 ..
.
0
1
CCA , (41)
where IL is the identity matrix of order L. The charac-
teristic equation for GK is
(12 l)L(2l)N2L5 0. (42)
In this case, the Gramian is singular, and the system is not
completely observable. It has L nonvanishing eigen-
values, so thatL eigenmodes are observable, and its trace
is L. Accordingly, the degree of observability increases
with the distance of the data location from the eastern
boundary. On the other hand, if the data originate from
the westernmost location x0N , then the Gramian is
GK5 IN , (43)
and the characteristic equation forGK is (12 l)
N5 0. In
this case, the system is completely observable and the
degree of observability as measured by N (GK) or
T (GK) is maximum among all those cases where the
data originate from a single location.
These results are obvious consequences of westward
propagation by long baroclinic Rossby waves, the only
transport mechanism that has been retained in the
model [(24)]. They can be readily understood as follows.
Consider again the simple situation where the ocean
state is defined by the modal pressure hn at three reverse
longitudes (x01, x
0
2, x
0
3). If density data originate from
either the eastern location x01 or the intermediate loca-
tion x02, then hn(x
0
3, t) cannot be determined from the
data, since hn(x
0
3, t) affects neither hn(x
0
1, t) nor hn(x
0
2, t).
Hence, the system is unobservable. Examples of un-
observable system with comparable structure can be
found in textbooks (e.g., Meditch 1969; Chen 1999).
Note that the same result holds if the data originate from
both x01 and x
0
2 since, in this case, H 5 (1, 1, 0) and
GK5
0
@ 1 1 01 1 0
0 0 0
1
A1 K21
i51
(FT)iHTHFi5
0
@ 2 1 01 1 0
0 0 0
1
A .
(44)
The Gramian is singular, and the system is still not
completely observable. The Gramian has one vanishing
eigenvalue and its trace is three. Thus, compared to the
case where the data come from the intermediate loca-
tion x02, the number of observable eigenmodes is the
same, but the trace is greater. In contrast, if the density
data originate from the western location x03, the pressure
anomalies hn(x
0
1, t) and hn(x
0
2, t) can be determined from
these data, since these anomalies affect hn(x
0
3, t) due to
westward propagation. Similar results hold for the situ-
ation where the ocean state is defined by hn at an arbi-
trary number of locations at the same latitude. Their
physical interpretation is evident: westward propagation
implies that an observation does not contain information
about the ocean to its west. Therefore, themost westward
an observation is the more information the observation
contains.
Note that complete observability of an ocean state
described with N modal pressures at the same latitude
and characterized by westward propagation requires that
density profiles be observed at least N different times at
the westernmost location (K $ N). If K , N, the state
becomes unobservable and the degree of observability is
reduced. If the time interval between observations ex-
ceeds the time for the nth baroclinic mode to propagate
from the eastern boundary to the westernmost location
x0N , that is, ifDt. x
0
N /cn, then the state transitionmatrixF
for that mode vanishes trivially. As a consequence, the
observability Gramian also vanishes, regardless of the
amount of observations that are available. The state is
unobservable, and the degree of observability is zero.
5. Observability of boundary layer flows
In this section, the observability of frictional boundary
layers is studied. Focus is on the effect of vorticity dis-
sipation in western and eastern boundary layers. The
model for the boundary layers is described first, with
emphasis on their adjustment to initial perturbations in
the pressure field. Consideration of this adjustment
problem sheds light on the observability of the boundary
layers that is studied next.
a. Adjustment to initial perturbation
As in section 4, the ocean model [(19)] is further
simplified by considering motions with a time scale
much longer than the rotation period, so that the terms
(unt, ynt) are negligible compared to ( funt, fynt). On the
other hand, the dissipative terms are retained in the
dynamical equations and represented asD(un, yn, hn)5
2(run, ryn, lhn) for simplicity. The more common rep-
resentation based on the Laplacian is considered in the
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next section. Accordingly, the shallow-water equations
[(19)] reduce to
2f yn52ghnx2 run1 _un , (45a)
1fun52ghny2 ryn1 _yn, and (45b)
hnt1Hn(unx1 yny)52lhn1
_hn . (45c)
Using the first two equations to evaluate the divergence
term in the third yields
hnt2 cnhnx5 kn=
2hn2 lhn1Fn , (46)
where
Fn52Hn/f
2[r( _unx1 _yny)1 f ( _ynx2 _uny)]1
_hn . (47)
In (46)–(47), terms of O(r/f0) and O(bL/f0) have been
omitted, cn 5 b(gHn/f
2) is the speed of the nth mode,
and kn 5 r(gHn/f
2) is an effective diffusivity. Thus, to
O(r/f0) andO(bL/f0), the presence of dissipative terms in
the form 2r(un, yn) produces, in the vorticity balance, an
effective diffusion in both horizontal directions.
Equation (46) is expressed in dimensionless form on
the basis of a time scale T, a horizontal scale L set equal
to the zonal width of the basin, and a modal pressure
scale hn
* :
t5Tt0 , (48a)
(x, y)5L(x0, y0) , (48b)
hn5 hn
*h0n, and (48c)
Fn5 cn
hn
*
L
F 0n . (48d)
Here, a prime denotes a dimensionless quantity. The
dimensionless form of (46) is then (primes omitted)
Rnhnt2 hnx5K=
2hn2Lnhn1Fn , (49)
where Rn 5 L/(cnT), K 5 kn/(cnL) 5 r/(bL), and Ln 5
lL/cn. In the oceanic interior, the horizontal scale of the
motion is assumed to be so large that the effective dif-
fusion K=2hn of O[r/(bL)] is a negligible term in (49).
Thus, the equation for hn in the interior, where hn is
denoted by hIn, reduces to
Rnh
I
nt2h
I
nx52Lnh
I
n1Fn . (50)
This equation is similar to the vorticity [(24)] of the
previous section, except that a diabatic term 2LnhIn is
retained here.
An approximate solution of (49) near the western and
eastern boundaries is sought from a boundary layer
analysis (e.g., Pedlosky 1987). Consider first the western
boundary layer, where the modal pressure hn is denoted
by hWn . A stretched coordinate j 5 x/l is introduced,
where l 5 l
*
/L is a dimensionless scale and l
*
 L is
a dimensional scale. Thus, j vanishes at the western
boundary and increases eastward. The equation for hWn in
terms of j is
Rnh
W
nt 2
L
l*
hWnj5K

L
l*
2
hWnjj2Lnh
W
n
1Fn , (51)
since for l
*
 L the meridional variations are negligible
compared to the zonal variations. The pressure pertur-
bation in the boundary layer is then represented as
hWn 5 h
I
n(x, t)1
~hWn (j, t) , (52)
where the contribution ~hWn is introduced so as to satisfy
the condition of no normal flow at the boundary [note
that in (52) dependence upon y is implicit]. Moreover,
the length scale l
*
is chosen so that the diffusion term is
on the same order as the term of planetary vorticity
advection in (51). Thus, l
*
is set equal to KL5 r/b5 ds,
where ds is the Stommel layer thickness. The governing
equation for ~h
W
n becomes
n
~hWnt 2
~hWnj5
~hWnjj2an
~hWn , (53)
upon application of (50) and given the smallness of
the zonal variations of hIn compared to those of
~hWn in the
boundary layer. Here, «n 5 Rn(ds/L) 5 (ds/cn)/T is the
time needed for the nth mode to cross the boundary
layer divided by the characteristic time scale of the
motion. Likewise, an 5 Ln(ds/L) 5 l(ds/cn) is the time
taken for the nth mode to cross the layer divided by the
time scale of buoyancy damping.
Equation (53) is solved with the following initial and
boundary conditions:
~hWn (j, 0)5 e
2j/d , (54a)
lim
j/‘
~hWn (j, t)5 0, and (54b)
~hWnj(0, t)5 0, (54c)
where d is a (dimensionless) scale for the decrease of the
pressure perturbation from the western boundary at the
initial time t 5 0. Condition (54c) is the O(ds/L) approx-
imation of the condition of no normal flow (appendix B).
The solution of the adjustment problem [(53)–(54);
appendix C, section a] is depicted for an5 0, d5 0.9, and
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«n 5 1 and different dimensionless times (solid lines in
Fig. 1). The adjustment of the pressure distribution is
barely noticeable for j . 3, that is, at distances from the
western boundary that exceed 3ds. Indeed, near the
western boundary, the effective diffusion introduced by
friction competes with westward propagation in trans-
mitting pressure perturbations away from the boundary.
As a result, the perturbations remain confined to near
the boundary (Fig. 1).
Consider then the eastern boundary layer, where hn is
denoted byhEn . Another stretched coordinate z5 (12 x)/l
is introduced, where l is defined as above. Thus, z is zero
at the eastern boundary and increases westward. The
equation for hEn is obtained from the same approach as for
the western boundary. The pressure perturbation in the
eastern boundary layer is represented as
hEn 5 h
I
n(x, t)1
~hEn (z, t) , (55)
where the contribution ~h
E
n is introduced to satisfy the no
normal flow condition at z 5 0. The governing equation
for ~h
E
n is then
n
~hEnt1
~hEnz5
~hEnzz2an
~hEn , (56)
where (an, «n) have the same definitions as for the
western boundary. Note the different signs of planetary
vorticity advection in (53) and (56), which reflects the
anisotropy introduced by the b effect. Equation (56) is
solvedwith the following initial and boundary conditions:
~hEn (z, 0)5 e
2z/d , (57a)
lim
z/‘
~hEn (z, t)5 0, and (57b)
~hEnz(0, t)5 0, (57c)
where d is here a scale for the decrease of the initial
pressure perturbation from the eastern boundary.
The solution of the adjustment problem [(56)–(57);
appendix C, section b] is illustrated for the same values
of an, d, and «n and the same dimensionless times as for
the western boundary solution (solid lines in Fig. 2).
Compared to the western boundary (Fig. 1), the pres-
sure perturbations are transmitted to greater distances
from the eastern boundary through the joint effect of
friction and westward propagation.
The contrasting effect of the planetary vorticity gra-
dient on pressure adjustment in the western and eastern
boundary layers is not fundamentally altered by the
presence of buoyancy damping. Indeed, solutions (C8)
and (C16) may be written as
~hWn (j, t)5 e
2(a
n
/
n
)tYW(d, n, j, t), and (58a)
~hEn (z, t)5 e
2(a
n
/
n
)tYE(d, n, z, t) , (58b)
where YW and YE are functions of the indicated vari-
ables. The effect of buoyancy damping is a mere atten-
uation of the differences between the pressure fields in
the western and eastern boundaries compared to those
of the adiabatic case (an 5 0). Note that the damping
time scale «n/an is (lT)
21, which implies that highest-
frequency motions will be preferentially affected.
FIG. 1. Pressure perturbation ~hWn (tilde and subscript n omitted in
the figure) as a function of the stretched coordinate j in the western
boundary layer for an 5 0, d 5 0.9, and «n 5 1. The distribution
~hWn (j) is displayed at different dimensionless times t5 0,
1/20, 1/5, 3/5,
and 1.5. The distributions obtained by analytical (numerical) so-
lution are shown with solid (dashed) lines.
FIG. 2. As in Fig. 1, but for the eastern boundary layer.
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b. Observability Gramians
Observability Gramians GK are computed using (5)
for different locations in the western and eastern
boundary layers. The state transition matrix F and the
observation matrix H that appear in (5) are obtained as
follows. The state transition matrix is constructed from
a finite-difference model of the governing equations
[(53)–(56)] with boundary conditions [(54)–(57); ap-
pendix E]. The domain of this model extends from j 5
z 5 0 at the coast to j 5 z 5 10.05 seaward and includes
200 grid points separated by a constant spacingDj5Dz5
0.05. Thus, the state of each boundary layer is described
with N 5 200 variables, which is the number of pres-
sure perturbations at these points. Unless stipulated
otherwise, buoyancy damping is excluded from the
model for simplicity (a 5 0). As a test of accuracy, the
numerical solutions of the adjustment problems [(53)–
(54) and (56)–(57)] that are obtained from this model
are compared to the exact analytical solutions that have
been discussed previously (compare dashed with solid
lines in Figs. 1–2). The agreement between the numer-
ical and exact solutions appears satisfactory, with the
largest differences occurring near the boundaries.
For both the western and eastern boundary layers,
different Gramians are computed from different ob-
servation matrices H(i) that correspond to data origi-
nating from different locations in these layers. Here,H(i)
is a row vector of dimension N (the dimension of the
state), whose ith component is 1 and all other compo-
nents are zero. Thus, the data are assumed to originate
from only one location in each case considered. The data
locations are at the boundary layer coordinates j 5 z 5
0.05, j 5 z 5 5, and j 5 z 5 10. For each data location,
the number of observations is 1500 (K5 1500), which is
the number of time steps used to produce the numerical
solutions displayed in Figs. (1) and (2). The observability
Gramian GK computed from (5) is a 200 3 200 matrix
for each location in the boundary layers and the Gra-
mian eigenvalues are determined numerically by sin-
gular value decomposition (Press et al. 1986). The
number of Gramian eigenvalues above machine pre-
cision is taken as the number of observable eigenmodes
[N (GK)].
Consider first the case where the data originate from
near the boundary at j 5 z 5 0.05 (Fig. 3a). For this
distance of the data location from the boundary, the
Gramian eigenvalues are generally larger for the west-
ern layer than for the eastern layer. The number of ob-
servable eigenmodes is greater for the western layer
[N (GK)5 76] than for the eastern layer [N (GK)5 36].
On the other hand, the trace of the Gramian [T (GK)]
amounts to 38.6 (66.5) for the western (eastern) layer
FIG. 3. Eigenvalues of the observability Gramian for the western
boundary layer (solid circles) and the eastern boundary layer (open
circles). The three panels correspond to three different locations of
the density data at the boundary layer coordinate (a) 0.05, (b) 5, and
(c) 10. In each panel, the eigenvalues are sorted into descending
order, and the dashed line indicates the floating-point precision of
our machine. Only the first 40 eigenvalues out of 200 are shown.
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(values rounded to one digit). Although these values
suggest a higher degree of observability for the eastern
layer, the greater value of T (GK) for this layer is only
due to the first Gramian eigenvalue exceeding that for
the western layer (Fig. 3a).
Consider then the case where the data come from the
intermediate location j 5 z 5 5 in the boundary layers
(Fig. 3b). In this case, the Gramian eigenvalues are
comparable for both layers. The number N (GK) [the
trace T (GK)] amounts to 97 (25.0) for the western layer
and to 98 (25.1) for the eastern layer. The degree of ob-
servability is therefore similar between the two layers if
the state is observed at j 5 z 5 5.
Finally, consider the case where the data originate
from the most seaward location j5 z5 10 (Fig. 3c). The
Gramian eigenvalues are now generally larger for the
eastern layer than for the western layer. The number
N (GK) [the trace T (GK)] amounts to 33 (1.6) for
the western layer and to 39 (1.9) for the eastern layer.
The degree of observability is therefore the highest for
the eastern layer if the state is observed at j 5 z 5 10.
These results are again obvious consequences of
westward propagation. In the western layer, the degree
of observability is the highest if the data come from near
the boundary, where an observer could see variability
emanating from a relatively large oceanic expanse. For
the same reason, the degree of observability of the
boundary layer is the highest at themost seaward location
in the eastern layer.At the intermediate location j5 z5 5,
the degree of observability is comparable for both layers,
since an observer at j 5 5 in the western layer and an
observer at z 5 5 in the eastern layer could see variability
froma similar expanse of the boundary layer.Note that the
same results hold if buoyancy damping is included in the
model (a. 0). For a. 1, the two measures of the degree
of observability are generally reduced, but the contrasting
effect of westward propagation on observability in the
western and eastern boundary layers is still present (not
shown).
6. Observability of the flow in a closed basin
In this section, the observability of ocean states in a
closed basin is investigated. As in sections 4–5, not all
time scales of oceanic variability are represented, but
primarily those associated with planetary waves. A state
transitionmatrixF is constructed from a finite-difference
model of the full shallow-water equations [(19)], thereby
relaxing some of the assumptions that underlie the results
of sections 4–5. Furthermore, an observation matrix H is
derived for data locations extending from the western
boundary to the eastern boundary of the basin, thereby
augmenting the regional analyses in these sections.
Our study is restricted to the first baroclinic mode (n5
1). Current meter records suggest that, within the obvious
limitations imposed by sampling, horizontal kinetic en-
ergy in the ocean is generally dominated by the barotropic
and first baroclinic modes (Wunsch 1997). The observ-
ability of the barotropicmode cannot be studied using the
model formulated in section 3, for the rigid-lid condition
assumed in this model implies that the wave speed C0 is
infinite (appendix A). Although it could be studied if
a free-surface condition is assumed, this is beyond the
scope of this paper. On the other hand, the high baroclinic
modes aremore strongly influenced than the firstmode by
the presence of a background flow, which produces
a Doppler shift and modifies the ambient potential vor-
ticity that is perceived by the waves (e.g., Pedlosky 1987).
Since no background flow is included in our model [(13)],
these modes are not considered in this study.
a. Finite-difference model
The domain of the finite-difference model is a closed
square basin centered at the latitude of 308N (where
y 5 0 km) and with a size L 5 4000 km. The shallow-
water equations [(19)] are approximated by difference
equations using an implicit scheme and a coarse grid in
order to reduce computational cost (for details see
appendix E). Unless stipulated otherwise, the dissipa-
tive terms are expressed asD(u1, y1, h1)5 (n=
2u1, n=
2y1,
k=2h1) and conditions from (20) are applied at the basin
boundaries. The model parameters take the values in
Table 1, and the background stratification N(z) de-
termining the wave speed C1 is described in appendix A.
For future reference, the value of C1 obtained from the
solution of (A1) amounts to 1.93m s21. This value implies
that the first baroclinic mode takes 1.9, 9.1, and 21.7 yr to
cross the basin at its southern boundary, midlatitude, and
northern boundary, respectively.
An example of circulation state obtained from the
finite-difference model is illustrated in Fig. 4. This
TABLE 1. Parameters of the ocean model.
Definition Value Units
L Size of the basin 4000 km
H Depth of the basin 4000 m
f0 Middle latitude of the basin 308N
g Gravity acceleration 9.81 m s22
r0 Reference density 1028 kgm
23
V Angular velocity of Earth
rotation
7.3 3 1025 s21
R Earth radius 6371 km
f0 Coriolis parameter at f0 2V sin f0 s
21
b0 Gradient of Coriolis
parameter at f0
(2V/R) cos f0 m
21 s21
n Viscosity coefficient 104 m2 s21
k Diffusivity coefficient 103 m2 s21
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solution has been obtained by integrating (19) from
a state of rest to equilibrium with the zonal wind forcing
_u15 _u1,m sin(py/L), where
_u1,m5
"
1
C(f)1 Hs
ð0
2H
s
f1(z) dz
#
tm , (59)
with tm5 (0.1/r0) m
2 s22 (r05 1028 kgm
23 is a reference
density). The meridional wind stress _y1 and the surface
buoyancy forcing _h1 have been omitted for simplicity. As
expected, the distribution of the baroclinic pressure h1
that is equilibrated with the zonal wind forcing depicts an
anticyclonic circulation with western intensification (Fig.
4). For reference, it is compared to the distribution of h1
simulated with an explicit scheme and a much finer grid
(appendix E). Differences between both distributions are
generally small (Fig. 4).
b. Transition equation
A transition equation in the form of (1a) is obtained as
follows. The difference equations that approximate (19)
are used to construct the system
Axi115 xi1u , (60)
where i is again a time index. Here, x is a vector of di-
mensionN5 1305 that includes values of u1, y1, and h1 at
all grid points (excluding those along the boundaries), A
is a coefficient matrix, and u includes values of _u1. Thus,
the state is defined here by the velocity and pressure fields
over the whole basin. The boundary conditions [(20)] are
satisfied implicitly through the elements of A. Equation
(60) is then multiplied by the matrix inverse A21:
xi115A
21xi1A
21u . (61)
Equation (61) is the sought form of transition [(1a)],
whereF5 A21 is a constant state transition matrix, and
an error term is omitted.
c. Observation equation
The observation equation is obtained using the same
procedure as in section 4. The vertical density distribution
is assumed to be observed at different times at the same
oceanic location:
ð0
2H
b(xd, yd, z, t)cn(z) dz5 [0
..
.
Hh]
2
666666666664
u1(x1, y1, t)
..
.
y1(x1, y1, t)
..
.
h1(x1, y1, t)
..
.
3
77777777775
. (62)
The column vector on the right-hand side is meant to
represent the values of u1, y1, and h1 at all grid points, that
is, the state vector x as it appears in (61). The partitioned
matrix [0 ..
.
Hh] 5 H includes the 1 3 Nh submatrix Hh,
where Nh is the number of values of h1 defined in x, and
a 13 (N2Nh) zero submatrix 0. The presence of the zero
submatrix in H means that the modal velocities (u1, y1)
are not observed. Equation (62) divided by 2C(c) is the
sought form [(1b)] without an observational error.
d. Observability Gramians
Observability Gramians GK are determined using (5)
from the state transition matrix F and for different ob-
servation matrices H. The different H correspond to data
originating from different longitudes (all at the mid-
latitude of the basin; y 5 0 km). They can be written ge-
nerically asH(i), where i5 1, . . . , I (I is the number of grid
points in the zonal direction) and each 13NmatrixH(i) is
a row of zeroes, except at the position corresponding to
h1(xi, 0, t), where the row element is 1. Thus, the data are
always assumed to originate from a single location for
which an observability Gramian is computed. Since N 5
1305, the Gramians are 1305 3 1305 matrices, and their
eigenvalues are determined numerically by singular value
decomposition (Press et al. 1986).
Consider first the case where observations of water
density profile are available every year and for an in-
terval of 20 yr (K 5 20). This interval is both the time
needed for the first baroclinic mode to cross the basin
zonally near its northern boundary and the time span of
recent estimates of global ocean states (e.g.,Wunsch and
FIG. 4. Distribution of the baroclinic pressure for the first mode
(h1; in m). The numerical solution obtained from the implicit (ex-
plicit) scheme is shown with the solid (dashed) lines. The points of
the grid used for the implicit scheme are also shown.
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Heimbach 2013). The plots of Gramian eigenvalue
versus eigenvalue index are similar for data collected
near the western boundary, in the interior, or near the
eastern boundary (Fig. 5). All show an inflection near
machine precision («m) and a relatively small number of
eigenvalues exceeding «m. The occurrence of eigen-
values below «m suggests that the condition for complete
observability is not fulfilled for any of the data records.
The large number of such eigenvalues suggests that
many of the structures that are depicted by the eigen-
vectors of GK are not observable. Although the number
of eigenvalues larger than «m varies among the different
locations (from 14 to 17), the significance of these dif-
ferences is unclear given the finite machine precision.
The trace of the Gramian is therefore consulted as an-
other measure of the degree of observability for this case
(solid circles in Fig. 6). Over most of the basin, T (GK)
increases westward, which is consistent with the observ-
ability analysis for the oceanic interior (section 4). Its zonal
distribution is asymmetric, with minima near the bound-
aries. As a consequence, its maximum occurs in the west-
ern half of the basin but away from the western boundary.
A similar pattern ofT (GK) is found if the dissipative terms
D(u1, y1, h1) are represented as 2(ru1, ry1, 0) and a no
normal flow condition is only applied at the boundaries
(open circles in Fig. 6). The zonal asymmetry of T (GK) is
clearly due to the b effect, as shown by comparison with
the traces of Gramians computed for uniform rotation
(crosses in Fig. 6). For uniform rotation, the zonal distri-
bution of T (GK) is symmetric and its maximum value
occurs at the middle longitude of the basin.
Consider then three other cases, where the same
number (K 5 20) of vertical density profiles is available
but with different temporal resolutions (0.01, 0.1, and
0.5 yr) and hence over different intervals (0.2, 2, and
10 yr). As for the previous case, the plots of Gramian
eigenvalue versus eigenvalue number are similar (not
shown), and the number of eigenvalues above machine
precision (ranging from 17 to 19) does not provide
a clear measure for the relative merit of the different
observations for these cases. In contrast, the trace of the
Gramian shows a clear increase with increasing data
resolution or decreasing data interval (Fig. 7). Besides,
the zonal asymmetry of T (GK) is reduced as the data
cover a shorter interval. The case where data are avail-
able with a resolution of 0.01 yr and over an interval of
0.2 yr shows the greatest observability and no clear zonal
asymmetry of T (GK) (crosses in Fig. 7).
These results are consistent with intuition. The higher
degree of observability for the shorter records would be
due to there being more data closer in time to the initial
state to be estimated [(3)], so that these records are com-
paratively less influenced by dissipation. The reduction in
FIG. 5. Eigenvalues of the observability Gramian for different
locations of the data record in the closed basin: the westernmost
location (open circles), an interior location (solid circles), and the
easternmost location (crosses). The interior location is at the zonal
coordinate x5 467km, where the trace of the Gramian is maximum
among all locations at this latitude. The three locations are at the
midlatitude of the basin (y 5 0km). The Gramians correspond to
the case where data are available every year and for a time interval
of 20yr. The dashed line is the floating-point precision of our ma-
chine. Only the first 30 eigenvalues out of 1305 are shown.
FIG. 6. Trace of the observability Gramian as a function of the
longitude of the data location. The values obtained from D(u1, y1,
h1)5 (n=
2u1, n=
2y1, k=
2h1) (n5 10
4m2 s21 and k5 103m2 s21) are
shown with solid circles. The values obtained from D(u1, y1, h1) 5
(2ru1,2ry1, 0) (r5 23 10
26 s21) are shownwith open circles. Both
sets of values should be read along the left axis. The values ob-
tained from D(u1, y1, h1) 5 (n=
2u1, n=
2y1, k=
2h1) (n 5 10
4m2 s21
and k 5 103m2 s21) and uniform rotation (b 5 0) are shown with
crosses. These values should be read along the right axis. In all
cases, the data record has a resolution of 1 yr and covers a time
interval of 20 yr.
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the zonal asymmetry of T (GK) for these records is also
expected: since the first mode takes about 9 yr to cross the
basin at itsmidlatitude,westward propagation should have
a modest effect on observability based on short records at
this latitude.
Finally, consider two cases where the data cover the
same period of 20 yr but with different resolutions: in a
first case the vertical density distribution is observed
every year, whereas in a second case it is observed with a
much higher frequency of 20 yr21. The second case
mimics the quasi-biweekly sampling at the hydrographic
station near Bermuda, which started in 1954 and without
major interruptions (Joyce and Robbins 1996). The
number of nonvanishing eigenvalues of the Gramian is
much higher for the record with a 20-yr21 sampling rate
(Fig. 8), indicating that the number of observable ei-
genmodes is much higher in this case. For this record,
the zonal variations ofN (GK) reachO(10) and aremore
meaningful than for the previous cases (solid circles in
Fig. 9). The zonal distributions of N (GK) and T (GK)
are similar, showing a westward increase over most of
the basin and minima near the boundaries (Fig. 9).
7. Discussion
a. Oceanographic implications
This paper is intended to complement previous stud-
ies on the information content of density observations in
the ocean, but which did not rely on observability
concepts. Many recent studies were concerned with the
development of an observing strategy for the meridional
fluxes of mass and heat in the North Atlantic (e.g.,
Hirschi et al. 2003; Baehr et al. 2004; Köhl and Stammer
2004; Hirschi and Marotzke 2007; Baehr et al. 2008;
Heimbach et al. 2011). Our results extend these studies
by elucidating fundamental consequences of westward
propagation and of boundary layers for observability.
In particular, consideration of the thermal wind bal-
ance alone would suggest collecting density observa-
tions near the boundaries in order to constrain the
vertical shear in the meridional flow over the zonal
width of the basin. In contrast, as shown here, the ad-
ditional consideration of progressive long waves and of
vorticity dissipation indicates that density observations
near the boundaries are the least adequate for the ob-
servability of basin-scale dynamical fields (section 6). The
reduced ability to observe these fields from boundary
layer data stems from a combination of vorticity dissi-
pation and of the kinematic conditions on the flow at the
boundaries. In fact, we find that the best locations for
observing the variability of dynamical fields in a closed
ocean basin are in the western part of the basin but away
from the western boundary (section 6d).
Oceanic observations and models suffer from signifi-
cant uncertainties that are not taken into account by
deterministic observability criteria such as provided by
the Gramian (Chen 1999). However, the effects of data
errors can be incorporated into observability analyses.
FIG. 7. Trace of the observability Gramian as a function of the
longitude of the data location. The values of the trace are displayed
for data records with different temporal resolutionsR and different
lengths L. The values for R 5 0.5 yr and L 5 10 yr (solid circles)
should be read along the leftmost axis, the values forR5 0.1 yr and
L5 2 yr (open circles) should be read along the intermediate axis,
and the values for R 5 0.01 yr and L 5 0.2 yr (crosses) should be
read along the rightmost axis.
FIG. 8. Eigenvalues of the observability Gramian for two data
records with a resolution of 1 yr (solid circles) and 0.05 yr (open
circles). The two records have a length of 20 yr and come from the
same interior location at the middle latitude of the basin (x 5
467 km). The dashed line indicates the floating-point precision of
our machine. Only the first 50 eigenvalues out of 1305 are shown.
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Consider the original problem [(2)] with the addition of
observational noise n:
zK5HKx(0)1 n . (63)
Define the covariance matrix for n asR5E{nnT}, where
E{} denotes the expected value and where it has been
assumed thatE{n}5 0. A possible estimate of x(0) in the
presence of the noise n is
x^(0)5 (HTKR
21HK)
21HTKR
21zK . (64)
This estimate is a weighted least squares solution of (63),
with the weighting provided by R, or, equivalently,
a minimum variance solution with complete a priori ig-
norance (Wunsch 2006). The error covariancematrix for
x^(0), P(0)5Ef[x^(0)2 x(0)][x^(0)2 x(0)]Tg, is
P(0)5 (HTKR
21HK)
21 . (65)
Thus, the Gramian GK5H
T
KHK scaled by data error co-
variance is precisely the inverse of the error covariance
matrix for x^(0), a point made repeatedly in the literature
(e.g., Jazwinski 1970; van denBerg et al. 2000;Hinson and
Morgansen 2013). Accordingly, as noticed by van den
Berg et al. (2000), maximization of T (GK) closely re-
sembles the so-called A-optimality criterion of experi-
mental design theory, which relies on theminimization of
the trace of P(0) (Atkinson and Donev 1992).
The results [(64)–(65)] suggest that observability
analyses can be extended to account for the effects of
data errors through a mere redefinition of GK that in-
cludes R (a related approach relies on the so-called
stochastic observability; Gelb et al. 1974; Maybeck
1979). Note that, for the case where the data errors have
constant variance s2 and zero covariance, R 5 s2I, so
that HTKR
21HK5s2HTKHK, which is simply the Gramian
multiplied by a constant factor. Consequently, the re-
sults obtained in this paper should also hold for this case.
b. Limitations
It is probably worth being explicit about the various
limitations of this work. One obvious limitation is the as-
sumption of linearized dynamics for describing ocean cir-
culation. The linearization of the dynamical equations
implies that our model can only represent motions with
small amplitude, here around a background state of rest.
Accordingly, themodeldoesnot represent all timescalesof
variability in the real ocean, and emphasis is placed here on
those associated with long baroclinic Rossby waves
(LBRWs; annual and longer time scales). A complete de-
scription of ocean dynamics requires consideration of both
dissipative and inertial effects, particularly in the western
boundary layer (Pedlosky 1987). Even in the oceanic in-
terior, the presence of nonlinear mesoscale eddies, for
example, maymodify significantly the information content
of density observations compared to that elucidated here,
although it should be pointed out that these eddies also
propagate westward and at speeds that are nearly equal to
the phase speed of LBRWs (e.g., Chelton et al. 2011).
Another limitation is the consideration of an oceanic
basin that is square, closed, and flat. The observability of
the flow in a closed basin is expected to be different from
that in an open basin. Signals reflect off boundaries,
propagate along them, for example, as Kelvin waves or
refracted topographic Rossby waves, and radiate away
from them, for example, as baroclinic Rossby waves
(Kawase 1987;Hallberg andRhines 1996).Accordingly, a
perturbation of any element of the initial state would
affect density anywhere in a closed basin at some later
instant. The bottom topography could have a notable ef-
fect on large-scale circulation, particularly from its ten-
dency to follow potential vorticity contours. Topographic
steering of the flow, which is apparent, for example,
in float and drifter trajectories (e.g., LaCasce 2000;
Jakobsen et al. 2003; and references therein), should in-
fluence the information content of density observations
collected at different locations.
Also omitted in this study are various effects onRossby
waves. These include, in addition to nonlinear inter-
actions, the presence of a background current and a var-
iable topography (e.g., de Szoeke and Chelton 1999;
Killworth and Blundell 2004; Killworth and Blundell
2005; Colin deVerdière andTailleux 2005; Tailleux 2012).
Finally, the errors in oceanic data and models should
eventually be considered for observational strategies, as
FIG. 9. Number of nonvanishing eigenvalues (.«m) [N (GK);
solid circles] and trace of the observability Gramian [T (GK); open
circles] as a function of the longitude of the data location. The
displayed values are for a data record with a temporal resolution of
0.05 yr and a length of 20 yr.
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they should restrict the degree to which ocean states can
be observed. Optimal observing systems cannot be
inferred from the Gramian eigenvalues alone, as these
do not incorporate the effects of data and model errors.
8. Conclusions
In this paper, the potential of the observability Gra-
mian in the study of time-dependent ocean circulation is
explored using a dynamical model that is both simplified
(linearized and hydrostatic) and applied to an idealized
basin (square and flat). Three properties of the K-step
observability Gramian GK are considered to evaluate
the information content of density observations. The
determinant ofGK is used to test complete observability,
whereas the number of its nonvanishing eigenvalues
N (GK) and its trace T (GK) are taken as measures of
overall observability. Both measures are applied to de-
scribe observability in the oceanic interior, in frictional
boundary layers, and in a closed basin.
We find that complete observability of an oceanic in-
terior in time-dependent Sverdrup balance is only possi-
ble when the density observations originate from the
westernmost location at each latitude of the investigated
domain. If the observations do not originate from these
locations, the observability Gramian is singular and part
of the oceanic variability will be unobservable. The de-
gree of overall observability increases westward from the
eastern boundary due to the westward propagation of
long baroclinic Rossby waves: data collected at larger
distances from the eastern boundary are more in-
formative, from the viewpoint of overall observability,
than data collected near this boundary.
The observability of meridional frictional boundary
layers is mainly influenced by westward propagation, in
spite of the importance of dissipation in the local vorticity
balance. Signals can propagate in both zonal directions in
these layers, so that an observer could see variability both
to his east and to his west. Nevertheless, westward
propagation determines the best locations to observe
variability in these layers: in the western layer data col-
lected near the boundary are the most informative,
whereas the opposite result holds in the eastern layer.
The observability of a closed ocean basin is influenced
by the planetary vorticity gradient and the boundaries.
Data records with annual resolution and covering two
decades are best located in the western part of the basin
but away from the western boundary. Records with
much higher resolution (e.g., 0.01 yr) and shorter length
(e.g., 0.2 yr) are also best located in the interior region,
where their information content show reduced zonal
variations. Thus, data collected near the western or
eastern boundary appear always less informative, from
the viewpoint of basin observability, than data collected
away from these boundaries.
Given its various limitations, this study should be ex-
tended in various directions. For example, approaches to
determine the observability Gramian of nonlinear systems
have been proposed (e.g., Lall et al. 2002; Singh and Hahn
2004). A question of interest is whether their application to
nonlinear numerical models of ocean circulation is practi-
cal. Another perspective is the application of the in-
formation matrix (e.g., Jazwinski 1970) or stochastic
observability (e.g.,Maybeck 1979), a concept that considers
observational errors. Finally, the properties of the observ-
ability Gramian could be used to explore the information
content of other types of oceanic observations, such as the
hydrographic data from profiling floats and the measure-
ments of sea surface height from satellite altimeters.
There appear to be at least two definitions of ‘‘optimal
observations’’ that can be used for the development of
observing systems for large-scale ocean circulation:
from the viewpoint of observability, these observations
would be those that lead to the largest number of ob-
servable eigenmodes, whereas from the viewpoint of
practical estimation, they would be those that lead to the
smallest errors in the state estimates. Both definitions
are linked, for the presence of unobservable eigenmodes
contributes to the errors in the state estimates (Wunsch
2006). Thus, although observability analyses do not ac-
count for errors, consideration of their results in the
design of observing systems should improve the signifi-
cance of ocean circulation estimates.
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APPENDIX A
Derivation of Vertical Structures
a. WKB solutions
The vertical structures cn(z) and fn(z) are the solutions
of Sturm–Liouville problems:
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d2cn
dz2
1
N2(z)
C2n
cn5 0, (A1a)
cn5 0 at z52H, 0 , (A1b)
and
d
dz

1
N2(z)
dfn
dz

1
1
C2n
fn5 0, (A2a)
dfn
dz
5 0 at z52H, 0 , (A2b)
where C2n5 gHn.
Analytical solutions of problems (A1)–(A2) can be
obtained from theWKBapproximation (e.g., Bender and
Orszag 1978). Consider first the problem for cn(z). Our
derivation follows partly that of Chelton et al. (1998),
although the postulated form of the solution is different:
cn5 exp

1
d

‘
m50
dmSm(z)

. (A3)
A solution of the form (A3) is sought in the limit d/ 0,
where d is a constant, and Sn is a function of z. Inserting
(A3) into (A1a) yields
S000
d
1
(S00)
2
d2
1 2
S00S
0
1
d
1    52N
2(z)
C2n
, (A4)
where the prime indicates differentiation with respect to
depth. The leading-order approximation of this equation is
(S00)
252N2(z) , (A5)
where we have chosen d 5 Cn, as determined by a dis-
tinguished limit (Bender and Orszag 1978). The solution
of (A5) is
S0(z)5 6i
ðz
2H
N(z0) dz0 , A6)
where i5
ﬃﬃﬃﬃﬃﬃﬃ
21
p
and to within an additive constant. The
next order approximation of (A4) is
S000
d
1 2
S00S
0
1
d
5 0. (A7)
Its solution is
S1(z)5 ln[N(z)
21/2] , (A8)
to within another additive constant. A general approx-
imate solution of (A1a) is obtained by combining line-
arly the two solutions for S0(z):
cn,WKB(z)5N(z)
21/2

A cos

1
Cn
ðz
2H
N(z0) dz0

1B sin

1
Cn
ðz
2H
N(z0) dz0

. (A9)
The constants (A, B) must be determined from the
boundary conditions [(A1b)]. The condition that cn
vanishes at z52H implies thatA5 0, and the condition
cn 5 0 at z 5 0 implies that
1
Cn
ð0
2H
N(z) dz5 np, n5 0, 1, 2, . . . , (A10)
or, equivalently,
Cn5
NH
np
. (A11)
Thus, the solution of (A1a) satisfying (A1b) is
cn,WKB(z)5BN(z)
21/2 sin
"
np
NH
ðz
2H
N(z0) dz0
#
.
(A12)
This solution is identical to that derived by Chelton et al.
(1998).
Consider then the problem for fn(z). Inserting the
right-hand side of (A3) into (A2a) yields
22[lnN(z)]01
S00
d
S000
d
1
(S00)
2
d2
1 2
S00S
0
1
d
1 . . . 52
N2(z)
C 2n
.
(A13)
The solution for S0(z) is still (A6), whereas the solution
for S1(z) is
S1(z)5 ln[N(z)
1/2] , (A14)
to within an additive constant. Accordingly, a general
approximate solution of (A2a) is
fn,WKB(z)5N(z)
1/2

C cos

1
Cn
ðz
2H
N(z0) dz0

1D sin

1
Cn
ðz
2H
N(z0) dz0

. (A15)
The constants (C, D) must be determined from the
boundary conditions [(A2b)]. The vertical derivative of
(A15) can be written as
dfn,WKB
dz
5
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N(z)
p ( 1
2N(z)
dN
dz
"
fn,WKB(z)ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N(z)
p
#
1
d
dz
"
fn,WKB(z)ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N(z)
p
#)
. (A16)
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For simplicity, it is assumed that
1
2N(z)
dN
dz
 1
N(z)21/2fn(z)
d
dz
[N(z)21/2fn(z)] .
(A17)
This approximation would hold if the scale of variation
of N(z) is much larger than the scale of variation of
N(z)21/2fn(z). In this case, the vertical derivative of
fn(z) can be approximated by
dfn,WKB
dz
5
N(z)3/2
Cn

2C sin

1
Cn
ðz
2H
N(z0) dz0

1D cos

1
Cn
ðz
2H
N(z0) dz0

. (A18)
The condition that dfn/dz vanishes at z52H implies that
D5 0, whereas the condition dfn/dz5 0 at z5 0 implies
(A10)–(A11). Accordingly, an approximate solution of
(A2a) satisfying (A2b) is
fn,WKB(z)5CN(z)
1/2 cos
"
np
NH
ðz
2H
N(z0) dz0
#
. (A19)
This solution is identical to that reported by Zarroug
et al. (2010), although these authors did not provide a
derivation.
b. Numerical solutions
The differential equations (A1)–(A2) are discretized
on a vertical grid between z 5 24000m and z 5 0m
included and with constant spacing Dz 5 50m. The
vertical derivatives in (A1a)–(A2a) are approximated
by central differences, whereas the vertical derivatives
in (A2b) are represented with one-sided differences
with second-order accuracy. The difference equations
resulting from these approximations are cast in the form
of a generalized eigenvalue problem, Ax 5 lBx. Here,
(A, B) are known matrices, l is an eigenvalue, and x
is the corresponding eigenvector whose components
are the values of cn or fn at different depths between
FIG. A1. Vertical structure cn(z) for the first four baroclinic modes. In each panel, the WKB
solution is the solid line, and the numerical solution is shown with crosses.
SEPTEMBER 2014 MARCHAL 2517
z52H and z5 0 included. The above problem is solved
for x using the QZ algorithm (NAG 1999).
c. Comparing WKB and numerical solutions
The vertical structures cn(z) and fn(z) are entirely
determined by the background stratification N(z). Here,
N(z) is set to vary with depth according to N2(z)5
N20 1 (N1z/H)
2ez/lN , where N0 5 10
25 s21, N1 5
4 3 1022 s21, and lN 5 340m (Zarroug et al. 2010). The
vertical distribution N(z) described by this equation
shows a maximum in the upper 1000m [see Fig. 2a of
Zarroug et al. (2010)], thereby mimicking the oceanic
stratification.
The vertical structures cn(z) and fn(z) derived from
the WKB approximation are generally in good agree-
ment with those obtained by numerical solution
(Figs. A1–A2). The best agreement is obtained for
cn(z), whereas the largest disagreement is found for the
gravest modes of fn(z). This latter result stems from
the assumption, in the WKB solution, that the scale
for the variations in N(z) is much larger than the scale
for the variations in N(z)21/2fn(z) [(A17)]. Since the
vertical variations in fn(z) are relatively small for the
gravest modes, the largest disagreement is observed for
these modes. Considered in section 6 is the vertical
structure f1(z) that is obtained numerically and that
does not rely on the above assumption.
APPENDIX B
Derivation of No Normal Flow Condition
The momentum equations [(45a)–(45b)] are expressed
in dimensionless form using the following relations:
(x, y)5L(x0, y0) , (B1a)
(un, yn)5Un(u
0
n, y
0
n) , (B1b)
hn5 hn
*h0n , (B1c)
f 5 f0 f
0, and (B1d)
FIG. A2. As in Fig. A1, but for fn(z).
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( _un, _yn)5
_Un( _u
0
n
, _y0
n
) . (B1e)
Here, L is a horizontal scale, Un is a velocity scale,
hn*5 f0UnL/g is a pressure scale, and _Un is a scale for the
wind forcing. In (B1), primes indicate dimensionless
quantities. The dimensionless forms of (45a)–(45b) are
then (primes omitted)
2f yn52hnx2
r
f0
un1 _un, and (B2a)
1fun52hny2
r
f0
yn1 _yn . (B2b)
The momentum balances in the interior are taken as
2f yIn52h
I
nx1 _un, and (B3a)
1f uIn52h
I
ny1 _yn . (B3b)
Consider the momentum balances in the western
boundary:
2f yWn 5
L
ds
hWnj2
r
f0
uWn 1 _un, and (B4a)
1fuWn 52h
W
ny2
r
f0
yWn 1 _yn . (B4b)
Representing each variable in the boundary as the sum
of an interior value and a perturbation, for example,
uWn 5 u
I
n(x, y, t)1 ~u
W
n (j, y, t), the balances for the per-
turbation velocities (~uWn , ~y
W
n ) are
2f~yWn 5
L
ds
~hWnj2
r
f0
uWn , and (B5a)
1f ~uWn 52
~hWny2
r
f0
yWn . (B5b)
The condition of no normal flow uWn 5 0 at j 5 0 implies
that, at j 5 0,
2f~yWn 5
L
ds
~hWnj , (B6)
that is, ~hWnj vanishes to O(ds/L) along the western
boundary. A similar derivation shows that ~hEnz vanishes
to the same order at the eastern boundary.
APPENDIX C
Solution of Boundary Adjustment Problems
a. Western boundary layer
Introduce the Laplace transform:
hWn (j,p)5
ð‘
0
~hWn (j, t)e
2pt dt . (C1)
ApplyingaLaplace transformation to (53) and (54b)–(54c)
gives
›2hWn
›j2
1
›hWn
›j
2 (np1an)h
W
n 52ne
2j/d , (C2)
with boundary conditions
lim
j/‘
hWn (j, p)5 0, and (C3a)
hWnj(0,p)5 0. (C3b)
The general solution of (C2) is
hWn (j,p)5C1e
2j/2ej
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

n
p1a
n
11/4
p
1C2e
2j/2e2j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

n
p1a
n
11/4
p
1
ne
2j/d
np1an1 1/d2 1/d
2
. (C4)
Condition (C3a) implies that C15 0, whereas condition
(C3b) implies that
C252
1
d
ﬃﬃﬃﬃ
n
p
[ p1an/n1 1/(nd)2 1/(nd
2)][1/(2
ﬃﬃﬃﬃ
n
p
)1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p1an/n1 1/(4n)
p
]
. (C5)
Define
g5
an
n
1
1
nd
2
1
nd
2
, (C6a)
l5
1
2
ﬃﬃﬃﬃ
n
p , (C6b)
r5
an
n
1
1
4n
, and (C6c)
ﬃﬃﬃ
s
p
5 j
ﬃﬃﬃﬃ
n
p
. (C6d)
The solution of (C2) satisfying (C3a)–(C3b) can then be
written as
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hWn (j,p)52
e2j/2
d
ﬃﬃﬃﬃ
n
p e
2
ﬃﬃ
s
p ﬃﬃﬃﬃﬃﬃﬃ
p1r
p
(p1 g)(l1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p1 r
p
)
1
e2j/d
p1 g
. (C7)
The first term on the right-hand side can be inverted
from entry 827.1 in Table I of Campbell and Foster
(1948), whereas inversion of the second term is standard.
After some algebraic manipulations,
~hWn (j, t)5
1
2(12 d)
exp

12 d
d

j2 gW(an, d, n, t)

erfc
"
nj1 (2/d2 1)t
2
ﬃﬃﬃﬃﬃﬃ
nt
p
#
2
1
2
exp

2

j
d
1 gW(an, d, n, t)

erfc
"
nj2 (2/d2 1)t
2
ﬃﬃﬃﬃﬃﬃ
nt
p
#
2
d
2(12 d)
exp

2
an
n
t

erfc
 
nj1 t
2
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nt
p
!
1 exp

2

j
d
1 gW(an, d, n, t)

, (C8)
where gW(an, d, «n, t) 5 [and 2 (1/d 2 1)]t/(d«n), and
erfc[] is the complementary error function.
b. Eastern boundary layer
Introduce the Laplace transform:
h
E
n (z,p)5
ð‘
0
~h
E
n (z, t)e
2pt dt . (C9)
Applying a Laplace transformation to (56) and (57b)–(57c)
gives
›2h
E
n
›z2
2
›h
E
n
›z
2 (np1an)h
E
n 52ne
2z/d , (C10)
with boundary conditions
lim
z/‘
h
E
n (z,p)5 0, and (C11a)
h
E
nz(0,p)5 0. (C11b)
The general solution of (C10) is
h
E
n (z, p)5C1e
z/2ez
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

n
p1a
n
11/4
p
1C2e
z/2e2z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

n
p1a
n
11/4
p
1
ne
2z/d
np1an2 1/d2 1/d
2
. (C12)
Condition (C11a) implies that C1 5 0, whereas condition (C11b) implies that
C252
1
d
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n
p
[p1an/n2 1/(nd)2 1/(nd
2)][21/(2
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n
p
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p1an/n1 1/(4n)
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. (C13)
Define
g5
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n
2
1
nd
2
1
nd
2
, (C14a)
l52
1
2
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n
p , (C14b)
r5
an
n
1
1
4n
, and (C14c)
ﬃﬃﬃ
s
p
5 z
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n
p
. (C14d)
The solution of (C10) satisfying (C11a)–(C11b) can then
be written as
hEn (z, p)52
ez/2
d
ﬃﬃﬃﬃ
n
p e
2
ﬃﬃ
s
p ﬃﬃﬃﬃﬃﬃﬃ
p1r
p
(p1 g)(l1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p1 r
p
)
1
e2z/d
p1 g
. (C15)
Again, the first term on the right-hand side can be
inverted from entry 827.1 in Table I of Campbell and
Foster (1948) and after some algebraic manipulations,
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, (C16)
where gE(an, d, «n, t) 5 [and 2 (1/d 1 1)]t/(d«n).
APPENDIX D
Finite-Difference Model for Boundary Layers
The domain of the western (eastern) boundary layer
extends from j5 0 (z5 0) at the coast to j5 10.05 (z5
10.05) seaward, where the boundary conditions [(54)]
fboundary conditions [(57)]g are imposed. For each
domain, the numerical grid includesN5 200 points that
are separated by a constant spacing Dj5Dz5 0.05. The
partial derivatives in the governing equations (53)–(56)
are approximated with finite differences. Specifically, ~hWnj
is approximated with a second-order upwind scheme,
except at the grid point j5 10 where a first-order upwind
scheme is employed. Likewise, ~hEnz is represented with a
second-order upwind scheme, except at the grid point
z 5 0 where a first-order upwind scheme is used. The
derivatives ( ~hWnjj,
~hEnzz) are also discretized with second-
order accuracy. The no normal flow conditions [(54c)–
(57c)] at the rigid boundaries j 5 0 and z 5 0 are
approximated with a first-order one-sided scheme. The
temporal derivatives ( ~hWnt ,
~hEnt) are represented with a
first-order forward scheme. The solution method is ex-
plicit and assumes a time step of 0.001. The set of linear
algebraic equations that is derived from finite differ-
encing is then cast in the form of a transition [(1a)].
APPENDIX E
Finite-Difference Model for Closed Basin
The shallow-water equations [(19)] are approximated
with difference equations defined on a staggeredArakawa
C grid. The points carrying u1 (y1) occur at the same
latitudes (longitudes) as the points carrying h1 and
midway between these points. The model grid is regular
but varies between the implicit and explicit schemes that
are used to solve (19) (section 6a). For the implicit
scheme, the grid includes I5 30 (J5 15) points carrying
h1 in the zonal (meridional) direction (Fig. 4), implying a
zonal (meridional) spacing Dx5 133 km (Dy5 267 km).
For the explicit scheme, the grid includes 100 points
carrying h1 in both horizontal directions (I 5 J 5 100),
implying Dx 5 Dy 5 40 km.
The shallow-water equations (19) are discretized as fol-
lows (no subscript formode number is included for clarity):
un11i11/2,j2 u
n
i11/2,j
Dt
2 (f y*)i11/2,j1 g
hi11,j
* 2hi,j
*
xi112 xi
2 nD(=2u*)i11/2,j5 _ui11/2,j , (E1a)
yn11i,j11/22 v
n
i,j11/2
Dt
1 (fu*)i,j11/21 g
hi,j11
* 2 hi,j
*
yj112 yj
2 nD(=2v* )i,j11/25 _vi,j11/2, and (E1b)
hn11i,j 2 h
n
i,j
Dt
1H
 
ui11/2,j
* 2 ui21/2,j
*
xi11/22 xi21/2
1
yi,j11/2
* 2 yi,j21/2
*
yj11/22 yj21/2
!
2 kD(=2h*)i,j5 _hi,j .
(E1c)
Here, i, j, and n are longitude, latitude, and time indices,
respectively. Superscript * is another time index but that
varies between the different schemes (see below).
The Coriolis terms in (E1a)–(E1b) are represented by
( f yi11/2,j)5 0:25( fj21/2yi,j21/21 fj11/2yi,j11/2
1 fj11/2yi11,j11/21 fj21/2yi11,j21/2), and
(E2a)
( fui,j11/2)5 0:25( fjui21/2,j1 fj11ui21/2,j11
1 fj11ui11/2,j111 fjui11/2,j) , (E2b)
where all dynamical variables are implicitly defined at
the time index*.
The diffusion terms in (E1a)–(E1b) are evaluated by
first approximating, from central differences, the first
derivatives (ux, uy), (yx, yy), and (hx, hy) at points halfway
between points carrying u, y, and h, respectively. The
second derivatives (uxx, uyy), (yxx, yyy), and (hxx, hyy) are
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then evaluated, also from central differences, from the
approximated first derivatives.
The finite-difference analogs of the differential equa-
tions [(19)] are solved by using an implicit scheme or an
explicit scheme. The implicit scheme that is used to pro-
duce the circulation example in section 6a is obtained by
identifying the time index * as n1 1 in (E1). The resulting
system of linear algebraic equations is extended to in-
clude the conditions of no normal flow and of no slip at
these boundaries [(20a)–(20b)]. The conditions express-
ing insulation with respect to buoyancy [(20c)–(20d)] are
imposed by vanishing the discretized form of the buoy-
ancy flux at these boundaries. The extended system of
equations includes, as unknowns, u, y, and h at grid points
in the interior and u, y at grid points along the boundaries.
This system is solved using LU decomposition followed
by forward and backward substitutions. The solution is
then improved in one iterative step (Press et al. 1986,
p. 47–50). A time step of Dt 5 1 yr is used.
The explicit scheme that is used to provide the refer-
ence circulation in section 6a is obtained by identifying *
with n in (E1). The resulting equations are solved with
boundary conditions [(20)] by using a third-order
Runge–Kutta scheme (Durran 1999, p. 66). A time step
Dt 5 5 3 1024 yr is used.
Finally, the implicit scheme that is used to determine
the observability Gramians is obtained by identifying
the time index* as n1 1 in (E1), as for the scheme used
to produce the circulation example in section 6a. The
resulting system of linear algebraic equations is de-
scribed in the main text [(60)]. The matrix inverse A21
[(61)] is obtained from LU factorization followed by
substitutions (Press et al. 1986, p. 40). Depending on the
temporal resolution of the observations, the time step in
these equations is Dt 5 0.01, 0.1, 0.5, or 1 yr (Figs. 6–7).
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