This paper describes the application of arti cial neural networks for acoustic-to-phonetic mapping. The experiments described are typical of problems in speech recognition in which the temporal nature of the input sequence is critical. The speci c task considered is that of mapping formant contours to the corresponding CV C 0 syllable. We performed experiments on formant data extracted from the acoustic speech signal spoken at two di erent tempos (slow and normal) using networks based on the Elman simple recurrent network model. Our results (90% initial consonant recognition, 98% vowel recognition, and 90% nal consonant recognition) show that the Elman networks used in these experiments were successful in performing the acoustic to phonetic mapping from formant contours. Consequently, we demonstrate that relatively simple networks, readily trained using standard back-propagation techniques, are capable of initial and nal consonant discrimination and vowel identi cation for variable speech rates.
Introduction
Many speech processing applications deal with time-evolving phenomenon. Arti cial Neural Networks (ANNs) are used in a number of these applications; e.g., text-to-speech synthesis and speech recognition. Consequently, it is desirable to use an ANN structure that can deal with the temporal nature of speech in a natural manner.
There appear to be two primary means of incorporating time into the context of ANNs. The rst technique is to use a spatial representation of time, such as the time delay neural network 1] and the NETtalk system developed by Sejnowski and Rosenberg 2] . In these ANNs time is represented spatially across the network input, and the ANNs compute a static mapping from the input to the output. In the second technique, time is represented implicitly by using a recurrent ANN architecture; that is, the e ects of temporal evolution are captured in the \state" of the network. Recurrent neural networks include 1) Jordan's sequential network 3], which has plan and state units at the input level, 2) Elman's simple recurrent network, which has context units appended at the input level 4], 3) Watrous' temporal ow model 5] with recurrent links for each hidden unit, and 4) fully recurrent networks 6, 7] .
The focus of this paper is on the application of Elman's recurrent network for a \typical" problem in speech processing: acoustic to phonetic mapping. Speci cally, we considered the problem of mapping the contours of the rst three formants to output values that indicate the presence of consonants and vowels in CV C 0 (consonant-vowel-consonant) syllables. Watrous 5] has described a recurrent network that was trained to discriminate /b/ , /d/ , and /g/ in the context of a following vowel (CV recognition). However, our work di ers in that we use a simpler network topology and a simpler training procedure. Furthermore, we recognize CV C 0 syllables instead of just consonants from CV syllables, and we consider variable speech rates as well.
In the following sections, we rst discuss the methods used to extract formant values from the acoustic signal. We then describe the training procedures for the recurrent networks. We conclude with a discussion of the classi cation capabilities of the trained networks for consonant and vowel recognition.
Formant Contour Generation from Speech Data
The talker was a male American who was asked to speak CV C 0 syllables at three di erent speaking rates | normal, fast, and slow. Initial and nal consonants were from the set f/b/, /d/ , /g/ g, and the vowels were from the set f/a/, / / , /I/ g. An Electroglottograph (EGG) signal was collected simultaneously with the speech signal 8]. Both signals were digitized into two channels of a 16-bit Ariel Data Acquisition board in an IBM PC-AT. The recordings were made in an anechoic chamber, and the sampling rate was 10 kHz for each channel.
The EGG signal was recorded to support pitch-synchronous analysis 9]. The EGG signal was used to locate the closed glottal portion of each pitch period during the voiced portion of the CV C 0 syllables 9]. The rst three formants were then estimated from this portion of the pitch period. Previous work 8] has shown that closed phase analysis leads to highly accurate formant estimates. A higher order linear prediction analysis followed by a singular value decomposition was used to estimate the formant frequencies 10]. Since the formants are estimated pitch-synchronously, the formant contours are not sampled uniformly. Cubic spline functions were then t to each formant contour using the spline functions in MATLAB 11], which were then sampled every 10 ms to get a uniformly sampled formant contour. The formant contour was overlayed on a wideband spectrogram of the utterance and visually checked for accuracy. The wideband spectrogram was computed using the ESPS package 12].
The rst three formants were used as the inputs to the Elman recurrent networks trained for phoneme recognition. In addition, only the slow and normal speech rates were used in these experiments. The data for /gIg/ and /dId/ spoken at the slow tempo were unavailable and not used in the experiments described below.
Network Training Methodology

Input/Output Representation
Each network has three inputs, representing the normalized frequency of the rst three formants. Normalization was accomplished by dividing the formant frequencies by 3 kHz, thereby scaling the inputs to the range 0; 1]. The formant trajectories were presented to the networks sequentially through time, one sample for every 10 ms of speech.
The desired output trajectories for both consonant and vowel phoneme positions were chosen so that the outputs could be interpreted as the a posteriori probabilities of the presence of the individual phonemes, as suggested by Watrous et al. 5] . The representation for a phoneme present in the utterance was developed by creating normalized dissimilarity functions for the initial consonant, nal consonant, and the vowel phonemes, using a variation of the technique used in 5]. To develop the dissimilarity functions, all possible combinations of syllables at the same speaking rate, di ering by only one phoneme, for both slow and normal tempos, were compared. For example, the slow /bad/ and /bag/ were compared when computing the nal consonant dissimilarity.
If the three formants for each time step are treated as a vector in < 3 , the Euclidean distance between each pair of syllables can be computed for each time step. The larger the distance, the more dissimilar the two syllables are at that time step. The formant frequency values for each syllable were aligned, and then the distances were calculated. The need for an alignment is a result of the variable length of the utterances for each syllable. Alignment was accomplished by comparing formant frequencies starting with the initial time step for the initial consonant, by comparing the distances starting from the nal time step for the nal consonant, and by centering the distances and comparing common time steps for the vowel. An example of this alignment process is shown in Figure 1 . Once the distances were calculated, the distances were accumulated by again aligning and summing the distances for each pair.
The accumulated distances were then averaged and truncated by including only the cases where all 50 CV C 0 syllables contributed to the accumulated distances. Only 50 combinations were available due to the lack of a slow /gIg/ and /dId/ syllable in the speech data. The resulting accumulated distances represent the average dissimilarity between pairs of phonemes for each phoneme position.
The average dissimilarity for the consonants was then scaled to t the range 1 3 ; 1], and an exponential function was tted to the scaled data. The exponential functions were then used as the desired network output trajectories for representing the phoneme present. Because of the form of the dissimilarity function for the vowel, the vowel dissimilarity function was set to a constant value of one to show the presence of the phoneme. These desired network output trajectories for a present phoneme will hereafter be referred to as the present-phoneme trajectories.
Finally, the desired output trajectories for the remaining two non-present phonemes, the non-presentphoneme trajectories, were computed as 1 2 (1?present ? phonemetrajectory), resulting in a constant sum of 1 over the three desired network outputs for each time step. Based on the length of the utterance, the exponential functions representing the desired network outputs were then scaled temporally to coincide in length with the length of each utterance. An illustration of the present and non-present phoneme trajectories for all three phoneme positions is shown in Figure 2 , in this case for the slow version of /b d/ .
Network Training
Three individual Elman simple recurrent networks were trained, one each for the initial and nal consonant, and one for the vowel. Each network had three inputs, one for each formant in the utterance, and three outputs representing the possible vowels or consonants in each case. The networks had one hidden layer each and xed connections back to context layers 4]. The context layers feed forward to the hidden layer by way of adjustable weights, thereby providing state information to the network. A simpli ed diagram of the network architecture appears in Figure 3 . Weight adjustment was performed 
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Output Units Hidden Units The training data consisted of a repeated, random presentation of 27 CV C 0 syllables of a random mixture of the slow and normal speed utterances of the syllables. The test set used to evaluate the networks consisted of the syllable utterances at the tempos not present in the training set. Thus, the test and training set were completely disjoint. At the start of each utterance presentation, context units were set to values of 1 2 , and each time step of the formant trajectories was then presented to the network in turn. Upon completion of each utterance, context units were reset to 1 2 ; however, the weight adjustments made during the previous presentation remained. The rst time step of each utterance was actually presented three times in succession to allow the networks to overcome initial transients due to the resetting of the context units. The desired outputs at the rst time step were similarly presented three times to the network as the desired outputs. The rst two times steps output by the network were therefore not meaningful and were not considered in the network analyses. A variety of network learning rates, initial weight con gurations, and numbers of hidden nodes were used in the training process in order to determine networks capable of acceptable phoneme recognition. 
Training Results
Selection of the present phoneme from the network output trajectories is based on the mean squared error (MSE) between the network output and the present-phoneme trajectory for each phoneme position. As mentioned previously, the rst two output time steps are ignored in the MSE computations. One possible means of classi cation is to choose the phoneme whose output most closely matches the presentphoneme trajectory (See Figure 4(a) ). Using this criteria yields classi cation results that are overly optimistic, since the criteria does not re ect cases in which two network outputs very nearly match the present-phoneme trajectory and di er only slightly, as in Figure 4(b) .
To yield more realistic classi cation results, two additional criteria were used to evaluate the networks. The rst criterion is a measure of the con dence of the classi cation, computed by comparing each output with both the present and non-present phoneme trajectories. The number of outputs that more closely match the present-phoneme trajectory than the non-present trajectory are then tallied for the utterance. Ideally, this count should equal one, indicating that exactly one output is closer to the present-phoneme trajectory than the non-present trajectory and that the other two outputs are closer to the non-present trajectory than the present trajectory. Thus, a con dence of one indicates that there is one clear choice for the present phoneme. The con dence measure is the percentage of the cases in which the correct phoneme is selected with a con dence of one.
A second method used for a more realistic assessment of network performance is suggested by Watrous et al. 5]. They suggest a tolerance, for example 20%, in which classi cation is correct only if the network output closest to the present-phoneme trajectory is the correct phoneme and the next closest has an MSE at least 20% greater than the MSE of the chosen present-phoneme.
A summary of all three phoneme positions and the percent of correct classi cations for both testing and training sets appears in Table 1 . The percent of correct classi cations, the con dence measure, and percent of correct classi cations with a 20% tolerance are included for each case. The vowel phoneme was the most easily classi ed phoneme position, with a greater percent correct classi cation, yet it required a smaller network than did the other phoneme positions. The nal and initial consonant classi cation percentages were similar; however, the initial consonant classi cation required a much larger network than did the nal consonant classi cation. There were also cases in which classi cation was made correctly when the output trajectories of the network were less than ideal. For example: occasionally, the vowel output would initially choose an incorrect vowel, and then the network would correct the choice after a few time steps. The criteria used above do not necessarily re ect the overall closeness to the desired output trajectory. While the initial and nal consonant classi cation percentages were similar, the initial consonant classi er required a signi cantly larger hidden layer. Using only 7 hidden nodes, the same number as for the nal consonant classi er, initial consonant recognition decreased from 90% to approximately 77%. One possible cause of the more di cult initial consonant classi cation could be the time during which the classi cation takes place. A majority of the classi cation of the initial consonant takes place early in the utterance, as shown in Figure 2 . As a result, initial consonant classi cation is based on less formant contour information than nal consonant classi cation. For example, since nal consonant classi cation is performed during the end of the utterance, the network has seen the initial and vowel formant contours of the utterance. The network thus obtains a great deal more information from the formants before rendering a decision about which phoneme is present.
To test this theory, we trained several networks that actually ran backward through the data. That is, both the formant and desired output trajectories were presented in reverse chronological order. If the above hypothesis is true, we would expect the nal consonant to now be the most di cult to train, the initial to be easier than the nal, and the vowel classi cation to be essentially una ected. However, the initial consonant was again the most di cult to train, even when the data were presented backward to allow the initial consonant network more formant information for its decision. The percentage of correct classi cations in all cases was very similar to the percentages obtained training with the normal time sequence. Thus, it appears that the more di cult classi cation of the initial consonant phonemes is not a result of the selection of the desired output trajectories.
Since the network output representation does not appear to be the cause, we studied the speech data for a possible answer. The average dissimilarity for each phoneme position was examined. The vowel dissimilarity was, on average, the largest, indicating that the di erences between two syllables di ering only in the vowel phoneme position are larger than the corresponding di erences in the initial and nal consonant. The next most dissimilar phoneme was the nal consonant, being a third less dissimilar than the vowel. The most similar of the three phoneme positions was the initial consonant, being only half as dissimilar as the nal consonant and two thirds less dissimilar than the vowel. Thus, on average, the formant contours are much more alike for pairs of phonemes which di er only in the initial consonant than only in the nal consonant or vowel positions. These observations are consistent with the observed results and lend a possible explanation to the relative ease of vowel classi cation and relative di culty of initial consonant classi cation.
Conclusions
We have trained an Elman simple recurrent network to perform an acoustic-to-phonetic mapping based on the rst three formants of CV C 0 syllables. The networks have been trained to support variable speed speech. Vowel phoneme recognition achieved 98% accuracy. Final and initial consonant recognition was approximately 90%. These results compare favorably to previously published work, given the relative simplicity of the Elman network, the use of smaller networks in terms of interconnections and nodes, and the additional ability to perform mappings of variable rates of speech.
While these results are encouraging, there is much room for improvement. The percent of correct classi cations is acceptable, yet the network produces trajectories that occasionally are not as close to the desired output trajectories as hoped. Additional methods for determining network accuracy are needed to better re ect the true success of training. In addition, further work is needed to improve the consonant-phoneme recognition capabilities. This research also needs to be extended in an attempt to create speaker-independent mappings for variable speech rates.
