A statistical method is given for the combination of measurement results in an interlaboratory comparison to obtain a summary reference value and its uncertainty. The method allows objective treatment of measurements suspected of being outliers and objective treatment of measurements with individual uncertainties that appear overly optimistic. This is achieved by assuming that the measurement procedure of each laboratory is subject to a hidden error, and not just the procedures of those laboratories whose results appear to be outliers. The basic method can be extended to allow these errors to be drawn from different distributions for well-defined subsets of laboratories, and to allow the errors within these subsets to be correlated. Examples are given using actual data.
Introduction
The Mutual Recognition Arrangement [1] requires a global interlaboratory comparison of measurement standards to result in the determination of a key comparison reference value and its associated uncertainty. Such a reference value "can be considered to be a close, but not necessarily the best, approximation to the SI value" [1, Preamble] . Two issues that may arise in the derivation of a comparison reference value (CRV) are the treatment of contributions suspected of being outliers and the incorporation of individual uncertainties that seem overly optimistic. An agreed response to these issues needs to be objective and based on clear statistical principles. This paper presents a method with these properties for the calculation of a CRV from the estimates and uncertainties of many contributing laboratories, which are prescribed data [1, Appendix B] . The resulting method is easily understood, and is flexible in its application.
Metrologists will have different opinions about the purposes to which a key comparison reference value may be put. From the author's perspective, applications must fit the definition of the reference value, and the definition must be appropriate for the purposes envisaged. This should be borne in mind when considering the method here, which is based on the principle of maximum likelihood. 1 The framework chosen is that of classical statistics where, for any one experiment, the measurand is treated as fixed and so not as possessing a distribution. Rather, the estimator of the measurand is a random variable that happens to take the observed value, which is the actual estimate. The variability of this estimator is summarized by the reported uncertainty, and here we assume that any prior knowledge of the reliability of the estimator is incorporated into this uncertainty. So all the input information is contained in the estimates and uncertainty information. Comparisons which cannot be represented in this way lie outside the scope of this paper.
Any method of data analysis requires a model describing or stating the origin and meaning of the data. Without such a model being made explicit, different readers will have various understandings of the method itself and its validity. For this reason this paper pays particular attention to the description of the statistical models. These models may not be appropriate for some comparisons, but their description provides a point of reference for dialogue, which is absent if statistical assumptions or interpretations are not made clear.
The key concept is the assumption that each laboratory is subject to a hidden error variable, however small, and not just those laboratories whose results appear to be outliers. The hidden errors in effect describe mean differences between laboratories, which no doubt will prove to be negligible for many sets of data. White et al. [2] make the points that defining a degree of equivalence, as outlined in [1] , implies that such differences between laboratory results are expected, and that the analysis in a comparison should be based on a model that allows for these differences. In [2] the offsets (or biases) of the laboratories are assumed to be fixed and unrelated, and pairwise differences between these biases are estimated using replicated measurements. Here, these biases are initially assumed to be drawn from a distribution with only one unknown parameter, which can be estimated from a set of single measurements obtained from each laboratory. So measurements need not be replicated for the model to be fitted.
Each of laboratories is taken to provide a single estimate of an unknown quantity 2 , with a quoted uncertainty . The CRV is to be the best combined estimate of , according to some criterion. Note that will not in general be the SI value because of limitations common to all laboratories in the stateof-the-art knowledge and practice. So we consider that where is an unknowable bias. One approach is to identify and remove outliers by an agreed mechanism, and then to let the CRV be the usual inverse-variance weighted mean where Suppose outliers are removed. It is easily shown that is the maximum-likelihood estimate of , if is taken to be the common mean of normal distributions with variances , each independently sampled once to obtain . That is, is the maximum-likelihood estimate of if the statistical model is where each is an independent value of a normal variable with mean 0 and variance , and is indexed over the retained estimates. Under model (2) , is also the minimum-variance unbiased estimator of .
However, if systematic differences between laboratories are assumed to exist (as implied by allowing a degree of equivalence), then model (2) is incorrect. The weighted mean (1) simply becomes an ad hoc method of locating a summarizing central value. Moreover, a comparison assumes a priori that large unaccounted-for errors do occasionally occur, otherwise the treatment of outliers would not be an issue. If this assumption is made then why not make the assumption that smaller errors also occur among measurements that would not be rejected as outliers? These ideas call into question the utility of (1).
These problems are addressed by introducing the concept of a "hidden error", which is the total error not taken into account in an uncertainty budget, however small this may be. Each measurement is assumed to be independently subject to such an error, whose variance is to be added to the values. For reasons discussed in Section 4, the mean of the population of hidden errors is taken to be zero. The variance of this population is estimated from the data and added to each squared uncertainty, and a new set of weights calculated for 2. The i values are assumed to have been adjusted for any travel drift.
combination in the manner of (1) to obtain the CRV. So the new weights ascribed to results with small reported uncertainties will be based not just on those uncertainties, but also on the variance of the hidden errors.
In comparisons where the measurements lie close together the hidden errors will be small, so their effect will be small. In other comparisons, the hidden errors will tend to be small for measurements in the main cluster and large for measurements lying distant from this cluster, especially if they have small quoted uncertainties . Therefore measurements that have small uncertainties but which lie away from the main cluster will have considerably reduced influence.
Section 2 briefly describes maximum-likelihood estimation, which, with a statistical model, provides a defensible method of calculating a reference value. Section 3 describes an objective method of removing outliers by comparing each observation in turn with the model fitted to the remaining observations. Section 4 then presents the proposed method assuming that the hidden errors are independently drawn from a single population. In Section 5 the model is generalized to allow different populations of hidden errors for different groups of laboratories, and in Section 6 we allow for correlations between the hidden errors. Sections 4 to 6 contain corresponding examples. This paper does not describe models allowing correlated values. Such models may be the subject of a future publication. The motivation here is to present an objective method for reconciling measurements that may otherwise appear inconsistent because of a large spread of the estimates, and consequently to avoid unnecessary decisions to discard hard-earned measurements as outliers. Such inconsistency between estimates would appear greater if positively correlated values were assumed, because the uncertainties associated with the differences between the estimates would be reduced.
Maximum-likelihood estimation
Maximum-likelihood estimation is a popular technique in classical statistics for estimating the values of unknown parameters of a distribution. The maximumlikelihood estimates (MLEs) of a set of parameters are those values of the parameters that maximize the likelihood function -which is the joint density function evaluated at the observations but expressed as a function of the unknown parameters. These parameter values might then be called those "most likely" to have given rise to the data under the assumed model. 3 See, for example, [3] This concept of the "most likely" set of parameters provides the optimality criterion used in this paper for the choice of the CRV; in each model put forward the CRV will be the MLE of . An alternative definition of optimality involves minimizing a cost. However, users will specify different cost functions according to their purposes, so defining a CRV with minimum cost in mind seems inappropriate. A simple example of a minimum-cost solution is a least-squares solution, where the cost deemed appropriate is the sum of squared deviations. With many analyses involving normal variables, such as (2), the least-squares and maximumlikelihood solutions are identical, because minimizing the sum of squared deviations, such as , is the same as maximizing the likelihood function through this quantity appearing in the exponent. 
Detection of outliers
To avoid the appearance of subjectivity, an objective method for the detection of outliers in a laboratory comparison should be agreed upon prior to the comparison; a task which will be difficult without an explicit statement of the statistical model. This section presents a methodology based on classical statistical principles for rejection of outliers under the example model (2) . The technique is readily applicable with other models, as shown in later sections.
Outlier detection involves testing the hypothesis that every value obeys (2) , where the values are drawn from the distributions stated. No other information is relevant as it has been assumed that all knowledge about the measurand is contained in the values and the uncertainty information. 4 . A Bayesian analysis also uses the likelihood function, but as a means of updating knowledge about a parameter from a subjective starting point. In the contentious area of laboratory comparisons, it seems appropriate to avoid subjectivity wherever possible.
The chief measure of performance of a hypothesis test is its significance level, which is the arbitrary probability of rejecting the tested hypothesis when it is actually true. This probability must be chosen prior to the data being collected, or at least without reference to the data, for the test to be proper and objective.
Suppose that the probability of concluding that an outlier exists when none exists is chosen to be 0.05. That is, we are willing to make this kind of error in of such comparisons. A priori each of the independent observations needs to be tested for compatibility with the model. The overall significance level will be approximately if the significance level used in the test of each observation is . The total probability of the wrongful rejection of one or more observations will be 5 if the results of the tests are independent, which is approximately the case.
An objective method which limits this total probability to 0.05 is the following. For each observation, , we record the -value, , of a test of consistency of that observation to the best model fitted to the remaining observations. 6 For example, under model (2), denote the CRV obtained with the -th observation removed by . (This will be an observation of a random variable because the data are observations of random variables.) Its standard deviation is denoted , where the notation indicates that this quantity is suitable as a definition of the uncertainty in the CRV. Then where is the standard normal distribution function, e.g.
. If then the corresponding observation is sufficiently discordant with the others to be deemed an outlier. This observation is removed and the whole process is repeated with the remaining observations, but with no change to the significance level for each individual test, i.e. no change to the right-hand side of (3). When (3) does not hold there are no further outliers to be removed.
A quicker process overall would involve calculating using the and values obtained from all the data instead of using and obtained by excluding the -th observation.
5. This is a good approximation. The value of n reduces monotonically from 0.05 at to at . 6. For example, a -value of 0.03 indicates that, under the fitted model, the probability that any given observation is (at least) as extreme as the omitted observation is only 0.03.
This "inclusive" process would have an error probability of no more than 0.05 but would be expected to be less powerful in identifying outliers because the observation tested at any stage has influenced the parameter estimates. In some simple tests of discordance for the identification of outliers it can be shown that the inclusive and exclusive alternatives are in fact equivalent tests [4] . This does not appear to be the case with the models presented in Sections 4 to 6.
Model with single hidden-error population
As suggested in the Introduction, each estimate is assumed to have been subject to a hidden error. This error is the total error not taken into account in the uncertainty budget, and might be negligible. This section presents a simple model where the hidden error from each laboratory is assumed to be independently drawn from a single population. 7 We then apply the techniques of maximum-likelihood estimation and outlier rejection described in Sections 2 and 3 to obtain a reference value, , and its uncertainty . Suppose that each , with quoted uncertainty , is also subject to a hidden error with a variance common to each laboratory. The model is where is a value of a normal variable with mean 0 and variance , and is a value of a variable with mean 0 and unknown variance . Also, the variables for , , and , , are mutually independent. The mean of the distribution of hidden errors is assumed to be zero because each laboratory has taken into account all existing knowledge in its measurements, so deviations are as likely to be positive as negative in general. Besides, if this mean were not zero then it would be an inestimable bias affecting all observations equally, and so would in effect become a component of the "state-of-the-art" error, .
The analysis below requires the assumption that be drawn from a normal distribution. Under model (4), this assumption is valid if the population of hidden errors is normal, and it is appropriate if the population of hidden errors is nearly normal. The hidden error represents the sum of all errors not taken into account in the uncertainty budget, from all sources. So in complex systems the hidden error will tend to have a normal distribution by the Central Limit Theorem. Also, will be smaller than, or comparable to, the values in practice. So, with the variable for being normal, the distribution of the variable for will be close to normal even if the distribution of hidden errors is not. Lastly, the assumption of normality is made at 7 . Such a model would be applicable if, for example, each laboratory uses a common brand of equipment whose manufacturer consistently underestimates a calibration uncertainty.
some stage in many analyses; for example, with the quantities above and in the theory leading to the use of the Welch-Satterthwaite formula as advocated in [5] . So each value is assumed to be independently drawn from a normal distribution with common mean and individual variance . The two unknown statistical parameters in the model are and . 8 
Existing model using variance estimates
Model (4) (with the assumption of normality) is a special case of one put forward by Cochran [7] and recently discussed in some detail by Vangel and Rukhin [8] :
where each is an independent value of a normal variable with mean 0 and unknown variance , and each is an independent value of a normal variable with mean 0 and unknown variance of, say, . The -th laboratory furnishes independent results, and is an estimate of with degrees of freedom, where . Model (5) can be interpreted as a one-way analysisof-variance model with random effects and unequal error variances. In our case has been treated as exact, and so in effect and . We do not have the data but only the and data. The requirement that the error variances be estimated means that the analysis of Vangel and Rukhin [8] is more complex than our treatment based on (4). They obtain a solution by searching the plane of possible coordinates on a grid to maximize the likelihood function, and they estimate the uncertainty in the estimate of using a Bayesian analysis with uninformative prior distributions.
Calculation of reference value
Let us return to model (4) is denoted , and the MLE of is denoted . These can be found by maximizing π Setting the partial derivatives of (6) to zero gives the pair of simultaneous equations and We can substitute (7) into (8) to obtain and then can solve for numerically. Finally can be found from (7). It is apparent that (7) is an inverse-variance weighted sum where each weight is bound between and the value in (1). To solve (9) for a search might be performed between 0 and some unnecessarily large number, such as , at closely spaced values to locate every positive solution. 9 Subsequently these are examined in turn to obtain the value maximizing the likelihood.
In some cases (9) is satisfied only by one or more negative values of , which is not reasonable. This indicates that including a hidden error is unnecessary if our model is correct; the maximum-likelihood solution in these cases is . If the least-negative of these values is too negative then the model would seem to be incorrect; the values are seen to be more than adequate to encompass the spread of values. This might be caused by the errors in (4) being positively correlated, or one or more values being overestimated in erring on the side of conservatism.
9. It appears that there can be only one positive solution to , the existence of which can be determined easily. However no proof of this could be found. To explain, suppose that (7) holds for some positive value of 2 . Then increasing 2 makes each multiplier 2 2 i become more similar and so shifts towards the sample mean . Now suppose instead that (8) holds for some positive value of 2 . Then increasing 2 will make each 2 2 i 2 term also become more similar, and will increase these by more than it will increase the 2 2 i terms in the denominators on the right-hand side. The effect will be that i 2 will increase away from its minimum, which occurs when . So shifts away from . These behaviours suggest that there can be at most one positive simultaneous solution to (7) and (8) . The existence of such a solution will depend on the relationship between the values of satisfying (7) and (8) when 2 . The solution will exist if the value of satisfying (8) when 2 lies between and the value of satisfying (7) when 2 . If so, a more efficient search method could be used.
Uncertainty in reference value
The Mutual Recognition Arrangement [1, Appendix B] associates an uncertainty with a key comparison reference value. Such an uncertainty provides a contribution to the degree of equivalence of a laboratory standard to the reference value. A suitable value for this uncertainty might be chosen to reflect the spread arising from various reasonable methods of defining the reference value. However, each method involving the data gives a reference value which itself has an uncertainty because the data are observations of random variables. If these intrinsic uncertainties are comparable with the likely spread of reasonable estimates then they should not be ignored.
In the absence of knowledge of this spread, the uncertainty in the reference value is taken to be the uncertainty in associated with model (4). This would be the standard deviation of the distribution of values if the comparison were repeated many times. This section presents the derivation of a suitable approximation to this standard deviation.
Notation should distinguish between random variables and the observed values that they take. Let , and denote the random variables for the observed quantities , and . Equation (7) We see that the hidden-error variance affects the uncertainty only to the extent that it is comparable with the values. In the special case where each is equal to , say, then , as might be expected.
As a definition of the uncertainty in CRV, (12) takes into account the random nature of the data and its effect on the estimate . The assumptions underlying this definition are the assumptions of model (4), in particular the independence of the errors and from each other and from laboratory to laboratory.
A slightly more accurate, but a computationally intensive, method for estimating is a simulation of many trial comparisons involving the laboratories whose results were not rejected as outliers. In any such trial is assigned a random normal value with zero mean 10 and fixed variance . The measurements and constants are combined as described above (without outlier detection) to obtain the CRV for that trial. After a large fixed number of trials the standard deviation of the set of CRV values could be taken as . This will also be an approximation because the procedure involves using the estimate to represent the parameter .
Because and are nearly independent and , is an approximately unbiased estimator of , i.e.
. Also, treating as a constant equal to means that has a normal distribution, from (10) . Therefore, if the context were the estimation of using a confidence interval then the multiplier for the standard deviation (12) would be well known. For example, a 95 % confidence interval for would be .
Examples
This section presents two examples in which the method is applied with the outlier-detection technique of Section 3. As in Section 3, we denote the maximumlikelihood estimates obtained with the observation removed by , and . The -value associated with the compatibility of to the other observations is and an outlier is removed while . 10 . The mean can be any constant because it does not affect the spread of the CRV values.
Example 1
The procedure is illustrated using data from an actual comparison of standards [9] recorded in Table 1 as and . Scale and location information are absent, so the unit of measurement is irrelevant. The data pairs are ordered by measurement value. The uncertainty recorded for the sixth data point is so large that the results below are unchanged if this point is discarded, even to two decimal places further than shown. Figure 1 gives a graphical representation of these data, where the abscissa gives the points and the interval
. The values tabulated are derived. Each point in turn was removed from the set and the MLEs found. The point with the smallest -value was the data point with . This is greater than so no points were deemed to be outliers. Analysis on the full set then gave and
. If the context were the estimation of the mean, a 95 % confidence interval for would therefore be . The CRV and the limits of the 95 % confidence interval are given by the vertical lines in Figure 1 . The estimate of the variance of the hidden errors is , which is larger than several of the values. To demonstrate the accuracy of the analytical method of defining , many simulated comparisons were carried out on the set of data with the sixth observation removed, and with no outlier detection. The standard deviation of the resulting set of values was 0.035, in agreement with . The sample size was 1000, so this estimate of 0.035 has associated degrees of freedom and a relative standard deviation of . 11 A histogram of the values appeared consistent with normality.
Applying the simple formula (1) without outlier detection gives and , and the interval . The two 11 . Using a larger sample would have been preferable in order to support the theoretical result more strongly. However this was not possible due to memory-management limitations in the software package used. points dominating this calculation are those for and , which both have a very small quoted uncertainty. So the CRV lies approximately midway between these two points and impressive precision is assigned to the CRV. However, as outlier testing was not carried out, the results from (1) give no indication that the data for and are mutually inconsistent, for example. In contrast, applying (1) with the same form of outlier detection identifies observation and then observation as outliers, 12 and gives and , and the interval . With observation deleted, observation dominates the calculation of the CRV.
Example 2
A second example uses data from an actual comparison with [9] . The data with elements again ordered according to the measurement value are given in Table 2 and plotted in Figure 2 . Again scale and location information have been removed.
Each point in turn was removed from the set and the MLEs obtained. The smallest -value was , which was observed with the first observation, . This is smaller than , so the first observation was 12. In this example, observation is identified as an outlier and observation is not, yet they both have the same quoted uncertainty and observation lies slightly closer to the inverse-variance weighted mean . This may seem curious. However is not a quantity arising in the (exclusive) method of outlier rejection (see Section 3), partly because observation is removed first. removed. The analysis was repeated with the remaining nine observations, and the minimum -value of 0.038 was observed (with ), so no further observations were rejected as outliers. Analysis on the full set of nine remaining observations gave and . So a 95 % confidence interval for would be . The CRV and the limits of the 95 % confidence interval are given by the vertical lines in Figure 2 . The estimate of the variance of the hidden errors is . As in Example 1, a simulation of many trial comparisons was conducted without outlier detection to estimate the true standard deviation of the values. The sample size was 1000, and the standard deviation observed was 0.26 (with a relative standard deviation again of approximately 3 %), which is slightly greater than . The increase is due to some trials giving values of greater than zero. If these could have been ignored we would have obtained 0.24, in agreement with as found from the analytical method. These trials appeared in the tails of the histogram of the values, which despite this appeared consistent with normality.
With this data the proposed method gives a narrower 95 % interval than any of the five methods discussed in [10] , which includes using (1) without outlier detection. However, because the final estimate of is zero, the same interval would have been obtained using (1) with outlier detection.
If the proposed technique is applied without outlier detection, the first data point is influential. We obtain , , and the much wider interval .
Several hidden-error populations
Model (4) assumed a single population of hidden errors, so each laboratory was treated as belonging to a single group. This section presents an alternative model where there are different hidden-error populations for well-defined sub-groups of laboratories. A more natural first alternative to (4) involves the introduction of correlations into the hidden errors. This is best addressed in the context of sub-groups, and so is deferred to Section 6. Ideally a model is chosen according to expert opinion and without reference to the data, so the model here is not proposed as a backup for the model of Section 4 in case of failure, but as a model to be chosen in its own right. It is tempting to group laboratories according to the values of their estimates, but this would imply a non-zero mean for the distribution of hidden errors for at least one of the sub-groups. As implied in Section 4, to obtain a meaningful solution a mean of zero has to be ascribed to one or more of the sub-groups, so this technique would involve a degree of subjectivity. In addition, because the estimates are values of random variables, the data may wrongly suggest the existence of various sub-groups. Consequently, the number of sub-groups and the criterion for grouping should reflect the measurement procedures used by participating laboratories and not be chosen simply to fit the data.
Let there be sub-groups, and let the -th subgroup have members. So , and the model is where is the measurement result from the -th laboratory in the -th sub-group, and is a hidden error drawn from a distribution with mean 0 and unknown variance . Also, is an error drawn from a normal distribution with mean 0 and the quoted variance (not to be confused with the quantity of Section 4.1). The errors and are drawn independently. As before, it is assumed that the distribution of the variable for is normal. The likelihood function is now π where the factor in the double product is the density function of the variable for . Let denote . To obtain the required maximumlikelihood estimates and , we set the partial derivatives of to zero to obtain the simultaneous equations and Let denote a trial value for . For any given value of the equations of (17) can be solved separately to find the likelihood conditional on . Each is solved to obtain the corresponding trial value of by searching on a fine grid between 0 and inclusive, above which the equation can have no solution.
13 Subsequently the likelihood (15), or its corresponding log-likelihood, is calculated for . This likelihood is maximized with respect to over the clearly adequate interval to obtain the maximumlikelihood estimate , which is the required CRV.
Equation (16) shows that is again a weighted mean. So is again approximately unbiased and normally distributed, and its standard deviation can be found in the same way as in Section 4.3 using
The method of outlier detection of Section 3 can be carried out for all measurements in sub-groups with at least two members. Suppose that there are such measurements, where ideally is equal to . Each of these measurements is removed in turn and the set of values is calculated, where the notation is obvious. If then the corresponding observation is removed, and the process is repeated, with appropriate adjustments in the values of the indices of summation. (Note that (12), (13), and (3) are simply special cases of (18) to (20) with .) Under model (14), the squared uncertainty for the estimate of any laboratory in a sub-group of 13 . I suggest that any positive value of 2 j satisfying the -th equation in (17) for some 0 is unique, so that the search method could be made more efficient. However no proof of this has been found. loses all meaning except as a lower bound for the freely variable quantity . Despite this, (14) could be fitted for up to sub-groups, where the number of unknown parameters in the model would become equal to the number of data points, . Such over-parameterization is highly inadvisable in models for prediction or extrapolation.
Example 3
Recall the data of Example 2 in Section 4.4.2. Suppose that the first five measurements are known to be derived using a different technique to that used to obtain the others, so there is reason to believe that the corresponding hidden errors are drawn from different distributions. Let denote the first group of five measurements and denote the second group.
The method was applied with each of the ten observations removed in turn. The lowest -value obtained was 0.047 for observation , so no outliers were detected. Subsequently the method was applied to the full set to give and , so a 95 % interval for would be . The estimates of hidden-error variances were and . So a hidden-error distribution is required to make the results of the laboratories in the first group self-consistent, but no hidden error is required for the results of the second group. The effect of assuming there to be two populations of hidden errors according to this grouping has been to raise the CRV and the confidence limits above those of Section 4.4.2, even though the first observation is no longer regarded as an outlier.
Correlated hidden errors
This section presents models that are applicable if the hidden errors within the sub-groups are known to be perfectly correlated or are assumed to have a common unknown correlation. Special comments apply if the laboratories comprise a single group, i.e. if
. The same kind of analyses would be possible with models allowing correlations between the variables for the terms; this may be the subject of a future publication.
Perfect correlation
Suppose that the sub-groups represent laboratories known to share the same hidden error drawn from a single population. In effect, this assumes that the hidden-error variables in any sub-group are known to be perfectly correlated. Model (4) becomes where is drawn from a single distribution with mean 0 and unknown variance . The errors and are drawn independently. We now alter the previous assumption that the variable for can be treated as normal to the stronger assumption that the variable for is itself normal. The corresponding likelihood function is
The quantity in the curly brackets is the joint density of the observations in the -th sub-group conditional on the value . The integral is the unconditional joint density of these observations, and the final product is the joint density for all the observations. The exponential factors in the integrand are multiplied, and by completing the square the resulting exponential can be expressed as where When the integration is performed (22) becomes π which is to be maximized to obtain and . Taking the logarithm of (23) Again is a weighted mean. So, by analogy with the derivation of (11) and (12), and again is approximately unbiased and normally distributed.
Outlier detection can be carried out in the same way as in Section 3. If , where then the corresponding observation is removed and the process is repeated until no outliers remain.
If the laboratories comprise a single group then and the only hidden error in the model is the single quantity , which is , say. There is then no way of distinguishing between the unknown quantities and , so estimation of alone is not possible. The MLE of will be and, with the subscript dropped, the model becomes which is model (2) with standing for .
Example 4
Take the data of Example 1 in Section 4.4.1 and discard the measurement for . Suppose that the five measurements with relatively small uncertainties, i.e.
, are known to be derived using a different technique from that used to obtain the remaining thirteen. Let denote the smaller group and denote the larger group, and suppose that the hidden error is the same within each sub-group. So the model to be used is (21) and the likelihood to be maximized is (23).
The lowest -value obtained is for observation so it is removed. On the next iteration the lowest -value is 0.0004 for observation , so it is removed.
14 No further outliers are found. Subsequently the method is applied to the remaining set of sixteen measurements to give and , so a 95 % interval for would be . The estimate of hidden-error variance is . The results are the same as those obtained using (1) with outlier detection, as described in Example 1 of Section 4.4.1, where observation dominates.
14. See footnote 12.
The results are quite different from those of the basic method using model (4) in Section 4.4.1. One effect of assuming the same hidden error for measurements within the same group has been to mark the measurements in the smaller group as mutually incompatible. Two of the group of precise observations have been discarded, so the rationale for fitting this model might need to be re-examined.
As in Examples 1 and 2, a simulation of many trial comparisons was conducted without outlier detection. The standard deviation of the sample of a thousand values was 0.019 (again with relative standard deviation of approximately 3 %), which is somewhat greater than . The increase arises from twelve trials giving values of markedly greater than zero, and appearing as outliers on the otherwise normal histogram of the values. As in Example 2, if these could have been ignored we would have obtained 0.017, in adequate agreement with the analytical method.
Unknown correlation
The model (21) assumes a correlation of between every pair of hidden-error variables in the same subgroup. An alternative would be to assume that there is a unknown correlation for every pair in the -th subgroup, , and assume that every pair has the familiar bivariate normal distribution.
15 Equation (21) would be replaced by where each value is independently drawn from the standard normal distribution [11, Ch. 35] . The correlations arise because each hidden error in the -th sub-group uses the common value . The global maximum-likelihood solution could be obtained numerically, but with more difficulty because of the extra unknown parameters . Instead we might settle for finding a local maximum in the region of the solution to (22). 16 If then there is no way of distinguishing between the unknowns and , so estimation of alone is not possible. With the subscript dropped, the model becomes which is model (4) with standing for and for , i.e. with standing for .
15. There are other bivariate distributions with normal marginal densities, but these are unlikely to be encountered. 16. It would obviously be of advantage to have a proof of the existence of a unique maximum.
Conclusions
An objective method has been presented for the calculation of a reference value, and its uncertainty, from measurements in an interlaboratory comparison. Such a reference value is required for the definition of a degree of equivalence of a national measurement standard according to the Mutual Recognition Arrangement [1] . The input from each participating laboratory is expressed as a single measurement with an associated uncertainty. These inputs are easily interpreted and manipulated after the statement of an explicit statistical model. In the basic method it is assumed that the measurement of each laboratory includes a hiddenerror term drawn from a single population. This leads to an objective predetermined method of identifying outlying results in the comparison and reducing the influence of peripheral measurements with small quoted uncertainties. The reference value is defined to be the maximum-likelihood estimate of the common mean of the distributions of the laboratory measurements, . The standard deviation of this estimate can be taken as the uncertainty in the reference value if this is preferred to an uncertainty encompassing all reasonable variation in the definitions of a reference value. Any such definition of a reference value needs to be in keeping with its agreed purpose.
Model (4) is not appropriate for the analysis of all comparison data but is a useful modification of model (2) , which is the model giving statistical validity to the usual inverse-variance weighted mean (1) . It can be extended to allow the hidden errors for well-defined subsets of laboratories to be drawn from different distributions, and to allow the hidden errors to be correlated. The resulting models are necessarily more complicated, especially if imperfect correlations are envisaged. Other modifications that may be useful include the treatment of input uncertainties based on finite degrees of freedom, and the treatment of input measurements correlated in their input uncertainties and not just in their hidden errors. These may be the subject of future work.
