In this paper we take the rst step toward a classi cation of the approximation complexity of the six-vertex model, an object of extensive research in statistical physics. Our complexity results conform to the phase transition phenomenon from physics. We show that the approximation complexity of the six-vertex model behaves dramatically di erently on the two sides separated by the phase transition threshold. Furthermore, we present structural properties of the six-vertex model on planar graphs for parameter settings that have known relations to the Tutte polynomial ( ; , ).
Introduction
Six-vertex models originate in statistical mechanics as a family of vertex models for crystal lattices with hydrogen bonds. Classically it is de ned on a planar lattice region where each vertex of the lattice is connected by an edge to four "nearest neighbors". A state of the model consists of an arrow on each edge such that the number of arrows pointing inwards at each vertex is exactly two. This 2-in-2-out law on the arrow con gurations is called the ice rule [Sla41] . Thus there are six permitted types of local con gurations around a vertex-hence the name six-vertex model (see Figure 1) . In graph theoretic terms, the states are Eulerian orientations of the underlying undirected graph. In general, the six con gurations 1 to 6 in Figure 1 are associated with six possible weights 1 , … , 6 . We will follow convention in physics and assume arrow reversal symmetry 1 , i.e. 1 = 2 = , 3 = 4 = and 5 = 6 = . In this paper we assume , , ≥ 0, as is assumed in classical physics. The partition function of the six-vertex model with parameters ( , , ) on a 4-regular graph , where incident edges of each vertex are labeled 1 to 4, is de ned as ( ; , , ) = ∑ ∈( ) 1 + 2 3 + 4 5 + 6 , where ( ) is the set of all Eulerian orientations of , and is the number of vertices in type (1 ≤ ≤ 6) in the graph under an Eulerian orientation ∈ ( ).
The rst such models were introduced by Linus Pauling [Pau35] in 1935 to describe the properties of ice. In 1967, Elliot Lieb [Lie67c, Lie67a, Lie67b] famously showed that, for parameters ( , , ) = (1, 1, 1) on the square lattice graph, as the side of the square approaches ∞, the value of the "partition function per vertex" = 1/ 2 approaches 4 3 3/2 ≈ 1.5396007 … (Lieb's square ice constant). This is called an exact solution of the model, and is considered a triumph. After that, exact solutions for other lattice type graphs (such as [Sut67, FW70] ) have been obtained in the limiting sense. For half a century, the six-vertex model has fascinated physicists, chemists, mathematicians and others 2 . Beyond physics, connections of the six-vertex model to many other areas are discovered. For example, Zeilberger [Zei96] proved the famous alternating sign matrix (ASM) conjecture in combinatorics, and Kuperberg [Kup96] gave a simpli ed proof making a connection to the six-vertex model.
The six-vertex model is also known to be related to the Tutte polynomial [EMM11] in at least two points. It is known [Tut54] that ( ; 0, −2) is the number of Eulerian orientations, i.e., ( ; 0, −2) = ( ; 1, 1, 1) = |( )|, for every 4-regular graph . Another link was proved by Las Vergnas [Ver88] that ( ; 1, 1, 2) = 2 ( ; 3, 3) for any plane graph with medial graph .
Recently, the exact computational complexity of six-vertex models has been investigated. This is studied in the context of a classi cation program for the complexity of counting problems, where the six-vertex models serve as important basic (asymmetric) cases for Holant problems [CFS17] . It is shown that there are some surprising P-time computable settings, but for most parameters computing the partition function ( ; , , ) exactly is #P-hard. Under our parameterization of , , being nonnegative (as is the case in the classical setting), the only P-time computable cases are: (1) two of , , are zero or (2) one of , , is zero and the other two are equal. Evaluation at any other point for a general graph is #P-hard. On planar graphs it is also P-time computable for parameter settings ( , , ) that satisfy 2 = 2 + 2 . All other nontrivial P-time computable cases require cancellations (for real or complex parameters ( , , )) and do not apply for nonnegative , , . Mihail and Winkler rst proved that computing the number of unweighted Eulerian orientations is #P-complete over general graphs [MW96] . Huang and Lu proved that it remains #P-complete for even degree regular (but not necessarily planar) graphs [HL16] . Guo and Williams improved it to planar 4-regular graphs [GW13] . The latter is equivalent to computing the partition function of the six-vertex model on planar graphs with the parameter setting (1, 1, 1).
In terms of approximate complexity, results are limited. To our best knowledge, there are only a very few papers that relate to the approximate complexity of the six-vertex model, and they are all on unweighted Eulerian orientations. Mihail and Winkler's pioneering work [MW96] gave the rst fully polynomial randomized approximation scheme (FPRAS) for the number of Eulerian orientations on a general graph. Luby, Randall, and Sinclair presented an elegant proof of the rapid mixing of a Markov chain that leads to a fully polynomial almost uniform sampler (FPAUS) for Eulerian orientations on any region of the Cartesian lattice with xed boundaries [LRS01] . Randall and Tetali [RT00] used a comparison technique to prove the singlesite Glauber dynamics is rapidly mixing on the same lattice graph, by relating this Markov chain to the Luby-Randall-Sinclair chain. Goldberg, Martin, and Paterson [GMP04] further extended the technique by Randall and Tetali to prove that the single-site Glauber dynamics is rapidly mixing for the free-boundary case on lattice graphs.
The known results on approximate complexity for the six-vertex model are all for the unweighted case, which is the point (1, 1, 1) in the six-vertex model. In this paper we initiate a study toward a classi cation of the approximate complexity of the six-vertex model in terms of the parameters. Our results conform to phase transitions in physics.
Here we brie y describe the phenomenon of phase transition of the zero-eld six-vertex model (see Baxter's book [Bax82] for more details). On square-lattice in the thermodynamic limit: (1) When > + (FE: ferroelectric phase) any nite region tends to be frozen into one of the two con gurations where either all arrows point up or to the right (Figure 1-1) , or all point down or to the left (Figure 1-2) . (2) Symmetrically when > + (also FE) all arrows point down or to the right (Figure 1-3) , or all point up or to the left (Figure 1-4) . (3) When > + (AFE: anti-ferroelectric phase) con gurations in Figure 1 -5 and Figure 1 -6 alternate. (4) When < + , < + , and < + , the system is disordered (DO: disordered phase) in the sense that all correlations decay to zero with increasing distance; in particular on the dashed curve 2 = 2 + 2 the model can be solved by Pfa ans exactly [FW70] , and the correlations decay inverse polynomially, rather than exponentially, in distance. See Figure 2a . In Figure 2b we have a corresponding complexity landscape.
Theorem 1.1. There is an FPRAS for ( ; , , ) if 2 ≤ 2 + 2 , 2 ≤ 2 + 2 , and 2 ≤ 2 + 2 (the blue region). There is no FPRAS for ( ; , , ) if > + or > + or > + (the grey region), unless RP = NP.
Our FPRAS result is actually stronger in that the FPRAS works even if di erent signatures from the blue region are assigned at di erent vertices. The blue region is a proper subset of the disordered phase. The point (1, 1, 1) is contained in this region, which is the only previously known approximable case. The hardness part (the grey region) coincides with the FE/AFE phases. The three green points together with a point at in nity (( , , ) = (1, 1, 0)) are exactly P-time computable. All parameters belonging to the orange curve 2 = 2 + 2 are exactly P-time computable on planar graphs. Computing for the six-vertex model at (1/2, 1/2, 1) (the red point) is equivalent to evaluating the Tutte polynomial ( ; 3, 3) on planar graphs. Note that any 4-regular plane graph is the medial graph of some plane graph . The approximation complexity for the white region is unknown.
Furthermore, we show that there is a fundamental structural di erence in the behavior on the two sides separated by the phase transition threshold, in terms of closure properties. Gadget construction is a common technique used in approximation-preserving reductions [DGGJ04] . If a constraint function can be expressed by a polynomial-size gadget using a constraint function , then the approximation complexity of is no harder than that of . In Theorem 3.1 of Section 3, we prove that the set of 4-ary functions lying in the combined region of blue and white (this is the same as the DO region in Figure 2a ) is closed under gadget construction. In Theorem 3.2 we prove that the set of 4-ary functions lying on the yellow line (phase transition threshold for AFE and DO) is closed under planar gadget construction. Theorem 3.1 is also used in proving a Markov chain is rapidly mixing in Section 4.
Our FPRAS also has implications for counting weighted sum of directed Eulerian partitions (partition of edges of into directed edge-disjoint circuits). A special case is an FPRAS for this weighted sum when the weight of is at least √ 2 − 1 (more on the connection between directed Eulerian partitions and the three types of pairings , , and can be found in Section 3).
Our proof uses the Holant framework. In Section 2 we express the six-vertex model as a Holant problem. This allows us to use techniques developed in the study of Holant problems to make progress in both fronts: We design a rapidly mixing Markov chain to derive a FPRAS in the blue region (within the disordered phase). This result can also be obtained by using a technique called windable by McQuillan [McQ13] , speci cally developed for the Holant framework. We also use techniques developed in the Holant framework to prove NP-hardness of approximation for the six-vertex model in the grey region (coincide with the ferroelectric/anti-ferroelectric phases). These are the rst inapproximability results for the six-vertex model.
Preliminaries

Six-Vertex Model as a Holant Problem
The six-vertex model is naturally expressed as a Holant problem, which we de ne as follows. A function ∶ {0, 1} → ℂ is called a constraint function, or a signature, of arity . In this paper we restrict to take nonnegative values in ℝ + . Fix a set  of constraint functions. A signature grid Γ = ( , ) is a tuple, where = ( , ) is a graph, labels each ∈ with a function ∈  of arity deg( ), and the incident edges ( ) at are identi ed as input variables to , also labeled by . Every assignment ∶ → {0, 1} gives an evaluation ∏ ∈ | ( ) , where | ( ) denotes the restriction of to ( ). The problem Holant ( )
on an instance Γ is to compute Holant (Γ;  ) = ∑ ∶ →{0,1} ∏ ∈ | ( ) . When  = { } is a singleton set, we write Holant ( ) for simplicity. We use Holant ( |) for Holant problems over signature grids with a bipartite graph ( , , ) where each vertex in (or ) is assigned a signature in  (or , respectively).
To write the six-vertex model on a 4-regular graph = ( , ) as a Holant problem, consider the edgevertex incidence graph = ( , , ) of . We model the orientation of an edge in by putting the D signature (≠ 2 ) (which outputs 1 on inputs 01, 10 and outputs 0 on 00, 11) on in . We say an orientation on edge = { , } ∈ is going out and into in if the edge ( , ) ∈ in takes value 1 (and ( , ) ∈ takes value 0). An arity-4 signature on input 1 , 2 , 3 For convenience in presenting our theorems and proofs, we adopt the following notations assuming , , ∈ ℝ + . We assume has signature matrix ( ) = .
•  ≤ 2 ∶= { | 2 ≤ 2 + 2 , 2 ≤ 2 + 2 , 2 ≤ 2 + 2 };
Approximation Algorithms
If a counting problem is #P-hard, we may still hope that the problem can be approximated. Suppose ∶ Σ * → ℝ is a function mapping problem instances to real numbers. A fully polynomial randomized approximation scheme (FPRAS) [KL83] for a problem is a randomized algorithm that takes as input an instance and > 0, running in time polynomial in (the input length) and −1 , and outputs a number (a random variable) such that
3 Con nement Theorems Before proving Theorem 3.1 and Theorem 3.2, we introduce another view of the six-vertex model. A valid con guration in the six-vertex model, i.e. a weighted Eulerian orientation, can also be viewed as a combination of weighted directed Eulerian partitions. An Eulerian partition of a graph is a partition of the edges of into edge-disjoint circuits (in which vertices may repeat whereas edges cannot). A directed Eulerian partition is an Eulerian partition where every edge-disjoint circuit takes one of the two cyclic orientations. Let = ( , ) be a 4-regular graph and be a vertex of . Let 1 , 2 , 3 , 4 be the four edges incident to . A pairing at is a partition of { 1 , 2 , 3 , 4 } into pairs. There are exactly three distinct pairings at (Figure 3 ) which we denote by three special symbols: , , , respectively. An Eulerian partition of can be uniquely determined by a family of pairings = { } ∈ , where ∈ { , , } is a pairing at -once the pairing at each vertex is xed, then the two edges paired together at each vertex is also adjacent in the same circuit.
For any vertex in a valid con guration of the six-vertex model (where ice rule is satis ed), incoming edges can be paired with outgoing edges in exactly two ways, corresponding to two of the three pairings at . For example, the con guration in Figure 1 -1 of the six-vertex model has two underlying pairings, and . Therefore, can be decomposed into 2 | | distinct directed Eulerian partitions denoted by Φ( ). Since no two Eulerian orientations share one directed Eulerian partition and every directed Eulerian partition corresponds to a particular Eulerian orientation, the map from six-vertex con gurations to directed Eulerian partitions is 1-to-2 | | , non-overlapping, and surjective. De ne to be a function assigning a weight to every pairing at every vertex and let the weight̃ ( ) of an Eulerian partition , undirected or directed, be the product of weights at each vertex. In particular, when is de ned such that
, or equiva-
, for every vertex with signature matrix , then the weight of a six-vertex model con guration is equal to ∑ ∈Φ( )̃ ( ), by expressing a product of sums as a sum of products.
The connection between Eulerian orientations and Eulerian partitions on 4-regular graphs has been explored. Las Vergnas [Ver88] demonstrated a special case for plane graphs: the number of directed nonintersecting Eulerian partitions is equal to the number of Eulerian orientations with weight 2 on every saddle con guration (Figure 1 -5 1-6), which is the six-vertex model at (1, 1, 2) . Jaeger [Jae90] proposed a graph polynomial called transition polynomial as a generalization of weighted Eulerian partitions, and related it with weighted Eulerian orientations. The idea of unweighted directed Eulerian partitions was implicitly used in Mihail and Winkler's paper [MW96] to approximate the number of unweighted Eulerian orientations, where they also adopted the notion of pairings.
Proof of Theorem 3.1. For the signature of a 4-ary gadget on the right hand side of Holant (≠ 2 | ≤ ) (Figure 4a) , we rst show that its signature matrix must be of the form . First, still obeys the ice rule, i.e. it cannot take nonzero values on inputs with Hamming weight not 2. Including the dangling edges, every vertex has exactly two incoming edges and two outgoing edges. Thus if we sum the in-degrees over all vertices, it must equal to the sum of out-degrees over all vertices, i.e., ∑ in-deg( ) = ∑ out-deg( ).
Every internal edge contributes exactly 1 to each sum. Thus the number of incoming dangling edges is equal to the number of outgoing dangling edges, which must be 2 each since they sum to 4. Second, still satis es arrow reversal symmetry. For any valid orientation of edges in the gadget contributing a nonnegative factor to ( ), reversing the orientations on all edges will contribute the same factor to ( ), as is true for every signature on a single vertex of degree 4. The notion of Eulerian partitions previously used for graphs can also be de ned for gadgets. An Eulerian partition for a gadget with four dangling edges is a partition of the edges in into edge-disjoint circuits and exactly two walks (in which vertices may repeat whereas edges cannot) whose ends are exactly the four dangling edges. The weight̃ of such an Eulerian partition can be similarly de ned. Set such , or equivalently
. Observe that if a vertex has a signature ∈  ≤ , then the weight of every pairing is nonnegative, and the weight of any directed Eulerian partition of a graph/gadget comprised of such vertices is also nonnegative.
Under the six-vertex model, for any speci c con guration of the gadget with signature that contributes a nonzero factor to (0011) when 1 , 2 go in and 3 , 4 go out, it can be viewed as a weighted sum of directed Eulerian partitions Φ( ). For every Eulerian partition ∈ Φ( ), the two directed walks are either { 1 4 , 2 3 } (Figure 4b ) or { 1 3 , 2 4 }. Denote by Φ 0011, the set of directed Eulerian partitions (distributed in potentially many di erent six-vertex con gurations), each of which has directed walks { 1 4 , 2 3 }; denote by Φ 0011, the set of directed Eulerian partitions, each of which has directed walks { 1 3 , 2 4 }. In terms of directed Eulerian partitions of the gadget, (0011) can be seen as the weighted sum of elements from two disjoint sets Φ 0011, and Φ 0011, . De ning the weight of a set Φ of directed Eulerian partitions by (Φ) = ∑ ∈Φ̃ ( ) yields (0011) = (Φ 0011, ) + (Φ 0011, ), and similarly (1100) = (Φ 1100, ) + (Φ 1100, ). Note that there is a bijective weight-preserving map between Φ 0011, and Φ 1100, by reversing the direction of every circuit and walk of an Eulerian partition. That is to say, (Φ 0011, ) = (Φ 1100, ) and similarly (Φ 0011, ) = (Φ 1100, ). This proves that An important observation is that for each Eulerian partition in Φ 0011, , if we only reverse the walk from 1 4 to 4 1 and keep the directions on all circuits and the other walk unchanged, this Eulerian partition has the same weight but now lies in Φ 1010, (Figure 4c ). This is because at every vertex , reversing any orientation of a branch of the given pairing ∈ { , , } does not change the value ( ). In this way, we set up a one-to-one weight-preserving map between Φ 0011, and Φ 1010, , i.e. Consequently, we have
. ( ), ( ), and ( ) are all nonnegative due to the fact that the weight of every directed Eulerian partition has a nonnegative weight. Therefore, ≤ + , ≤ + , and ≤ + . This is to say, ∈  ≤ .
Proof of Theorem 3.2. Inheriting the notations from the above proof, we have ( ) = 0 when = + for each vertex, which is to say no "crossing" can be made at any vertex in any Eulerian partition. Due to planarity, a walk 1 3 must cross a walk 2 4 at a vertex, thus ( ) = (Φ 0011, ) = 0. Therefore, = + .
Remark 3.1. Theorem 3.1 not only serves as a depiction of the divergence of six-vertex models under di erent parameters separated by the phase transition threshold, but also helps us in Section 4 to bound the mixing time of a Markov chain so that approximately counting via sampling [JVV86] leads to an FPRAS.
FPRAS
In this section we prove the following theorem.
Theorem 4.1. There is an FPRAS for computing Holant (≠ 2 | ≤ 2 ).
For simplicity we prove Theorem 4.1 only for the case where all signatures of arity 4 used in the righthand side are from a xed nite subset  ⊂  ≤ 2 , i.e., we show that there is an FPRAS for computing Holant (≠ 2 | ). With some care the more general statement in Theorem 4.1 can also be proved.
We use the common approach to approximate counting via almost uniform sampling [JVV86] using a rapidly mixing Markov chain [JS89, DFK91, Sin92, Jer03].
Our Markov chain  is described in the setting of Holant (≠ 2 | ≤ 2 ). Let = ( , , ) be the underlying bipartite graph of an instance of Holant (≠ 2 | ≤ 2 ). For simplicity we prove Theorem 4.1 Each vertex in is assigned (≠ 2 ); each vertex ∈ is assigned a signature ∈  ≤ 2 . An assignment assigns a value in {0, 1} to each edge ∈ . The state space of  is Ω = Ω 0 ∪ Ω 2 , which consists of "perfect" or "near-perfect" assignments to : All assignments satisfy the "two-0 two-1" ice rule at every vertex ∈ of degree 4. We also insist that all assignments satisfy the "one-0 one-1" at every ∈ with possibly exactly two exceptions. Assignments in Ω 0 have no exceptions, and are "perfect". Assignments in Ω 2 have exactly two exceptions, and are "near-perfect". Thus any ∈ Ω 0 sasti es all (≠ 2 ) on , and any ∈ Ω 2 sasti es all (≠ 2 ) on − { , } for some two vertices , ∈ where it satis es (= 2 ) (which outputs 1 on inputs 00, 11 and outputs 0 on 01, 10).
For any assignment ∈ Ω and any subset ⊆ Ω, de ne the weight function  by
and ( ) = ∑ ∈ ( ). Then the Gibbs measure for Ω is de ned by ( ) =
Observe that if a state ∈ Ω 2 assigns 00 to both edges incident to ∈ (satisfying (= 2 ) at ) then it must assign 11 to both edges incident to ∈ , and vice versa. Indeed, having 00 at models the fact that has two arrows going out (to degree-4 vertices in ). To maintain the property that the number of incoming arrows is equal to the number of outgoing arrows everywhere else, must have two arrows coming in, which is equivalent to having 11 at in the Holant setting. An example state is shown in Figure 6a .
Transitions in  are comprised of three types of moves. Suppose ∈ Ω 0 . An Ω 0 -to-Ω 2 move from takes a degree 4 vertex ∈ and two incident edges = ( , ), = ( , ) ∈ × satisfying { ( ), ( )} = {0, 1}, and changes it to 2 ∈ Ω 2 which ips both ( ) and ( ). The e ect is that we still have { 2 ( ), 2 ( )} = {0, 1}, but at and , 2 satis es (= 2 ) instead. An Ω 2 -to-Ω 0 move is the opposite. An Ω 2 -to-Ω 2 move is, intuitively, to shift one (= 2 ) from one vertex ∈ to another * ∈ , where for some ∈ , and * are both incident to and the "two-0 two-1" rule at is preserved. Formally, let ∈ Ω 2 be a near-perfect assignment with , ∈ being the two exceptional vertices (i.e., satis es (= 2 ) at and ). Let * ∈ − { , } be such that for some ∈ , both = ( , ), * = ( * , ) ∈ , and { ( ), ( * )} = {0, 1}. Then an Ω 2 -to-Ω 2 move changes to * by ipping both ( ) and ( * ). The e ect is that we still have { * ( ), * ( * )} = {0, 1}, but * satis es (≠ 2 ) at and (= 2 ) at * . Note that * continues to satisfy (= 2 ) at .
The above describes a symmetric binary relation neighbor (∼) on Ω. No two states in Ω 0 are neighbors. Set = | |. The transition probabilities (⋅, ⋅) of  are Metropolis moves between neighbouring states:
if 2 ∼ 1 ;
if 1 = 2 ; 0 otherwise.
 is aperiodic due to the "lazy" movement; one can verify that  is irreducible by creating, shifting, and merging of a pair of (= 2 )'s; as the transitions are Metropolis moves, detailed balance conditions are satis ed with regard to . By results from [JS89, Sin92] , such a Markov chain is rapidly mixing if there is a ow whose congestion can be bounded by a polynomial in .
Lemma 4.2. Assume (Ω 0 ) > 0. There is a ow on Ω with congestion at most
, using paths of length ( ).
Proof. The idea is to design a ow F ∶  → ℝ + from Ω 2 to Ω 0 which satis es
where  2 0 is de ned to be a set of simple directed paths from 2 to 0 in  and  = ⋃ 2 ∈Ω 2 , 0 ∈Ω 0  2 0 . Once the congestion of F from Ω 2 to Ω 0 is polynomially bounded, so is the ow from Ω 0 to Ω 2 by symmetric construction. Moreover, there is a ow from Ω 2 to Ω 2 (or from Ω 0 to Ω 0 ) whose congestion can also be polynomially bounded by randomly picking an intermediate state in Ω 0 (or Ω 2 , respectively). Thus we have a ow on Ω with polynomially bounded congestion. This technique has been used in [JSV04, McQ13] . In the following we show that the congestion of F from Ω 2 to Ω 0 is bounded by ( 3 )
. Then the bound in the lemma for a ow on Ω follows.
To describe the ow F, we rst specify the sets of paths that are going to take the ow. In line with the de nition of Ω 0 and Ω 2 , we de ne Ω 4 to be the set of assignments where there are exactly four violations of (≠ 2 ) in . Let Ω = Ω 0 ∪ Ω 2 ∪ Ω 4 . For , ∈ Ω , let ⊕ denote the symmetric di erence (or bitwise XOR), where we view and as two bit strings in {0, 1} | | . This is a 0-1 assignment to the edge set of the bipartite graph = ( , , ). We also treat ⊕ as an edge subset of (corresponding to bit positions having bit 1, where and assign opposite values), and this de nes an induced subgraph of . Since at every ∈ of degree 4, the "two-0 two-1" rule is satis ed by both and , this induced subgraph has even degree (0, 2, or 4) at every ∈ .
Denote by 4 ⊆ the degree-4 vertices in ⊕ . Then there are exactly 2 | 4 | Eulerian partitions for ⊕ . Recall that an Eulerian partition of ⊕ is uniquely determined by a family of pairings on 4 . This is a 1-1 correspondence and we will identify the two sets. w( ( )) .
Then for all distinct , ∈ Ω , we have
The equality from line 2 to line 3 is due to the following: when the degree (in the induced subgraph ⊕ ) of a vertex ∈ is 4, and must take the same value at , since one represents a total reversal of all arrows of another; thus
is obtained by using the sum expressions for 2 , 2 and 2 in terms of w( ), w( ), and w( ), and then expressing the product-of-sums as a sum-of-products. Now we are ready to specify the "paths" which take nonzero ow from 2 ∈ Ω 2 to 0 ∈ Ω 0 . In order to transit from 2 to 0 , paths in  2 0 go through states in Ω that gradually decrease the number of con icting assignments along walks and circuits in 2 ⊕ 0 . We rst specify a total order on , the set of edges of . This induces a total order on circuits by lexicographic order. In the induced subgraph 2 ⊕ 0 , exactly two vertices in have degree 1 (called endpoints) and all other vertices have degree 2 or degree 4. The set of paths in  2 0 are designed to be in 1-to-1 correspondence with elements in Φ 2 ⊕ 0 . Given any family of pairings ∈ Φ 2 ⊕ 0 , we have a unique decomposition of the induced subgraph 2 ⊕ 0 as an edge disjoint union of one walk [ 1 ]( 1 , 1 , 1 , 2 , 2 , 2 , 2 , … , , )[ ] (where 1 and are not part of the walk), and zero or more edge disjoint circuits, which are ordered lexicographically. Here ∈ and ∈ , and we may assume 2 ( 1 ) = 2 ( 1 ) = 0, 2 ( 2 ) = 1, 2 ( 2 ) = 0, … , 2 ( ) = 2 ( ) = 1. So the two exceptional vertices are 1 and , where 2 satis es (= 2 ). The unique path rst "pushes" the (= 2 ) from 1 , to 2 , then to 3 , … , −1 , and then "merge" at , arriving at a con guration in Ω 0 . Then reverses all arrows on each circuit in lexicographic order, and within each circuit it starts at the least edge (according to the edge order) and reverses all arrows on in the direction de ned by the starting cyclic orientation of 2 . (Technically it ips a pair of incident edges to vertices in in each step.) Such paths are wellde ned and are valid paths in  since along any path every state is in Ω = Ω 0 ∪ Ω 2 and every move is a valid transition de ned in . With regard to the ow distribution, the ow value put on is
2 , making the following hold for all 2 ∈ Ω 2 , 0 ∈ Ω 0 :
For any transition ( , ) where ≠ , we have ( , ) = Fix any ∈ Ω. For any 2 ∈ Ω 2 , and ∈ consisting of exactly one connected component with two endpoints of degree 1 and all other vertices having even degree (and zero or more connected components of even degree vertices), observe that ⊕ ∈ Ω . Indeed, if ∈ Ω 0 then ⊕ ∈ Ω 2 ; if ∈ Ω 2 then depending on whether (1) is 2 , or (2) appears in the process of reversing arrows on the walk with two endpoints, or (3) appears after reversing arrows on the walk with endpoints, ⊕ lies in Ω 0 , Ω 2 , or Ω 4 , respectively. For the edges not in , agrees with 2 and 2 ⊕ as the path never "touches" them, and so does ⊕ . Recall that
w( ( )) .
For every degree-0 vertex ∈ (this notion of degree is in terms of the induced subgraph , thus a degree-0 vertex ∈ is not in the induced subgraph ), takes the same value in all 2 , 2 ⊕ , , and ⊕ . For every degree-2 vertex ∈ , assuming ( ) = , 2 | ( ) and ( 2 ⊕ )| ( ) take two di erent elements in { , , }. Meanwhile, | ( ) and ⊕ | ( ) also take these two elements (possibly in the opposite order). For example, in Figure 5 the two solid edges are in and assignments on the two dotted edges are shared by 2 and 2 ⊕ , as well as and ⊕ . On the two solid edges either agrees with 2 or 2 ⊕ , and ⊕ is its reversal and agrees with the other. For every degree-4 vertex ∈ , w( ( )) takes the same value in W( 2 , 2 ⊕ , ) and W( , ⊕ , ) as the weight only depends on ( ), the pairing at . By the above argument, we established that W( 2 , 2 ⊕ , ) = W( , ⊕ , ). Therefore, the congestion of F can be bounded by
By a standard argument as in [JS89, MW96, McQ13] ,
(Ω 0 ) . Therefore, the congestion is bounded by ( 3 ) (Ω 2 ) (Ω 0 ) . Note that in each path, no edge is ipped more than once, so the length is ( ).
In order to show  is rapidly mixing, we need to show
(Ω 0 ) is polynomially bounded. This bound is also needed to get an FPRAS from a rapidly mixing Markov chain in Ω, since ultimately we are only interested in Ω 0 . Such a bound is a corollary of Theorem 3.1. 
Figure 6
For each ∈ Ω 2 , there are exactly two vertices in satisfying (= 2 ). Let Ω { , } 2 ⊆ Ω 2 be the set of states in which , are these two vertices. We have
, the local assignments around and must be 00 on one and 11 on the other. An example is in Figure 6a . If we "delete" and as shown in Figure 6b , we get a 4-ary gadget on the RHS of Holant (≠ 2 | ≤ 2 ).
Denote the signature matrix of by ( ) = , with the input order being counter-clockwise starting from the upper-left edge. For this gadget we observe that: the states in Ω { , } 2
where edges incident to (also ) take the same value contribute a total weight ( + ), i.e. (Ω { , } 2 ) = 2 ; the states in Ω 0 where , satisfy (≠ 2 ) have a total weight (Ω 0 ) = 2 + 2 . Note that  ≤ 2 ⊂  ≤ . By Theorem 3.1 we know that for gadget , ≤ + . Therefore,
Thus we have the following corollary.
Combining Lemma 4.2 and Corollary 4.3, we conclude that  is rapidly mixing, and Ω 0 , the set of valid six-vertex con gurations, in total takes a non-negligible proportion in the stationary distribution. As a consequence, we are able to e ciently sample six-vertex con gurations according to the Gibbs measure on Ω 0 , and in the following algorithm we only work with states in Ω 0 . We design the following algorithm to approximately compute Holant (≠ 2 | ≤ 2 ) via sampling with the Markov chain . As we have argued in Section 3, the partition function of six-vertex models can be viewed as the weighted sum of Eulerian partitions. For a vertex ∈ , the ratios among di erent pairings ( , , and ) in weighted Eulerian partitions can be uniquely determined by the ratios among di erent orientations (represented by , , and ) at . As long as the partition function is not zero (this can be easily tested in P), there must be a pairing showing up at with probability at least 1 3 among all three pairings. Therefore, running  on , we can approximate, with a su cient 1/poly(n) precision, the probability of having at , denoted by Pr ( ). Denote by , the signature grid with being split into 1 and 2 , each assigned a (≠ 2 ) and the edges reconnected according to . Write the partition function of , as ( , ), we have Pr ( ) = ( ) ( , )/ ( ) which means ( ) = ( ) ( , )/ Pr ( ). To approximate ( ) it su ces to approximate ( , ), which can be done by running  on , and recursing. Repeating this process for | | steps we decompose the graph into the base case, a set of disjoint cycles with even number of vertices, each assigned a (≠ 2 ). The partition function of this cycle graph is just 2 where is the number of cycles. By this self-reduction, the partition function for can be approximated.
Therefore, Theorem 4.1 is proved. Note that for the special case (1, 1, 1), the FPRAS by Mihail and Winkler is a reduction [MW96] to computing the number of perfect matchings in a bipartite graph. We give a direct algorithm using Markov chain Monte-Carlo. Remark 4.1. There is an alternative derivation of a rapidly mixing Markov chain using the notion of "windability" [McQ13, HLZ16] , for the purpose of approximating Holant (≠ 2 | ≤ 2 ). Readers are referred to the Appendix for a proof that signatures in  ≤ 2 are windable. The mixing rate of that Markov chain can be bounded using similar techniques introduced in this section. Proof. Let 3-MIS denote the NP-hard problem of computing the cardinality of a maximum independent set in a 3-regular graph [GJS76] . We reduce 3-MIS to approximating Holant (≠ 2 | ). Since ∈  > , all , , > 0. Since the proof of NP-hardness for Holant (≠ 2 | ) is for general graphs (i.e., not necessarily planar), we can permute the parameters so that > + , and normalize > ≥ = 1. Let = + . Then > 1.
Before proving this theorem we brie y state our idea. Denote an instance of 3-MIS by = ( , ). For any independent set, no two adjacent vertices , ∈ can both appear. The only possible con gurations for , in any independent set are ( ∈ , ∉ ), ( ∉ , ∈ ), and ( ∉ , ∉ ). We want to encode this local constraint by a local fragment of in terms of con gurations in the six-vertex model. In Figure 7a we show how to implement a toy example-a single edge { , }-by a gadget of the sixvertex model with parameters ( = 1, = 1, > 2). Create two vertices, the left one for and the right one for , and connect them as is shown in Figure 7a . There are a total of 4 edges. Every 2-in 2-out con guration on the left vertex uniquely extends to a 2-in 2-out con guration on the right, and vice versa. Hence there are a total of 6 valid con gurations. When the left vertex has a saddle con guration (in-out-in-out, or its reversal) which has weight , the right must have a non-saddle con guration of weight 1. Figure 7b depicts one such con guration; reversing all arrows gives another one having the same weight. Similarly if the right has a saddle con guration (or its reversal) then the left must be a non-saddle. There are two more con gurations with two non-saddles (Figure 7c and its reversal). This models how two adjacent vertices interact in 3-MIS. We will call the connection pattern described in Figure 7a between two sets of 4 dangling edges the four-way connection. Moreover, when has parameters > ≥ = 1, we can label the input wires so that the 2 saddle con gurations of weight are paired with the 2 non-saddles of weight , and the 2 non-saddle/non-saddle pairs have weight 1 (by = 1).
However, when a vertex in has more than one neighbors, simply duplicating this elementary implementation will not work, because we cannot make sure that the duplicate copies corresponding to the same vertex behave consistently. To handle this di culty, we design a locking gadget (Figure 8) for every ∈ such that the property whether belongs to an independent set in is consistently re ected in in terms of being in a saddle con guration or not. This locking mechanism is enforced in the sense of approximation.
Figure 8: A locking gadget implementing a degree three vertex and its incident edges.
In Figure 8 , we identify the leftmost node with the rightmost node -there are three "circles" in total. The nodes will be replaced by a RHS gadget in Holant (≠ 2 | ). Each circle has 4 dangling edges. The "left circle" has two dangling edges incident to , one incident to , and one incident to . Similarly for the "middle circle" and the "right circle". Each edge { , } in is modeled by a four-way connection of the 4 dangling edges between (one circle of the) gadget for and that for .
The locking mechanism is to realize the following: when the four dangling edges of one of the 3 circles take a saddle con guration, (either in-out-in-out, or out-in-out-in), the other two circles must also take the identical saddle con guration (in-out-in-out, or out-in-out-in, respectively); when one circle takes any non-saddle con guration, the other two circles can take independently any non-saddle con gurations, with no linkage (aside being a non-saddle). This is made possible by chaining, and the guarantee is enforced by approximate counting. This can be generalized to a -chain, which connects vertices with signature by − 1 copies of , such that = , + = ( + ) , = . Notice that when > + , the ratio + can be ampli ed exponentially in in a -chain. Therefore, by a chain of polynomially bounded size we can ensure the undesirable con gurations are negligible-the gadget is locked into the only two complementary con gurations which represents. It can be veri ed that = ( + )/2 ≥ = ( − )/2 ≥ 1, where = + and = − . We can "normalize" a -chain by dividing , so that its parameters arẽ = / >̃ = / ≥̃ = 1.
To reduce the problem 3-MIS to approximating Holant (≠ 2 | ), let > ≥ 1 be two constants whose magnitude will later become clear. For each 3-MIS instance = ( , ) with | | = , we construct a graph where a gadget in Figure 8 is created for each ∈ , and a four-way connection is made for every { , } ∈ , on the dangling edges between two circles corresponding to { , } as in Figure 7a . For each gadget in Figure 8 , each of the nodes , , is replaced by a normalized -chain to boost the ratio of the saddle con guration over other con gurations; each of the nodes , , is replaced by a 2 -chain to lock in the con guration "all arrows pointing up and right" and its reversal; each of the nodes , , is also replaced by a 2 -chain to lock in the con guration "all arrows pointing down and right" and its reversal (these con gurations at , , , and at , , respectively, will be called locking con gurations); at each of , , , we just put in which the maximum weight of a con guration over the minimum is a constant min{ , } = . Note that the signature in Figure 9 has the dominating entry at 0011 and 1100. Since our graph does not need to be planar, we can reorder the 4 external edges arbitrarily. In particular, for , , the dominating entrỹ is in the saddle 0101 and 1010 positions, as depicted in Figure 8 . Similarly the 4 external edges of , , and , , are also properly reordered, from the order given in Figure 9 , as an -chain to achieve the proper locking con gurations.
Next we argue that the maximum size of independent sets in can be recovered from an approximate solution to Holant ( ; ≠ 2 | ).
Given an independent set ⊂ of size , we show there is a valid con guration (at the granularity of nodes and edges shown in Figure 8 ) of weight ≥ 6 3 ̃ ̃
3
. For any vertex ∈ we set the following con guration for its locking gadget: set each of 3 nodes , , to the same saddle con guration in-out-in-out cyclically starting from the upper edge-each has weight̃ ; set each of 3 nodes , , to the same out-out-in-in locking con guration (clockwise) cyclically starting from the upper edge-each has weight 2 ; set each of 3 nodes , , to the same in-out-out-in locking con guration (clockwise) cyclically starting from the upper edge-each also has weight 2 ; set each of 3 nodes , , to the same con guration "two in from the left and two out to the right", which has a non-zero weight ≥ 1. For any vertex ∉ we set the following con guration for its locking gadget: All , , , , , will be in some locking con gurations. Consider any of the 3 circles in the gadget, for example the circle formed by , , , , . The node is involved in a four-way connection to another circle belonging to a gadget for some vertex . If ∈ , the assigned con guration just de ned at forces a non-saddle con guration here; more speci cally the horizontal two dangling edges at must either both point right or both point left, and the upper edgê of and lower edge of must either both point up or both point down. Regardless of which of the two assignments for̂ and we can assign a locking con guration for and so that the upper and lower edges of are either both point up or both point down. Note that in either case, the left two edges of are one-in-one-out; similarly the right two edges of are also one-in-one-out (this allows "freedom" between the 3 circles where each of , , can take a nonzero weight ≥ 1). Continuing at the circle , , , , , if ∉ , then we will pick an arbitrary non-saddle to non-saddle con guration in the 4-way connection for { , }. These can all be extended to a valid con guration at , , such that the con guration at is non-saddle having weight ≥ 1, the con gurations at and are locking, and the right two edges of and the left two edges of are both one-in-one-out. The weight at and are still 2 . Because and each has one-in-one-out from within the side of the circle, the 3 circles can be assigned
Open problems
The main open problem on the approximate complexity of the six-vertex model is in the white region. The ner classi cation of the approximate complexity for the planar case is also open. Approximating ( ; 3, 3) is #BIS-hard for general graphs [GJ12] . On planar graphs, ( ; 3, 3) is equivalent to the six-vertex model at (1, 1, 2) where the approximation complexity for planar graphs is unknown.
