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FINITE ELEMENT METHODS FOR INTERFACE PROBLEMS:
ROBUST RESIDUAL A POSTERIORI ERROR ESTIMATES
FOR DISCONTINUOUS APPROXIMATIONS
ZHIQIANG CAI∗, CUIYU HE† , AND SHUN ZHANG†
Abstract. For elliptic interface problems, this paper studies residual-based a posteriori error
estimations for discontinuous finite element approximations. For the Crouzeix-Raviart noncon-
forming and the discontinuous Galerkin elements in both two- and three-dimensions, the global
reliability bounds are established with constants independent of the jump of the diffusion coeffi-
cient. Moreover, we obtain these estimates with no assumption on the distribution of the diffusion
coefficient.
1. Introduction. Let Ω be a bounded, open, connected subset in IRd (d = 2 or 3) with a Lips-
chitz continuous boundary ∂Ω. This paper studies a posteriori error estimates of nonconforming and
discontinuous finite element methods for the following interface problems (i.e., diffusion problems with
discontinuous coefficients):
−∇ · (α(x)∇u) = f in Ω (1.1)
with homogeneous Dirichlet boundary condition, u = 0 on ∂Ω, for simplicity. Here, f ∈ L2(Ω) is a given
function; and diffusion coefficient α(x) is positive and piecewise constant on polygonal subdomains of
Ω with possible large jumps across subdomain boundaries (interfaces):
α(x) = αi > 0 in Ωi for i = 1, ..., n.
Here, {Ωi}ni=1 is a partition of the domain Ω with Ωi being an open polygonal domain. It is well-known
[13] that problem (1.1) has a unique solution u in H1+s(Ω) with possibly very small s > 0.
Recently, in [8] we obtained a priori error estimates for the nonconforming, the mixed, and the
discontinuous finite element approximations. Those estimates are robust with respect to the diffusion
coefficient and optimal with respect to local regularity of the solution with no assumption on the
distribution of the diffusion coefficient. This paper is a continuation of [8] on the a posteriori error
estimates. We refer readers to [8] for definitions of commonly used notations.
For the conforming finite element approximation to the interface problem in (1.1), by using the
diffusion coefficient to properly weight the element residual and the edge flux jump, Bernardi and
Verfürth in [3] (see also [18]) showed that the resulting residual based error estimator is locally efficient
and globally reliable with the efficiency constant independent of the jump of the diffusion coefficient.
Moreover, under the assumption of the quasi-monotone distribution of the diffusion coefficient (see
section 1.1 of [8] on the QMA), the reliability constant is proved to be uniform with respect to the jump
as well. Since then, various robust a posteriori error estimators have been constructed, analyzed, and
implemented (see, e.g., [15, 6, 19] for the conforming elements, [1, 7] for the nonconforming elements,
[2, 14, 7, 9] for the mixed elements, [5, 11, 12] for the discontinuous elements, [16, 17] for the finite volume
methods). The robustness for those estimators was theoretically established again under the QMA.
However, numerical results by many researchers including ours strongly suggest that those estimators
are robust even when the diffusion coefficients are not quasi-monotone.
The purpose of this paper is to theoretically establish robust reliability bounds of the residual
estimators without the QMA for nonconforming and discontinuous finite element approximations. The
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QMA is imposed to guarantee the desired approximation and stability properties of the Clément type
interpolation (see [3] for details), which is one of the key steps in obtaining the reliability bound of the
residual based estimator.
For the conforming elements, this type of interpolations is defined on vertex patches through av-
eraging and, hence, the QMA is required. One reason of using the Clément interpolation is due to
its minimum regularity requirement of the approximated function as in the commonly used reliability
analysis (see, e.g., [3]). For the nonconforming and discontinuous elements, one may construct a mod-
ified Clément interpolation satisfying the desired properties without the QMA (see [4]). Due to the
lack of the error equation, the reliability bound for discontinuous approximations is commonly analyzed
through the Helmholtz decomposition of the true error. Application of the Helmholtz decomposition,
in turn, leads to establishment of the reliability bound for conforming approximations and, hence, the
requirement of the QMA.
In [4], we introduced a new and direct analysis, that does not involve the Helmholtz decomposition,
for the two-dimensional nonconforming elements. In particular, we derived an L2 representation of the
error in the energy norm that naturally contains three terms: the element residual, the face flux jump,
and the face solution jump. Due to a technical difficulty, the solution jump was modified at elements
where the QMA is not satisfied. The modified estimator was proved to be robustly reliable without the
QMA. Unfortunately, robustness of local efficiency of the modified indicator requires the QMA.
With the help of our newly developed trace inequality in [8], we are able to bound the solution jump
without any modification. Moreover, instead of using the nonconforming Clément type interpolation as
in [4], we use the standard nonconforming interpolation and the piecewise constant projection for the
respective nonconforming and discontinuous elements, which fully takes advantage of the local feature
of the element itself. Both the approximations are element-wisely defined. Thus, without the QMA,
we are able to prove the robustness in both the two- and three-dimension for the nonconforming and
discontinuous elements.
The paper is organized as follows. Section 2 describes the nonconforming and the discontinuous
Galerkin finite element approximations and some preliminaries. Residual based a posteriori error es-
timators are described in section 3, and local efficiency bounds are stated in section 4. Without the
QMA, the robust reliability bounds are proved for the nonconforming and the discontinuous Galerkin
elements in both the two- and three-dimensions in the section 5.
2. Discontinuous Finite Element Approximations and Preliminaries. Assume that the
triangulation T is regular and that the physical interfaces {∂Ωi ∩ ∂Ωj : i, j = 1, ..., n} do not cut
through any element K ∈ T . For the nonconforming finite element approximation, we only consider
the Crouzeix-Raviart (CR) linear element, and denote the CR nonconforming linear finite element space
by
V cr := {v ∈ L2(Ω) : v|K ∈ P1(K) ∀K ∈ T and
∫
F
[[v]] ds = 0 ∀F ∈ E},
where E is the set of all faces of the triangulation T . (A face in this paper means an edge or a face in
the respective two- or three-dimension.) Denote the discontinuous finite element space of degree k ≥ 0
by
Dk := {v ∈ L2(Ω) : v|K ∈ Pk(K) ∀K ∈ T }.
The corresponding variational formulation of problem (1.1) with homogeneous boundary conditions
is to find u ∈ H10 (Ω) such that
(α∇u, ∇v) = (f, v) ∀ v ∈ H10 (Ω). (2.1)
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The CR nonconforming finite element approximation is to find ucr ∈ V cr such that
(α∇hucr, ∇hv) = (f, v) ∀ v ∈ V cr. (2.2)
For any K ∈ T and some α > 0, let
V 1+α(K) = {v ∈ H1+α(K) : ∆ v ∈ L2(K)}
and let
V 1+α(T ) := {v : v|K ∈ V 1+α(K) ∀K ∈ T }.
In [5] we introduced the following variational formulation for the interface problem in (1.1): find u ∈
V 1+ǫ(T ) with ǫ > 0 such that
adg(u, v) = (f, v) ∀ v ∈ V 1+ǫ(T ), (2.3)
where the bilinear form adg(·, ·) is given by
adg(u, v) = (α∇hu,∇hv) +
∑
F∈E
∫
F
γ
α
F ,H
hF
[[u]][[v]] ds
−
∑
F∈E
∫
F
{α∇u · nF }Fw [[v]]ds−
∑
F∈E
∫
F
{α∇v · nF }Fw [[u]]ds.
Here, {·}Fw is the weighted average, αF ,H is the harmonic average of α over F , and γ is a positive
constant only depending on the shape of elements. The discontinuous Galerkin finite element method
is then to seek udgk ∈ Dk such that
adg(u
dg
k , v) = (f, v) ∀ v ∈ Dk. (2.4)
Difference between (2.3) and (2.4) leads to the following error equation:
adg(u− udgk , v) = 0 ∀ v ∈ Dk. (2.5)
For simplicity, we consider only this symmetric version of the interior penalty discontinuous Galerkin
finite element method since its extension to other versions of discontinuous Galerkin approximations is
straightforward. Define the jump semi-norm and the DG norm by
‖v‖J,F =
√
α
F ,H
hF
‖[[v]]‖0,F and |||v|||dg =
(
‖α1/2∇hv‖20,Ω +
∑
F∈E
‖v‖2J,F
)1/2
,
respectively, for all v ∈ H1(T ).
In order to guarantee the robustness of the error estimate with respect to α, we choose harmonic
weights in this paper: ω±F =
α∓F
α−F + α
+
F
. It is easy to show that
w±F α
±
F ≤
√
α±α
F ,H ,
ω+F√
α−F
≤
√
1
αF,A
, and
ω−F√
α+F
≤
√
1
αF,A
. (2.6)
We shall use the following commonly used identity:
[[uv]]F = {v}wF [[u]]F + {u}Fw [[v]]F . (2.7)
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An inequality proved in [8] plays an important role to bound the solution jump in the reliability
analysis for the nonconforming and discontinuous elements. For the convenience of readers, we cite it
here.
Lemma 2.1. Let F be a face of K ∈ T , nF the unit vector normal to F , and s > 0. Assume that
v is a given function in V 1+s(K). For any wh ∈ Pk(K), we have∫
F
(∇v · nF ) wh ds ≤ C h−1/2F ‖wh‖0,F (‖∇v‖0,K + hK‖∆v‖0,K) , (2.8)
with the constant C independent of h and v.
3. Residual-Based A Posteriori Error Estimators. This section describes local indicators
and global estimators for nonconforming and discontinuous Galerkin finite element approximations.
The estimators for the nonconforming elements introduced in [4] and for the discontinuous elements in
this paper are more accurate than the existing estimators (see, e.g., [1, 5]) and differ in replacing the
face tangential derivative jumps by the face solution jumps.
3.1. CR Nonconforming Elements. For each F ∈ E , let tF be the unit vector tangent to F for
d = 2, and nF be the unit vector normal to F . Denote the tangential component of a vector field τ on
F by
γF (τ ) :=
{
τ · tF , d = 2,
τ × nF , d = 3.
Denote the element residuals and the corresponding indicators by
rcrK = f0 and η
cr
r,K =
h
K√
α
K
‖rcrK‖0,K , ∀ K ∈ T ,
respectively. Denote the respective face flux and tangential derivative jumps by
jcrn,F = [[α∇hucr · n]]F , ∀ F ∈ EI and jcrt,F = [[γt(∇hucr)]]F , ∀ F ∈ E ,
and the indicators corresponding to the face flux, tangential derivative, and solution jumps by
ηcrj,n,F =
√
hF
α
F ,A
‖jcrn,F‖0,F , ηcrj,t,F =
√
α
F ,HhF ‖jcrt,F ‖0,F , and ηcrj,u,F =
√
α
F ,H
hF
‖[[ucr]]‖0,F ,
respectively. Then the local indicator of the residual type for the nonconforming elements, introduced
in [4] and to be studied in this paper, is given by
ηcrK =
((
ηcrr,K
)2
+
∑
F∈EK∩EI
1
2
(
ηcrj,n,F
)2
+
∑
F∈EK∩EI
1
2
(
ηcrj,u,F
)2
+
∑
F∈EK∩ED
(
ηcrj,u,F
)2)1/2
.
Now the global estimator for the nonconforming elements is given by
ηcr =
(∑
K∈T
(ηcrK )
2
)1/2
=
(∑
K∈T
(
ηcrr,K
)2
+
∑
F∈EI
(
ηcrj,n,F
)2
+
∑
F∈E
(
ηcrj,u,F
)2)1/2
.
Lemma 3.1. Let F ∈ EI . For any vcr ∈ V cr, we have
‖[[vcr]]‖0,F


=
1√
12
hF ‖[[∇vcr · tF ]]‖0,F , if d = 2,
≤ C hF ‖[[∇vcr × nF ]]‖0,F , if d = 3,
(3.1)
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where C is a positive constant independent of hK .
Here and thereafter, we use C with or without subscripts in this paper to denote a generic positive
constant, possibly different at different occurrences, that is independent of the mesh parameter hK and
the ratio amax/amin but may depend on the domain Ω.
Proof. The equality in (3.1) is proved in [4] by a direct calculation. To show the validity of the
inequality in (3.1), for any vcr ∈ V cr, note first that its jump [[vcr]]F over F ∈ EI is a linear function
and that
∫
F [[v
cr]] ds = 0. If ∇[[vcr]]F × nF vanishes on F , then the jump [[vcr]]F on F is constant and,
hence, zero. Now, the inequality in (3.1) follows from the norms equivalence in a finite dimensional
space and the standard scaling argument.
Remark 3.2. Instead of the face solution jumps, existing residual based error estimators for
the nonconforming elements use the face tangential derivative jumps. Lemma 3.1 indicates that our
estimator ηcr is less than the existing estimator and, hence, it is more accurate (see Figure 6 in [4]).
3.2. Discontinuous Elements. Denote the element residuals and the corresponding indicators
by
rdgK = fk−1 +∇ · (α∇udgk ) and ηdgr,K =
h
K√
α
K
‖rdgK ‖0,K , ∀K ∈ T .
respectively. Denote the respective face flux and solution jumps by
jdgn,F = [[α∇hudgk · n]]F , ∀ F ∈ EI and jdgu,F = [[udgk ]], ∀ F ∈ E ,
and the indicators corresponding to the face flux and solution jumps by
ηdgj,n,F =
√
hF
α
F ,A
‖jdgn,F‖0,F and ηdgj,u,F =
√
α
F ,H
hF
‖[[udg]]‖0,F ,
respectively. Then the local indicator of the residual type for the discontinuous elements is given [5] by
ηdgK =
((
ηdgr,K
)2
+
∑
F∈EK∩EI
1
2
(
ηdgj,n,F
)2
+
∑
F∈EK∩EI
1
2
(
ηdgj,u,F
)2
+
∑
F∈EK∩ED
(
ηdgj,u,F
)2)1/2
.
Now the global estimator for the nonconforming elements is given by
ηdg =
(∑
K∈T
(
ηdgK
)2)1/2
=
(∑
K∈T
(ηdgr,K)
2 +
∑
F∈EI
(ηdgj,n,F )
2 +
∑
F∈E
(ηdgj,u,F )
2
)1/2
.
4. Efficiency Bounds. Let fk be the L
2 projection of f onto Dk for k ≥ 1. Denote local and
global weighted oscillations by
oscα(f,K) =
hK√
αK
‖f − fk−1‖0,K and oscα(f, T ) =
(∑
K∈T
oscα(f,K)
2
)1/2
,
respectively. The local efficiency bounds of all indicators described in the previous section have been
established without the QMA. For example, for the discontinuous Galerkin finite element approximation,
it is proved in [5] that for any K ∈ T , there exists a positive constant C independent of α and hK such
that
ηdgK ≤ C
(|||u − ukdg|||U△K + osc α(f,△K)) , (4.1)
where △K is a local neighborhood of K.
The key idea of the proof is to use either element or edge bubble functions in order to localize the
error as well as to simplify the boundary conditions. The proof of local efficiency bound similar to (4.1)
can be found in [7, 4] for the CR nonconforming element.
5
5. Reliability Bounds for CR Nonconforming and Discontinuous Elements. In this sec-
tion, we establish robust reliability bounds for the CR nonconforming and discontinuous Galerkin
approximations in both the two- and three-dimension.
5.1. CR Nonconforming Elements. Without the QMA, the robust reliability bound for the
nonconforming elements was first established in [4] for a slightly modification of the estimator ηcr in
the two-dimension. The modification is due to the failure of bounding the solution jump term. This
difficulty may be overcome by using the trace inequality introduced in [8].
Instead of using the modified Clément-type interpolation [4] which may be extended to the three-
dimension in a straightforward manner, we use the standard nonconforming interpolation that can also
be naturally extended to the three-dimension. Moreover, it is local and, hence, has the approximation
and stability properties needed for obtaining robust reliability bound both without the QMA. To this
end, let
W 1,1(T ) = {v ∈ L2(Ω) : v|K ∈ W 1,1(K) ∀K ∈ T }
and W (T ) = {v ∈ W 1,1(T ) :
∫
F
[[v]]ds = 0 ∀F ∈ E}.
Denote by θF (x) the nodal basis function of V
cr
T associated with the face F ∈ E , i.e.,
1
|F ′|
∫
F ′
θF (x) ds = δFF ′ ∀F ′ ∈ E ,
where δFF ′ is the Kronecker delta. The local and global Crouzeix-Raviart interpolations are defined
respectively by
IcrK v =
∑
F∈EK
(
1
|F |
∫
F
vds
)
θF (x) and I
crv =
∑
F∈E
(
1
|F |
∫
F
vds
)
θF (x)
for the respective v ∈ W 1,1(K) and v ∈ W (T ). It was shown (see, e.g., Theorem 1.103 and Example
1.106 (ii) of [10]) that for v ∈ H1(K)
‖v − Icrv‖0,K ≤ C hK ‖∇v‖0,K and ‖∇(v − Icrv)‖0,K ≤ C ‖∇v‖0,K . (5.1)
Theorem 5.1. Let u and ucr be the solutions of (2.1) and (2.2), respectively. Without the QMA
in both the two- and three-dimension, the estimator ηcr for the nonconforming elements satisfies the
following robust reliability bound:
‖α1/2∇h(u − ucr)‖0 ≤ C (ηcr + oscα(f)) , (5.2)
where C is a positive constant independent of the α.
Proof. Let
ecr = u− ucr and ecrI = Icru− ucr = Icrecr.
Then we have the following L2 representation of the true error in the (broken) energy norm (see Lemma
2.1 of [4]):
‖α1/2∇hecr‖20 =
∑
K∈T
(f, ecr − ecrI )K −
∑
F∈EI
∫
F
jcrn,F {ecr − ecrI }w ds−
∑
F∈E
∫
F
{α∇ecr · n}w [[ucr]] ds.
The first two terms of the above equality may be bounded in a similar fashion as that in [4]. That is,
it follows from the Cauchy-Schwarz and triangle or trace inequalities, (5.1), and (2.6) that
(f, ecr − ecrI )K ≤ C
(
ηcrr,K + osc α(f,K)
) ‖α1/2∇hecr‖0,K , ∀ K ∈ T , (5.3)
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and ∫
F
jcrn,F {e− ecrI }w ds ≤ C‖jcrn,F ‖0,F {ω+‖(ecr − ecrI )|K−
F
‖0,F + ω−‖(ecr − ecrI )K+
F
‖0,F }
≤ C
√
hF
α
F ,A
‖jcrn,F ‖0,F ‖α1/2∇ecr‖K+
F
∪K−
F
, ∀F ∈ EI . (5.4)
To bound the third term on the solution jump, the key is the inequality in (2.8), which together with
(2.6) and the local efficiency bound of the element residual, yields∫
F
{α∇ecr · nF }w [[ucr]] ds
=
∫
F
[[ucr]]
(
ω+(α+∇ecr · n)|K+ + ω−(α−∇ecr · n)|K−
)
ds
≤ C
√
αF,H
hF
‖[[ucr]]‖0,F
∑
K∈TF
(
‖α1/2∇ecr‖0,K + hKα−1/2K ‖f +∇ · (α∇ucr)‖0,K
)
≤ C ηcrj,u,F
∑
K∈TF
(
‖α1/2∇hecr‖0,K + oscα(f,K)
)
, ∀ F ∈ E . (5.5)
Summing (5.3) over K ∈ T , (5.4) over F ∈ EI , and (5.5) over F ∈ E implies the validity of (5.2). This
completes the proof of the theorem.
5.2. Discontinuous Elements. Without the QMA, the robust reliability bound for the discon-
tinuous elements may be obtained in a similar fashion as that for the nonconforming elements. Again,
the key steps are the L2 representation of the true error and the inequality (2.8) to bound the solution
jump. Moreover, we simply use the local constant average of the error instead of the modified Clément
interpolation due to the complete local feature of the discontinuous elements.
Let u and udgk be the solutions of (2.1) and (2.4), respectively. Denote the true error by
edg = u− udgk .
Let e¯dg be piecewise constants on T with e¯dg|K being the average of edg on K ∈ T . It is well known
that
‖edg − e¯dg‖0,K ≤ C hK ‖∇ edg‖0,K , ∀K ∈ T , (5.6)
where C only depends on the regularity of T .
Lemma 5.2. The true error of the discontinuous finite element approximation in the broken energy
norm has the following error representation:
‖α1/2∇h edg‖20 =
∑
K∈T
(
f +∇ · (α∇udgk ), edg − e¯dg
)
K
−
∑
F∈E
∫
F
{α∇edg · n}w [[udgk ]] ds
−
∑
F∈EI
∫
F
[[α∇udg · n]] {edg − e¯dg}w ds−
∑
F∈E
∫
F
γ
α
F ,H
hF
[[udgk ]] [[e¯
dg]] ds. (5.7)
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Proof. It follows from the error equation in (2.5), integrations by parts, (2.7), the continuities of the
solution u and the normal component of the flux −α∇u across any face F ∈ EI , and the homogeneous
Dirichlet boundary condition that
‖α1/2∇h edg‖20 =
(
α∇hedg, ∇h(edg − e¯dg)
)
=
∑
K∈T
(
f +∇ · (α∇udgk ), edg − e¯dg
)
K
+
∫
∂K
(α∇edg · n)(edg − e¯dg) ds
=
∑
K∈T
(
f +∇ · (α∇udgk ), edg − e¯dg
)
K
−
∑
F∈EI
∫
F
{α∇edg · n}w [[udgk + e¯dg]] ds
−
∑
F∈EI
∫
F
[[α∇udg · n]] {edg − e¯dg}wds−
∑
F∈ED
∫
F
(α∇edg · n)(udgk + e¯dg) ds.
On the other hand, the fact that adg(e
dg
k , e¯
dg) = 0 implies
∑
F∈E
∫
F
γ
α
F ,H
hF
[[edg]] [[e¯dg]] ds−
∑
F∈EI
∫
F
{α∇edg · n}w [[e¯dg]] ds−
∑
F∈ED
∫
F
(α∇edg · n) e¯dg ds = 0.
Combining the above two equalities gives (5.7). This completes the proof of the lemma.
Theorem 5.3. Let u and udgk be the solution of (2.1) and (2.4), respectively. Without the QMA
in both the two- and three-dimension, the estimator ηdg for the discontinuous element approximation
satisfies the following robust reliability bound:
|||u − udgk |||dg ≤ C (ηdg + oscα(f, T )) , (5.8)
where C is a positive constant independent of the α.
Proof. By the definition of the DG norm ||| · |||dg, to prove the validity of (5.8), it suffices to show
that
‖α1/2∇h (u− udgk )‖0 ≤ C (ηdg + oscα(f, T )) . (5.9)
To this end, denote the estimators corresponding to the element residual, the face flux jump, and the
solution jump by
ηdgr =
(∑
K∈T
(
ηdgr,K
)2)1/2
, ηdgj,n =
(∑
F∈EI
(
ηdgj,n,F
)2)1/2
, and ηdgj,u =
(∑
F∈E
(
ηdgj,u,F
)2)1/2
.
respectively. Denote four terms in Lemma 5.2 by I1, I2, I3, and I4, respectively. Hence,
‖α1/2∇h (u− udgk )‖20 = I1 + I2 + I3 + I4.
In a similar fashion as the proof of Theorem 5.1, the Ii for i = 1, 2, 3 may be bounded as follows:
I1 ≤ C
(
ηdgr + osc α(f, T )
) ‖α1/2∇h edg‖0, I2 ≤ C ηdgj,u (‖α1/2∇h edg‖0 + osc α(f, T )) ,
and I3 ≤ C ηdgj,n ‖α1/2∇h edg‖0.
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To bound I4, for all F ∈ E , it follows from the triangle and the Cauchy-Schwartz inequalities, the
continuity of the solution u, the trace inequality, and (5.6) that∫
F
α
F ,H
hF
[[udgk ]] [[e¯
dg]] ds ≤
∫
F
α
F ,H
hF
[[udgk ]]
(‖[[edg]]‖0,F + ‖[[edg − e¯dg]]‖0,F ) ds
≤
(
ηdgj,u,F
)2
+ ηdgj,u,F
√
α
F ,H
hF
‖[[edg − e¯dg]]‖0,F ≤
(
ηdgj,u,F
)2
+ C ηdgj,u,F
∑
K∈TF
‖α1/2∇hedg‖0,K .
Summing over all faces F ∈ E and using the Cauchy-Schwarz inequality give
I4 = γ
∑
F∈E
∫
F
α
F ,H
hF
[[udgk ]] [[e¯
dg]] ds ≤ C
((
ηdgj,u
)2
+ ηdgj,u ‖α1/2∇h edg‖0
)
.
Combining the bounds for all Ii and using the Cauchy-Schwarz inequality, we have
‖α1/2∇h edg‖20 ≤ C
(
ηdgr + η
dg
j,n + η
dg
j,u + osc α(f, T )
)
‖α1/2∇h edg‖0 + C
((
ηdgj,u
)2
+ osc α(f, T )2
)
,
which, together with the Cauchy-Schwarz inequality, implies
‖α1/2∇h edg‖0 ≤ C (ηdg + osc α(f, T )) .
This proves the validity of (5.9) and, hence, the theorem. This completes the proof of the theorem.
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