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Abstract. In this paper, application of the Half-Sweep Successive Over-Relaxation (HSSOR) iterative method is extended 
by solving second order composite closed Newton-Cotes quadrature (2-CCNC) system. The performance of HSSOR 
method in solving 2-CCNC system is comparatively studied by their application on linear Fredholm integral equations of 
the second kind. The derivation and implementation of the method are discussed. In addition, numerical results by solving 
two test problems are included and compared with the standard Gauss-Seidel (GS) and Successive Over-Relaxation (SOR) 
methods. Numerical results demonstrate that HSSOR method is an efficient method among the tested methods. 
INTRODUCTION 
Generally, second kind linear integral equations of Fredholm type in the generic form can be defined as follows 
 
 xfdtttxKx , , ,  (1) 
 
where the kernel 2LK  and free term Lf  are given. Whereas, L  is the unknown function to be 
determined. The kernel function txK ,  is assumed to be absolutely integrable and satisfy other properties that are 
sufficient to imply the Fredholm alternative theorem.  
It is well-known that integral equations are usually difficult to solve analytically and exact solutions are very 
scarce. Therefore, the numerical technique to solve integral equations is an essential branch of the scientific researches. 
Indeed, in order to solve integral equations, many methods have been developed. To solve problem (1) numerically, 
we either seek to determine an approximate solution by using the quadrature method [1, 2, 3, 4], or use the projection 
method [5, 6, 7, 8]. Such discretisation of integral equations leads to dense linear systems and can be prohibitively 
expensive to solve using direct methods as the order of the linear system increases. Thus, iterative methods are the 
natural options for efficient solutions.  
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Consequently, concept of the half-sweep iteration has been introduced by Abdullah [9] via the Explicit Decoupled 
Group (EDG) iterative method in solving two-dimensional Poisson equation. The basic idea of the half-sweep iteration 
concept is to reduce the computational complexity of the iterative method during iteration process. Basically, 
implementation of the half-sweep iterative method will only consider approximately half of all interior node points in 
a solution domain. Following to that, an application of the half-sweep iteration concept with the iterative methods has 
been extensively studied by many researchers; see [10, 11, 12, 13]. In this paper, we extended the application of the 
half-sweep iteration concept with Successive Over-Relaxation (SOR) method by solving second order composite 
closed Newton-Cotes (2-CCNC) system associated with the numerical solutions of the problem (1). The standard SOR 
iterative method is also called as the Full-Sweep Successive Over-Relaxation (FSSOR) method. Meanwhile, 
combination of the half-sweep iteration and SOR method is known as Half-Sweep Successive Over-Relaxation 
(HSSOR) method. 
The remainder of this paper is organized in following way. In next section, the derivation of the full- and half-
sweep 2-CCNC algebraic equations will be elaborated. The latter sections of this paper will discuss the formulations 
of the FSSOR and HSSOR methods in solving generated 2-CCNC systems and then some numerical results will be 
included to assert the effectiveness of the proposed method. The concluding remarks are given in final section. 
2-CCNC SYSTEM 
In this paper, 2-CCNC scheme is utilized in order to construct full- and half-sweep 2-CCNC algebraic equations 
for problem (1). Let the interval ,  be divided uniformly into N  even subintervals and the discrete set of points 
of x  and t , respectively, be given by ihxi  NNNi ,1,2,,2,1,0  and jht j  
NNNj ,1,2,,2,1,0 . Whereas, h  is the constant step size defined as 
 
N
h .                                                                              (2) 
 
For simplicity, the following notations i.e., jiji txKK ,, , ii x , jj t  and ii xff  will be applied 
subsequently. 







,                                                                     (3) 
 
for NNNi ,1,2,,2,1,0 . The solution  is an approximation of the exact solution  to (1) and jw  is the 














.                                                              (4) 
 
The standard 2-CCNC algebraic equations defined in equation (3) is also referred as full-sweep 2-CCNC (2-FSCCNC) 
algebraic equations. 
In formulating the half-sweep 2-CCNC (2-HSCCNC) algebraic equations, let us consider the following finite grid 
network that shows the distribution of discrete node points.  
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FIGURE 1. Distribution of node points for the half-sweep case. 
 
Based on Figure 1, only node points of type  will be involved during the iteration process. The approximation 
solution at the remaining points (i.e., type of ) will be computed directly after the convergence is achieved, refer [9, 
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The value of p , corresponds to one and two, respectively, represents the 2-FSCCNC and 2-HSCCNC algebraic 
equations. Moreover, algebraic equations (7) can be denoted in matrix form as 
 









jiaA  is a real coefficient matrix with elements 
 
            2h 
                                                 ...                                                  
         0     1      2     3     4                   N-4  N-3 N-2  N-1  N       
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.                                                                (10) 
FSSOR AND HSSOR METHODS 
To develop the formulation of FSSOR and HSSOR methods, let the coefficient matrix, A  be decomposed into 
 
ULDA                                                                          (11) 
 
where D , L  and U  are diagonal, strictly lower triangular and strictly upper triangular matrices respectively. The 





1                                              (12) 
 
where  is a relaxation parameter. 
Actually, both iterative methods attempt to find solution by repeatedly solving the associated 2-CCNC systems 
using approximations to the vector . Iterations for both methods continue until the solution is within a predetermined 
acceptable bound on the error. The performance of the SOR methods can be very often drastically improved with the 
proper choice of the . By determining values of matrices D , L  and U  as stated in Eq. (11), the general algorithm 
for FSSOR and HSSOR methods to solve problem (1) would be generally described in Algorithm 1. 
 
Algorithm 1. FSSOR and HSSOR methods 
i. Set all the parameters 
ii. Iteration cycle 
 for ,2,1,0k  until convergence do 
  for NpNpNppi ,,2,,2,,0  






















Convergence test. If the convergence criterion is satisfied i.e. the maximum norm 
kk 1
 (where  is
the convergence criterion) is satisfied, go to Step iv. Otherwise, go to Step ii. 
iv. Stop. 
 
For HSSOR method, additional calculations are required to calculate the remaining points after convergence criterion 
is achieved. In this paper, second order Lagrange interpolation technique [14] will be applied to compute the remaining 
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NUMERICAL RESULTS 
In order to compare the performance of the methods, several tests have been carried out on the following Fredholm 
integral equations problems. 
 
Test Problem 1 [15] 





24 , 1,0x ,                                                      (14) 
 
and the exact solution is given by 
 
2924 xxx . 
 
Test Problem 2 [3] 





22 xxxdtttxx , 1,0x ,                                         (15) 
 





10455 236 xxxxx . 
 
There are three parameters considered for numerical comparison i.e. number of iterations ( k ), execution time in 
seconds ( CPU ) and root mean squared error ( RMSE ). Throughout the simulations, the convergence test considered 
the tolerance error, 1210  and carried out on several different N . Meanwhile, the experimental values of  were 
obtained within 01.0  by running the programs for different values of  and choosing the one that gave the minimum 
number of iterations. For the case of more than one  (based on minimum number of iterations), the optimum value 
of  is chosen by considering the minimum RMSE . The value of initial datum, 0 , is set to zero for both test 
problems. The computations are performed on a personal computer with Intel(R) Core(TM) i3-2120 CPU @ 3.30GHz 
3.30GHz and 4.0GB RAM. All the programs are compiled by using C language. Also, numerical results of the Gauss-
Seidel (GS) method are included and act as the control of comparison of numerical results. 
Results of numerical simulations in terms of number of iterations and execution time, which were obtained from 
implementations of the GS, FSSOR and HSSOR methods for test problems 1 and 2, have been recorded in Tables 1 
and 2 respectively. Percentage gains in terms of number of iterations ( k% ) and execution time ( CPU% ) of the FSSOR 
and HSSOR methods compared with GS method are also included. Meanwhile, Figures 2 and 3 illustrated the RMSE  
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TABLE 1. Numerical results of test problem 1 
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TABLE 2. Numerical results of test problem 2 
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FIGURE 2. Root mean squared errors of iterative methods for test problem 1. 
 
 
FIGURE 3. Root mean squared errors of iterative methods for test problem 2. 
DISCUSSIONS AND CONCLUSION 
Based on Tables 1 and 2, the numerical results show that implementation of SOR methods i.e. FSSOR and HSSOR 
methods solve the both test problems with minimum number of iterations compared with GS method. In terms of 
execution time, HSSOR method is faster than GS and FSSOR methods. Generally, accuracy of numerical solutions 
obtained via HSSOR method is in good agreement compared with the GS and FSSOR methods, as N  increases (refer 
Figures 2 and 3). Overall, it can be concluded that HSSOR method is a better method compared with the GS and 
FSSOR methods, especially in the sense of execution time. 
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