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Abstract
This paper presents an existence proof for modulating pulse solutions to a wide class of
quadratic quasilinear Klein-Gordon equations of the form
∂2t u = ∂
2
xu− u+ f1(u, ∂xu, ∂tu)∂2xu+ f2(u, ∂xu, ∂tu).
Modulating pulse solutions consist of a pulse-like envelope advancing in the laboratory
frame andmodulating an underlying wave-train; they are also referred to as ‘moving breathers’
since they are time-periodic in a moving frame of reference. The problem is formulated as an
infinite-dimensional dynamical system with three stable, three unstable and infinitely many
neutral directions. By transforming part of the equation into a normal form with an exponen-
tially small remainder term and using a generalisation of local invariant-manifold theory to
the quasilinear setting, we prove the existence of small-amplitude modulating pulses on do-
mains in space whose length is exponentially large compared to the magnitude of the pulse.
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1 Introduction
1.1 Breathers and modulating pulses
A breather solution of the nonlinear wave equation
∂2t u = ∂
2
xu− u+ g(u), x, t ∈ R,
in which g : R → R is a smooth function, is a solution u(x, t) ∈ R which is periodic in t
and decays to zero as x → ±∞; in particular the completely integrable sine-Gordon equation
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(g(u) = u − sinu) admits explicit breather solutions. It seems natural to ask whether wave
equations obtained by perturbing the sine-Gordon nonlinearity also have breather solutions; a
negative answer to this question was given by Denzler [2] and Birnir, McKean & Weinstein [1],
who showed that the only perturbations of the sine-Gordon equation admitting breather solutions
are those which can be transformed back into the sine-Gordon equation by a rescaling.
The ‘non-existence of breathers’ result is remarkable since the existence of small-amplitude
breather solutions is predicted by multiple scaling analysis. Making the Ansatz
u(x, t) = εA(ε(x− c′gt), ε2t)eik0x−iω0t + c.c.,
in which 0 < ε  1 is a small perturbation parameter, k0 is the basic spatial wavenumber,
ω0 = ω0(k0) =
√
1 + k20 is the basic frequency and c
′
p = c
′
p(k0) = ω0/k0, c
′
g = c
′
g(k0) = k0/ω0
are the linear phase and group velocities, one finds that at leading order A(X,T ) ∈ C satisfies
the nonlinear Schro¨dinger equation
∂TA = iν1∂
2
xA+ iν2A|A|2 (1)
with coefficients νj = νj(k0) ∈ R. Equation (1) is said to be focusing if ν1ν2 > 0; in this case it
possesses a family of breather solutions
A(X,T ) = B(X)eiγT , γ ∈ R,
where B(X) ∈ R satisfies limX→±∞B(X) = 0, and it is well known that these solutions
correctly approximate solutions of the nonlinear wave equation on length- and time-scales of
O(1/ε2) (see e.g. Kalyakin [8] and Schneider [12]). The breathers considered by Denzler and
Birnir, McKean & Weinstein have a basic wavenumber k0 = 0; for k0 6= 0, so that c′g(k0) 6= 0,
the solutions are called moving breathers (because they are time-periodic in a moving frame
of reference) or modulating pulses (because they consist of a pulse like envelope advancing in
the laboratory frame and modulating an underlying periodic wave train). The ‘non-existence of
breathers’ result shows that the above breathers are destroyed in the full equation by higher order
terms which are neglected in the derivation of the nonlinear Schro¨dinger equation.
The ‘non-persistence’ phenomenon is easily understood in terms of the geometrical theory
of differential equations. Let us examine the equation
∂2t u = ∂
2
xu− u+ uf(u2), (2)
where f : R → R is another smooth function and seek moving breather solutions u(x, t) =
v(x−cgt, k0(x−cpt)), where v is 2pi-periodic and odd in its second variable and cg = c′g+O(ε2),
cp = c
′
p+O(ε2). Writing the equation for v as an evolutionary equation in which the unbounded
spatial variable ξ = x − cgt plays the role of the time-like variable (‘spatial dynamics’), one
obtains a system of equations of the form
∂ξz = Λz + F (z, w), (3)
∂ξw = Λw +G(z, w) +H(w) (4)
(see Groves & Schneider [4]), in which Λ is a linear operator whose spectrum consists of a
pair of real eigenvalues of opposite signs and infinitely many purely imaginary eigenvalues, z
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and w are the projections of v onto the hyperbolic and centre subspaces of Λ and F , G, H are
nonlinearities with G(z, 0) = 0. A moving breather corresponds to a homoclinic solution of
(3), (4), that is a solution (z, w) such that (z(ξ), w(ξ)) → (0, 0) as ξ → ∞, and arises as the
intersection of the stable and unstable manifolds in the phase space of 2pi-periodic functions.
Equations (3), (4) have the property that {w = 0} is a two-dimensional invariant subspace when
the higher-order termsH(z) are neglected; the stable and unstable manifolds are contained in this
two-dimensional subspace, and in fact intersect whenever f ′(0) > 0, giving rise to homoclinic
solutions of the two-dimensional dynamical system
∂ξz = Λz + F (z, 0).
On the other hand {w = 0} is no longer invariant when H(z) is included, and the intersection
of the one-dimensional stable and unstable manifolds in the infinite-dimensional phase space is
a rare phenomenon; the homoclinic solution for H(z) = 0 does not persist for H(z) 6= 0.
Any further analysis of the situation clearly has to take the infinite-dimensional centre space
and hence the variable w into account. Groves & Schneider [4] proved the existence of modulat-
ing pulse solutions to (2) which remain O(εn)-close to the approximate solutions of amplitude
O(ε) obtained by setting H(z) = 0 but do not decay to zero as ξ → ±∞, so that their ‘tails’ are
O(εn); here n ∈ N is arbitrary but fixed. The proof involves using a sequence of normal-form
transformations which eliminate successive terms in the Taylor expansion ofH(z), so that it can
be made O(εN), where N is arbitrary but fixed (and determined by the choice of n). A standard
construction for semilinear evolutionary equations yields a family of solutions on ξ ∈ [0,∞)
whose hyperbolic parts are O(εn) and whose centre part may experience secular growth; the
initial-values of these solutions form the centre-stable manifold. The O(εn)-boundedness of
their centre parts follows using an auxiliary argument: a solution v(ξ) with initial data on the
centre-stable manifold converges to a solution on an appropriately defined centre manifold, a
graph in phase space upon which all solutions remain so long as they are O(εn); the existence
of a Lyapunov function (the Hamiltonian function for the wave equation) shows that the centre
manifold is actually globally invariant; and the rate of convergence of v(ξ) to the centre manifold
is shown to be faster than the rate of secular growth of its centre part. Finally, the reversibility
of (2) is exploited to extend the above solutions to symmetric solutions on ξ ∈ (−∞,∞). Our
result identifies a sense in which the modulating pulses for H(z) = 0 persist for H(z) 6= 0 and
we generalise our definition of ‘modulating pulses’ and ‘moving breathers’ accordingly. An al-
ternative approach to persistence, which is based upon scattering theory, is given by McLaughlin
& Shatah [10].
Further complications arise when studying quasilinear wave equations. Our technique in ref-
erence [4] relies heavily upon semilinearity, in particular that global existence theory is available
for globally Lipschitz nonlinearities with small Lipschitz constant; this method is therefore not
applicable to quasilinear problems. Progress was however made in our study of the prototype
quasilinear equation
∂2t u = ∂
2
xu− u+ ∂2x(u3)
(Groves & Schneider [5]). The theory is analogous to that for semilinear equations: a normal-
form transformation eliminates terms up to O(εN) in the Taylor expansion of H(z); an iteration
scheme and energy estimates are used to construct solutions which exist on ξ ∈ [0, ε−n] and are
O(εn) close to the approximate solutions of amplitude O(ε) obtained by setting H(z) = 0; and
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reversibility is used to extend these solutions to symmetric solutions on ξ ∈ [−ε−n, ε−n]. The
definition of ‘modulating pulses’ and ‘moving breathers’ is thus generalised further, namely to
include pulses which exist on large but finite spatial intervals in a frame of reference moving
with the pulse.
In the present paper we present an existence theory for modulating pulses which greatly im-
proves and generalises the result given in reference [5]. We show that a large class of quasilinear
wave equations with analytic nonlinearities and whose quadratic terms do not necessarily vanish
admit modulating pulse solutions which exist on ξ ∈ [−ec?/2√ε, ec?/2√ε] and are O(e−c?/2√ε)-
close to the O(ε) approximate modulating pulses. Our solutions are therefore exponentially
close to the approximate pulses and exist on exponentially long length scales in a frame of refer-
ence moving with the pulse. The main tool is a normal-form transformation which makes H(z)
exponentially rather than algebraically small.
1.2 The result
cg
cp
O(e−c / 2
√
ε) O(ε)
O(ec / 2
√
ε)
Figure 1: A modulating pulse solution guaranteed by Theorem 1.1.
We seek modulating pulse solutions to the quasilinear wave equation
∂2t u = ∂
2
xu− u+ f1(u, ∂xu, ∂tu)∂2xu+ f2(u, ∂xu, ∂tu), (5)
in which f1, f2 : R3 → R are analytic functions which satisfy
fi(a,−b,−c) = fi(a, b, c), i = 1, 2; (6)
this hypothesis ensures that the spatial dynamics formulation of (5) is reversible, and is an es-
sential requirement for the construction of symmetric modulating pulses. Our result is stated in
Theorem 1.1 and illustrated in Figure 1.
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Theorem 1.1 Fix a positive real number k0. There exist positive constants ε0 and c∗ with the
property that for each ε ∈ (0, ε0) equation (5) admits an infinite-dimensional, continuous family
of modulating pulse solutions of the form
u(x, t) = v(x− cgt, k0(x− cpt)),
where v is 2pi-periodic in its second argument and
cp = c
′
p + γ1ε
2, cg =
1
cp
.
These solutions satisfy
v(ξ, η) = v(−ξ,−η), |v(ξ, η)− hε(ξ, η)| ≤ e−c?/2
√
ε
for all η ∈ R and ξ ∈ [−ec?/2√ε, ec?/2√ε], in which
hε(ξ, η) = ±ε
(
2Cˇ1
piCˇ2
)1/2
sech(Cˇ
1/2
1 εξ) cos η +O(ε3/2e−εθξ), 0 < θ < Cˇ1/21
(so that lim
ξ→±∞
hε(ξ, η) = 0 uniformly in η ∈ R). Here Cˇ1 = −2k0γ1(1 + k20)3/2 is positive for
γ1 < 0 and Cˇ2 is a normal-form coefficient which is defined in equation (29) and required to be
positive.
Example 1.2 The quasilinear wave equation
∂2t u = ∂
2
xu− u− αu∂2xu− β(∂xu)2∂2xu,
in which α, β are real parameters, satisfies the hypotheses of Theorem 1.1 with
Cˇ2 = −α
2k20
4pi
(2 + 7k20 + 5k
4
0) +
k40(1 + k
2
0)β
4pi
;
this coefficient is positive for sufficiently large values of k0 whenever β > 5α2.
Remark 1.3 The coefficient Cˇ2 is positive whenever the asssociated nonlinear Schro¨dinger
equation (1) is focusing.
The proof of Theorem 1.1 has five main steps.
I. Spatial dynamics formulation (Section 2) The equation for v is formulated as an evolu-
tionary system in which the unbounded spatial variable ξ is the time-like variable. The linear
operator in this evolutionary system has two geometrically double real eigenvalues of O(ε), two
simple strongly hyperbolic eigenvalues of O(1) and an infinite number of geometrically double
purely imaginary eigenvalues. In terms of the projections z = Pwhv and q = Psh,cv of v onto the
weakly hyperbolic and strongly hyperbolic/centre subspaces, we write the system as the coupled
fourth-order dynamical system
∂ξz = Kz + F
ε(z, q), K =
(
0 1
0 0
)
(7)
5
and quasilinear wave equation
∂ξq1 = q2, (8)
∂ξq2 = −cε3k20∂2ηq1 − cε4q1 + Psh,c(d1(z)q1) + Psh,c(d2(z)∂ηq1) + Psh,c(d3(z)q2)
+ Psh,c(g
ε
3(z, q)∂
2
ηq1) + g
ε
4(z, q) + Psh,c(g
ε
5(z, q)∂ηq2) + h
ε(z), (9)
where the notation for the nonlinearities has been designed to help with the careful book-keeping
which is needed later. The nonlinearities F ε, gεj and h
ε are analytic functions of their argu-
ments and the parameter ε, where gε4(z, q) contains no ε-independent terms which are linear
in z. The functions dj are linear and independent of ε, so that d1(z)q1, d2(z)∂ηq1 and d3(z)q2
represent the terms ‘missing’ in the Taylor expansion of gε4(z, q). Hypothesis (6) implies that
gεj (z1,−z2, q1,−∂ηq1,−q2) = gεj (z1,−z2, q1,−∂ηq1,−q2), hε(z1,−z2) = hε(z1, z2), and this re-
striction is an essential requirement, its purpose being to guarantee the reversibility of equations
(7)–(9), that is their invariance under the transformation ξ 7→ −ξ, (v1, v2) 7→ S(v1, v2), where
S(v1(η), v2(η)) = (v1(−η),−v2(−η)).
Theorem 1.1 evidently requires an ‘almost global-wellposedness’ result for (8), (9). It is well
known that the presence of quadratic terms in wave equations causes difficulties in constructing
existence theories of this kind, and the usual approach is to construct a normal-form transforma-
tion which eliminates them (e.g. see Shatah [13]). Unfortunately elimination of the quasilinear
quadratic terms in equation (9) in this fashion would cause a loss of regularity and complicate our
analysis. In fact we do not require a complete theory for the initial-value problem for equations
(7)–(9) since we are only interested in solutions of a certain type, and it is actually not necessary
to eliminate the quadratic terms to solve the initial-value problem for such solutions (see step IV
below).
II. Identification of approximate modulating pulses (Section 3) According to the discussion
in Section 1.1, approximate modulating pulses exist as homoclinic solutions of the equation
∂ξz = Kz + F
ε(z, 0), (10)
and the approximations increase in accuracy as a sequence of transformations is constructed
to remove terms of order 2, 3, . . . from hε. The transformation eliminating the quadratic part
of hε affects the cubic part of F ε, which in turn controls homoclinic bifurcation in equation
(10). It is therefore necessary to carry out this preliminary transformation separately, after which
dynamical systems arguments show that (10) admits a pair of homoclinic solutions provided that
a coefficient Cˇ2 in the cubic part of F ε is positive.
III. Normal-form theory (Section 4) We proceed by using a sequence of normal-form trans-
formations to eliminate terms of order 3, 4, . . . in the Taylor expansion of hε. One cannot expect
to eliminate the whole of hε in this fashion, because our equations would then admit homoclinic
solutions whose existence would contradict the ‘non-existence of breathers’ result. By restrict-
ing attention to a neighbourhood of the origin (which is large enough to contain the approximate
homoclinic solutions), one can however optimise over the order of the eliminated terms so that
the remainder is exponentially small. The necessary transformation theory (Section 4) is a gen-
eralisation of a theory for finite-dimensional dynamical analytic vector fields given by Iooss &
Lombardi [7], and here we adopt their notation and make frequent reference to their paper for
needed results of a combinatorial nature. A central requirement of Iooss & Lombardi’s result
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is that the linearised vector field should be diagonalisable (this condition ensures that certain
estimates hold uniformly in the order of terms eliminated from the vector field). In the present
context the corresponding requirement is that the matrixK should be diagonalisable, a condition
which is clearly not met. This difficulty is overcome by writing ε = µ2 and introducing scaled
parameters which convert the equation for z into
∂ξz = F
µ(z, q),
in which the linear part of the vector field is the (trivially diagonalisable) zero matrix. A similar
device was used by Iooss & Lombardi [6] in an application of their normal-form theory to the
02iω resonance.
The transformation theory in Section 4 amounts to a partial normal form since only certain
higher-order terms (the q-independent terms in the equations for q) are eliminated. A complete
normal form would involve eliminating all ‘non-resonant’ terms in the vector field, and this task
is known to be impossible because of a small-divisor problem arising from asymptotic reso-
nances among the frequencies, that is the magnitudes of the purely imaginary eigenvalues (e.g.
see Po¨schel [11]). By contrast, the frequencies interact in a helpful way in our partial normal
form: they guarantee that the transformation itself is smoothing of degree one (see Proposition
4.1), and this property in turn ensures that the transformed equation for q is again a quasilinear
wave equation.
IV. Existence theory (Section 5) The next step is to construct an existence theory for solutions
of (7)–(9) which remain exponentially close to one of the approximate modulating pulses identi-
fied in step II over an exponentially long time scale. For this purpose we use an iteration scheme
for quasilinear systems of the type suggested by Kato [9], and here the main task is to prove that
the iterative sequence {w(m)}m∈N0 for the central part w = Pcq of q converges; in particular we
show that
‖w(m)(ξ)‖ ≤ e−c?/2µ, ξ ∈ [0, ec?/2µ], (11)
‖w(m+1)(ξ)− w(m)(ξ)‖ ≤ 1
2
‖w(m)(ξ)− w(m−1)(ξ)‖, ξ ∈ [0, ec?/2µ] (12)
for each m ∈ N0, so that w = limm→∞w(m) exists and satisfies ‖w(ξ)‖ ≤ e−c?/2µ for ξ ∈
[0, ec
?/2µ].
The analysis of the sequence {w(m)}m∈N0 is complicated by the presence of quadratic terms
in our nonlinearities. In proving (11) one arrives at the differential inequality
∂ξ‖w(m)‖2 ≤ cµ(e−c?/µ + µ2e−c?/2µe−µ2θξ)‖w(m)‖+ cµ(e−c?/2µ + µe−µ2θξ)‖w(m)‖2 (13)
for w(m), and it is necessary to deduce that ‖w(m)(ξ)‖ ≤ e−c?/2µ for ξ ∈ [0, ec?/2µ]. A better
inequality is obtained for equations with cubic nonlinearities, namely
∂ξ‖w(m)‖2 ≤ cµ(e−c?/µ + µ2e−c?/2µe−µ2θξ)‖w(m)‖+ cµ(e−c?/2µ + µ2e−µ2θξ)‖w(m)‖2;
integrating and using the means inequality, one finds that
sup
ξ∈[0,ec?/2µ]
‖w(m)(ξ)‖2 ≤ ‖w(m)(0)‖2 + cµe−c?/µ + cµ sup
ξ∈[0,ec?/2µ]
‖w(m)(ξ)‖2,
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so that ‖w(m)(ξ)‖ ≤ cµe−c?/2µ for ξ ∈ [0, ec?/2µ] whenever ‖w(m)(0)‖ ≤ µe−c?/2µ. Notice
however that this calculation does not yield the required result for inequality (13) (the O(µ)
coefficient of the third term on the right-hand side of the deduced inequality is replaced by an
O(1) coefficient).
In fact the required result does follow from inequality (13), but a more careful two-step
estimation technique is required. In the first step we define ξ? so that e−µ2θξ? = µα, where α is
an appropriately chosen positive constant; a straightforward application of Gronwall’s inequality
shows that ‖w(m)(ξ)‖2 ≤ cµ| log µ|e−c?/µ for ξ ∈ [0, ξ?] whenever ‖w(m)(0)‖ ≤ µe−c?/2µ. In
the second step we integrate (13) over [0, ec?/2µ] and split the range of integration into [0, ξ?] and
[ξ?, ec
?/2µ]. Satisfactory estimates for the integrals over [ξ?, ec?/2µ] are obtained by an optimal
choice of α (and hence ξ?), while the integrals over [0, ξ?] are handled using the result from the
first step; the final result is that ‖w(m)(ξ)‖ ≤ cµ1/2| log µ|e−c?/2µ for ξ ∈ [0, ec?/2µ]. Full details
of this estimate are given in the final part of Lemma 5.3, and the corresponding calculation
needed for (12) is discussed in Lemma 5.4.
V. Extension to symmetric modulating pulses (Section 6) The final step is is based upon the
following observations: (i) solutions v(ξ) = (z(ξ), q(ξ)) of (7)–(9) on ξ ∈ [0, ξ0] with the prop-
erty that v(0) lies on the symmetric section Σ = FixS can be extended to symmetric solutions
on ξ ∈ [−ξ0, ξ0]; (ii) the initial values v(0) of the solutions identified in step IV define a man-
ifold in phase space (the centre-stable manifold) which is parameterised by the projections w0
of v(0) onto the infinite-dimensional centre subspace and (Z0, r01, r
0
2) of v(0) onto an appropri-
ately defined three-dimensional stable subspace. An intersection of the centre-stable manifold
with the symmetric section therefore guarantees the existence of symmetric modulating pulse
solutions on ξ ∈ [−ec?/2µ, ec?/2µ]. Denote the spectral projections of the phase space onto the
centre and hyperbolic subspaces by respectively Pc and Ph. Because Pcv(0) = w0 we have that
v(0) ∈ Σc := PcΣ whenever w0 ∈ Σc and fixed-point arguments are used to prove that there
is a unique value of (Z0, r01, r
0
2) such that Phv(0) ∈ Σh := PhΣ (and additional regularity re-
quirements on w0 beyond those used in step IV are necessary here). In this fashion we obtain the
result announced in Theorem 1.1, namely the existence of an infinite-dimensional, continuous
family of modulating pulse solutions parameterised by w0 ∈ Σc.
Acknowledgements The work of Guido Schneider is partially supported by the Deutsche Forsch-
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2 Spatial dynamics formulation
We look for modulating pulse solutions of the nonlinear wave equation (5) of the form
u(x, t) = v1(x− cgt, k0(x− cpt)) = v1(ξ, η),
where v1 is periodic in η with period 2pi and k0 is a fixed positive number. Making this Ansatz,
one arrives at the equation
(1− c2g)∂2ξv1 + 2(1− cgcp)k0∂ξ∂ηv1 + (1− c2p)k20∂2ηv1 − v1
+ f3(v1, ∂ηv1, ∂ξv1)(∂
2
ξv1 + 2k0∂η∂ξv1 + k
2
0∂
2
ηv1) + f4(v1, ∂ηv1, ∂ξv1) = 0,
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where
f3(v1, ∂ηv1, ∂ξv1) = f1(v1, ∂ξv1 + k0∂ηv1,−cg∂ξv1 − k0cp∂ηv1),
f4(v1, ∂ηv1, ∂ξv1) = f2(v1, ∂ξv1 + k0∂ηv1,−cg∂ξv1 − k0cp∂ηv1);
notice that f3, f4 are analytic real-valued functions of their arguments with the property that
fi(a,−b,−c) = fi(a, b, c), i = 3, 4. It is convenient to choose
cp = c
′
p + γ1ε
2, cg = 1/cp,
so that cp is a small perturbation of the phase velocity c′p of the linearised problem and the
equation simplifies to
∂2ξv1 +
1− c2p + f3(v1, ∂ηv1, ∂ξv1)
1− c2g + f3(v1, ∂ηv1, ∂ξv1)
k20∂
2
ηv1
+
2f3(v1, ∂ηv1, ∂ξv1)
1− c2g + f3(v1, ∂ηv1, ∂ξv1)
k0∂η∂ξv1 +
f4(v1, ∂ηv1, ∂ξv1)− v1
1− c2g + f3(v1, ∂ηv1, ∂ξv1)
= 0.
Introducing the new variable v2 = ∂ξv1, we can write the above equation as the evolutionary
system
∂ξv1 = v2, (14)
∂ξv2 = −cε3k20∂2ηv1 − cε4v1 + (c0v1 + gε0(v))∂2ηv1 + (c2v1 + gε2(v))∂ηv2
+ c1,1v
2
1 + c1,2(∂ηv1)
2 + c1,3v
2
2 + c1,4v2∂ηv1 + g
ε
1(v), (15)
which we study in the phase space
X s = {v = (v1, v2) ∈ Hs+1per (0, 2pi)×Hsper(0, 2pi)}, s > 0,
the domain of the vector field on the right-hand side of (14), (15) being Ds = X s+1. Here
cε3 =
1− c2p
1− c2g
, cε4 =
−1
1− c2g
are negative constants and the analytic functions gε0, g
ε
1, g
ε
2 : X s+1 → Hs+1per (R2) and constants
c0, c1,1, . . . c1,4, c2 are defined by
−cε3 + c0v1 + gε0(v) = −k20
1− c2p + f3(v1, ∂ηv1, v2)
1− c2g + f3(v1, ∂ηv1, v2)
,
−cε4v1 + c1,1v21 + c1,2(∂ηv1)2 + c1,3v22 + c1,4v2∂ηv1 + gε1(v)
= − f4(v1, ∂ηv1, v2)− v1
1− c2g + f3(v1, ∂ηv1, v2)
,
c2v1 + g
ε
2(v) = −
2k0f3(v1, ∂ηv1, v2)
1− c2g + f3(v1, ∂ηv1, v2)
,
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so that gεj (0) = 0, dg
ε
j [0] = 0, j = 0, 1, 2 and d
2g01[0] = 0. (We denote parameter dependence,
which is always analytic, of functions and constants by the superscript ε; functions and constants
without the superscript do not depend upon ε.) The evolutionary system (14), (15) has a discrete
symmetry which plays an important role in the following theory. It is reversible, that is invariant
with respect to the transformation ξ 7→ −ξ, (v1, v2) 7→ S(v1, v2), where the reverser S is defined
by the formula
S(v1(η), v2(η)) = (v1(−η),−v2(−η)).
This symmetry has the consequence that (v1(−ξ,−η),−v2(−ξ,−η)) solves the equation when-
ever (v1(ξ, η), v2(ξ, η)) is a solution.
We may express an element of Hsper(0, 2pi) as a Fourier series
v1(η) =
√
1
2pi
v1,0 +
√
1
pi
∞∑
m=1
{v1,m,o sin(mη) + v1,m,e cos(mη)}
and define projections P0, Pm,o, Pm,e, Pm : Hsper(0, 2pi)→ Hsper(0, 2pi) by the formulae
P0
(√
1
2pi
v1,0 +
√
1
pi
∞∑
j=1
(v1,j,o sin(jη) + v1,j,e cos(jη))
)
=
√
1
2pi
v1,0
and
Pm,o
(√
1
2pi
v1,0 +
√
1
pi
∞∑
j=1
(v1,j,o sin(jη) + v1,j,e cos(jη))
)
=
√
1
pi
v1,m,o sin(mη),
Pm,e
(√
1
2pi
v1,0 +
√
1
pi
∞∑
j=1
(v1,j,o sin(jη) + v1,j,e cos(jη))
)
=
√
1
pi
v1,m,e cos(mη)
with Pm = Pm,o + Pm,e for m = 1, 2, . . .. By extending the Fourier series coordinatewise to
vector-valued functions we find that X s decomposes into a direct sum ⊕m∈N0Em of subspaces,
where
Em = Em,o ⊕ Em,e, Em,o = {(v1,m,o, v2,m,o)}, Em,e = {(v1,m,e, v2,m,e)}.
We may therefore write
X s = `s+1 × `s,
in which
`t = {u | ‖u‖2t := |u0|2 +
∞∑
m=1
m2t(|um,o|2 + |um,e|2) <∞},
and Pm,o, Pm,e, Pm also extend naturally to projections X s → X s which are denoted by the same
symbols. Notice that Pm is infinitely smoothing due to its finite-dimensional range, so that
‖Pmv1‖t1 ≤ Cm,t1,t2‖v1‖t2 , t1 ≥ t2;
the same smoothing property is enjoyed by Pm,o and Pm,e. The action of the reverser S in the
new coordinate system is readily confirmed to be
S(v1,o, v1,e, v2,o, v2,e) = (−v1,o, v1,e, v2,o,−v2,e),
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where (v1,o, v2,o) = {(v1,m,o, v2,m,o)}, (v1,e, v2,e) = {(v1,m,e, v2,m,e)}. Note also that the peri-
odicity in y combines with the translation invariance in this variable to give an O(2) symmetry
represented in the new coordinates by
{(v1,m,o, v1,m,e, v2,m,o, v2,m,e)} 7→ {(Rma(v1,m,o, v1,m,e), Rma(v2,m,o, v2,m,e))}, a ∈ R,
where Rθ is the 2× 2 matrix representing a rotation through the angle θ.
The spectrum of the linearised system
∂ξv = L
εv, Lε
(
v1
v2
)
=
(
v2
−cε3k20∂2ηv1 − cε4v1
)
associated with (14), (15) was calculated by Groves & Schneider [4]; we recall the complete
result since extensive use is made of it in the following analysis. The mth Fourier component
satisfies the ordinary differential equations
∂ξv1,m = v2,m,
∂ξv2,m =
m2k20(1− c2p) + 1
(1− c2g)
v1,m,
and the associated eigenvalues λm,ε of this system of equations are given by
λ2m,ε =
m2k20(1− c2p) + 1
(1− c2g)
= (k20 + 1)(1−m2)− 2k0(1 + k20)1/2(k20 +m2)γ1ε2 +O(ε4),
in which the O(ε4) estimate on the remainder term holds uniformly inm.
m = 0: We have two simple, real eigenvalues±λ0,ε = ±(1+k20)1/2+O(ε2). The corresponding
eigenvectors are given by (
v1
v2
)
=
(
1
±λ0,ε
)
.
m = 1: For ε = 0 we have a geometrically simple and algebraically double zero eigenvalue in
E1,o. The eigenvector and associated generalised eigenvector are given by(
v1
v2
)
=
(
1
0
)
sin η,
(
v1
v2
)
=
(
0
1
)
sin η.
For ε > 0we have two simple eigenvalues±λ1,ε which satisfy the equation (λ1,ε)2 = −2k0γ1ε2(1+
k20)
3/2 +O(ε4); they are therefore real if γ1 < 0. The eigenvectors are(
v1
v2
)
=
(
1
±λ1,ε
)
sin η.
The same result holds in E1,e with sin η replaced by cos η.
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Im
Re
Im
Re
ε > 0ε = 0
Figure 2: The spectrum of the linearised problem consists of infinitely many semisimple purely
imaginary eigenvalues and two real semisimple real eigenvalues together with two Jordan blocks
of length two at the origin for ε = 0 or two additional semisimple real eigenvalues for ε > 0; with
the exception of the geometrically simple real eigenvalues of largest magnitude all eigenvalues
have geometric multiplicity two.
m > 1: We have two simple purely imaginary eigenvalues in Em,o given by ±iωm,ε, where
ωm,ε = ±i(m2 − 1)1/2(k20 + 1)1/2 +O(ε2). The eigenvectors are(
v1
v2
)
=
(
1
±λm,ε
)
sin(mη).
The same result holds in Em,e with sin(mη) replaced by cos(mη).
The eigenvalue picture is summarised in Figure 2; for ε > 0 we have a two-dimensional
strongly hyperbolic part X ssh = E0, a four-dimensional weakly hyperbolic part X swh = E1
and an infinite-dimensional central part X sc = ⊕∞m=2Em of phase space. Notice that P0 is
the projection onto the strongly hyperbolic subspace X ssh along the central and weakly hyper-
bolic subspace X swh ∪ X sc , while P1 is the projection onto the weakly hyperbolic subspace X swh
along the central and strongly hyperbolic subspace X ssh ∪ X sc . In the theory below we there-
fore write Psh for P0, Pwh for P1, Pc for I − Psh − Pwh and also define Psh,c = Psh + Pc;
we use the notation (Z1, Z2) = Psh(v1, v2), (z1, z2) = Pwh(v1, v2), (w1, w2) = Pc(v1, v2)
and (q1, q2) = Psh,c(v1, v2), so that Lε(Z1, Z2) = (Z2, λ20,εZ1), L
ε(z1, z2) = (z2, λ
2
1,εz1) and
Lε{(q1,m, q2,m)}m≥2 = {(q2,m,−ω2m,εq1,m)}m≥2.
One may formulate equations (14), (15) as the coupled four-dimensional dynamical system
∂ξz = Kz + F
ε(z, q), (16)
where
K =
(
0 1
0 0
)
, F ε(z, q) =
(
0
λ21,εz + f
ε(z, q)
)
,
f ε(z, q) = Pwh[(c0(z1 + q1) + g
ε
0(z + q))∂
2
η(z1 + q1)
+ c1,1(z1 + q1)
2 + c1,2(∂η(z1 + q1))
2 + c1,3(z2 + q2)
2 + c1,4(z2 + q2)∂η(z1 + q1)
+ gε1(z + q) + (c2(z1 + q1) + g
ε
2(z + q))∂η(z2 + q2)],
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and quasilinear wave equation
∂ξq1 = q2, (17)
∂ξq2 = −cε3k20∂2ηq1 − cε4q1 + Psh,c(d1(z)q1) + Psh,c(d2(z)∂ηq1) + Psh,c(d3(z)q2)
+ Psh,c(g
ε
3(z, q)∂
2
ηq1) + g
ε
4(z, q) + Psh,c(g
ε
5(z, q)∂ηq2) + h
ε(z), (18)
where
d1(z) = c0∂
2
ηz1 + 2c1,1z1 + c2∂ηz2,
d2(z) = 2c1,2∂ηz1 + c1,4z2,
d3(z) = 2c1,3z2 + c1,4∂ηz1,
gε3(z, q) = c0(q1 + z1) + g
ε
0(z + q),
gε4(z, q) = Psh,c[(g
ε
0(z + q)− gε0(z))∂2ηz1 + (gε2(z + q)− gε2(z))∂ηz2
+ c1,1q
2
1 + c1,2(∂ηq1)
2 + c1,3q
2
2 + c1,4q2∂ηq1 + g
ε
1(z + q)− gε1(z)],
gε5(z, q) = c2(q1 + z1) + g
ε
2(z + q),
hε(z) = Psh,c[(c0z1 + g
ε
0(z))∂
2
ηz1 + (c2z1 + g
ε
2(z))∂ηz2
+ c1,1z
2
1 + c1,2(∂ηz1)
2 + c1,3z
2
2 + c1,4z2∂ηz1 + g
ε
1(z)];
the linear functions dj , j = 1, 2, 3 and nonlinearities in equations (16)–(18) satisfy the estimates
‖dj(z)‖s+1 = O(|z|), j = 1, 2, 3,
|f ε(z, q)| = O(‖q‖X s+1sh,c ‖(z, q)‖X s+1 + ‖(z, q)‖
3
X s+1),
|F ε(z, q)| = O(ε2|z|+ ‖q‖X s+1sh,c ‖(z, q)‖X s+1 + ‖(z, q)‖
3
X s+1),
‖gεj (z, q)‖s+1 = O(‖(z, q)‖X s+1), j = 3, 5,
‖gε4(z, q)‖s+1 = O(‖q‖2X s+1sh,c + ‖q‖X s+1sh,c |z||(z, ε)|),
‖hε(z)‖s+1 = O(|z|2).
We use this formulation in the remainder of the article.
3 Approximate modulating pulses
In this section we construct a pair of approximate modulating pulse solutions to equations (16)–
(18) from which we later obtain genuine modulating pulses by perturbation arguments. Consider
the approximate problem obtained by removing the term hε(z) from equation (18). This approx-
imate problem has the property that E1 = {q = 0} is an invariant subspace, the flow in which is
given by the equation
∂ξz = Kz + F
ε(z, 0),
where |F ε(z, 0)| = O(|z|3). Under a sign condition on the cubic part of the nonlinearity, the
above equation admits a pair of small-amplitude homoclinic orbits pε± for small, positive values
of ε (see below), and each of these orbits serves as an approximate modulating pulse.
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Our strategy is therefore to use a sequence of changes of variable which systematically re-
moves the term hεj(z) that is homogeneous of degree j in (z, ε) from h
ε while preserving the
overall structure of the equations. This procedure is carried out in Section 4 below, where it is
shown that the remaining terms in hε can be made exponentially small in comparison to ε, so that
pε± become very good approximations to genuine modulating pulses. The transformation which
eliminates the term h02(z) (the term that is homogeneous of degree two in z and does not depend
upon ε) affects the coefficient in F ε(z, 0) whose sign determines whether homoclinic bifurcation
takes place; we therefore consider this transformation as a separate preliminary step.
Lemma 3.1 There is a near-identity, finite-dimensional change of coordinates which transforms
the coupled systems (16), and (17), (18) into
∂ξz = Kz + F˜
ε(z, q), (19)
∂ξq1 = q2 + g
ε
6(q, z) + h˜
ε
1(z), (20)
∂ξq2 = −cε3k20∂2ηq1 − cε4q1 + Psh,c(d1(z)q1) + Psh,c(d2(z)∂ηq1) + Psh,c(d3(z)q2)
+ Psh,c(g˜
ε
3(z, q)∂
2
ηq1) + g˜
ε
4(z, q) + Psh,c(g˜
ε
5(z, q)∂ηq2) + h˜
ε
2(z) (21)
and preserves the reversibility. The nonlinearities F˜ ε, g˜ε3, g˜
ε
4, g˜
ε
5 satisfy the same estimates as
respectively F ε, gε3, g
ε
4, g
ε
5, while
‖gε6(z, q˜)‖s+2 = O(|z|‖q˜‖X s+1sh,c ‖(z, q˜)‖X s+1), ‖h˜
ε(z)‖X s+1sh,c = O(|z|
2|(z, ε)|).
Proof. Write hε(z) = h02(z) + hˆε(z), where h02(z) is the part of hε(z) that is homogeneous of
degree j in (z, ε), so that ‖hˆε(z)‖X s+1sh,c = O(|z|
2|(z, ε)|). Observe that h02 is a mapping from E1
to E0 ⊕ E2, and this fact suggests using a finite-dimensional change of coordinates of the form
q˜ = q + Γ(z),
where PmΓ(z) = 0 for m 6= 0, 2. Substituting q = q˜ − Γ(z) into (16) and (17), (18), one finds
that they are transformed into respectively (19) and (20), (21) with
F˜ ε(z, q) =
(
0
λ21,εz + f˜
ε(z, q)
)
,
f˜ ε(z, q˜) = f ε(z, q˜ − Γ(z)),
g˜εj (z, q˜) = g
ε
j (z, q˜ − Γ(z)), j = 3, 5,
g˜ε4(z, q˜) = g
ε
4(z, q˜ − Γ(z))− gε4(z,−Γ(z))
− Psh,c(gε3(z, q˜ − Γ(z))− gε3(z,−Γ(z)))∂2ηΓ1(z)
− Psh,c(gε5(z, q˜ − Γ(z))− gε5(z,−Γ(z)))∂ηΓ2(z)
+ dΓ2[z](F
ε(z, q˜ − Γ(z))− F ε(z,−Γ(z))),
gε6(z, q˜) = dΓ1[z](F
ε(z, q˜ − Γ(z))− F ε(z,−Γ(z))),
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and
h˜ε(z) = −LεΓ(z) + dΓ[z](Kz) + dΓ[z](F ε(z,−Γ(z)))
+
(
0
−Psh,c(d1(z)Γ1(z))− Psh,c(d2(z)∂ηΓ1(z))− Psh,c(d3(z)Γ2(z))
)
+
(
0
gε4(z,−Γ(z))− Psh,c[gε3(z,−Γ(z))∂2ηΓ1(z) + gε5(z,−Γ(z))∂ηΓ2(z)] + hˆε(z)
)
;
our objective is therefore achieved by choosing Γ(z) to be a polynomial which is homogeneous
of degree two and satisfies
L0Γ(z)− dΓ[z](Kz) =
(
0
h02(z)
)
. (22)
Notice that (22) decomposes into component equations for P0Γ(z), P2,oΓ(z) and P2,eΓ(z) in
respectively E0, E2,o and E2,e. LetR2 denote the space of R2-valued polynomials of degree two
in the variables z1,o, z1,e, z2,o, z2,e, equipR2 with the basis
B = {(1, 0)Tzi1,ozj1,ezk2,oz`2,e, (0, 1)Tzi1,ozj1,ezk2,oz`2,e}i+j+k+`=2
and consider the linear operator L : R2 → R2 defined by (LΓ)(z) = L0Γ(z) − dΓ[z](Kz).
Using the calculations
L((1, 0)Tzi1,ozj1,ezk2,oz`2,e)
= (0, 1)Tzi1,oz
j
1,ez
k
2,oz
`
2,e − (1, 0)T(izi−11,o zj1,ezk+12,o z`2,e + jzi1,ozj−11,e zk2,oz`+12,e ),
L((0, 1)Tzi1,ozj1,ezk2,oz`2,e)
= λ21,ε(1, 0)
Tzi1,oz
j
1,ez
k
2,oz
`
2,e − (0, 1)T(izi−11,o zj1,ezk+12,o z`2,e + jzi1,ozj−11,e zk2,oz`+12,e ),
to compute the matrix of L with respect to B, we find that this matrix is invertible, so that the
component equation of (22) for P0Γ(z) has a unique solution. A similar argument yields P2,oΓ(z)
and P2,eΓ(z), and one concludes that (22) admits a unique solution for Γ(z). 2
Let us now examine the system of ordinary differential equations
∂ξz1,o = z2,o, ∂ξz1,e = z2,e, (23)
∂ξz2,o = λ
2
1,εz1,o + f˜
ε
o (zo, ze), ∂ξz2,e = λ
2
1,εz1,e + f˜
ε
e (zo, ze), (24)
where f˜ εo = P1,of˜
ε|q=0 and f˜ εe = P1,ef˜ ε|q=0 are O(|(zo, ze)|2|(zo, ze, ε2)|), which is obtained
by neglecting h˜ε and setting q = 0 in equation (19). This system inherits the reversibility
and O(2) symmetry of equations (16)–(18): it is invariant under the transformation ξ 7→ −ξ,
(z1,o, z1,e, z2,o, z2,e) 7→ Sh(z1,o, z1,e, z2,o, z2,e), where the reverser Sh is defined by
Sh(z1,o, z1,e, z2,o, z2,e) = (−z1,o, z1,e, z2,o,−z2,e),
and under the transformation(
z1,o
z1,e
)
7→ Ra
(
z1,o
z1,e
)
,
(
z2,o
z2,e
)
7→ Ra
(
z2,o
z2,e
)
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for each a ∈ [0, 2pi). Introducing the scaled variables
ξˇ = εξ, z1(ξ) = εzˇ1(ξˇ), z2(ξ) = ε
2zˇ2(ξˇ),
one finds from (23)–(24) that
∂ξˇzˇ1,o = zˇ2,o, (25)
∂ξˇzˇ2,o = Cˇ1zˇ1,o − Cˇ2zˇ1,o(zˇ21,o + zˇ21,e) +Rεo(zˇ1,o, zˇ1,e, zˇ2,o, zˇ2,e), (26)
∂ξˇzˇ1,e = zˇ2,e, (27)
∂ξˇzˇ2,e = Cˇ1zˇ1,e − Cˇ2zˇ1,e(zˇ21,o + zˇ21,e) +Rεe(zˇ1,o, zˇ1,e, zˇ2,o, zˇ2,e), (28)
in which
Cˇ1 = −2k0γ1(1 + k20)3/2 > 0
and the remainder termsRεo andRεe are both O(ε2) and respectively odd and even in (zˇ1,o, zˇ2,e).
The remaining coefficient Cˇ2 is is given by the formulae
Cˇ2 =
1
pi3/2
f 0;3,0[{cos η}(3), 0] + 1
pi3/2
f 0;1,1[cos η,−Γ0200]
=
1
pi3/2
f 0;3,0[{sin η}(3), 0] + 1
pi3/2
f 0;1,1[sin η,−Γ2000], (29)
and is required to be positive. Here we have adopted the notation
f 0;n1,n2 =
1
(n1 + n2)!
dn1,n21,2 f
0[0, 0], Γ(z) =
∑
i+j+k+`=2
Γijk`z
i
1oz
j
1ez
k
2oz
`
2e
and {u}(n) is an abbreviation for the n-tuple (u, . . . , u). In the limit ε → 0 the system (25)–
(26) has the property that the (zˇ1,e, zˇ2,e) coordinate plane is invariant; its phase portrait is shown
in Figure 3. In fact each orbit in the four-dimensional phase space of the limiting equations is
obtained from an orbit in the (zˇ1,e, zˇ2,e) coordinate plane by a rotation Ra for some a ∈ (0, 2pi)
(so that each subspace (Ra(0, zˇ1,e), Ra(0, zˇ2,e)), a ∈ (0, 2pi) is invariant). Notice in particular that
the (zˇ1,e, zˇ2,e) coordinate plane contains two homoclinic orbits pˇ± given by the explicit formulae
pˇ±1,e(ξˇ) = ±
(
2Cˇ1
Cˇ2
)1/2
sech(Cˇ
1/2
1 ξˇ), pˇ
±
2,e(ξˇ) = ∓
(
2Cˇ21
Cˇ2
)1/2
sech(Cˇ
1/2
1 ξˇ)tanh(Cˇ
1/2
1 ξˇ).
These orbits are reversible, that is they satisfy Shpˇ±(−ξ) = pˇ±(ξ), and this feature can be
exploited to prove their persistence for small values of ε. The necessary argument is given by
Groves & Schneider [5, §4] and yields Lemma 3.2 below; it is based upon the fact that the
stable manifold to the zero equilibrium of the limiting equations (which is the two-dimensional
manifold {(Ra(0, pˇ±1,e(ξ)), Ra(0, pˇ±2,e(ξ)) | a ∈ [0, 2pi), ξ ∈ R}) intersects the symmetric section
Fix Sh transversally at the points pˇ±(0).
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zˇ1,e
zˇ2,e
Figure 3: Dynamics in the (zˇ1,e, zˇ2,e) coordinate plane.
Lemma 3.2 Equations (23), (24) admit a pair pε± of reversible homoclinic orbits of the form(
pε±1 (ξ)
pε±2 (ξ)
)
=
(
εp˜ε±1 (εξ)
ε2p˜ε±2 (εξ)
)
,
where p˜ε±1 , p˜
ε±
2 are smooth functions with bounded derivatives. These homoclinic orbits satisfy
|pε±1 (ξ)| ≤ cεe−θε|ξ|, |pε±2 (ξ)| ≤ cε2e−θε|ξ|, ξ ∈ R
for any θ ∈ (0, (−2k0γ1)1/2(1 + k20)3/4).
The next step is a partial normal-form theory which eliminates sufficiently many terms in the
Taylor expansion of hε(z) that the remaining terms are exponentially small in comparison with
ε. A central requirement of the relevant transformation theory, which is based upon a theory
for finite-dimensional dynamical systems given by Iooss & Lombardi [7], is that the linearised
vector field in the dynamical system for z should be diagonalisable; this condition ensures that
certain estimates hold uniformly in the order of the terms eliminated from the vector field (see
Lemma 4.1). The matrix K clearly does not meet this criterion, and this difficulty is overcome
by introducing the following scaled variables. Writing ε = µ2 and defining
z′1 = µ
−1z1, z′2 = Cˇ
−1/2
1 µ
−3z2, (q′1, q
′
2) = µ
−2(q1, q2),
one finds that (19)–(21) are transformed into
∂ξz = F
µ(z, q), (30)
∂ξq1 = q2 + g
µ
6 (z, q) + h
µ
1(z), (31)
∂ξq2 = −cµ3k20∂2ηq1 − cµ4q1 + µPsh,c(d1(z)q1) + µPsh,c(d2(z)∂ηq1) + µPsh,c(d3(z)q2)
+ Psh,c(g
µ
3 (z, q)∂
2
ηq1) + g
µ
4 (z, q) + Psh,c(g
µ
5 (z, q)∂ηq2) + h
µ
2(z), (32)
in which
F µ(z, q) =
(
Cˇ
1/2
1 µ
2z2
Cˇ
1/2
1 µ
2z1 + (λ
2
1,µ − Cˇ1µ4)z1 + Cˇ−1/21 µ−3f˜ ε(µz1, Cˇ1/21 µ3z2, µ2q)
)
,
17
gµj (z, q) = g˜
ε
j (µz1, µ
3Cˇ
1/2
1 z2, µ
2q), j = 3, 5,
gµj (z, q) = µ
−2g˜εj (µz1, Cˇ
1/2
1 µ
3z2, µ
2q), j = 4, 6,
hµ(z) = µ−2h˜ε(µz1, Cˇ
1/2
1 µ
3z2)
and, with a slight abuse of notation, we have abbreviated λm,ε|ε=µ2 , ωm,ε|ε=µ2 , cε3|ε=µ2 and cε4|ε=µ2
to respectively λm,µ, ωm,µ, c
µ
3 and c
µ
4 (the primes have been dropped for notational simplicity).
The linear part of the vector field on the right-hand side of (30) at µ = 0 is the zero matrix, which
is trivially diagonalisable, while the nonlinearities in (30)–(32) satisfy the estimates
|F µ(z, q)| = O(µ2|z|+ ‖q‖X s+1sh,c ‖(z, q)‖X s+1 + ‖(z, q)‖
3
X s+1),
‖gµj (z, q)‖s+1 = O(µ‖(z, q)‖X s+1), j = 3, 5,
‖gµ4 (z, q)‖s+1 = O(µ2‖q‖2X s+1sh,c + µ
2‖q‖X s+1sh,c |z||(z, µ)|),
‖gµ6 (z, q)‖s+2 = O(µ2|z|‖q‖X s+1sh,c ‖(z, q)‖X s+1),
‖hµ(z)‖X s+1sh,c = O(µ|z|
2|(z, µ)|).
The homoclinic orbits detected in Lemma 3.2 are denoted in the new variables by pµ± and satisfy
the estimate
|pµ±(ξ)| ≤ chµe−µ2θ|ξ|, ξ ∈ R;
for notational simplicity we henceforth use the symbol pµ to denote either of the functions pµ+,
pµ−.
4 Normal-form theory
4.1 Construction of the normal-form transformation
Our normal-form theory consists of a sequence of changes of variable which systematically re-
moves the terms hµj (z), j = 3, . . . , p that are homogeneous of degree j in (z, µ) from h
µ(z)
while preserving the overall structure of equations (30)–(32). It is possible to make an optimal
choice of p so that the remaining terms are exponentially small in comparison to µ; the func-
tions pµ± found in Section 3 therefore become very good approximations to genuine modulating
pulse solutions and can be used as the starting point for a perturbation argument to find gen-
uine modulating pulses. Our analysis is based upon a theory for finite-dimensional dynamical
systems given by Iooss & Lombardi [7], and we use their notation and refer to several of their
combinatorial results here.
The dependence of our equations upon µ is accommodated by introducing the new variable
y = (z, µ) and attaching the additional equation
∂ξµ = 0
to equation (30); in this notation equations (30)–(32) are written as
∂ξy = F (y, q), (33)
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∂ξq1 = q2 + g6(y, q) + h1(y), (34)
∂ξq2 = −cµ3k20∂2ηq1 − cµ4q1 + Psh,c(d4(y)q1) + Psh,c(d5(y)∂ηq1) + Psh,c(d6(y)q2)
+ Psh,c(g3(y, q)∂
2
ηq1) + g4(y, q) + Psh,c(g5(y, q)∂ηq2) + h2(y), (35)
where
F (y, q) =
(
F µ(z, q)
0
)
,
gj(y, q) = g
µ
j (z, q), j = 3, . . . , 6, hj(y) = h
µ
j (z), j = 1, 2,
dj+3(y) = µdj(z), j = 1, 2, 3.
We use a change of variable of the form
q˜ = q + Φ(y),
where Φ : R5 → X s+2sh,c , which transforms equations (33)–(35) into
∂ξy = F˜ (y, q˜), (36)
∂ξ q˜1 = q˜2 + g˜6(y, q˜) + h˜1(y), (37)
∂ξ q˜2 = −cµ3k20∂2η q˜1 − cµ4 q˜1 + Psh,c(d4(y)q˜1) + Psh,c(d5(y)∂η q˜1) + Psh,c(d6(y)q˜2)
+ Psh,c(g˜3(y, q˜)∂
2
η q˜1) + g˜4(y, q˜) + Psh,c(g˜5(y, q˜)∂η q˜2) + h˜2(y). (38)
Here
F˜ (y, q˜) = F (y, q˜ − Φ(y)), (39)
g˜j(y, q˜) = gj(y, q˜ − Φ(y)), j = 3, 5, (40)
g˜4(y, q˜) = g4(y, q˜ − Φ(y))− g4(y,−Φ(y)) + dΦ2[y](F (y, q˜ − Φ(y))− F (y,−Φ(y)))
− Psh,c(g3(y, q˜ − Φ(y))− g3(y,−Φ(y)))∂2ηΦ1(y)
− Psh,c(g5(y, q˜ − Φ(y))− g5(y,−Φ(y)))∂ηΦ2(y), (41)
g˜6(y, q˜) = g6(y, q˜ − Φ(y))− g6(y,−Φ(y)) + dΦ1[y](F (y, q˜ − Φ(y))− F (y,−Φ(y))), (42)
and
h˜(y) = −L0Φ(y) +N(y), (43)
in which N : R5 → X s+1sh,c is defined by the formula
N(y) = −(Lµ − L0)Φ(y) + dΦ[y](F (y,−Φ(y))) + h(y)
+
(
g6(y,−Φ(y))
−Psh,c(d4(y)Φ1(y))− Psh,c(d5(y)∂ηΦ1(y))− Psh,c(d6(y)Φ2(y))
)
+
(
0
g4(y,−Φ(y))− Psh,c[g3(y,−Φ(y))∂2ηΦ1(y) + g5(y,−Φ(y))∂ηΦ2(y)]
)
and Lµ is an abbreviation for Lε|ε=µ2 .
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Let us write
Φ(y) =
p∑
k=2
Φk(y),
where Φk(y) is a polynomial which is homogeneous of degree k in y and takes values in X s+2sh,c .
We denote the space of such polynomials by Pks+2 and equip it with the inner product and norm
〈P,Q〉Pks+2 = P (∂y).Q(y)|y=0, |P |s+22 = 〈P, P 〉
1/2
Pks+2
,
in which the period denotes the X s+2sh,c inner product, and for later use we also introduce the
symbol Qk for the space of polynomials R5 → R5 that are homogenous of degree k in y. We
proceed by choosing Φk so that
LΦk = Nk, k = 2, . . . , p, (44)
where
(LΦk)(y) = L0Φk(y) (45)
and Nk(y) is the part of N(y) which is homogeneous of degree k in y; this choice of Φ ensures
that the Taylor expansion of h˜(y) does not contain any terms of order less than p (see equation
(43)). Notice that N2(y) = h2(y) = 0, so that the term Φ2 is not actually needed; certain
combinatorial aspects of the following theory are however simplified by allowing this zero term
to remain in the expansion for Φ2. It is also important to note that Φk affects Nk+1, . . . , Np, so
that Φk must be chosen systematically for k = 2, . . . , p.)
The following result shows that equation (44) admits a unique solution for any value for k
and yields an estimate for Φk in terms of Nk which is independent of k. This estimate, which
plays a crucial role in the following analysis, follows from the simple formula for the operator
L, which is in turn a consequence of the fact that the linearisation of the vector field on the
right-hand of equation (36) is the zero matrix.
Proposition 4.1 The operator L : Pks+2 → Pks+1 defined by (45) is invertible and its operator
norm
|||L−1||| = sup
|Φk|s+12 =1
|L−1Φk|s+22
is less than unity (and in particular is independent of k).
Proof. Let {e0,1, e0,2}, {em,1,o, em,2,o} and {em,1,e, em,2,e} be the usual bases for respectively E0,
Em,o,m ≥ 2 and Em,e,m ≥ 2 and consider the orthonormal basis
Bk = {Pαe0,1, Pαe0,2, Pαem,1,o, Pαem,2,o, Pαem,1,e, Pαem,2,e : |α| = k, m ≥ 2}
for Pks , where α ∈ N50 is a multi-index and
Pα =
1
α1!α2!α3!α4!α5!
µα1zα21,oz
α3
1,ez
α4
2,oz
α5
2,e.
Observe that
Pks = ⊕|α|=kP
α,k
0 ⊕|α|=k
m≥2
Pα,km,o ⊕|α|=k
m≥2
Pα,km,e, (46)
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in which the subspaces Pα,k0 = span{Pαe0,1, Pαe0,2}, Pα,km,o = span{Pαem,1,o, Pαem,2,o} and
Pα,km,o = span{Pαem,1,e, Pαem,1,e}, are invariant under L; furthermore Lα,k0 = L|αPk,0 admits an
inverse whose matrix with respect to the basis {Pαe0,1, Pαe0,2} for Pα,k0 is
(Lα,k0 )−1 =
(
0 1/λ20,0
1 0
)
and Lα,km,o = L|Pα,km,o , Lα,km,e = L|Pα,km,e admit inverses whose matrices with respect to the bases
{Pαem,1,o, Pαem,2,o} for Pα,km,o and {Pαem,1,e, Pαem,2,e} for Pα,km,e are
(Lα,km,o)−1 =
(
0 −1/ω2m,0
1 0
)
, (Lα,km,e)−1 =
(
0 −1/ω2m,0
1 0
)
.
Let us write
Φk =
∑
|α|=k
Φα,k0 +
∑
|α|=k
m≥2
Φα,km,o +
∑
|α|=k
m≥2
Φα,km,e
in accordance with the orthogonal decomposition (46), so that
(|Φk|s2)2 =
∑
|α|=k
|Φα,k0 |2+
∑
|α|=k
m≥2
m2(s+1)|(Φα,km,o)1|2+|(Φα,km,e)1|2)+
∑
|α|=k
m≥2
m2s|(Φα,km,o)2|2+|(Φα,km,e)2|2),
where the symbols (v)1 and (v)2 denote the first and second components of a vector v ∈ X s.
Since
L−1Φk =
∑
|α|=k
(Lα,k0 )−1Φα,k0 +
∑
|α|=k
m≥2
(Lα,km,o)−1Φα,km,o +
∑
|α|=k
m≥2
(Lα,km,e)−1Φα,km,e
it follows that
(|L−1Φk|s+22 )2
=
∑
|α|=k
|(Lα,k0 )−1Φα,k0 |2
+
∑
|α|=k
m≥2
m2(s+3){|((Lα,km,o)−1Φα,km,o)1|2 + |((Lα,km,e)−1Φα,km,e)1|2}
+
∑
|α|=k
m≥2
m2(s+2){|((Lα,km,o)−1Φα,km,o)2|2 + |((Lα,km,e)−1Φα,km,e)2|2}
≤
∑
|α|=k
|Φα,k0 |2 +
∑
|α|=k
m≥2
m2(s+3)
ω4m,0
|(Φα,km,o)2|2 + |(Φα,km,e)2|2)
+
∑
|α|=k
m≥2
m2(s+2)|(Φα,km,o)1|2 + |(Φα,km,e)1|2)
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≤
∑
|α|=k
|Φα,k0 |2 +
∑
|α|=k
m≥2
m2(s+1)|(Φα,km,o)2|2 + |(Φα,km,e)2|2)
+
∑
|α|=k
m≥2
m2(s+2)|(Φα,km,o)1|2 + |(Φα,km,e)1|2)
= (|Φk|s+12 )2,
where we have used the fact that ωm,0 ∼ m asm→∞. 2
4.2 Estimates for the transformation
The next task is to estimate the size of Φ, and for this purpose we use the norms |Φm|s+22 ,
‖Φm(y)‖X s+2sh,c and
|Φm|s+20 = sup
y∈R5
‖Φm(y)‖X s+2sh,c
|y|m
for m = 2, . . . , p. Our estimates for these quantities are used in Section 4.3 below to show that
h˜(y) is exponentially small with respect to y.
We begin by estimating |Nm|s+12 , from which an estimate for |Φm|s+22 is obtained using
Proposition 4.1. A straightforward calculation shows that
Nm1 (y)
= hm1 [{y}(m)] +
∑
2≤q≤m
q∑
i=0
∑
i+p1+...pq−i=m
gi,q−i6 [{y}(i),−Φp1 , . . . ,−Φpq−i ]
+
∑
2≤k≤m−1
dΦk1[y]
( ∑
2≤q≤m−k+1
q∑
i=0
∑
i+p1+...pq−i
=m−k+1
F i,q−i[{y}(i),−Φp1 , . . . ,−Φpq−i ]
)
, (47)
Nm2 (y)
= hm2 [{y}(m)]
+
∑
2≤k≤m−1
dΦk2[y]
( ∑
2≤q≤m−k+1
q∑
i=0
∑
i+p1+...pq−i
=m−k+1
F i,q−i[{y}(i),−Φp1 , . . . ,−Φpq−i ]
)
−
∑
1≤q≤m−1
q∑
i=0
∑
p1+...pq−i
+i+r=m
r>0
Psh,c(g
i,q−i
3 [{y}(i),−Φp1 , . . . ,−Φpq−i ]∂2ηΦr1)
+
∑
2≤q≤m
q∑
i=0
∑
i+p1+...pq−i=m
gi,q−i4 [{y}(i),−Φp1 , . . . ,−Φpq−i ]
−
∑
1≤q≤m−1
q∑
i=0
∑
p1+...pq−i
+i+r=m
r>0
Psh,c(g
i,q−i
5 [{y}(i),−Φp1 , . . . ,−Φpq−i ]∂ηΦr2)
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+
∑
2≤k≤m−1
cm−k3 µ
m−kk20∂
2
ηΦ
k
1 +
∑
2≤k≤m−1
cm−k4 µ
m−kΦk1
− Psh,c(d4(y)Φm−21 )− Psh,c(d5(y)∂ηΦm−21 )− Psh,c(d6(y)Φm−22 ), (48)
in which we use the notation
fn[y1, . . . , yn] =
1
n!
dnf [0](y1, . . . , yn),
fn1,n2 [y1, . . . , yn1 , w1, . . . , wn2 ] =
1
(n1 + n2)!
dn1,n21,2 f [0](y1, . . . , yn1 , w1, . . . , wn2)
for derivatives of functions of one and two variables and write
cµ3 =
∞∑
i=0
ci3µ
i, cµ4 =
∞∑
i=0
ci4µ
i.
An estimate for |Nm|s+12 can be obtained from formulae (47), (48) using the following lemma,
whose proof is readily deduced from that of Lemmata 2.10 and 2.11 of Iooss & Lombardi [7].
Lemma 4.2 Define
|P |s2,m =
1√
m!
|P |s2, P ∈ Pms
and
|P |2,m = 1√
m!
|P |2, P ∈ Qm.
(i) The estimates
|Φk|s0 ≤ |Φk|s2,k ≤
√
5k2|Φk|s0
hold for each Φk ∈ P sk .
(ii) Suppose that q ∈ N, i ∈ {0, . . . , q}, {p`}1≤`≤q−i ⊂ N and that Rq is a bounded,
q-linear operator (R5 × X ssh,c)q → X ssh,c with operator norm |||Rq|||. For each choice
of Φp` ∈ P`s , ` = 1, . . . , q − i the polynomial Rq[{y}i,Φp1 , . . . ,Φpq−i ] lies in Pns with
n = p1 + . . .+ pq−i + i and satisfies the estimate
|Rq[{y}i,Φp1 , . . . ,Φpq−i ]|s2,n ≤ |||Rq|||
√
5
i|Φp1|s2,p1 . . . |Φpq−i|s2,pq−i .
The analogous result holds when Pms is replaced by Qm.
(iii) Suppose that p ∈ N, k ∈ N0 and Φk ∈ Pks , Np ∈ Qp. The polynomial dΦk[y](Np) lies
in Pns with n = k − p+ 1 and satisfies the estimate
|dΦk[y](Np)|s2,n ≤
√
k2 + 4k|Φk|s2,k|Np|2,p.
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Because g6 : R5 ×X s+1sh,c → Hs+2per (R2), j = 3, 4, 5 is analytic, it satisfies the inequality
‖gn1,n26 [y1, . . . , yn1 , q1, . . . , qn2 ]‖s+2 ≤
a
ρn1+n2
|y1| . . . |yn1|‖q1‖X s+1sh,c . . . ‖qn2‖X s+1sh,c
for each n1, n2 ∈ N0, where a > 1 and ρ < 1 are universal constants, and the analogous estimates
apply to F : R5 ×X s+1sh,c → R5 and h : R5 → X s+1sh,c ; for notational simplicity later we estimate
‖gn1,n24 [y1, . . . , yn1 , q1, . . . , qn2 ]‖s+1
≤ a
3ρn1+n2
|y1| . . . |yn1|‖q1‖X s+1sh,c . . . ‖qn2‖X s+1sh,c , j = 3, 4, 5
and
cnj ≤
a
2ρn
, j = 3, 4, ‖dj(y)‖s+1 ≤ a
3ρ2
|y|2, j = 4, 5, 6.
Using these estimates together with Proposition 4.1 and Lemma 4.2, we find from equations
(47), (48) that
φm ≤ a
ρm
√
5
m
+
∑
2≤k≤m−1
(k2 + 4k)1/2φk
∑
2≤q≤m−k+1
q∑
i=0
∑
i+p1+...+pq−i
=m−k+1
a
ρq
√
5
i
φp1 . . . φpq−i
+
2
3
∑
2≤q≤m−1
q∑
i=0
∑
p1+...pq−i
+i+r=m
r>0
a
ρq
√
5
i
φp1 . . . φpq−iφr
+
1
3
∑
2≤q≤m
q∑
i=0
∑
i+p1+...pq−i=m
a
ρq
√
5
i
φp1 . . . φpq−i
+
a
ρ2
√
5
2
φm−2 +
∑
2≤k≤m−1
a
ρm−k
√
5
m−k
φk
≤ a
ρm
√
5
m
+
∑
2≤k≤m−1
(k2 + 4k)1/2φk
∑
2≤q≤m−k+1
q∑
i=0
∑
i+p1+...+pq−i
=m−k+1
a
ρq
√
5
i
φp1 . . . φpq−i
+ 3
∑
2≤q≤m
q∑
i=0
∑
i+p1+...pq−i=m
a
ρq
√
5
i
φp1 . . . φpq−i , (49)
where
φm = |Φm|s+22,m .
The above inequalities are converted into an estimate for φm in Propositions 4.3 and 4.4 below,
the first of which is proved by straightforward mathematical induction; we note that
β2 = 4, φ2 ≤ 4
√
5
(√
5a
ρ2
)
=
√
5
(√
5a
ρ2
)
β2,
so that the result holds form = 2, and proceed inductively using (49).
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Proposition 4.3 Consider the sequence {βn} defined recursively by the formulae
β1 = 1,
βm =
(ρ
a
)m−2
+ 3
∑
2≤q≤m
q∑
i=0
∑
i+p1+...pq−i=m
(ρ
a
)q−2
βp1 . . . βpq−i
+ 5
∑
2≤k≤m−1
kβk
∑
2≤q≤m−k+1
q∑
i=0
∑
i+p1+...+pq−i
=m−k+1
(ρ
a
)q−2
βp1 . . . βpq−i , m ≥ 2.
The quantity φm satisfies the estimate
φm ≤
√
5
(√
5a
ρ2
)m−1
βm, m ≥ 2.
Proposition 4.4 Consider the sequence {αn} defined by the formulae
α1 = 1,
αm = Θ
m−2(m− 2)!, m ≥ 2,
where Θ ≥ 1 is a constant. The estimate
βm ≤ 2mαm, m ≥ 1 (50)
holds for Θ ≥ 25 + 13ρ/a.
Proof. This result is also established using mathematical induction. We note that
β1 = 1 < 2 = 2α1, β2 = 4 = 2
2α2,
so that (50) holds for m = 1 and m = 2, and proceed inductively by choosing m ≥ 3 and
supposing that βk ≤ 2kαk for 1 ≤ k < m.
Observe that
q∑
i=0
∑
i+p1+...+pq−i=m
pj≥2
βp1 . . . βpq−i =
∑
p1+...+pq=m
pj≥1
βp1 . . . βpq
because β1 = 1; the recursion relation for βm can therefore be rewritten as
βm =
(ρ
a
)m−2
+ 3
∑
2≤q≤m
q∑
i=0
∑
p1+...+pq=m
pj≥1
(ρ
a
)q−2
βp1 . . . βpq
+ 5
∑
2≤k≤m−1
kβk
∑
2≤q≤m−k+1
q∑
i=0
∑
p1+...+pq
=m−k+1
pj≥1
(ρ
a
)q−2
βp1 . . . βpq , m ≥ 2,
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and it follows that
βm ≤ 2m[∆1m +∆2m +∆3m +∆4m] +
(ρ
a
)m−2
,
where
∆1m = 3
∑
3≤q≤m
∑
p1+...pq=m
pj≥1
(ρ
a
)q−2
αp1 . . . αpq ,
∆2m = 5
∑
2≤k≤m−1
kαk
∑
3≤q≤m−k+1
∑
p1+...+pq
=m−k+1
pj≥1
(ρ
a
)q−2
αp1 . . . αpq ,
∆3m = 3
∑
1≤k≤m−1
αkαm−k,
∆4m = 5
∑
2≤k≤m−1
kαk
( ∑
1≤j≤m−k
αjαm−k+1−j
)
.
To estimate the quantities ∆1m, . . . , ∆
4
m we use the inequalities∑
p1+...pq=m
pj≥1
αp1 . . . αpq ≤
2
Θq−2
αm, 3 ≤ q ≤ m, (51)
∑
2≤k≤m−1
kαkαm−k+1 ≤ 5
2Θ
αm, m ≥ 3, (52)
∑
1≤k≤m−1
αkαm−k ≤ 2
Θ
αm, m ≥ 3, (53)
which were established by Iooss & Lombardi [7, Lemma 2.13]. We find from inequality (51)
that
∆1m ≤
∑
3≤q≤m
6
( ρ
aΘ
)q−2
αm ≤ 6
( ρ
aΘ
1− ρ
aΘ
)
αm ≤ 1
2
αm
whenever ρ/(aΘ) ≤ 1/13. Inequalities (51), (52) similarly yield
∆2m ≤
5
2Θ
∑
2≤k≤m−1
kαkαm−k+1 ≤ 25
4Θ2
αm,
inequality (53) shows that
∆3m ≤
6
Θ
αm
and it follows from (52), (53) that
∆4m ≤
10
Θ
∑
2≤k≤m−1
kαkαm−k+1 ≤ 25
Θ2
αm.
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Finally, note that (ρ
a
)m−2
=
( ρ
aΘ
)m−2
Θm−2 ≤ 1
4
2mαm,
and choosing Θ ≥ 25, one concludes that
βm ≤
(
3
4
+
6
Θ
+
125
4Θ2
)
2mαm ≤ 2mαm. 2
In keeping with Proposition 4.4 we choose
Θ = 25 +
13ρ
a
(54)
and fix this value of Θ for the remainder of the article. The proposition implies that
φm ≤ 20a
ρ2
(
2
√
5aΘ
ρ2
)m−2
(m− 2)!, m = 2, 3, . . . , (55)
and by imposing a mutual constraint upon the order p of the normal form and the maximum size
δ of |y|, we can use this fact to obtain another estimate for Φ.
Proposition 4.5 Suppose that δ > 0 and p ≥ 2 satisfy
δp ≤ ρ
2
4
√
5aΘ
. (56)
The estimates ∥∥∥∥ ∑
2≤k≤p
Φk(y)
∥∥∥∥
X s+2sh,c
≤
√
5δ
Θ
,
∣∣∣∣∣∣∣∣∣∣∣∣ ∑
2≤k≤p
dΦk[y]
∣∣∣∣∣∣∣∣∣∣∣∣ ≤ 10Θ
hold for every y ∈ R5 such that |y| ≤ δ. Here |||∑2≤k≤p dΦk[y]||| denotes the operator norm of∑
2≤k≤p dΦ
k[y] : R5 → X s+2sh,c .
Proof. Observe that∥∥∥∥ ∑
2≤k≤p
Φk(y)
∥∥∥∥
X s+2sh,c
≤
∑
2≤k≤p
|Φk|s+20,k |y|k
≤
∑
2≤k≤p
|Φk|s+22,k |y|k
≤
∑
2≤k≤p
φkδ
k
≤
∑
2≤k≤p
20aδ2
ρ2
(
2
√
5aΘδ
ρ2
)k−2
(k − 2)!
≤ 2
√
5δ
Θ
∑
2≤k≤p
(
1
2p
)k−1
(k − 2)!
≤ 2
√
5δ
Θp
∑
2≤k≤p
(
1
2
)k−1
≤
√
5δ
Θ
,
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where the inequalities |Φk|s+20 ≤ |Φk|s+22,k (see Lemma 4.2(i)) and (k−2)!/pk−1 ≤ 1/p have been
used. Furthermore, it follows from the estimate
‖dΦk[y](y˜)‖X s+2sh,c
|y|k−1 ≤ |dΦ
k[y](y˜)|s+20,k
≤ |dΦk[y](y˜)|s+22,k
≤
√
k2 + 4k|Φk|s+22,k |y˜|2,0
≤
√
5kφk|y˜| (57)
that ∣∣∣∣∣∣∣∣∣∣∣∣ ∑
2≤k≤p
dΦk[y]
∣∣∣∣∣∣∣∣∣∣∣∣ ≤ ∑
2≤k≤p
√
5kφkδ
k−1,
and one obtains the estimate for |||∑2≤k≤p dΦk[y]||| from this inequality by applying the argu-
ments used in the previous calculation. 2
4.3 Estimates for the transformed nonlinearities
In this section we use the above estimates forΦ =
∑p
k=2Φ
k with an optimal choice of p to derive
estimates for the terms F˜ , g˜j , j = 3, . . . , 6 and h˜ appearing in equations (37), (38); in particular
we show that ‖h˜(y)‖X s+1sh,c is exponentially small with respect to y.
It follows from that fact that h˜m is identically zero form ≤ p that
h˜1(y)
=
∑
p+1≤q
hq1[{y}(q)]
+
∑
2≤q≤p
q∑
i=0
∑
i+p1+...pq−i
≥p+1
gi,q−i6 [{y}(i),−Φp1 , . . . ,−Φpq−i ]
+
∑
p+1≤q
q∑
i=0
gi,q−i6
[
{y}(i),−
{ ∑
2≤k≤p
Φk
}(q−i)]
+
∑
2≤k≤p
p+1≤n≤p+k−1
dΦk1[y]
( ∑
2≤q≤n−k+1
q∑
i=0
∑
i+p1+...pq−i
=n−k+1
F i,q−i[{y}(i),−Φp1 , . . . ,−Φpq−i ]
)
+
( p∑
k=2
dΦk1[y]
)( ∑
2≤q≤p
q∑
i=0
∑
i+p1+...pq−i
≥p+1
F i,q−i[{y}(i),−Φp1 , . . . ,−Φpq−i ]
+
∑
p+1≤q
q∑
i=0
F i,q−i
[
{y}(i),−
{ ∑
2≤k≤p
Φk
}(q−i)])
, (58)
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h˜2(y)
=
∑
p+1≤q
hq2[{y}(q)] +
∑
p≤q
cq4µ
q
∑
2≤k≤p
Φk1 +
∑
1≤q≤p−1
r≥p+1−q
cq4µ
qΦr1
+
∑
p≤q
cq3µ
qk20∂
2
η
( ∑
2≤k≤p
Φk1
)
+
∑
1≤q≤p−1
r≥p+1−q
cq3µ
qk20∂
2
ηΦ
r
1
−
∑
1≤q≤p−1
q∑
i=0
∑
i+p1+...+pq−i
+r≥p+1
r>0
gi,q−i3 [{y}(i),−Φp1 , . . . ,−Φpq−i ]∂2ηΦr1
−
∑
1≤q≤p−1
q∑
i=0
∑
i+p1+...+pq−i
+r≥p+1
r>0
gi,q−i5 [{y}(i),−Φp1 , . . . ,−Φpq−i ]∂ηΦr2
+
∑
2≤q≤p
q∑
i=0
∑
i+p1+...pq−i
≥p+1
gi,q−i4 [{y}(i),−Φp1 , . . . ,−Φpq−i ]
−
∑
p≤q
q∑
i=0
gi,q−i3
[
{y}(i),−
{ ∑
2≤k≤p
Φk
}(q−i)]
∂2η
( ∑
2≤k≤p
Φk1
)
−
∑
p≤q
q∑
i=0
gi,q−i5
[
{y}(i),−
{ ∑
2≤k≤p
Φk
}(q−i)]
∂η
( ∑
2≤k≤p
Φk2
)
+
∑
p+1≤q
q∑
i=0
gi,q−i4
[
{y}(i),−
{ ∑
2≤k≤p
Φk
}(q−i)]
+
∑
2≤k≤p
p+1≤n≤p+k−1
dΦk2[y]
( ∑
2≤q≤n−k+1
q∑
i=0
∑
i+p1+...pq−i
=n−k+1
F i,q−i[{y}(i),−Φp1 , . . . ,−Φpq−i ]
)
+
( p∑
k=2
dΦk2[y]
)( ∑
2≤q≤p
q∑
i=0
∑
i+p1+...pq−i
≥p+1
F i,q−i[{y}(i),−Φp1 , . . . ,−Φpq−i ]
+
∑
p+1≤q
q∑
i=0
F i,q−i
[
{y}(i),−
{ ∑
2≤k≤p
Φk
}(q−i)])
+
∑
p−1≤q≤p
Psh,c(d4(y)Φ
q
1) +
∑
p−1≤q≤p
Psh,c(d5(y)∂ηΦ
q
1) +
∑
p−1≤q≤p
Psh,c(d6(y)Φ
q
2). (59)
Suppose that |y| ≤ δ and p, δ satisfy the constraint (56). Using Proposition 4.5 and the rule
‖Φk(y)‖X s+2sh,c ≤ |Φ
k|s+20 |y|k ≤ φk|y|k,
29
one finds from the above formulae that
‖h˜1(y)‖s+2 ≤
∑
p+1≤q
a
ρq
(
√
5δ)q +
(
1 +
10
Θ
) ∑
2≤q≤p
q∑
i=0
∑
n=i+p1+...+pq−i
≥p+1
aδn
ρq
√
5
i
φp1 . . . φpq−i
+
(
1 +
10
Θ
) ∑
p+1≤q
q∑
i=0
a
ρq
(
√
5δ)i
(√
5δ
Θ
)q−i
+
∑
2≤k≤p
p+1≤n≤p+k−1
√
5kφk
∑
2≤q≤n−k+1
q∑
i=0
∑
i+p1+...+pq−i
=n−k+1
aδn
ρq
√
5
i
φp1 . . . φpq−i
≤
(
2 +
10
Θ
)
∆1p +
(
1 +
10
Θ
)
∆2p +∆
3
p, (60)
‖h˜2(y)‖s+1 ≤
∑
p+1≤q
a
ρq
(
√
5δ)q +
∑
p≤q
a
ρq
(
√
5δ)q
(√
5δ
Θ
)
+
∑
1≤q≤p−1
r≥p+1−q
a
ρq
√
5
q
φrδ
q+r
+
(
1
3
+
10
Θ
) ∑
2≤q≤p
q∑
i=0
∑
n=i+p1+...+pq−i
≥p+1
aδn
ρq
√
5
i
φp1 . . . φpq−i
+
2
3
∑
1≤q≤p−1
q∑
i=0
∑
n=i+p1+...+pq−i
+r≥p+1
r>0
aδn
ρq
√
5
i
φp1 . . . φpq−iφr
+
(
1
3
+
10
Θ
) ∑
p+1≤q
q∑
i=0
a
ρq
(
√
5δ)i
(√
5δ
Θ
)q−i
+
2
3
∑
p≤q
q∑
i=0
a
ρq
(
√
5δ)i
(√
5δ
Θ
)q−i(√
5δ
Θ
)
+
∑
2≤k≤p
p+1≤n≤p+k−1
√
5kφk
∑
2≤q≤n−k+1
q∑
i=0
∑
i+p1+...+pq−i
=n−k+1
aδn
ρq
√
5
i
φp1 . . . φpq−i
+
∑
p−1≤q≤p
a
ρ2
√
5
2
φq1
≤
(
3 +
10
Θ
)
∆1p +
(
3 +
10
Θ
)
∆2p +∆
3
p, (61)
where
∆p1 =
∑
p+1≤q
a
ρq
(q + 1)
√
5
q
δq
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∆p2 =
∑
2≤q≤p
∑
n=p1+...+pq
≥p+1
pj≥1
aδn
ρq
φp1 . . . φpq
∆p3 =
∑
2≤k≤p
p+1≤n≤p+k−1
√
5kφk
∑
2≤q≤n−k+1
∑
i+p1+...+pq
=n−k+1
pj≥1
aδn
ρq
√
5
i
φp1 . . . φpq
and we have defined φ1 =
√
5.
Proposition 4.6 Suppose that δ > 0 and p ≥ 2 satisfy the stronger mutual constraint
δp ≤ ρ
2
4
√
5eaΘ
.
The estimate
‖h˜(y)‖X s+1sh,c ≤ c
(
(Cδ)p+1p! +
1
ep+1p2
)
, C =
4
√
5aΘ
ρ2
holds for every y ∈ R5 such that |y| ≤ δ.
Proof. We proceed by estimating the quantities ∆p1, ∆
p
2, ∆
p
3, making use of the inequalities∑
2≤q≤p
rq
∑
n≥p+1
∑
p1+...+pq≤n
1≤pj≤p
(Cδ)n(p1 − 2)! . . . (pq − 2)! ≤ 4ar
2
ep+1
.
1
p2
.
1
1− r , (62)
where r = ρ/(aΘ), and∑
2≤k≤p
k(k − 2)!(Cδ)p+1
∑
p+1≤n≤p+k−1
(Cδ)n−p−1(n− k − 1)! ≤ 2(Cδ)p+1p! (63)
which were established by Iooss & Lombardi [7, pp. 30–32].
Observe that q + 1 ≤ 2q and
2
√
5δ
ρ
≤ r
2p
≤ r
4
for p ≥ 2, so that
∆1p ≤ a
(
2
√
5δ
ρ
)p+1∑
q≥0
(r
4
)q
=
4a
4− r
(
2
√
5δ
ρ
)p+1
≤ 8a
7
(√
5δ
ρ
)p+1
for r ≤ 1/2 (in accordance with (54)). The quantity ∆2p is estimated using the calculation
∆2p ≤
∑
2≤q≤p
∑
n≥p+1
∑
p1+...+pq≤n
1≤pj≤p
aδn
ρq
(
20a
ρ2
)q(
2
√
5a
ρ2
)n−2q
αp1 . . . αpq
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≤
∑
2≤q≤p
∑
n≥p+1
aδn
ρq
(2
√
5)q
(
2
√
5aΘ
ρ2
)n−q
(p1 − 2)! . . . (pq − 2)!
≤ a
∑
2≤q≤p
rq
∑
n≥p+1
∑
p1+...+pq≤n
1≤pj≤p
(Cδ)n(p1 − 2)! . . . (pq − 2)!
≤ 4ar
2
ep+1
.
1
p2
.
1
1− r
≤ 2a
p2ep+1
for r ≤ 1/2, where the fourth line follows from the third by (62). Finally, we find from (51) that∑
2≤q≤n−k+1
∑
i+p1+...+pq
=n−k+1
pj≥1
(ρ
a
)q−2
α1 . . . αpq
≤
∑
2≤q≤n−k+1
2
( ρ
aΘ
)q−2
αn−k+1 ≤ 2
1− rαn−k+1 ≤ 4αn−k+1
for r ≤ 1/2, and combining this estimate with (63) yields
∆p3 ≤
∑
2≤k≤p
p+1≤n≤p+k−1
√
5k.
20a
ρ2
(
2
√
5a
ρ2
)k−2
αk
×
∑
2≤q≤n−k+1
∑
i+p1+...+pq
=n−k+1
pj≥1
aδn
ρq
(
20a
ρ2
)q(
2
√
5a
ρ2
)n−k+1−2q
α1 . . . αpq
=
∑
2≤k≤p
p+1≤n≤p+k−1
20
√
5δn
(
2
√
5a
ρ2
)k−2
kαk
∑
2≤q≤n−k+1
∑
i+p1+...+pq
=n−k+1
pj≥q
(ρ
a
)q−2
α1 . . . αpq
≤ 80
√
5
∑
2≤k≤p
p+1≤n≤p+k−1
δn
(
2
√
5a
ρ2
)n−1
kαkαn−k+1
≤ 40ρ
2
aΘ3
∑
2≤k≤p
p+1≤n≤p+k−1
(Cδ)nk(k − 2)!(n− k − 1)!
=
40
aΘ3
∑
2≤k≤p
k(k − 2)!(Cδ)p+1
∑
p+1≤n≤p+k−1
(Cδ)n−p−1(n− k − 1)!
≤ 80ρ
2
aΘ3
(Cδ)p+1p!.
The result follows from inequalities (60), (61) and the above estimates for ∆1p, ∆
2
p, ∆
3
p. 2
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Remark 4.7 Inspecting the proof of the above proposition, one finds that it can proved under
the weaker hypothesis
δp ≤ ρ
2
2
√
5eaΘ
and with C replaced by 2
√
5aΘ/ρ2. The stronger constraint and larger value of C are how-
ever required later (see Proposition 4.12) and we introduce them from the outset for notational
simplicity.
The final step in the derivation of our estimate for ‖h˜‖X s+1sh,c is given by the following propo-
sition, which was proved by Iooss & Lombardi [7, Lemma 2.18].
Proposition 4.8 Choose ϑ > 0. The function fϑ : N→ R defined by
fϑ(p) = ϑ
p+1p!
satisfies
fϑ
([
1
ϑe
])
= m
√
ϑ
e
e−2/ϑe, m = sup
p∈N
e2p!
pp+1/2e−p
,
where [·] denotes the integer part of a real number.
Define
popt =
[
1
eCδ
]
,
and note that popt satisfies
2 ≤ popt ≤ 1
eCδ
;
applying Proposition 4.6, we therefore find that
‖h˜(y)‖X s+1sh,c ≤ c
(
(Cδ)popt+1popt! +
1
epopt+1p2opt
)
≤ c
(
m
√
Cδ
e
e−2/eCδ + (2eCδ)2e−1/eCδ
)
≤ cC2
(
m
√
27
8e
+ 4e2
)
δ2e−1/eCδ, (64)
in which the second line follows from the first by Proposition 4.8 with ϑ = Cδ and the inequali-
ties
1
eCδ
≤ popt + 1, 1
popt
≤ 2eCδ.
Let us now return to the original notation by writing equations (36)–(38) as
∂ξz = F˜
µ(z, q˜), (65)
∂ξ q˜1 = q˜2 + g˜
µ
6 (z, q˜) + h˜
µ
1(z), (66)
∂ξ q˜2 = −cµ3k20∂2η q˜1 − cµ4 q˜1 + µPsh,c(d1(z)q˜1) + µPsh,c(d2(z)∂η q˜1) + µPsh,c(d3(z)q˜2)
+ Psh,c(g˜
µ
3 (z, q˜)∂
2
η q˜1) + g˜
µ
4 (z, q˜) + Psh,c(g˜
µ
5 (z, q˜)∂η q˜2) + h˜
µ
2(z), (67)
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where y = (z, µ); these equations are valid for |(z, µ)| ≤ δ. Recall that the approximate modu-
lating pulses pµ found in Section 3 satisfies
|pµ(ξ)| ≤ chµe−µ2θξ, ξ ∈ [0,∞),
and it is therefore necessary to choose δ so that |(pµ(ξ), µ)| ≤ δ for ξ ∈ [0,∞). This task is
accomplished by defining δ = (3ch + 1)µ0 and restricting (z, µ) to {|z| ≤ 2chµ0, 0 ≤ µ ≤ µ0};
without loss of generality we henceforth suppose that µ = µ0. It follows from inequality (64)
that
‖h˜µ(z)‖X s+1sh,c ≤ cµ
2e−c
?/µ, (68)
where c? = (eC(3ch + 1))−1, and inequality (68) is the requisite estimate showing that h˜µ is
exponentially small with respect to µ for p = popt.
We conclude this section by stating estimates for the remaining nonlinearities F˜ µ and g˜µj ,
j = 3, . . . , 6 appearing in the transformed equations (36)–(38). These estimates are obtained as
a corollary of the following proposition, which refines the results of Proposition 4.5.
Proposition 4.9 Suppose that δ > 0 and p ≥ 2 satisfy (56). The estimates∥∥∥∥ ∑
2≤k≤p
Φk(y)
∥∥∥∥
X s+2sh,c
≤ 40a
ρ2
√
10|z|2,
∣∣∣∣∣∣∣∣∣∣∣∣ ∑
2≤k≤p
dΦk[y]
∣∣∣∣∣∣∣∣∣∣∣∣ ≤ 800a2Θρ4 |y|2
hold for every y ∈ R5 such that |y| ≤ δ.
Proof. The key step in the first estimate is the inequality
‖Φk(y)‖X s+2sh,c ≤
√
10k(k − 1)|Φk|s+22,k |y|k−2|z|2, 2 ≤ k ≤ p,
which is obtained by a straightforward calculation using the fact thatΦk(0, µ) = 0, d1Φk[0, µ] = 0
(see Iooss & Lombardi [7, Lemma A.3] for a similar calculation). It follows that∥∥∥∥ ∑
2≤k≤p
Φk(y)
∥∥∥∥
X s+2sh,c
≤
∑
2≤k≤p
√
10k(k − 1)φkδk−2|z|2,
while the inequality ∣∣∣∣∣∣∣∣∣∣∣∣ ∑
2≤k≤p
dΦk[y]
∣∣∣∣∣∣∣∣∣∣∣∣ ≤ ∑
3≤k≤p
√
5kφkδ
k−3|y|2
is a direct consequence of (57) and the fact that Φ2 = 0. The stated estimates are derived by
applying the arguments used in Proposition 4.5 to the above inequalities. 2
Corollary 4.10 The transformed nonlinearities F˜ µ and gµj , j = 3, . . . , 6 satisfy the inequalities
|F˜ µ(z, q˜)| = O(µ2|z|+ ‖q˜‖X s+1sh,c ‖(z, q˜)‖X s+1 + ‖(z, q˜)‖
3
X s+1),
‖g˜µj (z, q˜)‖s+1 ≤ cµ‖(z, q˜)‖X s+1sh,c , j = 3, 5,
‖g˜µ4 (z, q˜)‖s+1 ≤ cµ2‖q˜‖X s+1sh,c ‖(z, q˜)‖X s+1 ,
‖g˜µ6 (z, q˜)‖s+2 ≤ cµ2‖q˜‖X s+1sh,c ‖(z, q˜)‖X s+1 .
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Proof. Recall that F˜ µ and g˜µj , j = 3, . . . , 6 are defined in terms of F µ, gµ, j = 3, . . . , 6 and
Φµ(z) by formulae (39)–(42). The stated estimates for the transformed nonlinearities follow
directly from these formulae, the estimates
|F µ(z, q)| = O(µ2|z|+ ‖q‖X s+1sh,c ‖(z, q)‖X s+1 + ‖(z, q)‖
3
X s+1),
‖gµj (z, q)‖s+1 = O(µ‖(z, q)‖X s+1), j = 3, 5,
‖gµ4 (z, q)‖s+1 = O(µ2‖q‖2X s+1sh,c + µ
2‖q‖X s+1sh,c |z||(z, µ)|),
‖gµ6 (z, q)‖s+2 = O(µ2|z|‖q‖X s+1sh,c ‖(z, q)‖X s+1)
for the original nonlinearities and the estimates for Φ(y) given in Proposition 4.9. 2
4.4 Estimates for the derivatives of the transformed nonlinearities
The existence theory for modulating pulses presented in Sections 5 and 6 below is based upon
perturbation arguments around an approximate modulating pulse pµ. In order to use perturbation
theory of this kind we require additional estimates upon the derivatives of the nonlinearities in
the transformed equations (36)–(38), and the appropriate estimates are derived in this section.
We begin by estimating the derivative ∂Φ(y) of Φ(y) with respect to y = (z, µ). It follows
from equation (44) that
L(∂Φm) = ∂Nm, m = 2, . . . , p,
and differentiating (47), (48), one finds that
∂Nm1 (y)
= mhm1 [{y}(m−1), 1]
+
∑
2≤q≤m
q∑
i=0
∑
i+p1+...pq−i=m
(
igi,q−i6 [{y}(i−1), 1,−Φp1 , . . . ,−Φpq−i ]
+
q−i∑
j=1
gi,q−i6 [{y}(i),−Φp1 , . . . ,−∂Φpj , . . .− Φpq−i ]
)
+
∑
2≤k≤m−1
dΦk1[y]
( ∑
2≤q≤m−k+1
q∑
i=0
∑
i+p1+...pq−i
=m−k+1
(
iF i,q−i[{y}(i−1), 1,−Φp1 , . . . ,−Φpq−i ]
+
q−i∑
j=1
F i,q−i[{y}(i),−Φp1 , . . . ,−∂Φpj , . . .− Φpq−i ]
))
,
together with a similar expression for ∂Nm2 (y). The methods used to establish Proposition 4.3
show that ψm−1 = |∂Φm|s+22,m−1 satisfies
ψm−1 ≤
√
5m
(√
5a
ρ2
)m−1
βm,
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so that
ψm−1 ≤ 20a
ρ2
(
2
√
5aΘ
ρ2
)m−2
m(m− 2)!, m = 2, 3, . . . , (69)
and the arguments in the proof of Proposition 4.5 yield another estimate for ∂Φ.
Proposition 4.11 Suppose that δ > 0 and p ≥ 2 satisfy
δp ≤ ρ
2
4
√
5aΘ
.
The estimates ∥∥∥∥ ∑
2≤k≤p
∂Φk(y)
∥∥∥∥
X s+2sh,c
≤
√
5
Θ
,
∣∣∣∣∣∣∣∣∣∣∣∣ ∑
2≤k≤p
d(∂Φk)[y]
∣∣∣∣∣∣∣∣∣∣∣∣ ≤ 10Θδ
hold for every y ∈ R5 such that |y| ≤ δ.
The next step is to derive an estimate for ‖∂h˜(y)‖X s+1sh,c . Differentiating equations (58), (59)
and proceeding as in Section 4.3, we find that
‖∂h˜1(y)‖s+2 ≤
(
2 +
20
Θ
)
∆ˆ1p +
(
1 +
20
Θ
)
∆ˆ2p + ∆ˆ
3
p,
‖∂h˜2(y)‖s+1 ≤
(
3 +
20
Θ
)
∆ˆ1p +
(
3 +
20
Θ
)
∆ˆ2p + ∆ˆ
3
p,
where
∆ˆp1 =
∑
p+1≤q
a
ρq
q(q + 1)
√
5
q
δq−1
∆ˆp2 =
∑
2≤q≤p
∑
n=p1+...+pq
≥p+1
pj≥1
anδn−1
ρq
φp1 . . . φpq
∆ˆp3 =
∑
2≤k≤p
p+1≤n≤p+k−1
√
5kφk
∑
2≤q≤n−k+1
∑
i+p1+...+pq
=n−k+1
pj≥1
anδn−1
ρq
√
5
i
φp1 . . . φpq .
(In deriving these estimates we have replaced ψm−1 by mφm; this procedure is permissible in
view of inequalities (55) and (69), which are used to estimate ψm−1 and φm in the subsequent
analysis.) An estimate for ‖∂h˜(y)‖X s+1sh,c is obtained from the above calculation by estimating
q(q + 1)
√
5
q ≤ (2√5)q and repeating the proof of Proposition 4.6.
Proposition 4.12 Suppose that δ > 0 and p ≥ 2 satisfy the stronger mutual constraint
δp ≤ ρ
2
4
√
5eaΘ
.
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The estimate
‖∂h˜(y)‖X s+1sh,c ≤
c
δ
(
(Cδ)p+1p! +
1
ep+1p2
)
, C =
4
√
5aΘ
ρ
(70)
holds for every y ∈ R5 such that |y| ≤ δ.
Proposition 4.12 and the calculation above inequality (64) yield the inequality
‖∂h˜(y)‖X s+1sh,c ≤ cC
2
(
m
√
27
8e
+ 4e2
)
δe−1/eCδ
for p = popt, from which it follows that
‖∂h˜µ(z)‖X s+1sh,c ≤ cµe
−c?/µ. (71)
It remains to derive the corresponding estimates for the derivatives of gµj , j = 3, . . . , 6, and this
task is accomplished by repeating the arguments used in Proposition 4.9 and Corollary 4.10.
Proposition 4.13 The transformed nonlinearities g˜µj , j = 3, . . . , 6 satisfy the inequalities
‖∂ig˜µj (z, q˜)‖s+1 ≤ cµ, j = 3, 5,
‖∂ig˜µ4 (z, q˜)‖s+1 ≤ cµ2‖(z, q˜)‖X s+1 ,
‖∂ig˜µ6 (z, q˜)‖s+2 ≤ cµ2‖(z, q˜)‖X s+1
for i = 1, 2.
The existence theory presented in Sections 5 and 6 below makes frequent use of the fact that
the nonlinearities g˜µj , j = 3, . . . , 6 and h˜
µ are Lipschitz functions of their arguments whose Lip-
schitz constants are estimated by inequality (71) and Proposition 4.13. The Lipschitz continuity
of their derivatives is also required, but here the size of the Lipschitz constants is not important.
In these circumstances we use estimates of the form
‖∂ig˜µ6 (z1, q˜1)− ∂ig˜µ6 (z2, q˜2)‖s+2 ≤ cµ‖(z1 − z2, q˜1 − q˜2)‖X s+1 , j = 1, 2,
in which the Lipschitz constant cµ depends upon µ; these estimates follow from the analyticity
of the nonlinearities and the restriction (70).
5 The local centre-stable manifold
In this section we construct solutions of equations (36)–(38) whose pointwise distance from an
approximate pulse pµ identified in Section 3 does not exceed e−c?/2µ for ξ ∈ [0, ec?/2µ] (see
Figure 4). The local centre-stable manifold is the set of initial data for such solutions, and we
use it in the next section to extend these solutions to symmetric modulating pulses which exist
for ξ ∈ [−ec?/2µ, ec?/2µ]. The centre-stable manifold is a generalisation of a concept familiar
37
in dynamical-systems theory, although the methods used to find the solutions whose initial data
defines the manifold is rather different here due to the quasilinear nature of our problem.
We begin by writing z = pµ+r, so that r is a perturbation around an approximate modulating
pulse, and decomposing equations (37), (38) into equations for the strongly hyperbolic part Z =
Pshq and central part w = Pcq of q. Recall that the mth Fourier components of d1(z) vanish for
m 6= 1, so that
Psh(d1(z)q1) = 0, Pc(d1(z)q1) = Pc(d1(z)w1).
Using this calculation and the corresponding results for d2 and d3, one finds that
∂ξZ = L
µ
0Z + F
µ
0 (Z, p
µ + r, w) + F µ1 (p
µ + r), (72)
∂ξr = Lµ1r +Nµ(Z, r, w), (73)
where
Lµ0 = L
µ|X ssh ,
F µ0 (Z, z, w) =
(
Psh(g˜
µ
6 (z, Z + w))
Psh[g˜
µ
3 (z, Z + w)∂
2
η(Z1 + w1) + g˜
µ
4 (z, Z + w) + g˜
µ
5 (z, Z + w)∂η(Z2 + w2)]
)
,
F µ1 (z) =
(
Psh(h
µ
1(z))
Psh(h
µ
2(z))
)
,
Lµ1r = d1F µ[pµ, 0](r),
Nµ(Z, r, w) = F µ(pµ + r, Z + w)− F µ(pµ, Z + w)− d1F µ[pµ, 0](r),
and
∂ξw1 = w2 + gˆ
µ
6 (Z, p
µ + r, w) + hˆµ1(p
µ + r), (74)
∂ξw2 = −cµ3k20∂2ηw1 − cµ4w1 + µPc(d1(z)w1) + µPc(d2(z)∂ηw1) + µPc(d3(z)w2)
+ Pc(gˆ
µ
3 (Z, p
µ + r, w)∂2ηw1) + gˆ
µ
4 (Z, p
µ + r, w)
+ Pc(gˆ
µ
5 (Z, p
µ + r, w)∂ηw2) + hˆ
µ
2(p
µ + r), (75)
where
gˆµj (Z, z, w) = g˜
µ(z, Z + w), j = 3, 5,
gˆµ4 (Z, z, w) = Pc[g˜
µ
4 (z, Z + w) + g˜
µ
3 (z, Z + w)∂
2
ηZ1 + g˜
µ
5 (z, Z + w)∂ηZ2],
gˆµ6 (Z, z, w) = Pcg˜
µ
6 (z, Z + w), hˆ
µ
j (z) = Pch˜
µ
j (z), j = 1, 2.
Estimates for the nonlinearities in equations (72) and (74), (75) are obtained from Corollary
4.10. Notice that
|F µ0 (Z, z, w)| ≤ c(µ‖(Z,w)‖2X s+1sh,c + µ
2|z|‖(Z,w)‖X s+1sh,c ), (76)
|∂iF µ0 (Z, z, w)| ≤ c(µ‖(Z,w)‖X s+1sh,c + µ
2|z|), j = 1, 2, 3, (77)
and
‖gˆµ4 (Z, z, w)‖s+1 ≤ c(µ‖(Z,w)‖2X s+1sh,c + µ
2|z|‖(Z,w)‖X s+1sh,c ), (78)
‖∂igˆµ4 (Z, z, w)‖s+1 ≤ c(µ‖(Z,w)‖X s+1sh,c + µ
2|z|), j = 1, 2, 3 (79)
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because Pshg˜3(z, Z + w)∂2η(Z1 + w1), Pshg˜5(z, Z + w)∂η(Z2 + w2), Pcg˜3(z, Z + w)∂
2
ηZ1 and
Pcg˜5(z, Z + w)∂ηZ2 do not contain any terms which are linear in z. Clearly
|F µ1 (z)| ≤ cµ2e−c
?/µ, |∂F µ1 (z)| ≤ cµe−c
?/µ, (80)
while gˆµ3 (Z, z, w), gˆ
µ
5 (Z, z, w) and gˆ
µ
6 (Z, z, w) satisfy the same estimates as respectively g˜
µ
3 (z, q),
g˜µ5 (z, q) and g˜
µ
6 (z, q) with q = Z + w. The following result gives estimates for N
µ.
Proposition 5.1 The nonlinearity Nµ appearing in equation (73) satisfies the estimates
|Nµ(Z, r, w)| ≤ c
( |r|2
µ2
+ ‖(Z,w)‖2X s+1sh,c
)
,
|∂1Nµ(Z, r, w)| ≤ c
( |r|
µ
+ ‖(Z,w)‖X s+1sh,c
)
,
|∂2Nµ(Z, r, w)| ≤ c
µ
( |r|
µ
+ ‖(Z,w)‖X s+1sh,c
)
,
|∂3Nµ(Z, r, w)| ≤ c
( |r|
µ
+ ‖(Z,w)‖X s+1sh,c
)
.
Proof. Define (zˆ, µˆ) = δ−1(z, µ) and suppose that |yˆ| = |(zˆ, µˆ)| ≤ 1. The estimate
‖Φk(δyˆ)‖X s+1sh,c ≤
√
5δ
Θ
|yˆ|k
(see Proposition 4.5) implies that Φ is a polynomial in yˆ whose coefficients are bounded inde-
pendently of p. It follows that Fˆ µˆ(zˆ, Z + w) = F µ(z, Z + w) is an analytic function of Z, yˆ
and w whose Taylor coefficients are bounded independently of p, and the same is true of the
quadratic function
Nˆ µˆ(Z, rˆ, w) = Fˆ µˆ(µ−1pµ + rˆ, Z + w)− Fˆ µˆ(rˆ, Z + w)− d1Fˆ µˆ[µ−1pµ, 0](rˆ),
which therefore satisfies
|Nˆ µˆ(Z, rˆ, w)| ≤ c(|rˆ|2 + ‖(Z,w)‖2X s+1sh,c ),
|∂jNˆ µˆ(Z, rˆ, w)| ≤ c(|rˆ|+ ‖(Z,w)‖X s+1sh,c ), j = 1, 2, 3.
The stated estimates for Nµ(Z, r, w) = Nˆ µˆ(Z, rˆ, w) are obtained by returning to the unscaled
variable r = δrˆ = (3ch + 1)µrˆ in the above inequalities. 2
Our task is to find solutions (Z, r, w) of (72)–(75) for which |Z(ξ)|, |r(ξ)| and ‖w(ξ)‖X s+1c
do not exceed e−c?/2µ for ξ ∈ [0, ec?/2µ], and for this purpose we require some information
concerning the spectrum of the linear part of the vector fields on the right-hand sides of (72)
and (73). Recall that Lµ0 has a pair ±λ0,µ = ±(1 + k20)1/2 + O(µ4) of simple eigenvalues
with corresponding eigenvectors u0 = (1, λ0,µ) and s0 = (1,−λ0,µ) which define the stable
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vξ
e−c
?/2µ
ec
?/2µ
Figure 4: Solutions with initial data on the local centre-stable manifold W csloc remain within a
distance of e−c
?/2µ of pµ on the timescale [0, ec
?/2µ].
and unstable directions associated with this matrix. The projections onto these directions are
constructed in the usual fashion using the dual basis {s∗0, u∗0} to {s0, u0} in X swh, where
s∗0 =
1
2λ0,µ
(λ0,µ, 1), u
∗
0 =
1
2λ0,µ
(λ0,µ,−1).
The stable and unstable directions associated with the time-dependent linear operator Lµ are
described by the following result; it is proved by noting that
‖Lµ − Lµ|X swh‖X swh→X swh ≤ cµe−θµ
2|ξ|, ξ ∈ R
and using the method explained by Groves & Mielke [3, §4.3].
Proposition 5.2 The equation
∂ξr = Lµ1r
has solutions s1,1(ξ), s1,2(ξ), u1,1(ξ), u1,2(ξ) on [0,∞) such that
|s1,j(ξ)| ≤ ce−λ1,µξ, |u1,j(ξ)| ≤ ceλ1,µξ, j = 1, 2, ξ ∈ [0,∞).
The dual basis {s∗1,1(ξ), s∗1,2(ξ), u∗1,1(ξ), u∗1,2(ξ)} to {s1,1(ξ), s1,2(ξ), u1,1(ξ), u1,2(ξ)} in X swh sat-
isfies
|s∗1,j(ξ)| ≤
c
λ1,µ
eλ1,µξ, |u∗1,j(ξ)| ≤
c
λ1,µ
e−λ1,µξ, j = 1, 2, ξ ∈ [0,∞).
The requisite solutions of (72)–(75) are constructed using the following iteration scheme.
Choose real numbers Z0, r01, r
0
2 whose magnitude is at most µe
−c?/2µ and w0 ∈ X s+1c such
that ‖w0‖X s+2c ≤ µe−c
?/2µ. Set Z(0) = 0, r(0) = 0, w(0) = 0 and for m = 0, 1, 2, . . . define
Z(m+1) ∈ C([0, ec?/2µ],R2), r(m+1) ∈ C([0, ec?/2µ],R4) by the formulae
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Z(m+1)(ξ) = Z
0 s0 +
∫ ξ
0
〈(F µ(0m) + F µ(1m))(τ), s∗0eλ0,µτ 〉 dτ s0e−λ0,µξ
−
∫ ec?/2µ
ξ
〈(F µ(0m) + F µ(1m))(τ), u∗0e−λ0,µτ 〉 dτ u0eλ0,µξ, (81)
r(m+1)(ξ) = r
0
1 s1,1(ξ) + r
0
2 s1,2(ξ)
+
2∑
j=1
∫ ξ
0
〈Nµ(m)(τ), s∗1,j(τ)〉 dτ s1,j(ξ)−
2∑
j=1
∫ ec?/2µ
ξ
〈Nµ(m)(τ), u∗1,j(τ)〉 dτ u1,j(ξ) (82)
and let w(m+1) ∈ C([0, ec?/2µ],X s+1c ) be the solution of the equations
∂ξw1(m+1) = w2(m+1) + gˆ
µ
6(m) + hˆ
µ
1(m), (83)
∂ξw2(m+1) = −cµ3k20∂2ηw1(m+1) − cµ4w1(m+1)
+ Pc(d1(m)w1(m+1)) + Pc(d2(m)∂ηw1(m+1)) + Pc(d3(m)w2(m+1))
+ Pc(gˆ
µ
3(m)∂
2
ηw1(m+1)) + gˆ
µ
4(m) + Pc(gˆ
µ
3(m)∂ηw2(m+1)) + hˆ
µ
2(m), (84)
with initial data w(m+1)|ξ=0 = w0; here Fj(m), Nµ(m), dj(m), gˆµj(m) and hˆµj(m) are abbreviations
for respectively F µj (Z(m), r(m), w(m)), N
µ(Z(m), r(m), w(m)), dj(z(m)), gˆ
µ
j (Z(m), r(m), w(m)) and
hˆµj (Z(m), r(m), w(m)).
Lemma 5.3 Suppose that ‖w0‖X s+1c ≤ µe−c
?/2µ. The estimates
sup
m∈N
sup
ξ∈[0,ec?/2µ]
|Z(m)(ξ)| ≤ ce−c?/2µ, sup
m∈N
sup
ξ∈[0,ec?/2µ]
|r(m)(ξ)| ≤ ce−c?/2µ
and
sup
m∈N
sup
ξ∈[0,ec?/2µ]
‖w(m)(ξ)‖X sc ≤ ce−c
?/2µ
hold for all sufficiently small values of µ.
Proof. We demonstrate that
sup
ξ∈[0,ec?/2µ]
|Z(m+1)(ξ)| ≤ cµe−c?/2µ, sup
ξ∈[0,ec?/2µ]
|r(m+1)(ξ)| ≤ cµe−c?/2µ
and
sup
ξ∈[0,ec?/2µ]
‖w(m+1)(ξ)‖X sc ≤ cµ1/2| log µ|e−c
?/2µ
whenever
sup
ξ∈[0,ec?/2µ]
(
|Z(j)(ξ)|+ |r(j)(ξ)|+ ‖w(j)(ξ)‖X sc
)
≤ e−c?/2µ
for j = 0, . . . ,m; the lemma follows inductively from this result.
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Observe that
|Z(m+1)(ξ)|
≤ c
(
|Z0|+ µ3e−c?/2µ
∫ ξ
0
eλ0,µτ dτ e−λ0,µξ + µ3e−c
?/2µ
∫ ∞
ξ
e−λ0,µτ dτ eλ0,µξ
)
≤ c(|Z0|+ µ3e−c?/2µ) (85)
≤ cµe−c?/2µ
and
|r(m+1)(ξ)|
≤ c
(
|r01|+ |r02|+
e−c
?/µ
µ2λ1,µ
∫ ξ
0
eλ1,µτ dτ e−λ1,µξ +
e−c
?/µ
µ2λ1,µ
∫ ∞
ξ
e−λ1,µτ dτ eλ1,µξ
)
≤ c
(
|r01|+ |r02|+
e−c
?/µ
µ2λ21,µ
)
(86)
≤ cµe−c?/2µ
for ξ ∈ [0, ec?/2µ]; here we have used the estimates
|F µ0(m)| ≤ cµ3e−c
?/2µ, |F µ1(m)| ≤ cµ2e−c
?/µ, |Nµ0(m)| ≤
c
µ2
e−c
?/µ,
which are obtained from (76), (80) and Proposition 5.1. The corresponding result for w(m+1) is
obtained by applying energy estimates to equations (83), (84).
Define the energy Es+1 by
Es+1(w) =
∫
{(∂s+1η w2)2 − cµ3k20(∂s+2η w1)2 + cµ4(∂s+1η w1)2} dη
=
∫
(∂s+1η w2)
2 dη +
∞∑
j=1
(−cµ3k20j2 + cµ4)j2s+2|wj,1|2
and note that Es+1 is equivalent to the usual norm on X s+1c because w has zero mean and cµ3 < 0.
Applying the operator ∂s+1η w2(m+1)∂
s+1
η to (84), integrating with respect to η over one period and
using the calculation∫
{∂s+1η w2(m+1)∂ξ∂s+1η w2(m+1) + cµ3k20∂s+1η w2(m+1)∂s+3η w1(m+1) + cµ4∂s+1η w2(m+1)∂s+1η w1(m+1)} dη
=
1
2
∂ξEs+1(w(m+1))− cµ3k20
∫
∂s+3η w1(m+1)∂
s+1
η (gˆ
µ
6(m) + hˆ
µ
1(m)) dη
− cµ4
∫
∂s+1η w1(m+1)∂
s+1
η (gˆ
µ
6(m) + hˆ
µ
1(m)) dη,
which is obtained by integrating by parts and using equation (83), one finds that
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∂ξEs+1(w(m+1))
= cµ3k
2
0
∫
∂s+3η w1(m+1)∂
s+1
η (gˆ
µ
6(m) + hˆ
µ
1(m)) dη + c
µ
4
∫
∂s+1η w1(m+1)∂
s+1
η (gˆ
µ
6(m) + hˆ
µ
1(m)) dη
+ µ
∫
∂s+1η w2(m+1)∂
s+1
η Pc(d1(m)w1(m+1)) dη + µ
∫
∂s+1η w2(m+1)∂
s+1
η Pc(d2(m)∂ηw1(m+1)) dη
+ µ
∫
∂s+1η w2(m+1)∂
s+1
η Pc(d3(m)w2(m+1)) dη +
∫
∂s+1η w2(m+1)∂
s+1
η (gˆ
µ
4(m) + hˆ
µ
2(m)) dη
+
∫
∂s+1η w2(m+1)∂
s+1
η Pc(gˆ
µ
3(m)∂
2
ηw1(m+1)) dη +
∫
∂s+1η w2(m+1)∂
s+1
η Pc(gˆ
µ
5(m)∂ηw2(m+1)) dη.
An estimate for Es+1(w(m+1)) can be derived from this identity with the help of the estimates
‖dj(m)‖s+1 ≤ c(e−c?/2µ + µe−µ2θξ), j = 1, 2, 3,
‖gˆj(m)‖s+1 ≤ cµ(e−c?/2µ + µe−µ2θξ), j = 3, 5,
‖gˆ4(m)‖s+1 ≤ cµ(e−c?/µ + µ2e−c?/2µe−µ2θξ),
‖gˆ6(m)‖s+2 ≤ cµ(e−c?/µ + µ2e−c?/2µe−µ2θξ),
‖hˆ(m)‖X s+1c ≤ cµ2e−c
?/µ,
which are obtained from (78) and Corollary 4.10.
Notice that ∣∣∣∣∫ ∂s+3η w1(m+1)∂s+1η (gˆµ6(m) + hˆµ1(m)) dη∣∣∣∣
=
∣∣∣∣∫ ∂s+2η w1(m+1)∂s+2η (gˆµ6(m) + hˆµ1(m)) dη∣∣∣∣
≤ ‖w1(m+1)‖s+2(‖gˆµ6(m)‖s+2 + ‖hˆµ1(m)‖s+2)
≤ cµEs+1(w(m+1))1/2(e−c?/µ + µ2e−c?/2µe−µ2θξ),
and similarly∣∣∣∣∫ ∂s+1η w1(m+1)∂s+1η Pc(d1(m)w1(m+1)) dη∣∣∣∣ ≤ c(e−c?/2µ + µe−µ2θξ)Es+1(w(m+1)),∣∣∣∣∫ ∂s+1η w1(m+1)∂s+1η Pc(d2(m)∂ηw1(m+1)) dη∣∣∣∣ ≤ c(e−c?/2µ + µe−µ2θξ)Es+1(w(m+1)),∣∣∣∣∫ ∂s+1η w1(m+1)∂s+1η Pc(d3(m)w2(m+1)) dη∣∣∣∣ ≤ c(e−c?/2µ + µe−µ2θξ)Es+1(w(m+1)),∣∣∣∣∫ ∂s+1η w1(m+1)∂s+1η (gˆµ6(m) + hˆµ1(m)) dη∣∣∣∣ ≤ cµEs+1(w(m+1))1/2(e−c?/µ + µ2e−c?/2µe−µ2θξ),∣∣∣∣∫ ∂s+1η w2(m+1)∂s+1η (gˆµ4(m) + hˆµ2(m)) dη∣∣∣∣ ≤ cµEs+1(w(m+1))1/2(e−c?/µ + µ2e−c?/2µe−µ2θξ).
Straightforward calculations show that
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∫
∂s+1η w2(m+1)∂
s+1
η Pc(gˆ
µ
3(m)∂
2
ηw1(m+1)) dη
=
∫
∂s+1η w2(m+1)∂
s+1
η (gˆ
µ
3(m)∂
2
ηw1(m+1)) dη + s1
=
∫
∂s+1η w2(m+1)gˆ
µ
3(m)∂
s+3
η w1(m+1) dη + s1 + s2
= −
∫
∂s+2η w2(m+1)∂
s+2
η w1(m+1)gˆ
µ
3(m) dη + s1 + s2 + s3
= −
∫
∂s+2η (∂ξw1(m+1) − gˆµ6(m) − hˆµ1(m))∂s+2η w1(m+1)gˆµ3(m) dη + s1 + s2 + s3
= −1
2
∂ξ
∫
(∂s+2η w1(m+1))
2gˆµ3(m) dη + s1 + s2 + s3 + s4 + s5,
where
s1 = −
∫
∂s+1η w2(m+1)∂
s+1
η (Ph(gˆ
µ
3(m)∂
2
ηw1(m+1))) dη,
s2 =
∫
∂s+1η w2(m+1)
(
s∑
j=0
(
s+ 1
j
)
∂s+1−jη gˆ
µ
3(m)∂
j+2
η w1(m+1)
)
dη,
s3 = −
∫
∂s+1η w2(m+1)∂ηgˆ
µ
3(m)∂
s+1
η w2(m+1) dη,
s4 =
∫
∂s+2η (gˆ
µ
6(m) + hˆ
µ
1(m))∂
s+2
η w1(m+1)gˆ
µ
3(m) dη
s5 =
1
2
∫
(∂s+2η w1(m+1))
2∂ξgˆ
µ
3(m) dη,
and ∫
∂s+1η w2(m+1)∂
s+1
η Pc(gˆ
µ
5(m)∂ηw2(m+1)) dη
=
∫
∂s+2η w2(m+1)∂
s+1
η (gˆ
µ
5(m)∂ηw2(m+1)) dη + s6
=
∫
∂s+1η w2(m+1)gˆ
µ
5(m)∂
s+2
η ∂ξw2(m+1) dη + s6 + s7
=
1
2
∫
∂η((∂
s+1
η w2(m+1))
2)gˆµ5(m) dη + s6 + s7
= s6 + s7 + s8,
where
s6 = −
∫
∂s+1η w2(m+1)∂
s+1
η Ph(gˆ
µ
5(m)∂ηw2(m+1)) dη,
s7 =
∫
∂s+1η w2(m+1)
(
s∑
j=0
(
s+ 1
j
)
∂s+1−jη gˆ
µ
5(m)∂
j+1
η w2(m+1))
)
dη,
s8 =
1
2
∫
∂η((∂
s+1
η w2(m+1))
2)gˆµ5(m) dη;
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these quantities satisfy the estimates
|sj| ≤ cµ3Es+1(w(m+1))1/2(e−c?/µ + µ2e−c?/2µe−µ2θξ), j = 1, 2, 3,
|sj| ≤ µEs+1(w(m+1))(e−c?/2µ + µe−µ2θξ), j = 4, 6, 7, 8
and
|s5| ≤ cEs+1(w(m+1))‖∂ξgˆµ3(m)‖s
≤ cEs+1(w(m+1))‖∂gˆµ3(m)‖s(|∂ξZ(m)|+ |∂ξr(m)|+ |∂ξpµ|+ ‖∂ξw(m)‖X sc )
≤ cµEs+1(w(m+1))(e−c?/2µ + µe−µ2θξ)
(the inequalities
|∂ξZ(m)| ≤ ce−c?/µ, |∂ξr(m)| ≤ ce−c?/µ, ‖∂ξw(m)‖X sc ≤ ce−c
?/µ
follow directly from the inductive hypothesis by means of equations (81)–(84) with m replaced
bym− 1).
Finally, let us define
Ees+1(w) = Es+1(w)−
1
2
∫
(∂s+2η w1)
2gˆµ3(m) dy
and note that
1
c
Es+1(w) ≤ Ees+1(w) ≤ cEs+1(w) (87)
since ∣∣∣∣∫ (∂s+2η w1)2gˆε3(m) dy∣∣∣∣ ≤ Es+1(w)‖gˆε3(m)‖s+1 ≤ µ2Es+1(w).
Altogether, we have that
∂ξEes+1(w(m+1))
≤ cµ(e−c?/µ + µ2e−c?/2µe−µ2θξ)Es+1(w(m+1))1/2 + cµ(e−c?/2µ + µe−µ2θξ)Es+1(w(m+1)). (88)
We proceed by establishing an estimate for Ees+1(w(m+1)) on the short interval ξ ∈ [0, ξ?],
where
ξ? =
α| log µ|
θµ2
,
so that e−µ2θξ? = µα, and α is an appropriately chosen positive constant. It follows from inequal-
ity (88) that
∂ξEes+1(w(m+1)) ≤ c1µ2Ees+1(w(m+1)) + c2µ4e−c
?/µ,
and an application of Gronwall’s inequality yields
Ees+1(w(m+1))(ξ) ≤ (Ees+1(w(m+1))(0) + c2µ4e−c
?/µξ)ec1µ
2ξ.
Choosing α = θ/c1, one finds that
ec1µ
2ξ? =
1
µ
,
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whereby
Ees+1(w(m+1))(ξ) ≤
1
µ
(Ees+1(w(m+1))(0) + c2µ4e−c
?/µξ?)
≤ 1
µ
(Ees+1(w(m+1))(0) + cµ2e−c
?/µ| log µ|)
≤ cµe−c?/µ| log µ| (89)
for ξ ∈ [0, ξ?]. This intermediate step may now be used to deduce the desired estimate for
Ees+1(w(m+1)) on the long interval ξ ∈ [0, ec?/2µ].
Integrating inequality (88), we find that
Ees+1(w(m+1))(ξ)
≤ Ees+1(w(m+1))(0) + cµ sup
τ∈[0,ec?/2µ]
Ees+1(w(m+1))(τ)
+ µe−c
?/2µ sup
τ∈[0,ec?/2µ]
Ees+1(w(m+1))1/2(τ)
+ µ3e−c
?/2µ
∫ ec?/2µ
0
e−θµ
2τ dτ sup
τ∈[0,ec?/2µ]
Ees+1(w(m+1))1/2(τ)
+ cµ2
∫ ec?/2µ
0
e−θµ
2τEs+1(w(m+1))(τ) dτ, ξ ∈ [0, ec?/2µ]. (90)
Observe that
µ2
∫ ec?/2µ
0
e−µ
2θτEes+1(w(m+1))(τ) dτ
= µ2
∫ ξ?
0
e−µ
2θτEes+1(w(m+1))(τ) dτ + µ2
∫ ec?/2µ
ξ?
e−µ
2θτEes+1(w(m+1))(τ) dτ
≤ µ2ξ? sup
τ∈[0,ξ?]
Ees+1(w(m+1))(τ) + µ2
∫ ∞
ξ?
e−µ
2θτ dτ sup
τ∈[0,ec?/2µ]
Ees+1(w(m+1))(τ)
= µ2ξ? sup
τ∈[0,ξ?]
Ees+1(w(m+1))(τ) +
e−θµ
2ξ?
θ
sup
τ∈[0,ec?/2µ]
Ees+1(w(m+1))(τ)
≤ cµe−c?/µ| log µ|2 + cµα sup
τ∈[0,ec?/2µ]
Ees+1(w(m+1))(τ),
in which the last step follows by (89) and the definition of ξ?. Inserting this estimate and the
inequality ∫ ec?/2µ
0
e−θµ
2τ dτ ≤
∫ ∞
0
e−θµ
2τ dτ =
1
θµ2
into (90), one concludes that
Ees+1(w(m+1))(ξ) ≤ cµ| log µ|2e−c
?/µ+c(µ+µα) sup
ξ∈[0,ec?/2µ]
Ees+1(w(m+1))(ξ), ξ ∈ [0, ec
?/2µ],
so that
Ees+1(w(m+1))(ξ) ≤ cµ| log µ|2e−c
?/µ, ξ ∈ [0, ec?/2µ]. 2
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Lemma 5.4 Suppose that ‖w0‖X s+2c ≤ µe−c
?/2µ. The iterates Z(m), r(m) and w(m) satisfy
sup
ξ∈[0,ec?/2µ]
(
|Z˜(m+1)(ξ)|+ |r˜(m+1)(ξ)|+ ‖w˜(m+1)(ξ)‖X s+1c
)
≤ 1
2
sup
ξ∈[0,ec?/2µ]
(
|Z˜(m)(ξ)|+ |r˜(m)(ξ)|+ ‖w˜(m)(ξ)‖X s+1sh,c
)
for eachm ∈ N0, where
Z˜(m+1) = Z(m+1) − Z(m), r˜(m+1) = r(m+1) − r(m), w˜(m+1) = w(m+1) − w(m).
Proof. Examining the equations
Z˜(m+1)(ξ) =
∫ ξ
0
〈(F µ0(m) + F µ1(m) − F µ0(m−1) − F µ1(m−1))(τ), s∗0eλ0,µτ 〉 dτ s0e−λ0,µξ
−
∫ ec?/2µ
ξ
〈(F µ0(m) + F µ1(m) − F µ0(m−1) − F µ1(m−1))(τ), u∗0e−λ0,µτ 〉 dτ u0eλ0,µξ,
r˜(m+1)(ξ) =
2∑
j=1
∫ ξ
0
〈(Nµ(m) −Nµ(m−1))(τ), s∗1,j(τ)〉 dτ s1,j(ξ)
−
2∑
j=1
∫ ec?/2µ
ξ
〈(Nµ(m) −Nµ(m−1))(τ), u∗1,j(τ)〉 dτ u1,j(ξ),
one finds that
|Z˜(m+1)(ξ)|
≤ c
(
µ3
∫ ξ
0
(|Z˜(m)(ξ)|+ |r˜(m)|+ ‖w˜(m)(ξ)‖X s+1c )eλ0,µτ dτ e−λ0,µξ
+ µ3
∫ ec?/2µ
ξ
(|Z˜(m)(ξ)|+ |r˜(m)|+ ‖w˜(m)(ξ)‖X s+1c )e−λ0,µτ dτ eλ0,µξ
)
≤ cµ3 sup
ξ∈[0,ec?/2µ]
(
|Z˜(m)(ξ)|+ |r˜(m)|+ ‖w˜(m)(ξ)‖X s+1c
)
,
|r˜(m+1)(ξ)|
≤ c
(
e−c
?/2µ
µ2λ1,µ
∫ ξ
0
(|Z˜(m)(ξ)|+ |r˜(m)|+ ‖w˜(m)(ξ)‖X s+1c )eλ1,µτ dτ e−λ1,µξ
+
e−c
?/2µ
µ2λ1,µ
∫ ec?/2µ
ξ
(|Z˜(m)(ξ)|+ |r˜(m)|+ ‖w˜(m)(ξ)‖X s+1c )e−λ1,µτ dτ eλ1,µξ
)
≤ ce
−c?/2µ
µ2λ21,µ
sup
ξ∈[0,ec?/2µ]
(
|Z˜(m)(ξ)|+ |r˜(m)|+ ‖w˜(m)(ξ)‖X s+1c
)
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for ξ ∈ [0, ec?/2µ], in which the estimates
|F µ0(m) − F µ0(m−1)| ≤ cµ3(Es+1(w˜(m))1/2 + |Z˜(m)|+ |r˜(m)|),
|F µ1(m) − F µ1(m−1)| ≤ cµec
?/µ(Es+1(w˜(m))1/2 + |Z˜(m)|+ |r˜(m)|),
|Nµ(m) −Nµ(m−1)| ≤
cec
?/2µ
µ2
(Es+1(w˜(m))1/2 + |Z˜(m)|+ |r˜(m)|)
have been used (see equations (77), (80) and Proposition 5.1).
Similarly, the estimate for w˜(m+1) is obtained by studying the equations
∂ξw˜1(m+1) = w˜2(m+1) + gˆ
µ
6(m) − gˆµ6(m−1) + hˆµ1(m) − hˆµ1(m−1), (91)
∂ξw˜2(m+1) = −cµ3k20∂2ηw˜1(m+1) − cµ4 w˜1(m+1) + µPc(d1(m)w˜1(m+1)) + µPc(d2(m)∂ηw˜1(m+1))
+ µPc(d3(m)w˜2(m+1)) + Pc(gˆ
µ
3(m)∂
2
ηw˜1(m+1)) + Pc(gˆ
µ
5(m)∂ηw˜2(m+1))
+ µPc((d1(m) − d1(m−1))w1(m) + µPc((d2(m) − d2(m−1))∂ηw1(m)
+ µPc((d3(m) − d3(m−1))w2(m) + Pc((gˆµ3(m) − gˆµ3(m−1))∂2ηw1(m))
+ Pc((gˆ
µ
5(m) − gˆµ5(m−1))∂ηw2(m)) + gˆµ4(m) − gˆµ4(m−1) + hˆµ2(m) − hˆµ2(m−1) (92)
and using the additional estimates
‖dj(m) − dj(m−1)‖s+1 ≤ c|r˜(m)|, j = 1, 2, 3,
‖gˆµ4(m) − gˆµ4(m−1)‖s+1 ≤ cµ(e−c
?/2µ + µ2e−µ
2θξ)(Es+1(w˜(m))1/2 + |Z˜(m)|+ |r˜(m)|),
‖gˆµ6(m) − gˆµ6(m−1)‖s+2 ≤ cµ(e−c
?/2µ + µ2e−µ
2θξ)(Es+1(w˜(m))1/2 + |Z˜(m)|+ |r˜(m)|),
‖gˆµj(m) − gˆµj(m−1)‖s+1 ≤ cµ(Es+1(w˜(m))1/2 + |Z˜(m)|+ |r˜(m)|), j = 3, 5,
‖hˆµ(m) − hˆµ(m−1)‖X s+1c ≤ cµe−c
?/µ|r˜(m)|,
which are obtained from (79) and Proposition 4.13. We apply the operator ∂s+1η w˜2(m+1)∂
s+1
η to
(92), integrate with respect to η over one period and use the estimation techniques developed in
the previous lemma; the result is
∂ξEes+1(w˜(m+1))
≤ cµ(e−c?/2µ + µe−µ2θξ)Ees+1(w˜(m+1))
+ cµ(e−c
?/2µ + µ2e−µ
2θξ)Ees+1(w˜(m+1))1/2(Es+1(w˜(m))1/2 + |Z˜(m)|2 + |r˜(m)|), (93)
where we have used the further calculations∣∣∣∣∫ ∂s+1η w˜2(m+1)∂s+1η Pc((d1(m) − d1(m−1))w1(m)) dη∣∣∣∣
≤ Es+1(w˜(m+1))1/2Es+1(w(m))1/2‖d1(m) − d1(m−1)‖s+1
≤ ce−c?/2µEs+1(w˜(m+1))|r˜(m)|,∣∣∣∣∫ ∂s+1η w˜2(m+1)∂s+1η Pc((gˆµ3(m) − gˆµ3(m−1))∂2ηw1(m)) dη∣∣∣∣
≤ Es+1(w˜(m+1))1/2Es+2(w(m))1/2‖gˆµ3(m) − gˆµ3(m−1)‖s+1
≤ cµe−c?/2µEs+1(w˜(m+1))(Es+1(w˜(m))1/2 + |Z˜(m)|+ |r˜(m)|).
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(The estimate Es+2(w(m)) ≤ e−c?/µ is obtained by repeating Lemma 5.3 with s replaced by s+1
(and requires the stronger condition ‖w0‖X s+2c ≤ µec
?/2µ). Using the two-step method in the
proof of the previous lemma, one finds from (93) that
sup
τ∈[0,ec?/2µ]
Es+1(w˜(m+1)(τ)) ≤ cµ| log µ|2 sup
τ∈[0,ec?/2µ]
(
Es+1(w˜(m)(τ)) + |Z˜(m)|+ |r˜(m)(τ)|2
)
. 2
The following convergence result is a direct consequence of the above lemmata.
Theorem 5.5 For each Z0, r01, r02 and w0 with
|Z0| ≤ µe−c?/2µ, |r01| ≤ µe−c
?/2µ, |r02| ≤ µe−c
?/2µ, ‖w0‖X s+2c ≤ µe−c
?/2µ
the sequence (Z(m), r(m), w(m))m∈N0 converges inC([0, e
c?/2µ],X s+1) to a limit (Z?, r?, w?)which
satisfies the estimate
sup
ξ∈[0,ec?/2µ]
‖(Z?(ξ), r?(ξ), w?(ξ))‖X s+1 ≤ e−c?/2µ
and solves equations (72)–(75).
We now use the above results to define a local centre-stable manifold at time ξ = 0 for the
nonautonomous equations (72)–(75). According to Lemmata 5.3 and 5.4 the solutions defining
this manifold are available under the hypothesis that ‖w0‖X s+2c ≤ µe−c
?/2µ; to ensure its differ-
entiability one however requires the stronger hypothesis that ‖w0‖X s+4c ≤ µe−c
?/2µ (see Section
6 below), and we therefore make this hypothesis from the outset.
Definition 5.6 The set of points
W csloc =
⋃
{(Z?(0), r?(0), w?(0))},
in which the union is taken over the set of Z0, r01, r
0
2 and w
0 such that
|Z0| ≤ µe−c?/2µ, |r01| ≤ µe−c
?/2µ, |r02| ≤ µe−c
?/2µ, ‖w0‖X s+4c ≤ µe−c
?/2µ,
is called the local centre-stable manifold for solutions to (72)–(75) at time ξ = 0.
6 Existence theory for symmetric modulating pulses
In this section we identify solutions (Z?, r?, w?) to equations (72)–(75) on the interval [0, ec
?/2µ]
whose initial data (Z?(0), r?(0), w?(0)) lies onW csloc and which can be extended to solutions that
remain O(e−c?/2µ) on [−ec?/2µ, ec?/2µ]. The idea is to exploit the reversibility of equations (72)–
(75) (see Section 2); in particular, solutions with the property that (Z?(0), r?(0), w?(0)) lies on
the symmetric section
Σ := FixS = X s+1 ∩ {(v1,o, v2,e) = (0, 0)}
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can be extended to symmetric solutions on [−ec?/2µ, ec?/2µ]. Because w?(0) = w0 we have that
w?(0) ∈ Σc := PcΣ whenever w0 ∈ Σc and our task is reduced to that of finding a criterion on
(Z0, r01, r
0
2) which guarantees that (Z?(0), r?(0)) ∈ Σh := PhΣ.
Our first step is to introduce an artificial parameter by replacing F µ1 and hˆ
µ in equations (72)–
(75) by ρF µ1 and ρhˆ
µ; the construction of W loccs undertaken in Section 5 above clearly remains
valid for all values of ρ ∈ [0, 1]. Observe that ρ = 1 yields the original equations while ρ = 0
yields the system considered in Section 3, in which {(Z,w) = (0, 0)} is an invariant subspace
containing the homoclinic solution pµ (generated by the solution (Z, r, w) = (0, 0, 0) in the
present coordinates). We consider a solution (Z?, r?, w?) with (Z?(0), r?(0), w?(0)) ∈ W csloc as a
function of Z0, r01, r
0
2 which depends upon ρ ∈ R and w0 ∈ Σc as parameters (with ρ ∈ [0, 1],
‖w0‖X s+4c ≤ µe−c
?/2µ) and therefore write (Z?, r?, w?) as (Zρ,w0 , rρ,w0 , wρ,w0)(Z0, r01, r
0
2) in the
following analysis. Notice that (Zρ,w0 , rρ,w0 , wρ,w0)(Z0, r01, r
0
2)|ξ=0 ∈ Σ whenever (Z0, r01, r02) is
a solution of the equation
Jρ,w0(Z
0, r01, r
0
2) = 0, (94)
where Jρ,w0 : B¯µe−c?/2µ(0) ⊂ R3 → R3 is defined by
Jρ,w0(Z
0, r01, r
0
2) =
(
(I − Ssh)Zρ,w0(Z0, r01, r02)|ξ=0
(I − Swh)rρ,w0(Z0, r01, r02)|ξ=0
)
.
(The right-hand side of this equation is a vector in X s+1h with only three nonzero entries, namely
its Z2, z1,o and z2,e components, and is therefore identified with a triplet of real numbers.) Equa-
tion (94) has the solution (Z0, r01, r
0
2) = (0, 0, 0) at (ρ, w
0) = (0, 0) since the unique solution of
(72)–(75) with (ρ, w0) = (0, 0) is (Z, r, w) = (0, 0, 0). We therefore seek a solution of (72)–(75)
near this known solution for parameter values (ρ, w0) near (0, 0), and it seems natural to apply
the implicit-function theorem; notice, however, that we are forced to work from first principles
(by applying the contraction mapping principle) since we require precise information concerning
the parameter-dependence of the solutions, in particular that the solution exists for values of ρ
up to one.
In order to carry out the above programme it is necessary to show that Jρ,w0 is differentiable
with respect to Z0, r01, r
0
2 and obtain some estimates on its derivatives. We therefore need to
show that the solutions (Zρ,w0 , rρ,w0 , wρ,w0) described above are differentiable with respect to
Z0, r01, r
0
2 and obtain some estimates on their derivatives. To this end we formally differentiate
equations (81)–(84) with respect to Z0 and use a dot to denote ∂Z0; we treat the resulting linear
equations for Z˙, r˙, w˙ with the iteration scheme
Z˙(m+1)(ξ) = s0(ξ) +
∫ ξ
0
〈(dF µ0 [Z, pµ + r, w](Z˙(m), r˙(m), w˙(m))
+ ρdF µ1 [p
µ + r](r˙(m)))(τ), s
∗
0e
λ0,µτ 〉 dτ s0e−λ0,µξ
−
∫ ec?/2µ
ξ
〈(dF µ0 [Z, pµ + r, w](Z˙(m), r˙(m), w˙(m))
+ ρdF µ1 [p
µ + r](r˙(m)))(τ), u
∗
0e
−λ0,µτ 〉 dτ u0eλ0,µξ, (95)
50
r˙(m+1)(ξ) =
2∑
j=1
∫ ξ
0
〈dNµ(Z, r, w)(Z˙(m), r˙(m), w˙(m))(τ), s∗1,j(τ)〉 dτ s1,j(ξ)
−
2∑
j=1
∫ ec?/2µ
ξ
〈dNµ(Z, r, w)(Z˙(m), r˙(m), w˙(m))(τ), u∗1,j(τ)〉 dτ u1,j(ξ), (96)
∂ξw˙1(m+1) = w˙2(m+1) + dgˆ
µ
6 [Z, p
µ + r, w](Z˙(m), r˙(m), w˙(m)) + ρdhˆ
µ
1 [p
µ + r](r˙(m)), (97)
∂ξw˙2(m+1) = −cµ3k20∂2ηw˙1(m+1) − cµ4 w˙1(m+1)
+ µPc(d1(p
µ + r)w˙1(m+1)) + µPc(d2(p
µ + r)∂ηw˙1(m+1)) + µPc(d3(p
µ + r)w˙2(m+1))
+ µPc(d1(r˙(m))w1) + µPc(d2(r˙(m))∂ηw1) + µPc(d3(r˙(m))w2)
+ Pc(gˆ
µ
3 (Z, p
µ + r, w)∂2ηw˙1(m+1)) + Pc(dgˆ
µ
3 [Z, p
µ + r, w](Z˙(m), r˙(m), w˙(m))∂
2
ηw1)
+ Pc(gˆ
µ
5 (Z, p
µ + r, w)∂ηw˙2(m+1)) + Pc(dgˆ
µ
5 [Z, p
µ + r, w](Z˙(m), r˙(m), w˙(m))∂ηw2)
+ dgˆµ4 [Z, p
µ + r, w](Z˙(m), r˙(m), w˙(m)) + ρdhˆ
µ
2 [p
µ + r](r˙(m)). (98)
Let us now choose Z, r, w which satisfy |Z(ξ)|, |r(ξ)|, ‖w(ξ)‖X s+3c ≤ e−c
?/2µ for ξ ∈ [0, ec?/2µ],
take Z˙(0) = 0, r˙(0) = 0, w˙(0) = 0, and for m = 0, 1, 2, . . . define Z˙(m+1) ∈ C([0, ec?/2µ],R2),
r˙(m+1) ∈ C([0, ec?/2µ],R4) by formulae (95), (96) and let w˙(m+1) ∈ C([0, ec?/2µ],X s+1c ) be the
solution of (97), (98) with initial data (w˙1, w˙2)|ξ=0 = (0, 0).
Lemma 6.1
(i) The estimate
sup
ξ∈[0,ec?/2µ]
(|Z¯(m+1)(ξ)|+ |r¯(m+1)(ξ)|+ ‖w¯(m+1)(ξ)‖X s+1c )
≤ 1
2
sup
ξ∈[0,ec?/2µ]
(
|Z¯(m)(ξ)|+ |r¯(m)(ξ)|+ ‖w¯(m)(ξ)‖X s+1sh,c
)
, m ∈ N
holds uniformly over the set of (Z, r, w) which satisfy |Z(ξ)|, |r(ξ)|, ‖w(ξ)‖X s+2c ≤ e−c
?/2µ
for ξ ∈ [0, ec?/2µ], where R¯(m+1) = R˙(m+1) − R˙(m), w¯(m+1) = w˙(m+1) − w˙(m). Under
these hypotheses the sequence {(Z˙(m), r˙(m), w˙(m))} is bounded independently of (Z, r, w)
in C([0, ec
?/2µ],X s+1).
(ii) Suppose additionally that ‖w(ξ)‖X s+3c ≤ e−c
?/2µ for ξ ∈ [0, ec?/2µ]. For each fixed value
of (Z˙(m), r˙(m), w˙(m)) the iterate (Z˙(m+1), r˙(m+1), w˙(m+1)) ∈ C([0, ec?/2µ],X s+1) depends
Lipschitz-continuously on (Z, r, w) ∈ C([0, ec?/2µ],X s+2); the Lipschitz constant is an
affine function of the norm ‖(Z˙(m), r˙(m), w˙(m))‖C([0,ec?/2µ],X s+1).
Proof. Equations for the difference (Z¯(m), r¯(m), w¯(m)) are obtained by replacing (Z˙(m), r˙(m), w˙(m))
by (Z¯(m), r¯(m), w¯(m)) and Z˜0 by zero in equations (95)–(98). Observe that the equations for
(Z¯(m), r¯(m), w¯(m)) are transformed into those for (Z˜(m), r˜(m), w˜(m)) examined in Lemma 5.4
by replacing derivatives such as dF µ0 [Z, p
µ + r, w](Z¯(m), r¯(m), w¯(m)) with differences such as
|F µ0(m)−F µ0(m−1)|, where the derivatives obey the same estimates as the differences. The first as-
sertion in part (i) therefore follows from the conclusion of Lemma 5.4; the second assertion is a
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consequence of the first together with the linearity of the right-hand sides of equations (95)–(98)
in (Z˙(m), r˙(m), w˙(m)).
Turning to part (ii), note that
Zˆ(ξ) =
∫ ξ
0
〈(dF µ0,1 − dF µ0,2 + ρdF µ1,1 − ρdF µ1,2)(τ), s∗0eλ0,µτ 〉 dτ s0e−λ0,µξ
−
∫ ec?/2µ
ξ
〈(dF µ0,1 − dF µ0,2 + ρdF µ1,1 − ρdF µ1,2)(τ), u∗0e−λ0,µτ 〉 dτ u0eλ0,µξ,
rˆ(ξ) =
2∑
j=1
∫ ξ
0
〈(dNµ1 − dNµ2 )(τ), s∗j(τ)〉 dτ sj(ξ)
−
2∑
j=1
∫ ec?/2µ
ξ
〈(dNµ1 − dNµ2 )(τ), u∗j(τ)〉 dτ uj(ξ),
∂ξwˆ1(m+1) = wˆ2(m+1) + dgˆ
µ
6,1 − dgˆµ6,2 + ρdhˆµ1,1 − ρdhˆµ2,1,
∂ξwˆ2(m+1) = −cµ3k20∂2ηwˆ1(m+1) − cµ4 wˆ1(m+1)
+ µPc(d1,1wˆ1(m+1)) + µPc(d2,1∂ηwˆ1(m+1)) + µPc(d3,1wˆ2(m+1))
+ µPc((d1,1 − d1,2)w˙21(m+1)) + µPc((d2,1 − d2,2)∂ηw˙21(m+1)) + µPc((d3,1 − d3,2)w˙22(m+1))
+ µPc(d1(r˙(m))w˜1) + µPc(d2(r˙(m))∂ηw˜1) + µPc(d3(r˙(m))w˜2)
+ Pc(gˆ
µ
3,1∂
2
ηwˆ1(m+1)) + Pc(gˆ
µ
5,1∂ηwˆ2(m+1))
+ Pc((gˆ
µ
3,1 − gˆµ3,2)∂2ηw˙21(m+1)) + Pc((gˆµ5,1 − gˆµ5,2)∂ηw˙22(m+1))
+ Pc((dgˆ
µ
3,1 − dgˆµ3,2)∂2ηw21) + Pc((dgˆµ5,1 − dgˆµ5,2)∂ηw22)
+ Pc(dgˆ
µ
3,1∂
2
ηw˜1) + Pc(dgˆ
µ
5,1∂ηw˜2) + dgˆ
µ
4,1 − dgˆµ4,2 + ρdhˆµ1 − ρdhˆµ2 ,
in which (Zˆ, rˆ, wˆ) denotes the difference between the values (Z˙1(m+1), r˙
1
(m+1), w˙
1
(m+1)) and
(Z˙2(m+1), r˙
2
(m+1), w˙
2
(m+1)) of (Z˙(m+1), r˙(m+1), w˙(m+1)) for (Z, r, w) = (Z
1, r1, w1) and (Z, r, w) =
(Z2, r2, w2), dF µj is an abbreviation for dF
µ[Zj, rj, wj](Z˙(m), r˙(m), w˙(m)), j = 1, 2 (similar ab-
breviations are used for the other functions) and (Z˜, r˜, w˜) = (Z1, r1, w1)− (Z2, r2, w2).
Employing the symbol cµ to denote a constant which depends upon µ and estimating
‖dgˆµ3,1 − dgˆµ3,2‖s+1 ≤ cµ‖(Z˙(m), r˙(m), w˙(m))‖X s+1‖(Z˜, r˜, w˜)‖X s+1
together with similar estimates for the other terms involving differences of derivatives (see the
remarks at the end of Section 4.4), we find that
|Zˆ(ξ)|
≤ cµ
(
1
λ0,µ
∫ ξ
0
‖(Z˙(m), r˙(m), w˙(m))(τ)‖X s+1‖(Z˜, r˜, w˜)(τ)‖X s+1eλ0,µτ dτ e−λ0,µξ
+
1
λ0,µ
∫ ec?/2µ
ξ
‖(Z˙(m), r˙(m), w˙(m))(τ)‖X s+1‖(Z˜, r˜, w˜)(τ)‖X s+1e−λ0,µτ dτ eλ0,µξ
)
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for ξ ≤ ec?/2µ, whence
sup
ξ∈[0,ec?/2µ]
|Zˆ(ξ)| ≤ cµ sup
ξ∈[0,ec?/2µ]
‖(Z˙(m), r˙(m), w˙(m))(ξ)‖X s+1 sup
ξ∈[0,ec?/2µ]
‖(Z˜, r˜, w˜)(ξ)‖X s+1
and similarly
sup
ξ∈[0,ec?/2µ]
|rˆ(ξ)| ≤ cµ sup
ξ∈[0,ec?/2µ]
‖(Z˙(m), r˙(m), w˙(m))(ξ)‖X s+1 sup
ξ∈[0,ec?/2µ]
‖(Z˜, r˜, w˜)(ξ)‖X s+1 .
Furthermore, the usual energy estimates show that
∂ξEes+1(wˆ(m+1))
≤ cµ(e−c?/2µ + µe−µ2θξ)Ees+1(wˆ(m+1))
+ cµEes+1(wˆ(m+1))1/2Es+2(w˙2(m+1))1/2(Es+1(w˜)1/2 + |Z˜|+ |r˜|)
+ cµEes+1(wˆ(m+1))1/2Es+2(w2)1/2(Es+1(w˙(m))1/2 + |Z˙(m)|+ |r˙(m)|)(Es+1(w˜)1/2 + |Z˜|+ |r˜|)
+ cµEes+1(wˆ(m+1))1/2Es+2(w˜)1/2(Es+1(w˙(m))1/2 + |Z˙(m)|+ |r˙(m)|)
+ cµEes+1(wˆ(m+1))1/2(Es+1(w˜)1/2 + |Z˜|+ |r˜|)(Es+1(w˙(m))1/2 + |Z˙(m)|+ |r˙(m)|),
which in turn yields the estimate
sup
ξ∈[0,ec?/2µ]
‖(Zˆ(m), rˆ(m), wˆ(m))(ξ)‖X s+1
≤ cµ sup
ξ∈[0,ec?/2µ]
(
‖(Z˙(m), r˙(m), w˙(m))(ξ)‖X s+1 + 1
)
sup
ξ∈[0,ec?/2µ]
‖(Z˜, r˜, w˜)(ξ)‖X s+2
because
Es+2(w˙2(m+1)) ≤ c, Es+2(w2) ≤ ce−c
?/2µ
for ξ ≤ ec?/2µ. (The first of the above inequalities follows from part (i) of this lemma and Lemma
5.3 with s replaced by s+ 1.) 2
Corollary 6.2 Any solution (Z?, r?, w?) to equations (72)–(75) whose initial data lies on W csloc
is differentiable in the topology of X s+1 with respect to Z0, r01 and r02.
Proof. Let T be the operator which maps (Z˙(m), r˙(m), w˙(m)) to (Z˙(m+1), r˙(m+1), w˙(m+1)) in the
iteration scheme (95)–(98), which may therefore be written as
(Z˙(m+1), r˙(m+1), w˙(m+1)) = T ((Z, r, w), (Z˙(m), r˙(m), w˙(m))).
Consider the new iteration scheme
(Z˙(m+1), r˙(m+1), w˙(m+1)) = T ((Z(m), r(m), w(m)), (Z˙(m), r˙(m), w˙(m)))
with initial data Z˙(0) = 0, r˙(0) = 0, w˙(0) = 0, which is obtained by differentiating (81)–(84) with
respect to Z0 and using the dot to denote ∂Z0 . Let us write this iteration scheme as
(Z˙(m+1), r˙(m+1), w˙(m+1)) = T ((Z?, r?, w?), (Z˙(m), r˙(m), w˙(m))) + α(m),
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where
α(m) = T ((Z(m), r(m), w(m)), (Z˙(m), r˙(m), w˙(m)))− T ((Z?, r?, w?), (Z˙(m), r˙(m), w˙(m))).
It follows from Lemma 6.1(i) that T ((R?, w?), ·) : C([0, ec?/2µ],X s+1)→ C([0, ec?/2µ],X s+1)
is a contraction whenever ‖w?(ξ)‖X s+2c ≤ e−c
?/2µ for ξ ∈ [0, ec?/2µ], while Lemma 6.1(ii) and
Theorem 5.5 with s replaced by s+ 1 show that
‖α(m)‖C([0,ec?/2µ],X s+1)
≤ cµ‖(Z(m) − Z?, r(m) − r?, w(m) − w?)‖C([0,ec?/2µ],X s+2)‖(Z˙(m), r˙(m), w˙(m))‖C([0,ec?/2µ],X s+1)
+cµ‖(Z(m) − Z?, r(m) − r?, w(m) − w?)‖C([0,ec?/2µ],X s+2)
= o(1)‖(Z˙(m), r˙(m), w˙(m))‖C([0,ec?/2µ],X s+1) + o(1)
whenever ‖w(m)(ξ)‖X s+3c , ‖w?(ξ)‖X s+3c ≤ e−c
?/2µ for ξ ∈ [0, ec?/2µ]; according to Theorem 5.5
with s replaced by s + 3 the hypothesis ‖w0‖X s+4c ≤ µe−c
?/2µ in the definition of W csloc guar-
antees that these conditions are met. Elementary arguments show that (Z˙(m), r˙(m), w˙(m)) con-
verges in C([0, ec?/2µ],X s+1) to (Z˙?, r˙?, w˙?). By construction, one has that (Z˙(m), r˙(m), w˙(m)) =
(∂Z0Z(m), ∂Z0r(m), ∂Z0w(m)) for each m ∈ N0, and a familiar uniform continuity argument as-
serts that
(Z˙?, r˙?, w˙?) = (∂Z0Z?, ∂Z0r?, ∂Z0w?).
A similar procedure yields the differentiability of (Z?, r?, w?) with respect to r01 and r
0
2. 2
We now turn to the requisite estimates on the derivative of Jρ,w0 .
Proposition 6.3
(i) The operator dJ0,0[0, 0, 0] : R3 → R3 is a bijection and
|dJ0,0[0, 0, 0]−1| ≤ c
λ1,µ
. (99)
(ii) The operator dJρ,w0 [Z0, r01, r
0
2] : R3 → R3 satisfies the estimate
|dJρ,w0 [Z0, r01, r02]− dJ0,0[0, 0, 0]| ≤ cµ3. (100)
Proof. Clearly
∂1J0,0(0, 0, 0) =
(
(I − Ssh)∂Z0Z0,0(0, 0, 0)|ξ=0
(I − Swh)∂Z0r0,0(0, 0, 0)|ξ=0
)
,
∂jJ0,0(0, 0, 0) =
(
(I − Ssh)∂r0j−1Z0,0(0, 0, 0)|ξ=0
(I − Swh)∂r0j−1r0,0(0, 0, 0)|ξ=0
)
, j = 2, 3
and
〈∂Z0Z0,0(0, 0, 0)Z˜0|ξ=0, s∗0〉 = Z˜0, 〈∂Z0r0,0(0, 0, 0)Z˜0|ξ=0, s∗0〉 = 0,
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〈∂r0jZ0,0(0, 0, 0)r˜0j |ξ=0, s∗0〉 = 0, 〈∂r0j r0,0(0, 0, 0)r˜j0|ξ=0, s∗0〉 = 0,
in which 〈· , ·〉 is the inner product on X s+1h ' R6 and the vectors whose inner products are
taken are regarded as elements of X s+1h . Using the fact that Sh : X s+1h → X s+1h is a self-adjoint
involution, we may rewrite the first of the above formulae as
Z˜0 =
1
2
〈(I − Sh)∂Z0Z0,0(0, 0, 0)Z˜0|ξ=0, (I + Sh)s∗0〉
with corresponding expressions for the others, so that
Z˜0 =
1
2
〈dJ0,0[0, 0, 0](Z˜0, r˜01, r˜02), (I + Sh)s∗0〉. (101)
A similar argument shows that
r˜01,j =
1
2
〈dJ0,0[0, 0, 0](Z˜0, r˜01, r˜02), (I + Sh)s∗1,j(0)〉, j = 1, 2, (102)
and the first assertion is a direct consequence of (101), (102).
Define Z1 = Zρ,w0(Z0, r01, r
0
2), Z
2 = Z0,0(0, 0, 0), r1 = rρ,w0(Z0, r01, r
0
2), r
2 = r0,0(0, 0, 0),
Z˙1 = dZρ,w0 [Z
0, r01, r
0
2], Z˙
2 = dZ0,0[0, 0, 0] and r˙1 = drρ,w0 [Z0, r01, r
0
2], r˙
2 = dr0,0[0, 0, 0]. By
construction we have that
(Z˙1 − Z˙2)(ξ)
=
∫ ξ
0
〈(∂1F µ0 (Z1, pµ + r1, w1)Z˙1 − ∂1F µ0 (0, pµ, 0)Z˙2
+ ∂2F
µ
0 (Z1, p
µ + r1, w1)r˙1 − ∂2F µ0 (0, pµ, 0)r˙2
+ ∂3F
µ
0 (Z1, p
µ + r1, w1)w˙1 − ∂3F µ0 (0, pµ, 0)w˙2
+ ρ∂F µ1 (p
µ + r1)r˙1 − ρ∂F µ1 (pµ)r˙1)(τ), s∗0eλ0,µτ 〉 dτ s0e−λ0,µξ
−
∫ ec?/2µ
ξ
〈(∂1F µ0 (Z1, pµ + r1, w1)Z˙1 − ∂1F µ0 (0, pµ, 0)Z˙2
+ ∂2F
µ
0 (Z1, p
µ + r1, w1)r˙1 − ∂2F µ0 (0, pµ, 0)r˙2
+ ∂3F
µ
0 (Z1, p
µ + r1, w1)w˙1 − ∂3F µ0 (0, pµ, 0)w˙2
+ ρ∂F µ1 (p
µ + r1)r˙1 − ρ∂F µ1 (pµ)r˙1)(τ), u∗0e−λ0,µτ 〉 dτ u0eλ0,µξ,
whence
sup
ξ∈[0,ec?/2µ]
|(Z˙1 − Z˙2)(ξ)| ≤ cµ3 sup
ξ∈[0,ec?/2µ]
2∑
j=1
(|Z˙j(ξ)|+ |r˙j(ξ)|+ ‖w˙j(ξ)‖X s+1c ).
A similar argument yields
sup
ξ∈[0,ec?/2µ]
|(r˙1 − r˙2)(ξ)| ≤ ce
−c?/2µ
µ2λ21,µ
sup
ξ∈[0,ec?/2µ]
2∑
j=1
(|Z˙j(ξ)|+ |r˙j(ξ)|+ ‖w˙j(ξ)‖X s+1c ),
and these inequalities imply the second assertion. 2
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We now study the solution set of the equation
Jρ,w0(Z
0, r01, r
0
2) = 0
near the known solution (Z0, r01, r
0
2) = (0, 0, 0) at (ρ, w
0) = (0, 0) by writing it as
(Z0, r01, r
0
2) = (Z
0, r01, r
0
2)− dJ0,0[0, 0, 0]−1Jρ,w0(Z0, r01, r02) (103)
and examining this fixed point problem. According to a standard argument in nonlinear analysis
the fixed-point problem (103) has a unique solution (Z0, r01, r
0
2) = (Z
0, r01, r
0
2)(ρ, w
0) in B¯η(0) ⊂
R3 whenever
|dJ0,0[0, 0, 0]−1||Jρ,w0(0, 0, 0)| ≤ η
2
,
|dJ0,0[0, 0, 0]−1||dJρ,w0 [Z0, r01, r02]− dJ0,0[0, 0, 0]| ≤
1
2
, (Z0, r01, r
0
2) ∈ B¯η(0).
The estimates (99), (100) and
|Jρ,w0(0, 0, 0)| ≤ c
∣∣∣∣( Zρ,w0(0, 0, 0)|ξ=0rρ,w0(0, 0, 0)|ξ=0
)∣∣∣∣ ≤ cµ3e−c?/2µ
(see formulae (85), (86)) show that we can take η = µ2e−c?/2µ.
We have therefore constructed a family of symmetric solutions (Zw0 , rw0 , ww0) to (72)–(75)
on [−ec?/2µ, ec?/2µ] which are parameterised by w0 ∈ Σc with ‖w0‖X s+4c ≤ µe−c
?/2µ and satisfy
‖(Zw0(ξ), rw0(ξ), ww0(ξ))‖X s+1 ≤ e−c?/2µ for each ξ ∈ [−ec?/2µ, ec?/2µ]. The formula
zw0(ξ) = p
µ(ξ) + rw0(ξ), ξ ∈ [−ec?/2µ, ec?/2µ]
defines a family of modulating pulse solutions to the coupled system (65)–(67) which was ob-
tained from the original spatial dynamics formulation of the problem by the normal-form theory
in Section 4; these solutions are parameterised by w0 ∈ Σc, that is by w01,e and w02,o. Notice that
pµ(0), rw0(0) ∈ Σwh, so that zw0(0) ∈ Σwh, and by construction Zw0(0) ∈ Σsh, ww0(0) ∈ Σc.
The existence result for modulating pulses stated in Section 1 (Theorem 1.1) follows by tracing
the coordinate transformations back to the original variable v(ξ, η) and replacing µ with
√
ε.
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