The purpose of this paper is to present a new hierarchic method based on swarm intelligence algorithms for solving the well-known traveling salesman problem. The swarm intelligence algorithms implemented in this study are divided into 2 types: path construction-based and path improvement-based methods. The path construction-based method (ant colony optimization (ACO)) produces good solutions but takes more time to achieve a good solution, while the path improvement-based technique (artificial bee colony (ABC)) quickly produces results but does not achieve a good solution in a reasonable time. Therefore, a new hierarchic method, which consists of both ACO and ABC, is proposed to achieve a good solution in a reasonable time. ACO is used to provide a better initial solution for the ABC, which uses the path improvement technique in order to achieve an optimal or near optimal solution. Computational experiments are conducted on 10 instances of well-known data sets available in the literature. The results show that ACO-ABC produces better quality solutions than individual approaches of ACO and ABC with better central processing unit time.
Introduction
The traveling salesman problem (TSP) is a classical benchmark NP-hard problem for discrete optimization techniques. The main objective of the TSP is to find the shortest Hamiltonian cycle that includes whole nodes [1] . Heuristic algorithms that try to find relatively good solutions in a reasonable time for this problem have been proposed, because there is no exact technique that finds the optimal solution in polynomial time [2] . Despite the fact that the TSP is very hard to solve, there are many applications of the TSP in real-world applications such as scheduling, assignment, and manufacturing problems [3] .
Although a huge number of approaches by exact and heuristic techniques have been proposed by researchers for solving the TSP, some literature surveys by Langevin et al. [4] , Laporte [5] , Punnen [6] , Bektaş [7] , Rego et al. [8] , Lawler et al. [9] , Gutin and Punnen [10] , and Applegate et al. [11] are presented for the readers. Branch and bound [12, 13] , cutting plane [14] , branch and cut [15, 16] , and dynamic programming [17, 18] techniques were developed for solving small instances of the TSP as exact methods. On the other hand, to yield acceptable solutions within a reasonable time, the genetic algorithm by Grefenstette et al. [19] , Jog et al. [20] , Qu and Sun [21] , Larranaga et al. [22] , Ray et al. [23] , Liu et al. [24] , Yang et al. [25] , and Majumdar * Correspondence: mskiran@selcuk.edu.tr and Bhunia [26] ; tabu search by Knox [27] and Gendreau et al. [28] ; simulated annealing by Allwright and Carpenter [29] , and Geng et al. [30] ; neural networks by Ghaziri and Osman [31] and Leung et al. [32] ; particle swarm optimization by Pang et al. [33, 34] , Wang et al. [35] , Shi et al. [36] , and Zhong et al. [1] ; ant colony optimization (ACO) by Dorigo and Gambardella [37] , Tsai et al. [38] , Puris et al. [39] , Bontoux and Feillet [40] , and Puris et al. [41] ; bee colony optimization by Wong et al. [42] and Marinakis et al. [43] ; and artificial bee colony (ABC) optimization by Karaboga and Görkemli [44] and Li et al. [45] have been applied. Aside from the above studies, several hybrid approaches have also been applied to TSPs. Particle swarm optimization and simulated annealing hybridization by Fang et al. [46] , ACO and genetic algorithm hybridization by Takahashi [47] , particle swarm optimization and ACO hybridizations by Gomez-Cabrero et al. [48] and Feng et al. [49] , and genetic simulated annealing ant colony system with particle swarm optimization techniques by Chen and Chien [50] were developed so as to solve TSPs in a reasonable time. Table 1 summarizes the methods applied to TSPs. [46] ACO and genetic algorithm Takahashi [47] Particle swarm optimization and ACO Gomez-Cabrero et al. [48] , Feng et al. [49] Genetic algorithm, simulating annealing, ant colony, and particle swarm optimization Chen and Chien [50] Most of these aforementioned heuristics fall into 1 of 2 categories: path construction heuristics and path improvement heuristics. A typical path construction method starts with a subset of points linked in a cycle and adds the others one by one until the cycle is complete. In this case, although the solution time is prolonged, the obtained solution is effectively acceptable. In contrast, path improvement heuristics work by taking a complete tour and repeatedly improving it. At each iteration, a number of possible changes are considered, and the best change found is made. The process continues until no change considered produces an improvement [2] . In this case, acceptable solutions could be quickly provided by the path improvement heuristic. In brief, path construction-based methods that produce good solutions take more time to achieve a good solution and path improvement-based techniques that quickly produce results do not achieve a good solution in a reasonable time. For that reason, the initial solutions of path improvement heuristics can be generated through a more efficient construction heuristic. Herein lies the motivation of this study.
In this study, a new hierarchic method that consists of both ACO and ABC is proposed to achieve a better solution than the individual ABC and ACO algorithms in a reasonable time. In the hierarchic method, ACO is used as the path construction heuristic to obtain an acceptable feasible initial solution for the ABC, which is used as the path improvement heuristic. This study is separated from the existing studies by the following contributions: 1) describing a new hierarchic approach (ACO-ABC) that uses patch construction and improvement heuristics to solve TSPs, 2) comparing the obtained results with single patch construction (ACO) and improvement (ABC) heuristic applications, and 3) showing the superiority of ACO-ABC in all of the considered heuristic methods. The remainder of the paper is structured as follows. Following Section 1, which gives an introduction and literature survey on the TSP, Section 2 provides a formal description of the ACO and ABC algorithms and the proposed hierarchic approach is presented. Computational results and comparisons are presented in Section 3, and the results are discussed in Section 4. Finally, the conclusion and future works are given in Section 5.
Materials and methods
By combining the abilities of the path improvement and construction methods, a hierarchic optimization technique is proposed in order to obtain better quality results within a certain time. ACO is used as the path constructor and the results obtained by ACO are improved using the ABC. ACO and ABC are iterative methods; ABC only uses information in the population and ACO uses information in both the population (pheromone mechanism) and the problem (visibility) to achieve the global optimum for the optimization problems. In the hierarchic method, ACO is used for producing the initial solution and this solution is improved using ABC.
Ant colony optimization
Individual agents (called artificial ants) of ACO construct the self-solutions at each iteration. First, all of the artificial ants are randomly distributed to solution parts. In order to complete the self-solutions of the ants, each ant decides which part of the solution is selected in the next step using Eq. (1) [51] .
Here, p k i,j (t) is the selection probability of the j th solution part by the k th ant on the i th solution part, τ i,j (t) is the quantity of the pheromone between the i th and j th solution parts at time t, η i,j is the visibility value between the i th and j th solution parts and is calculated using Eq. (2), α and β are significant factors used for tuning the weight of the pheromone and visibility, and N is a set of unused solution parts.
Here, ϕ i,j is the cost of the (i, j) part. After all of the artificial ants complete the self-solutions using Eq. (1), the pheromone between the solution parts is evaporated and then laid using Eq. (3) [51] .
Here, p is the evaporation rate between (0,1], n is the number of artificial ants, and ∆τ k i,j (t) is the pheromone quantity to be laid for the (i, j) solution part at time t and is calculated as follows [51] :
where d k is the cost of the k th ant solution and Q is a constant number. ACO is an iterative algorithm and the maximum cycle number, minimum error rate, etc. can be given as a termination condition to ACO. Based on the explanations given above, the ACO algorithmic framework is displayed in Table 2 . Table 2 . Algorithmic framework of the ACO.
Step 1. Algor thm n t al zat on
Determ ne number of art f c al ants.
Create pheromone matr x.
Load solut on space of the problem.
Step 2. Solut on n t al zat on D str bute all the ants randomly.
Step 3. Solut on construct on
For all ants
Wh le (Solut on s not completed)
Select next solut on part us ng Eq. (1).
End wh le End for
Step 4. Pheromone mechan sm
Evaporate and lay pheromone us ng Eq. (3).
Step 5. Term nat on cond t on If a term nat on cond t on s not meet, return to Step 2.
Step 6. F nal zat on Report the best results obta ned.
Artificial bee colony algorithm
The ABC was first proposed to solve numerical optimization problems by Karaboga [52] . Some discrete versions of the algorithm were developed and applied to different discrete optimization problems [53] [54] [55] . Kıran et al.
[55] showed its performance and accuracy for TSPs and for identifying which neighborhood operator (swapping, insertion, etc.) is better than others.
We use a discrete version of the ABC algorithm to solve the TSP and the neighborhood operator by Kıran et al. [55] produces the best results in the hierarchic approach.
In the basic ABC, there are 3 kinds of bees: employed, onlooker, and scout bees. The number of employed bees is equal to the number of onlooker bees and only one scout bee can occur at each iteration. Employed bees have a self-solution and try to improve the self-solution and move information about food source positions to the hive. Onlooker bees do not have a self-solution, but they use the solutions of the employed bees for improving the solution by taking advantage of information in the hive. The scout bee occurrence is controlled by a peculiar parameter called the limit, and if a solution of the employed bee cannot improve within a certain time (limit), the employed bee of this solution becomes a scout bee. In the ABC, positions of food sources represent the feasible solution for the optimization problems.
First, all of the employed bees are distributed to the solution space of the optimization problem using Eq. (5) [52] and their abandonment counters are reset.
Here, x j i is a parameter to be optimized for the ith employed bee on dimension j of the D-dimensional solution space, and x j max and x j min are the upper and lower bounds for x j i , respectively. Next, new food sources are produced for all of the employed bees using Eq. (6) [52] .
Here x i is the ith employed bee, v i is the candidate solution for x i , x k is an employed neighbor bee of x i , Φ is a number randomly selected in the range of [-1,1] , n is the number of employed bees, D is the dimensionality of the problem, and j ∈ {1, 2, ..., D} and k ∈ {1, 2, ..., n} are randomly selected from the dimensionality of the problem and the employed bee population, respectively. In addition, only one parameter of the employed bee is updated at the each iteration.
After a new solution is produced, the new and old solutions are compared using the fitness values of the solutions, calculated as follows [52] :
where f i is the specific object function value for the problem. If the fitness value of the new solution is better than that of the old one, it is replaced and the abandonment counter of the new solution is reset; otherwise, the abandonment counter of the employed bee is increased by 1.
The onlooker bees produce a new solution by taking advantage of the position information about food sources shared by the employed bees in the hive. An onlooker bee selects an employed bee in order to improve its solution using Eq. (8) [52] and a roulette wheel selection. Next, the new food source position is produced using Eq. (6) . If the fitness value of the onlookers' solution is better than the fitness value of the employed bee, it is replaced and the employed bees' abandonment counter is reset; otherwise, the counter is increased by 1.
Here p i is the probability to be selected for the i th employed bee or food source.
The scout bee of the algorithm is used for the global search and for getting rid of local minima. If the solution of the employed bee cannot improve until the abandonment counter of employed bee achieves the limit, the employed bee becomes a scout bee and a new solution is produced using Eq. (5), and the abandonment counter of the employed bee is reset. There is an important point in the occurrence of scout bees. At each iteration, only one employed bee that has the highest content of abandonment counters of the employed bees can be a scout bee. The algorithmic framework of the ABC is given in Table 3 .
After some modifications, discrete optimization problems can be solved using the ABC. The first modifi- Table 3 . Algorithmic framework of the ABC.
Step 1. Algor thm n t al zat on Determ ne number of art f c al bees (half of the populat on s employed, and the other half are onlookers).
Generate n t al solut ons for the employed bees us ng Eq. (5).
Reset the abandonment counters of the employed bees.
Determ ne the l m t value.
Step 2. Employed bee phase
For all employed bees
Generate new food source us ng Eq. (6).
Calculate f tness value of the new solut on us ng Eq. (7).
If new f tness value s better than the old, replace t; else ncrease abandonment counter by 1.
End for
Step 3. Onlooker bee phase Calculate the probab l t es to be selected of the employed bees us ng Eq. (8).
For all onlooker bees
Select an employed bee us ng Eq. (8) and roulette wheel.
Calculate f tness value of new solut on us ng Eq. (7).
End for
Step 4. Scout bee phase F x the abandonment counter H w th the h ghest content.
IF the content of counter H s h gher than the predef ned l m t THEN generate new solut on
for the employed bee to wh ch counter H belongs us ng Eq. (5) and reset the abandonment counter of the employed bee; ELSE cont nue.
Step 5. Term nat on cond t on If a term nat on cond t on s not meet return to Step 2.
Step 6. F nal zat on Report the best results obta ned. cation is to change Eq. (6), which is used for obtaining new candidate solutions. In the discrete version of the ABC, Eq. (6) is replaced with neighborhood operators. Which neighborhood operator is better than the other was shown in [55] . According to the mentioned study, we use a combined operator (random insertion, random insertion of subsequence, and random reversing insertion of subsequence) in order to obtain a new candidate solution in the employed and onlooker bee phases of the ABC. The second modification is the initialization of the algorithm, and random permutations are given to the employed bees as initial solutions instead of using Eq. (5). The third important point in the discrete ABC is to select a high value for the limit due to the fact that scout bees prevent achieving saturation of the population for discrete optimization problems [55] . For the TSP, the object function is a tour length of the solution, and we try to find the global minimum for this problem.
ACO-ABC hierarchic approach
Stigmergy can be defined as the guidance of work in a progress or indirect communication among workers for cooperation and coordination among social insects [56] . In ACO, the pheromone mechanism helps to find tours with quality, but the distance between the nodes can cause stagnation for the agents because a larger pheromone trail will be between the close nodes. In the ABC, if a food source position cannot be improved by employed or onlooker bees within a certain time, this food source is abandoned. Therefore, the food source (work) guides the artificial agents (workers) in performing the labor. In order to overcome stagnation of the artificial ants in ACO, we propose a hierarchic approach based on ACO and ABC. Though ACO stagnates after a certain number of iterations, the ABC can improve the solution obtained by ACO. The ACO algorithm constructs the solution step by step and the number of artificial agents in ACO generally equals the number of nodes in the TSP. In practice, we show that ACO cannot improve the solution after a number of iterations, and this situation (stagnation behavior) is shown Figure 1 . Therefore, we give the best solution obtained by ACO to the employed bees of the ABC as the initial solution after a certain number of iterations. We try to improve the best solution taken from ACO using a discrete ABC in order to increase the quality of the solution. By doing this, we obtain slightly better solutions than those of ACO in less time and much better solutions than those of the ABC. 
Computational experiments
For all of the experiments, the maximum number of iterations is considered to be 500. For the hierarchic approach, the ACO algorithm is run in the first half of the maximum number of iterations and the ABC is run in the other half. The population size of the algorithms is equal to the number of nodes in the TSP. If the number of nodes of the problem is an odd number, the population size of the ABC is increased by 1, because half of the population is employed bees and the other half is onlooker bees. The optimum tour lengths for the test problems that were obtained from TSPLIB [57] and the parameter settings of the ACO, ABC, and hierarchic approach are given in Tables 4 and 5 , respectively. TSPLIB was published in 1991 and is a collection of TSP benchmark instances of varying difficulty; it has been used by many research groups for comparing results. The other TSP instances that are not considered in this study can be found in the TSPLIB.
For the Oliver30, Eil51, Berlin52, St70, Pr76, Eil76, Kroa100, Ch150, and Tsp225 TSPs, ACO, ABC, and the hierarchic approach are conducted 20 times, independently for each problem, and the obtained results are reported as the best, worst, and mean. The relative error (RE) is calculated using Eq. (9) and is displayed in the result tables.
Here O is the optimum tour length of the problem and B is the tour length obtained by the algorithms. For each problem, the results are given in Table 6 in order to clearly compare the methods, and the solutions with the lowest RE obtained by the methods for the problems are given in bold. As seen from the results, the hierarchic approach produces better quality solutions than the other methods for all of the test problems and the optimum solutions are also obtained for the Oliver30 and Berlin52 TSPs. In terms of time, the ABC has a shorter running time than ACO and the hierarchic approach, and the proposed approach has a running time of about half that of ACO.
In addition, the proposed method is compared with the RABNET-TSP [58] and oRABNET-TSP [59] solvers. oRABNET-TSP is the original version of the RABNET-TSP solver. The results of RABNET-TSP and oRABNET-TSP for Eil51, Berlin52, Eil76, Eil101, Kroa100, and Ch150 are directly taken from [58] . The comparison of the methods is shown in Table 7 .
As seen from Table 7 , similar results for the Eil51 and Eil76 problems are obtained by the methods. RABNET-TSP is better than oRABNET-TSP and the hierarchic approach for the Eil101 and Kroa100 test instances. The hierarchic approach is better than RABNET-TSP and oRABNET-TSP for the Berlin52 and Ch150 benchmark problems. Table 7 also shows that the hierarchic approach is an alternative TSP solver and a competitive algorithm.
Results and discussion
As seen from the computational experiments (Table 6 ), the running time of the solution construction-based method (ACO) is long and the running time of the solution improvement-based method (ABC) is short, but the quality of the solutions obtained by ACO is much better than the solution obtained by ABC, because ACO uses both problem information (distances between nodes) and information of the swarm (pheromone mechanism), and ABC uses only information of the swarm (sharing information in the hive). Figures 4 and 5 give the comparisons of the central processing unit (CPU) time and objective function values of each approach based on the obtained minimum values. As an example, the ABC approach solves all of the problems with minimum CPU times according to the ACO and hierarchic approaches, and for Oliver30, while ACO takes 27.94 times longer to solve it than the ABC, the hierarchic approach takes 15.58 times longer than the ABC. Finally, while ACO consumes maximum CPU times in all of the test problems, the hierarchic and ABC approaches respectively follow it. Figure 5 shows the objective function value comparisons between 3 different approaches based on the optimal values. As seen from Figure 5 , the ABC provides the worst objective values, whereas the ACO and hierarchic approaches provide similar and better values. For Tsp225, the ACO, ABC, and hierarchic approaches We use the methods by combining the advantages of ACO and ABC in order to obtain a better solution in a reasonable time. The results produced by the hierarchic method are better than ACO in terms of time and quality, because ACO shows the stagnation behavior (there is more pheromone on short edges than long edges, and the artificial agents chose short edges with more pheromone) and does not obtain a better solution after a while. Our proposed approach does not show stagnation behavior due to the passing improvement strategy (solution transferring to the ABC). When the hierarchic method is compared with the ABC, the ABC produces a solution in a shorter time, but the solution quality of the hierarchic method is much better than that of the ABC, because the ABC starts to solve the problem randomly but the hierarchic method uses the solution of the ACO at first. Finally, as seen from Figure 6 , the obtained REs of the mean values of the hierarchic approach are better than those of ACO and ABC for all of the problems. While the results of the ABC are very far from the optimal values, ACO is better than the ABC; however, it is worse than the proposed hierarchic approach.
Conclusion and future works
We propose an effective hierarchic method based on swarm intelligence for solving the problem (ACO) and fast (ABC) algorithms in this study. The numerical tests show that the hierarchic method is an alternative tool for solving the TSP. In future works, we will try to make an alternative pheromone mechanism for ACO, and the better quality solution obtained by ACO will be transferred to methods such as the genetic algorithm, particle swarm optimization, etc., which use the path improvement technique for finding the best solution. Moreover, we will use the proposed method in this paper for solving different optimization problems, such as vehicle routing, supply chain optimization, etc.
