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1. Introduction
For 0  α  1, we put Iα = [α − 1,α). Deﬁne the map Tα of Iα , which we call the α-continued
fraction transformation, by the following:
Tα(x) =
{ | 1x | − [| 1x |]α if x ∈ Iα \ {0},
0 if x = 0,
here [y]α = n if y ∈ [n − 1 + α,n + α). We note that T1 is the regular continued fraction transfor-
mation, T 1
2
is the nearest integer continued fraction transformation, and T0 is the transformation
associated to the continued fractions by “−” sign. In this paper, we only consider the case 0 < α  1.
This family of α-continued fraction transformations was introduced by H. Nakada [6] for 12  α  1.
He also mentioned that the same method works for some other α, 0  α < 12 and T0 has the ab-
solutely continuous invariant measure with total mass inﬁnite. Then the theory of the family of
α-continued fractions has been studied by a number of papers, e.g. [1–5,9,8], see also references
of these papers.
E-mail address: natsui@fc.jwu.ac.jp.0022-314X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
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⎧⎪⎨
⎪⎩
εα,m = εα,m(x) = sgn Tm−1α (x),
cα,m = cα,m(x) =
[∣∣∣∣ 1Tm−1α (x)
∣∣∣∣
]
α
(
or = ∞ if Tm−1α (x) = 0
)
and have the following continued fraction expansion of x, which we call the α-continued fraction
expansion of x:
x = εα,1
cα,1
+ εα,2
cα,2
+ εα,3
cα,3
+ · · · , cα,m  1.
For each m 1, we consider the 2× 2 matrix ( 0 εα,m1 cα,m ). Put
(
pα,m−1 pα,m
qα,m−1 qα,m
)
=
(
0 εα,1
1 cα,1
)(
0 εα,2
1 cα,2
)
· · ·
(
0 εα,m
1 cα,m
)
form 1 (1.1)
and
(
pα,−1 pα,0
qα,−1 qα,0
)
=
(
1 0
0 1
)
.
Then pα,mqα,m , m 0, is said to be the m-th α-principal convergent of x. Indeed, we have
pα,m
qα,m
= εα,1
cα,1
+ εα,2
cα,2
+ · · · + εα,m
cα,m
.
We write the α-continued fraction expansion of x ∈ Iα by
(
0 εα,1
1 cα,1
)(
0 εα,2
1 cα,2
)
· · · , (1.2)
and also combine (1.1) and (1.2) as
(
pα,m−1 pα,m
qα,m−1 qα,m
)(
0 εα,m+1
1 cα,m+1
)(
0 εα,m+2
1 cα,m+2
)
· · · .
In this point of view,
Tα(x) = 1
εα,1(x)
− cα,1(x) = 1− εα,1cα,1(x)
εα,1(x)
,
which is the linear fractional transformation associated to
(
0 εα,1
1 cα,1
)−1
.
We note that Tmα (x) is represented as
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0 εα,m+1
1 cα,m+1
)(
0 εα,m+2
1 cα,m+2
)
· · · .
In particular, in the case of α = 1, we have the n-th regular principal convergent and the regular
continued fraction expansion of x ∈ [0,1), which we denote by
pn
qn
= 1
a1
+ 1
a2
+ · · · + 1
an
, an  1,
and
x = 1
a1
+ 1
a2
+ 1
a3
+ · · · .
Then (1.1) and (1.2) are rewritten as
(
pn−1 pn
qn−1 qn
)
=
(
0 1
1 a1
)(
0 1
1 a2
)
· · ·
(
0 1
1 an
)
for n 1,
(
p−1 p0
q−1 q0
)
=
(
1 0
0 1
)
,
and
(
0 1
1 a1
)(
0 1
1 a2
)(
0 1
1 a3
)
· · · ,
respectively.
It is well known that for x ∈ [0,1) if a rational number pq , (p,q) = 1, satisﬁes
∣∣∣∣x− pq
∣∣∣∣< 12 ·
1
q2
, (1.3)
then we have
p
q
= pn
qn
for some n 0.
In the right-hand side of (1.3), 12 is the best possible in the following sense:
For any ε > 0 there exist x ∈ [0,1) and a rational number pq , (p,q) = 1, such that
∣∣∣∣x− pq
∣∣∣∣< 1+ ε2 ·
1
q2
and
p
q
= pn
qn
for any n 0.
In this sense, we call 12 the Legendre constant for the regular continued fractions.
We deﬁne such a constant Lg(α) for α-continued fractions, 0 < α  1, which we call the α-
Legendre constant, by
Lg(α) := sup
{
c > 0:
∣∣∣∣x− pq
∣∣∣∣< c · 1q2 , (p,q) = 1, implies
p
q
= pα,m
qα,m
for somem 0
}
.
The aim of this paper is to show the existence of α-Legendre constant Lg(α) for each α, 0 < α < 1.
Our main results are the following two theorems.
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number pq = 0, (p,q) = 1,
∣∣∣∣x− pq
∣∣∣∣< c · 1q2 implies
p
q
= pα,m
qα,m
for some m 0.
This theorem is already known by [1] for 12  α  1 with explicit values. We can also calculate
explicit values of Lg(α) for
√
2 − 1  α < 12 . We will mention this result in Section 3. On the other
hand, it seems to be not so easy to determine the explicit values of Lg(α) for 0 < α <
√
2 − 1.
The diﬃculty of determining Lg(α) comes from the construction of the natural extension of Tα for
these α’s, e.g. [3,5]. However, we give an upper and a lower estimates of the α-Legendre constant for
each α,0< α <
√
2− 1, as follows.
Theorem 2. If
1
k + 1 < α <
1
k
for an integer k 1, (1.4)
then we have
1
k + 2 < Lg(α) <
1
k
.
In Section 2, we give the proof of Theorems 1 and 2.
2. Proof of Theorems 1 and 2
We start with two lemmas.
Lemma 1. (i) (εα,m, cα,m) = (−1,2) cannot appear k-times consecutively for any positive integer k and any
x ∈ Iα if and only if
−k + √k2 + 4k
2k
 α
holds, i.e. if −k+
√
k2+4k
2k  α, then “(εα,m+i, cα,m+i) = (−1,2) for 1 i  k − 1 implies (εα,m+k, cα,m+k) =
(−1,2)” and if −k+
√
k2+4k
2k > α, then there exists x ∈ Iα such that (εα,i, cα,i) = (−1,2) for 1 i  k.
(ii) Suppose that −k+
√
k2+4k
2k > α 
1
k+1 holds. If (εα,m+i, cα,m+i) = (−1,2) for 1  i  k, then
εα,m+k+1 = +1.
(iii) Suppose that 1k+1 > α >
−(k+1)+
√
(k+1)2+4(k+1)
2(k+1) holds. Then there exists x ∈ Iα such that
(εα,m+i, cα,m+i) = (−1,2) for 1 i  k and εα,m+k+1 = −1.
Proof. (i) We put
Jα,k :=
{
x ∈ Iα:
(
εα,i(x), cα,i(x)
)= (−1,2) for 1 i  k}.
For k = 1, we see
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{
x ∈ Iα: α − 1 x < − 1
2+ α
}
.
Thus Jα,1 = ∅ if and only if α − 1 < − 12+α , which is equivalent to α2 + α − 1 < 0. Since α > 0, we
have 0 < α <
√
5−1
2 . Suppose that Jα,k = ∅. This holds if and only if
kα2 + kα − 1 < 0, (2.1)
which is equivalent to
α <
−k + √k2 + 4k
2k
.
If x ∈ Jα,k+1 = Jα,k ∩ {x ∈ Iα: α − 1 T kα(x) < − 12+α }, then
T kα(x) = −
(k + 1)x+ k
kx+ (k − 1) .
Here we note that
((
0 −1
1 2
)k)−1
=
(
k + 1 k
−k −(k − 1)
)
,
which induces T kα(x) for x ∈ Jα,k+1. Thus Jα,k+1 = ∅ if and only if
Jα,k = ∅ and α − 1< − (k + 1)(α − 1) + kk(α − 1) + (k − 1) < −
1
2+ α . (2.2)
By (2.1), we see that
k(α − 1) + (k − 1) = kα − 1< 0
and (2.2) implies
(k + 1)α2 + (k + 1)α − 1 < 0.
Since it is easy to check that
α − 1< − (k + 1)(α − 1) + k
k(α − 1) + (k − 1)
always holds and (k + 1)α2 + (k + 1)α − 1 < 0 implies kα2 + kα − 1 < 0, we see that Jα,k+1 = ∅ if
and only if
(k + 1)α2 + (k + 1)α − 1 < 0.
The latter inequality implies
α <
−(k + 1) +√(k + 1)2 + 4(k + 1)
.
2(k + 1)
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− k
k + 1 =
−1
2
+ −1
2
+ · · · + −1
2︸ ︷︷ ︸
k
,
−k+
√
k2+4k
2k > α 
1
k+1 implies that (εα,m+i(α − 1), cα,m+i(α − 1)) = (−1,2) for 1 i  k and T kα(α −
1) 0. This shows the assertion of (ii).
(iii) If 1k+1 > α >
−(k+1)+
√
(k+1)2+4(k+1)
2(k+1) , then similar to (ii), we have (εα,m+i(α − 1), cα,m+i(α −
1)) = (−1,2) for 1 i  k and T kα(α − 1) < 0. This shows the assertion of (iii). 
The following lemma is easy.
Lemma 2. For any positive integer k, we have
(i)
(
0 1
1 β
)(
0 −1
1 2
)k (0 1
1 γ
)
=
(
0 1
1 β − 1
)(
0 1
1 k
)(
0 1
1 1
)(
0 1
1 γ
)
,
(ii)
(
0 1
1 β
)(
0 −1
1 2
)k (0 −1
1 γ
)
=
(
0 1
1 β − 1
)(
0 1
1 k + 1
)(
0 1
1 γ − 1
)
,
(iii)
(
0 1
1 β
)(
0 −1
1 γ
)
=
(
0 1
1 β − 1
)(
0 1
1 1
)(
0 1
1 γ − 1
)
,
(iv)
(
1 1
0 1
)(
0 −1
1 2
)k (0 1
1 γ
)
=
(
0 1
1 k
)(
0 1
1 1
)(
0 1
1 γ
)
,
(v)
(
1 1
0 1
)(
0 −1
1 2
)k (0 −1
1 γ
)
=
(
0 1
1 k + 1
)(
0 1
1 γ − 1
)
.
Proof of Theorem 1. In the case of 12  α  1, α-continued fractions are S-expansions and the result
follows from C. Kraaikamp [1]. So, we ﬁx α, 0 < α < 12 . In this case, cα,m  2 always holds. It is
suﬃcient to show the following statement:
there exists a positive integer l 2 such that
(∗) pn
qn
= pα,m
qα,m
for anym 0 implies an+1  l.
Suppose that (∗) holds. If a rational number pq = 0, (p,q) = 1, satisﬁes
∣∣∣∣x− pq
∣∣∣∣< 1(l + 2)q2 , (2.3)
then
p
q
= pn
qn
for some n 0 (2.4)
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∣∣∣∣x− pnqn
∣∣∣∣=
∣∣∣∣ pn + pn−1xnqn + qn−1xn −
pn
qn
∣∣∣∣
=
∣∣∣∣ (pn−1qn − qn−1pn)xnqn(qn + qn−1xn)
∣∣∣∣
=
∣∣∣∣ xnqn(qn + qn−1xn)
∣∣∣∣
= 1
qn|(an+1 + xn+1)qn + qn−1|
 1
(an+1 + 2)q2n
(2.5)
with xn = Tn1(x) for n 0 and x−1 = 1. From (2.3), (2.4) and (2.5), we see an+1 > l. Thus we conclude
that
p
q
= pn
qn
= pα,m
qα,m
for somem 0,
which implies the existence of the α-Legendre constant which is larger than 1l+2 .
To prove (∗), we will compare the principal convergents { pnqn }n0 and {
pα,m
qα,m
}m0. If α  x < 1, then
we have to look x−1 for the α-continued fraction. The map z to z+1(= z+11 ) for any real number z is
the linear fractional transformation associated to
( 1 1
0 1
)
. Hence, if the α-continued fraction expansion
of x− 1 is
(
pα,m−1 pα,m
qα,m−1 qα,m
)(
0 εα,m+1
1 cα,m+1
)(
0 εα,m+2
1 cα,m+2
)
· · · ,
then x is represented as
(
1 1
0 1
)(
pα,m−1 pα,m
qα,m−1 qα,m
)(
0 εα,m+1
1 cα,m+1
)(
0 εα,m+2
1 cα,m+2
)
· · ·
=
(
pα,m−1 + qα,m−1 pα,m + qα,m
qα,m−1 qα,m
)(
0 εα,m+1
1 cα,m+1
)(
0 εα,m+2
1 cα,m+2
)
· · · .
This corresponds to
∣∣∣∣(x− 1) − pα,mqα,m
∣∣∣∣=
∣∣∣∣x− pα,m + qα,mqα,m
∣∣∣∣.
For simplicity, we write
A1A2A3 · · · :=
(
0 εα,1
1 cα,1
)(
0 εα,2
1 cα,2
)(
0 εα,3
1 cα,3
)
· · · .
We divide A1A2 · · · into 4 types of ﬁnite product of matrices.
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At =
(
0 −1
1 2
)
, At+i =
(
0 −1
1 2
)
, 1 i  s, and
At+s+1 =
(
0 −1
1 cα,t+s+1
)
, cα,t+s+1  3.
• At+1 · · · At+s+1 is said to be type IV if
At =
(
0 −1
1 2
)
, At+i =
(
0 −1
1 2
)
, 1 i  s, and
At+s+1 =
(
0 1
1 cα,t+s+1
)
.
• For the rest of matrices, we call each Ai type I or II if εα,i = +1 or −1, respectively.
We discuss the principal convergents and the α-principal convergents for each of 16 combinations
of the above 4 types. We transform the α-continued fraction expansion of x
A1A2A3 · · ·
to the regular continued fraction expansion of x (or x+ 1 when x < 0)
(
0 1
1 a1
)(
0 1
1 a2
)(
0 1
1 a3
)
by Lemma 2 step by step. By each step, we can ﬁnd pnqn which does not appear in {
pα,m
qα,m
}m0, if it
exists.
At ﬁrst, we consider the case 0 x < α. Then the α-continued fraction expansion of x starts with
εα,1 = +1 and is of the form
A1A2A3 · · · =
(
0 1
1 cα,1
)(
0 εα,2
1 cα,2
)(
0 εα,3
1 cα,3
)
· · · , cα,i  2,
which means A1 is type I.
(1) Suppose that A2 is type I. Since a1 = cα,1, we have
(
pα,0 pα,1
qα,0 qα,1
)
=
(
0 1
1 cα,1
)
=
(
p0 p1
q0 q1
)
.
Here we do not miss p1q1 in {
pα,m
qα,m
}m0.
(2) Suppose that A2 is type II. Then we apply the formula in Lemma 2(iii) with εα,2 = −1 and
cα,2  3, and see
(
pα,0 pα,1
qα,0 qα,1
)
=
(
0 1
1 cα,1
)
=
(
p0 p0 + p1
q0 q0 + q1
)
and a2 = 1.
Thus we have
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pα,0 pα,1
qα,0 qα,1
)
=
(
p0 p2
q0 q2
)
.
So p1q1 does not appear in {
pα,m
qα,m
}m0 with a2 = 1.
(3) Suppose that A2, . . . , A2+s is type III, that is,
A2 = · · · = A2+s−1 =
(
0 −1
1 2
)
and A2+s =
(
0 −1
1 cα,2+s
)
, cα,2+s  3.
In this case, from Lemma 2(ii), we see
A1A2 · · · A2+s =
(
0 1
1 cα,1 − 1
)(
0 1
1 s + 1
)(
0 1
1 cα,2+s − 1
)
.
Hence, we have
(
pα,0 pα,1
qα,0 qα,1
)
=
(
0 1
1 cα,1
)
=
(
p0 p0 + p1
q0 q0 + q1
)
and a2 = s + 1.
So p1q1 does not appear in {
pα,m
qα,m
}m0 with a2 = s + 1.
(4) Suppose that A2, . . . , A2+s is type IV, that is,
A2 = · · · = A2+s−1 =
(
0 −1
1 2
)
and A2+s =
(
0 1
1 cα,2+s
)
.
In this case, from Lemma 2(i), we see
A1A2 · · · A2+s =
(
0 1
1 cα,1 − 1
)(
0 1
1 s
)(
0 1
1 1
)(
0 1
1 cα,2+s
)
.
Hence, we have
(
pα,0 pα,1
qα,0 qα,1
)
=
(
0 1
1 cα,1
)
=
(
p0 p0 + p1
q0 q0 + q1
)
and a2 = s.
So p1q1 does not appear in {
pα,m
qα,m
}m0 with a2 = s.
Now we discuss the general case by induction. Suppose that A1, A2, . . . , Am ends by a block which
is a particular type I, II, III, or IV and Am+1 · · · Am+s+1 =: M1 be the next block which is either type I,
II, III, or IV. Moreover Am+s+2 · · · Am+s+t+2 := M2 is the one next block which is either type I, II, III,
or IV.
Lemma 3. The following four statements (A)–(D) hold:
(A) If M1 is type I, then
A1A2 · · · Am =
(
pn−1 pn
qn−1 qn
)
for some n 1: pn
qn
appears in
{
pα,m
qα,m
}
m0
and
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(
pn ∗
qn ∗
)
.
(B) If M1 is type II, then
A1A2 · · · Am =
(
pn−1 pn+1
qn−1 qn+1
)
for some n 1:
pn
qn
does not appear in
{
pα,m
qα,m
}
m0
with an+1 = 1
and
A1A2 · · · AmM1 =
(
pn+1 ∗
qn+1 ∗
)
.
(C) If M1 is type III with M1 =
( 0 −1
1 2
)s( 0 −1
1 cα,m+s+1
)
, then
A1A2 · · · Am =
(
pn−1 pn + pn−1
qn−1 qn + qn−1
)
for some n 1:
pn
qn
does not appear in
{
pα,m
qα,m
}
m0
with an+1 = s + 1
and
A1A2 · · · AmM1 =
(
pn+1 ∗
qn+1 ∗
)
.
(D) If M1 is type IV with M1 =
( 0 −1
1 2
)s( 0 1
1 cα,m+s+1
)
, then
A1A2 · · · Am =
(
pn−1 pn + pn−1
qn−1 qn + qn−1
)
for some n 1:
pn
qn
does not appear in
{
pα,m
qα,m
}
m0
with an+1 = s, an+2 = 1
and
A1A2 · · · AmM1 =
(
pn+2 ∗
qn+2 ∗
)
.
Moreover
A1A2 · · · AmAm+1 · · · Am+s =
(
pn+1 ∗
qn+1 ∗
)
.
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Suppose that (εα,m+i, cα,m+i) = (−1,2) for 1  i  l − 1 imply (εα,m+l, cα,m+l) = (−1,2). By
Lemma 3, we see that if pnqn does not appear in {
pα,m
qα,m
, m 0}, then an+1  l.
Next we consider the case α − 1 x < 0. We have to compare the { pα,m(x)qα,m(x) }m0 and {
pn(x+1)
qn(x+1) }n0.
If the α-continued fraction expansion of x is of the form
(
0 −1
1 cα,1
)(
0 εα,2
1 cα,2
)
· · · ,
then the regular continued fraction expansion of x+ 1 is given by
(
1 1
0 1
)(
0 −1
1 cα,1
)(
0 εα,2
1 cα,2
)
· · ·
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
0 1
1 1
)(
0 1
1 cα,1 − 1
)(
0 εα,2
1 cα,2
)
· · · if cα,1  3,
(
0 1
1 s + 1
)(
0 1
1 cα,s+1 − 1
)(
0 εα,s+2
1 cα,s+2
)
· · ·
if
(
0 εα,i
1 cα,i
)
=
(
0 −1
1 2
)
, 1 i  s,
εα,s+1 = −1 and cα,s+1  3,(
0 1
1 s
)(
0 1
1 1
)(
0 1
1 cα,s+1
)(
0 εα,s+2
1 cα,s+2
)
· · ·
if
(
0 εα,i
1 cα,i
)
=
(
0 −1
1 2
)
, 1 i  s,
εα,s+1 = 1.
This equality holds for any ﬁnite product. Thus we can compare pα,mqα,m and
pn
qn
by the above relations.
This implies that the ﬁrst two matrices are of type I and that the pair of these satisﬁes (A). Thus
the same induction process holds. Hence, we have shown that (A), (B), (C), and (D) hold also for
α − 1 x < 0.
For any 0< α < 12 , we choose a positive integer k 2 such that
−k + √k2 + 4k
2k
 α.
Then by Lemma 1 we have (∗) for l = k. This completes the proof of Theorem 1. 
Proof of Theorem 2. For any α, 1k+1  α <
1
k , we have either
−k + √k2 + 4k
2k
 α < 1
k
(2.6)
or
1  α < −k +
√
k2 + 4k
. (2.7)
k + 1 2k
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have l = k in the statement (∗) and the α-Legendre constant is larger than 1k+2 . On the other hand,
if (2.7) holds, then we see that (C) with s = k cannot be possible by Lemma 1(ii). Thus we also have
l = k in the statement (∗) and so we have the same conclusion.
To get the upper estimate, we use the following
∣∣∣∣x− pnqn
∣∣∣∣= 1qn((an+1 + xn+1)qn + qn−1) 
1
an+1q2n
.
In both cases, (2.6) and (2.7), we have seen that l = k in the statement (∗). Thus the α-Legendre
constant is less than 1k , which completes the proof of Theorem 2. 
3. Concluding remark
In [3], the 2-dimensional representation of the natural extension is given for
√
2 − 1  α < 12 .
By this natural extension, it is possible to determine the Lenstra constant of α-continued fractions
for
√
2 − 1 α < 12 . By [7] the Lenstra constant coincides with the Legendre constant whenever the
Legendre constant exists. Since we have shown its existence, we get the α-Legendre constant for√
2− 1 α < 12 as the α-Lenstra constant. Indeed, we have the following:
L(α) = 2α
(
√
5− 1)α + 2 if
√
2− 1 α < 1
2
.
Finally, we note that the natural extension of Tα ’s are given for 1k , k  3, also in [3]. However, it
seems to be not easy to extend their result for other α’s.
Appendix A
In this section, we give a proof of Lemma 3 stated in Section 2. For this purpose, we consider the
relation between the principal convergents and the α-principal convergents for 16 cases of concate-
nations of the type I, II, III and IV in Section 2.
(A-1) M1: type I, M2: type I
We suppose
M1 = Am+1 =
(
0 1
1 cα,m+1
)
and M2 = Am+2 =
(
0 1
1 cα,m+2
)
.
Then we note an+1 = cα,m+1, and have
A1A2 · · · AmM1 =
(
pn−1 pn
qn−1 qn
)(
0 1
1 cα,m+1
)
=
(
pn pn−1 + cα,m+1pn
qn qn−1 + cα,m+1qn
)
=
(
pn pn+1
qn qn+1
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (A).
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We suppose
M1 = Am+1 =
(
0 1
1 cα,m+1
)
and M2 = Am+2 =
(
0 −1
1 cα,m+2
)
.
Then we note an+1 = cα,m+1 − 1 and an+2 = 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn
qn−1 qn
)(
0 1
1 cα,m+1
)
=
(
pn pn−1 + cα,m+1pn
qn qn−1 + cα,m+1qn
)
=
(
pn pn−1 + (cα,m+1 − 1)pn + pn
qn qn−1 + (cα,m+1 − 1)qn + qn
)
=
(
pn pn+1 + pn
qn qn+1 + qn
)
=
(
pn pn+2
qn qn+2
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (B).
(A-3) M1: type I, M2: type III
We suppose
M1 = Am+1 =
(
0 1
1 cα,m+1
)
and
M2 = Am+2 · · · Am+t+1Am+t+2 =
(
0 −1
1 2
)t (0 −1
1 cα,m+t+2
)
.
Then we note an+1 = cα,m+1 − 1 and an+2 = t + 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn
qn−1 qn
)(
0 1
1 cα,m+1
)
=
(
pn pn−1 + cα,m+1pn
qn qn−1 + cα,m+1qn
)
=
(
pn pn−1 + (cα,m+1 − 1)pn + pn
qn qn−1 + (cα,m+1 − 1)qn + qn
)
=
(
pn pn+1 + pn
qn qn+1 + qn
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (C).
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We suppose
M1 = Am+1 =
(
0 1
1 cα,m+1
)
and Am+2 · · · Am+t+1Am+t+2 =
(
0 −1
1 2
)t (0 1
1 cα,m+t+2
)
.
Then we note an+1 = cα,m+1 − 1, an+2 = t , and an+3 = 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn
qn−1 qn
)(
0 1
1 cα,m+1
)
=
(
pn pn−1 + cα,m+1pn
qn qn−1 + cα,m+1qn
)
=
(
pn pn−1 + (cα,m+1 − 1)pn + pn
qn qn−1 + (cα,m+1 − 1)qn + qn
)
=
(
pn pn+1 + pn
qn qn+1 + qn
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (D).
(B-1) M1: type II, M2: type I
We suppose
M1 = Am+1 =
(
0 −1
1 cα,m+1
)
and M2 = Am+2 =
(
0 1
1 cα,m+2
)
.
Then we note an+1 = 1 and an+2 = cα,m+1 − 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn+1
qn−1 qn+1
)(
0 −1
1 cα,m+1
)
=
(
pn+1 −pn−1 + cα,m+1pn+1
qn+1 −qn−1 + cα,m+1qn+1
)
=
(
pn+1 pn + (cα,m+1 − 1)pn+1
qn+1 qn + (cα,m+1 − 1)qn+1
)
=
(
pn+1 pn+2
qn+1 qn+2
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (A).
(B-2) M1: type II, M2: type II
We suppose
M1 = Am+1 =
(
0 −1
1 cα,m+1
)
and M2 = Am+2 =
(
0 −1
1 cα,m+2
)
.
Then we note an+1 = 1, an+2 = cα,m+1 − 2 and an+3 = 1, and have
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(
pn−1 pn+1
qn−1 qn+1
)(
0 −1
1 cα,m+1
)
=
(
pn+1 −pn−1 + cα,m+1pn+1
qn+1 −qn−1 + cα,m+1qn+1
)
=
(
pn+1 pn + (cα,m+1 − 2)pn+1 + pn+1
qn+1 qn + (cα,m+1 − 2)qn+1 + qn+1
)
=
(
pn+1 pn+2 + pn+1
qn+1 qn+2 + qn+1
)
=
(
pn+1 pn+3
qn+1 qn+3
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (B).
(B-3) M1: type II, M2: type III
We suppose
M1 = Am+1 =
(
0 −1
1 cα,m+1
)
and
M2 = Am+2 · · · Am+t+1Am+t+2 =
(
0 −1
1 2
)t (0 −1
1 cα,m+t+2
)
.
Then we note an+1 = 1, an+2 = cα,m+1 − 2 and an+3 = t + 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn+1
qn−1 qn+1
)(
0 −1
1 cα,m+1
)
=
(
pn+1 −pn−1 + cα,m+1pn+1
qn+1 −qn−1 + cα,m+1qn+1
)
=
(
pn+1 pn + (cα,m+1 − 2)pn+1 + pn+1
qn+1 qn + (cα,m+1 − 2)qn+1 + qn+1
)
=
(
pn+1 pn+2 + pn+1
qn+1 qn+2 + qn+1
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (C).
(B-4) M1: type II, M2: type IV
We suppose
M1 = Am+1 =
(
0 −1
1 cα,m+1
)
and
M2 = Am+2 · · · Am+t+1Am+t+2 =
(
0 −1
1 2
)t (0 1
1 cα,m+t+2
)
.
Then we note an+1 = 1, an+2 = cα,m+1 − 2, an+3 = t , and an+4 = 1, and have
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(
pn−1 pn+1
qn−1 qn+1
)(
0 −1
1 cα,m+1
)
=
(
pn+1 −pn−1 + cα,m+1pn+1
qn+1 −qn−1 + cα,m+1qn+1
)
=
(
pn+1 pn + (cα,m+1 − 2)pn+1 + pn+1
qn+1 qn + (cα,m+1 − 2)qn+1 + qn+1
)
=
(
pn+1 pn+2 + pn+1
qn+1 qn+2 + qn+1
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (D).
(C-1) M1: type III, M2: type I
We suppose
M1 = Am+1 · · · Am+s Am+s+1 =
(
0 −1
1 2
)s (0 −1
1 cα,m+s+1
)
and
M2 = Am+s+2 =
(
0 1
1 cα,m+s+2
)
.
Then we note an+1 = s + 1 and an+2 = cα,m+s+1 − 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn−1 + pn
qn−1 qn−1 + qn
)(−(s − 1) −s
s s + 1
)(
0 −1
1 cα,m+s+1
)
=
(
spn + pn−1 (s + 1)pn + pn−1
sqn + qn−1 (s + 1)qn + qn−1
)(
0 −1
1 cα,m+s+1
)
=
(
pn+1 − pn pn+1
qn+1 − qn qn+1
)(
0 −1
1 cα,m+s+1
)
=
(
pn+1 (cα,m+s+1 − 1)pn+1 + pn
qn+1 (cα,m+s+1 − 1)qn+1 + qn
)
=
(
pn+1 pn+2
qn+1 qn+2
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (A).
(C-2) M1: type III, M2: type II
We suppose
M1 = Am+1 · · · Am+s Am+s+1 =
(
0 −1
1 2
)s (0 −1
1 cα,m+s+1
)
and
M2 = Am+s+2 =
(
0 −1
1 cα,m+s+2
)
.
Then we note an+1 = s + 1, an+2 = cα,m+s+1 − 2 and an+3 = 1, and have
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(
pn−1 pn−1 + pn
qn−1 qn−1 + qn
)(−(s − 1) −s
s s + 1
)(
0 −1
1 cα,m+s+1
)
=
(
spn + pn−1 (s + 1)pn + pn−1
sqn + qn−1 (s + 1)qn + qn−1
)(
0 −1
1 cα,m+s+1
)
=
(
pn+1 − pn pn+1
qn+1 − qn qn+1
)(
0 −1
1 cα,m+s+1
)
=
(
pn+1 (cα,m+s+1 − 2)pn+1 + pn + pn+1
qn+1 (cα,m+s+1 − 2)qn+1 + qn + qn+1
)
=
(
pn+1 pn+2 + pn+1
qn+1 qn+2 + qn+1
)
=
(
pn+1 pn+3
qn+1 qn+3
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (B).
(C-3) M1: type III, M2: type III
We suppose
M1 = Am+1 · · · Am+s Am+s+1 =
(
0 −1
1 2
)s (0 −1
1 cα,m+s+1
)
and
M2 = Am+s+2 · · · Am+s+t+1Am+s+t+2 =
(
0 −1
1 2
)t (0 −1
1 cα,m+s+t+2
)
.
Then we note an+1 = s + 1, an+2 = cα,m+s+1 − 2, an+3 = t + 1 and an+4 = 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn−1 + pn
qn−1 qn−1 + qn
)(−(s − 1) −s
s s + 1
)(
0 −1
1 cα,m+s+1
)
=
(
spn + pn−1 (s + 1)pn + pn−1
sqn + qn−1 (s + 1)qn + qn−1
)(
0 −1
1 cα,m+s+1
)
=
(
pn+1 − pn pn+1
qn+1 − qn qn+1
)(
0 −1
1 cα,m+s+1
)
=
(
pn+1 (cα,m+s+1 − 2)pn+1 + pn + pn+1
qn+1 (cα,m+s+1 − 2)qn+1 + qn + qn+1
)
=
(
pn+1 pn+2 + pn+1
qn+1 qn+2 + qn+1
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (C).
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We suppose
M1 = Am+1 · · · Am+s Am+s+1 =
(
0 −1
1 2
)s (0 −1
1 cα,m+s+1
)
and
M2 = Am+s+2 · · · Am+s+t+1Am+s+t+2 =
(
0 −1
1 2
)t (0 1
1 cα,m+s+t+2
)
.
Then we note an+1 = s + 1, an+2 = cα,m+s+1 − 2 and an+3 = t , and have
A1A2 · · · AmM1 =
(
pn−1 pn−1 + pn
qn−1 qn−1 + qn
)(−(s − 1) −s
s s + 1
)(
0 −1
1 cα,m+s+1
)
=
(
spn + pn−1 (s + 1)pn + pn−1
sqn + qn−1 (s + 1)qn + qn−1
)(
0 −1
1 cα,m+s+1
)
=
(
pn+1 − pn pn+1
qn+1 − qn qn+1
)(
0 −1
1 cα,m+s+1
)
=
(
pn+1 (cα,m+s+1 − 2)pn+1 + pn + pn+1
qn+1 (cα,m+s+1 − 2)qn+1 + qn + qn+1
)
=
(
pn+1 pn+2 + pn+1
qn+1 qn+2 + qn+1
)
.
This shows A1A2 · · · AmM1 with M2 satisﬁes (D).
(D-1) M1: type IV, M2: type I
We suppose
M1 = Am+1 · · · Am+s Am+s+1 =
(
0 −1
1 2
)s (0 1
1 cα,m+s+1
)
and
M2 = Am+s+2 =
(
0 1
1 cα,m+s+2
)
.
Then we note an+1 = s, an+2 = 1 and an+3 = cα,m+s+1, and have
A1A2 · · · AmM1 =
(
pn−1 pn−1 + pn
qn−1 qn−1 + qn
)(−(s − 1) −s
s s + 1
)(
0 1
1 cα,m+s+1
)
=
(
spn + pn−1 (s + 1)pn + pn−1
sqn + qn−1 (s + 1)qn + qn−1
)(
0 1
1 cα,m+s+1
)
=
(
pn+1 pn+1 + pn
qn+1 qn+1 + qn
)(
0 1
1 cα,m+s+1
)
=
(
pn+2 cα,m+s+1pn+2 + pn+1)
qn+2 cα,m+s+1qn+2 + qn+1
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(
pn+2 pn+3
qn+2 qn+3
)
.
Here, we note that pn+1qn+1 appears in the sequence {
pα,m
qα,m
} because the second column of A1 · · · Am ×
Am+1Am+s−1 is
( pn+1
qn+1
)
. This shows A1A2 · · · AmM1 with M2 satisﬁes (A).
(D-2) M1: type IV, M2: type II
We suppose
M1 = Am+1 · · · Am+s Am+s+1 =
(
0 −1
1 2
)s (0 1
1 cα,m+s+1
)
and
M2 = Am+s+2 =
(
0 −1
1 cα,m+s+2
)
.
Then we note an+1 = s, an+2 = 1, an+3 = cα,m+s+1 − 1 and an+4 = 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn−1 + pn
qn−1 qn−1 + qn
)(−(s − 1) −s
s s + 1
)(
0 1
1 cα,m+s+1
)
=
(
spn + pn−1 (s + 1)pn + pn−1
sqn + qn−1 (s + 1)qn + qn−1
)(
0 1
1 cα,m+s+1
)
=
(
pn+1 pn+1 + pn
qn+1 qn+1 + qn
)(
0 1
1 cα,m+s+1
)
=
(
pn+2 (cα,m+s+1 − 1)pn+2 + pn+1 + pn+2
qn+2 (cα,m+s+1 − 1)qn+2 + qn+1 + qn+2
)
=
(
pn+2 pn+3 + pn+2
qn+2 qn+3 + qn+2
)
=
(
pn+2 pn+4
qn+2 qn+4
)
.
Here, we note that pn+1qn+1 appears in the sequence {
pα,m
qα,m
} as mentioned in (D-1). This shows
A1A2 · · · AmM1 with M2 satisﬁes (B).
(D-3) M1: type IV, M2: type III
We suppose
M1 = Am+1 · · · Am+s Am+s+1 =
(
0 −1
1 2
)s (0 1
1 cα,m+s+1
)
and
M2 = Am+s+2 · · · Am+s+t+1Am+s+t+2 =
(
0 −1
1 2
)t (0 −1
1 cα,m+s+t+2
)
.
Then we note an+1 = s, an+2 = 1, an+3 = cα,m+s+1 − 1 and an+4 = t + 1, and have
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(
pn−1 pn−1 + pn
qn−1 qn−1 + qn
)(−(s − 1) −s
s s + 1
)(
0 1
1 cα,m+s+1
)
=
(
spn + pn−1 (s + 1)pn + pn−1
sqn + qn−1 (s + 1)qn + qn−1
)(
0 1
1 cα,m+s+1
)
=
(
pn+1 pn+1 + pn
qn+1 qn+1 + qn
)(
0 1
1 cα,m+s+1
)
=
(
pn+2 (cα,m+s+1 − 1)pn+2 + pn+1 + pn+2
qn+2 (cα,m+s+1 − 1)qn+2 + qn+1 + qn+2
)
=
(
pn+2 pn+3 + pn+2
qn+2 qn+3 + qn+2
)
.
Here, we note that pn+1qn+1 appears in the sequence {
pα,m
qα,m
} as mentioned in (D-1). This shows
A1A2 · · · AmM1 with M2 satisﬁes (C).
(D-4) M1: type IV, M2: type IV
We suppose
M1 = Am+1 · · · Am+s Am+s+1 =
(
0 −1
1 2
)s (0 1
1 cα,m+s+1
)
and
M2 = Am+s+2 · · · Am+s+t+1Am+s+t+2 =
(
0 −1
1 2
)t (0 1
1 cα,m+s+t+2
)
.
Then we note an+1 = s, an+2 = 1, an+3 = cα,m+s+1 − 1, an+4 = t and an+5 = 1, and have
A1A2 · · · AmM1 =
(
pn−1 pn−1 + pn
qn−1 qn−1 + qn
)(−(s − 1) −s
s s + 1
)(
0 1
1 cα,m+s+1
)
=
(
spn + pn−1 (s + 1)pn + pn−1
sqn + qn−1 (s + 1)qn + qn−1
)(
0 1
1 cα,m+s+1
)
=
(
pn+1 pn+1 + pn
qn+1 qn+1 + qn
)(
0 1
1 cα,m+s+1
)
=
(
pn+2 (cα,m+s+1 − 1)pn+2 + pn+1 + pn+2
qn+2 (cα,m+s+1 − 1)qn+2 + qn+1 + qn+2
)
=
(
pn+2 pn+3 + pn+2
qn+2 qn+3 + qn+2
)
.
Here, we note that pn+1qn+1 appears in the sequence {
pα,m
qα,m
} as mentioned in (D-1). This shows
A1A2 · · · AmM1 with M2 satisﬁes (D).
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