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 PROBLEMI ELEMENTARI DEL CALCOLO DELLE PROBABILITÀ 
Mostriamo una rassegna di problemi elementari “non banali” di calcolo delle probabilità.  Elementari, perché 
per formularli e per risolverli sono sufficienti nozioni di base.  Non banali, almeno alcuni di essi, perché la 
risoluzione richiede a volte accorgimenti non immediati. 
1) Il signor Brown è un barbiere e ha due figli; uno di essi si chiama Charlie.  Qual è la probabilità che 
entrambi i figli del signor Brown siano maschi? 
La risposta “ 12 ” è sbagliata.  Le nascite a casa del signor Brown, se non si hanno altre informazioni se non la 
presenza di due figli, possono avere seguito le seguenti modalità, da considerarsi equiprobabili, con significato 
ovvio dei simboli: 
 (M,M);   (M,F);  (F,M);  (F,F). 
L’informazione della presenza di Charlie esclude l’esito (F,F).  Rimangono tre esiti equiprobabili, uno dei quali 
è (M,M).  La probabilità che il signor Brown abbia due figli maschi è 13 . 
2) Il signor Brown è un barbiere e ha due figli; il primogenito si chiama Charlie.  Qual è la probabilità che 
entrambi i figli del signor Brown siano maschi? 
Questa volta la risposta “ 12 ” è giusta.  Gli esiti possibili, in base all’informazione fornita, sono soltanto (M,M) 
e (M,F); uno su due realizza l’evento dichiarato.  Ma ancora più semplicemente: l’evento “due maschi” si 
realizza se il secondogenito è maschio; la probabilità che ciò avvenga è 12 , senza bisogno di considerare uno 
spazio campionario che tenga conto anche del primogenito. 
3) Si lanciano 100 dadi, non necessariamente tutti equilibrati (ma almeno uno sì).  Qual è la probabilità che la 
somma dei punteggi sia pari? 
La risposta è 12 .  Coloriamo di rosso (idealmente) un dado regolare tra i 100.  La possibile irregolarità degli 
altri dadi rende sconosciuta la probabilità p di avere una somma pari dai 99 dadi non rossi; il dado rosso però dà 
punteggio pari oppure dispari, ciascuno con probabilità 12 ; quindi con uguale probabilità il punteggio del dado 
rosso mantiene la parità della somma degli altri 99, oppure la cambia; quindi la probabilità che il punteggio 
complessivo sia pari oppure dispari è 12 . 
Si può dare una spiegazione più formale nel modo seguente: 
 
Il punteggio complessivo pari come somma dei 100 dadi si realizza se i “primi 99 dadi” e il “dado rosso” 
realizzano entrambi pari o entrambi dispari; la probabilità dell’unione di questi due eventi (disgiunti) è 
 
1
2 p +
1
2 1! p( ) =
1
2  
qualunque sia il valore di p. 
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4) Qual è la probabilità che in una estrazione del lotto siano estratti cinque numeri consecutivi (per esempio: 
12, 13, 14, 15, 16)? (Non importa l’ordine in cui i numeri vengono estratti). 
Questa volta la soluzione più semplice sembra essere quella combinatoria: non sempre è così! 
Le cinquine di numeri consecutivi tra 1 e 90 sono 86, perché il minimo può essere appunto da 1 a 86; le 
cinquine possibili sono in tutto 590( ) , quindi la probabilità cercata è 
 
86
590( )
= 86 !5!90 !89 !88 !87 !86 =
5!
90 !89 !88 !87 "1.96 !10
#6 . 
5) Qual è la probabilità che in una estrazione del lotto i cinque numeri estratti si presentino in ordine 
crescente? 
La soluzione è molto semplice: qualsiasi siano i numeri che vengono estratti, questi possono sortire in 5! 
possibili ordinamenti, uno solo dei quali li mostra in ordine crescente.  La probabilità dell’evento descritto è 
1
5! =
1
120 . 
6) (Il “paradosso dei compleanni”) Nella classe di Sally Brown ci sono 23 alunni (compresa Sally); nessuno è 
nato il 29 febbraio di un anno bisestile.  Qual è la probabilità che almeno due alunni festeggino il compleanno 
nello stesso giorno? 
Conviene riferirsi all’evento contrario: calcoliamo la probabilità che tutti gli alunni siano nati in giorni diversi.  
Pensiamo agli alunni ordinati in un modo qualsiasi, per esempio alfabetico.  Non ha importanza in quale giorno 
è nato il primo alunno.  La probabilità che il secondo sia nato in un giorno diverso dal primo è 364365 ; La 
probabilità che il terzo sia nato in un giorno diverso dai primi due, assunto che questi siano nati in giorni 
diversi, è 363365 ; (…); la probabilità che il 23° sia nato in un giorno diverso dai primi 22, supponendo che questi 
siano nati in giorni tutti diversi, è 343365 .  La probabilità che si verifichino tutti questi eventi è il prodotto di 
questi numeri; la probabilità dell’evento contrario, cioè che ci sia coincidenza di almeno due compleanni, è il 
complemento a 1 di questo numero, cioè 
 1! 365 !1( ) " 365 ! 2( ) "…" 365 ! 22( )
36522
= 0,507  
Questo problema è conosciuto come “paradosso dei compleanni” perché si è portati a pensare che sia molto 
improbabile che tra 23 persone ce ne siano due nate lo stesso giorno; invece, come abbiamo visto, la probabilità 
è maggiore di 12 , cioè è più probabile che l’evento si verifichi, piuttosto che il contrario. 
Evidentemente il problema si gestisce nello stesso modo se gli alunni non sono 23, ma un altro qualunque 
numero m tra 2 e 365 (se gli alunni sono 366 o più, è ovvio che almeno due sono nati lo stesso giorno). 
m = 23  è il più piccolo con il quale la probabilità dell’evento supera 12 . 
7) (Il “problema di Monty Hall”) In un gioco a premi televisivo il concorrente deve scegliere una porta fra tre 
(siano A, B, C), e riceverà il premio nascosto dietro a quella porta.  Una delle tre porte nasconde un’auto 
sportiva, le altre due una capra.  Dopo che il concorrente ha fatto la sua scelta, il presentatore (che sa dove è 
nascosta l’auto) apre una delle altre due porte, mostrando dietro di essa una capra.  Poi propone al 
concorrente di cambiare la sua scelta, se lo desidera.  Conviene al concorrente fare il cambio, o è indifferente, 
o svantaggioso? 
Questo problema fu proposto nel 1975 da una lettera di Steve Selvin, professore a Berkeley, inviata alla rivista 
America Statistician e mise in difficoltà anche persone esperte.  Il problema divenne però celebre alcuni anni 
più tardi, quando la rivista americana Parade pubblicò la lettera di un lettore rivolta alla rubrica Ask Marilyn, in 
cui se ne chiedeva la soluzione.  Marilyn Vos Savant (St.Louis, 1946), curatrice della rubrica, ne diede una 
soluzione corretta ed esauriente; tuttavia il risultato, abbastanza sorprendente, faticò a convincere anche persone 
esperte 
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Marilyn rispose che al concorrente conviene cambiare la scelta, perché questo cambia la probabilità di 
aggiudicarsi l’auto da 13  a 
2
3 .  Il seguente schema chiarisce questo fatto. 
 
In pratica, il cambio della scelta inverte la probabilità di aggiudicarsi la capra con quella di aggiudicarsi l’auto, 
perché le due porte ancora chiuse nascondono appunto una l’auto, l’altra una capra.  Siccome la scelta iniziale 
viene fatta prima che il presentatore mostri la capra, la probabilità che la prima scelta sia l’auto è 13 .  Dopo 
l’esibizione di una capra, il cambio di scelta ha come conseguenza certa la trasformazione del premio da auto in 
capra o viceversa; la probabilità di vincere l’auto se si decide per lo scambio è quindi uguale alla probabilità di 
vincere una capra, se si mantiene la scelta iniziale, cioè 23 . 
Il problema può trarre in inganno perché si osserva che, dopo l’apertura della porta con capra, la probabilità che 
il concorrente vinca l’auto è 12  sia in caso di cambio, sia in mancanza.  Va però osservato che 
1
2  è la 
probabilità di auto o capra condizionata alla conoscenza assunta soltanto dopo avere scelto la porta, quindi non 
è pertinente alla valutazione di probabilità del tipo di premio che il concorrente riceverà.  Un aspetto che può 
sfuggire è la possibilità di scelta che il presentatore ha per presentare la capra: due scelte possibili, se il 
concorrente ha scelto l’auto; una sola se ha scelto una capra.  Ecco, qui sotto, uno schema che illustra questo 
aspetto, confermando i risultati ottenuti (più semplicemente) prima.  Conveniamo di indicare con A la porta che 
nasconde l’auto (ma il concorrente non dispone di questa informazione, nota invece al conduttore) 
  
Dunque, la strategia di cambiare la scelta della porta conduce il concorrente a scegliere A con probabilità 23 , 
come avevamo già osservato più semplicemente prima. 
Lo stesso problema è noto, con una ambientazione diversa, sotto il nome di “dilemma del prigioniero” (si veda 
per esempio P.Contucci-S.Isola, Probabilità elementare, Zanichelli 2009): eccolo. 
8) (Il “dilemma del prigioniero”) In un carcere sono detenute tre persone, siano A, B, C, condannate alla pena 
capitale.  Uno solo però sarà giustiziato, mentre due saranno graziati.  Una guardia carceraria è disposta a 
rivelare ad A il nome di uno tra B e C che sarà graziato.  Però A pensa che, quando conoscerà il nome di un 
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suo compagno di pena che sarà graziato, la probabilità di esserlo anche lui scenderà da 23  a 
1
2 , e perciò 
decide di non domandare nulla alla guardia.  Ha ragione? 
È chiaro che il ragionamento di A è errato: la domanda che A rivolge alla guardia, e la relativa risposta, non 
possono cambiare l’esito di un sorteggio già avvenuto, nel quale la probabilità favorevole ad A è 23 .  Come nel 
problema di Monty Hall, si rischia di trascurare il fatto che se è proprio A colui che sarà giustiziato, la guardia 
ha due possibili risposte che può dare, mentre negli altri casi ne ha una sola.  Il seguente schema descrive 
correttamente la situazione, e manifesta come si tratti in sostanza dello stesso problema di Monty Hall. 
  
Perciò la probabilità che sia giustiziato A, condizionata (per esempio) alla risposta B della guardia è 
 P A giustiziato risposta B( ) = P A giustiziato! risposta B( )P risposta B( ) =
1
6
1
6 +
1
3
= 13  
e allo stesso modo, anche P A giustiziato risposta C( ) = 13 .  Abbiamo quindi provato che gli eventi “A sarà 
giustiziato” e “risposta B” (oppure “risposta C”) sono indipendenti, come suggerisce il buon senso. 
Un altro problema che in sostanza riproduce i due visti sopra è il cosiddetto “paradosso delle tre scatole”, 
proposto da Joseph Bertrand nel 1889: 
9) (il “paradosso delle tre scatole”, di J.Bertrand) Ci sono tre scatole uguali; una contiene due monete d’oro, 
una due monete d’argento, l’altra una moneta d’oro e una d’argento.  Scelta a caso una scatola, se ne estrae 
una moneta; questa è  d’oro.  Qual è la probabilità che sia d’oro anche la seconda moneta contenuta in quella 
scatola? 
Poiché l’avvenuta estrazione di una moneta d’oro dà la certezza di avere messo le mani su una delle due scatole 
contenenti almeno una moneta di questo metallo, qualcuno potrebbe pensare che valga 12  la probabilità di 
ottenere una seconda moneta d’oro, giudicando a questo punto ugualmente probabile che la scatola scelta sia 
OO oppure OA.  Proprio in questo si cela l’errore, perché dalla scatola OO è più probabile (anzi: è certo!) 
estrarre una moneta d’oro, diversamente dalla scatola OA.  Per questo motivo l’estrazione di una moneta d’oro 
non solo dà la certezza di non avere scelto la scatola AA, ma rende più probabile avere scelto OO piuttosto che 
OA.  Il calcolo chiarisce e quantifica questi ragionamenti. 
La probabilità di avere scelto la scatola OO, condizionata dall’evento “la moneta estratta è d’oro”, 
simboleggiato da O, vale: 
 P OO O( ) = P OO!O( )P O( ) =
P OO( )
P O( ) =
1
3
1
6 +
1
3
=
1
3
1
2
= 23 . 
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La forma dello schema adottato per la risoluzione mostra che il problema è equivalente a Monty Hall e al 
“progioniero”. 
Osservazione.  Consideriamo questo (differente) problema: tre monete d’oro e tre d’argento sono distribuite in 
tre scatole; la sola informazione è che nessuna delle scatole è vuota.  Qual è la probabilità, scegliendo una 
scatola e traendone una moneta, che questa sia d’oro? 
La probabilità è indubbiamente 12 .  Non disponendo di informazioni sulla composizione delle scatole, il gioco 
equivale a estrarre una moneta tra sei, di cui tre d’oro e tre d’argento. 
Le cose cambiano se si conosce la composizione della scatole (ma non quale sia la scatola che ha ciascuna delle 
composizioni dichiarate) Per esempio, con la composizione 
 Scatola1: A{ } ; Scatola 2 : A{ } ; Scatola 3 : A,O,O,O{ }  
la probabilità di ottenere una moneta d’oro è assai più bassa: 
Come si vede, la probabilità di scegliere una moneta d’oro è scesa a 14 .  Questo crea una diversa valutazione 
della probabilità da parte del “banco” rispetto a quella del giocatore, se questi non è informato della 
composizione delle scatole, mentre il “banco” le ha formate a propria discrezione. 
10) Dal sacchetto della tombola si estraggono due numeri; qual è la probabilità che tra essi ci sia il 15? 
Primo modo (puramente combinatorio): 
89
290( )
= 89 ! 290 !89 =
2
90 . 
Secondo modo: 1! 8990 "
88
89 =
2
90 . 
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Terzo modo: 
1
90 +
1
90 =
2
90 . 
(la probabilità che il 15 sia il primo estratto è 190 ; la probabilità che il 15 sia il secondo estratto è 
1
90 ; i due 
eventi sono incompatibili e la loro unione è l’evento sperato). 
11) Dal sacchetto della tombola si estraggono cinque numeri; qual è la probabilità che tra essi ci siano tre 
numeri prestabiliti? (la vincita del terno al lotto) 
Primo modo: 
87
2( )
90
5( )
= 87 !86 !852! !
5!
90 !89 !88 !87 !86 =
1
11748 . 
Secondo modo: la probabilità che i primi tre numeri estratti siano quelli da noi giocati è 
 p = 390 !
2
89 !
1
88 ; 
vinceremo ugualmente se i numeri giocati appariranno in tre qualunque posizioni tra il primo e il quinto 
estratto, per esempio il secondo, il quarto e il quinto; la probabilità che i nostri tre numeri siano estratti proprio 
in queste posizioni è di nuovo  p.  L’evento “i tre numeri giocati sono tra i cinque estratti” appare come unione 
di tanti eventi disgiunti, ciascuno con probabilità p.  Il numero di questi eventi è 35( ) , perché questo coefficiente 
conta proprio in quanti modi si possono scegliere tre “posizioni” tra cinque disponibili.  Perciò la probabilità 
che il terno da noi giocato sia tra i cinque numeri estratti è 
 
p ! 53( ) = 390 ! 289 ! 188 ! 53( ) = 390 ! 289 ! 188 ! 5 !4 !33!2 = 111748 . 
Terzo modo: immaginiamo già effettuata l’estrazione, senza conoscerne l’esito.  Calcoliamo la probabilità che 
tre numeri da noi dichiarati si trovino tra quelli estratti.  Si ottiene immediatamente il valore 
 
5
90 !
4
89 !
3
88 =
1
11748 . 
12) R + P = N  posti in una tavola rotonda vengono assegnati a caso a R invitati italiani e P francesi.  Qual è la 
probabilità che tutti gli italiani (e allora anche tutti i francesi) occupino posizioni contigue? 
Primo modo. Il numero di schieramenti in fila di R italiani e P francesi, in modo che ai primi R posti ci siano gli 
italiani, e tutti i francesi nei posti che seguono è il numero delle permutazioni della lista 
 
i i i… i
R volte
!"# f f f … f
P volte
! "$ #$  che 
lasciano le i nelle prime R posizioni; questi sono in numero di R! !P! . 
La probabilità che una generica permutazione degli N elementi li presenti schierati in questo modo è perciò 
R! ·P!
R + P( )! .  Tuttavia, poiché gli invitati si dispongono in una tavola rotonda, uno schieramento del tipo descritto 
può accomodarsi a tavola in N modi distinti, perché il primo i si siederà in uno qualunque degli N posti, e tutti 
gli altri avranno allora il posto assegnato.  La probabilità dell’evento desiderato è allora 
R! ·P!
R + P( )! ! R + P( ) =
R! ·P!
R + P "1( )! . 
Secondo modo: la probabilità che gli R italiani occupino R posti contigui prestabiliti è 1
R
R+P( ) : vogliamo infatti 
un preciso ed unico insieme di R posti assegnato agli italiani, tra gli R
R+P( )  sottoinsiemi disponibili. 
La rotondità della tavola attenua la richiesta: il “primo” posto dell’insieme di sedie da assegnare agli italiani 
può essere uno qualunque degli R + P = N posti disponibili; ci sono quindi R + P  eventi incompatibili, ciascuno 
con probabilità 1
R
R+P( ) , soddisfacenti la richiesta di contiguità.  La probabilità richiesta vale quindi 
R + P
R
R+P( ) , 
espressione che si verifica facilmente essere equivalente a quella ottenuta nel “primo modo”. 
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13) In coda per acquistare il biglietto per uno spettacolo, che costa 10€, si trovano “a” persone che 
dispongono di un banconota da 10€, e “b” persone che hanno soltanto una banconota da 20€.  Qual è la 
probabilità che il cassiere (inizialmente sprovvisto di denaro) si trovi nell’impossibilità di dare il resto dovuto 
a uno dei clienti?  E qual è la probabilità dello stesso evento, se inizialmente il cassiere dispone di “m” 
banconote da 10€? 
Intanto, dovremo supporre a ! b  perché se a < b , sicuramente il cassiere non potrà dare il resto a tutti. 
I “casi possibili” dipendono dalle posizioni occupate nella fila di a + b  persone, dalle a che hanno il denaro 
contato.  Il numero di casi possibili è espresso quindi da a
a+b( ) : si tratta infatti dei sottoinsiemi con a elementi 
dell’insieme degli a + b  posti in fila.  Ciascuno di questi sottoinsiemi si può simboleggiare con una lista 
ordinata di a + b  valori yk  che possono valere 1 oppure –1 (a volte 1, b volte –1), e anche come una poligonale 
che parte da (0,0) e collega i punti k, yii=1
k!( ) .  Tutte le poligonali terminano nel punto R = a + b, a ! b( ) .  Si 
noti che a ! b  è il numero di banconote da 10€ possedute dal cassiere dopo avere soddisfatto tutti i clienti, e 
che yk  rappresenta l’incremento al numero di banconote da 10€ a disposizione del cassiere, per effetto del 
servizio al k–esimo cliente. 
 
Le poligonali che rappresentano “casi favorevoli” all’impossibilità di soddisfare un cliente sono quelle aventi 
almeno un punto in comune con la retta y = !1, comunque soggette al vincolo di terminare in 
R = a + b, a ! b( ) .  Desideriamo contare quante sono tali poligonali,  Se !  è una di esse, consideriamo la 
poligonale !"  ottenuta da !  mantenendola invariata, fino al primo punto in cui !  interseca la retta y = !1, e 
prendendo da quel punto in avanti la simmetrica rispetto alla retta y = !1.  Ciascuna !"  ha come punto di 
arrivo T = a + b, b ! a ! 2( ) ; quindi ci sono a + b  movimenti verso l’alto (cioè +1) o verso il basso (cioè !1), 
dove il numero di occorrenze di !1( )  supera di a ! b + 2  quello di (+1); si trova quindi a +1  volte !1( ) , b !1  
volte 1.  Il numero di siffatte sequenze contenenti a +1  volte !1( ) , b !1  volte 1 è, con ragionamento identico a 
quello condotto all’inizio, a+1a+b( ) .  Finalmente, la probabilità che il cassiere si trovi nell’impossibilità di dare il 
resto a un cliente è a+1
a+b( )
a
a+b( ) =
a + b( )!
a +1( )! b !1( )! "
a!b!
a + b( )! =
b
a +1 . 
Osserviamo che, ragionevolmente, la probabilità è zero se b = 0 , cioè se tutti i clienti hanno il denaro contato. 
Se il cassiere ha inizialmente m banconote da 10€ (m ! b "1 ), il ragionamento si conduce nello stesso modo.  
La sola differenza è che le poligonali rappresentative del numero di banconote da 10€ detenute dal cassiere 
dopo avere servito ciascun cliente, partono da !O = 0,m( )  e terminano in !R = a + b , a " b +m( ) .  Le poligonali 
simmetriche di queste rispetto alla retta y = !1 (purché questa retta sia intersecata) terminano in 
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!T = a + b , b " a "m " 2( ) .  Contiamo quanti spostamenti verso l’alto e quanti verso il basso occorrono per 
portarsi dalla quota m alla quota b ! a !m ! 2 .  Se r è il numero di spostamenti verso il basso, quindi a + b ! r  
è il numero di spostamenti verso l’alto, dal livello iniziale m arriveremo al livello 
 m ! r + a + b ! r( ) = a + b +m ! 2r . 
Si vuole che ili livello finale sia b ! a !m ! 2 ; perciò 
 a + b +m ! 2r = b ! a !m ! 2 ; 2r = 2a + 2m + 2 ; r = a +m +1  
e quindi la probabilità che il cassiere si trovi a non potere dare il resto a un cliente è 
 a+m+1
a+b( )
a
a+b( ) =
a + b( )!
a +m +1( )! b !m !1( )! "
a!b!
a + b( )! =
b b !1( )… b !m( )
a +1( ) a + 2( )… a +m +1( ) . 
14) Una principessa deve scegliere il suo sposo tra n pretendenti (che ella non ha mai conosciuto).  Costoro le 
vengono presentati uno alla volta e, se scartati, non possono più essere presi in considerazione.  Come può 
comportarsi la principessa per avere la massima probabilità di scegliere il migliore (secondo il suo gusto, 
s’intende)? 
Si tratta di un problema classico, del quale naturalmente si possono dare versioni diverse per “ambientazione”: 
ecco una variante: 
Un ladro d’auto percorre una strada lungo la quale sono parcheggiate “n” auto.  Grazie alla sua disonesta 
abilità, egli non avrà difficoltà a impadronirsi dell’auto che deciderà di rubare.  Tuttavia, per non essere 
notato, in nessun caso tornerà indietro per prendere un’auto precedentemente scartata.  Come può 
comportarsi il ladro, per avere la massima probabilità di rubare la più costosa tra le auto in parcheggio? 
Un’altra variante: 
Un automobilista percorre un’autostrada; ha necessità di fare rifornimento di benzina entro 300 Km, nei quali 
sa che ci sono n benzinai.  Egli vorrebbe rifornirsi alla pompa che pratica il prezzo più basso, ma ogni prezzo è 
esposto soltanto presso la rispettiva pompa; come può comportarsi per avere la massima probabilità di 
rifornirsi al costo minimo? 
Descriviamo la risoluzione del problema nell’ambientazione della principessa; questo riguarda soltanto la 
descrizione “esteriore”, non la sostanza del problema; il risultato è alquanto sorprendente. 
La strategia più ingenua, di estrarre a sorte un numero tra 1 e n, e decidere in questo modo a priori quale 
pretendente sposare, dà una probabilità pari a  di scegliere il migliore.  Probabilità maggiori si realizzano con 
una strategia diversa.  La principessa decide di osservare alcuni dei pretendenti (diciamo: k), scartandoli 
comunque, per scegliere tra quelli successivi il primo che le piacerà più di tutti quelli che lo hanno preceduto, o 
l’ultimo, se tale circostanza non si dovesse verificare per nessuno di essi.  Quale è, in funzione di n, il numero 
più adeguato di pretendenti da osservare e scartare, per rendere massima la probabilità di successo?  Ci sono 
due aspetti contrastanti: quanto più k è grande, tanto maggiore è la base di paragone per valutare i pretendenti 
successivi; d’altra parte, la probabilità che il più bel principe si trovi tra i primi k è kn , crescente con k; e se ciò 
accade, la strategia fallirà di certo.  Tuttavia, è sicuramente meglio che tirare a sorte.  Per esempio, supponiamo 
n = 12 , e scegliamo k = 6  (che, come vedremo, non è la scelta migliore).  Affinché la scelta vada a buon fine 
occorre che il “principe azzurro” occupi una posizione tra la settima e la dodicesima (la probabilità che ciò 
accada è 12 ); se è così, una condizione sufficiente per il successo è che il secondo più bel principe sia tra i primi 
sei; avendo già collocato il principe azzurro nel secondo gruppo, la probabilità di questo evento si valuta ora in 
6
11 .  La probabilità che avvengano entrambi questi fatti è 
3
11 , sensibilmente maggiore (più che tripla) di 
1
12 . 
Ora affrontiamo il problema in modo sistematico.  Assegnato il valore di n, decidiamo di osservare e comunque 
scartare i primi k principi (1! k ! n "1 ), e poi procedere come descritto sopra.  Sia pk  la probabilità di 
individuare in questo modo il “principe azzurro” (p.a., nel seguito); calcoliamo pk  in funzione di n e k.  
L’evento sperato si verifica se accadono entrambi i seguenti eventi: 
1) il p.a. non è nei primi k. 
2) nelle posizioni k +1,… , n  il p.a. è il primo a essere più bello di tutti i k principi osservati inizialmente. 
1
n
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In effetti il p.a. occupa, con probabilità uguale a 1n , ciascuna delle n posizioni disponibili.  Sia Ai  l’evento: 
 Ai  = “il p.a. occupa la posizione i ” 1! i ! n( ) ; 
 E l’evento: 
 E = “viene scelto il p.a.”. 
Calcoliamo pk = P E( )  come somma degli eventi incompatibili Ai ! E , k +1! i ! n  (se i ! k , l’evento Ai ! E  
è impossibile). 
Per ogni i è P Ai( ) = 1n ; allora 
(1) P Ai ! E( ) = P Ai( ) "P E Ai( ) = 1n P E Ai( ) . 
Ora, evidentemente P E Ak+1( ) = 1 , perché se p.a. occupa la posizione k +1  allora certamente la principessa lo 
sceglierà, essendo costui più bello dei primi k (e anche dei successivi, ma questo ora non serve). 
Se p.a. occupa una posizione successiva, egli verrà scelto soltanto se nessuno degli altri principi “eleggibili”, 
cioè dal k +1( )-esimo  in poi, supererà in bellezza i primi k.  Allora P E Ak+2( ) = kk+1 , perché E si verificherà 
se il più bello tra i k +1  principi che precedono p.a. si trova tra i primi k ; P E Ak+3( ) = kk+2 , perché E si 
verificherà se il più bello tra i k + 2  principi che precedono p.a. si trova tra i primi k, e così via, fino a 
P E An( ) = kn!1 , che si spiega nello stesso modo.  Allora: 
(2) pk = P E( ) = P Ai( ) !P E Ai( )
i=k+1
n
" = 1n
k
k +
k
k +1 +…+
k
n #1
$
%&
'
() =
k
n
1
ii=k
n#1
" . 
Assegnato il valore di n, un calcolo diretto dei valori di pk  consente di scegliere il valore di k per il quale 
questa probabilità sia massima.  Ecco, per esempio, i valori corrispondenti a n = 20  (nella prima riga ci sono i 
valori di k, nella seconda quelli di pk ) 
 
Si osserva che all’inizio i valori pk  aumentano al crescere di k; raggiungono un valore massimo e poi 
diminuiscono.  Nel caso di n = 20  la massima probabilità di successo si raggiunge, come si vede, per k = 7 . 
Altrimenti, si può formare una tabella con i valori delle differenze pk+1 ! pk , le quali saranno inizialmente 
positive, poi diventeranno negative.  Il primo k per il quale pk+1 ! pk < 0  è il valore ottimale.  Ecco la tabella 
delle differenze pk+1 ! pk , di nuovo con n = 20  
 
Di nuovo si osserva che il primo k per il quale la differenza è negativa è k = 7 , al quale corrisponde quindi il 
massimo valore di pk . 
Vogliamo ora stabilire una relazione tra n e il corrispondente valore di k per il quale pk  è massima. 
Dalla (2) ricaviamo un’espressione per dk = pk+1 ! pk . 
(3)
 
dk = pk+1 ! pk =
k +1
n
1
ii=k+1
n!1
" ! kn
1
ii=k
n!1
" = kn
1
ii=k+1
n!1
" ! 1ii=k+1
n!1
" ! 1k
#
$
%
&
'
( +
1
n
1
ii=k+1
n!1
" = 1n !1+
1
ii=k+1
n!1
"
#
$
%
&
'
(  
Il valore k0  ottimale per la nostra strategia è quello per cui risulta dk0 < 0 ! dk0"1 , cioè, tenendo conto di (3), 
(4)
 
!1+ 1ii=k0+1
n!1
" < 0 # !1+ 1ii=k0
n!1
"      cioè     1ii=k0+1
n!1
" <1# 1ii=k0
n!1
" . 
Una semplice osservazione geometrica mostra (vedi figure) mostra che 
(5) 1ii=k+1
n!1
" < 1x dxk
n!1#
$%
= ln n !1k
&
'(
)
*+      e     
1
ii=k+1
n!1
" > 1x dxk+1
n#
$%
= ln nk +1
&
'(
)
*+  
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Out[26]//MatrixForm=￿ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 180.077 0.052 0.036 0.023 0.013 0.0049 ￿0.0023 ￿0.0085 ￿0.014 ￿0.019 ￿0.024 ￿0.028 ￿0.032 ￿0.035 ￿0.039 ￿0.042 ￿0.045 ￿0.047 ￿
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e quindi, se è soddisfatta (4), allora è anche 
 
ln nk0 +1
!
"#
$
%&
<1< ln n '1k0 '1
!
"#
$
%&
     cioè     nk0 +1
< e < n !1k0 !1
     cioè     
k0 !1
n !1 <
1
e <
k0 +1
n  
da cui si ricava 
(6) 
n
e !1< k0 <
n
e +1!
1
e . 
Queste stime individuano k0  a meno di una unità, perché le limitazioni superiore e inferiore per k0  
differiscono di 2 ! 1e < 2 .  Inoltre si nota che il rapporto 
k0
n  ha limite uguale a 
1
e , per n! +" .  La probabilità 
di successo collegata a k0  è pk0 =
k0
n
1
ii=k0
n!1
" .  Per n! +" , anche pk0  ha limite uguale a 
1
e ! 0,368 .  Infatti, 
per (6), 1e  è il limite del fattore 
k0
n ; ragionando come per ricavare (5) si ottiene poi 
ln nk0
!
"#
$
%&
< 1ii=k0
n'1
( < ln n '1k0 '1
!
"#
$
%&
, e siccome lim
n!+"
n
k0
= lim
n!+"
n #1
k0 #1
= e , la sommatoria considerata ha per limite 
lne = 1 . 
Per esempio se n = 100  le (6) danno 100e !1< k0 <
99
e +1  cioè 35,79 < k0 < 37,41 ; il miglior valore di k è 
quindi uno dei due numeri 36 e 37.  La tabella che segue mostra i valori di k e pk , per n = 100  e i valori di k 
attorno a 37: 
  
Il valore migliore è 37; ma il vantaggio rispetto a 36 è veramente trascurabile. 
Per n = 10  le (6) danno 10e !1< k0 <
9
e +1cioè 2,68 < k0 < 4,31 , suggerendo un valore da scegliere tra 3 e 4.  
La tabella relativa a n = 10  è 
  
la quale conferma il risultato, mostrando k0 = 3  come scelta ottimale; ma anche k0 = 4  lascia in pratica 
inalterata la probabilità di successo. 
È da notare che la probabilità di successo con la strategia ottimale è approssimativamente costante (intorno al 
valore 1e ), comunque grande sia n.  Questo risultato è piuttosto sorprendente, perché si potrebbe (erroneamente) 
pensare che la probabilità di individuare il p.a. diminuisca, quando aumenta la numerosità dell’insieme di 
pretendenti di cui egli fa parte. 
Segue una “verifica sperimentale” di questa strategia, realizzata con Mathematica 7 di Wolfram.  Il primo 
programma produce una sola esecuzione della strategia su una permutazione casuale dei numeri da 1 a n; la 
Out[31]//MatrixForm=￿ 34 35 36 37 38 39 40 410.370117 0.370709 0.371015 0.371043 0.370801 0.370295 0.369534 0.368522 ￿
Out[32]//MatrixForm=￿ 1 2 3 4 5 6 7 8 90.282897 0.365794 0.39869 0.398254 0.372817 0.327381 0.265278 0.188889 0.1 ￿
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speranza è individuare n (il più grande) osservando i primi k0 , essendo k0  la parte intera di ne +1 , per 
scegliere il primo tra i numeri che seguono, che risulta maggiore del più grande tra i primi k0  numeri osservati 
(detto max0 ), oppure l’ultimo della lista se nessuno dei precedenti supera max0 . 
L’esecuzione dell’esperimento illustrata qui non ha conseguito il “successo”; infatti abbiamo n = 10 , ma la 
strategia seleziona il numero 9, e non 10.  Questo non deve stupire; la strategia infatti dà una probabilità di 
successo pari circa a 0,37; quindi può accadere di non ottenere il successo, anzi, questo è l’evento più 
probabile. 
 
Quello che segue e invece un esperimento più elaborato, con valore statistico.  Viene scelto n = 300  (questo 
non è particolarmente importante); non vengono stampate né la lista completa né quella ridotta dei primi k0  
termini; viene memorizzato un “risultato” che vale 1 se siamo riusciti a selezionare il massimo, cioè 300, vale 0 
in caso contrario.  La prova viene ripetuta per 10˙000 volte; alla fine addizioniamo i valori “risultato” registrati 
in ciascuna delle 10˙000 esecuzioni, mostrando in tal modo per quante volte la strategia adottata è riuscita a 
selezionare il massimo della lista.  Nella sperimentazione che riportiamo abbiamo ottenuto 3703 successi in 
10˙000 prove, cioè una frequenza relativa uguale a 0,3703; questo è in buon accordo con la probabilità 
“teorica” di successo in ciascuna esecuzione. 
In[132]:= ￿￿ Combinatorica`
n ￿ 10;
k0 ￿ Floor￿ n
￿
￿ 1￿; Print￿"k0￿"￿; Print￿k0￿;
t ￿ RandomPermutation￿n￿; Print￿t￿
s ￿ Table￿t￿￿k￿￿, ￿k, 1, k0￿￿; Print￿s￿
max0 ￿ Max￿s￿;￿j ￿ 0; Label￿inizio￿;
j ￿￿ 1;
If￿t￿￿k0 ￿ j￿￿ ￿ max0 && k0 ￿ j ￿ n, Goto￿inizio￿￿￿;
Print￿t￿￿k0 ￿ j￿￿￿;
k0￿
4￿5, 6, 1, 8, 4, 9, 10, 3, 2, 7￿￿5, 6, 1, 8￿
9
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15) Due tiratori A, B sparano a turno un colpo ciascuno verso un bersaglio, fino a quando questo sarà colpito; 
inizia A, che ha probabilità pA  di colpire il bersaglio, mentre pB  è la probabilità di fare centro per B.  Qual è 
la probabilità che sia A ad aggiudicarsi la gara? 
Esiste una versione meno “pacifista” di questo problema: A e B si battono uno contro l’altro in un duello alla 
pistola, in cui a turno sparano uno verso l’altro, fino a quando uno degli sfidanti viene colpito; è chiaro che si 
tratta dello stesso problema. 
La descrizione di uno spazio campionario adatto è noiosa, soprattutto perché si può risolvere il problema in 
modo molto più semplice.  Comunque vediamola, per confrontare risultato e procedimento con la soluzione 
diversa che proporremo dopo. 
Uno spazio campionario !  adeguato per questo problema ha per elementi le successioni in 0,1{ } , con uno e 
un solo termine uguale a 1, indicatore del tentativo in cui il bersaglio è stato colpito (dal tiratore di turno in quel 
momento).  Indichiamo con ek  la successione in cui tutti i termini sono uguali a 0, tranne quello di posto k, che 
￿￿ Combinatorica`
n ￿ 300; numeroprove ￿ 10 000;￿i ￿ 0; Label￿qui￿;
k0 ￿ Floor￿ n
￿
￿ 1￿;
t ￿ RandomPermutation￿n￿;
s ￿ Table￿t￿￿k￿￿, ￿k, 1, k0￿￿;
max0 ￿ Max￿s￿;￿j ￿ 0; Label￿inizio￿;
j ￿￿ 1;
If￿t￿￿k0 ￿ j￿￿ ￿ max0 && k0 ￿ j ￿ n, Goto￿inizio￿￿￿;
risultato￿i￿ ￿ If￿t￿￿k0 ￿ j￿￿ ￿ n, 1, 0￿;
i ￿￿ 1;
If￿i ￿ numeroprove, Goto￿qui￿￿￿;
Print￿"n￿"￿; Print￿n￿;
Print￿"k0￿"￿; Print￿k0￿;
Print￿"numero prove ￿"￿; Print￿numeroprove￿;
Print￿"numero successi ￿"￿;
Print￿ ￿
i￿1
numeroprove
risultato￿i￿￿;
Print￿"frequenza relativa successi ￿"￿;
Print￿N￿￿i￿1numeroprove risultato￿i￿
numeroprove
￿￿;
n￿
300
k0￿
111
numero prove ￿
10 000
numero successi ￿
3703
frequenza relativa successi ￿
0.3703
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vale 1.  Gli elementi ek  con k dispari indicano la vittoria di A, quelli con k pari la vittoria di B.  La densità 
discreta di probabilità associa agli elementi ek !"  i seguenti valori pk : 
 se k è dispari, k = 2n +1! pk = p2n+1 = pA 1" pA( )n 1" pB( )n , n = 0,1, 2,… ; 
 se k è pari, k = 2n + 2! pk = p2n+1 = pB 1" pA( )n+1 1" pB( )n , n = 0,1, 2,…. 
Controlliamo che pkk=1
!" = 1 . 
 
pk
k=1
!
" = p2n+1
n=0
!
" + p2n+2
n=0
!
" = pA 1# pA( ) 1# pB( )( )n
n=0
!
" + pB 1# pA( ) 1# pA( ) 1# pB( )( )n
n=0
!
" =
= pA + pB 1# pA( )( ) 1# pA( ) 1# pB( )( )n
n=0
!
" = pA + pB 1# pA( )1# 1# pA( ) 1# pB( )
= pA + pB # pApBpA + pB # pApB
= 1.
 
L’evento “vince A” è rappresentato dall’insieme EA = e2n+1 ; n = 0,1,…{ } ; risulta 
 P EA( ) = p2n+1
n=0
!
" = pA 1# pA( ) 1# pB( )( )n
n=0
!
" = pA1# 1# pA( ) 1# pB( )
= pApA + pB # pA pB
.  
L’espressione di P EA( ) = pA1! 1! pA( ) 1! pB( )  manifesta che P EA( ) > pA ; questo si spiega perché A, che apre il 
gioco, ha probabilità pA  di vincere al primo colpo; se fallisce, può ancora essere il vincitore finale, se B sbaglia 
ripetutamente fino a quando A fa centro. 
Risoluzione alternativa.  Indichiamo con x la probabilità di vittoria per A.  Possiamo descrivere le prime fasi del 
gioco con il seguente albero: 
  
Spieghiamo: l’evento “vince A” si può pensare come l’unione di  
 “A vince al primo colpo” e “A fallisce il primo colpo ma vince nella continuazione del gioco”; 
questi due eventi sono disgiunti, quindi x = P vince A( )  è la somma delle probabilità di questi due eventi.  
Sappiamo che 
 P A vince al primo colpo( ) = pA . 
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Affinché A sia il vincitore, ma non al primo sparo, bisogna che A sbagli il primo colpo, e subito dopo sbagli 
anche B.  A questo punto il gioco passerà ad A, il quale si troverà nelle stesse condizioni dell’inizio del gioco, 
quindi in quel momento avrà di nuovo probabilità x di aggiudicarsi la partita.  Perciò: 
 x = pA + 1! pA( ) 1! pB( ) " x ; x 1! 1! pA( ) 1! pB( )( ) = pA ; x= pA1! 1! pA( ) 1! pB( )  
come avevamo ottenuto nella prima risoluzione. 
I tre problemi seguenti sono sviluppi di questo appena trattato. 
16) (variante di 15) A e B giocano con le modalità di (15), con la variante che sorteggiano chi sparerà per 
primo lanciando una moneta.  Qual è ora la probabilità che A vinca il duello? 
Ci serviamo dei risultati ottenuti in (15).  Se il primo a tirare è A, la probabilità che sia lui il vincitore è 
 P vince A inizia A( ) = pApA + pB ! pA pB
 
e quindi 
 P vince B inizia A( ) = 1! pApA + pB ! pA pB =
pB ! pA pB
pA + pB ! pA pB
=
pB 1! pA( )
pA + pB ! pA pB
. 
Le probabilità di vittoria per ciascuno dei due contendenti nel caso sia B a iniziare hanno espressioni dello 
stesso tipo: è sufficiente scambiare B con A: 
 P vince A inizia B( ) = pA 1! pB( )pA + pB ! pA pB ; P vince B inizia B( ) =
pB
pA + pB ! pA pB
. 
Abbiamo allora la seguente situazione: 
  
Perciò la probabilità che sia A il vincitore è 
 P vince A( ) = 12 !
pA
pA + pB " pA pB
+ 12 !
pA 1" pB( )
pA + pB " pA pB
= 12 !
pA 2 " pB( )
pA + pB " pA pB
 
e quindi anche 
 P vince B( ) = 12 !
pB 2 " pA( )
pA + pB " pA pB
. 
17) A e B giocano come in (16); il duello si è concluso con la vittoria di A.  Qual è la probabilità che sia stato 
lui a sparare per primo? 
È una applicazione diretta della definizione di probabilità condizionale; i dati che figurano nel calcolo qui sotto 
sono quelli calcolati in (15) e (16) 
 15 
 P inizia A vince A( ) = P inizia A !  vince A( )P vince A( ) =
1
2
pA
pA+ pB" pApB
1
2
pA 2" pB( )
pA+ pB" pApB
= 12 " pB
. 
18) A e B giocano come in (16); il duello si è concluso quando sono stati sparati complessivamente quattro 
colpi.  Qual è la probabilità che il vincitore sia A? 
Siccome il duello si è concluso con un numero pari di colpi sparati, il vincitore è colui che ha sparato per 
secondo; quindi la domanda equivale a “qual è la probabilità che B abbia sparato per primo?”.  Similmente a 
come abbiamo proceduto in (17) abbiamo 
 
P inizia B 4 spari( ) = P inizia B !  4 spari( )P 4 spari( ) =
P inizia B !  4 spari( )
P inizia B !  4 spari( ) + P inizia A !  4 spari( ) =
=
1
2 pA 1" pA( ) 1" pB( )
2
1
2 pA 1" pA( ) 1" pB( )
2 + 12 pB 1" pA( )
2 1" pB( )
=
pA 1" pB( )
pA 1" pB( ) + pB 1" pA( )
.
 
Il seguente problema è una lieve variante di (15). 
19) A e B tirano calci di rigore alternandosi al dischetto e in porta; vincerà la gara il primo che si troverà in 
vantaggio, a parità di tiri effettuati.  La probabilità che A realizzi un rigore è pA , la probabilità che lo realizzi 
B è pB .  Calcolare la probabilità di vittoria finale per A e per B. 
La sola differenza rispetto a (15) e (16) è che il numero di rigori tirati è necessariamente pari; quindi è 
irrilevante chi sia a iniziare la serie di tiri, e questi possono essere considerati a coppie, più opportunamente che 
uno a uno.  Svolgiamo un ragionamento simile a quello svolto in (15) (seconda risoluzione).  Sia x la 
probabilità di vittoria di A.  La vittoria di A può realizzarsi nei primi due tiri, se A segna e B sbaglia, oppure 
successivamente; questa seconda alternativa avrà luogo se nei primi due tiri A e B avranno entrambi segnato 
oppure avranno entrambi sbagliato.  In quest’ultimo caso saremo ricondotti alla situazione iniziale, e la 
probabilità di vittoria per A sarà in quel momento di nuovo uguale a x.  Siccome ci occupiamo espressamente 
della vittoria di A, i rami dell’albero ignorano le situazioni che condurrebbero alla vittoria di B. 
  
Allora 
 P vince A( ) =( ) x = pA 1! pB( ) + x " pA pB + 1! pA( ) 1! pB( )( )  
e quindi 
 x ! pA + pB " 2pA pB( ) = pA 1" pB( ) ; x =
pA 1" pB( )
pA + pB " 2pA pB
. 
La probabilità di vittoria di B, data la perfetta simmetria del gioco rispetto ai due contendenti, si ottiene 
scambiando pA  con pB ; altrimenti basta calcolare 1! x , e si ottiene lo stesso risultato: 
 P vince B( ) = pB 1! pA( )pA + pB ! 2pA pB
. 
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Commento: è in effetti assai poco realistico supporre che l’esito di ciascun rigore che viene calciato sia 
indipendente dalla storia precedente, con probabilità costante di realizzazione, dipendente soltanto da chi è di 
turno.  Il modello può comunque fornire qualche indicazione per quote di scommessa in gare di questo tipo, 
basandosi sulla probabilità, acquisita in maniera frequentista, che ciascuno dei due portieri ha di parare un 
rigore; la probabilità qA  che si assegna al portiere di A di parare un rigore definirà pB = 1! qA , e con 
analogo significato dei simboli, pA = 1! qB . 
20) (L’Ago di Buffon) Un ago di lunghezza  2!  viene lasciato cadere su un foglio a righe, distanti fra loro 2T .  
Si vuole calcolare la probabilità che l’ago intersechi almeno una delle righe. 
Il problema fu descritto da Georges-Louis Leclerc, conte di Buffon verso la fine 
del XVIII secolo.  La figura illustra un caso in cui si è avuta intersezione.  Sia 
x = AMˆH  la misura dell’angolo acuto formato dall’ago con la direzione delle 
righe del foglio; è ragionevole pensare x come una variabile aleatoria con 
distribuzione uniforme in 0, !2"# $% .  Sia poi y = MK  la minima distanza tra il 
punto medio M dell’ago e le righe; la distribuzione di probabilità di y è uniforme 
in 0,T[ ] , e x, y sono indipendenti.  La coppia x, y( )  ha distribuzione uniforme in 
0, !2"# $% & 0,T[ ] .  L’evento “l’ago interseca una riga” equivale alla relazione 
 y ! !sen x .  La probabilità dell’evento sperato è il rapporto tra l’area 
dell’insieme  
 
S = x, y( )! 0, "2#$ %& ' 0,T[ ] ; y ( !sen x{ }  
e l’area dell’intero rettangolo 0, !2"# $% & 0,T[ ] .  Il calcolo è più semplice se  ! ! T , come 
nella figura a destra in cui è  ! = 2 , T = 3 ; in questo caso l’area di S è 
 
 
!sen x dx
0
!
2"
#$
= !  
e quindi la probabilità che l’ago intersechi una delle righe è 
 
!
!
2 "T
= 2!
! "T .  Il fatto che la 
probabilità ottenuta contenga il numero π offre una possibilità di “calcolo sperimentale” di 
π, ripetendo la prova un numero N “grande” di volte; se si ottiene il “successo” per M volte, 
la frequenza relativa MN  si può ritenere vicina alla probabilità, cioè a  
2!
!"T ; dalla relazione 
 
2!
!"T #
M
N  si ricava il valore (approssimato) di π. 
Il calcolo è soltanto un po’ più laborioso nel caso  ! > T , perché la sinusoide interseca la 
retta y = T : è il caso della figura qui a sinistra, in cui  ! = 2 , T = 1 .  Non riportiamo il 
calcolo, per nulla difficile, che dà il seguente valore della probabilità di intersezione: 
 
1! 2
"
arcsen T
!
#
$%
&
'( !
!
T 1!
T
!
#
$%
&
'(
2#
$
%
&
'
( . 
21) (Il paradosso di Bertrand) Si sceglie a caso una corda di una circonferenza assegnata; si vuole calcolare la 
probabilità dell’evento E: la lunghezza della corda è maggiore del lato del triangolo equilatero inscritto. 
Il matematico francese Joseph Louis François Bertrand propose questo problema nel suo trattato sul calcolo 
delle probabilità, pubblicato nel 1889.  Il problema non è risolubile in modo soddisfacente, perché ci si rende 
conto che non è ben posto, nel senso che non è specificato come vada intesa la scelta “a caso” di una corda 
della circonferenza.  Si conviene abitualmente che la locuzione “a caso” sottintenda una distribuzione uniforme; 
per questa ragione, ad esempio, un numero scelto “a caso” tra 0 e 1 ha probabilità di trovarsi in un intervallo 
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a,b[ ]  (0 ! a < b !1 ) uguale a b ! a ; un punto scelto “a caso” in una figura piana R (di area finita) ha 
probabilità di trovarsi in un sottoinsieme B! R  uguale a Area di  BArea di  R .  Questo appare piuttosto chiaro; tuttavia 
vedremo nel presente esempio che interpretazioni diverse, tutte “ragionevoli”, della scelta “a caso” producono 
risultati differenti.  
Primo modo.  Scegliamo a caso due punti A, B della circonferenza.  La 
posizione del primo punto non ha importanza: la misura della corda AB dipende 
da come B si colloca rispetto ad A.  La scelta “a caso” di B sulla circonferenza 
produce una corda AB maggiore di r 3  (r indica il raggio della circonferenza) 
se B appartiene all’arco PQ non contenente A, con AOˆP = AOˆQ = 120° .  L’arco 
PQ è la terza parte della circonferenza, quindi valutiamo la probabilità di E 
uguale a 13  
Secondo modo.  La lunghezza di una corda di una data circonferenza dipende 
soltanto dalla sua distanza dal centro.  Una volta scelto A, la cui posizione è irrilevante, come nel “primo 
modo”, si sceglie a caso la distanza della corda uscente da A, dal centro della circonferenza.  La corda misura 
più del lato del triangolo equilatero, se la sua distanza dal centro è minore di 12 r ; questa osservazione conduce 
a valutare P E( ) = 12 . 
Terzo modo.  Una corda di una circonferenza è univocamente determinata dal suo 
punto medio M; quindi possiamo pensare di “scegliere a caso” una corda della 
circonferenza scegliendo a caso un punto M interno al cerchio.  La corda AB di cui 
M è il punto medio è maggiore del lato del triangolo equilatero se e solo se M 
appartiene al cerchio concentrico, di raggio 12 r .  L’area di questo cerchio è 14  
dell’area del cerchio di raggio r; quindi seguendo questo procedimento otteniamo 
una corda maggiore di r 3  con probabilità 14 . 
Tre approcci diversi allo stesso problema hanno condotto a tre risultati diversi.  La 
spiegazione non è che (almeno) due dei tre ragionamenti contengono un errore, magari un po’ nascosto, e 
quindi producono risultati errati; come dicevamo all’inizio, è il testo a non fornire elementi sufficienti per 
chiarire il significato della scelta “a caso” della corda. 
22) La distribuzione geometrica. 
Si chiama (variabile aleatoria con) distribuzione geometrica di parametro p, la variabile X che può assumere i 
valori interi positivi k = 1, 2,…  con 
(1) . 
Essa descrive il numero di ripetizioni di una prova che può dare successo con probabilità p, necessarie per il 
conseguimento del primo successo; si suppone che il risultato di ciascuna esecuzione della prova sia 
indipendente dai risultati delle altre esecuzioni. 
La distribuzione geometrica è caratterizzata dalla mancanza di memoria, vale a dire, per ogni , 
(2) . 
Un calcolo diretto mostra che la (2) segue dalla (1).  Infatti 
P X > m + k X > k( ) = P X > m + k( )P X > k( ) =
1! p 1! p( )1!ii=1
m+k"
1! p 1! p( )1!ii=1
k"
=
1! p1! 1! p( )
m+k
1! 1! p( )
1! p1! 1! p( )
k
1! 1! p( )
=
1! p( )m+k
1! p( )k
= 1! p( )m ; 
. 
P X = k( ) = p ! 1" p( )k"1, k   numero intero #1
m, k !N
P X > m + k X > k( ) = P X > m( )
P X > m( ) = 1! p 1! p( )1!ii=1
m" = 1! p1! 1! p( )
m
1! 1! p( ) = 1! p( )
m
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Ma si dimostra anche l’implicazione inversa: se vale (2) allora vale anche (1).  Più precisamente, per dedurre 
(1) basta supporre che (2) valga per , e per ogni k, cioè 
(3)  
Mostriamo che, se vale (3) per ogni k intero positivo, allora vale (1), con . 
Prima dimostrazione: per induzione su k.  Se , la (1) vale per definizione di p. 
Se h è un numero naturale , supponiamo (1) vera per ogni k ! h , e mostriamo che essa vale anche per 
k = h +1;  ciò significa che P X = h +1( ) = p ! 1" p( )h .  Indichiamo P X = h +1( ) = t .  La (3) dice, per , 
che P X >1+ h X > h( ) =1! p  (il secondo membro di (3) è uguale a 1! p  per la definizione di p.  Ebbene, 
risulta 
 P X >1+h X > h( ) = P X >1+h( )P X > h( ) =
1! p 1! p( )i!1i=1
h" ! t
1! p 1! p( )i!1i=1
h"
= 1! t
1! p 1! p( )i!1i=1
h"
= 1! t
1! p( )h
 
Per (3), questa espressione è uguale a 1! p .  Allora 
 
t
1! p( )h
= p , e infine t = p 1! p( )h  
come volevamo dimostrare. 
Seconda dimostrazione.  Dimostriamo in un altro modo, più semplice, che se vale la (3) per ogni k intero 
positivo, allora vale la (1).  Sia, per ogni k intero ! 0 ,  G k( ) = P X > k( )  (osserviamo che G k( ) = 1! F k( )  con 
F funzione ripartizione di X, definita per x !R  da F x( ) = P X ! x( ) ).  La (3) si scrive allora 
G 1+ k( )
G k( ) = G 1
( )  da cui si ricava G 1+ k( ) = G 1( ) !G k( ) ; da qui, con un facile ragionamento per induzione, si 
ottiene che per ogni k intero positivo, G k( ) = G 1( )( )k .  Posta p = P X = 1( )  abbiamo G 1( ) = 1! p  e quindi 
G k( ) = 1! p( )k .  Infine, per ogni k è 
P X = k( ) = P X > k !1( )! P X > k( ) = G k !1( )!G k( ) = 1! p( )k!1 ! 1! p( )k = 1! p( )k!1 " p  
cioè vale la (1). 
23) La distribuzione esponenziale. 
La (variabile aleatoria con) distribuzione esponenziale di parametro ! > 0  è una variabile Y che può assumere  
valori reali ! 0 , e ha come funzione ripartizione 
(4) F x( ) = P Y ! x( )( ) =
0 se x < 0
1" e"# x se x $ 0
%
&
'
('
 
Se ne trae che la densità di probabilità di Y, derivata della funzione ripartizione, è 
(5) f x( ) =
0 se x < 0
!e"! x se x > 0
#
$
%
&%
 
Proprio come la distribuzione geometrica, anche la distribuzione esponenziale ha la proprietà di “mancanza di 
memoria”, nel senso che per ogni x, y reali positivi è 
(6) P Y > x + y Y > y( ) = P Y > x( )  
Notiamo infatti che per ogni z > 0  è P Y > z( ) = 1! F z( ) = e!" z , e quindi 
(7) P Y > x + y Y > y( ) = P Y > x + y( )P Y > y( ) =
e!" x+y( )
e!" y = e
!" x = P Y > x( ) . 
Ancora similmente a quanto accade per la distribuzione geometrica, la mancanza di memoria caratterizza la 
distribuzione geometrica, nel senso che: se Y è una variabile con valori reali ! 0 , e soddisfa (7), allora la sua 
m = 1
P X >1+ k X > k( ) = P X >1( )
p = P X = 1( )
k = 1
! 2
k = h
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funzione ripartizione è descritta da (4), per un opportuno ! > 0 .  Dimostriamo questa affermazione; anche 
questa volta proponiamo due diverse dimostrazioni. 
Prima dimostrazione.  Per ogni z > 0  sia G z( ) = P Y > z( )  (= 1! F z( ) , se F è la funzione ripartizione).  Allora 
(7) dice che 
G x + y( )
G y( ) = G x( )   cioè  G x + y( ) = G x( ) !G y( ) , per ogni x , y ! 0 . 
Questa proprietà caratterizza in R le funzioni esponenziali, cioè essa vale se e solo se per ogni x (! 0 , in questo 
caso), è G x( ) = G 1( )( )x .  Essendo una probabilità, 0 <G 1( ) <1 , quindi ln G 1( )( ) = !"  per un ! > 0 , e allora 
possiamo scrivere G x( ) = e!" x , e infine F x( ) = 1!G x( ) = 1! e!" x . 
Seconda dimostrazione.  Definiamo G come sopra, e come sopra osserviamo che G x + y( ) = G x( ) !G y( ) ; 
segue allora, per y > 0 , 
G x + y( )!G x( )
y =
G x( )G y( )!G x( )
y = G x( )
G y( )!1
y = G x( )
G y( )!G 0( )
y  
(si noti che G 0( ) = 1  per come G è stata definita). 
Passando al limite per y! 0+  nel primo e nell’ultimo membro scritti sopra otteniamo 
!G x( ) = G x( ) " !G 0( )  
(qui !G 0( )  e !G x( )  indicano la derivata destra di G calcolata in 0 e in x, rispettivamente). 
Poiché G = 1! F  è decrescente, avremo !G 0( ) = "#  con ! " 0 ; infine dalla equazione differenziale lineare 
!G x( ) = "# G x( )  si ricava G x( ) = A !e"# x  con A costante reale.  La definizione data di G implica che 
G 0( ) = 1 , quindi A = 1  e G x( ) = e!" x , ossia (per x ! 0 ), F x( ) = 1! e!" x . 
24) La distribuzione Gamma e la sua proprietà additiva. 
Si chiama funzione gamma la funzione  definita da 
(1) . 
L’integrale non è, per valori generici di ! , calcolabile elementarmente; si vede però (con una integrazione per 
parti) che per ogni  è 
(2) . 
Inoltre ; quindi per ogni n intero positivo è 
(3)  
Infine, la sostituzione  dà  (da cui è possibile dedurre, applicando (2), una 
formula per , per ogni n intero positivo). 
Si chiama legge Gamma di parametri  e  (entrambi positivi), abbreviata in , la legge di una 
variabile aleatoria con valori reali positivi e densità 
(4)  
Come caso particolare di  si ottiene, per , la distribuzione esponenziale di parametro . 
Una proprietà importante delle leggi Gamma è espressa nel seguente Teorema: 
Teorema.  Se  e  sono variabili aleatorie indipendenti, con leggi rispettivamente  e  
(  è lo stesso per entrambe), allora la legge di  è . 
! :R+ " R+
! "( ) = x"#1e#x dx0
+$
%
! > 0
! " !( ) = " ! +1( )
! 1( ) = 1
! n( ) = n "1( )!
t = x 12 ! 12( ) = 2 e"t2 dx0
+#
$ = %
! n + 12( )
! ! ! ",#( )
f x( ) =
!"
# "( ) x
"$1e$!x se x > 0
0 altrimenti
%
&
'
(
'
! ",#( ) ! = 1 !
X1 X2 ! "1,#( ) ! "2,#( )
! X1 + X2 ! "1 +"2,#( )
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Dimostrazione. È noto che la densità della somma di due variabili aleatorie assolutamente continue è la 
convoluzione delle rispettive densità.  Indicato con  il valore in y della densità relativa a  e con 
 le densità di  e  rispettivamente, allora 
  
(l’ultima uguaglianza si spiega osservando che  sono nulle per valori negativi dell’argomento). 
Proseguiamo nel calcolo: 
  
 e ora poniamo : 
  
 . 
La parte che moltiplica la “Costante” è compatibile con l’espressione della densità di ; la 
costante è univocamente determinata dal fatto che l’integrale su R di una densità di probabilità è uguale a 1; 
quindi deve essere quella che completa l’espressione della densità di , ossia . 
Ciò completa la dimostrazione; incidentalmente, abbiamo anche ottenuto la seguente formula 
(5)  
per ogni  
Il Teorema si estende alla somma di quante si vuole variabili , perché si può dimostrare che se 
, ,  sono indipendenti, allora anche  e  sono indipendenti; quindi  ha legge 
, eccetera:  ha legge . 
25) Applicazione: la somma di due (o più) variabili aleatorie con distribuzione esponenziale 
di uguale parametro . 
Siano ,  variabili aleatorie indipendenti, ciascuna con legge esponenziale .  Per quanto appena 
osservato, ; Y non ha più una legge esponenziale, quindi non gode della proprietà della 
“mancanza di memoria”, che caratterizza tra le distribuzioni continue, quella esponenziale. Cioè, sicuramente 
non è vero che per ogni ,  si abbia .  Il calcolo esplicito illustra nel 
dettaglio questo fatto.  La densità di probabilità di Y, tenendo conto che , è 
  
Calcoliamo allora  e , per confrontare i due risultati. 
g y( ) X1 + X2
f1, f2 X1 X2
g y( ) = f1 x( ) f2 y ! x( ) dx
!"
+"#
$
%% = f1 x( ) f2 y ! x( ) dx
0
y#
$
%%
f1, f2
g y( ) = f1 x( ) f2 y ! x( ) dx
0
y"
#
$$ =
%&1
' &1( )
%&2
' &2( )
x&1!1e!%x y ! x( )&2!1e!% y!x( ) dx =
0
y"
#
$$
= !
"1
# "1( )
!"2
# "2( )
e$!y x"1$1 y $ x( )"2$1dx
0
y%
&
'' x = t y
= !
"1
# "1( )
!"2
# "2( )
e$!y t y( )"1$1 y $ t y( )"2$1 y dt =
0
1%
&'
= !
"1
# "1( )
!"2
# "2( )
t"1$1 1$ t( )"2$1dt
0
1%
&'
(
)
*
+*
,
-
*
.*
/ y"1+"2$1e$!y = Costante /!"1+"2 y"1+"2$1e$!y
! "1 +"2,#( )
! "1 +"2,#( ) 1! "1+"2( )
t!1"1 1" t( )!2"1dt
0
1#
$%
=
& !1( )& !2( )
& !1 +!2( )
!1,!2 > 0
 Xi ! ! "i ,#( )
X1 X2 X3 X1 + X2( ) X3 X1 + X2 + X3
! "1 +"2 +"3 , #( ) X1 +…+ Xn ! "1 +…+"n , #( )
!
X1 X2 ! 1,"( )
 Y ! X1 + X2 ! " 2,#( )
y > 0 z > 0 P Y > y + z Y > z( ) = P Y > y( )
! 2( ) = 1
f x( ) = !
2 x e"!x se x > 0
0 altrimenti
#
$
%
&%
P Y > y( ) P Y > y + z Y > z( )
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 . 
Si osserva che  perché , e questa disuguaglianza è tanto più 
accentuata quanto più è grande z; di più, notiamo che 
  
dove X è una variabile equidistribuita a ,  delle quali Y è la somma. 
Proviamo a spiegare il significato di questo risultato.  Una variabile aleatoria X con distribuzione esponenziale 
viene usata come modello del tempo di vita di un componente che non risente di usura; a volte, per dare una 
immagine semplice si parla di una lampadina, ma non è certo che questa non abbia usura, ossia che non diventi 
più fragile dopo molte ore che è accesa.  Pensiamo allora a un delicato soprammobile di cristallo esposto sopra 
a una mensola; questo rimarrà là fino a quando qualcuno accidentalmente lo farà cadere, rompendolo.  Una 
distribuzione esponenziale appare adeguata per descrivere il tempo di vita di questo oggetto; il parametro  è 
un indice del rischio di rottura, tanto più grande quanto più sussiste il timore della rottura accidentale, causa 
fragilità dell’oggetto o intenso passaggio di persone nei pressi.  Il valore atteso di una variabile esponenziale 
con parametro  vale infatti , inversamente proporzionale a . 
Ora immaginiamo che il padrone di casa possieda una seconda copia di quel soprammobile, che conserva ben 
riposta e imballata; quando il primo esemplare si romperà, egli lo sostituirà immediatamente con il secondo.  La 
variabile  descrive bene il tempo per il quale il padrone di casa e i suoi ospiti potranno ammirare 
quell’oggetto.  Ebbene, se è trascorso un tempo z piuttosto lungo (diciamo, sensibilmente maggiore di ) , e 
tuttavia ci giunge informazione che il soprammobile di cristallo è ancora in mostra sulla mensola, assai 
probabilmente si tratterà del secondo esemplare, essendosi già rotto il primo in precedenza; e se è così, la 
sopravvivenza dell’oggetto per un ulteriore tempo y si descriverà adeguatamente con una variabile esponenziale 
di parametro , non più con .  Quindi in questo esempio c’è un fenomeno di “invecchiamento”, 
misurato dalla probabilità che sia rotto il primo esemplare. 
Un’altra “ambientazione” per questo esempio può essere la durata rimanente di una partita a flipper (o a un 
videogioco), quando si ha a disposizione due palline (o due “vite”), una delle quali attualmente in gioco; 
valgono le stesse considerazioni fatte sopra, purché si trascuri la stanchezza del giocatore che si accumula se la 
partita si protrae molto a lungo. 
Il secondo esempio che mostriamo, ancora riguardante la distribuzione esponenziale (non più la Gamma), 
mostra un caso in cui, al contrario, l’invecchiamento aumenta la speranza di vita rimanente. 
26) Probabilità di sopravvivenza di un dispositivo soggetto a legge esponenziale 
con parametro non determinato. 
Sia X una variabile aleatoria con legge esponenziale di parametro , quest’ultimo a sua volta aleatorio, 
potendo assumere i valori 2 o 3, ciascuno con probabilità .  Vogliamo calcolare, per , le espressioni 
delle quantità 
      e      
e confrontare i due risultati.  Scopriremo la seconda espressione è maggiore della prima. 
Una ambientazione per questo modello può essere la seguente.  Un dispositivo elettronico può provenire con 
probabilità  da una partita di “prima scelta”, con vita descritta da una distribuzione esponenziale di parametro 
P Y > y( ) = !2xe"!x dx
y
+#$
%& = "! xe
"!x'( )*x=y
x++#
" "!e"!x dx
y
+#$
%& = "! xe
"!x" e"!x'( )*x=y
x++#
= e"!y 1+ ! y( ).
P Y > y + z Y > z( ) = P Y > y + z( ) ! Y > z( )( )P Y > z( ) =
P Y > y + z( )
P Y > z( ) =
e"#y"#z 1+ # y + # z( )
e"#z 1+ # z( )
= e"#y 1+ # y1+ # z
$
%&
'
()
P Y > y + z Y > z( ) < P Y > y( ) 1+ ! y1+ ! z <1+ ! y
lim
z!+"
P Y > y + z Y > z( ) = e#$y = P X > y( )
X1 X2
!
! 1! !
Y = X1 + X2
1
!
! ! 2,"( )
!
1
2 t, s > 0
P X > t( ) P X > s + t X > s( )
1
2
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 oppure da una partita di “seconda scelta”, di parametro .  La variabile X, di cui interessa la legge, 
rappresenta la durata del dispositivo.  In particolare ci interessa calcolare  e .  
 
Si calcola poi 
  
Siccome ci interessa confrontare il valore di quest’ultima espressione con quello di , scriviamo il loro 
rapporto: 
  
Spieghiamo la maggiorazione fatta nel denominatore, .  Posto , le coppie di numeri 
 e  sono entrambe della forma , con  nella prima,  nella seconda.  La 
funzione di ,  ha per derivata , nulla per ; quindi 
 è il minimo assoluto di  in 1, p[ ]  e  è il massimo assoluto di  in 
1, p[ ] .  Quindi , che significa proprio .  La disuguaglianza ottenuta ha una 
interpretazione geometrica: tra i rettangoli di uguale area, quello di minimo perimetro è il quadrato; di più, se 
l’area si mantiene costante e si variano le misure dei lati, il perimetro aumenta quando il rapporto tra i lati si 
allontana da 1. 
Ritorniamo al nostro problema.  Il risultato ottenuto sembra dire che il dispositivo osservato “invecchiando 
migliora”.  In realtà, quanto più il nostro pezzo sopravvive senza guastarsi, tanto più appare probabile che 
provenga dalla “prima scelta”, e questo aumenta la probabilità che il pezzo, che sappiamo non essere soggetto a 
deperimento per età, resti in funzione ancora a lungo.  Per confermare ciò, calcoliamo la probabilità 
condizionale . 
 . 
Questa espressione vale  se  (ovviamente), cresce al crescere di s e ha limite 1 per , a conferma 
di quanto abbiamo detto sopra. 
Un’altra applicazione della legge esponenziale è il cosiddetto processo dei rinnovi, che dà origine alla variabile 
aleatoria (discreta) con legge di Poisson. 
27) Il processo dei rinnovi e la distribuzione di Poisson. 
Quando una lampadina si fulmina, viene sostituita con un'altra, generalmente dello stesso tipo; quando la 
seconda lampadina si fulmina a sua volta, si provvede a una nuova sostituzione, e così via. 
! = 2 ! = 3
P X > t( ) P X > s + t X > s( )
P X > t( ) = P ! = 2" X > t( ) + P ! = 3" X > t( ) = P ! = 2( ) #P X > t ! = 2( ) + P ! = 3( ) #P X > t ! = 3( ) =
= 12 e
$2t + 12 e
$3t = 12 e
$2t + e$3t( ).
P X > s + t X > s( ) = P X > s + t ! X > s( )P X > s( ) =
P X > s + t( )
P X > s( ) =
e"2s"2t + e"3s"3t
e"2s + e"3s
.
P X > t( )
 
P X > s + t X > s( )
P X > t( ) =
e!2s!2t + e!3s!3t
e!2s +e!3s( ) e!2t +e!3t2( )
= 2 e
!2s!2t + e!3s!3t
e!2s!2t + e!2s!3t + e!3s!2t + e!3s!3t
=
= 2 e
!3s!3t es+t +1( )
e!3s!3t es+t( + es + et
<es+t +1
!"# +1 )
> 2 e
s+t +1
2 es+t +1( ) = 1.
es + et < es+t +1 es+t = p
es , et( ) es+t , 1( ) pu , u( ) u = et u = 1
u ! 1, p[ ] f u( ) = pu + u !f u( ) = "
p
u2
+1= u
2" p
u2
u = p
f p( ) = 2 p f u( ) f 1( ) = f p( ) = p +1 f u( )
f 1( ) > f et( ) es+t +1> es + et
P ! = 2 X > s( )
P ! = 2 X > s( ) = P ! = 2" X > s( )P X > s( ) =
P ! = 2( ) #P X > s ! = 2( )
P X > s( ) =
1
2 e
$2s
1
2 e
$2s + e$3s( ) =
1
1+ e$s
1
2 s = 0 s! +"
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Fissato un intervallo di tempo  0, t[ [ ,  il numero di rinnovi che si effettueranno in detto intervallo è una 
variabile aleatoria discreta  N, che può assumere i valori  0, 1, 2, … .  La distribuzione di probabilità di N 
dipende evidentemente da un'altra variabile aleatoria: la "vita" di ciascuna lampadina. 
Supponiamo che la vita Xk della k-esima lampadina sia descritta da una distribuzione esponenziale con 
parametro λ, e che λ sia lo stesso per tutte le lampadine; cioè le variabili aleatorie che descrivono la vita di 
ciascuna lampadina siano equidistribuite, con distribuzione esponenziale: 
P Xk ! x( ) = 1" e
"# x se x $ 0
0 se x < 0
%
&
'
('
 
la cui densità di probabilità è, lo ricordiamo 
f x( ) = ! e
"! x se x # 0
0 se x < 0
$
%
&
'&
; 
che si ottiene derivando la funzione ripartizione scritta nella formula precedente. 
Chiamiamo T1 l'istante del primo rinnovo, ossia la durata della prima lampadina;  si ha evidentemente  
T1 = X1 .  
Chiamiamo T2 l'istante del secondo rinnovo; T2 è dunque la somma della vita della prima e della seconda 
lampadina:  T2 = X1 + X2 .  
Con ragionamento analogo notiamo che l'istante Tn dell'n-esimo rinnovo è la variabile aleatoria (assolutamente 
continua) 
Tn = X1 + X2 +…+ Xn  
Il nostro scopo è descrivere la v.a. discreta  N.  Si nota che 
N = n  !  Tn < t " Tn+1; 
infatti il numero di rinnovi nell'intervallo  0, t[ [   è  n  se l'n-esimo rinnovo (e quindi tutti i precedenti) avviene 
prima dell'istante  t,  mentre il rinnovo  n +1( ) -esimo avviene in un istante  ! t " t .   Dunque, indicate con  Fn  e  
Fn+1  le funzioni ripartizione di  Tn  e  Tn+1, risulta 
P N = n( )  =  P Tn < t ! Tn+1( )  =  Fn t( ) " Fn+1 t( )  
Calcoliamo l'espressione di  Fn,  ricavando la corrispondente densità di probabilità  fn. 
Abbiamo già 
f1 x( ) =
!e"! x se x > 0
0 se x # 0
$ 
% 
& 
 
La variabile Tn = X1 + X2 +…+ Xn  è la somma di n variabili indipendenti, ciascuna con legge ! 1,"( )  (si veda 
(24)); quindi  Tn ! ! n,"( ) , vale a dire che la densità di probabilità di Tn è 
 fn x( ) = !
n xn"1
n "1( )!e
"! x se x # 0
0 se x < 0
$
%
&
'
&
 
e quindi 
 P N = n( ) = Fn t( )! Fn+1 t( ) = fn x( )! fn+1 x( )( ) dx
0
t"
#$
= %n x
n!1
n !1( )!e
!% x ! %n+1 x
n
n! e
!% x&
'
(
)
*
+ dx
0
t"
#
$$
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Con una integrazione per parti si ottiene 
 
e quindi sostituendo nella precedente formula 
 
che diventa, posto  , 
 
che è la distribuzione di Poisson. 
Di seguito riportiamo anche il calcolo diretto della densità di probabilità di Tn = X1 + X2 +…+ Xn , senza 
ricorrere alla più generale proprietà additiva della distribuzione Gamma; a questo punto è comunque un calcolo 
superfluo. 
La densità  f2  di  T2 = X1 + X2   è la convoluzione di  f1  con sé stessa: 
f2 x( ) = f1 y( ) f1 x ! y( ) dy
!"
+"#
$%
 = & e!& y & e!& x!y( ) dy
0
x#
$%
= &2 xe!& x
 
tenendo presente che  f1  è nulla per valori negativi dell'argomento. 
La densità di  T3 = X1 + X2 + X3   è la convoluzione di  f2  con  f1,  perché  f1  è la densità anche di  X3: 
f3 x( ) = f2 y( ) f1 x ! y( ) dy
!"
+"#
$%
 = &2 ye!& y & e!& x!y( ) dy
0
x#
$%
= &3 x
2
2 e
!& x  
Lo stesso ragionamento porta ricorsivamente a determinare 
fn x( ) = !
n xn"1
n "1( )!e
"! x se x # 0
0 se x < 0
$
%
&
'
&
 
28) La distribuzione di Poisson come approssimazione di certe distribuzioni binomiali. 
La distribuzione di Poisson trova applicazione anche come approssimazione della distribuzione binomiale per 
valori piccoli della probabilità p di “successo” in ciascuna esecuzione dell’esperimento (p piccolo significa 
vicino a 0, in una scala che va da 0 a 1, trattandosi di una probabilità).  Precisamente: 
Se Xn( )  è una successione di variabili aleatorie con distribuzione binomiale,  Xn ! B n, pn( )  ed esiste 
lim
n!"
n pn = µ# 0,+"] [  allora per ogni k intero positivo si ha 
 (1) lim
n!"
P Xn = k( ) = e#µ µ
k
k! . 
Dimostrazione.  Fissato k si ha, per ogni n ! k  
!n x
n"1
n "1( )!e
"! x dx
0
t#
$
% = !
n xn
n! e
"! x&
'(
)
*+x=0
x=t
+ !n+1 x
n
n! e
"! x dx
0
t#
$%
=
! t( )n
n! e
"! t + !n+1 x
n
n! e
"! x dx
0
t#
$%
P N = n( ) = Fn t( ) ! Fn+1 t( ) =
" t( )n
n! e
!" t
! t = µ
P N = n( )  =  µ
n
n! e
!µ
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P Xn = k( ) = nk( ) pnk 1! pn( )n!k = n n !1( ) n ! 2( )… n ! k +1( )k!nk n pn( )k 1! n pnn"#$ %&'
n
1! pn( )!k =
= 1k! 1!
1
n
"
#$
%
&' 1!
2
n
"
#$
%
&'… 1!
k !1
n
"
#$
%
&'
(
1
! "#### $#####
n pn( )k
(
µk
!"$
1! n pnn
"
#$
%
&'
n
(
e!µ
! "# $#
1! pn( )!k
(
1
! "# $#
 
e quindi vale (1). 
In pratica la relazione (1) si applica assumendo come valore approssimato di P Xn = k( )  proprio e!µ µ
k
k! , con 
µ = n p , quando p è piccolo e n è sufficientemente grande (confrontabile con 1p ), per valori di k non troppo 
lontani da µ . 
Per esempio, la probabilità di indovinare un “ambo secco” nel gioco del Lotto è 
 p = 590 !
4
89 =
2
9 !89 = 0,0024968…  
Immaginiamo di giocare per 1000 volte un ambo (quindi n = 1000  e p è come sopra).  Qual è la probabilità di 
vincere 0 volte, 1 volta, 2 volte, 3 volte…? 
Posto µ = 1000 ! p = 2,4968…  assumiamo come valore di P X1000 = k( )  l’espressione e!µ µ
k
k! . 
Qui sotto mostriamo i valori approssimati con la distribuzione di Poisson di P X1000 = k( )  per 0 ! k ! 8 , 
seguiti dai valori esatti della distribuzione binomiale B 1000, p( ) .  La precisione diminuisce un po’ quando k si 
allontana da µ ; nella nostra tabella, per k = 7,  k = 8 .  
 
Ci sono due esempi celebri di applicazione della distribuzione di Poisson “a posteriori”, eccoli. 
29) È disponibile una dettagliata statistica sui decessi di soldati dell’esercito prussiano a causa del calcio di un 
cavallo, nel ventennio 1875-1894, relativi ai dieci reggimenti.  Supponendo che i reggimenti siano equivalenti e 
che il fenomeno non dipenda dal tempo, questi dati possono essere pensati come 200 osservazioni di un anno 
su un reggimento-tipo.  La seguente tabella specifica in quante di queste 200 osservazioni furono registrati 0 
morti, 1 morto, ecc. 
Numero morti 0 1 2 3 4 5 6 
Per quante volte? 109 65 22 3 1 0 0 
In[25]:= p ￿
2.
9 ￿ 89
;
n ￿ 1000;
mi ￿ n ￿ p;
Print￿￿p, mi￿￿￿0.00249688, 2.49688￿
In[29]:= a ￿
Transpose￿Table￿￿k, PDF￿PoissonDistribution￿mi￿, k￿, PDF￿BinomialDistribution￿n, p￿, k￿￿,￿k, 0, 8￿￿￿ ￿￿ MatrixForm
Out[29]//MatrixForm=
0 1 2 3 4 5 6 7 8
0.0823416 0.205597 0.256675 0.213629 0.133352 0.0665925 0.0277122 0.00988487 0.00308517
0.0820849 0.205469 0.256901 0.213923 0.133468 0.0665501 0.0276251 0.00981918 0.00305083
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Questi dati furono oggetto dello studio in un celebre articolo di Vladislav Iosifovič Bortkevič, Das Gesetz 
der kleinen Zahlen (la legge dei piccoli numeri), nei quali l’economista russo propone per primo l’uso della 
distribuzione di Poisson per approssimare la distribuzione binomiale nel caso di bassa probabilità di “successo”. 
Vediamo in quale modo i valori sperimentali vengono confrontati con quelli di una distribuzione di Poisson.  
Supponendo, come si è detto sopra, che i reggimenti siano equivalenti (per numerosità e condizioni di vita), e 
che non vi sia dipendenza dal tempo, l’esperimento bernoulliano è qui l’osservazione di un soldato per un anno; 
il “successo” (termine qui assai poco adeguato) è che costui perda la vita per il calcio di un cavallo.  Se n è la 
numerosità di ciascun reggimento, in ogni anno quel reggimento esegue n ripetizioni indipendenti della prova; 
10 reggimenti per 20 anni la ripetono per 200n volte.  Se p è la probabilità di quello che continueremo a 
chiamare “successo” in ogni esperimento, il valore atteso della variabile binomiale con distribuzione 
B 200n, p( )  è 200n p .  Né n, né p sono noti, ma è noto il numero complessivo di “successi” osservati: 
 65 !1+ 22 !2 + 3!3+1!4 = 122 . 
Assumiamo perciò 200n p = 122 ; perciò µ = np = 122200 = 0,61  è il valore atteso della variabile binomiale 
 X ! B n, p( )  che rappresenta l’osservazione di un determinato reggimento per un anno.  La distribuzione di 
Poisson con media µ = 0,61  approssima bene la distribuzione di X, cioè la probabilità che X assuma i valori 
0,1, 2,….  Poiché ci sono 200 osservazioni sperimentali di X, ci si aspetta che le frequenze di osservazioni di 0 
successi, 1 successo, eccetera, siano approssimativamente proporzionali alle rispettive probabilità, vale a dire: 
posto Pk = P X = k( ) ! e"0,61 #
0,61( )k
k! , il numero di osservazioni in cui si contano k successi si aspetta vicino a 
200Pk .  Ebbene, ecco i valori di Pk  e 200Pk , confrontati con i dati statistici. 
k  (numero morti) 0 1 2 3 4 5 6 
Pk  0,5434 0,3314 0,1011 0,0206 0,0031 0,0004 0,0000 
200Pk  108,67 66,29 20,22 4,11 0,63 0,08 0,01 
Dati reali 109 65 22 3 1 0 0 
L’aderenza dei dati reali a quelli previsti dal modello è molto buona. 
30) Durante la seconda guerra mondiale, da giugno 1944 a marzo 1945, 537 missili-bomba V1 caddero sulla 
zona meridionale di Londra.  Si suppose che i razzi non avessero un bersaglio ben definito, cioè che il punto in 
cui ciascun razzo cadeva fosse casuale.  Per controllare questa ipotesi, la mappa di Londra-Sud venne divisa in 
576 riquadri di uguale area, e si contò quante V1 erano cadute su ciascun riquadro.  Si ottenero i seguenti 
risultati: 
k 0 1 2 3 4 5 6 7 
numero di riquadri 
colpiti per k volte 229 211 93 35 7 0 0 1 
Come nell’esempio precedente, si desidera confrontare questi valori sperimentali con quelli di un opportuno 
modello binomiale/di Poisson. 
Collochiamoci in uno dei 576 riquadri. L’«esperimento bernoulliano» consiste nell’osservare un razzo V1 che 
sta per essere lanciato; il “successo” (il termine anche questa volta è infelice!) è che il razzo cada proprio dove 
siamo noi.  L’esperimento viene ripetuto per 537 volte.  Siccome supponiamo che la destinazione del razzo sia 
casuale (equidistribuita) tra le 576 regioni, la probabilità di successo in ciascuna esecuzione dell’esperimento è 
p = 1576 .  La variabile X che conta il numero complessivo di successi è  X ! B 537,
1
576( ) ; il calcolo di 
Pk = P X = k( )  è bene approssimato, per k non troppo grande, dalla distribuzione di Poisson con parametro 
µ = 537576 ! 0,9323 ; compileremo quindi la tabella con Pk = e
!µ µk
k! . 
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La variabile binomiale X viene sperimentalmente valorizzata per 576 volte (una per ciascun riquadro).  Ci si 
aspetta che le frequenze di osservazioni di 0 successi, 1 successo, eccetera, siano approssimativamente 
proporzionali alle rispettive probabilità, vale a dire: posto Pk = P X = k( ) ! e"µ #
µk
k! , il numero di osservazioni 
in cui si contano k successi si aspetta vicino a 576Pk .  Ebbene, ecco i valori di Pk  e 200Pk , confrontati con i 
dati statistici. 
k  (numero di V1) 0 1 2 3 4 5 6 7 
Pk  0,3937 0,3670 0,1711 0,0532 0,0124 0,0023 0,0004 0,00005 
576Pk  226,74 211,39 98,54 30,62 7,14 1,33 0,21 0,03 
Dati reali 229 211 93 35 7 0 0 1 
Anche questa volta l’aderenza dei dati reali al modello di Poisson è molto buona, almeno per 0 ! k ! 4 ; i dati 
relativi a k = 5,6,7  sono poco significativi perché 576Pk  è troppo piccolo.  Rimane senz’altro confermata 
l’ipotesi che i razzi non avessero un puntamento preciso che li indirizzava verso un bersaglio ben definito. 
