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Abstract
Following a general form for the Schwinger boson representation of the su(M +
1) Lipkin model presented in the previous paper, three types of the orthogonal sets
characterizing the su(3)-algebra are proposed. In these three, third is presented in
Appendix. The intrinsic state is specified by two quantum numbers and two excited
state generating operators play a central role.
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§1. Introduction
It is well known that the Lipkin model1) has played a crucial role in microscopic studies
of collective motion observed in nuclei. The original Lipkin model is based on the su(2)-
algebra and, with the aid of this model, we can understand schematically collective motion
based on superposition of particle-hole pair excitations. However, in order to serve the
studies of coupling of collective and non-collective degree of freedom, which is one of the
most fundamental problems in nuclear theory, the su(2)-Lipkin model must be generalized
and the simplest generalization may be the su(3)-algebraic model.2) On the other hand, this
model has been also served as the schematic understanding of finite temperature effects.3)
In this case, the use of the free vacuum is helpless. The above situations are mentioned in
detail in Ref.4), which is, hereafter, referred to as (A).
A main aim of this paper, (I), is to formulate the Schwinger boson representation for
the Lipkin model, which is presented in (A), for the case of the su(3)-algebra in complete
form. In (A), only the surface is sketched. The su(3)-algebra consists of eight generators,
in which some generators determine the intrinsic state and some of others play a role of the
excited state generating operators. With the use of these operators, we can determine the
orthogonal set of the su(3)-algebra completely. Depending on the properties of the excited
state generating operators, three forms are presented. In §4, §5 and Appendix, the details
are discussed. As was already treated in (A), the present su(3)-algebra is described in terms
of six kinds of boson operators : two sets of vector types. But, we know that the orthogonal
set of the su(3)-algebra is specified by five quantum numbers, and the remaining one is used
for the su(1, 1)-algebra.
In the next section, the su(3)-algebra in the Schwinger representation is recapitulated
in terms of the form presented in (A). Section 3 is devoted to constructing the intrinsic
state specified by two quantum numbers. In §4, the first type of the orthogonal set is given
by regarding the two excited state generating operators as tensor operators with rank 1/2
(spinor). The main part of §5 is to construct the second type in terms of successive operations
of the operators related to the excited state generating operatos on the intrinsic state. In
§5, some characteristic points obtained in §§3 and 4 are discussed. In Appendix, the third
form is given in the form of successive operations of the excited state generating operators
together with certain projection operators.
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§2. The su(3)-algebra in the form suitable for the Lipkin model and its
Schwinger representation
As was recapitulated in (A), the su(3)-algebra is composed of eight generators, which
were, in (A), denoted as (Sˆ12 , Sˆ
2
1 , Sˆ
1
1 , Sˆ
2
2 , Sˆ
1, Sˆ2, Sˆ1, Sˆ2). In this paper, we formulate the su(3)-
algebra in a form, which may be suitable for the boson realization of the Lipkin model.
Therefore, the notations different from the above are adopted:
Iˆ+ = Sˆ
1
2 , Iˆ− = Sˆ
2
1 , Iˆ0 = (1/2)(Sˆ
2
2 − Sˆ
1
1) , (2.1a)
Mˆ0 = (1/2)(Sˆ
2
2 + Sˆ
1
1) , (2.1b)
Dˆ∗− = Sˆ
1 , Dˆ∗+ = Sˆ
2 , Dˆ− = Sˆ1 , Dˆ+ = Sˆ2 . (2.1c)
The above operators obey the following commutation relations:
[ Iˆ+ , Iˆ− ] = 2Iˆ0 , [ Iˆ0 , Iˆ± ] = ±Iˆ± , (2.2a)
[ Iˆ±,0 , Mˆ0 ] = 0 , (2.2b)
[ Iˆ± , Dˆ
∗
± ] = 0 , [ Iˆ± , Dˆ
∗
∓ ] = Dˆ
∗
± ,
[ Iˆ0 , Dˆ
∗
± ] = ±(1/2)Dˆ
∗
± , (2.2c)
[ Mˆ0 , Dˆ
∗
± ] = (3/2)Dˆ
∗
± , (2.2d)
[ Dˆ∗+ , Dˆ
∗
− ] = 0 , [ Dˆ
∗
± , Dˆ± ] = Mˆ0 ± Iˆ0 , [ Dˆ
∗
± , Dˆ∓ ] = Iˆ± . (2.2e)
We can see in the relation (2.2a) that the set (Iˆ±,0) obeys the su(2)-algebra, and further,
the set (Dˆ∗±) forms a spinor, i.e., a spherical tensor with rank 1/2 with respect to (Iˆ±,0), in
which + and − correspond to the z-components +1/2 and −1/2, respectively. We can see
this fact in the relation (2.2c). The Casimir operator Γˆsu(3) can be expressed in the form
Γˆsu(3) = Sˆ
1Sˆ1 + Sˆ1Sˆ
1 + Sˆ2Sˆ2 + Sˆ2Sˆ
2 + Sˆ12 Sˆ
2
1 + Sˆ
2
1 Sˆ
1
2
+(2/3)
[
(Sˆ11)
2 − Sˆ11 Sˆ
2
2 + (Sˆ
2
2)
2
]
. (2.3)
The form (2.3) can be reexpressed as
Γˆsu(3) = 2
[
Dˆ
∗
Dˆ + DˆDˆ
∗
+ (1/3)Mˆ20 + Iˆ
2
]
, (2.4)
Dˆ
∗
Dˆ = (1/2)(Dˆ∗+Dˆ+ + Dˆ
∗
−Dˆ−) ,
DˆDˆ
∗
= (1/2)(Dˆ+Dˆ
∗
+ + Dˆ−Dˆ
∗
−) , (2.5a)
Iˆ
2
= Iˆ20 + (1/2)(Iˆ+Iˆ− + Iˆ−Iˆ+) . (2.5b)
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Associating the above su(3)-algebra, the su(1, 1)-algebra also plays a central role in the
present form. It is composed of three generators which were, in (A), denoted as (Tˆ 1, Tˆ1, Tˆ
1
1 ).
In this paper, we will use the notation (T˜±,0) which is defined as
T˜+ = Tˆ
1 , T˜− = Tˆ1 , T˜0 = (1/2)Tˆ
1
1 . (2.6)
The commutation relation and the Casimir operator are given as follows:
[ T˜+ , T˜− ] = −2T˜0 , [ T˜0 , T˜± ] = ±T˜± , (2.7)
Γˆsu(1,1) = 2T˜
2
, (2.8)
T˜
2
= T˜ 20 − (1/2)(T˜+T˜− + T˜−T˜+) . (2.9)
A possible boson realization of the above two algebras is obtained in the framework of
six kinds of boson operators (aˆ, aˆ∗), (bˆ, bˆ∗), (aˆ±, aˆ
∗
±) and (bˆ±, bˆ
∗
±). The detail can be found in
(A). By changing the notations adopted in (A) to those suitable for the present form such
as aˆ1 → aˆ, aˆ1 → aˆ−, aˆ2 → aˆ+, bˆ→ bˆ, bˆ
1
2 → bˆ−, bˆ
1
1 → bˆ+, we have the following expressions:
Iˆ+ = aˆ
∗
+aˆ− − bˆ
∗
+bˆ− , Iˆ− = aˆ
∗
−aˆ+ − bˆ
∗
−bˆ+ ,
Iˆ0 = (1/2)
[
(aˆ∗+aˆ+ − aˆ
∗
−aˆ−) + (bˆ
∗
+bˆ+ − bˆ
∗
−bˆ−)
]
, (2.10a)
Mˆ0 = (aˆ
∗aˆ− bˆ∗bˆ) + (1/2)
[
(aˆ∗+aˆ+ + aˆ
∗
−aˆ−)− (bˆ
∗
+bˆ+ + bˆ
∗
−bˆ−)
]
, (2.10b)
Dˆ∗− = aˆ
∗
−bˆ+ aˆ
∗bˆ+ , Dˆ
∗
+ = aˆ
∗
+bˆ+ aˆ
∗bˆ− ,
Dˆ− = bˆ
∗aˆ− + bˆ
∗
+aˆ , Dˆ+ = bˆ
∗aˆ+ + bˆ
∗
−aˆ , (2.10c)
T˜+ = aˆ
∗bˆ∗ − aˆ∗+bˆ
∗
− − aˆ
∗
−bˆ
∗
+ , T˜− = bˆaˆ− bˆ−aˆ+ − bˆ+aˆ− ,
T˜0 = (1/2)
[
(aˆ∗aˆ + bˆ∗bˆ) + (aˆ∗+aˆ+ + bˆ
∗
+bˆ+) + (aˆ
∗
−aˆ− + bˆ
∗
−bˆ−) + 3
]
. (2.11)
Calculation of the commutation relations for (Iˆ±,0) defined in the relation (2.10a) tells us
that the bosons aˆ∗ and bˆ∗ are scalars (rank = 0) and (aˆ∗−, aˆ
∗
+) and (bˆ
∗
−, bˆ
∗
+) are spinors (rank
= 1/2). Further, it may be important to see that the representations (2.10) and (2.11) give
us the relation
[ any of the su(3)-generators , any of the su(1, 1)-generators ] = 0 . (2.12)
The Casimir operator (2.4) can be reexpressed in the form
Γˆsu(3) = 2
[
T˜
2
− 3/4 + (1/3)(R˜0)
2
]
, (2.13)
R˜0 = (1/2)
[
(aˆ∗aˆ− bˆ∗bˆ)− (aˆ∗+aˆ+ − bˆ
∗
+bˆ+)− (aˆ
∗
−aˆ− − bˆ
∗
−bˆ−)
]
. (2.14)
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In (A), R˜0 is denoted as Rˆ0. Naturally, we have
[ R˜0 , any of the su(3)- and the su(1, 1)-generators ] = 0 . (2.15)
The proof of the relation (2.13) is straightforward, but tedious. The above is an outline of the
su(3)-algebra and its associating su(1, 1)-algebra in the Schwinger representation suitable
for the Lipkin model. The system under investigation is composed of six kinds of boson
operators.
§3. Construction of the intrinsic state
The present system consists of six kinds of boson operators and we can easily find that
there exist totally six commuted operators: T˜
2
, T˜0, R˜0, Iˆ
2
, Iˆ0 and Mˆ0. Therefore, the
eigenstates for the above operators provide a complete orthogonal set for the su(3)-algebra
and its associating su(1, 1)-algebra. For the task obtaining this orthogonal set, we, first,
construct the intrinsic state introduced in (A).
As was discussed in (A), the intrinsic state, which we denote |m〉, should obey the
following condition:
Dˆ−|m〉 = Dˆ+|m〉 = Iˆ−|m〉 = 0 , T˜−|m〉 = 0 . (3.1)
In the notation adopted in (A), the condition (3.1) can be expressed as Sˆ1|m〉 = Sˆ2|m〉 =
Sˆ21 |m〉 = 0 and Tˆ1|m〉 = 0. Further, |m〉 should be an eigenstate for T˜0, R˜0, Iˆ0 and Mˆ0. The
state |m〉 which satisfies the above condition is easily obtained:
|m〉 = |T,R〉
=
(√
(T − 3/2 +R)!(T − 3/2− R)!
)−1
(bˆ∗−)
T−3/2+R(bˆ∗)T−3/2−R|0〉 . (3.2)
It satisfies the eigenvalue equations
T˜0|T,R〉 = T |T,R〉 , (3.3a)
R˜0|T,R〉 = R|T,R〉 , (3.3b)
Iˆ0|T,R〉 = −I
0|T,R〉 , I0 = (1/2)(T − 3/2 +R) , (3.3c)
Mˆ0|T,R〉 = −M
0|T,R〉 , M0 = (1/2)(3(T − 3/2)−R) . (3.3d)
Since the boson numbers are positive-integers, the form of T˜0 shown in the relation (2.11)
gives us
T = 3/2 , 2 , 5/2 , 3 , · · · . (T ≥ 3/2) (3.4)
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Further, the exponents (T − 3/2+R) and (T − 3/2−R) appearing in the state (3.2) should
be positive-integers and we have
R = −(T − 3/2) , −(T − 3/2) + 1 , · · · , (T − 3/2)− 1 , (T − 3/2) .
(−(T − 3/2) ≤ R ≤ T − 3/2) (3.5)
The relations (3.3c)∼ (3.5) give us
I0 = 0 , 1/2 , 1 , 3/2 , · · · , (T − 3/2) , (0 ≤ I0 ≤ T − 3/2) (3.6)
M0 = I0 , I0 + 1 , I0 + 2 , · · · . (M0 ≥ I0) (3.7)
The eigenvalues of Γˆsu(3) and Γˆsu(1,1) for the state |T,R〉 are expressed as
the eigenvalue of
Γˆsu(3) = 2 [(T − 3/2)(T + 1/2) + (1/3)R2] ,Γˆsu(1,1) = 2T (T − 1) . (3.8)
Instead of (T,R), we can specify the state |m〉 in terms of (M0, I0). In this specification, we
have
the eigenvalue of
Γˆsu(3) = 2 [(1/3)M0(M0 + 3) + I0(I0 + 1)] ,Γˆsu(1,1) = 2 · (1/2)(M0 + I0 + 3) · (1/2)(M0 + I0 + 1) . (3.9)
The quantum numbers M0 and I0 correspond to λ and µ in the Elliott model in the relations
M0 = λ and I0 = µ. The state |m〉 is also specified by (T, I0). In this case, we have
M0 = 2(T − 3/2)− I0 , R = 2I0 − (T − 3/2) . (3.10)
This specification will play a central role in §4: |I0, T 〉.
§4. Structure of the excited states
In (A), we mentioned that the excited states constructed on the intrinsic state |m〉 are
composed in terms of the excited state generating operators Sˆ1, Sˆ2 and Sˆ12 , in the present
notations Dˆ∗−, Dˆ
∗
+ and Iˆ+. If including the su(1, 1)-algebra, T˜+ is added. With the use of
these operators, we construct the orthogonal set. First, we note two points. Since Iˆ−|I
0, T 〉 =
0 and Iˆ0|I
0, T 〉 = −I0|I0, T 〉, a possible eigenstate of Iˆ
2
and Iˆ0, which we denote as |I
0I00 ;T 〉,
is given in the form
|I0I00 ;T 〉 =
√
1
(2I0)!
(I0 − I00 )!
(I0 + I00 )!
(Iˆ+)
I0+I0
0 |I0, T 〉 ,
I00 = −I
0 , −I0 + 1 , · · · , I0 − 1 , I0 . (−I0 ≤ I00 ≤ I
0) (4.1)
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The above is the first point. Next, we consider the second point. We have already mentioned
that (Dˆ∗±) is a spherical tensor with rank 1/2, the z-components of which are specified by
±1/2. Then, a spherical tensor with rank I1 and z-component I10 , Dˆ
∗
I1I1
0
, is obtained in the
form
Dˆ∗I1I1
0
=
(√
(I1 + I10 )!(I
1 − I10 )!
)−1
(Dˆ∗+)
I1+I1
0 (Dˆ∗−)
I1−I1
0 . (4.2)
We can prove the relation
[ Iˆ± , Dˆ
∗
I1I1
0
] =
√
(I1 ∓ I10 )(I
1 ± I10 + 1)Dˆ
∗
I1I1
0
±1 ,
[ Iˆ0 , Dˆ
∗
I1I1
0
] = I10Dˆ
∗
I1I1
0
. (4.3)
Then, we define the following state:
|I1I0, II0;T 〉 =
∑
I1
0
I0
0
〈I1I10I
0I00 |II0〉Dˆ
∗
I1I1
0
|I0I00 ;T 〉 . (4.4)
Here, 〈I1I10I
0I00 |II0〉 denotes the Clebsch-Gordan coefficient. Clearly, the state |I
1I0, II0;T 〉
is an eigenstate of T˜
2
, T˜0, R˜0, Iˆ
2
, Iˆ0 and Mˆ0:
the eigenvalue of

T˜
2
= T (T − 1) ,
T˜0 = T ,
R˜0 = R , (R = 2I
0 − (T − 3/2))
Iˆ
2
= I(I + 1) ,
Iˆ0 = I0 ,
Mˆ0 = 3I
1 −M0 . (M0 = 2(T − 3/2)− I0)
(4.5)
Further, we have
T˜−|I
1I0, II0;T 〉 = 0 . (4.6)
For the proof of the last relation in Eq.(4.5), we used
[ Mˆ0 , Dˆ
∗
I1I1
0
] = 3I1Dˆ∗I1I1
0
. (4.7)
Of course, the state |I1I0, II0;T 〉 is the eigenstate of Γˆsu(3) and (I
1, I0, I) obeys
|I1 − I0| ≤ I ≤ I1 + I0 . (4.8)
If the discussion is restricted only to the su(3)-algebra, it is enough to take into account the
set {|I1I0, II0;T 〉}. If we include the su(1, 1)-algebra, the state |I
1I0, II0;T 〉 is generalized
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to the eigenstate of T˜0, the eigenvalue of which is different from T . The relation (4.6) leads
us to
|I1I0, II0;TT
0〉 =
√
(2T − 3)!
(T0 − T )!(T0 + T − 3)!
(T˜+)
T0−T |I1I0, II0;T 〉 ,
T0 = T , T + 1 , T + 2 , · · · . (T0 ≥ T ) (4.9)
Following an idea developed in the above, we have the orthogonal set for the su(3)-algebra
and its associating su(1, 1)-algebra.
§5. An orthogonal set apparently different from the form in §4
As is clear from the treatment presented in §4, the derivation of the eigenstate (4.9)
is based on the fact that (Dˆ∗±) forms a spherical tensor with rank 1/2. In this section, we
construct an orthogonal set in the framework of a set of two excited state generating operators
which does not form the spherical tensor. It may be characteristic that, in contrast to the
form obtained in §4, the form presented in this section is monomial.
First, we introduce the following operators:
D
∗
− = Dˆ
∗
− , D
∗
+ = Dˆ
∗
+ · (Iˆ0 − 1/2) + (1/2)Iˆ+ · Dˆ
∗
− . (5.1)
They obey the relations
[ Iˆ− , D
∗
− ] = 0 , [ Iˆ0 , D
∗
− ] = −(1/2)D
∗
− , (5.2a)
[ Iˆ− , D
∗
+ ] = D
∗
+ · Iˆ− , [ Iˆ0 , D
∗
+ ] = (1/2)D
∗
+ , (5.2b)
[ Mˆ0 , D
∗
± ] = (3/2)D
∗
± , (5.3)
[ D∗+ , D
∗
− ] = 0 , (5.4)
D−|I
0, T 〉 = 0 , D+|I
0, T 〉 = 0 . (5.5)
With the use of the operators D∗±, we introduce the following state:
||I1I0, I;T 〉 = (D∗−)
I1−I0+I(D∗+)
I1+I0−I |I0, T 〉 . (5.6)
Here, the normalization constant is omitted. The state (5.6) obeys the following relations:
T˜−||I
1I0, I;T 〉 = 0 , (5.7a)
T˜0||I
1I0, I;T 〉 = T ||I1I0, I;T 〉 , (5.7b)
R˜0||I
1I0, I;T 〉 = R||I1I0, I;T 〉 , (5.7c)
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Iˆ−||I
1I0, I;T 〉 = 0 , (5.8a)
Iˆ0||I
1I0, I;T 〉 = −I||I1I0, I;T 〉 , (5.8b)
Mˆ0||I
1I0, I;T 〉 = (3I1 −M0)||I1I0, I;T 〉 . (5.8c)
Here, R and M0 are given in the relations (4.5).
The relations (5.7) and (5.8) permit us to introduce the state ||I1I0, II0;TT0〉 in the form
||I1I0, II0;TT0〉 = (T˜+)
T0−T (Iˆ+)
I+I0||I1I0, I;T 〉 . (5.9)
The state (5.9) is the eigenstate of T˜
2
, T˜0, R˜0, Iˆ
2
, Iˆ0 and Mˆ0 with the eigenvalues T (T − 1),
T0, R, I(I + 1), I0 and 3I
1−M0, respectively. The exponents of D∗± appearing in the state
(5.6) should be positive integers:
I1 − I0 + I ≥ 0 , I1 + I0 − I ≥ 0 . (5.10)
Further, we note the relation
Iˆ−(D
∗
+)
I1+I0−I |I0, T 〉 = 0 ,
Iˆ0(D
∗
+)
I1+I0−I |I0, T 〉 =
[
(1/2)(I1 + I0 − I)− I0
]
(D∗+)
I1+I0−I |I0, T 〉 . (5.11)
Since (1/2)(I1+I0−I)−I0 = (1/2)(I1−I0−I), the state (D∗+)
I1+I0−I |I0, T 〉 can be regarded
as the state |(1/2)(I + I0 − I1), T 〉. Therefore, (1/2)(I + I0− I1) should be positive integer:
I + I0 − I1 ≥ 0 . (5.12)
Combining the relations (5.10) and (5.12), we have
|I1 − I0| ≤ I ≤ I1 + I0 . (5.13)
Thus, we can learn that the state ||I1I0, II0;TT0〉 is identical to the state |I
1I0, II0;TT0〉
defined in the relation (4.9). Of course, the normalization constant is omitted. The state
(5.9) is monomial, i.e., the state (5.9) is obtained by successive operation of T˜+, Iˆ+, D
∗
− and
D
∗
+ on the state |I
0, T 〉.
§6. Discussion
In §§4 and 5, we presented the eigenvalue problem related to the su(3)-algebra and its
associating su(1, 1)-algebra. In this section, mainly, we discuss the case of the symmetric
representation. The intrinsic state |m〉 in the present case can be expressed as
|m〉 = |m0, m1〉 =
(√
m0!m1!
)−1
(bˆ∗−)
m1(bˆ∗)m0 |0〉 . (6.1)
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Here, m0 and m1, which are used in (A), are given as
m0 = T − 3/2−R = 2[(T − 3/2)− I
0] , m1 = T − 3/2 +R = 2I
0 . (6.2)
In (A), we showed that the cases m1 = 0 and m0 = 0 correspond to the symmetric represen-
tation, respectively. In this section, we discuss these cases in more detail. For this purpose,
we note the relation
(T˜0 − 3/2− R˜0)|I
1I0, II0;T 〉 = m0|I
1I0, II0;T 〉 , (6.3a)
(T˜0 − 3/2 + R˜0)|I
1I0, II0;T 〉 = m1|I
1I0, II0;T 〉 , (6.3b)
The above is derived from the relations (3.3) and (6.2). The relations (2.11), (2.14) and (6.3)
lead us to
(bˆ∗bˆ+ aˆ∗+aˆ+ + aˆ
∗
−aˆ−)|I
1I0, II0;T 〉 = m0|I
1I0, II0;T 〉 , (6.4a)
(aˆ∗aˆ+ bˆ∗+bˆ+ + bˆ
∗
−bˆ−)|I
1I0, II0;T 〉 = m1|I
1I0, II0;T 〉 , (6.4b)
Let us start in the case m1 = 0. In this case, the relation (6.2) tells us that I
0 = 0, and
then, I1 = I: |I0, II0;T 〉. Since m1 = 0, the relation (6.4b) is equivalent to
aˆ∗aˆ|I0; II0;T 〉 = bˆ
∗
+bˆ+|I0; II0;T 〉 = bˆ
∗
−bˆ−|I0; II0;T 〉 = 0 . (6.5)
The relation (6.5) shows that the state |I0, II0;T 〉 does not contain aˆ
∗, bˆ∗+ and bˆ
∗
−. Therefore,
if the treatment is restricted to the set {|I0, II0;T 〉}, which is a subspace of the space
{|II0, II0;TT0〉}, it is not necessary to take into account the bosons (aˆ, aˆ
∗), (bˆ+, bˆ
∗
+) and
(bˆ−, bˆ
∗
−), explicitly. Then, omitting these boson operators, the su(3)-generators are expressed
in the form
Iˆ+ = aˆ
∗
+aˆ− , Iˆ− = aˆ
∗
−aˆ+ , Iˆ0 = (1/2)(aˆ
∗
+aˆ+ − aˆ
∗
−aˆ−) , (6.6a)
Mˆ0 = −bˆ
∗bˆ+ (1/2)(aˆ∗+aˆ+ + aˆ
∗
−aˆ−) , (6.6b)
Dˆ∗− = aˆ
∗
−bˆ , Dˆ
∗
+ = aˆ
∗
+bˆ , Dˆ− = bˆ
∗aˆ− , Dˆ+ = bˆ
∗aˆ+ . (6.6c)
The operators (T˜±,0) and R˜0 are reduced to
T˜± = 0 , (6.7a)
T˜0 − 3/2 = −R˜0 = (1/2)(bˆ
∗bˆ+ aˆ∗+aˆ+ + aˆ
∗
−aˆ−) . (6.7b)
We can learn that the form (6.6) is identical with the symmetric representation.
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Next, we consider the case m0 = 0. As was discussed briefly in (A), this case essentially
belongs to the symmetric representation. In order to show this fact explicitly, we relabel the
boson operators as follows:
aˆ −→ aˆ+ , aˆ− −→ bˆ+ , aˆ+ −→ aˆ ,
bˆ −→ bˆ− , bˆ− −→ bˆ , bˆ+ −→ −aˆ− . (6.8)
This procedure was sketched in (A) in different notations. Then, the su(3)-generators shown
in the form (2.10) are relabeled as
Iˆ+ −→ Dˆ
∗
− , Iˆ− −→ Dˆ− , Iˆ0 −→ (1/2)(Mˆ0 − Iˆ0) , (6.9a)
Mˆ0 −→ (1/2)(Mˆ0 + 3Iˆ0) , (6.9b)
Dˆ∗− −→ −Iˆ+ , Dˆ
∗
+ −→ Dˆ
∗
+ , Dˆ− −→ −Iˆ− , Dˆ+ −→ Dˆ+ . (6.9c)
The su(1, 1)-generators and R˜0 are relabeled as
T˜± −→ −T˜± , T˜0 −→ T˜0 , (6.10)
R˜0 −→ −R˜0 . (6.11)
Therefore, we can conclude that under the above relabeling, the case m0 = 0 is reduced to
the case m1 = 0 which was already discussed.
In the next paper, on the basis of the relation (6.4), we will present the Holstein-Primakoff
boson realization.
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Appendix A
Third form of the orthogonal set
In this Appendix, we show the third form of the orthogonal set. The first and the second
forms are shown in §4 and §5, respectively. For the preparation, we consider the following
operator:
Pˆ = 1− Iˆ+(Iˆ−Iˆ+ + ǫ)
−1Iˆ− , Iˆ−Iˆ+ = Iˆ
2
− Iˆ0(Iˆ0 + 1) ,
ǫ : infinitesimal parameter . (A.1)
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Here, (Iˆ±,0) obeys the su(2)-algebra, for example, shown in the relation (2.10a). In order to
avoid null denominator, ǫ is introduced. Let |I, I0〉 be the eigenstate of Iˆ
2
and Iˆ0 with the
eigenvalues I(I + 1) and I0, respectively. Then, we have the following relation:
Pˆ |I, I0〉 = ǫ ((I + I0)(I − I0 + 1) + ǫ)
−1 |I, I0〉
ǫ→0
−→
|I,−I〉 , (I0 = −I)0 . (I0 = −I + 1 , −I + 2 , · · · , I) (A.2)
Therefore, for an appropriately normalized eigenstate of Iˆ0, |I〉, we have
Pˆ |I〉 = |I,−I〉 . (A.3)
We can see that the operator Pˆ at the limit ǫ→ 0 plays a role of the projection operator for
pick up |I,−I〉 from |I〉.
Under the above preparation, we consider the su(3)-algebra. First, we note the relations
[ T˜±,0 , Pˆ ] = 0 , [ R˜0 , Pˆ ] = 0 , (A.4)
Iˆ−Pˆ = ǫ · (Iˆ−Iˆ+ + ǫ)
−1Iˆ− , (A.5a)
Pˆ Iˆ+ = ǫ · Iˆ+(Iˆ−Iˆ+ + ǫ)
−1 , (A.5b)
[ Iˆ0 , Pˆ ] = 0 , (A.5c)
[ Mˆ0 , Pˆ ] = 0 . (A.6)
Let us investigate the state |I1I0, I;T ) which is obtained by replacing D∗− and D
∗
+ with Dˆ
∗
−
and Dˆ∗+, respectively, in the state (5.6):
|I1I0, I;T ) = (Dˆ∗−)
I1−I0+I(Dˆ∗+)
I1+I0−I |I0, T 〉 . (A.7)
The state (A.7) satisfies the same relations as those shown in the relations (5.7a)∼(5.8c)
except (5.8a):
Iˆ−|I
1I0, I;T ) 6= 0 . (A.8)
Then, we define the state
||I1I0, I;T ) = Pˆ |I1I0, I;T ) . (A.9)
The relations (A.3) and (A.5a) give us
Iˆ−||I
1I0, I;T )
ǫ→0
−→ 0. (A.10)
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With the use of the relations (A.4)∼(A.6), we can prove the relations (5.7a)∼(5.8c). Of
course, {||I1I0, I;T )} is orthogonal. Then, in the same form as that shown in the relation
(5.9), we have
||I1I0, II0;TT0) = (T˜+)
T0−T (Iˆ+)
I+I0||I1I0, I;T ) . (A.11)
We can derive the state (A.11) by successive operation of T˜+, Iˆ+, Pˆ , Dˆ
∗
− and Dˆ
∗
+. The above
is the third form for the orthogonal set of the su(3)-algebra.
References
1) H. J. Lipkin, N. Meshkov and A. J. Glick, Nucl. Phys. 62 (1965), 188.
2) S. Y. Li, A. Klein and R. M. Dreizler, J. Math. Phys. 11 (1970), 975.
F. Sakata, Y. Hashimoto, T. Marumori and T. Une, Prog. Theor. Phys. 70 (1983),
163.
M. Matsuo and K. Matsuyanagi, Prog. Theor. Phys. 74 (1985), 288.
K. Takada, Y. R. Shimizu and H. Thorn, Nucl. Phys. A485 (1988), 189.
M. Sambataro, Phys. Rev. C60 (1999), 0643200.
3) J. da Provideˆncia, M. Yamamura and A. Kuriyama, Phys. Rev. C50 (1994), 1720.
M. O. Terra, M.C. Nemes, C. Provideˆncia and J. da Provideˆncia, Ann. of Phys. 262
(1998), 1.
4) C. Provideˆncia, J. da Provideˆncia, Y. Tsue and M. Yamamura, Prog. Theor. Phys.
114 (2005), 57.
13
