The λ-matrix A(λ) = (A 0 + λA 1 + λ 2 A 2 + · · · λ k A k · · · + λ l A l ) with matrix coefficients {A 0 , A 1 , A 2 . . . A } ∈ C m×n defines a linear dynamic system of dimension (m × n). When m = n, and when det(A(λ)) / = 0 for some values of λ, the eigenvalues of this system are welldefined. A one-parameter trajectory of such a system {A 0 (σ ), A 1 (σ ), A 2 (σ ) . . . A (σ )} is an isospectral flow if the eigenvalues and the dimensions of the associated eigenspaces are the same for all parameter values σ ∈ IR. This paper presents the most general form for isospectral flows of linear dynamic systems of orders ( = 2, 3, 4), and the forms for isospectral flows for even higher order systems are evident from the patterns emerging. Based on the definition of a class of coordinate transformations called structure-preserving transformations, the concept of isospectrality and the associated flows is seen to extend to cases where (m / = n).
Introduction
The general (m × n) λ-matrix of order is characterised by matrices {A 0 , A 1 , A 2 . . . A } ∈ C m×n and it appears in an equation in the form
in which λ ∈ C, q(λ) ∈ C n and f (λ) ∈ C m . We refer to any A(λ) as a system of order . The space of all such systems of dimension (m × n) and order will be denoted L m×n . For most cases of interest, m = n. Nevertheless, the distinction between the two dimensions is retained throughout much of this paper since many of the statements are applicable to the case where m / = n. This paper is concerned with the set of λ-matrices having identical characteristics and it is divided into nine sections. It begins by defining what are called Lancaster augmented matrices in Section 2. These are used in Section 3 to define what is meant in this paper by the term structure-preserving transformation. A familiar subset of the structure-preserving transformations (SPTs) is pointed out in Section 4 since two components of the equations ultimately produced for any isospectral flow are identifiable with transformations within this subset. Another very special subset of the SPTs is discussed in Section 5--namely the set of diagonalising SPTs. Section 6 then uses the concept of structure-preserving transformations to provide a crisp criterion for determining whether two square systems are isospectral. Because this criterion can be applied equally well to systems which are not square, it gives general meaning to the term identical characteristics used above. Section 7 gives a definition for isospectral flows and explores the form of these flows for first-order systems. Section 8 states and proves the most general form of isospectral flows for systems of orders 2, 3 and 4 respectively. A pattern is evident which strongly suggests that the most general form of isospectral flows for systems of arbitrary order can be written down by inspection. Finally, in Section 9, some simple examples of these flows are presented having interesting behaviours. A conclusions section summarises some of the findings.
There are three appendices in this paper. Appendices A and B simply provide illustrations of the Lancaster augmented matrices and the structure-preserving transformations resp. The descriptions in Sections 2 and 3 are complete without these illustrations but the illustrations may assist comprehension. Appendix C provides for the extension of statements made in Sections 3, 5, 7 and 8 to a much wider set of cases where one or both of the matrices A 0 and A is singular. The paper can be read satisfactorily without Appendix C but its assertions are less general in that case.
The Lancaster augmented matrices
Definition 1 (Lancaster augmented matrices). Associated with any system, A(λ) ∈ L m×n , there is a corresponding sequence of ( + 1) Lancaster augmented matrices {A 0 , A 1 , A 2 . . . A } ∈ C ( m× n) such that every solution (q(λ), f (λ)) to Eq. (1) can be used to construct solutions to distinct equations of this structure
where
and where each one of {A 0 , A 1 , A 2 . . . A } comprises an ( × ) array of (m × n) blocks that are either zero or selected from ±{A 0 , A 1 , A 2 . . . A }. Vector f ( −k) contains partitions of length m of which only partition ( − k) is non-zero.
Lancaster [17] effectively provided definitions of A and A −1 but not the other members of the sequence. For any value of k, Eq. (2) represents a symmetric linearisation of the original system (following the definition of Gohberg et al. [16] ) provided that A k+1 invertible. Applying Eq. (2) several times exposes that for any 0 j < and j < k
In a sense, therefore, the ( + 1) augmented matrices provide for ( + 1)/2 different linearisations of Eq. (1) . Some examples of the augmented matrices are provided in Appendix A since a pattern emerges which is quite plain to observe and very amenable to comprehension. The conditions given above do not immediately convey this pattern. If both A 0 and A are non-singular and square, it is immediately evident that each one of the augmented matrices {A 0 , A 1 , A 2 . . . A } is also non-singular since the general augmented matrix A k comprises two blocks of dimensions (km × kn) and (( − k)m × ( − k)n) disposed on the principal diagonal with zero coupling between these two blocks. When m = n, a simple analysis of determinants shows
Structure-preserving transformations
The Lancaster augmented system matrices have very clear structure. For systems of order = 1, this structure is trivial. For higher order systems, complete information about the system is evidently stored in any two of the augmented matrices. That is, the original system matrices can be picked out directly from partitions of the augmented matrices. The structure is very considerable and the degree of redund-ancy is correspondingly high. Garvey et al. [8, 9] introduced the concept of structure preserving transformations for second order systems. The following definition generalises this definition to systems of arbitrary order.
Definition 2 (Structure-preserving transformations).
A Structure-preserving transformation is a mapping from some original system A(λ) ∈ L m×n to a new sys-
where A k and B k are the kth augmented system matrices formed for systems A(λ) and B(λ) respectively.
The underlining used in {T L , T R } reflects the fact that the dimensions of these matrices are proportional to the degree of the matrix polynomial, . For clarity, the definitions of structure-preserving transformations for second-order and third-order systems are expanded in Appendix B.
Eq. (6) appear to enforce more constraints than there are degrees of choice within T L and T R . The following theorem dispels this impression. Then if some invertible matrices {T L , T R } ∈ C ( n× n) preserve structure of any two augmented matrices, they must preserve the structure of all ( + 1) augmented matrices.
Proof. Given that A 0 and A are both invertible, Eq. (5) shows that all of the augmented matrices are invertible. From Eq. (2), any two consecutive augmented matrices, A k and A k+1 , can be used to determine the system eigenvalues and eigenvectors by forming the matrix (A k+1 −1 A k ) and computing its eigenvalues and right eigenvectors. Evidently (A k+1 −1 A k ) must be identical for all values of k.
Insert T L −T T L T in the centre of each side of (7) . Premultiply the result by T R −1 and post-multiply it by T R . It follows that if structure is preserved for any two of the three augmented matrices {(k − 1), k, (k + 1)}, the structure of the third must also be preserved. This argument extends easily to prove the theorem.
Appendix C describes how this result can be extended in generality to all (n × n) regular systems where these systems are defined as follows.
Definition 3 (Regular systems).
A square system A(λ) ∈ L n×n , is regular (following Bai et al. [1] ) if there are some values of λ for which det(A(λ) / = 0).
Theorem 1 allows us to determine at least the minimum dimension of the space of invertible SPTs for (n × n) systems. Examine the pair of augmented matrices {A 0 , A 1 }. Each block of zeros in these represents a set of n 2 scalar constraints as does each repeated occurrance of one of the system matrices. Between these two augmented matrices, there are ( 2 − 1) blocks of zeros, A ( −2) is repeated twice, A ( −3) is repeated four times (if 3), A ( −4) is repeated six times (if 4), and so forth. The total number of repeated non-zero blocks is 2 − and so the total number of scalar constraints is (2 2 − − 1)n 2 . The total number of scalars in T L and T R is 2 2 n 2 . If all of the constraints are independent, then the space of invertible SPTs for a (n × n) system has dimension ( + 1)n 2 .
Note the following link to the companion form (cf. [16] ).
The SPTs have been defined here (6) in terms of all of the Lancaster augmented matrices. The principle message of this paper (the isospectral flows) is concerned only with invertible SPTs and almost invariably, these flows will be considered in relation to square systems. For such cases, SPTs can be defined uniquely using any one linearisation of the original system equation in which one of the matrices is invertible. The motivation for defining them in terms of the Lancaster augmented matrices is partly historical and partly for consistency with other intended papers where the SPTs will not be square. One such application of the SPTs is in modelreduction where T L and T R each have fewer columns than rows [11] .
The conventional SPTs
The transformation matrices T L and T R representing any general structurepreserving transformation themselves have structure. One important subset of the set of all possible SPTs for any given system can be parameterised fully without any knowledge of the system matrices (other than their dimensions). This subset is the set of all conventional transformations.
Definition 4 (Conventional SPTs).
A conventional SPT is a structure-preserving transformation from a (m × n) system to a (p × q) system in which the transformation matrices T L ∈ C m× p and T R ∈ C n× q have this special form
Evidently T L and T R completely parameterise the conventional transformations. The effect of applying a conventional SPT to system A(λ) is to produce a new system, B(λ), whose coefficient matrices are determined individually from corresponding coefficient matrices of A(λ) according to
The conventional transformations are familiar to most researchers in the area. When T L = T R , these are referred to as congruence transformations. The dimension of the space of conventional transformations is clearly (mp + nq) and is completely independent of the order of the system. For systems of order 1, the only structurepreserving transformations available are conventional transformations. For all systems of order ( > 1), the available space of structure-preserving transformations is larger than the space of conventional transformations.
Diagonalising SPTs
It is of interest to consider whether a diagonalising SPT exists for every system A(λ) ∈ L n×n . Provided that the system is not defective, it does. Assume, for the present, that A is invertible. The contents of Appendix C allow this assumption to be relaxed. Recall that if A is invertible, then A is invertible also.
n×n is defective if the Jordan canonical form of (A −1 A −1 ) has one or more off-diagonal non-zeros.
Theorem 2. For every non-defective system
Proof. The proof is in two parts.
In the first part, we demonstrate that given the finite eigenvalues of any
, we can arrange these eigenvalues arbitrarily on the diagonal of some diagonal matrix and that we can then determine invertible matrices
where a and a −1 are the th and ( − 1)th augmented matrices for system a(λ).
In the second part, we demonstrate that by solving the generalised eigenvalue problem for A and A −1 , we decouple the problem of finding the requisite matrices {T L , T R } into n distinct problems for which part 1 provides the solution.
Part 1: Given finite eigenvalues of a (1 × 1) system, compute the coefficients of its characteristic polynomial, {a 0 , a 1 , a 2 . . . a } ∈ C. These coefficients are unique up to some scaling factor. Without loss of generality, set a = 1. Form the two augmented matrices, a and a −1 . The task of determining matrices u L and u R is then precisely equivalent to the task of determining the sets of left and right eigenvectors of the generalised eigenvalue-eigenvector problem expressed by Eq. (12) .
Part 2: Solve the generalised eigenvalue problem for matrices A and A −1 to find diagonal matrix, ∈ C n× n and invertible matrices {U L , U R } ∈ C n× n such that
Partition the n eigenvalues into n sets of . The problem of finding {T L , T R } ∈ C n× n is now decoupled into n distinct problems of the form of part 1. For the general ith decoupled problem, matrices u L (i) and u R (i) are determined. Establish matrices {V L , V R } ∈ C n× n initially as matrices of zeros and then populate them as the following (MATLAB style) pseudo-code instructs
Definition 6 (Real systems and real SPTs).
A system, A(λ), is described as being Real if all of its coefficient matrices are real. A SPT is described as being Real if all entries of the matrices {T L , T R } representing that SPT are real.
The primary motivation behind the present work relates to real systems and it is especially pertinent to question whether, in general, a real diagonalising SPT {T L , T R } ∈ R n× n can be found for any non-defective real system A(λ). Consideration of the case = 1 immediately shows that that real diagonalising SPTs cannot be found in general for real systems. Complex eigenvalues can arise in the first-order case, = 1, and it is simple to reason that a real diagonalising SPT could only exist for a real first-order system if all of the system eigenvalues are real.
Note that for a first-order system, the eigenvalues must all be real if A 0 and A 1 are both positive definite. It is also obvious by extension that if a real diagonalising SPT exists for any (n × n) system of odd order whose coefficient matrices are real, that system must have at least n real eigenvalues and it follows that real diagonalising SPTs may not exist for many systems of odd order.
Consideration of the case = 2, however, is more interesting. Provided that the system is not defective, there is always a real diagonalising SPT. Garvey et al. [9] proved this for the case of non-singular A 2 by providing an algorithmic route by which the diagonalising SPT can be obtained from the solutions for the generalised eigenvalue problem.
Caughey and O'Kelly [6] produced a criterion for whether three matrices, {A 0 , A 1 , A 2 } ∈ R n×n could be diagonalised simultaneously. Their criterion was that
Second-order systems satisfying this criterion are called classically damped. In fact, this criterion only determines whether a second-order system can be diagonalised by a conventional structure-preserving transformation. If general structurepreserving transformations are allowed, then the only real second-order systems for which all three matrices cannot be simultaneously diagonalised are defective systems.
Evidently from (14) , some norm of (
2 A 1 ) could be used as a measure of the degree to which a second-order system is not classically damped--the degree of non-proportionality [19] . This particular measure is obviously flawed since a scalar multiplication of the system will result in a change to the measure. Two more satisfactory measures are mentioned in the examples.
For the second-order system
representing any SPT according to Eq. (6) can each be partitioned into four (n × n) blocks thus
The structure of matrices {T L , T R } ∈ R 2n×2n representing the diagonalising SPT for any second-order system reflects properties of the system itself.
, then (with appropriate choice of how to group any real roots into pairs and appropriate scaling)
, the system is conservative, and with appropriate scaling
To prove these above properties of the diagonalising SPTs directly would require a deep incursion into the structure of the T L and T R . However substantial insight into these emerges in Section 8.
Isospectral systems
The set of eigenvalues of the system A(λ) ∈ L (n×n) may be defined as the set of all λ such that non-trivial solutions, q(λ), exist for Eq. (1) when f (λ) = 0. System eigenvalues can be determined by obtaining some linearisation of the problem such as (2) with f (λ) = 0 and then solving the generalised eigenvalue problem defined by augmented matrices {A k , A k+1 }. When A is non-singular, the eigenvalues of A(λ) are finite as is the companion matrix,
, could be said to be isospectral to A(λ) if these two systems have identical eigenvalues. However, a stronger definition is used in this paper.
Definition 7 (Isospectral systems). The two systems,
are isospectral if there exists some invertible SPT mapping one to the other.
In an expanded form, this definition means that for some invertible matrices
If A is invertible and if B(λ) is isospectral to A(λ), then B must also be invertible. Suppose for the moment that A is invertible and that all eigenvalues are distinct. Then some invertible matrices {U A , V A } ∈ C ( n× n) and {U B , V B } ∈ C ( n× n) can be found such that
where is a diagonal matrix of eigenvalues. Setting
shows that the above definition of isospectrality is equivalent to the weaker criterion of identical eigenvalues where the system eigenvalues are all distinct. Note that Theorem 1 can be invoked to ensure that since {T L , T R } preserve structure for the ( − 1)th and th augmented matrices, they must preserve structure for all of the augmented matrices. There are systems having the same eigenvalues which cannot be related by invertible SPTs. This can occur when eigenvalues are repeated in which case it is possible that the Jordan canonical form for (A −1 A −1 ) is different from the Jordan canonical form for (B −1 B −1 ). The condition that two systems are related by an invertible SPT is sufficient to ensure that the eigenvalues of the two systems are identical but it is not strictly necessary.
The definition provided above for isospectral systems can be applied when neither A 0 nor A is invertible and even when A(λ) ∈ L (m×n) with m / = n.
Isospectral flows
. It will be convenient in this and subsequent sections to refer to the system as {A 0 , A 1 , A 2 . . . A } knowing that Eq. (1) relates this to A(λ) since the system itself can then be allowed to be dependent on a scalar variable, σ without risking any confusion between σ and λ. From this point onward, the general ith coefficient matrix will be written A i (σ ).
Definition 8 (Isospectral flows). An isospectral flow is a trajectory of systems
} parameterised by a single real scalar parameter, σ , which is differentiable with respect to σ and which obeys the constraint that system {A 0 (σ ),
Isospectral flows have been investigated extensively to gain insight into the structure of numerical algorithms for solving the standard eigenvalue problem [4, 5, 21] and they have been used directly in some cases as solution methods for eigenvalue problems (for example [2, 3, 7, 18] ).
Consider applying the following transformation to the first-order system {A 0 ,
Moreover, this is a conventional transformation since these are the only SPTs possible for order-1 systems. Now allow that {T L , T R } depend on the real scalar parameter, σ but consider {A 0 , A 1 } to be fixed. Differentiate Eqs. (18) and (19) with respect to σ to finḋ
Implicitly, in (20) and (21), matrices N L (σ ) ∈ C m×m and N R (σ ) ∈ C n×n are defined as
Evidently, these definitions rely on {T L , T R } being invertible. In all subsequent discussion about isospectral flows, it will be assumed that the SPT at σ = 0 is the identity transformation--that is B 0 (0) = A 0 and B 1 (0) = A 1 . In the present case, this means that
Premultiplying (22) and (23) by T L (σ ) and
Given any two continuous one-parameter matrix trajectories, (20) and (21) will be of the form (18) and (19) respectively with {T L (σ ), T R (σ )} being determined by (24) and (25). Gladwell [13] [14] [15] has applied this concept extensively to investigate isopectral transformations constrained to preserve certain properties of undamped mechanical systems. Note that there are essentially two ways by which
One possibility is to integrate Eqs. (20) and (21) directly. The alternative is to integrate Eqs. (24) and (25) to determine {T L (1), T R (1)} and then to apply Eqs. (18) and (19) . In the latter case, an analytical solution is known for the case where {N L (σ ), N R (σ )} are both constant matrices for all σ . This solution is simply The standard eigenvalue problem arises directly as a special case of (1) with = 1, m = n, A 1 = −I n and f (λ) = 0. The above isospectral flow maintains
The main purpose of this paper is to extend the concept of isospectral flows in full generality to systems of higher order. For the general system of order , (24) and (25). These transformation matrices then describe an isospectral flow in the form
The transformations occurring here are pure conventional transformations. For systems of order higher than 1, this does not represent the full space of isospectral flows.
Isospectral flows for higher order systems
As before, let {A 0 , A 1 , A 2 . . . A } ∈ C m×n be the coefficient matrices of a λ-matrix of order and let
( m× n) be the associated Lancaster augmented matrices following the definitions given in Section 2.
Matrices T L ∈ C ( m× m) and T R ∈ C ( n× n) represent a structure-preserving trans- 
and witḣ
for some finite square matrices N L ∈ C m×m and N R ∈ C n×n . The Jacobi identity [12] , guarantees that {T L (σ ), T R (σ )} are invertible for all σ .
Consider that {A 0 , A 1 , A 2 . . . A } are all constant in Eq. (6) and that matrices {B 0 , B 1 , B 2 . . . B } all depend on σ as a result of the dependence of {T L , T R } on σ . The constraints of structure-preservation require that for all k in the range [0, ],Ḃ k must be the kth Lancaster augmented matrix for the system {Ḃ 0 ,
In the following subsections, conditions are derived for the preservation of structure in systems of orders = 2, 3 and 4 respectively. The derivations require that the system is square (m = n), and that both A 0 and A are invertible. In view of Theorem 1 and the assumptions, these conditions can be determined by addressing the conservation of structure in B −1 (σ ) and B (σ ). It is shown that these conditions are both sufficient and necessary under the assumptions. Sufficiency can be demonstrated in the fully general case where m / = n. Appendix C provides the wherewithall to show that the conditions derived are actually necessary the wider set of regular systems.
Isospectral flows for second-order systems
For convenience, define the partitions of N L and N R as
All of the quantities in Eq. (31) are dependent on σ in general but this dependence is not explicitly shown here. For the remainder of the paper, the explicit indication of dependence on σ is omitted for reasons of space. The requirement that structure is preserved dictates that
Expansion of these equations leads to five matrix constraints.
It is immediately obvious that (N L11 + N L22 ) and (N R11 + N R22 ) have no effect on the validity of these equations and they can be set arbitrarily. Since we can rely on B 0 and B 2 being non-singular here, we can choose any one of {N R12 , N R21 , N L12 , N L21 }, and then uniquely determine all of the remaining unknown matrices. Choose N R12 = −LB 2 for any arbitrary matrix L ∈ C n×n to discover that the general form of solution to (32) and (33) is
where matrices {N R , L, N L } can be chosen arbitrarily. The following theorem emerges naturally.
Theorem 3. Any trajectory
where (33)). Employ the definitions of (29) and (30) noting that T L and T R are always invertible. All three equations are inherently satisfied. Then substitute (39) and (39) into (32) and (33) to complete the proof.
We can be more specific. Appendix C shows that the conditions of (41)- (43) are necessary for every isospectral flow of regular systems. We conclude this subsection with a remark on symmetries. Any symmetries of B 0 , B 1 or B 2 must also apply for their derivatives.
From (41) to (43) we may deduce:
Isospectral flows for third-order systems
Now consider third-order systems ( = 3) and define the partitions of N L and N R as
The requirement that structure is preserved dictates that 
Provided that B 0 and B 3 are non-singular, these conditions are sufficient. Expansion of these equations leads to 14 matrix constraints. Five of these constraints emerge from the zero blocks within B 2 , one arises from the double occurrance of B 3 within B 2 , three more are a consequence of the zero blocks within B 3 , a further three arise from the triple occurrance of B 3 within B 3 and the final two come about because B 2 also occurs twice in B 3 . These equations are expanded in the above order
Once again, it is immediately obvious that adding any arbitary quantity to {N L11 , N L22 , N L33 } simultaneously has no effect on the validity of these equations. Similarly adding any arbitary quantity to {N R11 , N R22 , N R33 } simultaneously has no effect on their validity. Again we can rely on B 0 and B 3 being non-singular here and there are 14 matrix equations in 16 matrix quantities. If we choose N R13 and N R31 , it is simple to verify that all remaining quantities in N L and N R can be determined uniquely. Set N R13 = −L 1 B 3 and N R31 = L 2 B 0 with {L 1 , L 2 } ∈ C n×n to discover that the general form of solution to (45) and (46) may be written
where matrices {N R , L, N L } ∈ C n×n can be chosen arbitrarily. The following theorem emerges naturally.
Theorem 5. Any trajectory {B 0 (σ ), B 1 (σ ), B 2 (σ ), B 3 (σ )} of systems of order 3 is an isospectral flow if
four continuous one-parameter families of matrices whose dimensions are consistent with (63)-(66).
Proof. Create N L and N R according to (61) and (62). Differentiate Eq. (6) w.r.t. σ for k = 0, 1, 2, 3 recognising that A k constant. Four equations result (two of which are identical to (45) and (46)). Employ the definitions of (29) and (30) noting that T L and T R are always invertible. All four equations are inherently satisfied. Substitute (61) and (62) into (45) and (46) to complete the proof.
As before, we can be more specific. Again, Appendix C provides for the extension of Theorem 6 to all regular systems.
Isospectral flows for fourth-order systems
The development is, by now, relatively easy to anticipate. Define the partitions of N L and N R as follows
The requirement that structure is preserved dictates that
Expansion of these equations leads to 27 matrix constraints. This time, these constraints are not set out explicitly and we simply state one convenient parameterisation of all of the solutions. The general form of solution to (68) and (69) may be written
where matrices {N R , L A , L B , L C , N L } can be chosen arbitrarily. The following theorem expresses the ODEs governing the trajectories of the individual coefficient matrices in the system.
Theorem 7. Any trajectory
{B 0 (σ ), B 1 (σ ), B 2 (σ ), B 3 (σ ), B 4 (σ )} of
systems of order 4 is an isospectral flow iḟ
five continuous one-parameter families of matrices whose dimensions are consistent with (72)-(76).
Proof. Create N L and N R according to (70) and (71). Differentiate Eq. (6) w.r.t. σ for k = 0, 1, 2, 3, 4 recognising that A k constant. Five equations result (two of which are identical to (68) and (69)). Employ the definitions of (29) and (30) noting that T L and T R are always invertible. All four equations are inherently satisfied.
Once again, we can be more specific. (70) and (71) showed that no other form of N L (σ ) and N R (σ ) was possible.
Isospectral flows for systems of order > 4
We have shown for systems of orders 2, 3 or 4 that provided that N L and N R are constructed in a particular way, the resulting trajectories of systems defined by (29) and (30) and by (6) are necessarily isospectral. This finding applies for all matrix dimensions. It is obvious to question whether the results extend naturally to higher order systems. We conjecture that these findings do extend to systems of arbitrarily high order by relatively obvious procedures of following patterns. The purpose of this final subsection is to highlight these patterns.
Firstly, examine the structure of matrices N L and N R . In the descriptions of these matrices for = 4, the matrices for = 3 are evident in two different ways: either set B 4 = 0 or set B 0 = 0. This observation alone can be used to determine most of the content of the matrices in Eqs. (70) and (71) directly from (61) and (62). A similar observation could be used to extend the results for = 4 up to the case = 5. It is then trivial to verify that structure is preserved in all augmented matrices. Similar reasoning applies to the equations governingḂ k for all k. Each such equation must always contain the two terms (B k N T L + N R B k ) since these terms represent the space of all conventional transformations. The other terms all have a commutator product nature in the form (B p L q B r − B r L q B p ) with p > r. These commutator terms correspond to the unconventional components of the flow. Given values for the subscripts p, q, r, it is immediately obvious whichḂ k this applies to using the relation k = (p + r − q). All but one of the commutator terms of Eq. (72) is present in (63) and the missing one is easily inserted by inspection. All but one of the commutator terms of Eq. (73) is either present in (64) or evident from (63). Again, the missing term is easily inserted by inspection. All of the commutator terms from Eq. (74) can be anticipated from (64) and (65) with no exceptions.
We make no attempt to prove that the flow equations obtained by such patternfollowing span the complete space of all possible isospectral flows for higher order systems. However we conjecture that provided that B 0 (0) and B (0) are both invertible, this is the case. Appendix C extends the scope of this conjecture.
Note, finally that if B 0 (0) = 0 for some system, then B 0 (σ ) = 0 for all σ --irrespective of the order of that system. The same is true for B (0) = 0.
Examples
Three different examples are presented in this section. In all three examples the matrices {N L , L, N R } ∈ R n×n parameterising the flow are independent of the parameter, σ , and the system is second-order and symmetric throughout the flow. Two of these examples are presented for the same original system for which m = 8 = n. In one case, the effects of the matrices N L , N R are explored (the pure conventional flow). The effects of matrix L are explored in the other case. These two examples demonstrate that:
1. Periodic behaviour can be observed in either pure conventional or pure unconventional flows.
If the rank of the matrices {N
n×n is low for all values of σ , then the rank of the total changes to each one of the system matrices is also low.
In the third example, an arbitrary isospectral flow is carried out on a second-order system that is originally diagonal (and hence it is implicitly classically damped). The flow is parameterised by three constant matrices N L , L, N R ∈ R n×n with L being non-zero. As a result of this, the extent of non-proportionality of the system (cf. [19] or [20] ) changes. Perhaps the most interesting aspect of this example is that if the flow is operated backwards from the final system (σ = 1), the original diagonal system is restored. This is the first instance of an isospectral flow being used to diagonalise simultaneously the three coefficient matrices of a λ-matrix of degree 2. The original system in this case is deliberately chosen to have B 0 (0) singular and the numerical integrations bear out the expectation that B 0 (σ ) is singular for all σ . 
Example
The isospectral flow is defined by Eqs. (41)- (43) with 
Because N L , N R skew-symmetric, transformation matrices T L (σ ), T R (σ ) are each orthogonal (exponentials of skew-symmetric matrices) and the flow is therefore periodic. Figs. 1-3 show the trajectories of entry (1,1) of {B 0 (σ ), B 1 (σ ), B 2 (σ )} respectively. Matrix B 2 (0) was deliberately not chosen to be the identity matrix in this case so that non-zero changes could be observed in this matrix also. The total matrix changes
) are rank-4 in this case for all σ and it is straightforward to prove this. This feature (that low-rank definitions of the flow result in low-rank changes to the system matrices) is extremely important in the practical implementation of isospectral flow methods for eigenvalue solutions. 
Example B
The above type of isospectral flow is possible with λ-matrices of degree 1 and as such it is familiar to most practitioners. Eqs. (20) and (21) 
Example C
In this case, a low-dimensional system is chosen as there is no intention to draw any conclusions about the rank of changes occurring. The original system in this case is given by
The matrices N L , L, N R parameterising the flow are given by
and
Figs. 7-9 show the trajectories of entry (1,1) of each of {B 0 (σ ), B 1 (σ ), B 2 (σ )} respectively. At σ ≈ 0.236, entry (1,1) of B 0 (σ ) comes close to zero but it cannot cross the zero (its lowest value in Fig. 7 is 0.013). The rank of B 0 (σ ) is 2 throughout the integration. Fig. 10 shows a plot of non-proportionality as defined by Tong et al. [20] varying with respect to σ . Its initial value is zero. 
An interesting aspect to the above matrices is that B 1 (1) has one negative eigenvalue and yet the system is stable.
Performing only a slight modification to the initial conditions in this example produces an illustration of the complete generality of the isospectral flow equations. Setting 
Conclusions
A definition for structure-preserving transformations of λ-matrices (systems) of arbitrary order has been presented. Any two regular λ-matrices are isospectral if and only if they are related by an invertible structure-preserving transformation. This definition of isospectrality permits extension to rectangular systems. Isospectral flows are differentiable trajectories of systems which are isospectral under this definition.
The primary result of the paper has been the exposure of the sets of isospectral flow equations for systems of orders 2, 3 and 4 (Eqs. (41)- (43), (63)- (66) and (72)-(76) respectively). These sets of coupled ordinary differential equations guarantee that an isospectral flow is obtained. For a large subset of all initial systems (the systems in which B 0 and B are invertible), the derivations in the body of the paper prove that these sets of ordinary differential equations span the space of all possible isospectral flows. The contents of Appendix C extend this observation to the set of all regular systems.
The primary motivation behind this paper is to contribute to the use of structurepreserving transformations in the analysis of real second-order systems and especially in the solution of real quadratic eigenvalue problems. It is possible that the isopectral flows described here may be employed directly in some algorithms if suitable methods for the determination of N L (σ ), L(σ ), N R (σ ) can be evolved such that the general non-defective system, {B 0 (σ ), B 1 (σ ), B 2 (σ )} converges to diagonal form as σ → ∞.
It is also possible that further study of these flows (especially with fixed low-rank N L (σ ), L(σ ), N R (σ )) will lead to methods whereby discrete structure-preserving transformations can be devised which transform a system to tridiagonal form in a finite number of direct steps following (by analogy) methods such as that described by Garvey et al. [10] for the case of λ-matrices of degree 1. 
Second Order Systems in
(A.1)
B. Structure-preserving transformations for = {2, 3}
C. Transforms of the independent variable
This appendix addresses square systems of order , A(λ) ∈ L (n×n) which are not rank deficient according to Definition 3 in the main body of the text. Conclusions drawn in the main body of the text about square systems for which A 0 and A are non-singular are shown here to extend a much wider set of systems through the following steps:
• A transform is carried out on the original system, A(λ) ∈ L (n×n) , to produce a different system B(β) ∈ L (n×n) with B 0 and B invertible.
• The relationship between the augmented matrices of these two systems is proved to be always bijective.
• It is shown that an invertible SPT on system A(λ) mapping A(λ) onto C(λ) has a corresponding invertible SPT on system B(β) mapping B(β) onto D(β).
C.1. Rational transforms of the independent variable
In this appendix, the following specific class of transforms is considered.
where {a, b, c, d} are constants and β becomes the new independent variable. Such transforms are referred to as spectral transforms in Bai et al. [1] . Substitute (C.1) into (1) and multiply both sides by (cβ + d) to see that a new equation in the form of (1) is obtained. Four constants appear in (C.1) where only three appear necessary because the cases where either c = 0 or d = 0 are not excluded. Any transform in the form of (C.1) can be constructed as a sequence of simpler transforms: a shift, a scaling, an inversion, a second shift and a second scaling. A shift takes this form:
with e being a constant (not the exponential). An inversion takes this form
A scaling takes the form
with f being a constant. The scaling and inversion transforms are dealt with first because of their relative simplicity. Scaling results in
and the relationship between the augmented matrices of the two systems is given by
The effects of the inversion transform are most easily expressed by defining P k as this (k × k) matrix Because X(e) is lower-triangular with 1's on its diagonal, it must be invertible. In fact, X(e)X(−e) = I for all e. Note also that A ≡ B . Now, it is relevant to question how the augmented matrices of the two systems are related. This relationship can be expressed as It would be disproportionate to include the developments behind (A.13) and (A.14). However, they can be developed and verified for (1 × 1) systems and the verification, at least, is completely straightforward. The notation in these equations is slightly misleading since it implies that C k is the kth augmented matrix for some system but this is true only for C (which is identical to A ).
The relevance of the foregoing material in this appendix may now be stated. Any sequence of shift, inversion and scaling transforms of the independent variable corresponds to a single transform in the form of (C.1) and this always has a welldefined and unique reverse transformation in the same form.
Suppose that there is some invertible SPT which maps system A(λ) to C(λ). Suppose that a transform of independent variable is carried out such that A(λ) is transformed to B(β) and C(λ) is transformed to D(β). Some invertible SPT must exist which maps B(β) onto D(β).
The central argument in this appendix is that we can apply (C.1) to transform some original system A(λ) ∈ L (n×n) to a new system B(β) ∈ L (n×n) with the result that B 0 and B are invertible. We can apply theorems from the main body of this paper which are proven for this special case of square systems. Then the scope of these theorems can be broadened by doing the reverse transformation. For systems which are regular according to Definition 3 of the main body of the text, most choices of the constants {a, b, c, d} result in the new system B(β) having invertible B 0 and B . Using λ very loosely here to represent the independent variable at any stage of the transform: The first shift operation will make the coefficient matrix of λ 0 invertible. The inversion operation will swap the coefficient matrices for λ 0 and λ so that now the coefficient matrix for λ is invertible. A further shift operation makes the coefficient matrix for λ 0 invertible again and does not affect the coefficient matrix for λ .
The theorems of relevance in the main body are:
• (Theorem 1). If two invertible transformation matrices {T L , T R } preserve structure for any two of the augmented system matrices of a (n × n) system of order , it must preserve structure for all ( + 1) of them.
• (Theorem 2). A diagonalisable SPT exists for every non-defective square system.
• (Theorem 4). The only isospectral flows available for a square system of order 2 are those that can be defined by Eqs. Corresponding to {T L , T R }, there must be two matrices {S L , S R } that preserve structure of two independent linear combinations of the augmented matrices of C(β). Because C 0 and C invertible, Theorem 1 proves that the same {S L , S R } must preserve structure for all of the augmented matrices of C(λ).
To broaden Theorem 2 is more straightforward. Find any transform following (C.1) such that A(λ) maps onto C(β) with C 0 and C invertible. Apply the algorithm described in the proof for Theorem 2 to compute the diagonalising SPT for C(β). Hence find D(β) diagonal. Transform this back to find B(λ) diagonal and related to A(λ) by some SPT.
The extensions of Theorems 4, 6 and 8 are obvious.
