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Abstract. We prove a version of quantum geometric Langlands conjecture in characteristic p.
Namely, we construct an equivalence of certain localizations of derived categories of twisted crys-
tallineD-modules on the stack of rankN vector bundles on an algebraic curve C in characteristic p.
The twisting parameters are related in the way predicted by the conjecture, and are assumed to
be irrational (i.e., not in Fp). We thus extend the results of [BB] concerning the similar problem
for the usual (non-quantum) geometric Langlands.
In the course of the proof, we introduce a generalization of p-curvature for line bundles with
non-flat connections, define quantum analogs of Hecke functors in characteristic p and construct
a Liouville vector field on the space of de Rham local systems on C.
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1. Introduction
Fix an algebraic curve C and a reductive group G. The geometric Langlands correspondence
(GLC) is a conjectural equivalence of derived categories between D-modules on the moduli space
BunG of G-bundles on C and quasi-coherent sheaves on the moduli space Loc of local systems
for the Langlands dual group LG. It has a classical (commutative) limit which amounts to the
derived equivalence of Fourier–Mukai type between Hitchin fibrations for G and LG. The latter is
a fibration T ∗BunG → B over an affine space with generic fibers being abelian varieties (or a little
more general commutative group stacks).
In [BB], a characteristic p version of GLC is established. Namely, the setup of crystalline (i.e.,
without divided powers) D-modules in positive characteristic is considered. In this setting, the
category of D-modules does not get far from its classical limit: it is described by a Gm-gerbe on
the Frobenius twist of the cotangent bundle. So the GLC becomes a twisted version of its classical
limit. Based on this reasoning, the GLC is constructed “generically” for the case of general linear
group G = GLN .
In this paper, we apply the same technique to the quantum version of GLC introduced by
B. Feigin and A. Stoyanovsky in [S1, S2]. This deformation of GLC has been studied in [KW, K]
in relation to quantum field theory (see also [Fr]), and in [G1, G2] in the new approach geometric
Langlands. It has the same classical limit, but now both sides are “quantized.” We note that in
the abelian case when G = Gm (i.e., N = 1) the quantum GLC is realized as a Fourier–Mukai
transform on the Jacobian (or the Picard stack) of C, and falls in the framework of [PR].
Now, considering quantum geometric Langlands in characteristic p, we get (generically) a twisted
version of the same Fourier–Mukai transform as for the classical case. However, the proof that the
twistings on both sides are interchanged by the Fourier–Mukai transform is more complicated than
in the case of usual GLC, and contains several new ingredients. Also, we restrict to the case of
irrational parameter c because there is a certain degeneration happening at rational c.
First, we need a description of the category of modules for a twisted differential operator (TDO)
algebra. The center of a TDO was already described in [BMR], but the description of the corre-
sponding gerbe presented here seems to be new. A convenient language for this turns out to be that
of extended curvature—an invariant of a line bundle with a (not necessarily flat) connection taking
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values in a canonical coherent sheaf F on the Frobenius twist of the variety. This is a generalization
of the p-curvature of flat connections. Just as with the usual p-curvature, every section of F defines
a gerbe whose splittings correspond to connections with that extended curvature. Now, if L is a
line bundle and c ∈ k \ Fp then the gerbe describing DLc corresponds to c · αL where αL is the
extended curvature of the pullback of L to the associated twisted cotangent, equipped with the
canonical (“universal”) connection.
We then apply this to the determinant bundle on Bun whose corresponding twisted cotangent is
identified with Loc. So, to construct the desired equivalence, we have to split a gerbe on the fiber
product of dual p-Hitchin fibrations Loc → B(1). (Although for GLN the p-Hitchin fibrations are
the same, we use differently scaled projections to the Hitchin base.) This is done by constructing
an explicit line bundle with connection on this fiber product. The problem then reduces to proving
certain equality involving θ˜ = αL for L being the determinant bundle on Bun, and the torsor
structure on the p-Hitchin fibration.
We prove this property for another section θ˜0 of FLoc and then show that θ˜ = θ˜0. The section θ˜0
is constructed from a vector field ξ0 on Loc lifting the differential of the standard Gm-action on the
Hitchin base. This vector field comes from an action of fiberwise dilations of T ∗C(1) on the gerbe
describing D-modules. Such structure is not unique (it depends on the choice of lifting of C to the
2nd Witt vectors of k), however the corresponding vector fields ξ0 all differ by Hamiltonian vector
fields and give rise to the same θ˜0.
1.1. Quantum geometric Langlands conjecture. Let C be a smooth irreducible projective
curve of genus g > 1 over an algebraically closed field k of characteristic 0 and G a reductive
algebraic group. We denote by BunG = BunG(C) the moduli stack of G-bundles on C. The
quantum geometric Langlands correspondence is a conjectural equivalence between certain derived
categories of twisted D-modules on BunG and BunLG where LG denotes the Langlands dual group.
The twistings should correspond to invariant bilinear forms on the Lie algebras of G and LG that
induce dual forms on the Cartan subalgebras (up to the shift by the critical level). When one of the
forms tends to 0 the other tends to infinity, which corresponds to degeneration of the TDO algebra
into a commutative algebra of functions on a twisted cotangent bundle to BunG. This shows that
the quantum geometric Langlands is a deformation of the classical geometric Langlands, which is
an equivalence between the category of (certain) D-modules on BunG and the category of (certain)
quasi-coherent sheaves on the stack LocLG of
LG–local systems on C.
We will be interested in the case G = GLN—the general linear group. In this case, we think of
the quantum Langlands correspondence as an equivalence
D
BunN ,Lcdet⊗ω
1/2
Bun
-mod ∼→ D
BunN ,L−1/cdet ⊗ω
1/2
Bun
-mod
where Ldet is the determinant line bundle on BunN = BunG = BunLG given by (Ldet)b =
det RΓ(C, Eb) for any b ∈ BunN where Eb denotes the rank N vector bundle corresponding to b,
and ωBun is the line bundle of top forms (determinant of cotangent complex) on Bun. (There is a
subtle question of what kind of D-modules one should consider, but we’ll ignore it for now.)
1.2. Geometric Langlands for D-modules in characteristic p. In [BB], R. Bezrukavnikov
and A. Braverman established a version of the classical geometric Langlands correspondence for
“crystalline”D-modules over a field k of characteristic p > 0. Recall that, for a smooth scheme X
over k, the sheaf DX of crystalline differential operators is defined as the universal enveloping
algebra of the Lie algebroid TX of vector fields on X. The main tool for studying modules over
such algebras is their Azumaya property (see [BMR]). Namely, DX turns out to be isomorphic
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to (the pushforward to X of) an Azumaya algebra D˜X on T ∗X(1)—the cotangent bundle to the
Frobenius twist of X. This allows one to identify the category of D-modules on X with the category
of coherent sheaves on a Gm-gerbe on T ∗X(1).
This observation is generalized in [BB] to the case of (a certain class of) algebraic stacks. Namely,
for an irreducible smooth Artin stack Y over k with dimT ∗Y = 2 dimY (i.e., Y is good in the
sense of [BD]), they construct a sheaf D˜Y of algebras on T ∗Y (1) with properties similar to the
Azumaya algebra D˜X described above. The pushforward of D˜Y to Y (1) is isomorphic to FrY ∗DY
where DY is the sheaf of differential operators as defined in [BD]. Moreover, the restriction of D˜Y
to the maximal open smooth Deligne–Mumford substack of T ∗Y (1) is an Azumaya algebra.1
The stack BunN is almost “good,” namely, it locally looks like product of a good stack and BGm.
So one can apply the above construction to Y = BunN to get an Azumaya algebra on T ∗Bun
(1)
N =
Higgs(1). The latter stack is the total space of the Hitchin fibration h(1) : Higgs(1) → B(1) whose
generic fibers are Picard stacks of (spectral) curves. On the dual side, one has the “p-Hitchin” map
Loc → B(1) given by p-curvature. Generic fibers of this map are torsors over the same Picard
stacks, and each point of such a torsor (which corresponds to G–local system on C with given
spectral curve) gives a splitting of D˜Bun on the corresponding fiber of H(1). This splitting defines
a Hecke eigensheaf corresponding to the local system. The geometric Langlands is thus realized as
a twisted version of Fourier–Mukai transform.
1.3. Main result. In this paper, the same ideas are applied to quantum geometric Langlands
correspondence. To that end, we generalize the above Azumaya algebra construction to the case of
twisted differential operators. The only TDO algebras we will encounter are of the form DLc where
L is a line bundle and c ∈ k (and external tensor products of such). In this case, the situation is
essentially analogous to the non-twisted case, except that the Azumaya algebra will now live on
the twisted cotangent bundle, where the twisting is given by (cp − c) times the Chern class of L(1)
(cf. [BMR]). We will only consider the case of irrational c (i.e., c 6∈ Fp): in this case one can identify
this twisted cotangent bundle with the Frobenius twist of the space T˜ ∗LX of 0-jets of connections
on L. This is discussed in 2.3.
It is not hard to extend it to the stack case using the above-mentioned results from [BB] for
usual D-modules on stacks. Thus, for a line bundle L on a good stack Y , one gets an Azumaya
algebra D˜Y ,Lc on the smooth part of (T˜ ∗LY )(1). (For a discussion of twisted cotangent bundles to
stacks, see A.1.)
We apply this to the determinant bundle Ldet on Bun. One can check (see Appendix A) that the
corresponding twisted cotangent is identified with the moduli space Locω1/2 of rank N bundles on C
endowed with an action of the TDO algebra Dω1/2 . In fact, we can identify Locω1/2 with Loc by
tensoring bundles with ω⊗(p−1)/2. Thus, both sides of the quantum Langlands are described (again,
generically over the Hitchin base) by certain gerbes on (Loc◦)(1). Here Loc◦ = Loc ×B(1) (B◦)(1)
and B◦ ⊂ B is the open part parametrizing smooth spectral curves. Using the p-Hitchin map
as above (this time to B(2)), we see that these gerbes live on two torsors over the relative Picard
stack mentioned above. So we get again two “twisted versions” of the derived category of coherent
sheaves on this Picard stack. In contrast to the classical (non-quantum) case, however, we have
1In fact, this construction can be strengthened, namely, one can define a Gm-gerbe on all of T ∗Y (1), not just its
smooth part, as we show in 2.5. This gerbe classifies D-modules on Y , defined in a way similar to [BD, Sect. 1.1].
The “regular” (as in “free rank 1”) D-module, however, corresponds to a coherent sheaf on this gerbe which is locally
free only on the smooth part—that’s why D˜Y , which is (opposite of) the endomorphism algebra of this coherent
sheaf, is an Azumaya algebra only on that smooth locus.
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both “torsor” and “gerby” twists on each side. These two kinds of twists are interchanged by
Fourier–Mukai duality.
In other words, we prove the following:
Theorem 1.1. Suppose p is large enough relative to N and the genus of C.2 Then there is an
equivalence between bounded derived categories of modules for Dc = D˜Bun,Lcdet |(Loc◦)(1) and D−1/c =
D˜
Bun,L−1/cdet
|(Loc◦)(1) . The corresponding kernel is a splitting of Dc Dop−1/c ∼ Dc D1/c on the fiber
product (Loc◦)(1) ×B(2),cp (Loc◦)(1) where the projection from the second factor to B(2) is modified
by the action of cp ∈ Gm. If we choose, locally on B(2), a trivialization of the torsor Loc(1) → B(2),
then there are splittings of Dc and D−1/c such that the equivalence is identified with the Fourier–
Mukai transform on the Picard stack Pic((C˜ ◦)(2)/B(2)). (Here C˜ ◦ ⊂ T ∗C ×B◦ is the universal
spectral curve.)
Note that, although the underlying spaces of the torsors are the same on both sides (namely
(Loc◦)(1)), in order to make the duality work, one has to normalize the projection toB(2) differently.
This can also be guessed by considering what happens at rational c (including c = 0,∞).
We also remark that, although there are no critical twists mentioned in the statement of the
theorem, for a smooth variety X in characteristic p > 2 there is always an equivalence DX -mod ∼→
D
X,ω
1/2
X
-mod (and similarly for Lc-twisted versions) given by tensoring by ω⊗(1−p)/2X .
1.4. Extended curvature. So, all we need to check is that the torsors with gerbes corresponding
to Dc and D−1/c are interchanged by Fourier–Mukai duality. For that purpose we need a description
of gerbes attached to TDO algebras. Recall that in the non-twisted case, the splittings of D˜X on
an open subset U (1) ⊂ T ∗X(1) correspond to line bundles on U with flat connection of p-curvature
equal to the canonical 1-form on T ∗X(1).
To extend this description to the TDO case, we introduce a generalization of the notion of p-
curvature to non-flat connections. For a line bundle L with connection ∇ on a smooth variety X,
we define in 2.6 a section c˜urv(L,∇) (called the extended curvature) of the quotient sheaf FX of Ω1X
by locally exact forms. This sheaf maps to Ω2X via de Rham differential; this map carries c˜urv(L,∇)
to the usual curvature. On the other hand, for flat connections, c˜urv(L,∇) is a section of closed
modulo exact forms, which corresponds to the p-curvature of ∇ under Cartier isomorphism. This
construction also allows, starting from a section α ∈ FX (such a section will sometimes be referred
to as a generalized one-form), to define a Gm-gerbe on X(1): its splittings correspond to line bundles
with connection whose extended curvature is equal to α.
Now, the pullback of any line bundle L to its associated twisted cotangent T˜ ∗LX acquires a canon-
ical connection. If αL denotes the extended curvature of this connection, the gerbe on (T˜ ∗LX)
(1)
corresponding to the Azumaya algebra D˜Lc for c ∈ k \ Fp is obtained from the above construction
applied to cαL.
1.5. The Poincare´ bundle. Then we construct an explicit kernel of the equivalence (an analogue
of the Poincare´ bundle). This is a line bundle with connection on the fiber product of two copies
of Loc◦ over the Hitchin base (see formula (5.8)). The construction is similar to that of Poincare´
bundle on the square of the Picard stack of a curve:
Poincare´(L,L′) = det RΓ(L ⊗ L′)⊗ (det RΓ(L)⊗ det RΓ(L′))⊗−1.
2This assumption will only be used in the proof of Lemma 5.16 on generic transversality of fibers of two projections.
For the rest of the argument, p > 2 is sufficient.
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Namely, the determinant bundle on the Picard stack gets replaced by the determinant bundle on
Loc◦ with “tautological” connection (the same one that is used to describe the gerbe on (Loc◦)(1)),
while the role of tensor product of line bundles is played by the addition map on the fibers of the
p-Hitchin map:
Loc◦1 ×
B(1)
Loc◦c −→ Loc◦1+c.
Here subscripts indicate scaling of the projection to the Hitchin base. The fiber of Loc◦c classifies
splittings on the spectral curve of the gerbe corresponding to the canonical 1-form on T ∗C(1)
multiplied by c. This map can then be thought of as “tensoring over the spectral curve.”
The main difficulty is then to check that this bundle with connection has the correct p-curvature.
This reduces to a certain linear equality on the extended curvatures (formula (5.10)). This formula
can be interpreted as a kind of additivity of the generalized one-form c−1θ˜ on Loc◦c with respect to
the addition maps above, where θ˜ denotes the extended curvature of the tautological connection on
the determinant bundle.
1.6. The final step. In 5.5, we construct another generalized one-form θ˜0 on Loc
◦ (actually on
the maximal smooth part of Loc) whose image in Ω2 coincides with that of θ˜ (both are equal
to the symplectic form on Loc◦) but whose behavior with respect to the p-Hitchin map is more
controllable. We prove the additivity property for it, and then show that θ˜ = θ˜0. In fact, θ˜0 lifts to
an actual antiderivative θ0 of the symplectic form. Such antiderivatives correspond bijectively to
Liouville vector fields. We construct such a vector field using an equivariant structure of the gerbe
on T ∗C(1) under the Euler vector field. Such structures correspond to liftings of C to the 2nd Witt
vectors of k. Since θ˜ − θ˜0 is closed, it corresponds by Cartier to a 1-form β0 on (Loc◦)(1) and we
have to prove that it is 0.
The definition of Locc above makes sense for all c ∈ k; in particular, for c = 0 it gives Loc0 =
Higgs(1). On Higgs(1) we have the canonical 1-form θ
(1)
Higgs (as on a cotangent bundle). We prove
that both θ˜ and θ0 are compatible with θ
(1)
Higgs with respect to the action map
Loc◦0 ×
B(1)
Loc◦ −→ Loc◦.
In the beginning of Section 5 we prove this for θ˜. It is enough to prove it on the image of the
Abel–Jacobi map in Higgs, which in turn reduces to studying how the determinant bundle (with
connection) on Loc◦ changes when we twist the local system by a point of its p-spectral curve. In
fact, after passing from generalized one-forms to gerbes, the compatibility of θ˜ has an interpretation
in terms of the existence of what might be called “quantum (p-)Hecke functors” (see Remark 5.1),
which behave like usual Hecke functors of classical geometric Langlands, and can be compared to
the the category studied in [FL] which plays the same role for quantum geometric Langlands at
rational c in characteristic 0. The compatibility of θ0 with θ
(1)
Higgs is proved as part of the additivity
for θ0. (In fact, the additive family of 1-forms on Loc
◦
c constructed in 5.5 specializes to θ0 for c = 1
and to θ
(1)
Higgs for c = 0.)
From this we conclude that β0 descends to the Hitchin base. On the other hand, in 5.6 we
study the behavior of β0 with respect to the projection Loc → Bun. First, by a degree estimate
we show that the restriction to the fibers of this projection have constant coefficients. Then, a
global argument shows that in fact this restriction must be 0. The fibers of the two projections
Loc → B(1) and Loc → Bun are generically transversal (at least, we know how to prove this for
one of the components of Loc and generic C), which gives the desired equality β0 = 0.
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1.7. Further and related research. Here we briefly indicate some of the directions of future
research:
• In [A1], D. Arinkin constructed a version of Fourier–Mukai transform for derived categories
of compactified Jacobians of curves with plane singularities in characteristic 0. In [Gr],
M. Gro¨chenig extended this result to characteristic p (with some assumptions on p) and used
this to extend the equivalence of [BB] to the locus in B parametrizing reduced, but possibly
singular, spectral curves. It should be possible to do the same for quantum geometric
Langlands. One can also ask whether the restrictions on p can be relaxed.
• It is important in our construction that the “quantization” parameter c is irrational (c 6∈
Fp). It is therefore natural to ask whether one can extend this to rational c, including
c = 0 corresponding to the case of classical geometric Langlands. The degeneration of the
categories involved is similar (or at least related) to the case of degeneration of geometric
Langlands to its quasi-classical limit. This should also reduce the potential ambiguity in
the equivalence in Theorem 1.1.
• Tsao-Hsien Chen and Xinwen Zhu [CZ1, CZ2] generalized the results of [BB] from G = GLN
to the case of arbitrary reductive G. One can try to combine their techniques with those
of the present paper to establish quantum geometric Langlands for general G.
• Also worth mentioning here is the paper [N] by T. Nevins which establishes the “mirabolic”
version of Bezrukavnikov–Braverman results.
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case belongs to my adviser, Roman Bezrukavnikov. I am grateful to him for various ideas, as well
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their papers [CZ1] and [Gr] prior to publication. I thank Dennis Gaitsgory and the referees for
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Different parts of this paper were written while I was in Massachusetts Institute of Technology,
University of Chicago, and Harvard University as well as Hebrew University of Jerusalem. I thank
these institutions for hospitality and support.
Finally, I appreciate the effort of many people who contributed to my successful study, work and
life in all of these places.
This research was partially conducted during the period the author was employed by the Clay
Mathematics Institute as a Research Scholar.
2. Differential operators in positive characteristic
2.1. Frobenius morphisms and twists. For any scheme S of characteristic p (i.e., such that
pOS = 0) the absolute Frobenius FrobS : S → S is defined as idS on the topological space and
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Frob#S (f) = f
p on functions. For any S-scheme X
pi−→ S one constructs a commutative diagram
X
FrX/S
//
pi
""
FrobX
((
X(S)
pi(S)

WX/S
// X
pi

S
FrobS // S
where the square is Cartesian. We call the S-scheme X(S)
pi(S)−−−→ S the relative Frobenius twist
of X over S, and call FrX/S the relative Frobenius morphism. We will denote by •(S) the pullback
by FrobS or WX/S (i.e., the relative Frobenius twist over S). E.g., if E is a sheaf on X then
E(S) := W ∗X/SE , similarly for a relative differential form ω on X over S, ω(S) := W ∗X/Sω. In the
case S = Spec k we will drop “S” and write FrX and X
(1) instead of FrX/S and X
(S). The k’th
iterate of •(1) will be denoted •(k).
Note that FrX/S and WX/S induce mutually inverse isomorphisms of Zariski sites, which we use
to identify Zariski sheaves on X and X(S). Note that if S is spectrum of a field then WX/S is
actually an isomorphism of abstract schemes (but not of schemes over S).
2.2. λ-connections. Recall that a λ-connection on a vector bundle E on a smooth variety X is a
k-linear morphism of sheaves ∇˜ : E → Ω1 ⊗O E such that
∀f ∈ O ∀s ∈ E ∇˜(fs) = f · ∇˜s+ λ · df ⊗ s
where E is the sheaf of sections of E.
For λ 6= 0 if ∇˜ is a λ-connection then ∇ = λ−1∇˜ is a connection, and vice versa. In this case,
the curvature of a λ-connection can be expressed in terms of the ordinary curvature: F∇˜ = λ
2F∇.
The case λ = 0 can be thought of as a limit when λ → 0. In particular if E is trivialized, and
∇˜ = λd+ θ then F∇˜ = λdθ + θ ∧ θ
For a line bundle L on X and λ ∈ k, define a torsor T˜ ∗LλX over T ∗X whose sections are λ-
connections on L.
Remark 2.1. As a variety, T˜ ∗LλX is isomorphic to T˜
∗
LX := T˜
∗
L1X for λ 6= 0 and to T ∗X for λ = 0.
We now discuss the notion of curvature and flatness of a λ-connection.
Define the curvature of a λ-connection ∇˜ to be the section F∇˜ of Ω2 ⊗ End E corresponding to
the O-linear map ∇˜2 : E → Ω2 ⊗ E where ∇˜ is extended to Ω• ⊗ E by the following “Leibnitz rule”:
∇˜(ω ⊗ s) = (−1)degωω ∧ ∇˜s+ λ · dω ⊗ s.
An alternative definition of F∇˜ is that for any ξ, η ∈ TX we must have
F∇˜(ξ, η) = [∇˜ξ, ∇˜η]− λ · ∇˜[ξ.η].
If F∇˜ = 0, we say that ∇˜ is flat.
Vector bundles with flat λ-connection correspond to O-flat O-coherent modules over the algebra
Dλ which is the universal enveloping algebra of the Lie algebroid TX,λ = TX over O with rescaled
commutator: [ξ, η]λ = λ[ξ, η]. There is an inclusion OT∗X(1) ↪→ Z(Dλ) (the center of Dλ) which is
an isomorphism for λ 6= 0. It is given by f (1) 7→ fp, ξ(1) 7→ ξˆp − λp−1ξˆ[p] where ξ in the LHS is
regarded as a fiberwise linear function on T ∗X, and ξˆ in the RHS is the corresponding element in
Dλ. For λ = 0 the inclusion is just the Frobenius map Fr∗ : OT∗X(1) → OT∗X .
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Now suppose we have a flat λ-connection ∇˜ on a vector bundle E. Then we can then define
the p-spectral variety of ∇˜ as the support of the corresponding Dλ-module regarded as an OT∗X(1)-
module. By the p-curvature map of ∇˜ we will mean the map curvp(∇) : E → E ⊗ Fr∗XΩ1X(1)
coming from the action of OT∗X(1) on E . For λ 6= 0 it is related to the ordinary p-curvature by
curvp(∇) = λp curvp(λ−1∇) (here λ−1∇ is a usual connection).
2.3. Twisted differential operator algebras and their centers. If X is a smooth algebraic
variety and L is a line bundle on it, we define a sheaf of algebras DX,Lc for any c ∈ k as follows.
For any local trivialization φ : OU ∼→ L|U of L on an open set U , we have a canonical isomorphism
αφ : DU ∼→ DU,Lc , and if φ′ on U ′ is another trivialization then the gluing isomorphism α−1φ′ ◦ αφ is
given by {
f 7→ f for f ∈ OX , and
ξ 7→ ξ − cξ(h)/h for ξ ∈ TX
(2.1)
where h ∈ O×(U ∩ U ′) is such that (φ′)−1 ◦ φ : O(U ∩ U ′)→ O(U ∩ U ′) is given by multiplication
by h.
The algebra DX,Lc is called the algebra of differential operators twisted by Lc. This is justified by
the fact that if c ∈ Fp then for any lift c˜ of c to an integer, the algebra DX,Lc acts on the tensor power
L⊗c˜ by differential operators (although the action is not exact, just like in the non-twisted case). In
fact, in this case we have an isomorphism of sheaves of algebras DX,Lc ∼= EndDX (DX ⊗OX L⊗c˜)op =
L⊗c˜ ⊗OX DX ⊗OX L⊗−c˜. This provides a Morita equivalence between DX and DX,Lc , and under
this equivalence, the DX -module O corresponds to DX,Lc -module L⊗c˜.
However, in this paper, we will be interested in the cess c 6∈ Fp, where Lc does not make sense
as a line bundle.
Just as the sheaf of usual differential operators, the algebra DX,Lc has a filtration with the
associated graded isomorphic to (the pushforward of) OT∗X . In particular, taking the first filtered
piece gives an extension of coherent sheaves on X:
0→ OX → D≤1X,Lc → TX → 0.
Moreover, it is not hard to check that the torsor of splittings of this extension is canonically identified
with the torsor T˜ ∗LX of c-connections on L.
Now let ∇˜ be such a c-connection. Then the obstruction for the corresponding map l∇˜ : TX →
D≤1X,Lc to be a map of Lie algebras is given by the curvature of ∇˜:
[l∇˜(ξ), l∇˜(η)]− l∇˜([ξ, η]) = F∇˜(ξ, η),
where F∇˜ ∈ Ω2(X) is the curvature of the c-connection ∇. Consequently, a structure of a DLc-
module on a given quasi-coherent sheaf E is equivalent to a connection ∇′ on E with the curvature
given by
F∇′ = F∇˜ · idE .
Proposition 2.1. Denote by Y the relative spectrum of the center of DLc : Y = SpecX(1) Z(FrX∗DX,Lc).
Then Y is canonically isomorphic to T˜ ∗L(1)cp−cX
(1) (as an X(1)-scheme).3 Moreover, FrX∗DLc is
the pushforward of an Azumaya algebra D˜Lc on Y .
3To make the notation less cumbersome, we drop the parentheses writing L(1)cp−c for (L(1))cp−c
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If we are given a trivialization φ : OX ∼→ L then the following diagram commutes (where the
vertical arrows are induced by φ and φ(1), and the bottom arrow is the standard isomorphism (see
e.g., [BMR, Lemma 1.3.2])):
Y
∼ //
oφ

T˜ ∗L(1)cp−cX
(1)
oφ(1)

SpecX(1) Z(FrX∗DX) ∼ // T ∗X(1)
Proof. It is enough to construct the identification for the trivial line bundle L and then prove that
it is independent of the trivialization. But for the trivial line bundle we already have such an
identification (referred to as “standard” in the formulation).
To show the independence of the trivialization, suppose we have an automorphism of the trivial
line bundle OX given by an invertible function h. The corresponding automorphism ψh of DX is
given by (2.1). Combining with the formulas for the identification of Z(DX) with the pushforward
of OT∗X(1) : {
f (1) 7→ fp for f ∈ OX ;
ξ(1) 7→ ξp − ξ[p] for ξ ∈ TX
we see that, for any vector field ξ on (an open subset of) X, the action of ψh on the element of
Z(DX) ∼= Sym TX(1) corresponding to ξ(1) is given by
ψh(ξ
p − ξ[p]) = (ξ − cξ(h)/h)p − (ξ[p] − cξ[p](h)/h).
Using the identity (in any associative algebra in characteristic p)
(a+ b)p = ap + bp + (ad a)p−1(b) if [[a, b], b] = 0,
the above expression can be rewritten as
ψh(ξ
p − ξ[p]) = (ξp − ξ[p])− cp(ξ(h)/h)p + c(ξp(h)/h− ξp−1(ξ(h)/h)).
Now note that when c = 1 we have ψh = Adh. Therefore, since ξ
p − ξ[p] is central, we must
have ψh(ξ
p − ξ[p]) = ξp − ξ[p] in this case. Thus, the above equation gives
(ξ(h)/h)p + ξp(h)/h− ξp−1(ξ(h)/h) = 0,
and hence, for arbitrary c, the formula becomes
ψh(ξ
p − ξ[p]) = (ξp − ξ[p])− (cp − c)(ξ(h)/h)p.
We see that this formula coincides with the action of h on linear functions on the twisted cotangent
T˜ ∗L(1)cp−cX
(1). 
Remark 2.2. Another way to finish the argument is as follows. Let us observe that the effect of ψh
on DX -modules is equivalent to tensoring by the line bundle with connection (O, d + c · d log h).
Therefore its effect on the p-support is given by the shift by the p-curvature of d+ c · d log h. This
p-curvature equals (c ·d log h)(1)−C(c ·d log h) = (cp−c) ·d log h(1) (where C is the Cartier operator),
hence we get the desired formula.
The proposition implies that DX,Lc localizes to an Azumaya algebra on T˜ ∗L(1)cp−cX(1) which we
will denote by D˜X(1),Lc or just D˜Lc . If c 6∈ Fp, we’ll use the identification T˜ ∗L(1)cp−cX(1) ∼→ T˜ ∗L(1)X(1)
and think of D˜Lc as an Azumaya algebra on T˜ ∗L(1)X(1).
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We finish this subsection with a discussion of “TDO algebras with Planck’s constant”.
Suppose X,L are as in 2.3. Define the k[c, ~]-algebra DLc,~(X) as follows. Let pi : X˜ → X be the
principal Gm-bundle corresponding to L. Denote by D~(X˜) the algebra of “differential operators
with parameter,” that is, the algebra
D~(X˜) :=
⊕
n≥0
D≤n(X˜)
over k[~] where the inclusion k[~] ↪→ D~(X˜) is given by ~ 7→ 1 ∈ D≤1(X˜). Here we introduce its
TDO analog. For ξ ∈ TX˜ let ξˆ be the corresponding element in D≤1 ⊂ D~. Let Eu be the Euler
vector field on X˜ (the differential of the Gm-action). Now set
DLc,~(X) := (pi∗D~(X˜))Gm .
This is a k[c, ~]-algebra via ~ 7→ ~ ∈ D~(X˜), c 7→ Êu. Note also that pi∗D~(X˜) has two gradings:
one comes from the definition of D~ as a direct sum, and the other comes from the Gm-action on
X˜. But on the Gm-invariant part, we have only one grading (the first one), and with respect to
this grading deg c = deg ~ = 1. The algebra DLc,~ being graded implies that it carries an action of
Gm and, in particular, if DLc,~0 denotes the specialization c 7→ c, ~ 7→ ~0 of the algebra DLc,~ (where
c, ~0 ∈ k), i.e., the algebra of “(c · c1(L))-twisted ~-differential operators”, then
DLc,~0 ∼= DLλc,λ~0(2.2)
for any λ ∈ k×.
The specialization c 7→ 0 gives the algebraD~ defined above, and in particular, DL0,0 = (prX)∗OT∗X
where prX : T
∗X → X. Furthermore, it is not hard to show that DLc,0 = (pr′X)∗OT˜∗LcX (where pr
′
X
is again the appropriate projection to X). One can also check that specialization ~ 7→ 1 recovers
the algebra DLc from 2.3. Taking the isomorphism (2.2) into account, we can summarize:
DLc,~0 ∼=

pr∗OT∗X if c = ~0 = 0;
pr′∗OT˜LX if c 6= 0, ~0 = 0;
DLc/~0 if ~0 6= 0.
The following proposition is a generalization of Proposition 2.1:
Proposition 2.1′.
(1) The center of the algebra DLc,~(X) is canonically isomorphic to OZ where Z is a scheme
over k[c, ~] whose fiber over a (closed) point (c, ~0) ∈ Spec k[c, ~] is isomorphic to4
Z ×
Spec k[c,~]
{(c, ~0)} ∼= T˜ ∗L(1)cp−c~p−10 X
(1).
(2) Moreover, if c, ~0 ∈ k, the specialization c 7→ c, ~ 7→ ~0 induces a map OZc,~0 → Z(DLc,~0)
which is an isomorphism if and only if ~0 6= 0, in which case DLc,~0 is an Azumaya algebra
over Zc,~0 .
(3) The isomorphism (2.2) is compatible with the Gm-action on Z given by scaling connections
by λp.
4It is clear that these twisted cotangent bundles organize into a family over Spec k[c, ~]. More precisely Z should
be defines by the appropriate relative (in-families) version of the construction T˜ ∗LcX.
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2.4. Central reductions. Suppose X,L are as above, c ∈ k. Then any (cp − c)-connection ∇˜0
on L(1) gives a section of the bundle T˜ ∗L(1)cp−cX(1) over X(1) defined above. Denote by DLc,∇˜0 the
pullback of D˜Lc to this section. It is an Azumaya algebra on X(1). If c 6∈ Fp then (cp−c)-connections
on L(1) correspond bijectively to ordinary connections on L(1) by multiplication by cp − c, and, by
a slight abuse of notation, we will sometimes denote the algebra DLc,∇˜0 by DLc,∇0 where ∇0 is the
connection on L(1) for which ∇˜0 = (cp−c)∇0. One can check that in this case modules over DLc,∇˜0
correspond to pairs (E ,∇) where E is a quasi-coherent sheaf on X and ∇ is a connection on E such
that
F∇ = c · F∇′0 ;
∇pξ −∇ξ[p] = c ·
(
(∇′0)pξ − (∇′0)ξ[p]
)
for any ξ ∈ TX , where ∇′0 is a (usual) connection on L such that ∇0 = ∇′(1)0 . (The operators in
the RHS are always multiplication by a function5 (resp. a two-form), and we want the LHS to be
multiplication by the same function (resp. two-form), though on a different bundle.) We will give
another interpretation of these conditions in 2.6.
Now assume that c 6∈ Fp. Let T˜ ∗LX be the twisted cotangent bundle associated to L. The
pullback L′ of L to T˜ ∗LX has a canonical “universal” connection which we will denote by ∇Lcan.
Proposition 2.2. There is a canonical Morita equivalence of Azumaya algebras on (T˜ ∗LX)
(1):
D˜Lc ∼ DL′c,(∇Lcan)(1) .
Proof. First we will construct a functor D˜Lc-mod → DL′c,(∇Lcan)(1)-mod and then explain why it is
compatible with the isomorphism of p-centers and is an equivalence. Let pi denote the projection
T˜ ∗LX → X. We define the desired functor as the composition of the following functors:
D˜Lc-mod ∼→ DLc-mod pi
!
−→ DL′c-mod→ DL′c,∇Lcan -mod.
Here pi! is the usual pullback for twisted D-modules (given by the O-module pullback of the under-
lying quasi-coherent sheaves), and the last functor is given by induction (i.e., central reduction).
In order to check that this functor is O(T˜∗LX)(1)-linear and is an equivalence, it is enough to
consider the case when L is trivial, which reduces to the analogous statement for non-twisted
D-modules. This was proved in [BB]. 
2.5. TDOs on stacks. In this section we are going to generalize the above results to the case of
stacks. So let Y be a smooth pure-dimensional Artin stack over k, L a line bundle on Y , and
c ∈ k. The D-modules and twisted D-modules on stacks are discussed in [BD, Sect. 1.1] for the
characteristic 0 case. For the non-twisted case in characteristic p, see [BB, Sect. 3.13].
Recall that a quasi-coherent sheaf, resp. D-module, on Y is defined as a datum, for every smooth
morphism S → Y from a scheme S, of a quasi-coherent sheaf, resp. D-module, FS on S, together
with identifications f∗OFS ∼→ FS′ , resp. f !DFS ∼→ FS′ (f !D is the D-module !-pullback which is the
∗-pullback f∗O on the underlying O-modules) for every morphism f : S′ → S of smooth schemes
over Y (i.e., S runs over the smooth site Ysm of Y ). These identifications are required to satisfy the
cocycle condition for compositions. Similarly, one can define the category of Lc-twisted D-modules
on Y . In this subsection we will construct a certain Gm-gerbe DY ,Lc on T˜ ∗L(1)cp−cY
(1) such that
5which is a pullback from X(1)
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modules over it are equivalent to Lc-twisted D-modules on Y .6 For the sake of brevity of notation,
we’ll denote the latter twisted cotangent by T˜ ∗Y (1), and for (S, pi) ∈ Ysm, denote by T˜ ∗S(1) the
twisted cotangent bundle for (pi∗L)(1)cp−c.
First of all, one can show that, in order to define a Gm-gerbe on T˜ ∗Y (1), it’s enough to provide
a Gm-gerbe on S(1) ×Y (1) T˜ ∗Y (1) for every S ∈ Ysm (together with compatibility isomorphisms).
Indeed, a priori we have to define a Gm-gerbe on any T ∈ (T˜ ∗Y (1))sm. But let us show that the
Gm-gerbes on other T ∈ (T˜ ∗Y (1))sm are recovered uniquely (up to a unique equivalence of gerbes).
Indeed, fix a smooth atlas U → Y . Then, for any T ∈ (T˜ ∗Y (1))sm, we construct a gerbe on
U (1) ×Y (1) T by descent from the Cˇech nerve of U (1) ×Y (1) T → T . We use the notation
X nZ := X ×Z · · · ×Z X︸ ︷︷ ︸
n
for a map of stacks X → Z . Then, for any n, we have UnY ∈ Ysm, so we already have a gerbe on
(U (1) ×Y (1) T˜ ∗Y (1))nT˜∗Y (1) = (UnY )(1) ×Y (1) T˜ ∗Y (1), and hence by pullback on (U (1) ×Y (1) T )nT =
(UnY )
(1) ×Y (1) T . Since Gm-gerbes descend along Cˇech nerves of smooth morphisms, we thus get a
gerbe on T . Compatibilities for maps between T ’s are easy from the construction.
Now we have a map S(1) ×Y (1) T˜ ∗Y (1) → T˜ ∗S(1), and we have a gerbe DS,pi∗Lc on T˜ ∗S(1)
corresponding to the Azumaya algebra D˜S,pi∗Lc , so we can let (DY ,Lc)S(1) be the pullback ofDS,pi∗Lc
under this map. These gerbes are compatible with pullbacks: the equivalence is given by the
TDO analog of the D-module DS′→S from [BB]. The compatibility of these equivalences with
compositions follows from the isomorphism DS′′→S′ ? DS′→S ∼= DS′′→S for a pair of morphisms
S′′
g−→ S′ f−→ S, which in turn follows from the isomorphism (fg)! = g!f ! for D-module pullbacks,
and similarly for the cocycle condition.
For a Gm-gerbe G, we denote G-mod the category of “G-twisted quasi-coherent sheaves,” i.e., the
1st component of the category of quasi-coherent sheaves on the “total space” of G.
Theorem 2.3. There is a natural equivalence of categories
D-modLc(Y ) ∼→ DY ,Lc-mod.
Proof. We first construct a functor in one direction. Namely, given an object M˜ ∈ DY ,Lc -mod,
we can construct an Lc-twisted D-module M on Y as follows. Given any (S, pi) ∈ Ysm, we have
maps (d˜pi)(1) : S(1) ×Y (1) T˜ ∗Y (1) → T˜ ∗S(1) and p˜i(1) : S(1) ×Y (1) T˜ ∗Y (1) → T˜ ∗Y (1). So we can
consider the DS,pi∗Lc-module given by (d˜pi)
(1)
∗ p˜i(1)∗M˜; this makes sense because by definition we
have the canonical equivalence (d˜pi)(1)∗DS,pi∗Lc ∼= p˜i(1)∗DY ,Lc . We let MS be the DS,pi∗Lc-module
corresponding to this DS,pi∗Lc-module. It is clear that for a map f : S′ → S in Ysm we have
an isomorphism MS′ ∼= f !MS and these isomorphisms are compatible with compositions, so the
modulesMS for every S ∈ Ysm define an Lc-twisted D-moduleM on Y . Moreover the assignment
M˜ 7→ M gives a functor DY ,Lc-mod→ D-modLc(Y ), which we (temporarily for this proof) denote
by Φ.
Note that for any (S, pi) ∈ Ysm, since pi is smooth by assumption, the map d˜pi (and hence
(d˜pi)(1)) is a closed embedding. Therefore the functor (d˜pi)
(1)
∗ is fully faithful. Being by definition
a limit of such functors, our functor Φ is thus fully faithful as well. It remains to show that it is
essentially surjective. Fix an object M ∈ D-modLc(Y ). We see that M is in the essential image
6see Remark 2.3 below
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of Φ if and only if, for every (S, pi) ∈ Ysm, the DS,pi∗Lc-module pi!M = MS has p-support inside
S(1) ×Y (1) T˜ ∗Y (1) ⊂ T˜ ∗S(1).
To see that the p-support of MS is indeed contained in this closed subscheme, consider the
fiber square Q = S ×Y S and denote by pr1,pr2 : Q ⇒ S the two projections. We have an
isomorphism pr!1MS ∼= MQ ∼= pr!2MS of twisted D-modules on Q. But note that the p-support
of pr!iMS is inside Q(1) ×pr(1)i ,S(1) T˜
∗S(1), and the above isomorphism forces this p-support to lie
in the intersection of these two closed subschemes inside T˜ ∗Q(1). This intersection coincides with
Q(1) ×Y (1) T˜ ∗Y (1). Since pri are surjective, the equality suppp pr!iMS = Q(1) ×S(1) supppMS
implies that supppMS ⊂ S(1) ×Y (1) T˜ ∗Y (1) as desired. 
Remark 2.3. In [BB], the authors construct an coherent sheaf of algebras on the stack T ∗Y which is
an Azumaya algebra on the Deligne–Mumford part of T ∗Y and think of D-modules as modules over
that algebra. But if one is concerned only with the categories, not the algebras, no such restriction
is needed: although the Azumaya algebra (as such) does not extend from the Deligne–Mumford
part, the corresponding gerbe does, and describes the category of D-modules on Y as defined in
this subsection.
Now we will prove an analog of Proposition 2.2 for the stack case. For a smooth stack Y , a line
bundle L on Y , a scalar c ∈ k\Fp, and a connection ∇ on L(1), define a Gm-gerbe DY ,Lc,∇ on Y (1)
as follows. By definition, the connection ∇ defines a section s∇ of the projection (T˜ ∗LY )(1) → Y (1).
Let DY ,Lc,∇ be the pullback of DY ,Lc by this section.
Proposition 2.4. For Y , L and c as above, we have a canonical equivalence of gerbes over
((T˜ ∗LY )
(1))sm :
DY ,Lc |((T˜∗LY )(1))sm
∼→ D
(T˜∗LY )
sm ,L′c,∇(1)can
where (L′,∇can) is the pullback of L to (T˜ ∗LY )sm equipped with the canonical connection.
The proposition will follow from the following lemma:
Lemma 2.5. Let f : Y → Z be a map of smooth stacks and L a line bundle on Z . Let
f˜ (1) : Y (1) ×Z (1) T˜ ∗L(1)Z (1) → T˜ ∗L(1)Z (1) and d˜f (1) : Y (1) ×Z (1) T˜ ∗L(1)Z (1) → T˜ ∗f∗L(1)Y (1) be the
natural projections. Then we have an equivalence
f˜ (1)∗DZ ,Lc
∼→ d˜f (1)∗DY ,f∗Lc .
Proof. We have already mentioned this fact in the case when Y and Z are smooth varieties. In
this case, the statement follows from the fact that there is a splitting of D˜Y ,f∗Lc  D˜opZ ,Lc given
by DY→Z ,Lc (see [BB, Proposition 3.7] for the non-twisted case; the twisted case is completely
analogous).
The stack case can easily be obtained by descent. 
Proof of Proposition 2.4. We apply Lemma 2.5 to the map f : (T ∗LY )
sm → Y and the line bundle L.
Consider the diagonal map ∆: (T˜ ∗LY )
sm → (T˜ ∗LY )sm ×Y T˜ ∗LY . It is easy to see that the map f˜ ◦∆
is the inclusion (T˜ ∗LY )
sm ↪→ T˜ ∗LY and the map d˜f ◦∆: (T˜ ∗LY )sm → T˜ ∗L′(T˜ ∗LY )sm corresponds to
the connection ∇can on L′. Thus, pulling back the equivalence in Lemma 2.5 by the map ∆, we get
the desired statement. 
To compare with the treatment of D-modules on stacks in [BB], we now discuss what might be
called the “free rank one”, or “regular” twisted D-modules on stacks.
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It is clear that the forgetful functor D-modLc(Y ) → QCoh(Y ) has a left adjoint. Denote
by D]Y ,Lc the image of OY under this left adjoint; this is a twisted D-module (in particular,
a quasi-coherent sheaf) on Y . In other words, this is the object (co)representing the functor
of global sections Γ: D-modLc(Y ) → QCoh(Y ) → k-Vect. Let also D[Y ,Lc be the opposite to
the sheaf (on Ysm) of endomorphism algebras of D]Y ,Lc as a twisted D-module, i.e., (D[Y ,Lc)S =
EndDS,pi∗Lc (D]Y ,Lc)S . Since OS(1) ⊂ Z(DS,pi∗Lc) for every (S, pi) ∈ Ysm, we can regard D[Y ,Lc as
an OY (1)-module. One can check that for any map f : S′ → S in Ysm, we have (D[Y ,Lc)S′ =
f (1)∗(D[Y ,Lc)S , so D[Y ,Lc is a quasi-coherent sheaf on Y (1).
To describe these sheaves in more concrete terms, fix (S, pi) ∈ Ysm and consider the left ideal I
in DS,pi∗Lc generated by the image of the map TS/Y → D≤1S,pi∗Lc (this is the canonical lift of the map
TS/Y → TS which comes from the fact that the vector fields on S coming from TS/Y have canonical
lifting to the total space of pi∗L), and let N(I) be its normalizer. Then (D]Y ,Lc)S = DS,pi∗Lc/I and
(D[Y ,Lc)S = N(I)/I.
Remark 2.4. In the non-twisted case, the sheaves D]Y and D[Y are what is denoted by DY and DY
respectively in [BD] and by D]Y and DY respectively in [BB]. In [BB], the authors state that the
definition of D[Y should be modified in characteristic p because they want (D[Y )S′ to be the Zariski
(or e´tale) sheaf-theoretic inverse image of (D[Y )S for any morphism S′ → S in Ysm, as it happens
in the characteristic 0 case. Although this property doesn’t hold in characteristic p, the fact that
we have a quasi-coherent sheaf on Y (1) can be regarded as a substitute.
Recall that by definition, D[Y ,Lc is the opposite of the endomorphism sheaf of D]Y ,Lc , so D]Y ,Lc
is a right module over D[Y ,Lc . We also have a canonical “unit” global section of D]Y ,Lc . Thus there
is a map u : D[Y ,Lc → D]Y ,Lc of sheaves on Ysm.
Claim 2.6. The map u induces an identification D[Y ,Lc ∼→ FrY ∗D]Y ,Lc . That is, for (S
pi−→ Y ) ∈
Ysm, there is an isomorphism Γ(S, (D[Y ,Lc)S) ∼→ Γ(S(1)×Y (1) Y , (pi(1)×Y (1) Y )∗D]Y ,Lc) induced by
u. (All functors are O-module functors.)
Note that for any (S, pi) ∈ Ysm the quasi-coherent sheaves (D]Y ,Lc)S and (D[Y ,Lc)S on S(1) are
push-forwards from T˜ ∗S(1), since they are acted on by the center of DS,pi∗Lc . Denote by (D˜]Y ,Lc)S
and (D˜[Y ,Lc)S the corresponding sheaves on T˜ ∗S(1). As we saw in the proof of Theorem 2.3,
these sheaves are actually supported on S(1) ×Y (1) T˜ ∗S(1). Moreover, the OS-module structure on
(D]Y ,Lc)S allows us to view (D˜]Y ,Lc)S as a quasi-coherent sheaf on S×Y (1) T˜ ∗Y (1). Thus we see that
the collection of (D˜]Y ,Lc)S for all S ∈ Ysm defines a quasi-coherent (actually, coherent) sheaf D˜]Y ,Lc
on Y ×Y (1) T˜ ∗Y (1), whereas (D˜[Y ,Lc)S define a coherent sheaf D˜[Y ,Lc on Y (1). It is clear from the
above claim that D˜]Y ,Lc is the pushforward of D˜]′Y ,Lc along the map Y ×Y (1) T˜ ∗Y (1) → T˜ ∗Y (1).
Proposition 2.7. Assume that Y is “good” in the sense of [BD, Sect. 1.1.1], i.e., its cotangent
stack has the expected dimension: dimT ∗Y = 2 dimY . Denote by (T˜ ∗Y (1))sm the maximal smooth
open substack of T˜ ∗Y (1),7 and by F the coherent sheaf on DY ,Lc corresponding to D]Y ,Lc . Then
(a) The restriction of F to (T˜ ∗Y (1))sm is locally free of rank pdimY .
7It is easy to see that (T˜ ∗Y (1))sm is a smooth Deligne–Mumford stack.
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(b) The restriction of the algebra D˜[Y ,Lc to (T˜ ∗Y (1))sm is an Azumaya algebra of rank p2 dimY .
(c) The gerbe DY ,Lc |(T˜∗Y (1))sm classifies splittings of D˜[Y ,Lc |(T˜∗Y (1))sm .
Proof. We first note that (b) and (c) are direct consequences of (a). Indeed, (b) follows since D˜[Y ,Lc
is the endomorphism sheaf of F , and the identification in (c) is induced by F .
Now, to prove (a), it is enough to show that for any (S, pi) ∈ Ysm the sheaf FS on S(1)×Y (1)DY ,Lc
given by pullback of F is locally free on S(1)×Y (1) (T˜ ∗Y (1))sm ⊂ S(1)×Y (1) T˜ ∗Y (1) of rank pdimY .
We will achieve that by showing that the twisted D-module (D]Y ,Lc)S corresponding to FS is Cohen–
Macaulay of depth k := dimY S = dimS − dimY . (We assume that this dimension is constant
along S, for example, it is true if S is connected.)
Denote D′S = DS,pi∗Lc for short. We can express (D]Y ,Lc)S as the homology in the last term
(which we put in degree 0) of the complex
D′S ⊗OS Λ
kTS/Y → D′S ⊗OS Λ
k−1TS/Y → · · · → D′S ⊗OS TS/Y → D
′
S(2.3)
where the rightmost map is constructed as in the first paragraph in this subsection, and the other
maps are obtained from it by the Leibnitz rule. There is a natural filtration by degree on this
complex, and the associated graded is isomorphic to the Koszul complex for Sym TS ⊗LSym TS/Y OS .
The goodness condition on Y implies that this Koszul complex has cohomology only in degree 0.
(This complex can be thought of as functions on S ×Y T ∗Y where T ∗Y is understood in the
derived sense, and the goodness condition guarantees that T ∗Y is actually non-derived.) Therefore
the same is true for the complex (2.3). So (2.3) is a locally free resolution of (D]Y ,Lc)S .
Now, it is easy to see that applying Verdier duality to (2.3) gives a complex with the associated
graded given by the same Koszul complex up to a twist by pi∗ωY [dimY ], hence this dual complex
also has cohomology in one degree—namely in degree k. Since the Verdier duality for D-modules
agrees with the Serre duality for modules over the gerbe DS,pi∗Lc up to a twist by line bundle and
the identification of T˜ ∗
pi∗(L(1))cp−cS
(1) with T˜ ∗
pi∗(L(1))−(cp−c)S
(1) via multiplication by −1, we see that
(D]Y ,Lc)S is Cohen–Macaulay of depth k, as desired.
To see that the generic rank of FS is equal to pdimY , we have to show that the generic rank
of (D˜]Y ,Lc)S as an OT˜∗S(1)-module along its support is pdimY ·
√
rk D˜S,pi∗Lc = pdimY +dimS . But
this can be checked on the level of the associated graded module, which reduces to the fact that
the pushforward of OS×Y T∗Y under the Frobenius map has that generic rank, which is true since
dim(S ×Y T ∗Y ) = dimY + dimS by goodness assumption. 
2.6. Extended curvature. Let X be a smooth variety. Define a (coherent) sheaf FX of OpX -
modules (= coherent sheaf on X(1)) by the exact sequence
0→ OX(1)
Fr#X−−→ OX d−→ Ω1X δ−→ FX → 0 .(2.4)
Here Fr#X is the morphism OX(1) → FrX∗OX induced by the morphism of schemes FrX : X → X(1).
(Recall that since FrX induces homeomorphism in the Zariski topology, we identify sheaves on
X and on X(1), and so write OX instead of FrX∗OX .) Sections of FX will be called generalized
one-forms on X. Now, from (2.4), we also get an exact sequence
0→ Ω1X(1)
P−→ FX Q−→ Ω2X,cl C−→ Ω2X(1) → 0(2.5)
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where P is induced by (the inverse of) Cartier isomorphism Coker(OX d−→ Ω1X,cl) ∼= Ω1X(1) , Q is
induced by d : Ω1X → Ω2X and C is the Cartier operation. It is immediate from the definition that
δ(ω) = P(C(ω)) for ω ∈ Ω1X,cl .(2.6)
If we define κ : Ω1X → FX by setting
κ(ω) = P(ω(1))− δ(ω)(2.7)
then we will have an exact sequence
0→ (O×X)p → O×X
d log−−−→ Ω1X κ−→ FX → 0 .(2.8)
(Unlike (2.4) and (2.5), (2.8) is not k-linear.)
Now, if (L,∇) is a line bundle with connection, we define its extended curvature c˜urv(L,∇) ∈
Γ(X,FX) to be locally given by
c˜urv(L,∇) = κ(ω)
if (L,∇) ∼= (O, d+ ω). It is clear from (2.8) that this is independent of the trivialization, and that
Q(c˜urv(L,∇)) = F∇ — the usual curvature of ∇.
We also see from (2.8) that line bundles with connection having given extended curvature α ∈ FX
correspond to splittings of a Gm-gerbe Dα = DX,α on X(1). For ω′ ∈ Ω1(X(1)) we define Dω′ =
DP(ω′) so that splittings of Dω′ correspond to line bundles with flat connections of p-curvature ω
′.
Note that (2.7) implies that Dω(1) ∼= DP(ω) for ω ∈ Ω1(X).
For later reference, note also that all the constructions discussed above are compatible with
pullbacks. Namely, if f : X → Y is a map of smooth schemes then we have a canonical morphism
f (1)∗FY → FX of coherent sheaves on X(1) induced by the corresponding map on 1-forms. Given
a section α ∈ FY , we denote by f∗α its image under this map. Then, for a connection ∇ on a line
bundle L on Y , we have c˜urv(f∗L, f∗∇) = f∗c˜urv(L,∇). We also have an identification of Gm-
gerbes f∗Dα
∼→ Df∗α and for a splitting of Dα given by (L,∇) its pullback to f∗Dα corresponds
to (f∗L, f∗∇).
One can also summarize the above as follows: consider the category Schsmk of smooth schemes
over k with morphisms being arbitrary morphisms, equipped with the Grothendieck topology, where
coverings are smooth faithful morphisms. Then there is a sheaf (stack) BG∇m of groupoids on Sch
sm
k
whose value on a scheme S is the groupoid of line bundles with connection fitting into a fiber
sequence
BGm
Fr∗−−→ BG∇m c˜urv−−−→ F.
The first map in this sequence is pullback by Frobenius, the second one is extended curvature,
and the “connecting homomorphism” (of sheaves of 2-groupoids) BG∇m → Fr∗XB2Gm is given by
α 7→ Dα. (Note that it is more natural to consider the leftmost term BGm in this sequence as
sending a test scheme U to the groupoid of line bundles on U (1) rather than on U : in the case
of relative connections on X over S for a smooth morphism X → S the relevant sheaf would be
sending U to the groupoid of line bundles on the relative Frobenius twist U (S) = U ×S,FrobS S.)
Proposition 2.8. Suppose given a line bundle L, a connection ∇ on it, and c ∈ k \ Fp. Then
splittings of the algebra DLc,∇(1) defined in 2.4 correspond canonically to line bundles on X with
connection (L′,∇′) such that
c˜urv(L′,∇′) = c · c˜urv(L,∇) .(2.9)
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In other words, we have an equivalence of gerbes DLc,∇(1)
∼→ Dc·c˜urv(L,∇) where DLc,∇(1) denotes
the gerbe of splittings of the Azumaya algebra DLc,∇(1) .
Proof. As we saw in 2.3, the connection ∇ on L gives an identification of the category of DLc -
modules M with the category of quasi-coherent sheaves with connection (F ,∇′) such that ∇′ is
projectively flat of curvature cF∇. Moreover, F is a line bundle if and only if M is locally free of
rank 1 over OX , which is equivalent to FrX∗M being locally free of rank pdimX over OX(1) . Now
denote by M˜ the D˜Lc-module corresponding toM, and let pi : (T˜ ∗LX)(1) → X(1) be the projection.
Since FrX∗M = pi∗M˜ and D˜Lc is an Azumaya algebra of rank p2 dimX , the above condition means
that M˜ is a splitting of D˜Lc on a section of the map pi. So all that remains to check is that this
section corresponds to ∇(1) if and only if (2.9) is satisfied with L′ = F .
Since this question is local, we can assume that L = L′ = O. The trivialization of L gives rise to
an equivalence DX,Lc-mod ∼→ DX -mod. Under this equivalence, the DLc -module M corresponds
to the following line bundle with connection:
(L′,∇′ − cα) = (O, d+ β − cα),
where α, β are the forms of the connections ∇,∇′ in the chosen trivializations: (L,∇) = (O, d+α),
(L′,∇′) = (O, d+ β).
Now, if we identify T˜ ∗LX with T
∗X using our trivialization of L then using the diagram
SpecX(1) Z(DLc) ∼ //
o

T˜ ∗
(L(1))cp−cX
(1) ∼
(cp−c)−1
//
o

T˜ ∗L(1)X
(1)
o

SpecX(1) Z(DX) ∼ // T ∗X(1) ∼
(cp−c)−1
// T ∗X(1)
we see that the connection on L(1) corresponding to the support of M˜ is given by d+(cp−c)−1((β−
cα)(1)−C(β− cα)). (Note that since dβ = F∇′ = cF∇ = c dα, the form β− cα is closed, so it makes
sense to apply C to it.) So our condition now takes the following form:
(cp − c)−1((β − cα)(1) − C(β − cα)) = −α(1),
which can be rewritten (after multiplication by cp − c and canceling cpα(1) = (cα)(1)) as
β(1) − cα(1) = C(β − cα).
Now, applying P (which is injective) to both sides, and using (2.6) and (2.7), we see that the
above equation is equivalent to
κ(β) = cκ(α)
which is the same as (2.9) by definition of the extended curvature. 
Remark 2.5. It is clear (by descent) that this proposition extends to smooth Artin stacks, in
particular, it can be applied to X = (T˜ ∗LdetBun)
sm .
Combining this proposition with Proposition 2.4, we arrive at the following
Corollary 2.9. Suppose Y ,L, c and (L′,∇can) are as in Proposition 2.4 and define αL := c˜urv(L′,∇can) ∈
F(T˜∗LY )sm
. Then we have canonically
DY ,Lc |((T˜∗LY )(1))sm
∼→ DT˜∗LY ,cαL .
We will also need an untwisted version of the above corollary which is proved in a similar way:
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Corollary 2.10 (cf. [BB, CZ1]). For a good stack Y there is a gerbe DY on T ∗Y (1) such that
D-mod(Y ) ∼= DY -mod and DY |(T∗Y )sm ∼= Dθ(1)Y := D(T∗Y )sm ,P(θ(1)Y )
∼= D(T∗Y )sm ,δ(θY )
for the canonical 1-form θY on (T
∗Y )sm .
Note that the last equivalence follows from the fact that P(θ
(1)
Y )− δ(θY ) = κ(θY ) is an extended
curvature of a connection (namely, (OT∗Y , d+ θY )).
3. Duality and Fourier–Mukai transform for gerbes on torsors over commutative
group stacks
In this section, we collect some results on duality for commutative group stacks, with some
additional information in the case of Picard stacks of (families of) smooth complete curves. Many
results in this section are covered in [CZ1] in greater detail.
3.1. Torsors, gerbes and extensions. We fix some base scheme S. Let X be a commutative8
group stack9 over S. A torsor overX is a stack T over S equipped with a morphism a : X ×ST →
T and an (2-)isomorphism of compositions a ◦ (idX × a) ∼→ a ◦ (m× idT ) : X ×S X ×S T → T
(where m : X ×S X → X is the group structure on X ); these data should satisfy a cocycle
condition for maps X ×S X ×S X ×S T → T and the map T → S should admit an fppf-local
section. This definition can be generalized to the case where S is replaced by an algebraic stack.
In particular, if X = BGm = B(Gm)S is the classifying stack of the multiplicative group, the
X -torsors are otherwise known as Gm-gerbes. An example of a Gm-gerbe is provided by the moduli
stack GA of (local) splittings of an Azumaya algebra A on S, and essentially all Gm-gerbes appearing
in this paper are of this form.
If G is a Gm-gerbe on X then every quasi-coherent sheaf on G carries a canonical action of Gm
on it (coming from the inertia stack of G), and therefore the category QCoh(G) of quasi-coherent
sheaves on G decomposes into a product over characters of Gm (which are numbered by Z):
QCoh(G) =
∏
n∈Z
QCoh(G)n.
Moreover, QCoh(G)0 is canonically equivalent to QCoh(X ); all the other QCoh(G)n’s are “twisted
versions” of the category QCoh(X ). One can define the n’th power (iterated Baer sum) Gn of G;
then we have a canonical equivalence QCoh(G)n ∼→ QCoh(Gn)1. We will sometimes use the notation
G-mod := QCoh(G)1, motivated by the case of an Azumaya algebra mentioned above, where GA-mod
is equivalent to the categoryA-mod of coherent sheaves ofA-modules. With this notation, the above
decomposition becomes
QCoh(G) =
∏
n∈Z
Gn-mod.(3.1)
Now let X ,Y be two commutative group stacks over S. Then XY := X ×S Y → Y is
a commutative group stack over Y , so it makes sense to speak about XY -torsors. Let Z be
such a torsor. We want to explain what structure one needs to specify on Z in order for Z to
become a commutative group stack over S. Let pr1,pr2,mY : Y ×S Y → Y be the projections
8In this paper, all commutative group stacks will be assumed “strongly commutative” in the sense that the
2-automorphism of the composition X
∆−→ X ×X m−→ X induced by the commutativity constraint is identity.
9we will assume for safety that all stacks in this section are Artin stacks, and actually below we restrict to
commutative group stacks with a specific property called “nice,” see Definition 3.1
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and the multiplication map, respectively. Then our structure is an isomorphism of XY -torsors
m∗Y Z
∼→ pr∗1Z ×XY pr∗2Z where ×XY is the Baer sum of torsors, as well as an equivariant
structure on m under the S2-action on both sides, lifting the permutation action on Y ×S Y .
In addition to that, there should be compatibility isomorphisms on the triple product, which are
subject to cocycle conditions on the quadruple product. We will not write out them all, because
they won’t be used explicitly, but they can be recovered from the definition of strictly symmetric
monoidal category.
This structure will be referred to as a multiplicative structure on the XY -torsor Z . For X =
BGm we will say that Z is a multiplicative Gm-gerbe on Y . From this data one can define a
commutative group structure on Z and construct a Cartesian square of commutative group stacks:
X //

Z

ptS = S // Y
with the right vertical map being locally essentially surjective in fppf topology (as a morphism of
functors of points). In this situation we will call Z an extension of Y by X .
We list some properties of extensions of commutative group stacks:
(1) If Y1 is an extension of X2 by X1, and Z is an extension of X3 by Y1, then one can
canonically construct another pair of extensions X2 → Y2 →X3 and X1 → Z → Y2.
(2) Let ZS =
∐
n∈Z S be the “constant group scheme” with fiber Z and X → X˜ → ZS an
extension of commutative group stacks. Then T := X˜ ×ZS {1}S is naturally an X -torsor,
and the correspondence X˜ 7→ T gives an equivalence of 2-groupoids between extensions of
ZS by X and X -torsors. (Note that it is important here that we use strictly commutative
group stacks.)
(3) If G is a commutative group scheme and X is a commutative group stack then there is an
equivalence of categories between extensions of X by G and morphisms of commutative
group stacks from X to the classifying stack BG.
Let us apply point 1 to X1 = BGm, X3 = ZS , and X2 = X being any commutative group
stack. From point 2 we see that the choice of Y2 is equivalent to the choice of a torsor T over X ;
similarly, Y1 → Z → Z gives a torsor T˜ over Y1. On the other hand, Y1 and T˜ are Gm-gerbes
on X and T respectively, so let us denote them by GX = Y1, GT = T˜ . The action of GX
on GT can be described similarly to the way we described the structure of multiplicative gerbe: if
m and a are the multiplication map on X and the action of X on T then one should have an
isomorphism a∗GT ∼→ pr∗1GX ·pr∗2GT together with the usual compatibilities with the isomorphism
m∗GX ∼→ pr∗1GX · pr∗2GX on higher products. (Here · = ×BGm is the Baer sum of Gm-gerbes.)
3.2. Duality and Fourier–Mukai transform. Given X a commutative group Artin stack, let
X ∨ = Homcgs(X , BGm) (“cgs” stands for “commutative group stacks”) be the group stack whose
S′-points for any S′ → S correspond to morphisms XS′ := X ×S S′ → B(Gm)S′ of commutative
group stacks over S′. By point 3 above, they also correspond to extensions ofXS′ by (Gm)S′ . Then
X ∨ has a structure of a commutative group stack, although it might not be an Artin stack, merely
a stack in the fppf-topology.
We have a canonical universal morphism X ×X ∨ → BGm which gives a line bundle P on X ×
X ∨ called Poincare´ bundle. From this morphism, we also get a map r : X →X ∨∨.
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Definition 3.1 (cf. [A2]). We say that a commutative group Artin stack X is nice if it satisfies
the following four conditions:
(1) The stack X ∨ is an Artin stack.
(2) The map r : X →X ∨∨ is an isomorphism of group stacks.
(3) There exists a left adjoint pr2! to pr
∗
2 : D
b(Z )→ Db(X ×S Z ) for pr2 : X ×S Z → Z for
any Artin stack Z over S where Db(Y ) denotes the bounded derived category of quasi-
coherent sheaves on a stack Y . Thus we have a Fourier–Mukai functor ΦX : Db(X ) →
Db(X ∨) by the formula
ΦX (F) = pr2!(pr∗1F ⊗ PY )(3.2)
for pr1 : X ×S X ∨ →X , pr2 : X ×S X ∨ →X ∨ the natural projections.
(4) The functor ΦX : D
b(X )→ Db(X ∨) is an equivalence of categories.
As explained in [BB], examples of nice group stacks include ZS , B(Gm)S and abelian schemes
over S, as well as fiber products over S of such. The duality operation ∨ preserves products over S,
interchanges Z and BGm, and takes an abelian scheme to the dual one in the classical sense. Also,
the property of being nice is fppf-local on S. More generally, it includes Beilinson’s 1-motives
defined in [CZ1, Appendix A].
In particular, if T → S is a family of smooth complete curves (i.e., smooth projective morphism
of relative dimension 1), then the Picard stack Pic(T/S) is a nice group stack. It is well-known
that the Picard stacks of curves are self-dual, i.e., Pic(T/S)∨ = Pic(T/S). This is the only example
to be used in the rest of the paper. The Poincare´ bundle is constructed as follows: given an S′-
point of Pic(T/S) ×S Pic(T/S), let L,L′ be the corresponding pair of line bundles on T ×S S′
and pi : T ×S S′ → S′ the projection. Then the pullback of the Poincare´ bundle to S′ is given by
detRpi∗OT×SS′ ⊗ (detRpi∗L)−1 ⊗ (detRpi∗L′)−1 ⊗ detRpi∗(L ⊗ L′).
Remark 3.1. Note that in the example X = ZS we cannot replace pr2! by pr2∗ in the definition
of ΦX because the latter does not preserve quasi-coherence (for every smooth S
′ → Z and F ∈
Db(X ×S Z ), the object (pr2∗F)S′ is the product, not the direct sum, of pushforwards from
connected components of X ×S Z = Z × Z (cf. the correction to the Fourier–Mukai functor in
[Gr]). Probably it is possible to generalize the notion of commutative group stack so as to include
examples like BGa and its dual (which is the divided power neighborhood in Ga—not an Artin
stack).
Now let us discuss the twisted Fourier–Mukai transform for torsors and Gm-gerbes. We begin
with the following observation. Let X → Z → Y be an extension of commutative group stacks
over S, as in 3.1, and assume that it splits fppf-locally over S. Then Y ∨ → Z ∨ → X ∨ is also a
locally split extension. Also we see that if X and Y are nice, then so is Z .10
Now let X be a nice group stack, and X → X˜ → ZS an extension as in 3.1, point 2. Then
we have the corresponding X -torsor T . Since Z∨S = B(Gm)S , we see from the previous paragraph
that there is a dual extension (note that any extension of ZS is automatically locally split): BGm →
GX ∨ := X˜ ∨ → X ∨. The group stack GX ∨ is nice and it is a multiplicative Gm-gerbe on X ∨.
The action of BGm on GX ∨ , as on any Gm-gerbe, gives an action of Gm on any object of Db(GX ∨),
10In [BB, Lemma 2.5] it is claimed that this is true for any extension of nice stacks. But the author couldn’t
prove this because of the problem showing that Z ∨ → X ∨ is surjective.
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which gives a decomposition of the latter category into a sum over characters of Gm (see (3.1)):
Db(GX ∨) =
∏′
n∈Z
Db(GX ∨)n,
where the prime indicates the subcategory of the product category consisting of objects that are
bounded with respect to the product of the standard t-structures on the factors. Under the Fourier–
Mukai equivalence Φ
X˜
: Db(X˜ ) ∼→ Db(GX ∨) this decomposition corresponds to that of Db(X˜ )
coming from the decomposition X˜ =
∐
n∈ZTn where Tn = X˜ ×ZS {n}S . Thus, for any n, we get
an equivalence Db(Tn)
∼→ Db(GX ∨)n. In particular, for n = 1, we have T1 = T , so our equivalence
takes the form:
Db(T ) ∼→ Db(GX ∨)1.
Now let G
X˜
be a multiplicative Gm-gerbe on X˜ , i.e., an extension of X˜ by BGm. Then
on G
X˜
we have a 3-step filtration (in the sense of point 1) with “quotients” BGm, X and Z.
Since X → X˜ → ZS locally splits, we have that BGm → GX˜ → X˜ is locally split if and only if
BGm → GX →X is. (Here GX is the restriction of GX˜ toX ; in other words, GX := GX˜×ZS{1}S .)
Assume that these extensions are locally split; then for the dual group stack (G
X˜
)∨ we also have a
filtration with quotients BGm, Y := X ∨ and ZS .
So we have multiplicative Gm-gerbes GY := (X˜ )∨ and GY˜ := (GX˜ )∨ on Y and Y˜ := (GX )∨,
respectively. Put Tn = X˜ ×ZS {n}S , T ′n = X˜ ×ZS {n}S , GTn = GX˜ ×ZS {n}S , GT ′n = GY˜ ×ZS {n}S .
Then we get decompositions
Db(G
X˜
) =
∏′
m,n∈Z
Db(GTm)n, Db(GY˜ ) =
∏′
m,n∈Z
Db(GT ′m)n,
and one can check that ΦG
X˜
interchanges m and n in these decompositions, more precisely, it
maps Db(GTm)−n to Db(GT ′n)m. In particular, setting m = n = 1, we obtain an equivalence
Db(GT )−1 ∼→ Db(GT ′)1. So we get the following
Proposition 3.1. Fix a nice commutative group stack X and denote by Y = X ∨ its dual group
stack. Let TX be an X -torsor, GX a multiplicative Gm-gerbe on X and GTX a Gm-gerbe on TX
with an action of GX . Then there is a canonical “dual” data (TY ,GY ,GTY ) on Y and a splitting Q
of pr∗1GTX ·pr∗2GTY on TX ×S TY , such that Q−1 induces an equivalence Db(GTX )1 ∼→ Db(G−1TY )1
given by a formula similar to (3.2).
The following proposition is useful for showing that two given gerbes on torsors are dual:
Proposition 3.2. Let X and Y be dual commutative group stacks, and let TX , GX and GTX
be as in Proposition 3.1. Suppose also that we are given similar data TY ,GY ,GTY for Y . Then
the data of identification of (TY ,GY ,GTY ) with the dual of (TX ,GX ,GTX ) is equivalent to the
following data:
(D1) an identification of GY with the dual gerbe to TX and of GX with dual of TY as multi-
plicative gerbes;
(D2) a splitting Q of the gerbe pr∗1GTX · pr∗2GTY on TX ×S TY ;
(D3) an isomorphism αX : pr
∗
1,3PTY ⊗pr∗2,3Q ∼→ µ∗((aTX ×idTY )∗Q) where µ : pr∗1GX ·pr∗2GTX ·
pr∗3GTY ∼→ (aTX ◦ pr1,2)∗GTX · pr∗3GTY is the equivalence of gerbes on X × TX × TY
coming from the action of GX on GTX (here aTX : X ×TX → TX is the action map, and
PTY is the universal splitting of GX × TY (as a gerbe on X × TY ) corresponding to the
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identification in part D1); and also a similar isomorphism αY for Y . These isomorphisms
should satisfy the natural cocycle conditions on X ×X ×TX ×TY , TX ×Y ×Y ×TY
and X ×TX × Y ×TY .
Proof sketch. We begin by noting that, by Proposition 3.1, we have a canonical triple (T ′Y ,G′Y ,GT ′Y )
dual to (TX ,GX ,GTX ). We want to show that the data of (D1)–(D3) is equivalent to an iden-
tification (TY ,GY ,GTY ) ∼→ (T ′Y ,G′Y ,GT ′Y ). One can see that the data of (D1) amounts to an
isomorphism of Y -torsors between TY and T ′Y , and an isomorphism of multiplicative Gm-gerbes
on Y between GY and G′Y .
Denote by X˜ and G
X˜
the extension of Z by X and the Gm-gerbe on it corresponding to
TX and GTX , respectively. Then GT ′Y classifies multiplicative splittings of GX˜ : in other words,
for an S-scheme S′, the groupoid HomS(S′,GT ′Y ) is canonically equivalent to the groupoid of
multiplicative splittings of G
X˜
×S S′ considered as a multiplicative Gm-gerbe on the group stack
X˜ ×S S′ over S′.
But one can argue that such multiplicative splittings are determined by their restriction (together
with the isomorphisms giving multiplicative structure) to X˜ ×Z{0, 1} = X unionsqTX . Therefore a map
ψ : GTY → GT ′Y as mere stacks over S is equivalent to a multiplicative splitting Q˜ of (GX unionsqGTX )×GTY on (X unionsq TX ) × GTY → GTY . If ψ is actually a map of Gm-gerbes over TY = T ′Y then the
restriction of Q˜ to X ×GTY (the first component of the disjoint union) is identified with PTY and
the restriction of Q˜ to TX ×GTY gives the splitting Q from (D2) together with an isomorphism αX
as in (D3) satisfying the relevant cocycle condition. Finally, αY and the other cocycle conditions
are responsible for the compatibility of ψ with the action of GY on GTY and GT ′Y . 
Remark 3.2. Note that, if we are just given the data of (D1) then one can construct the needed iden-
tification up to a twist by pullback of a Gm-gerbe on S. This is because the data of GX ,TX ,GTX
amounts to the data of a torsor over the (non-commutative) Heisenberg-type extension of X ×X ∨
by BGm. The dual data corresponds then to a torsor over the similar extension for Y induced
from the first one by the identification X ×X ∨ ∼→X × Y ∼→ Y ×X ∼→ Y × Y ∨. On the other
hand (D1) gives just an identification of Y × Y ∨-torsors, so (GY ,TY ,GTY ) differs from the dual
of (GX ,TX ,GTX ) by twisting the third component by a BGm-torsor on S.
Remark 3.3. Also, suppose that, in the setting of the above proposition, only the identification
of GX with dual of TY , the splitting Q and the isomorphism αX are given. On the category
G−1TY -mod we have functors of tensor multiplication by quasi-coherent sheaves on TY . On the other
hand, GTX -mod is acted on by convolutions with objects in GX -mod (thanks to the action of GX
on GTX ). The isomorphism αX then ensures that the functor ΦQ : GTX -mod→ G−1TY -mod defined
by Q−1 intertwines these actions. (Note that QCoh(TY ) is already identified with GX -mod by
Fourier–Mukai with kernel PTY .) This is already enough to conclude that ΦQ is an equivalence
because, locally over S, each of the two categories if “freely generated” by one object (a family of
skyscrapers for convolution, and a global splitting for multiplication) and ΦQ interchanges these
generators.
3.3. The case of Picard stack of a curve. In this subsection, we will consider the case where
X is the Picard stack of a family C of complete smooth curves over S (in other words, C → S is
a proper smooth morphism of relative dimension 1, and X = Pic(C/S)). As mentioned above, X
is nice in this case, and we have canonically X ∨ ∼= X . In fact, it is easy to construct a morphism
X ∨ → X by means of the Abel–Jacobi map AJ: C → Pic(C/S) sending x ∈ HomS(S′, C) to the
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the object in HomS(S
′,Pic(C/S)) corresponding to the line bundle OC×SS′(Γx). Namely the map
is given by composition
X ∨ = Homcgs/S(X , BGm)→ HomS(X , BGm) AJ
∗
−−→
AJ∗−−→ HomS(C,BGm) = Pic(C/S) =X .
(3.3)
The main idea of this subsection is that in the case of Pic(C) the data in Proposition 3.2
is determined by its pullback under the map AJ. The above construction of the isomorphism
X ∨ ∼→ X is an example of this phenomenon. Indeed, the fact that the composition of the maps
in (3.3) is an isomorphism means that the maps of commutative group stacks Pic(C/S) → BGm
(i.e., “multiplicative line bundles” on Pic(C/S)) are uniquely determined by their precomposition
with (i.e., pullback by) AJ.
Now we want to state and prove similar result for Gm-gerbes on Pic(C) and Pic(C)-torsors.
Note that by [CZ1, Lemma A.3.4], such gerbes are automatically split locally over S (the proof
of this is based on a cohomology vanishing result of [Br]), so we can apply the results of previous
subsection to them without mentioning this condition.
Proposition 3.3. (1) Pullback by AJ gives an equivalence of 2-groupoids
{multiplicative gerbes on Pic(C/S)} ∼→ {Gm-gerbes on C split e´tale locallly over S}.
(2) Given a multiplicative gerbe G on Pic(C/S), the dual torsor (i.e., the torsor of fiberwise
multiplicative splittings of G) is identified with the torsor of all (fiberwise) splittings of
AJ∗G.
Proof. Part (1) follows from the above-mentioned statement about line bundles. Indeed, since
multiplicative gerbes on Pic(C/S) split e´tale locally over S, we see that the above map of 2-
groupoids is obtained from the analogous map on Picard (i.e., commutative monoidal) 1-groupoids
by taking the prestack on S of classifying 2-groupoids and e´tale-sheafifying.
Part (2) follows from (1) by taking the groupoid of 1-morphisms from the trivial gerbe to G,
resp., AJ∗G on both sides. 
Below we discuss actions of multiplicative gerbes on Pic(C) on gerbes on Pic(C)-torsors.
Lemma 3.4. Let GX be a multiplicative Gm-gerbe on X = Pic(C/S). Also let T be an X -torsor
and GT a Gm-gerbe on T with an action of GX . Suppose given a multiplicative splitting SX
of GX and a splitting ST of GT . Put GC = AJ∗GX , SC = AJ∗SX Denote by m : X ×X → X
and a : X × T → T the group structure on X and the action of X on T , and by mAJ, aAJ
their precomposition with AJ × idX : C × X → X × X and AJ × idT : C × T → X × T ,
respectively. Finally, assume that we have an isomorphism αAJ : a
∗
AJST ∼→ pr∗1SC · pr∗2ST of two
splittings of pr∗1GC · pr∗2GT ∼→ a∗AJGT such that the composite isomorphism a∗2,AJST
(idC×aAJ)∗αAJ−−−−−−−−−−→
SC  a∗AJST
idSCαAJ−−−−−−−→ SC  SC  ST (where a2,AJ : C × C × T → T is the restriction of the
“triple addition” map X ×X ×T → T ) is equivariant under switching the first two factors.
Then αAJ can be extended uniquely to an isomorphism α : m
∗ST ∼→ SX  ST satisfying the
cocycle condition on X ×X ×T so that it gives an “action” of SX on ST .
Proof. We begin by noting that we can use ST to identify GX with the trivial gerbe (as multi-
plicative gerbes) so that SY becomes the trivial splitting. Also, since our statement is local over S,
we may assume that T is the trivial torsor: T = X = Pic(C/S), GT is the trivial gerbe on it
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and the action of GX on GT is compatible with the chosen splittings. Having made these iden-
tifications, we can think of ST as a line bundle on X which we will denote by L, and of αAJ
as an isomorphism m∗AJL ∼→ OC  L. Our task then becomes to extend αAJ to an isomorphism
α : m∗L ∼→ OX  L subject to the usual cocycle condition (note that this is the same as decent
data for L along X → S).
Also, without loss of generality, we can assume that the base S is connected and the family
C → S has (geometrically) connected fibers. Then it makes sense to speak of the genus of C, which
we will denote by g(C). For any integer d ≥ 1, define md.AJ to be the composition
C ×S · · · ×S C︸ ︷︷ ︸
d
×SX AJ×···×AJ×idX−−−−−−−−−−−→X ×S · · · ×S X ×S X︸ ︷︷ ︸
d+1
→X ,
where the last map is the (d+ 1)-fold addition map and let
pid : C ×S · · · ×S C︸ ︷︷ ︸
d
×SX →X
be the projection to the last factor. Using the isomorphism αAJ, we can construct (by induction
on d) an isomorphism αd,AJ : m
∗
d,AJL ∼→ pi∗dL. The symmetry condition on α2,AJ imposed in the
statement of the lemma implies that αd,AJ is also equivariant with respect to the symmetric groupSd
permuting the d copies of C. It follows that αd,AJ can be descended to C
〈d〉 ×S X , where C〈d〉 is
the d’th symmetric power of C.
Now let X [d] be the part of X = Pic(C/S) parametrizing line bundles of degree d, so that
X =
∐
d∈ZX
[d]. We have the natural map AJd : C
〈d〉 → X [d]. We claim that, for d large
enough, any line bundle on C〈d〉 ×S X canonically descends to X [d] ×S X . To see this, recall
that the stack X [d] is a Gm-gerbe over certain abelian scheme over S (the “d’th Jacobian” of C),
which we will denote by Jd. By a classical result, for d ≥ 2g(C) − 1 the composed morphism
C〈d〉 AJd−−→ X [d] → Jd is a smooth fibration with fibers isomorphic to Pd−g(C). The map AJd is
isomorphic locally over Jd to the morphism Pd−g(C)U → (BGm)U corresponding to the line bundle
O(1) on Pd−g(C)U (where U is a neighborhood in Jd). Hence our claim about descent to X [d] (for
d ≥ d0 := max{g(C) + 1, 2g(C) − 1}) follows from the following statement (whose proof is left to
the reader):
Lemma 3.5. Let T be a scheme and n > 0 an integer. Then pullback by the map PnT → (BGm)T
corresponding to the line bundle OPnT (1) induces an equivalence between groupoids of line bundles
on (BGm)T and PnT .
Thus, for d ≥ d0, the isomorphism αd,AJ uniquely descends to X [d], so we have constructed the
desired isomorphism α on X ≥d0 ×SX ⊂X ×SX where X ≥d0 :=
∐
d≥d0 X
[d] ⊂X ; denote this
isomorphism by α˜. The cocycle condition for α˜ follows from the construction. Now, if x, x′ are two
S′-points of X then α˜ gives an identification αx,x′−x : x∗L ∼→ x′∗L whenever the difference x′ − x
(with respect to the group structure on X ) lands in X ≥d0 , and the cocycle condition guarantees
that αx′,x′′−x′ ◦ αx,x′−x = αx,x′′−x whenever all three isomorphisms are defined. But this is clearly
enough to construct αx,x′−x for any x, x′, which gives our isomorphism α : m∗L → OX  L. 
Remark 3.4. Suppose that, in the statement of Lemma 3.4, the family C → S has geometrically
connected fibers. Then one can show that the S2-equivariance condition on α2,AJ is satisfied
automatically by properness considerations. Indeed, it always holds on the diagonal C×T ∆C×idT−−−−−−→
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C × C × T . The obstruction to S2-equivariance of α2,AJ is an invertible function on C × C × T .
But any function on C × C ×T descends to T , so if it equals 1 on the diagonal, it has to equal 1
everywhere, as desired.
Corollary 3.6. Suppose we are in the setup of Proposition 3.2 with X = Pic(C/S), and the data
(D1)–(D2) is given. Suppose that we have an isomorphism αX ,AJ : (AJ × idTX×TY )∗pr∗1,3PTY ⊗
pr∗2,3Q ∼→ (AJ×idTX×TY )∗(µ∗((aTX×idTY )∗Q)). Then there is a unique isomorphism αX : pr∗1,3PTY ⊗
pr∗2,3Q ∼→ µ∗((aTX × idTY )∗Q) satisfying the cocycle condition on X ×X ×TX ×TY of Propo-
sition 3.2, part (D3), such that αX = (AJ× idTX×TY )∗αX ,AJ.
Moreover, if we have similar isomorphism αY on TX × X × TY then the compatibility on
X ×TX × Y ×TY can be checked on C ×TX × C ×TY for αX ,AJ and αY ,AJ.
Proof sketch. The first statement in the corollary follows from Lemma 3.4 with S, C, X , T , GX ,
GT , SX , ST replaced by TY , C × TY , X × TY , TX × TY , GX × TY , GTX × TY , PTY , Q.
(Although Lemma 3.4 requires S to be a scheme rather than a stack, the stack case can be deduced
from the scheme case by descent.) The second part also not hard to prove using the fact that Pic(C)
is generated by the image of the Abel–Jacobi map. The details are left to the reader. 
4. D-modules on BunN and the Hitchin fibration
In this section we will recall some results and constructions from [BB] about the geometry of
Hitchin fibration (and its twisted version in characteristic p) and its application to D-modules
on Bun.
4.1. Hitchin fibration. Let C be a smooth connected projective curve over k of genus greater
than 1, and fix an integer N > 1. Denote by BunN the moduli stack of rank N bundles on C.
By definition, for a scheme S, the groupoid of maps S → BunN is equivalent to the groupoid of
rank N vector bundles on C × S. It is classical that the cotangent bundle to BunN is identified
with the stack Higgs of Higgs bundles. Recall that for a vector bundle E on C, a structure of Higgs
bundle on it, also known as a Higgs field, is an O-linear map E → E ⊗ ωC = E ⊗Ω1C . Denote by B
the scheme which the affine space corresponding to the vector space
N⊕
i=1
Γ(C,ω⊗iC ).
Define the Hitchin map H : Higgs → B as follows. For a k-point y of Higgs corresponding to a
Higgs bundle (E , a), we define H(y) to be the point of B given by (tr a, tr Λ2a, . . . , tr ΛNa = det a)
(one can extend this to S-points in a straightforward way). Here is another interpretation of the
Hitchin map. Note that a Higgs field on a given vector bundle E is equivalent to a map TC⊗E → E ,
and therefore to an action of Sym TC on E . In other words, a Higgs bundle of rank N is equivalent
to a coherent sheaf E˜ on T ∗C whose pushforward to C is a rank N vector bundle. Now define
a divisor C˜ ⊂ T ∗C as the “support with multiplicities” of E˜ (i.e., each irreducible component of
supp E˜ is taken with multiplicity equal to the length of the stalk of E˜ at the generic point of that
component).
It is clear that the divisor C˜ is finite of degree N over C. We claim that such divisors are
naturally parametrized by B. Indeed, let pi : T ∗C → C be the projection, and let s be the canonical
section of pi∗ωC . Then any S-point b of B given by (τ1, . . . , τN ) where τi ∈ Γ(C × S, ω⊗iC  OS)
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defines a section tb of pi
∗ω⊗NC OS by the formula
tb = s
⊗N  1 +
N∑
i=1
(−1)i(pi × idS)∗τi ⊗ (s⊗N−i  1).
The divisor C˜b of zeroes of tb is finite of degree N over C × S, and it is easy to see that b 7→ C˜b
defines a one-to-one correspondence between maps S → B and divisors in C ×S finite of degree N
over S. Moreover, in the situation of the previous paragraph, the point H(y) corresponds to the
divisor C˜: C˜ = C˜H(y). (This is essentially because the support divisor of E˜ can be computed using
the characteristic polynomial of a.) Also, we will need the universal spectral curve C˜ ⊂ T ∗C×B →
C ×B (so that, in the above notation, C˜b = C˜ ×B {b}).
The Hitchin map is equivariant with respect to the natural actions of Gm: namely, the action
on Higgs is defined by λ · (E , a) = (E , λa) and the action on B is given by
λ · (τi)Ni=1 = (λiτi)Ni=1(4.1)
In terms of spectral curve C˜, the latter action corresponds to dilation of C˜ along the fibers of the
map T ∗C → C.
We will be interested in the open subset of B parametrizing smooth spectral curves, that is, the
maximal open subset B◦ ⊂ B for which the map C˜ ◦ := C˜ ×B B◦ → B◦ is smooth. One can show
that B◦ is non-empty, and that fibers of C˜ ◦ → B◦ are irreducible (and smooth). Denote also by
Higgs◦ the preimage of B◦ under the Hitchin map H:
Higgs◦ := Higgs×
B
B◦ H
◦
−−→ B◦.
We conclude this subsection by stating the following
Proposition 4.1 (cf. [BB, Corollary 4.5]). There is a natural identification Higgs◦ ∼= Pic(C˜ ◦/B◦).
Proof sketch. We explain the construction of the map Higgs◦ → Pic(C˜ ◦/B◦): for an S-point y of
Higgs◦, one can define a line bundle on C˜H(y) := C˜ ×B,H◦y S as follows. Let (E , a) be the S-family
of Higgs bundles corresponding to y. As discussed above, this is the same as a coherent sheaf E˜
on T ∗C × S, and the support of this sheaf is C˜H(y). Moreover, since H(y) ∈ B◦(S), the spectral
curve C˜H(y) is smooth over S, and E˜ must be the pushforward of a line bundle on C˜H(y). This is
the desired line bundle, which gives an S-point of Pic(C˜ ◦/B◦). 
4.2. The p-Hitchin fibration. In this subsection, we will present a description of the stack Loc =
LocN of de Rham local systems of rank N on C, analogous to the one given above for Higgs. Recall
that by “de Rham local system” we just mean a vector bundle with a flat connection (since C is
one-dimensional, all connections on it are automatically flat), so for a given test scheme S, the
groupoid LocN (S) is defined as that of rank N vector bundles on C×S equipped with a connection
in the C-direction.
The construction of the p-Hitchin map is similar to that of the ordinary Hitchin map, but uses
the notion of p-support, and so exists only in positive characteristic. It is a map
χ : Loc→ B(1)
defined as follows. Suppose we are given an S-point of Loc defined by an S-family of local systems,
i.e., a vector bundle E on C×S of rank N with a connection ∇ relative to S. We can think of (E ,∇)
as an S-family of D-modules on C; in particular, similarly to the Higgs field case, we can define its
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p-support with multiplicities—this is a divisor in T ∗C(1) × S finite of degree N over C(1) × S. The
corresponding S-point ofB(1) is by definition the value of χ on (E ,∇). Again, another way to define
it is to apply the invariant polynomials to the p-curvature map curvp(∇) : E → E⊗(Fr∗CΩ1C(1)OS).
One can show that, e´tale locally over B(1), the p-Hitchin fibration χ : Loc → B(1) looks like
the (Frobenius twisted) usual Hitchin fibration H(1) : Higgs(1) → B(1) (see [Gr, CZ2]). The iden-
tification of formal neighborhoods of fibers over a given point of B(1) can be constructed using
a splitting of the Azumaya algebra D˜C on the formal neighborhood of the corresponding spectral
curve. Similarly, an e´tale local identification near a given point b ∈ B(1) can be obtained from
a splitting of the pullback of D˜C to C˜ (1) ×B(1) U where U → B(1) is an e´tale neighborhood of b
in B(1). (See ibid. for the proof of the existence of such a splitting.) The identification is canonical
up to the action of a section of the group stack Pic(C˜ (1)/B(1)) on Higgs(1).
We will be mostly concerned with the part of Loc lying over (B◦)(1) which we will denote by
Loc◦ := Loc ×
B(1)
(B◦)(1)
χ◦−→ (B◦)(1).
As explained above, we have an identification Higgs◦ ∼= Pic(C˜ ◦/B◦), and hence (Higgs◦)(1) ∼=
Pic((C˜ ◦)(1)/(B◦)(1)). Moreover, these identifications are compatible with the action of the corre-
sponding Picard stacks. Therefore, from the results discussed in the previous paragraph, we see
that the stack Loc◦ carries a natural structure of Pic((C˜ ◦)(1)/(B◦)(1))-torsor. This torsor can be
described as that of fiberwise (along fibers of (C˜ ◦)(1) → (B◦)(1)) splittings of the Azumaya algebra
(prC˜
◦
T∗C)
(1)∗D˜C where prC˜◦T∗C is the natural projection C˜ ◦ → T ∗C (obtained by restriction from the
projection C˜ → T ∗C).
So we get
Proposition 4.2. The stack Loc◦ is identified with the Pic((C˜ ◦)(1)/(B◦)(1))-torsor of fiberwise
splittings of (prC˜
◦
T∗C)
(1)DC .
4.3. D-modules on Bun, the Abel–Jacobi map, and Hecke functors. Now we apply the
above results to the study of D-modules on Bun. According to Theorem 2.3 (with L = O), D-
modules on Bun are classified by a certain gerbe DBun on Higgs
(1) = T ∗Bun(1). The class of this
gerbe on the smooth part (Higgssm)(1) of Higgs(1) (in particular, on (Higgs◦)(1)) corresponds to the
canonical 1-form θ
(1)
Higgs on (Higgs
sm)(1) as on (the smooth part of) a cotangent bundle.
In [BB], it is shown that the gerbe DBun|(Higgs◦)(1) has a canonical structure of a multiplicative
gerbe with respect to the group structure on (Higgs◦)(1) → (B◦)(1). Moreover, it is also proved that
the pullback of this gerbe by the Abel–Jacobi map is identified with the pullback of the gerbe DC
by the map (C˜ ◦)(1) → T ∗C(1). One way to see both statements is on the level of the corresponding
1-forms. Namely, denote by θT∗C the canonical 1-form on T
∗C. Then our statements about DBun
follow from the fact that
pr∗1(pr
C˜◦
T∗C)
∗θT∗C + pr∗2θHiggs = m
∗
AJθHiggs
where pr1,pr2 : C˜
◦ ×B◦ Higgs◦ → Higgs◦ are the projection maps, and mAJ : C˜ ◦ ×B◦ Higgs◦ →
Higgs◦ is the composition of AJC˜◦ ×B◦ idHiggs◦ and the group structure on Higgs◦ → B◦. Now,
since multiplicative splittings of multiplicative gerbes on Picard stack of a curve correspond to (all)
splittings of its pullback by Abel–Jacobi map (see 3.3), we get that the torsor of multiplicative
splittings of DBun|(Higgs◦)(1) is identified with Loc◦, which gives rise to the geometric Langlands
equivalence of [BB].
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The above identity on 1-forms follows, in turn, from an identification of the graph of mAJ with
(the intersection of Higgs◦ with) the conormal bundle to a certain substack H1 of (or rather a
stack mapping to) C × Bun× Bun. The stack H1 classifies inclusions E1 ↪→ E2 of rank N bundles
with cokernel of length 1. When we pass from 1-forms to gerbes, the identity gives a splitting of
DC×Bun×Bun on the conormal bundle to H1, and the resulting functor D-mod(Bun)→ D-mod(C×
Bun) is identified with the pull-push via the correspondence H1 (again, localized to Higgs
◦). This
pull-push functor is known as the Hecke functor of geometric Langlands.
Using Proposition 3.3 and Proposition 4.2 we now get the following statement, which is the main
theorem of [BB]:
Proposition 4.3 ([BB, Theorem 4.10]). We have:
(1) The gerbe D◦Bun := DBun|(Higgs◦)(1) has a structure of multiplicative gerbe on the group stack
(Higgs◦)(1) → (B◦)(1).
(2) The dual torsor to D◦Bun in the sense of Proposition 3.1 is identified with Loc
◦ → (B◦)(1).
5. Proof of Theorem 1.1
5.1. Outline of the argument. After introducing all the necessary tools in the previous sections,
we are ready to give a proof of Theorem 1.1, which is what this section is devoted to. So fix c ∈ k\Fp
and a smooth irreducible projective curve C of genus g(C) > 1. Recall that in the statement of
Theorem 1.1 we are interested in the twisted D-modules on Bun with the twisting given by Lcdet
and L−1/cdet . Here Bun is the stack of rank N vector bundles on C and Ldet is the line bundle given
by taking the determinant of derived global sections of a vector bundle.
By Theorem 2.3, the category D-modLcdet is described by a Gm-gerbe DBun,Lcdet on (T˜ ∗LdetBun)(1),
which by Theorem A.2 is identified with Loc
(1)
ω1/2
where Locω1/2 is the moduli space of rankN bundles
with ω
1/2
C -twisted connection. We will make use of the identification
Locω1/2
∼→ Loc
given by twisting vector bundles by ω
⊗(p−1)/2
C .
We let χ(1) be the Frobenius twist of the p-Hitchin map defined in 4.2 and we restrict DBun,Lcdet
to the preimage Loc◦ ∼→ Loc◦ω1/2 of
B := (B◦)(2)
under the map χ(1) : Loc(1) → B(2). We will denote the resulting gerbe by
Dc = DLcdet |(Loc◦)(1) −→ (Loc◦)(1).
Replacing c by 1/c, we define another gerbe D1/c on (Loc
◦)(1).
Theorem 1.1 now says that there is an equivalence
Dc-mod
∼→ D−11/c-mod
which is given by a splitting of the gerbe
(Dc D1/c) ×
B×B
∆cp(B)
(here  is the Baer sum of pullbacks of Gm-gerbes along two projections (Loc◦)(1) × (Loc◦)(1) →
(Loc◦)(1) and ∆cp ∈ B ×B is the graph of the action map
[cp] : B → B
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of cp ∈ Gm(k) on B, see (4.1)).
The strategy of proof is as follows: we apply Proposition 3.2 to show that the categories on both
sides are categories of coherent sheaves for dual gerbes on torsors, and then the equivalence follows
from Proposition 3.1. In more detail, recall from 4.2 that the stack Loc◦ has a structure of torsor
for the relative group stack (Higgs◦)(1) = Pic(C˜ ◦/B◦)(1) and thus by Frobenius twist, (Loc◦)(1) is
a torsor for (Higgs◦)(2).
To match the notation of section 3, we take
S = B := (B◦)(2),
X = Y := Pic(C˜ ◦/B◦)(2) = (Higgs◦)(2)
(H◦)(2)−−−−−→ B,
TX := (Loc
◦)(1)
(χ◦)(1)−−−−→ B,
TY := (Loc
◦)(1)
[cp]◦(χ◦)(1)−−−−−−−→ B,
GTX = Dc = DBun,Lcdet |(Loc◦)(1) −→ (Loc◦)(1) = TX ,
GTY = D1/c = DBun,L1/cdet |(Loc◦)(1) −→ (Loc
◦)(1) = TY .
We will also need “Frobenius untwists” (over k) of TX ,TY , so for a scalar c ∈ k× we denote by
Tc → (B◦)(1)
the torsor over the group scheme (Higgs◦)(1) → (B◦)(1) which is obtained by pullback from the
standard torsor Loc◦ → (B◦)(1) under the action of c ∈ k× on (B◦)(1). Then we can identify
TX = T
(1)
1 , TY = T
(1)
c .
(Note that [cp] becomes [c] after untwisting.)
Now, to apply Proposition 3.2, we need to have multiplicative gerbes GX and GY on X and Y
and their action on GTX and GTY , respectively. For GY we take the restriction of the gerbe DBun(1)
to
Y = (Higgs◦)(2) ⊂ Higgs(2) = T ∗Bun(2),
and similarly we take GX to be the restriction of [cp]∗DBun(1) to the same subset (but now identified
with X ):
GY = DBun(1) |Y , GX = [cp]∗GY .
where [cp] is now the action on (Higgs◦)(1).
The duality between GY and TX (as required in the data (D1) from Proposition 3.2) is essentially
the result of [BB] and it follows from Proposition 4.3. We see also that GX is dual to TY since
these are obtained from GY and TX by pullback under [cp] : B → B. We begin our proof by first
constructing an action of GX on GTX and of GY on GTY which is done in Sect. 5.2. This reduces
to an equality (Proposition 5.2) on the generalized one-form
θ˜ = αLdet = c˜urv(L,∇)det
where (L,∇)det := (L′det,∇det) is the pullback of Ldet to its twisted cotangent, identified with
Locω1/2
∼→ Loc as above.
By Remark 3.3, this gives the desired equivalence up to twisting by Gm-gerbe on the base. In
other words, the splitting Q of GTX B GTY from Proposition 3.2 is defined locally on B up to a
line bundle pulled back from B. It also gives rise to a quantum version of Hecke functors.
QUANTUM GEOMETRIC LANGLANDS IN POSITIVE CHARACTERISTIC 31
In order to split this “difference” gerbe on B, we give an explicit formula for Q in 5.3. Since by
Corollary 2.9 the gerbes GTX ,GTY are of the form Dα for a generalized 1-form α, the splittings
correspond to line bundles with connection of a certain extended curvature.
This line bundle with connection is constructed in a certain way from (L,∇)det (formula (5.8)),
and we have to check that the connection has the right extended curvature. We show that if it
does, then we can also construct the other data in Proposition 3.2.
Unlike the equality (5.4) of Proposition 5.2, the necessary equation (5.10) for the construction
of Q involves a linear combination of pullbacks of θ˜ with non-integer coefficients, so it cannot be
expressed as an equation on the extended curvature of a connection. This equation involves certain
compatibility of θ˜ with the addition map
a : T1 ×
(B◦)(1)
Tc −→ T1+c(5.1)
and is proved in 5.5 and 5.6 by constructing a representative one-form θ0 ∈ δ−1(θ˜) on Loc◦.
The form θ0 is constructed from its symplectic dual vector field ξ0. This vector field is constructed
by lifting the action of the Lie algebra of infinitesimal dilations from T ∗C(1) to the gerbe DC . In
5.5 we only prove the required equality θ˜ = δ(θ0) up to a summand of the form (χ
◦)∗P(β0) for
β0 ∈ F(B◦) (we actually show it extends to all of B), as well as an analog of (5.10) for θ0.
The proof of the equality β0 = 0 requires an additional degree estimate on θ0 along the fibers of
Loc→ Bun done in the final subsection 5.6.
5.2. Quantum Hecke functors. In this subsection we will prove the following
Proposition 5.1. Denote (T ′Y ,G′Y ,G′TY ) be the dual data to (TX ,GX ,GTX ) as described in
Proposition 3.1. There is an action of GX on GTX and of GY on GTY . Together with the isomor-
phisms TY
∼→ T ′Y and GY ∼→ G′Y , this implies by Remark 3.3 that there is a Gm-gerbe GB on B
such that we have
GTY ∼→ G′TY · (χ◦)(1)∗GB .
Below we construct an action of GX on GTX . The action of GY on GTY is constructed similarly.
According to Proposition 2.4 and Corollary 2.9, we have
GTX ∼ DLoc◦,L′cdet,∇ ∼ DLoc◦,cθ˜(5.2)
where L′det is the pullback of the determinant line bundle under Loc◦ → Bun, and ∇ is the canonical
(“universal”) connection on this pullback. One can also see from Corollary 2.10 that
GX ∼ D(Higgs◦)(1),cpθ(2) ∼ D(Higgs◦)(1),δ(cθ(1))(5.3)
where we denote by θ = θHiggs|Higgs◦ the restriction of the canonical 1-form on the smooth part
of Higgs coming from the identification Higgs ∼→ T ∗Bun.
Denote by Γ the graph of action of (Higgs◦)(1) on Loc◦. It comes equipped with three projections:
prΓ,1 : Γ→ (Higgs◦)(1), prΓ,2,prΓ,3 : Γ→ Loc◦.
(Note that the graph of the action of X on TX is identified with Γ(1).) We are going to use the
following proposition:
Proposition 5.2. The generalized 1-form θ˜ satisfies the following identity:
pr∗Γ,2θ˜ − pr∗Γ,3θ˜ = δ(pr∗Γ,1θ(1))(5.4)
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Now it is easy to see that Proposition 5.2 allows to construct an action of GX on GTX . Indeed,
multiplying both sides of (5.4) by c and applying the construction β 7→ Dβ of Sect. 2.6 for β ∈ FΓ,
we get an equivalence of gerbes
pr
(1)∗
Γ,1 GX · pr(1)∗Γ,2 GTX ∼ pr(1)∗Γ,3 GTX
where we used the expressions (5.3) and (5.2) for the gerbes GX ,GTX . This gives the desired action
of GX on GTX (up to compatibility isomorphisms, which follow from the corresponding equalities
of generalized 1-forms on multiple products, or rather from the fact that α 7→ Dα is map of sheaves
of symmetric monoidal 2-groupoids from FΓ (considered as a discrete 2-groupoid) to the sheaf of
2-groupoids of Gm-gerbes on Γ(1)).
Remark 5.1. The existence of natural actions of GX on GTX and of GY on GTY has two conse-
quences. First, if we restrict (say) the first action to the image of the Abel–Jacobi map AJ(2) : (C˜ ◦)(2) →
Pic((C˜ ◦)(2)/B) ∼→X , the resulting splitting of pr∗1AJ(2)∗G−1X ⊗pr∗2G−1TX ⊗pr∗3GTX gives an OC(1) 
Lcdet  L−cdet-twisted D-module on C(1) × Bun × Bun. There is a similar construction for non-
twisted D-modules giving a D-module on C × Bun × Bun, and this D-module coincide with
(the localization to (Higgs◦)(1) of) the one defining the Hecke functors (see 4.3). Therefore it
is natural to use the twisted D-module on C(1) × Bun × Bun just described, to define a func-
tor D-modO
C(1)
Lcdet(C
(1) × Bun) → D-modLcdet(Bun) which could be called a quantum (p-)Hecke
functor. In fact, just like the usual Hecke functors, this functor can be constructed from a certain
G(k[[t]])-equivariant twisted D-module on GrG (the affine Grassmannian for G). We note that in
characteristic 0 the category of such twisted D-modules is trivial for irrational c, but not necessarily
for c ∈ Q, in which case it was described by M. Finkelberg and S. Lysenko in [FL].
Second, from the Remark 3.3 we see that the existence of these two actions already allows to
define the desired equivalence GTX -mod ∼→ GTY -mod locally over B up to twisting by a line bundle
pulled back from B. Under this equivalence, the D-modules corresponding to “skyscraper sheaves”
on the corresponding gerbes11 go to eigen-D-modules with respect to the quantum p-Hecke functors
described above.
Below we will need an explicit description of the action of GX on GTX by a line bundle with
connection on T1 ×(B◦)(1) Tc.
From (5.3) and (5.2) we see that the gerbe
pr
(1)∗
Γ,2 GTX ⊗ pr(1)∗Γ,3 G−1TX ⊗ pr
(1)∗
Γ,1 G−1X
on Γ that we need to split is equivalent to
D
c pr∗Γ,2θ˜−c pr∗Γ,3θ˜−pr∗Γ,1P(cpθ(2)Higgs)
.
Now, Proposition 5.2 implies that
cpr∗Γ,2θ˜ − cpr∗Γ,3θ˜ − pr∗Γ,1P(cpθ(2)Higgs) = cδ(pr∗Γ,1θ(1)Higgs)− cpP(pr∗Γ,1θ(2)Higgs) = −κ(cpr∗Γ,1θ(1)Higgs).
Therefore (OΓ, d − cpr∗Γ,1θ(1)Higgs) gives the desired splitting. The compatibility isomorphism on
Loc◦ ×B(1) Loc◦ ×B(1) (Higgs◦)(1) is given by the identity morphism idO on the corresponding
line bundles with connections. Compatibility of this isomorphism with connections also follows
from (5.4) and the cocycle condition is evident.
11Since (Loc◦)(1) is a stack rather than a scheme, one should be careful about what is meant by “skyscraper”
here (basically, these are pushforwards of splittings of the gerbe on points), but we won’t go into details.
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Now we prove Proposition 5.2. It is easy to see that it is equivalent to the following statement:
Proposition 5.3. The line bundle with connection
(S,∇S) := pr∗Γ,1(O, d+ θ(1)Higgs)⊗ pr∗Γ,2(L′det,∇)⊗ pr∗Γ,3(L′det,∇)⊗−1
on Γ is flat and has p-curvature pr∗Γ,3θ
(2)
Higgs.
For further reference, also define ∇′S = ∇S − pr∗Γ,1θ(1)Higgs so that
(S,∇′S) := pr∗Γ,2(L′det,∇)⊗ pr∗Γ,3(L′det,∇)⊗−1.
In terms of ∇′S , Proposition 5.3 amounts to the following identity:
c˜urv(∇′S) = P(pr∗Γ,1θ(2)Higgs)− κ(pr∗Γ,1θ(1)Higgs) = δ(pr∗Γ,1θ(1)Higgs)(5.5)
where P, κ, δ are defined in 2.6.
Proof of Proposition 5.3. By an argument similar to [BB, Section 4.14], it is enough to prove that
the restriction of the two sides of (5.4) to
ΓAJ := (C˜
◦)(1) ×
B(1)
Loc◦ AJ
(1)×id−−−−−−→ (Higgs◦)(1) ×
B(1)
Loc◦ ∼→ Γ
are equal. (Here AJ is the Abel–Jacobi map C˜ ◦ → Higgs◦ = Pic(C˜ ◦/B◦).) In other words, we
need to prove that the restriction of the line bundle with connection (S,∇S) from Proposition 5.3
to ΓAJ → Γ is flat and has p-curvature
pr
(2)∗
1 AJ
(2)∗
C˜◦/B◦
θ
(2)
Higgs = pr
(2)∗
1 (pr
C˜◦
T∗C)
(2)∗θ(2)T∗C ,
where θT∗C is the canonical form on T
∗C (see 4.3 and [BB, Sect. 4.16] for the proof of the equal-
ity AJ∗
C˜◦/B◦θHiggs = (pr
C˜◦
T∗C)
∗θT∗C). This will follow from an alternative description of (S,∇S).
Namely, we have an equivalence DC-mod ∼→ DT∗C,θT∗C -mod. Moreover, the “in-families” version of
this is true. So if Z is any stack then the category of “Z (1)-families of DC-modules” (i.e., quasi-
coherent sheaves on C ×Z (1) equipped with a connection along C) is equivalent to the category of
DT∗C×Z ,pr∗1θT∗C -modules. If we replace C by C(1) and Z by Loc◦ then we have the universal bun-
dle with connection (along C(1)) on C(1)× (Loc◦)(1), so applying the equivalence gives a D-module
on T ∗C(1) × Loc◦ with p-curvature pr∗1θ(1)T∗C . It is supported on (C˜ ◦)(1) ×(B◦)(1) Loc◦ ∼= ΓAJ and
therefore corresponds to a D
ΓAJ,pr∗1θ
(2)
T∗C
-module which we denote by (L,∇)univ,ΓAJ .
Lemma 5.4. The restriction to ΓAJ of the line bundle with connection (S,∇S) from Proposition 5.3
is isomorphic to (L,∇)univ,ΓAJ where we identify Loc with Locω1/2 (and thus Loc◦ with Loc◦ω1/2) via
twisting by ω
(p−1)/2
C .
Proof. We will show that the lemma follows directly from Proposition A.9. Indeed, first note that
(L,∇)univ,ΓAJ is isomorphic to the pullback of the bundle (L,∇)univ defined in A.5 under certain
map e : ΓAJ → I . (See ibid. for the definition of I .) Namely, from the definition of ΓAJ it is easy
to see that a point γ ∈ ΓAJ corresponds to a pair of rank N bundles with ω1/2-connections (E1,∇1),
(E2,∇2) that fit into a short exact sequence of DC,ω1/2-modules
0→ E2 → E1 → F → 0(5.6)
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where F ∼= δx,ξ is an irreducible DC,ω1/2 -module with p-support at a point (x, ξ) ∈ T ∗C(1). Let
bF be the point of the stack I corresponding to F . Then e is defined by setting e(γ) = bF . The
isomorphism
(L,∇)univ,ΓAJ ∼= e∗(L,∇)univ
is easy from comparison of constructions of the two line bundles with connection. On the other
hand, the projections prΓ,i|ΓAJ : ΓAJ ⇒ Locω1/2 ⊂ Conncoh1/2 (i = 2, 3) correspond to the bundles
E1, E2. So we can apply Lemma A.7 to the triple (prΓ,2|ΓAJ ,prΓ,3|ΓAJ , e), we find that
e∗(L,∇)det ∼= (prΓ,2|ΓAJ)∗(L,∇)det ⊗ (prΓ,3|ΓAJ)∗(L,∇)−1det
= (S,∇S)|ΓAJ ⊗ (O, d− pr∗Γ,1(prC˜
◦
T∗C)
(1)∗θ(1)T∗C).
Combining this with (A.13) finishes the proof. 
As explained above, to prove Proposition 5.2 it is enough to prove (5.4) on ΓAJ, which follows
from Lemma 5.4 by computing extended curvature. 
5.3. Construction of the Poincare´ bundle. Now, to finish the proof of Theorem 1.1, we need
to provide a splitting Q of the gerbe pr∗1GTX · pr∗2GTY on TX ×B TY and a pair of isomorphisms
as indicated in points (D2)–(D3) of Proposition 3.2. Corollary 2.9 shows that GTX ∼ DT1,cθ˜ andGTY ∼ DTc,c−1θ˜, so we get
pr∗1GTX · pr∗2GTY ∼ DT1×(B◦)(1)Tc,c pr∗1 θ˜+c−1pr∗2 θ˜,
hence our Q must correspond to a line bundle (L,∇)ker with connection on T1×(B◦)(1)Tc satisfying
c˜urv((L,∇)ker) = cpr∗1θ˜ + c−1pr∗2θ˜.(5.7)
The sought-for bundle with connection will be given by
(L,∇)ker := a∗(L′det,∇det)⊗ pr∗1(L′⊗−1det ,∇∗det)⊗ pr∗2(L′⊗−1det ,∇∗det)(5.8)
where (L′det,∇det) is the universal line bundle with connection on Loc, and a is the “addition” map
a : T1 ×
(B◦)(1)
Tc −→ T1+c
(one can check that the torsor T1+c is the sum of the torsors T1 and Tc). Substituting (5.8) in (5.7)
yields
(5.7.LHS)− (5.7.RHS) = c˜urv((L,∇)ker)− c · pr∗1θ˜ − c−1 · pr∗2θ˜
= a∗θ˜ − pr∗1θ˜ − pr∗2θ˜ − c · pr∗1θ˜ − c−1 · pr∗2θ˜
= a∗θ˜ − (1 + c) · pr∗1θ˜ − (1 + c−1) · pr∗2θ˜ .
(5.9)
So we need to show that
(1 + c)−1a∗θ˜ = pr∗1θ˜ + c
−1pr∗2θ˜ .(5.10)
To prove formula (5.10), we proceed as follows. Let α˜ = (1 + c)−1a∗θ˜− pr∗1θ˜− c−1pr∗2θ˜; we want
to prove α˜ = 0. Consider the two projections
pr1,3,pr2,3 : T1 ×
(B◦)(1)
T1 ×
(B◦)(1)
Tc ⇒ T1 ×
(B◦)(1)
Tc.
As a first step, we prove that the difference between two pullbacks pr∗1,3α˜ − pr∗2,3α˜ = 0. Let
pr′i (i = 1, 2, 3) be the projection from T1 ×(B◦)(1) T1 ×(B◦)(1) Tc to the i’th factor, and ai,3 =
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a ◦ pri,3 (i = 1, 2). We also have a “difference” map s : T1 ×(B◦)(1) T1 → (Higgs◦)(1); denote
s1,2 = s ◦ pr1,2. Now we calculate
pr∗1,3α˜− pr∗2,3α˜ = (1 + c)−1a∗1,3θ˜ − pr′∗1 θ˜ − c−1pr′∗3 θ˜
− [(1 + c)−1a∗2,3θ˜ − pr′∗2 θ˜ − c−1pr′∗3 θ˜]
= (1 + c)−1(a∗1,3θ˜ − a∗2,3θ˜)− (pr′∗1 θ˜ − pr′∗2 θ˜)
= (1 + c)−1δ
(
s∗1,2((1 + c)θ
(1))
)− δ(s∗1,2θ(1)) = 0 ,
(5.11)
where in the last line we used formula (5.4).
The formula (5.11) implies that α˜ = pr∗2α˜
′ for some α˜′ ∈ Γ(Tc,FTc). Similarly, we can
show that α˜ = pr∗1α˜
′′ for α˜′′ ∈ Γ(T1,FT1). It follows that α˜ = (χ◦ ×B◦ χ◦)(1)∗β˜ for some
β˜ ∈ Γ((B◦)(1),F(B◦)(1)). So we need to show that β˜ = 0, which we prove in 5.5.
5.4. Construction of isomorphisms αX , αY . We will now sketch the construction of the iso-
morphisms αX , αY required by Proposition 3.2 (modulo (5.10)). In other words, we need to check
that Q looks like a Poincare´ line bundle. The construction is based on the formula (5.8) which itself
looks like the formula for the Poincare´ bundle on Pic(C˜ ◦/B◦). The argument in this subsection is
a rather technical calculation and the reader is advised to skip it at the first reading.
Let us construct αX . According to the formulation of Proposition 3.2, αX should be an isomor-
phism of splittings of certain Gm-gerbe on X ×B TX ×B TY . The gerbe in question is
GX 
B
GTX 
B
GTY
which corresponds to the generalized 1-form
pr∗1P(θ
(1)
Higgs) + pr
∗
2θ˜ + cpr
∗
3θ˜,
and the splittings are given by line bundles with connection
pr∗1,3(L,∇)BB ⊗ pr∗2,3(L,∇)ker, and (O, d+ cpr∗1θ(1)Higgs)⊗ (aT1 ×
(B◦)(1)
idTc)
∗(L,∇)ker.
Here (L,∇)BB is the line bundle with flat connection on (Higgs◦)(1) ×(B◦)(1) Loc◦ with p-curvature
pr∗1θ
(2)
Higgs which gives the equivalence D(Higgs◦)(1),θ(2)Higgs
-mod ∼→ QCoh((Loc◦)(1)) which is essentially
the equivalence of [BB] for C(1).
Let K˜ be the “difference” between our two splittings: it’s a line bundle onX ×BTX ×BTY , and
the data of αX amounts a trivialization of K˜. The “difference” (or “ratio”) of the corresponding line
bundles with connection is then (K,∇K) on (Higgs◦)(1) ×(B◦)(1) T1 ×(B◦)(1) Tc with K = Fr∗K˜ and
∇K being the canonical connection on Frobenius pullback. Substituting formula (5.8) for (L,∇)ker,
we get the following formula for (K,∇K):
(K,∇K) = (aT1 ×
(B◦)(1)
idTc)
∗(L,∇)ker ⊗ pr∗2,3(L,∇)⊗−1ker ⊗ pr∗1,3(L,∇)BB ⊗ (O, d− pr∗1θ(1))
= (id(Higgs◦)(1) ×
(B◦)(1)
a)∗(S,∇′S)1+c ⊗ pr∗1,3(S,∇′S)c ⊗ pr∗1,3(L,∇)BB ⊗ (O, d− pr∗1θ(1))
= (id(Higgs◦)(1) ×
(B◦)(1)
a)∗(S,∇S)1+c ⊗ pr∗1,3(S,∇S)c ⊗ pr∗1,3(L,∇)BB.
(5.12)
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(Out of six (L,∇)det factors that we get from two copies of (L,∇)ker, two cancel out and the
other four group into two pullbacks of (S,∇′S); the d − pr∗1θ(1) comes from the µ∗ in Proposi-
tion 3.2.) Here (S,∇S)c′ is the pullback of (S,∇S) under the identification (Higgs◦)(1)×(B◦)(1)Tc′ ∼→
(Higgs◦)(1) ×(B◦)(1) T1 ∼→ (Higgs◦)(1) ×(B◦)(1) Loc◦ ∼→ Γ (the first of these identifications “dilates”
the Hitchin base by c′), and similarly for ∇′S .
First we are going to construct an isomorphism αX ,AJ between pullbacks of these splittings
(which is the same thing as trivialize the pullback of K˜) under the Abel–Jacobi map (C˜ ◦)(2) ×B
TX ×B TY AJ×id×id−−−−−−→ Pic((C˜ ◦)(2)/B)×B TX ×B TY = X ×B TX ×B TY . The ingredients of the
construction of this trivialization are the isomorphism in Lemma 5.4 and formula (5.4). To begin
with, notice that (L,∇)univ,ΓAJ gives rise to the universal splitting of the gerbe ((prC˜
◦
T∗C)
∗DC) ×B
(Loc◦)(1) on (C˜ ◦)(2) ×B (Loc◦)(1) which is the pullback of PTY under AJ(C˜◦)(2)/B ×B idTY . This
gives an isomorphism (AJ ×(B◦)(1) id)∗(L,∇)BB ∼→ (L,∇)univ,ΓAJ . On the other hand, Lemma 5.4
allows to also rewrite in terms of (L,∇)univ,ΓAJ the pullback by AJ× id× id of the other two factors
in the last line in (5.12). Using these identifications, we get the following isomorphism:
(AJ ×
(B◦)(1)
idT1 ×
(B◦)(1)
idTc)
∗(K,∇K) ∼→
∼→ (id(C˜◦)(1) ×
(B◦)(1)
a)∗(L,∇)univ,ΓAJ ⊗ (pr∗1,3(L,∇)univ,ΓAJ ⊗ pr∗2,3(L,∇)univ,ΓAJ)⊗−1.
But the construction of a : T1 ×(B◦)(1) Tc → T1+c (as tensoring over the spectral curve) and of
(L,∇)univ,ΓAJ give a tautological trivialization of the triple product in the right-hand side.
Thus we have constructed the isomorphism αX ,AJ. According to Corollary 3.6 and Remark 3.4,
we get a canonical extension αX of αX ,AJ to X ×B TX ×B TY . According to Remark 3.2, this is
enough to conclude that the functor constructed from Q is an equivalence. Alternatively, one can
construct the isomorphism αY in the same way, check the compatibility of αX ,AJ and αY ,AJ on
(C˜ ◦)(2) ×B TX ×B (C˜ ◦)(2) ×B TY , and apply Proposition 3.2.
5.5. Alternative construction of θ˜. The goal of this subsection and the next one is to prove
formula (5.10). This will be done by lifting θ˜ to a one-form, i.e., constructing θ0 ∈ Ω1(Loc◦) such
that
θ˜ = δ(θ0)(5.13)
(where δ is defined in 2.6), and prove a formula similar to (5.10) for θ0. In this subsection we will
prove that the images of both sides of (5.13) in Ω2(Loc◦) under Q coincide. The full identity (5.13)
will be proved in the next subsection.
Let ΩLoc be the canonical 2-form on the smooth part Loc
sm of Loc, so that ΩLoc = F∇det = Q(θ˜).
Since Locsm is a Gm-gerbe over the corresponding coarse moduli space Locsm , the differential forms
on Locsm are the same as differential forms on Locsm . We want to construct a 1-form θ0 on Loc
sm
such that ΩLoc = dθ0. Since Loc
sm is symplectic, this is equivalent to constructing a vector field
ξ0 on Loc
sm which is Liouville, i.e., Lξ0ΩLoc = ΩLoc where L denotes the Lie derivative. We will
actually construct ξ0 as a vector field on Loc: the one on Loc
sm is then obtained by restricting to
Locsm and then descending to Locsm (again using the fact that differential forms descend uniquely
from gerbes).
Here is the general plan of the construction. First of all, we know that Loc is the moduli space
of certain coherent sheaves on the gerbe DC on T
∗C(1). On T ∗C(1) there is an action of Gm by
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dilations and hence an action of its Lie algebra. We lift this action to the gerbe DC ∼ DT∗C,θ(1)C
(where θ
(1)
C is the canonical 1-form on T
∗C(1)). In fact, we construct an action of this Lie algebra
on the gerbe D
cθ
(1)
C
for all c ∈ k, compatibly with identifications
D
cθ
(1)
C
·D
c′θ(1)C
∼→ D
(c+c′)θ(1)C
.
Now the torsor Tc is obtained from Dcθ(1)C
by taking (prC˜
◦
T∗C)
(1)∗ and taking torsors of splittings,
so we get a vector field ξ0,c on Tc, and compatibility with the above identification (with c′ = 1)
implies compatibility of ξ0 := ξ0,1 with the map a in (5.1) (note though that by the identification
Tc
∼→ Loc◦ for c 6= 0 we have ξ0,c = ξ0).
A description of ΩLoc in terms of Serre duality on DC implies that ξ0 is a Liouville vector field
for ΩLoc, which allows to convert the above properties of ξ0 to properties of the symplectic dual θ0
to ξ0 and in particular prove an analog of (5.10) for θ0 (see equation (5.14)).
Taking c = 0 in (5.14), we get an analog of (5.4) for θ0,c, from which we conclude that θ˜− δ(θ0)
descends to (B◦)(1). We actually show that θ˜ − δ(θ0) = χ◦∗P(β0) where β0 extends to all of B(2)
which allows to prove in 5.6 that β0 = 0 after a certain degree estimate.
First, we need another interpretation of the form ΩLoc. Note that for a Gm-gerbe G on a smooth
variety X, and two G-modules M and N with proper support, we have the following version of
Serre duality: RHom(M,N )∗ ∼= RHom(N ,M⊗ ωX)[dimX] where ωX is the sheaf of top degree
differential forms on X. In particular, if X is a symplectic surface and M = N , we have a
nondegenerate (in fact, antisymmetric) bilinear form on the space Ext1(M,M) which is identified
with the tangent space atM to the moduli space MX,G of G-modules on X with proper support, so
we get a non-degenerate 2-form on this moduli space. One can use properties of the Serre duality
to show that this form is closed, so it gives a symplectic structure on MX,G .
Remark 5.2. Here by a symplectic structure on an (Artin) stack Y (say, over k) we mean a closed
2-form (in the sense of Ka¨hler differentials) on Y which induces a symplectic structure on the
tangent space (i.e., H0 of the tangent complex) to every k-point of Y . (Note that this allows Y to
be singular.) In fact, it is more conceptually correct to consider symplectic derived stacks, so that we
have a nondegenerate pairing on the whole tangent complex (which would pair H>0(TY ,y), which
measures singularity/“derivedness”of Y , with H<0(TY ,y), measuring“stackiness”of Y ). With such
a notion, the non-derived part of a derived symplectic stack would be a symplectic (usual) stack
in the above sense. Note also that a basic example of a smooth symplectic stack is provided by a
G-gerbe over a symplectic variety Y for a smooth group scheme G over Y , and this is essentially
the most general example of a smooth symplectic stack (one should get the general case by taking
X to be a Deligne–Mumford stack). The stacks M ◦X,G that we are interested in are of this form.
We will also need the following statement, which is a relative version of the above construction,
and which is proved in a similar way:
Proposition 5.5. Let S be a k- (or Fp-) scheme, L a line bundle on it, pi : X → S a smooth
morphism of relative dimension 2 with an L-valued symplectic form ω : Λ2TX/S ∼→ pi∗L and suppose
given a Gm-gerbe G on X. Let MX,G be the stack over S associating to a scheme S′ → S the
groupoid of S′-flat coherent sheaves F ∈ GS′ -mod with suppF proper over S′ where GS′ = G ×S S′.
Then MX,G has a canonical 2-form ΩMX,G ∈ Ω2MX,G/S ⊗ pi∗MX,GL where piMX,G : MX,G → S is the
structure map and Ω2MX,G/S is the second exterior power of the sheaf of relative Ka¨hler differentials.
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The form is compatible with pullbacks along S, and for S = Spec k, L = OS it coincides with the
one coming from Serre duality, as described above.
Proof. The proof is similar to the absolute case discussed above. Namely, suppose given a map
S′ → S and an S′-point of MX,G corresponding to F ∈ GS′ -mod. Replacing S,X,G by S′, XS′ =
X×SS′, GS′ = G×SS′, we can assume that S′ = S. Now, given two families of tangent vectors ξ, ξ′
to MX,G at F corresponding to self-extensions F ,F ′ of F , let c, c′ be their classes in Ext1(M,M).
Then, by relative Serre duality, we have a perfect pairing Rpi∗RHom(F ,F) ⊗ Rpi∗RHom(F ,F ⊗
ωX/S [2]) → OS , which can be rewritten as (Rpi∗RHom(F ,F))⊗2 → L[−2]. It induces a map
BF : Ext1(F ,F)⊗2 → H0(S,L). We define the value of ωMX,G on ξ, ξ′ to be BF (c ⊗ c′). The
symmetry property of the Serre duality implies that this form is anti-symmetric, so it defines a
2-form on MX,G which satisfies the conditions of the proposition. 
Remark 5.3. It is actually true that the non-degenerate 2-form ΩMX,G is closed, so that MX,G → S
is a relative symplectic stack, but we will not need this fact (more precisely, in all cases of interest
for us, it is going to hold by other considerations), so we will not give a proof.
Lemma 5.6. The form ΩLoc coincides with ΩMX,G from Proposition 5.5 for S = Spec k, X =
T ∗C(1), and G = DC is the gerbe corresponding to the Azumaya algebra D˜C .
Proof . It is known that (in any characteristic) the category of O-coherent D-modules on a smooth
variety Z admits a Serre functor SZ which, moreover, is canonically isomorphic to the shift by
2 dimZ. The same is true for D′-modules where D′ is any twisted differential operator algebra. We
will need the case D′ = DC,ω1/2 . The lemma will follow from the following two statements:
• The curvature of (L,∇)det coincides with the 2-form constructed from this isomorphism
SC ∼= [2].
• The composite equivalence
DC,ω1/2 -mod
⊗ω⊗(1−p)/2∼→ DC-mod ∼→ DC-mod
is compatible with the trivializations of Serre functors.
The first statement makes sense in any characteristic and is proved in Appendix A, Proposition A.8.
As for the second statement, the difference between two trivializations is an invertible function12
on T ∗C(1), therefore a constant.
To show that this constant is equal to 1, it suffices to compare the two symplectic forms at
points of MT∗C(1),DC corresponding to DC-modules of length 1 supported at points of T
∗C(1).
Note that such modules are parametrized by an open and closed substack inMT∗C(1),DC isomorphic
to the total space of the gerbe DC and which corresponds to the stack denoted I in A.5 via the
identificationMT∗C(1),DC
∼→ Conncoh1/2 . Now the restriction to I of the symplectic form constructed
from the Serre functor onDC-mod is clearly just the pullback toI ∼= DC of the canonical symplectic
form on T ∗C(1). The fact that the Serre functor on DC,ω1/2 gives the same form follows (for example)
from the computation of the curvature of (L,∇)det by using Propositions A.8 and A.9 (this has
essentially been used in the proof of Proposition 5.2). 
12The difference is an automorphism of the identity functor. To see that it is given by multiplication by a
function, it is better to consider families of O-coherent D-modules, i.e., for a scheme S we consider the category of
DC OS-modules which are coherent as OC×S-modules.
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In the situation above, consider the open substack M ◦X,G ⊂ MX,G consisting of modules which
(locally after splitting G) look like (pushforward of) a line bundle on a smooth curve in X. Denote
by B◦X the moduli space of proper smooth curves in X, and let C
◦
X ⊂ B◦X × X → B◦X be the
universal family of curves. Then we have a map χX,G : M ◦X,G → B◦X given by taking supports,
which presents M ◦X,G as a torsor for the relative Picard stack Pic(C
◦
X/B
◦
X).
Lemma 5.7. The map χX,G defines an integrable system, i.e., the fibers are Lagrangian.
Proof. Indeed, the tangent space to M ◦X,G at a point corresponding to F ∈ G-mod is given by
H1(RΓ(X,REnd F)), and the Serre duality pairing on this vector space comes from a (quasi-)iso-
morphism of the complex (REnd F)[1] with its own Serre dual. Moreover, the relative tangent space
for M ◦X,G → B◦X is the middle term of the 2-step filtration coming from the canonical filtration
on the complex of sheaves REnd F . Now, since F ∈ M ◦X,G , it is easy to see that the cohomology
sheaves of the complex (REnd F)[1] are line bundles on suppF (which is a smooth projective curve
in X); in particular, they are Cohen–Macaulay of dimension 1. Therefore the 2-step canonical
filtration on (REnd F)[1] is preserved (up to a shift) by the Grothendieck duality functor, hence we
get the desired Lagrangian property of the fibration M ◦X,G → B◦X . 
Denote
D = Spec(k[ε]/ε2).
A vector field on Locsm is the same as an automorphism of Locsm ×D over D which is identity on
Locsm ⊂ Locsm ×D . Let h be the automorphism of T ∗C(1) ×D corresponding to the Euler vector
field on T ∗C(1). Since H2(T ∗C(1),O) = 0, there exists a (non-unique) equivalence
ϕ : pr∗1DC
∼→ h∗pr∗1DC ,
where pr1 is the projection T
∗C(1) ×D → T ∗C(1), which is identity on T ∗C(1) × pt ⊂ T ∗C(1) ×D .
Now, if we have a D-module M on C, let M′ be the corresponding DC-module, and let M′ =
ϕ−1h∗(M′  OD) – this is a pr∗1DC-module on T ∗C(1) × D , and denote by M the corresponding
DC OD -module. By construction, M/εM∼=M, so M defines a tangent vector to Locsm at M.
This way we get a vector field on Locsm which is the desired field ξ0. Denote θ0 = ιξ0ΩLoc.
Proposition 5.8. The vector field ξ0 is Liouville. Equivalently, dθ0 = ΩLoc.
Proof. The proposition follows from the canonicity statement in Proposition 5.5. Namely, we take
the trivial family of symplectic surfaces X = T ∗C(1) × D → S = D with gerbe G = DC × D
over it and L being the trivial line bundle L = OD . The resulting symplectic stack MX,G over D
is isomorphic to Conncoh1/2 × D . Now we take the automorphism of the situation which acts on
T ∗C(1) × D by h, on DC × D by ϕ, and on L by 1 + ε (note that the latter is forced by the
compatibility with the L-valued symplectic form on X, since h∗ΩT∗C(1) = (1+ε)ΩT∗C(1)). Denoting
by h˜ the restriction to Locsm × D of the induced automorphism of MX,G = Conncoh1/2 × D , we see
that canonicity of ΩMX,G implies that h˜
∗ΩLoc = (1 + ε)ΩLoc which means (since h˜ = 1 + εξ0 by
definition) that Lξ0ΩLoc = ΩLoc. 
We will now describe a class of ϕ’s as above, for which the corresponding anti-derivative θ0 of
ΩLoc represents the extended curvature of ∇det.
Recall (this is essentially equivalent to additivity property of Dα in α) that for any smooth
variety X, the gerbe DC on T
∗C(1) has a natural multiplicative structure with respect to the
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relative group scheme structure on T ∗C(1) → C(1). It is easy to deduce from this that we have the
following isomorphisms of gerbes on T ∗C(1) ×D :
pr∗1D
−1
C · h∗pr∗1DC ∼ e∗pr∗1DC
where e : T ∗C(1) × D → T ∗C(1) × D is given by fiberwise multiplication by ε. Now, e factors
through the 1st infinitesimal neighborhood Z1 of the zero section in T
∗C(1). Therefore the above
equivalence ϕ can be constructed from any trivialization Ψ of DC on Z1 which coincides with the
canonical trivialization on the zero section. We assume from now on that ϕ is obtained in this way.
Recall that we need to prove formula (5.10) involving certain generalized 1-form on Loc◦. We
will deduce it from the following two propositions:
Proposition 5.9. If the equivalence ϕ is constructed from a splitting Ψ as described above then, in
the notation of (5.10) (for any c ∈ k \ Fp), we have
(1 + c)−1a∗θ0 = pr∗1θ0 + c
−1pr∗2θ0 .(5.14)
Proposition 5.10. The extended curvature θ˜ of the determinant line bundle with connection
(L,∇)det on Locsm is equal to δ(θ0).
Since δ is k-linear and compatible with pullbacks, Propositions 5.9 and 5.10 imply formula (5.10)
and therefore Theorem 1.1. The rest of the subsection is devoted to the proof of this proposition.
Proposition 5.10 will be proved in subsection 5.6.
We begin by observing that, given Ψ, one can construct a family of equivalences
ϕc : pr
∗
1Dcθ(1)C
∼→ h∗pr∗1Dcθ(1)C(5.15)
parametrized by c ∈ k (we just have to replace e by fiberwise dilation by cε). One can check that
ϕc is additive in c, i.e., compatible with the equivalence D(c+c′)θ(1)C
∼→ D
cθ
(1)
C
·D
c′θ(1)C
and, if c ∈ k×,
ϕc is obtained from ϕ by conjugation with the isomorphism between DC = Dθ(1)C
and D
cθ
(1)
C
lifting
the dilation by c on T ∗C(1).
Note that similarly to the way we defined ξ0, we can define a vector field ξ0,c on Tc using
the identification Tc
∼→MT∗C(1),D
cθ
(1)
C
and the infinitesimal automorphism (i.e., D-family of auto-
morphisms) of the pair (T ∗C(1),D
cθ
(1)
C
) given by (h, ϕc), and the above compatibility implies the
following:
Lemma 5.11. The maps ac,c′ : Tc ×(B◦)(1) Tc′ → Tc+c′ are compatible with the vector fields
ξ0,c, ξ0,c′ , ξ0,c+c′ in the sense that the “diagonal” vector field on Tc × Tc′ × Tc+c′ constructed from
these three vector fields is tangent to the graph of ac,c′ .
We will deduce Proposition 5.9 from the following identity:
(1 + c)−1a∗ΩLoc = pr∗1ΩLoc + c
−1pr∗2ΩLoc ,(5.16)
and Lemma 5.11. Formula (5.16) will follow from a more general statement:
Lemma 5.12. Let pi : A → B be a family of abelian varieties with a symplectic form ΩA on A,
such that the fibers are Lagrangian subvarieties, i.e., the morphism pi defines an integrable system.
Let ΓA ⊂ A×B A×B A be the graph of the group structure morphism m : A×B A→ A (where the
target of m is identified with the third factor of A ×B A ×B A so that ΓA consists of points of the
form (x, y,m(x, y))). Then ΓA is Lagrangian in (A×A×A,ΩA 1 1 + 1ΩA 1− 1 1ΩA)
if and only if the zero section of A is Lagrangian.
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Proof. We are only going to prove the “if” part, since this is the harder part and the only part we
will use. Also note that since dimA = 2 dimB and pi is smooth, it is an easy dimension calculation
that both the zero section in A and ΓA in A×A×A have half the dimension of the ambient scheme,
so for them being Lagrangian is equivalent to being isotropic.
Denote
ΩΓA = (ΩA  1 1 + 1ΩA  1− 1 1ΩA)|ΓA .
Thus we need to prove that ΩΓA = 0. Let s : B → A be the zero section and consider the subschemes
in A ×B A ∼→ ΓA which are images of the maps i1, i2 : A → A ×B A given by i1 = idA ×B s, i2 =
s×B idA. Using the fact that the zero section is Lagrangian, i.e., s∗ΩA = 0, it is easy to see that
i∗1ΩΓA = i
∗
2ΩΓA = 0.(5.17)
Now consider the filtration F •Ω2ΓA on Ω
2
ΓA
with successive quotients given by gr0F Ω
2
ΓA
= pi′∗Ω2B ,
gr1F Ω
2
ΓA
= pi′∗Ω1B ⊗ Ω1ΓA/B , gr2F Ω2ΓA = Ω2ΓA/B , where pi′ is the projection ΓA → B, and the
analogous filtration F •Ω2A on Ω
2
A. Since the restriction of ΩA to the fibers of pi is 0, the form ΩΓA
must lie in F 1Ω2ΓA . But since the relative cotangent bundle ΩA/B descends to B it is easy to see
by projection formula that the natural morphisms
pi′∗ gr
i
F Ω
2
ΓA
(i∗1 ,i
∗
2)−−−−→ pi∗ griF Ω2A ⊕ pi∗ griF Ω2A
given by pullbacks by i1, i2 (i.e., coming from the adjunction morphisms id→ i1∗i∗1, id→ i2∗i∗2) are
injective for i = 0, 1. From this we see that (5.17) implies ΩΓA = 0 as desired. 
Lemma 5.13. Let (X,Ω) be a symplectic surface, G,G′,G′′ three Gm-gerbes on it, and suppose we
are given an equivalence G ∼→ G′ ·G′′. Consider the corresponding Pic(C ◦X/B◦X)-torsors T = M ◦X,G,
T ′ = M ◦X,G′ , T
′′ = M ◦X,G′′ endowed with symplectic structures ΩT , ΩT ′ , ΩT ′′ as in Proposi-
tion 5.5. Clearly, T is identified with the Baer sum of torsors T ′ and T ′′, so we can define the
graph of addition Γ ⊂ T ×B◦X T ′ ×B◦X T ′′. Assume also that the zero section of Pic(C ◦/B◦) is
Lagrangian with respect to the Serre duality symplectic form on Pic(C ◦/B◦). Then Γ is isotropic
in (T ×T ′ ×T ′′, ΩT  1 1− 1ΩT ′  1− 1 1ΩT ′′).
Proof. Suppose we want to prove that Γ is isotropic at some point γ ∈ Γ, and let C˜ ⊂ X be the
spectral curve corresponding to the image of γ under the projection Γ → B◦X . Clearly one can
replace X by the formal neighborhood C˜∧ of C˜ in X. The point γ gives splittings of G and G′ on
C˜. Moreover, we can extend these splittings to C˜∧ since the obstruction to extending a splitting
from k’th to (k+ 1)st infinitesimal neighborhood lies in H2(C˜, (N ∗
X/C˜
)⊗k+1) = 0 (here N ∗
X/C˜
is the
conormal bundle to C˜ inside X).
Thus we can assume that G′ and G′′ are trivial gerbes. Then Γ is identified with the graph of
addition on Pic(C ◦X/B
◦
X). Since γ corresponds to a point in the zero section in Γ, it is sufficient to
prove that the graph of addition is isotropic for Pic0(C ◦X/B
◦
X), which in turn reduces to the family
of Jacobians Pic0(C ◦X/B
◦
X) (over which Pic
0(C ◦X/B
◦
X) is a Gm-gerbe). Since Pic
0(C ◦X/B
◦
X) is an
abelian scheme over B◦X , the fact that this graph is isotropic (actually, Lagrangian) follows from
the condition on the zero section in Pic(C ◦X/B
◦
X) by Lemma 5.12. 
Corollary 5.14. For c ∈ k, let Tc → (B◦)(1) be the torsor of fiberwise splittings of the gerbe
(prC˜
◦
T∗C(1))
(1)∗D
T∗C(1),cθ(1)C
along the fibers of the projection (C˜ ◦)(1) → (B◦)(1). (For c 6= 0 this
torsor is identified with the one defined in §5.1.) We have an addition map
ac,c′ : Tc ×(B◦)(1) Tc′ → Tc+c′
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for any c, c′ ∈ k and consider the projections pr1 : Tc×(B◦)(1) Tc′ → Tc and pr2 : Tc×(B◦)(1) Tc′ →
Tc′ . Also recall the symplectic form ΩTc on Tc, the vector field ξ0,c on Tc constructed from a
splitting Ψ as explained before, and the dual 1-form θ0,c = ιξ0,cΩTc . Then we have
a∗c,c′θ0,c+c′ = pr
∗
1θ0,c + pr
∗
2θ0,c′ .(5.18)
Proof. We first apply Lemma 5.13 to X = T ∗C(1), G′ = D
cθ
(1)
C
, G′′ = D
c′θ(1)C
. In order to do it,
we first have to check the Lagrangian property of the zero section in MT∗C(1),BGm×T∗C(1) where
BGm×T ∗C(1) is considered as the trivial Gm-gerbe on T ∗C(1). Clearly we can remove the Frobenius
twists and reduce to proving that the zero section in MT∗C,BGm×T∗C is Lagrangian. Now, under
the identification MT∗C,BGm×T∗C = Pic(C
◦/B◦) ∼→ Higgs◦ the Serre duality symplectic form
corresponds to the canonical symplectic form on the cotangent bundle (one can prove this by a
simpler version of the argument in the proof of Proposition A.8) and the zero section in Pic(C ◦/B◦)
corresponds to (an open subset of) the fiber of Higgs → Bun over the point associated with the
bundle
⊕N−1
i=0 T ⊗iC , and hence is Lagrangian.
Recall that by definition we have Tc = M ◦
T∗C(1),cθ(1)C
and the addition map referred to in
Lemma 5.13 in our case is exactly ac,c′ . The lemma thus shows that the graph Γc,c′ of the map
ac,c′ is Lagrangian inside the symplectic stack (Tc ×Tc′ ×Tc+c′ , Ωc,c′) where
Ωc,c′ = ΩTc  1 1 + 1ΩTc  1− 1 1ΩTc+c′ .
On the other hand, we know by Lemma 5.11 that the vector field
ηc,c′ := ξ0,c  1 1 + 1 ξ0,c′  1 + 1 1 ξ0,c+c′
is tangent to Γc,c′ ⊂ Tc ×Tc′ ×Tc+c′ . These two statements together imply that the 1-form
ιηc,c′Ωc,c′ = θ0,c  1 1 + 1 θ0,c′  1− 1 1 θ0,c+c′
vanishes on Γc,c′ , which is equivalent to formula (5.18). 
Now it is easy to see that Corollary 5.14 implies Proposition 5.9. Indeed, by definition of Tc, for
c ∈ k× there is an isomorphism µc : Tc ∼→ T1 = Loc◦ lifting the map [c] : (B◦)(1) → (B◦)(1) coming
from the Gm-action on (B◦)(1) and we have µ∗cΩLoc = cΩTc . (To see this, one should use the
definition of Tc as M ◦T∗C(1),D
cθ
(1)
C
and apply Proposition 5.5 to the isomorphism (T ∗C(1),D
cθ
(1)
C
) ∼→
(T ∗C(1),D
θ
(1)
C
), similarly to the proof of Proposition 5.8.) We also have µ∗cξ0 = ξ0,c (here the
pullback of a vector field is well-defined since µc is an isomorphism), and hence µ
∗
cθ0 = θ0,c. From
this we see that substituting (1, c) for (c, c′) in (5.18) gives formula (5.14).
5.6. Proof of Proposition 5.10. We want to prove the equality of two sections of FLoc◦ : θ˜ = δ(θ0).
We begin by showing that the difference
α˜0 = θ˜ − δ(θ0)
descends to (B◦)(1) and, moreover, extends to B(1):
Lemma 5.15. We have θ˜ − δ(θ0) = P(χ′(1)∗β′0) where χ′ is the map Locsm → B(1), δ and P are
defined in 2.6, and β′0 is some form on B
(2).
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Proof. We already know that Q(δ(θ0)) = dθ0 = ΩLoc = Q(θ˜). So Q(α˜0) = 0, which means that
α˜0 = P(α0) for some α0 ∈ Γ((Locsm)(1),Ω1(Locsm)(1)). We want to prove that α0 = χ′(1)∗β′0 for some
β′0. We’ll show that α0|Loc◦ is a pullback of some 1-form β0 on (B◦)(1). Using the properties of χ′,
we can then deduce that β0 extends to the whole B(1) since χ′(1)∗β0 extends to Locsm .
Now let Γ be the graph of addition in (Higgs◦)(1) ×B(1) Loc◦ ×B(1) Loc◦. The argument of the
proof of Proposition 5.14 applied to c = 0 shows that on Γ we have pr∗1θ
(1) + pr∗2θ0 = pr
∗
3θ0 where θ
is the canonical 1-form on Higgs = T ∗Bun. (We use that the vector field ξ0,0 on Higgs coincides with
the Euler vector field, and therefore θ0,0 = θ.) Applying δ yields δ(pr
∗
1θ
(1)) + δ(pr∗2θ0) = δ(pr
∗
3θ0).
On the other hand, we know from (5.4) that δ(pr∗1θ
(1)) + pr∗2θ˜ = pr
∗
3θ˜, so subtracting the previous
equation, we get pr
(1)∗
2 α˜0 = pr
(1)∗
3 α˜0, so α˜0|Loc◦ is a pullback of some β˜′0 ∈ Γ((B◦)(1),F(B◦)(1)).
Since α˜0 ∈ Im(P), we must have β˜′0 ∈ Im(P), so β˜′0 = P(β0) for some β0.
We conclude the proof by noticing that the restriction of the map χ to the maximal open substack
Locχ-sm such that χ|Locχ-sm is smooth is surjective, which means that since (χ◦)∗β0 extends from
Loc◦ to Locsm , the form β0 must extend from (B◦)(1) to B(1). 
Now we will investigate the behavior of θ˜ and θ0 with respect to the projection Loc→ Bun.
Denote by Bun[d] the connected component of Bun consisting of vector bundles of degree d and
Loc[d] its preimage in Loc. Note that Loc[d] is nonempty only for d divisible by p.
We will deduce Proposition 5.10 from Lemma 5.15 and the following two statements:
Lemma 5.16. For sufficiently large p (relative to N and the genus of C) and generic curve C the
fibers of the maps q : Loc→ Bun and χ : Loc→ B(1) are transversal generically on Loc[0].
Lemma 5.17. The 1-form β0 = χ
(1)∗β′0 (where β
′
0 is defined in Lemma 5.15) vanishes on q
−1(b)
if b ∈ Bun is such that q is smooth over b.
Clearly, together with Lemma 5.15, these two statements imply the desired equality β′0 = 0.
Proof of Lemma 5.16. First let us note that the map (q, χ) : Loc → Bun ×B(1) can be degener-
ated into the map (V ◦ pi(1), h(1)) : Higgs(1) → Bun ×B(1) where h is the standard Hitchin map,
pi : Higgs → Bun is the natural projection, and V : Bun(1) → Bun is the map given by pullback
of bundles by FrC . The degeneration is realized by the family {Loc′λ} where Loc′λ is the stack
parametrizing triples (E ,∇,K) where (E ,∇) ∈ Loc and K : E → E ⊗ Ω(C)C is a map satisfying
λK = curvp(∇). (This is equivalent to considering DT∗C,λθ(1)C -modules of the appropriate kind.)
For λ 6= 0 it identifies with Loc, and for λ = 0 we have Loc′λ ∼= Higgs(1).
Now it is enough to prove that V ◦ pi(1) and h(1) are generically submersions (i.e., smooth mor-
phisms) and their fibers are transversal at a generic point. This would follow from two statements:
namely, (a) pi(1) and h(1) (or equivalently pi and h) are generically submersions and have generically
transversal fibers, and (b) the differential of V is generically an isomorphism (i.e., V is generically
e´tale). The first one is true in characteristic 0 (because otherwise these fibers generically would
have to have a curve in their intersection, which would contradict the fact that one of them is affine,
and the other is proper). Therefore it must be true for sufficiently large p and generic C.
For the second one, let us notice that the differential of V at a point of Bun corresponding to
a vector bundle E ′ on C(1) is the map REnd(E ′)[1] → REnd(Fr∗CE ′)[1] given by Fr∗C . Since the
condition that this map be an isomorphism is open (in E ′ and C), and Bun[0] is connected, it is
enough to check it for one point of Bun[0]. Take the point corresponding to the trivial vector bundle
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E ′ = ON
C(1)
: then the differential of V at that point is given by the direct sum of N copies of the map
Fr∗C : RΓ(OC(1))[1]→ RΓ(OC)[1], which is an isomorphism iff C is ordinary (not supersingular). 
Now we turn to the proof of Lemma 5.17. Consider the stack L˜oc over A1 whose fiber over
λ ∈ A1(k) = k is the stack Locλ of rank N bundles on C with λ-connection; in particular
L˜oc ×
A1
{1} ∼= Loc, L˜oc ×
A1
{0} ∼= Higgs.
The stack L˜oc also has a canonical Gm-action lifting the dilation action on A1. Consequently, we
have an isomorphism
L˜oc ×
A1
Gm ∼= Loc×Gm.
Let t be the coordinate function on A1. Denote by Locsm the smooth part of Loc and by L˜oc
sm
the
maximal open substack in L˜oc smooth over A1. Note that the fiber of L˜oc
sm
is not equal to the
maximal open substack Higgssm of the central fiber but is rather the intersection of Higgssm with
the union Higgs[pZ] of connected components parametrizing Higgs bundles of degree divisible by p.
The stack L˜oc defines a filtration on functions, differential forms, etc. on Loc (and on open sub-
stacks thereof): a form η on Loc belongs to the k’th filtered piece iff the pullback of η to Loc×Gm ↪→
L˜oc has pole of order not greater than k along Higgs = L˜oc ×A1 {0}. This filtration is compatible
with the de Rham differential. Similarly, we get a filtration on Γ(FLocsm ) = Γ(Ω
1
Locsm/dOLocsm ). All
these filtrations will be denoted by F •.
For example, there is a relative symplectic form on L˜oc
sm
/A1 of weight 1 with respect to the
Gm-action. Its restriction to the fibers over 0, 1 ∈ A1 are the standard symplectic forms on Higgssm
and Locsm . This means that ΩLoc ∈ F 1Ω2(Locsm). It is also straightforward to check that
θ˜ ∈ F pF(Locsm).(5.19)
Lemma 5.18. We have θ0 ∈ F p+1Ω1(Locsm). Equivalently, ξ0 ∈ F pT (Locsm).
Proof. We need to prove that tpξ0 extends to L˜oc
sm
. Recall that the value of ξ0 at a point cor-
responding to a bundle with connection (or O-coherent D-module) M = (E ,∇) is given by the
infinitesimal deformation M = (E ,∇) of M constructed in 5.5.
We will think of M as an extension of M by itself. Recall that the construction of M in 5.5
uses the splitting of the gerbe G on the 1st infinitesimal neighborhood of zero section in T ∗C(1).
This splitting can be thought of as an extension of D-modules 0→ T (C)C = T ⊗pC →M0 → OC → 0.
Denote by v ∈ Ext1D(OC , T (C)C ) the class of this extension. We will also need the p-curvature ofM
thought of as a map of D-modules curvp(M) : M⊗T (C)C →M. By unwinding the definition ofM,
it is not hard to check the following:
Claim 5.19. The class of M in Ext1D(M,M) is given by
class(M) = curvp(M) · (idM ⊗ v)(5.20)
where · denotes the composition HomD(M⊗ T (C)C ,M) ⊗ Ext1D(M,M⊗ T (C)C ) → Ext1D(M,M).
More precisely, the exact sequence 0 → M → M → M → 0 is canonically isomorphic to the
pullback of M⊗ (0→ T (C)C →M0 → OC → 0) by curvp(M).
In order to construct the vector field ξ˜0 on L˜oc
sm
extending tpξ0, recall the notion of p-curvature
of a λ-connection from 2.2. It allows to extend the above construction ofM to λ-connections to get
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the desired vector field ξ˜0. (We just need to multiply the connection on M0 by λ and use tensor
product of λ-connections.) 
Proof of Lemma 5.17. From Lemma 5.18 and formula (5.19) we see that P(β0) = θ˜ − δ(θ0) ∈
F p+1F(Locsm). So we must have
β0 ∈ F 1Ω1((Locsm)(1))(5.21)
(otherwise P(β0)  1O(Gm) extended to L˜oc
sm
would have a pole of order ≥ 2p > p + 1 along
Higgs). Let Y be the open part of Higgs given by Y := Higgssm[pZ] = L˜oc
sm ×A1 {0}. Then we
get a 1-form β1 on Y (1) obtained by extending the (relative) 1-form tβ0 from (Loc
sm)(1) ×Gm to
(L˜oc
sm
)(1) and then restricting to Y (1). The form β1 has weight 1 with respect to the Gm-action
on Y (1) ⊂ Higgs(1). For b ∈ Bun as in the statement of Lemma 5.17, (5.21) implies that β0|Locb is
a translation-invariant form on Locb, and the restriction of β1 to the fiber Higgsb of Higgs at b is
the corresponding translation-invariant form on Higgsb (recall that Locb is an affine space over the
vector space Higgsb).
Denoting by Eu the differential of the Gm-action on Y , we get a function F = ιEuβ1 on Y (1)
of Gm-weight 1. The restriction of F to Higgsb is a linear function whose differential is β1|Higgsb .
Since the projection Y → B is proper over B◦, the restriction of F to each component of Higgs
must be a pullback of a function F ′ on B. This function must also have degree 1 with respect to
the standard Gm-action on B. We want to show that F ′ = 0 and hence F = 0. This will imply
that β1|Higgsb = 0 and therefore β0|Locb = 0.
Since we know that β0 descends toB, the function F ′ does not depend on the choice of connected
component of Higgs. Now consider the Serre duality involution σ on Locω1/2 . Via the identification
Locω1/2
∼→ Loc given by M 7→ M ⊗ ω⊗(p−1)/2 it corresponds to an involution on Loc given by
M 7→ M∨ ⊗ ω⊗p which we will also denote by σ. It is easy to see that the determinant line
bundle with connection (L,∇)det is invariant under σ, hence so is its curvature ΩLoc and extended
curvature θ˜. The vector field ξ0 can also be shown to be invariant under σ. So the 1-form θ0 is
σ-invariant as well. Recalling that P(β0) = θ˜ − δ(θ0), we see that β0 must also be σ-invariant.
Thus for the function F we get that it is invariant under an analogous involution on Higgs. But
then for F ′ it means that it should be invariant under the action of −1 ∈ Gm on B, whereas in
the preceding paragraph we saw it is anti-invariant under the same element. The desired equality
F ′ = 0 follows. 
Remark 5.4. There is another proof of Proposition 5.10 which works for any p > 2. The idea is to
reduce it to the corresponding local statement about the connection on the pullback oh determinant
line bundle on the affine Grassmannian GrG to the twisted cotangent bundle associated with this
determinant bundle (cf. Remark A.2). To construct an analog of the vector field ξ0, one should
choose a splitting of the gerbe DD (classifying D-modules on D := Spec k[[t]]) on the 1st infinitesimal
neighborhood of the zero section in T ∗D(1), and also choose a trivialization of the extension M0
defined before formula (5.20), as an O-module. Every G-bundle on C together with a trivialization
on the formal neighborhood of a point x ∈ C gives a map GrG → Bun and a correspondence
between the twisted cotangent bundles, which allows to deduce the global statement from the local
one. To prove the local statement, one can first show that the resulting vector field on T˜ ∗LDdet
GrG
is Liouville, and prove an analog of the identity (5.4). The rest of the argument is similar to the
global one presented here but the generic transversality lemma (the analog of Lemma 5.16) is much
easier for the local p-Hitchin map and can be proved in any characteristic.
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Since Proposition 5.10 is the only place in the proof of the main theorem (Theorem 1.1), the
stronger version of Proposition 5.10 would allow to relax the conditions on p in the theorem to just
p > 2.
Appendix A. Twisted cotangent bundle to the moduli stack of coherent sheaves
The main goal of this appendix is to show that the twisted cotangent bundle to the stack of
coherent sheaves on a smooth projective curve is identified with the stack of half-form twisted
coherent D-modules on that curve and establish some properties of the corresponding tautological
connection on a line bundle this cotangent bundle. This is a characteristic-independent statement,
except that we have to assume that the characteristic is not 2. In fact, we prove it for arbitrary
base scheme S defined over Z[1/2]. In characteristic 0 these statements are classical (see, e.g., [Fa,
Chapter IV]; in particular, Theorem A.2 corresponds to Lemma IV.4 in loc. cit.).
We will understand all derived categories in the higher-categorical (i.e., (∞, 1) or DG) sense, so
that it makes sense to talk about homotopies between (1-)morphisms. (In fact, the (2, 1)-categorical
level would suffice: all our morphism spaces will be 1-groupoids.)
A.1. Twisted cotangent bundles to stacks. Let S be a scheme and X
pi−→ S a smooth Artin
stack over S. For an R-point x of X where R is a commutative ring, consider the groupoid TX /S,x
of all dotted arrows in the diagram
SpecR
x //
ι

X
pi

DR
x˜
;;
pi◦x◦p
// S
(A.1)
where DR = Spec(R[ε]/ε2) and ι : SpecR→ DR, p : DR → SpecR are the natural morphisms. This
is an R-linear Picard groupoid, so it corresponds to a 2-step complex of R-modules T •X /S,x living
in degrees 0 and −1. This complex is perfect, compatible with derived base change and satisfies
descent, and therefore defines a perfect object T •X /S ∈ Db(X ). It is called the tangent complex of
X over S. The cotangent stack is then defined as
T ∗(X /S) := SpecX (SymOX H0(T •X /S))
where H0 is taken with respect to the natural t-structure on Db(X ).
Now let L be a line bundle on X and P → X the corresponding principle Gm-bundle. Then
T •P/S is a Gm-equivariant complex and therefore descends to a complex T˜ •X /S,L on X which fits
into an exact triangle
OX i−→ T˜ •X /S,L → T •X /S δ−→ OX [1](A.2)
We will sometimes refer to T˜ •X /S,L as the extended tangent complex. Now define the twisted cotan-
gent stack T˜ ∗L(X /S) as
T˜ ∗L(X /S) := SpecX (SymOX H0(T˜ •X /S,L)) ×A1S
{1}S(A.3)
where the morphism from the first factor to A1S is induced by i.
Remark A.1. There are several alternative interpretations of the stack T˜ ∗L(X /S):
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(1) It is the spectrum of the quotient of SymH0(T •X /S) by the ideal generated by 1− i(1OX ).
(2) Its R-points lying over x : SpecR→X are given by “splittings” of the pullback under x of
triangle (A.2).
(3) These splittings are the same as null-homotopies of δx.
There is a closed substack Z ⊂X consisting of points x ∈X where i acts non-trivially on local
cohomology. Then the map T˜ ∗L(X /S) → X factors through Z and over Z it looks like a torsor
for T ∗(X /S).
Another way to define the complex T˜ •X /S,L is as follows. For an R-point x of X let BGa(R) de-
note the classifying groupoid for the group Ga(R) = (R,+). We will define a functor δ′ : TX /S,x →
BGa(R). Namely, for any x˜ : DR → X as in (A.1), we set δ′x(x˜) to be the torsor of isomorphisms
x˜∗L ∼→ p∗x∗L whose restriction to SpecR ⊂ DR is idx∗L. The action of Ga(R) on δ′x(x˜) is given by
the composition Ga(R) ∼→ 1 + εR ⊂ (R[ε]/ε2)× = O(DR)× ∼→ Aut(x˜∗L). The map δ′x corresponds
to a map δx : T •X /S,x → R[1]. The maps δx for all R and x glue to a map δ : T •X /S → OX [1]. Then
T˜ •X /S,L can be reconstructed as “the” cone of δ.13 Below we write δL instead of δ to show explicitly
the dependence of δ on L.
We will need the following lemma whose straightforward proof is omitted.
Lemma A.1. Let f : X → Y be a morphism of smooth Artin stacks and L a line bundle on Y .
Then we have a commutative diagram
T •X /S
df

δf
∗L
// OX [1]
f∗T •Y /S
f∗δL // f∗OY [1]
A.2. The stack Coh(C) and its twisted cotangent bundle. Now let C → S be a smooth
proper family of algebraic curves. We work with schemes over S throughout, so we will often drop
“S” from the notation writing TX , T ∗X , ×, etc. instead of TX /S , T ∗(X /S), ×S , etc. If R is a
ring, and s : SpecR→ S is an R-point of S, we will denote by Cs or CR the base change of C by s,
that is, Cs = CR := C ×S,s SpecR.
We consider the stack Coh(C) of coherent sheaves on fibers of C. Its groupoid of R-points is
given by
Coh(C)(R) =
{
(s,F)
∣∣∣∣ s ∈ S(R);F is a (SpecR)-flat coherent sheaf on Cs
}
.
Below we abbreviate Coh = Coh(C). Consider the determinant bundle Ldet on Coh. Its fiber at an
R-point x of Coh corresponding to a coherent sheaf Fx on CR is given by
(Ldet)x = detR RΓ(CR,Fx).
From now on we assume that
2 is invertible on S, i.e., 2 · 1O(S) ∈ O(S)×.(∗)
We will be interested in the twisted cotangent stack corresponding to Ldet. Namely we will prove
the following.
13In order to reconstruct T˜ •
X /S,L canonically, one needs to understand the derived categories in the (∞, 1)-
categorical (or DG) sense.
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Theorem A.2. There is a canonical isomorphism of stacks over Coh:
T˜ ∗LdetCoh
∼= Conncoh1/2(A.4)
where Conncoh1/2 is the moduli stack of OC-coherent modules over the algebra DC,ω1/2 of differential
operators in ω
⊗1/2
C .
Denote T˜ •Coh,Ldet by T˜ •Coh. Now it follows from the formula (A.3) that the datum of an R-point
of T˜ ∗LdetCoh lying over x ∈ Coh(R) is equivalent to the datum of a nilhomotopy of the map
δx : T
•
Coh,x → R.
We can therefore reduce the study of T˜ ∗LdetCoh to the study of δx.
It is known14 that the tangent complex T •Coh,x to Coh at a point x ∈ Coh(R) is canonically
isomorphic to (REndFx)[1] ∈ Db(R-mod). So we have to study the map δx[−1] : REndFx → R.
Using the Serre duality, we get a map
αx : Fx → Fx ⊗ ωCR/R[1].
The map αx corresponds to an extension
0→ Fx ⊗ ωCR/R → Φs(Fx)→ Fx → 0.(A.5)
It is clear that, for any R and a map s : SpecR→ S, the assignment Fx 7→ Φs(Fx) defines a functor
from the groupoid of R-flat coherent sheaves on CR to itself compatible with base-change of R. In
other words, we have a morphism of stacks Φ: Coh→ Coh.
We will show that Φs extends to non-invertible morphisms of sheaves and, moreover, has the
following description:
Proposition A.3. Let ∆
〈2〉
C be the 2nd infinitesimal neighborhood of the diagonal ∆C ⊂ C × C
and p, q : ∆
〈2〉
C ⇒ C the restriction of the two projections C × C ⇒ C. Denote also by pR, qR their
base-change by s : SpecR→ S. We have a canonical isomorphism
Φs(F) ∼= qR∗
(
p∗RF ⊗ (s× id∆〈2〉C )
∗(p∗ωC ⊗ q∗ω⊗−1C )⊗1/2
)
(A.6)
where ⊗1/2 denotes the canonical square root of the line bundle on ∆〈2〉C which is trivial on ∆C . (It
exists and is essentially unique due to the assumption (∗).)
Denote by Φ˜s(F) the right-hand side of (A.6).
Proposition A.3 implies Theorem A.2. According to Remark A.1, point 3, for any x : SpecR →
Coh the elements of HomCoh(SpecR, T˜
∗
LdetCoh) correspond bijectively to null-homotopies of the
map δx. By the Serre duality isomorphism, these are the same as null-homotopies of αx and
therefore the same as splittings of (A.5). Now, using (A.6), it is not hard to see that these splittings
correspond to (s× idC)∗DC,ω1/2 -module structures on Fx. 
Lemma A.4. For any s : SpecR → S the map of groupoids Φs : Coh(R) → Coh(R) extends to a
self-functor of the category of R-flat coherent sheaves on C ×s SpecR. In other words, Φs extends
to non-invertible morphisms.
14At least for the open part of Coh parametrizing vector bundles; but the same proof works for all of Coh.
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Proof. Let pr1,pr2 : Coh × Coh ⇒ Coh be the projections and Σ: Coh × Coh → Coh the map
classifying direct sum of coherent sheaves. By the properties of determinant, we have a canonical
isomorphism
pr∗1Ldet ⊗ pr∗2Ldet ∼= Σ∗Ldet.(A.7)
Applying Lemma A.1 to Ldet and Σ yields a commutative diagram on the left:
T •Coh×Coh
dΣ

δΣ
∗Ldet// OCoh×Coh[1]
Σ∗T •Coh Σ
∗δLdet // OCoh×Coh[1]
REnd(Fx)⊕ REnd(Fy)

δ
Σ∗Ldet
(x,y) // R[1]
REnd(Fx ⊕Fy)
Σ∗δLdet
Σ(x,y) // R[1]
Pulling it back under some (x, y) : SpecR → Coh × Coh, we obtain the diagram on the right
(boxed). From (A.7) we see that the top arrow of this diagram is equal (canonically homotopic)
to δLdetx p1 + δ
Ldet
y p2 where p1, p2 are projections to the summands. Note also that the left vertical
arrow is given by direct sum of (derived) endomorphisms. Now if we apply the Serre duality to the
boxed diagram, we get
αΣ(x,y) =
(
αx ∗
∗ αy
)
: Fx ⊕Fy −→ (Fx ⊕Fy)⊗ ωCR/R[1].
(Note that the ‘equals’ sign here again really means ‘canonically homotopic.’) Since we already know
that Φ is functorial under isomorphisms, Φ(Fx ⊕ Fy) must have an action of the automorphism
(algebraic) group of Fx ⊕ Fy, in particular, of Gm × Gm acting diagonaly. One can see from this
that the non-diagonal entries marked by ∗ in the above formula are canonically homotopic to 0, so
that αΣ(x,y) = αx ⊕ αy. In other words, we have an isomorphism
Φs(Fx ⊕Fy) ∼= Φs(Fx)⊕ Φs(Fy).
We already know that Φs is functorial with respect to isomorphisms, so Φs(Fx ⊕ Fy) is acted
on by the automorphism group of Fx ⊕Fy. Moreover, since Φ is compatible with base change, we
have an action of the group-scheme over R given by R′ 7→ Aut((Fx ⊕ Fy) ⊗R R′). In particular,
consider the automorphism af =
(
idFx 0
f idFy
)
for some f : Fx → Fy. It can be shown that Φ(af )
has the form
(
idΦ(Fx) 0
f˜ idΦ(Fy)
)
. Now we let Φ(f) = f˜ . Using triple direct sums, one can prove that
Φ(g ◦ f) = Φ(g) ◦ Φ(f) for any g : Fy → Fz. 
Lemma A.5. Let L be a line bundle on SpecR and p an R-point of C. Let γp = (p, idSpecR) : SpecR→
CR = C × SpecR be the embedding of the graph of p. Then Proposition A.3 holds for F = γp∗L.
Proof. Let x : SpecR→ Coh be the point corresponding to F and Γp = γp(SpecR) = suppF ⊂ CR.
First we will show that the two extensions of F by F⊗ω in the two sides of (A.6) have the same class
in Ext1(F ,F⊗ω). Note that for the“relative skyscraper”as in the lemma, thisR-module is identified
with R. We claim that the classes of both extensions are equal to 1 under this identification. For
the RHS of (A.6) we have pushforward of a line bundle on the 2nd infinitesimal neighborhood of Γp
whose restriction to Γp is L. Now the statement can be easily seen from the construction of the
identification.
For the LHS we are interested in the image of αx under the projection
RHom(F ,F ⊗ ω[1])→ Ext1(F ,F ⊗ ω).
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By Serre duality, this map is dual to (EndF)[1] ∼= H−1(T •Coh,x)[1] → (REndF)[1] ∼= T •Coh,x.
Therefore we have to study the restriction of δx to the (−1)st cohomology of T •Coh,x. This restriction
is responsible for the action of infinitesimal automorphisms of x on (Ldet)x. The group scheme of
automorphisms of x is identified with GmR, and it acts on (Ldet)x via the tautological character.
This means that δx restricted to H
−1(T •Coh,x)[1] ∼= (EndF)[1] ∼= R[1] is the identity. Now the
statement about the class in Ext1 follows from the fact that the Serre duality pairing of the canonical
generators of EndF and Ext1(F ,F ⊗ ω) is equal to 1.
Thus we showed that the two extensions in (A.6) are non-canonically isomorphic. The set of
isomorphisms is a torsor for the group R which is compatible with base change. So we get a Ga-
torsor A on the open piece Coh[1] ∼= C ×BGm of Coh classifying length 1 sheaves, and we need to
construct a canonical trivialization of A.
Consider the involution σ on Coh given by Serre duality: F 7→ F∨ ⊗ ω. We have σ∗Ldet ∼=
Ldet. One can check that the isomorphism RHom(Fx,Fx ⊗ ω) ∼= (T •Coh,x)∨ ∼→ (T •Coh,σ(x))∨ ∼=
RHom(Fσ(x),Fσ(x)⊗ω) is given by taking dual morphism. Hence the morphism δx is dual to δσ(x),
and therefore Φs(Fx) ∼= (Φs(Fσ(x)))∨.
Restricting to Coh[1], for the torsor A we get (σ|Coh[1])∗A ∼= −A. On the other hand, any Ga-
torsor on Coh[1] ∼= C × BGm descends to a torsor A˜ on C. We get A˜ ∼= −A˜ and thus A˜ is trivial
due to (∗), so we are done.15 
Lemma A.6. Suppose x is an R-point of Coh corresponding to a line bundle L on CR. Then
Proposition A.3 holds for x.
Proof. Consider the S-scheme S′ := CR and let ∆: CR → CS′ = C×S C×S SpecR be the diagonal
embedding. Let LS′ be the line bundle on CS′ obtained from L by base-change along S′ → SpecR.
Now consider the map of coherent sheaves on CS′ :
f : LS′ → ∆∗L = ∆∗∆∗LS′ .
According to Lemma A.4, we have a map
ΦS′(f) : pr
∗
1Φs(L)→ ΦS′(∆∗L)
(we used that Φ is compatible with base-change), and therefore, by adjunction, a map
g : Φs(L)→ pr1∗ΦS′(∆∗L).
By Lemma A.5, we have ΦS′(∆∗L) ∼= Φ˜S′(∆∗L). Also, from the definition of Φ˜ one can see
that pr1∗Φ˜S′(∆∗L) ∼= Φ˜s(L). So g is a map Φs(L)→ Φ˜s(L). By construction, g is a map between
extensions of L ⊗ ω by L, so it gives the desired isomorphism. 
Proof of Proposition A.3 (sketch). Locally on SpecR, we can find a resolution of a coherent sheaf F
on CR by direct sums of line bundles. Any two such resolutions are related by a sequence of homo-
topy equivalences. Thus, due to the functoriality of Φ (Lemma A.4), we can reduce Proposition A.3
to Lemma A.6. 
15Actually, we will also need the statement that the isomorphism (A.6) in the case in question is compatible with
morphisms of L’s that are not necessarily isomorphisms.
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A.3. The determinant bundle with connection on Conncoh1/2. For a smooth stackX and a line
bundle L onX , the pullback of L to T˜ ∗LX carries a canonical connection. Applying this observation
to X = Coh(C) and L = Ldet, and taking Theorem A.2 into account, we get a connection ∇det on
the pullback L′det of Ldet to Conncoh1/2 . In this subsection we state some properties of Ldet and ∇det.
In the main body we use the following statement regarding the behavior of ∇det on short exact
sequences of coherent sheaves with ω1/2-connection.
Suppose we have an S-scheme S′, and a short exact sequence of S′-families of coherent Dω1/2-
modules on C, i.e., of S′-flat coherent sheaves on CS′ :
0→ F ′ → F → F ′′ → 0(A.8)
with compatible (relative over S′) ω1/2-connections. Let x, x′, x′′ ∈ Coh(C)(S′) be the correspond-
ing points of Coh. Then we have the following relation between the pullbacks of the determinant
bundle:
(Ldet)x ∼= (Ldet)x′ ⊗ (Ldet)x′′ .(A.9)
Now from the connection ∇det we get connections (over S) on both sides of the above isomorphism.
Lemma A.7. The isomorphism (A.9) is compatible with connections.
Proof. We first reduce the statement to the case where the exact sequence (A.8) splits. Namely, note
that for a general exact sequence we can construct a family of coherent sheaves with ω1/2-connections
on C parametrized by S′×A1/Gm whose restriction to CS′ ∼→ CS′×(A1\{0})/Gm ↪→ CS′×A1/Gm
is isomorphic to F and whose restriction to CS′×{0} ↪→ CS′×A1 → CS′×A1/Gm is isomorphic to
F ′⊕F ′′. Denote by x˜ the corresponding map S′× (A1/Gm)→ Conncoh1/2 . Pulling back (L′det,∇det)
under x˜ we get a line bundle with connection on S′ × (A1/Gm) over A1/Gm. We want to compare
this connection with the one obtained as direct sum of pullbacks by x′ and x′′. The difference is an
A1/Gm-family of one-forms on S′/S. But any such family is necessarily constant. So it is enough
to prove that it is 0 on {0}/Gm where the exact sequence splits.
For split exact sequences, the statement is equivalent to compatibility of the isomorphism (A.4)
with symmetric monoidal structure on both sides given by direct sum. 
A.4. Curvature of ∇det. For any vector bundle E with connection ∇ on a smooth stack X ,
one can define the curvature of ∇ as follows. Suppose x is an R-point of X , and ξ is a tangent
vector at x to X . As explained in A.1, ξ corresponds to a lift of x to an R[ε]/ε2-point x˜ξ of X
as in diagram (A.1). The connection ∇ then gives an identification ∇ξ : x˜∗ξE ∼→ p∗x∗E where
p is as in the line below diagram (A.1). Now assume that we have two tangent vectors ξ, η ∈
TX ,x to X at x. Then the corresponding lifts x˜ξ, x˜η can be glued to a map DR unionsqSpecR DR =
Spec((R[ε]/ε2) ×R (R[ε]/ε2)) → X . Since X is smooth by assumption, we can extend the latter
map to ˜˜x : DR×SpecRDR →X . Note that ˜˜x can be regarded both as a tangent vector η˜ at x˜ξ and
as a tangent vector ξ˜ at x˜η. Let p1, p2 : DR×SpecRDR ⇒ DR and p12 : DR×SpecRDR → SpecR be
the natural projections. Now we have a chain of isomorphisms of vector bundles on DR ×R DR:
p∗12x
∗E
p∗2∇−1ξ∼→ p∗2x˜∗ηE
∇−1η˜∼→ ˜˜x∗E
∇ξ˜∼→ p∗1x˜∗ξE
p∗1∇η∼→ p∗12x∗E .
One can check that this isomorphism is identity on DR unionsqSpecR DR ⊂ DR ×SpecR DR, so it has the
form id+(ε⊗ε)F where F ∈ EndR(x∗E). Also, one can prove that F does not depend on the choice
of ˜˜x and is bilinear and anti-symmetric in ξ and η. So it gives an element F∇,x ∈ Λ2H0(TxX )∗
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called the curvature of ∇ at x. If we let R and x vary, we’ll get an End E-valued 2-form F∇ ∈
Γ(X ,Ω2X ⊗ End E). (One can define F∇ for singular X using Ka¨hler differentials.) As usual, if E
is a line bundle, we have End E = OX and therefore we can think of F∇ as just a 2-form on X .
On the other hand, if we take X to be Conncoh1/2(C) (or the smooth part thereof), then we
have an identification T •X ,x ∼→ (REndDω1/2 Fx)[1] where Fx is the R-flat coherent sheaf on CR =
C ×SpecR S with (relative) ω1/2C -connection corresponding to x. On this complex, we have the
Poincare´ duality pairing (since twisted O-coherent D-modules form a 2-Calabi–Yau category):
((REndD
ω1/2
Fx)[1])⊗2 → R which turns out to be anti-symmetric. Therefore it gives a 2-form
on (Conncoh1/2)
sm .
Proposition A.8. The curvature ΩLoc of ∇det on (Locω1/2)sm coincides with the 2-form Ω′Loc
constructed from the Poincare´ duality pairing.
Proof. For simplicity, we will assume that S = Spec k for an algebraically closed field k. Then
the equality of 2-forms can be checked on k-points, so we may assume that R = k. Let b′ be a
k-point of (Locω1/2)
sm and (E ,∇) the corresponding bundle with ω1/2-connection on C. Denote
by b the image of b′ in Bun. For any point x of C, we have an evaluation map (T •Bun,b)
∗ ∼→
RΓ(C,ωC ⊗ End E)→ ωC,x ⊗ End Ex. The dual map ρx : TC,x ⊗ End Ex → T •Bun,b can be explicitly
described via “infinitesimal modifications” of E near x. Since the intersection of kernels (on 0th
cohomology) of the evaluation maps is 0, the images of ρx for all x generate H
0T •Bun,b.
Now let ξ′, η′ be two tangent vectors to Locω1/2 at b′, and ξ, η their images in TBun,b. By the
above, we can find two finite subsets I, J ⊂ C(k) and two collections {P (x) ∈ TC,x ⊗ End Ex}x∈I
and {Q(y) ∈ TC,y ⊗ End Ey}y∈J so that
ξ =
∑
x∈I
ρx(P
(x)), η =
∑
y∈J
ρy(Q
(y)).(A.10)
Moreover, one can arrange so that I ∩ J = ∅. Now ξ′ corresponds to a Dk-family of bundles
with ω1/2-connection on C, which we denote by (E1,∇1). Since E1 corresponds to ξ, the above
presentation gives a canonical identification E1|UI×D ∼→ E|UI  OD where UI = C \ I, and under
this identification ∇1|UI×D takes the form ∇|UI  1 + A  ε for some A ∈ (End E|UI ) ⊗ ωUI .
Similarly, η′ corresponds to (E2,∇2) and (E2,∇2)|UJ×D ∼= (E|UJ  OD ,∇|UJ  1 + B  ε) where
B ∈ (End E|UJ )⊗ ωUJ . One can check from the construction of the Poincare´ pairing that
Ω′Loc(ξ
′, η′) =
∑
x∈I
TrP (x)Bx −
∑
y∈J
TrQ(y)Ay.(A.11)
(Here Bx ∈ (End Ex) ⊗ ωC,x and Ay ∈ (End Ey) ⊗ ωC,y are values of B and A at points x and y,
respectively.)
Now we have to compute the curvature of ∇det evaluated at ξ′ and η′. For that purpose,
consider the “space” (in fact an ind-scheme) HI∪J,b parametrizing pairs (E ′, φ) where E ′ is a vector
bundle on C, and φ is an identification E|UI∪J ∼→ E ′|UI∪J . We will denote the point of this space
corresponding to (E , idE|UI∪J ) by bI∪J . By a well-known argument, HI∪J,b is isomorphic to a
product of #(I ∪ J) copies of the affine Grassmannian for GLN (it is the fiber at I ∪ J of a twisted
version of the Beilinson–Drinfeld Grassmannian):
HI∪J,b =
∏
x∈I∪J
Hx,b.
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We have the natural forgetful map qb : HI∪J,b → Bun, and it is known that q∗bLdet ⊗ (Ldet)⊗−1b
(where the second factor is just a vector space) decomposes into a product of “local factors”:
q∗bLdet ⊗ (Ldet)⊗−1b ∼= 
x∈I∩J
LHx,bdet .(A.12)
We can compute the cotangent bundle T ∗Hx,b using Serre duality: it is identified with the
moduli space of triples (E ′, φ, a) where (E , φ) ∈ Hx,b and a is Higgs field on E ′ defined on the
formal neighborhood xˆ of x.16 One can show that the twisted cotangent bundle T˜ ∗Hx,b to Hx,b
corresponding to LHx,bdet is canonically identified with the moduli Locx,bω1/2 of triples (E ′, φ,∇) where
(E ′, φ) ∈Hx,b, and ∇ is an ω1/2-connection on E ′|xˆ. The symplectic form on Locx,bω1/2 will be denoted
Ωx,bLoc. The map T
∗Bun×BunHI∪J,b → T ∗HI∪J,b is given by sending a Higgs field the collection of
its Taylor expansion at the points in I ∪ J , and similarly for the Ldet-twisted cotangent bundles.
It follows that the pullback of (L′det,∇det) to Locω1/2×BunHI∪J,b is identified (up to the constant
factor (Ldet)b) with the pullback of the universal line bundle with connection on T˜ ∗HI∪J,b ∼=
LocI∪J,b
ω1/2
. Therefore the same is true for the corresponding curvatures. Now, our tangent vectors
ξ, η ∈ TBun,b were given by infinitesimal modification of E near I ∪J (in other words, the restriction
of the corresponding self-extension of E to UI∪J is trivialized), so they come from some tangent
vectors ξI∪J , ηI∪J to HI∪J,b at bI∪J . (In fact, the map ρx : TC,x ⊗ End Ex → T •Bun,b lifts to a map
ρ˜x : TC,x ⊗ End Ex → THx,b,bx , and we have ξI∪J =
∑
x∈I ρ˜x(P
(x)) and ξI∪J =
∑
y∈J ρ˜y(Q
(y)).)
Combining these with the lifts ξ,′ η′ of ξ, η to TLoc
ω1/2
,b′ , we get a pair ξ
′′
I∪J , η
′′
I∪J of tangent vectors
to Locω1/2×BunHI∪J,b. Let ξ′I∪J , η′I∪J be the images of ξ′′I∪J , η′′I∪J in the tangent space to LocI∪J,bω1/2 .
Using the isomorphism LocI∪J,b
ω1/2
∼→∏x∈I∪J Locx,bω1/2 , we can define for every x ∈ I ∪ J the Locx,bω1/2-
components of the vectors ξ′I∪J , η
′
I∪J , which we’ll denote by ξ
′
x, η
′
x. Now the equality of pullbacks
of curvatures ΩLoc and Ω
I∪J,b
Loc to Locω1/2 ×Bun HI∪J,b gives:
ΩLoc(ξ
′, η′) = ΩI∪J,bLoc (ξ
′
I∪J , η
′
I∪J) =
∑
x∈I∪J
Ωx,bLoc(ξ
′
x, η
′
x).
Now, from (A.10) we see that for x ∈ I the vector η′x is vertical with respect to the projection
Locx,b
ω1/2
→ Hx,b, and for y ∈ J , ξ′y is vertical. Take x ∈ I. Then we get that Ωx,bLoc(ξ′x, η′x) is given
by the pairing of the cotangent vector to Hx,b at bx corresponding to the vertical vector η′x with
the projection ξx of ξ
′
x to the tangent space to Hx,b. Now, the cotangent vector corresponding
to η′x is described by the Taylor expansion of the Higgs field B to the formal neighborhood of x,
and ξx = ρ˜x(P
(x)). Now, from the definition of ρx and ρ˜x we see that Ω
x,b
Loc(ξ
′
x, η
′
x) = TrP
(x)Bx.
Similarly, we get Ωy,bLoc(ξ
′
y, η
′
y) = −TrQ(y)Ay for y ∈ J . Substituting these to the above formula for
ΩLoc(ξ
′, η′), we get the same expression as in (A.11), as desired. 
Remark A.2. In the course of the proof of this proposition, we use certain fact about the twisted
cotangent bundle to the affine Grassmannian for GLN for the determinant line bundle. Namely, let
D be a scheme isomorphic to Spec k[[t]] and let GrG,D be the ind-scheme (the affine Grassmannian
for G) parametrizing G-bundles on D trivialized at the generic point D◦ ∼= Spec k((t)) of D, where
G = GLN . In other words, GrG,D classifies free O := O(D)-submodules of full rank (a.k.a. lattices)
16One should modify the definition of tangent sheaf for the case of ind-schemes; see [BD, Sect. 7.11] where the
tangent sheaf is defined for any formally smooth ind-scheme of ind-finite type. One can then define the cotangent
bundle (as an ind-scheme rather than a sheaf) by the usual “Spec Sym” construction.
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K⊕N (where K = O(D◦) ∼= k((t)). On this ind-scheme, we have the determinant bundle LDdet defined
by the usual formula: the fiber at the lattice L is given by det(L/L0) ⊗ det(O⊕N/L0)⊗−1 for any
lattice L0 ⊂ L ∩ O⊕N (one can canonically identify all such lines for all L0’s).
The statement that we need is that the fiber at L of the twisted cotangent bundle to GrG,D
corresponding to LDdet is canonically isomorphic to the affine space of ω1/2D -twisted connections on L.
Moreover, this isomorphism is equivariant under the action of the loop group G(K) ∼= G((t)) (Ldet
is acted on by a central extension of G(K), so the twisted cotangent is equivariant with respect to
G(K) itself), and is independent of the isomorphism O ∼→ k[[t]]. Moreover, we need this isomorphism
to be compatible with the isomorphism T ∗LdetBun
∼→ Locω1/2 obtained from the one in Theorem A.2
in the following sense. Given a finite subset I ⊂ C, and a point b ∈ Bun, consider the space
Hb,I defined in the above proof. It is isomorphic to
∏
x∈I GrG,xˆ, and the isomorphism is defined
canonically up to the action of the product of loop groups
∏
x∈I G(xˆ
◦). Our compatibility is that
the map T˜ ∗LdetBun ×Bun Hb,I →
∏
x∈I T˜
∗
Lxˆdet
GrG,xˆ (constructed from the identification in (A.12))
should correspond to the map sending an ω
1/2
C -connection to its restriction to Iˆ =
∐
x∈I xˆ.
This statement can be proved using the same ideas as those used in the proof of Theorem A.2.
Namely, given a rank N vector bundle E on D with a trivialization φ : OD◦ ∼→ E|D◦ , the tangent
space to GrG,D at the corresponding point is identified with (K/O)⊗O EndO E , so by Serre duality
the cotangent space is identified with (EndO E)⊗O ω(D) = HomO(E , E ⊗ωD). Now the fiber of the
LDdet-twisted cotangent bundle gives torsor over this (linearly compact) vector space, and hence a
canonical (non-canonically trivial) extension 0 → E ⊗ ωD → Φ(E) → E → 0. Moreover, from the
action of the loop group on the twisted cotangent bundle, we see that Φ(E) does not depend on
the trivialization φ, i.e., Φ(E) is functorial under isomorphisms of E ’s. Then by an argument as in
Lemma A.4, we can extend the functoriality to non-invertible morphisms. One can then extend it
to non-free coherent sheaves and use a similar argument to the one for Theorem A.2 to finish the
argument.
A.5. The case of characteristic p. Now suppose that S is a scheme in characteristic p, i.e., for
a prime p we have pOS = 0. Then there is a component I of Conncoh1/2 classifying irreducible
D-modules. We identify Conncoh1/2 with Conncoh by · ⊗ω⊗(p−1)/2. For further reference, denote this
isomorphism by
τ : Conncoh → Conncoh1/2
and the corresponding morphism Coh → Coh will be denoted by τ˜ . Recall the Azumaya algebra
D˜C/S on T ∗(C(S)/S) whose pushforward to C(S) is isomorphic to FrC/S∗DC/S . For an S-scheme S′,
the S′-points of I correspond to pairs (y, E) where y is an S′-point of T ∗C(S), and E is a splitting
of y∗D˜C/S . In other words, I is isomorphic to (the “total space” of) the Gm-gerbe DC on T ∗C(1)
corresponding to the algebra D˜C/S . We want to describe the restriction of (L′det,∇det) to I . In
the text below we write C(1), ×, T ∗C, etc. for C(S), ×S , T ∗(C/S), etc.
Because of the equivalence D˜C-mod ∼→ DT∗C,θ-mod (where θ is the canonical 1-form on T ∗C),
the gerbe DC also classifies the irreducible modules over DT∗C,θ. Therefore we can consider the
universal object: this is a coherent sheaf on I × T ∗C with connection in the T ∗C-direction and
with support given by I ×T∗C(1) T ∗C. Now if we apply the relative Frobenius twist over I to
this sheaf, the resulting sheaf on I × T ∗C(1) will have connection along both factors. So we get
a D-module on I × T ∗C(1) supported on the Frobenius neighborhood of the “diagonal” or, more
precisely, of the graph of v : I → T ∗C(1). The restriction of this D-module to the graph itself is a
line bundle on I with connection which we will denote by (Luniv,∇univ).
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Proposition A.9. There is a canonical isomorphism of line bundles with connections on I :
(L′det,∇det)|I ∼= (Luniv,∇univ − v∗θ).(A.13)
Proof. We will first construct an isomorphism between the LHS and the RHS, and then prove it is
compatible with connections.
To construct the isomorphism, in turn, we’ll prove that the two sides become isomorphic after
pullback by F := FrC/S ×C(1) idI , and then show that it descends to I . Pick a point y¯ : S′ → I ,
and let us compare the fibers (i.e., pullbacks) of both sides of A.13 at y¯. Denote by y the image of y¯
in T ∗C(1), and by x the corresponding S′-point of C(1). By definition of the stack I , the point y¯
corresponds to a coherent sheaf Fy¯ on C×S′ endowed with a ω1/2-connection “in the C-direction”;
moreover, Fy¯ is a pushforward of a line bundle from C×C(1),xS′. Then the pullback of L′det under y¯
is given by
y¯∗L′det = detRpiS′∗Fy¯ = detpiS′∗Fy¯
where piS′ denotes the projection C × S′ → S′. Here in the last equality we used that the support
of Fy¯ is affine (actually, finite) over S′. Since y¯ belongs to I , the support of Fy¯ lies inside
C ×C(1) Γx ⊂ C × S′ where Γx ⊂ C(1) × S′ is the graph of x.
Now we want to use the idea that a sheaf supported on the Frobenius neighborhood of a point
carries a natural filtration (induced by the one on the structure sheaf given by powers of the maximal
ideal). Namely, suppose that we have a lift x˜ of x from C(1) to C. Then Fy¯ is filtered by powers
of the ideal of Γx˜ ⊂ C × S′. Moreover, if L denotes the pullback of Fy¯ to Γx˜ (note that L is a line
bundle) then the associated graded of this filtration is supported on Γx˜ ∼= S′ and is isomorphic to⊕p−1
i=0 (L ⊗ x˜∗(ω⊗iC )). Now, pushing this sheaf forward to S′ and taking the determinant, we get
detpiS′∗Fy¯ ∼= det
(
p−1⊕
i=0
(L ⊗ x˜∗(ω⊗iC ))
)
∼=
p−1⊗
i=0
(L ⊗ x˜∗(ω⊗iC )) ∼= L⊗p ⊗ x˜∗ω
⊗ p(p−1)2
C(A.14)
That is, we get that y¯∗L′det ∼= L⊗p ⊗ x˜∗ω⊗p(p−1)/2C . We claim that y¯∗Luniv is isomorphic to the
same thing. Indeed, recall that in our definition of (Luniv,∇univ), we first identified Conncoh1/2 with
Conncoh . After this identification, the point y¯ corresponds to the sheaf F ′y¯ := Fy¯ ⊗ (ω⊗(p−1)/2C 
OS′) equipped with a connection ∇F ′¯y . Under the equivalence DC-mod ∼→ DT∗C,θ the D-module
(F ′y¯,∇F ′¯y ) corresponds to a D-module (F ′′y¯ ,∇F ′′¯y ) of p-curvature θ. One can factor this equivalence
as pullback under T ∗C → C followed by central reduction from DT∗C to DT∗C,θ. It is easy to see
that for (families of) irreducible DC-modules this central reduction is equivalent to restriction to the
corresponding Frobenius neighborhood of a point in T ∗C. Thus F ′′y¯ is isomorphic to the pullback
of F ′y¯ to T ∗C ×T∗C(1) Γy. Finally, to get (Luniv)y, we must apply the Frobenius twist (relative
to S′) to F ′′y¯ and then restrict to Γy. Denote by γx = (idS′ , x) : S′ → S′ × C(1) the embedding
of the graph, and define γx˜ : S
′ → S′ × C similarly. Now, by the base-change formula, we see
that (Luniv)y ∼= γ∗xF ′(S
′)
y¯
∼= (γ∗x˜F ′y¯)(S
′) ∼= (γ∗x˜Fy¯ ⊗ x∗ω⊗(p−1)/2C )(S
′) ∼= L⊗p ⊗ x∗ω⊗p(p−1)/2C , which
coincides with the right-hand side of (A.14).
The constructed isomorphism is evidently compatible with pullbacks, but it uses a lift x˜ of x
to C. This means that we’ve constructed an isomorphism α˜ of pullbacks of L′det and Luniv under
I˜ := C ×C(1) I → I . So it remains to show that this isomorphism descends to I , and then that
this descended isomorphism is compatible with connections.
For the former, let us further pull back α˜ to
˜˜I := T ∗C ×T∗C(1) I φ
′
−→ I˜ φ
′′
−−→ I . Note that ˜˜I
is a Gm-gerbe on T ∗C with canonical connection ∇ ˜˜I (as on a Frobenius pullback), and, denoting
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φ = φ′′ ◦φ′, line bundles φ∗L′det and φ∗Luniv have canonical connections “in the horizontal direction
with respect to ∇ ˜˜I .” Moreover, the morphism φ′∗α˜ descends to I if and only if it is compatible
with these connections (and in this case the resulting morphism is, of course, unique). The fact
that φ′∗α˜ descends to I˜ means that the two connections coincide in the vertical direction in T ∗C.
So the difference between the connections is a 1-form νC on T
∗C vanishing on the fibers which is
closed (because the connections are flat).
Now note that νC depends on C in a way compatible with base-change in S and e´tale base-change
in C. One can prove that the only such“natural”one-forms (without the closedness assumption) are
of the form λθ where θ is the canonical 1-form on the cotangent bundle and λ is a scalar (actually
λ ∈ Fp since νC is defined for any S and C in characteristic p). But since we know that νC is closed,
we must have λ = 0, hence νC = 0 for any C, which finishes the proof that α˜ descends to I . We
denote by α : L′det ∼→ Luniv the descended isomorphism.
Now we prove that α is compatible with connections as indicated in (A.13). Similarly to the
previous paragraph, we get a 1-form on T ∗C(1) which is “natural in S and C.” Hence, by the same
reasoning, this form must be equal to λθ(1) for some constant λ, so that we have
α ◦ ∇det ◦ α−1 = ∇univ − λv∗θ(1),(A.15)
and we need to show that λ = 1. We are going to deduce this from the linearity of ∇det along the
fibers of the projection Conncoh1/2 → Coh.
Namely, consider the map ρ : C(1) → Coh which associates to a point x of C the structure
sheaf of the Frobenius neighborhood of (the graph of) x. In other words, ρ corresponds to the
coherent sheaf on C × C(1) given by the pushforward of O from the graph of FrC . Then, for
any open U ⊂ C, maps s : U (1) → Conncoh lifting ρ|U(1) correspond bijectively to connections
∇ = d + ω on OU ; we will denote this correspondence by ω 7→ s′ω and let sω = τ ◦ s′ω. For any
such ω, s∗ω∇det defines a connection on ρ∗τ˜∗Ldet which depends linearly on ω (this linearity follows
from the construction of ∇det). On the other hand, let us pull back the right-hand side of (A.15)
under sω. One can check that s
∗
ω(L,∇)univ ∼= (OU(1) , d + ω(1)), and the composite isomorphism
ρ∗τ˜∗Ldet s
∗
ωα−−→ s∗ωLuniv ∼→ OU(1) does not depend on ω. For the second summand, note that
the composition v ◦ sω is the section of T ∗C(1) → c(1) corresponding to the 1-form given by the
p-curvature curvp(OC , d+ ω) = ω(1) − C(ω). So the RHS of (A.15) can be rewritten as
s∗ω(Luniv,∇univ − λv∗θ(1)) ∼= (OU(1) , d+ (1− λ)ω(1) + λC(ω)).
Since we know that the connection in the LHS must be linear in ω, we should have λ = 1, which
finishes the proof. 
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