a ij · x j ∂/∂x i +µ, where A = (a ij ) is a real matrix and µ is a complex number. We study the following question: To what extent the mapping D :
1. Introduction. Let T be a space of functions or distributions on R n . A differential operator D on R n is called globally solvable in T if the equation Du = f has a solution u ∈ T for any f ∈ T . By the classical theorems of Malgrange, Ehrenpreis and Hörmander a differential operator D with constant coefficients is globally solvable in the spaces C ∞ (R n ), D (R n ) and S (R n ). However, if D has non-constant coefficients, then in general D is not globally solvable in any of these spaces. In general, D is not even locally solvable. Here D is called locally solvable at a point p ∈ R n if there exists a neighborhood U (p) of p such that for any f ∈ C ∞ c (U ) the equation Du = f is solved on U by a distribution u ∈ D (U ). For example, Lewy's operator is not locally solvable at any point p ∈ R n .
In the present lecture, I shall study solvability questions for differential operators of the form
a ij x j ∂ ∂x i + µ with A = (a ij ) ∈ M (n, R) and µ ∈ C. Clearly, the principal symbol of D is degenerate at the point x = 0. Therefore, all the difficulties which can arise manifest themselves at x = 0 (or at least at those points x where n j=1 a ij x j = 0 for all i = 1, . . . , n). At other points, D can be locally transformed to an operator with constant coefficients by the Picard-Lindelöf theorem and all local solvability problems disappear.
R. FELIX
Clearly, we cannot expect that the equation Du = f always has a C ∞ -solution u for any C ∞ -function f ; in fact, for µ = 0 the left hand side is 0 at the origin whenever u is a C ∞ -function. Therefore, in general we have to look for a distribution solution.
Our intention is to obtain results on global solvability in the space S of tempered distributions. This problem can be compared with the division problem for distributions. Hörmander's famous division theorem ( [4] ) says that the multiplication operator T → P · T , T ∈ S , where P is a polynomial, is surjective in S . As a consequence, by taking the Fourier transform, we get the surjectivity of any differential operator with constant coefficients in S . Now, the operator D = D A µ is an operator with "polynomial" coefficients and seems to be a kind of combination of a multiplication operator and a differential operator with constant coefficients. And now we ask if it can be "divided" by D, so to speak. Of course, in view of Lewy's example we cannot expect that any differential operator with polynomial coefficients is surjective in S .
There are good reasons to investigate our problem in the space S rather than in the space of D of all distributions. First, the space S seems to have a better behavior towards our problem ( [1] , Ex. 2). Furthermore, the space S of Schwartz functions is a Fréchet space and therefore by functional analysis principles ( [7] , Ch. IV, §7) D : S → S is surjective if and only if the transpose operator D t : S → S is injective and has closed range. It is easily verified that D t is of the form D In a recent paper ( [6] ), D. Müller and F. Ricci have studied solvability questions for homogeneous left-invariant differential operators of second order on the Heisenberg group H n . In particular, they have given necessary and sufficient conditions for local solvability of operators of the form
where X 1 , . . . , X n , Y 1 , . . . , Y n , Z is the standard basis of the Lie algebra of H n .
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But these operators are transformed to the operators iD A µ by the Schrödinger representation. Now the conditions (i), (ii) and (iii) of the Theorem are contained in the sufficient conditions of Müller and Ricci. Thus it can be conjectured that it is possible to find a close relation between the Theorem and the Müller-Ricci result, using the Schrödinger representation. 
Thus, apart from the factor e µt , our operator D is the infinitesimal generator of the flow
Therefore, a C 1 -function ϕ is annihilated by D if and only if ϕ is relatively invariant under this flow, i.e.
for all x ∈ R n and t ∈ R. From this observation, we get the following
0 is injective whenever one of the following conditions holds:
(ii) A is not similar to a skew-symmetric matrix. Now let Re µ = 0. By assumption, A is not similar to a skew-symmetric matrix. Therefore {e tA x | t ∈ R} is unbounded for all x in a dense subset M of R n . Since ϕ vanishes at ∞ we conclude from (2.3) that ϕ(x) = 0 for all x ∈ M . Thus ϕ = 0. R e m a r k 2.2. We cannot expect that D is injective for any A and µ. Namely, if n = 2,
and µ/β ∈ iZ, then (2.3) can be satisfied by some test function ϕ = 0, for example by
where k = iµ/β and ε is a non-vanishing test function on R whose support does not contain the origin. 3. Closedness of DS. The aim of this chapter is to give conditions on A and µ under which DS is closed in S. First we look for an inversion formula for the equation Dϕ = f .
For a given point x ∈ R n , assume that one of the following conditions holds:
(ii) Re µ = 0 and the set {e sA x | s ≤ 0} is unbounded ; (iii) Re µ < 0 and there are c, γ > 0 such that |e sA x| ≥ ce −γs for all s ≤ 0.
where the integral converges absolutely.
P r o o f. By (2.1) we derive from (3.1) the equation
Using the Jordan canonical form of A we observe that by the conditions (i), (ii) or (iii) the integral in (3.2) converges absolutely and that
Therefore we get
as was to be shown. Now we observe, again by using the Jordan canonical form of A, that each of the conditions (i)-(iii) of Lemma 3.1 holds for all x in a Zariski open set if it holds for one x. In this case we get an almost everywhere defined function by setting
In some situations it is useful to have an alternate formula defining S A µ f (x). We regard the transpose operator D t as an operator in S . Then we observe that the closure DS of DS in S is just the orthogonal complement of the kernel of D t .
Lemma 3.2. For a given point x ∈ R n , assume that one of the following conditions holds:
(i) Re µ > 0 and there are c, γ > 0 such that |e sA x| ≥ ce γs for all s ≥ 0; (ii) Re µ = 0 and the sets {e sA x | s ≤ 0} and {e sA x | s ≥ 0} are unbounded ; (iii) Re µ < 0 and there are c, γ > 0 such that |e sA x| ≥ ce −γs for all s ≤ 0.
is a tempered distribution which belongs to ker D t , and for f ∈ DS we have
P r o o f. By Lemma 3.1 it is clear that (3.7) defines a tempered distribution. To see that it belongs to ker D t we have to show that (3.9) e µs Dϕ(e sA x) ds = 0 for all ϕ ∈ S. This can be derived from (3.3). Now (3.8) follows from DS = (ker D t ) ⊥ , and our lemma is proved.
Our method for proving closedness of DS is to prove
For this we use the Sobolev embedding theorem ( [3] ). Given m ∈ N we consider the Sobolev space H m of all functions u on R n such that for all multi-indices α = (α 1 , . . . , α n ) satisfying |α| ≤ m the derivatives
Clearly, we have S m∈N H m . Therefore we want to modify 
. Now Sobolev's embedding theorem gives
Given f ∈ S and s ∈ R, we define a distribution T
Denoting by a ij (s) the matrix coefficients of e sA we have
Denoting by a ij (s) the matrix coefficients of e −sA we have
Generalizing ( 
If γ is sufficiently large, then for any f ∈ S the distributions 
for all f ∈ U . Of course, this holds provided that γ is sufficiently large, and the proof is complete.
R e m a r k 3.5. Let σ(A) denote the spectrum of A. If σ(A) ⊆ iR, then S
Let λ be an eigenvalue of A. Then, of course, λ is also an eigenvalue of the transpose matrix A t . We can view A t as an endomorphism of the dual space (R n ) of R n . Take an eigenvector l : R n → C of A t for the eigenvalue λ. We may assume that l is real-valued if λ ∈ R. Obviously, we have
and therefore
By Hörmander's division theorem the mapping T → lT , T ∈ S , is surjective. Therefore the mapping ϕ → lϕ, ϕ ∈ S, is a topological homomorphism, and we can derive the equation 
n be an eigenvector for λ. If λ ∈ R we take y λ = 0. Now we define a differential operator d by
It is easily seen that
By differentiation with respect to t at t = 0 we get
n such that l(x l ) = 1. If λ ∈ R we select y l ∈ R n such that l(y l ) = i. If λ ∈ R we put y l := 0. Let z l := x l + iy l and z := Az l − λz l =: x + i y with x, y ∈ R n . It is easily seen that x, y ∈ V . Putting
Because of (3.25) the kernel V of l is A-invariant, and thus we can define a differential operator
P r o o f. Having proved the assertion for r = 1, we can get it for all r by iteration.
Thus, let f ∈ D 
and let ψ k−1 ∈ S(R n ) be an extension of ψ
is a topological isomorphism, it follows that
Now a suitable version of Borel's theorem ([5]) gives ψ ∈ S(R
From [2] , Lemma 2.7, we get f − D A µ ψ = lf 1 for some f 1 ∈ S(R n ), and (3.42) is proved for non-real λ, too.
The proof is complete when we show that
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So let S ∈ ker(D A µ+λ ) t be given. By division of distributions, take T ∈ S such that (3.51) lT = S .
By (3.27) we get
is just the transpose of the restriction map ϕ → ϕ 0 .) By assumption there is a distribution W ∈ S (V ) such that
We conclude
and thus
Clearly, we have
and (3.50) is proved in case of real λ.
If λ is non-real, then by [2] , Bemerkung 2.6, we have
Using the assumption and formula (3.37), it is easily seen by induction on k that for any R ∈ S (V ) the distribution ∂ k R 0 can be written in the form
for any ν = 0, 1, 2, . . . , where W j ∈ S (V ). Therefore we can derive from (3.57) that there are distributions W j ∈ S (V ) such that
Furthermore, we have
In (3.62) the relation ∂l = 0 has been used. Now (3.50) is proved also for non-real λ, and the proof of our lemma is complete.
We proceed by induction on the dimension n. Take l : R n → C according to (3.25) and put V := ker l. First assume that the restriction A 0 of A to V has an eigenvalue with non-vanishing real part or that Re(µ + kλ) = 0 for all k = 0, 1, 2, . . . In this case, the assumption of Lemma 3.7 is satisfied by induction hypothesis and Prop. 3.6, respectively, as well as by Prop. 2.1. Now let f ∈ D A µ S be given. We have to prove that there exists ϕ ∈ S such that f = D 
for all |α| ≤ m, |β| ≤ b. In the course of the proof we shall determine p ≥ r sufficiently large for our need.
We have to show that 
Obviously, the last expression is finite provided that p is taken sufficiently large. This proves f ∈ D A µ S. It remains to prove our proposition for σ(A 0 ) ⊆ iR and Re(µ + kλ) = 0 for
By the proof just given, the space D A µ+(k+1)λ S is closed, and therefore in view of Prop. 2.1
A µ ϕ for some ϕ ∈ S. It follows that f = D A µ ϕ, and the proof is complete. Now we shall discuss the case σ(A) ⊆ iR and Re µ = 0. We assume that A is not similar to a skew-symmetric matrix. Then, by linear algebra, there is at least one eigenvalue λ such that (3.75)
Whenever s and Re k(x)l(x) have the same sign, it follows that
Lemma 3.9. For all b, m ∈ N there exists r ∈ N such that S P r o o f. We have to show that there is r ∈ N, a 0-neighborhood U in D A µ+rλ S and a constant c such that for any f r ∈ U and for any multiindices α, β satisfying |α| ≤ m, |β| ≤ b
We shall only integrate over {Re(k(x)l(x)) < 0} in the proof of (3.78), because the estimation for {Re(k(x)l(x)) > 0} works in the same way by using (3.8). Then we can use (3.77). Taking notice of (3.19) and (3.20) we have to prove that for f r ∈ U and r − m ≤ q ≤ r (3.79)
where w(s) is a polynomially bounded weight function depending on m and b. We take U in such a manner that each f r ∈ U satisfies
where p is to be determined in the course of the proof. After putting w(s) := (1 + s 2 )w(s) and using the Cauchy-Schwarz inequality as well as (3.77) we have to estimate the expression (1 + |l(x)| 2 ) r .
To get the conclusion of our lemma we only have to take p sufficiently large in dependence on the growth of | w(s)| 2 P (s) 2n and to take r ≥ m + p. For b, m ∈ N we take r ∈ N according to Lemma 3.9. By Lemma 3.7 there exist ψ ∈ S(R n ) and f r ∈ E r such that We conclude that there is ϕ ∈ S such that (3.91)
(See [8] , Chap. II, §5.) Then D A µ ϕ = lf 1 = f , and the proof is complete.
