This paper presents new methods for set-valued state estimation of nonlinear discrete-time systems with unknown-but-bounded uncertainties. A single time step involves propagating an enclosure of the system states through the nonlinear dynamics (prediction), and then enclosing the intersection of this set with a bounded-error measurement (update). When these enclosures are represented by simple sets such as intervals, ellipsoids, parallelotopes, and zonotopes, certain set operations can be very conservative. Yet, using general convex polytopes is much more computationally demanding. To address this, this paper presents two new methods, a mean value extension and a first-order Taylor extension, for efficiently propagating constrained zonotopes through nonlinear mappings. These extend existing methods for zonotopes in a consistent way. Examples show that these extensions yield tighter prediction enclosures than zonotopic estimation methods, while largely retaining the computational benefits of zonotopes. Moreover, they enable tighter update enclosures because constrained zonotopes can represent intersections much more accurately than zonotopes.
Introduction
The importance of state estimation has become evident in many fields of research over the years. Examples of recurrent applications are the localization problem [1, 2] , state-feedback control [3, 4, 5] , and fault detection and isolation (FDI) [6, 7, 8] . If stochastic descriptions of the process and measurement uncertainties are available, then Bayesian state estimation methods such as Kalman filtering or particle filtering are typically employed. On the other hand, if only bounds on the uncertainties are known, then set-valued state estimation methods are applied [3, 9, 10, 11, 12] . Recent approaches also consider the presence of both kinds of uncertainties in the system [13] .
Set-valued state estimation methods aim to construct compact sets that are guaranteed to enclose all possible trajectories of the system subject to unknown-but-bounded uncertainties [9, 14] . Using the standard recursive approach for discrete-time systems, this involves first bounding the image of the current enclosure under the dynamics (prediction), and then enclosing the intersection of this set with the set of states consistent with a bounded-error measurement (update). For discrete-time linear systems, if the initial set is a polytope, then exact enclosures can in principle be computed using convex polytopes [15] . However, even for linear dynamics, polytope propagation requires demanding operations (e.g., polytope projection, Minkowski sum, or conversion between vertex and halfspace representations) whose complexity grows dramatically with time due to the complexity increase of the resulting sets [16, 17] . For these reasons, enclosures are often described by simpler sets including ellipsoids [18, 19, 20] , parallelotopes [9, 21] , zonotopes [10, 22] , or combinations of these [23] . However, the mathematical limitations of these sets require certain operations to be conservative, sometimes quite significantly. Notably, this includes set intersection, which is critical for the update step in set-valued state estimation [9, 10, 19] . The article [24] proposes the use of zonotope bundles to describe intersections of zonotopes without explicit computation. However, the Minkowski sum and linear image (see Section 3) are outer-approximated. In the article [25] , constrained zonotopes are introduced to overcome many of the limitations of zonotopes. These sets are closed under intersection, Minkowski sum, and linear image, and are capable of describing arbitrary convex polytopes if the complexity of the set description is not limited. Efficient algorithms for linear set-valued state estimation and also FDI using constrained zonotopes are described in [25, 8] .
In contrast to the linear case, effective set-valued state estimation for nonlinear systems is still an open challenge [3, 14, 26, 27] . Early approaches in this field used inclusion functions based on interval arithmetic [28] to propagate bounds through the nonlinear dynamics, and used interval-based set inversion techniques to enclose the set of states consistent with the current measurement [1, 3, 29] . Improved accuracy is achieved using refinements (i.e., unions of intervals) as well as more advanced interval methods such as contractor and separator algebras [1, 30] . Unfortunately, even these methods often provide conservative bounds without extensive refinement, which is only tractable for systems with relatively few states [3] . An interesting new interval method based on discrete-time differential inequalities is proposed in [31] , but it only applies to Euler discretized systems with limited step size.
A few alternatives for nonlinear set-valued state estimation can be found in the literature. Polytopes are used in [32] for systems with nonlinear dynamics and linear measurements. The prediction step is performed based on a linearization of the dynamics, in which conservative interval enclosures are used to bound the linearization error. Notably, the computed error bound is valid for any value of the state, rather than being computed as a function of the current state enclosure, which can lead to a very conservative result. Another issue with this method is that the complexity of the polytopic enclosures grows rapidly with time, which results in a very high computational burden because the complexity of the required set operations scales poorly with increasing polytope complexity. More efficient methods based on zonotopes are proposed in [14] and [26] . The propagation step in [14] is based on the Mean Value Theorem and is referred to as the mean value extension, while the approach in [26] uses a first-order Taylor expansion with a rigorous remainder bound, and is referred to as the first-order Taylor extension. Updates are then achieved by methods for outer-approximating the intersection of a zonotope with a strip (i.e., a linear measurement with bounded error). An alternative zonotope-based prediction step using DC programming is proposed in [33] , but with the same update as in [14] . Even for linear measurements, the symmetry of zonotopes is known to cause significant errors in the update step [25] . General convex polytopes in halfspace representation are used in [27] to enable an exact update. Prediction is then done by representing the polytope as an intersection of zonotopes and applying the mean value extension. Unfortunately, conversion between these representations is computationally demanding, and the increasing complexity of the zonotope bundle with time is not addressed. Constrained zonotopes have recently been applied to nonlinear state estimation in [34] and shown to provide much higher accuracy than existing zonotopic methods. Nevertheless, the method in [34] uses an interval partitioning scheme and is therefore intractable for high-dimensional systems. Finally, in an effort to overcome the limitations of convex sets, polynomial zonotopes are introduced in [35] and used for reachability analysis. However, update algorithms for polynomial zonotopes have not been developed.
In this context, the main contributions of this paper are two new methods for nonlinear set-valued state estimation based on constrained zonotopes. We follow the standard algorithmic steps typically used for set-valued state estimation (i.e., prediction, update, and reduction). For the prediction step, we use new generalizations of the mean value extension and firstorder Taylor extension discussed above that enable constrained zonotopes, rather than zonotopes, to be effectively propagated through nonlinear discrete-time dynamics. Since this class of sets corresponds to an alternative representation of convex polytopes, these generalizations can be viewed as novel approaches for implicitly propagating convex polytopes through nonlinear mappings. The generalization of these methods to constrained zonotopes is not straightforward and requires significant modifications to the existing proofs. However, it results in much tighter prediction enclosures than existing zonotopic methods in some cases, as shown in the numerical examples. Moreover, using constrained zonotopes for prediction also enables the update step to be done much more effectively using the generalized intersection operation for constrained zonotopes. On the other hand, reduction becomes more complex than for zonotopes, leading to interesting trade-offs between accuracy and computational efficiency. We investigate these trade-offs both through numerical examples and by developing a detailed computational complexity analysis of the proposed methods and their zonotopic counterparts. To the best of our knowledge, such an analysis has not been conducted previously for either zonotopes or constrained zonotopes in the context of nonlinear set-valued estimation.
The remainder of the paper is organized as follows. The nonlinear set-valued state estimation problem is stated in Section 2. Essential mathematical background is presented in Section 3, including a discussion of constrained zonotopes and their main properties. Section 4 develops the main results of the paper; namely, the proposed mean value and first-order Taylor extensions for constrained zonotopes, heuristics for selecting the point at which the approximation is performed, and the computational complexity analysis. Numerical examples are presented in Section 5 to demonstrate the effectiveness of these extensions for set-valued state estimation of nonlinear discretetime systems. Finally, Section 6 concludes the paper.
Problem formulation
Consider a class of discrete-time systems with nonlinear dynamics and linear measurements, described by
for k ≥ 1, with
is the process disturbance, y k ∈ R n y is the measured output, and v k ∈ R n v is the measurement uncertainty, with x 0 the initial state. The nonlinear mapping f is assumed to be of class C 2 , and the disturbances and uncertainties are assumed to be bounded, i.e., w k ∈ W k and v k ∈ V k , where W k and V k are known compact sets.
This work proposes new methods to perform set-valued state estimation for nonlinear systems as in (1) . The exact characterization of sets X k containing the evolution of the system states is very difficult in the nonlinear case, if not intractable [29, 36, 37] . Therefore, in the set-membership framework the objective is to enclose such sets as tightly as possible by guaranteed outer boundsX k on the possible trajectories of the system states x k . Such outer bounds must be consistent with the previous estimatê X k−1 , known inputs u k−1 , the current measurement y k , and also with the bounds on the disturbances and uncertainties W k−1 , V k . Given an initial condition x 0 ∈X 0 , a common approach is to proceed through the well-known prediction-update algorithm, which consists in computing compact setsX k andX k such that
in which (2) is referred to as the prediction step, and (3) as the update step.
Our goal is to obtain accurate outer boundsX k andX k according to (2) and (3), respectively. Following these definitions, and considering the initial condition x 0 ∈X 0 , the property x k ∈X k is guaranteed by construction for all k ≥ 1 [9, 10, 33] .
Preliminaries

Set operations and constrained zonotopes
A few common set operations are often used to compute enclosures satisfying (2) and (3) [10, 25] .
, and Y ⊂ R m . Define the linear mapping, Minkowski sum, and generalized intersection, as
respectively. Using ellipsoids or parallelotopes, the linear mapping (4) can be computed exactly, but (5) and (6) must be overapproximated [9, 18] . For intervals, the Minkowski sum (5) is exact, but (4) and (6) are conservative due to the wrapping effect 1 . In contrast, convex polytopes are closed under (4)-(6). Moreover, (4) and (5) can be computed efficiently in vertex representation (V-rep), and (6) can be computed efficiently in half-space representation (H-rep). However, conversion between H-rep and V-rep is computationally expensive. Zonotopes [36] allow (4) and (5) to be computed exactly and with low computational burden, but (6) is not a zonotope in general and must be over-approximated [10, 38] .
Constrained zonotopes are an extension of zonotopes, recently proposed in [25] , and are the class of sets of main interest in this work.
Equation (7) is called constrained generator representation (CG-rep), in which each column of G z is a generator, c z is the center, and A z ξ = b z are constraints. In this work, we 1 The generalized intersection in (6) is not conservative when R = I, which corresponds to the standard intersection ∩.
refer to ξ as the generator variables. 
Note that the linear equality constraints in (7) allow constrained zonotopes to represent any convex polytope provided that the complexity of the CG-rep (7) is not limited. In fact, Z is a constrained zonotope iff it is a convex polytope [25] . We use the compact notation Z = {G z , c z , A z , b z } for constrained zonotopes, and Z = {G z , c z } for zonotopes.
In addition to (4) and (5), the intersection (6) can also be computed exactly with constrained zonotopes. Let 
, and R ∈ R n×m . The set operations (4)- (6) are computed in CG-rep as
These operations can be performed efficiently and cause only a moderate increase in the complexity of the CG-rep. Other useful operations with constrained zonotopes are presented in the following. Property 1 provides a simple method for computing the interval hull of a constrained zonotope by solving 2n linear programs (LPs), while Proposition 1 provides a way to obtain the closest point in a constrained zonotope to another point in space (in the 1-norm sense) through the solution of a single LP. For simplicity, the subscripts of the variables in (7) will be suppressed henceforth when not necessary. 
The presence of the equality constraints in (7) may result in c Z (i.e., when 0 B ∞ (A, b) ). Some of the techniques proposed in this paper require that c ∈ Z (Section 4.3). To accommodate this, Proposition 2 provides a simple method for computing an alternative (more complex) CG-rep for Z whose center is any desired point in space.
Proposition 2 (Rescaling with desired center). Let
. Choose any desired center h ∈ R n lying in the range of G and let ξ L , ξ U ∈ R n g be solutions to the linear program:
, an equivalent CG-rep of Z with center h is given by
Proof. It is first shown that Z is contained in the set
Choose any z ∈ Z. There must exist ξ ∈ B ∞ (A, b) such that
Therefore, Z ⊆Z and it is true that Z =Z ∩ Z. Since ξ L and ξ (10) gives (11) .
can assume any desired value, and it is always possible to satisfy c + Remark 2. The optimization problems in this section can be readily rewritten as standard form LPs by using additional decision variables and constraints [39] .
Nonlinear state estimation
This section presents two new methods for set-valued state estimation of the class of nonlinear discrete-time systems described by (1) . Focusing on the prediction step (2), we address the problem of propagating a constrained zonotopeX k−1 through a nonlinear mapping, withX 0 , W k , and V k being constrained zonotopes as well. This is done by extending, in a consistent way, two existing approaches for propagating zonotopes through nonlinear mappings; namely, the mean value extension in [14, 36] and the first-order Taylor extension in [26] . The methods described in these works rely, respectively, on the Mean Value Theorem and Taylor's Theorem for the calculation of rigorous outer bounds of the range of the nonlinear mapping in order to obtain zonotopes enclosing the system trajectories. Both methods are based on intersection with strips for performing the update step (3). The key advantage of our new extensions is that they allow the entire state estimation procedure to be done using constrained zonotopes in CG-rep. Therefore, the update (3) can be done by generalized intersection (with linear measurements), which is known to generate highly asymmetrical sets that cannot be accurately enclosed by ellipsoids, intervals, parallelotopes, or zonotopes. Using the methods developed below, such sets can be directly propagated to the next time step without prior simplification to a symmetric set. This overcomes a major source of conservatism in existing methods based on the aforementioned enclosures, while largely retaining the efficiency of computations with zonotopes. In addition, our methods expand the use of the important tools developed in [25] to the class of nonlinear discrete-time systems described in Section 2. In the remainder of the paper, functions with set-valued arguments are consistently used to denote exact image of the set under the function; e.g.,
The methods below make use of interval arithmetic in several places. Here we recall some of its main concepts. Let IR denote the set of compact intervals in R. Then x ∈ IR is a real compact set defined by
. The midpoint and radius are defined by mid(
The diameter is diam(x) = 2rad(x). Interval vectors and matrices are defined
, with midpoint and radius defined componentwise. (f(X)) denotes an interval enclosure of a vector valued function f over X ⊂ R n . The notation (f(X)) is used even when X is not an interval. In this case, it is assumed that the interval hull of X is employed in the operation. Inclusion functions satisfy f(X) ⊆ (f(X)). See [28] for definitions of basic interval arithmetic operations and examples.
In addition, the following notations are defined to be used in our proofs. Let κ be a function of class C 2 and z denote its argument. Then, κ q denotes the q-th component of κ, ∇κ denotes the gradient of κ, and Hκ q is an upper triangular matrix describing half of the Hessian of κ q . Specifically,
and H i j κ q = 0 for i > j.
Mean value extension
This section presents the first of two new methods for enclosing the range of a nonlinear function µ over a set of inputs described by constrained zonotopes. This method is referred to as the mean value extension of µ (because it relies on the Mean Value Theorem), and is a consistent generalization of the method for zonotopes in [14] . Due to significant differences with respect to its zonotopic counterpart, a new theorem (Theorem 2) together with a detailed proof is provided for the new method.
The method in [14] relies on a zonotope inclusion operator that computes a zonotopic enclosure of the product of an interval matrix with a unitary box. We first generalize this operator to constrained zonotopes.
be a constrained zonotope with n g generators and n c constraints, let J ∈ IR n×m be an interval matrix, and consider the set S = JX {Ĵx :Ĵ ∈ J, x ∈ X} ⊂ R n . LetX =p ⊕MB¯n g ∞ be a zonotope satisfying X ⊆X, let m be an interval vector such that m ⊇ (J − mid(J))p and mid(m) = 0, and let P ∈ R n×n be a diagonal matrix defined by
for all i = 1, 2, . . . , n. Then S is contained in the CZ-inclusion
Proof. Choose any s ∈ S . It will be shown that s ∈ (J, X). By the definition of S , there must exist x ∈ X andĴ ∈ J such that s =Ĵx. Adding and subtracting mid(J)x,
Let η =m + (Ĵ − mid(J))Mγ. Then
By the triangle inequality and the fact that |γ j | ≤ 1,
Therefore, η ∈ PB n ∞ . From (14) , this implies that
Thus S ⊆ (J, X).
Remark 3. In Theorem 1, a zonotope satisfying X ⊆X can be easily obtained by performing n c iterated constraint eliminations on X using the method in [25] . Moreover, m can be obtained by simply evaluating (J − mid(J))p with interval arithmetic. These methods are used in this work. Finally, the enclosure (13) has n g + n generators and n c constraints.
The following theorem provides the mean value extension for constrained zonotopes.
be continuously differentiable and ∇ x µ denote the gradient of µ with respect to its first argument. Let X ⊂ R n and W ⊂ R n w be constrained zonotopes and choose any h ∈ X. If Z is a constrained zonotope such that µ(h, W) ⊆ Z and J ∈ IR n×n is an interval matrix satisfying
Proof. Choose any (x, w) ∈ X × W. It will be shown that µ(x, w) ∈ Z ⊕ (J, X − h). For any i = 1, 2, . . . , n, the Mean Value Theorem ensures that ∃δ
, w) is contained in the i-th row of J by hypothesis, and since this is true for all i = 1, 2, . . . , n, there exists a real matrixĴ ∈ J such that µ(x, w) = µ(h, w) +Ĵ(x − h).
By Theorem 1 and the choice of Z, it follows that µ(x, w) ∈ Z ⊕ (J, X − h), as desired.
Remark 4. The interval matrix J required by Theorem 2 can be obtained by computing the interval hulls of X and W as in Property 1 and then bounding ∇ T x µ(X, W) using interval arithmetic. Similarly, the constrained zonotope Z ⊇ µ(h, W) can be obtained by bounding µ(h, W) with interval arithmetic. Alternatively, another mean value extension can be applied around some
Since the CG-rep (7) is an alternative representation for convex polytopes [25] , the mean value extension developed in Theorem 2 provides a new method for propagating convex polytopes implicitly through nonlinear mappings. A related approach can be found in [27] , where convex polytopes are represented by intersections of zonotopes (i.e., zonotope bundles [24] ). However, while effective complexity reduction algorithms are available for constrained zonotopes [25] , efficient methods for complexity control of zonotope bundles have not yet been proposed.
Remark 5. The enclosure obtained in Theorem 2 has at most n g + n g w + 2n generators and n c + n c w constraints (considering Z computed as in the alternatives presented in Remark 4), with n g and n g w denoting the number of generators of X and W, and n c and n c w the number of constraints, respectively. Thus, the complexity of the resulting set grows linearly with respect to the number of constraints and generators.
First-order Taylor extension
This section presents the second new method for enclosing the range of a nonlinear function η over a set of inputs described by constrained zonotopes. This method is referred to as the first-order Taylor extension of η (because it relies on a first-order Taylor expansion with a rigorous remainder bound), and is a consistent generalization of the method for zonotopes in [26] . In contrast to Theorem 2, for the sake of simplicity of the proof, this function has only one argument. Even so, it is possible to consider both states and process uncertainties by concatenating them into a single vector. Due to substantial changes with respect to the zonotopic method, the new approach comes with a new theorem (Theorem 3) and a detailed proof. In the main result below, (·) i,: denotes the i-th row of a matrix, and (·) i j denotes the element from its i-th row and j-th column. ∈ IR m g ×m g be interval matrices satisfying Q
with indices i, j = 1, 2, . . . , m g and r, s = 1, 2, . . . , m c . Finally, choose any h ∈ Z and let L ∈ IR n×m be an interval matrix satisfying L q,:
for all q = 1, . . . , n. Then,
where
Proof. Choose any z ∈ Z and q ∈ {1, . . . , n}. By Taylor's theorem applied to η q with reference point h, there must exist Γ
such that
Since z ∈ Z, there must exist ξ ∈ B ∞ (A, b) such that z = c + Gξ. Thus, defining p = c − h for brevity,
(p + Gξ).
G ∈Q [q] . SinceΓ [q] ∈Q [q] , it follows thatΓ
. Considering these two facts,
where the third summation results from the fact that ξ i ξ j = ξ j ξ i . Thus, by defining the new generator variables
for all q = 1, 2, . . . , n by definition, so there must existL ∈ L such thatL q,: = p T Γ [q] for all q = 1, 2, . . . , n. Therefore,
Furthermore, the equality constraints Aξ = b imply that Aξξ
2 ζ i , the r-th row and s-th column of this matrix equality yields
with r, s = 1, 2, . . . , m c . Such constraints are linear inξ, and non-repeating for r ≤ s, thereforeĀξ =b holds, wherē
In fact, this enclosure can be greatly simplified by noting that the columns ofĀ corresponding to the variables
i j · · · ] are all zero, and hence G and (c − h)
using interval arithmetic.
As stated before, process disturbances can be taken into account in (15) by considering the augmented vector z = (x, w) (n c + n c w ) constraints, which is a polynomial increase in complexity in terms of both generators and constraints.
Selection of h
The methods proposed in the previous sections require a choice of h ∈ X = {G x , c x , A x , b x } in order to compute a constrained zonotope enclosure for the prediction step (2) . As shown in Section 5.1, this choice may drastically affect the accuracy of the obtained enclosure. In the mean value extension for intervals and zonotopes, a usual choice of h ∈ X is the center of X [14, 28] . However, with constrained zonotopes, since the center of the CG-rep may not belong to X 5 , a different point h ∈ X must be chosen. A simple and inexpensive choice is the center of the interval hull of X. Unfortunately, even this point may not belong to X in some cases 6 . Nevertheless, this choice can be applied rigorously by simply checking h ∈ X beforehand by solving an LP [25] .
In the following, we analyze alternative choices of h ∈ X. Firstly, we focus on suitable choices valid for the mean value extension (Theorem 2). This extension relies on the CZ-inclusion (Theorem 1), and therefore requires the computation of a zonotope enclosing X − h. In this work, we assume that this zonotope is computed through constraint eliminations (see Remark 3). Let
} denote the constrained zonotope obtained by reducing to the number of remaining constraints in X − h. Following the constraint elimination algorithm in [25] , for each = n c , n c − 1, . . . , 1, the remaining constraints A ( ) ξ = b ( ) are first preconditioned through Gauss-Jordan elimination with full pivoting and then subjected to a rescaling procedure before the next constraint is eliminated. The entire procedure can be represented by the following recursive equations (see Proposition 5 and the Appendix in [25] for details), where( ·) denotes variables after preconditioning,( ·) denotes variables after rescaling, and Λ G , Λ A , ξ m , and ξ r are defined as in [25] :
Careful examination of the algorithm in [25] reveals that the actions taken during preconditioning, rescaling, and constraint elimination are all independent of the center of the original constrained zonotope, which in this case is c (n c ) = c x − h. Therefore, with exception of the center, the variables (·) ( ) can be obtained by eliminating the constraints of X prior to choosing h. Considering procedure (17) , the following corollary provides a choice of h that leads to a tight enclosure by reducing the conservativeness of the CZ-inclusion (J, X − h).
, and consider µ, W, and J as defined in Theorem 2. Assume thatḠ ( ) are obtained by eliminating all n c constraints from X according to (17) and set
} be obtained by eliminating all n c constraints from X − h according to (17) , let m ⊇ (J − mid(J))c 
Proof. For h ∈ X, µ(X, W) ⊆ Z ⊕ (J, X − h) follows directly from Theorem 2. Now, let us show that (J, X − h) ⊆ (J, X −ĥ) holds for anyĥ ∈ X,ĥ h. Recursive computation of (17) leads to
where c (n c ) = c x − h. Therefore, c (0) = 0 iff h is given by (18) , thus m = 0, and diam(m) = 0. Note that in (12),M G
is invariant with respect to h, and since J ⊇ ∇ T x µ(X, W), then J is also invariant with respect to h. Consequently, the second term in (12) is not a function of h. Therefore, PB
The result then follows from (13) .
By Corollary 1, the enclosure obtained in Theorem 2 is tightened by choosing h such that c is equal to zero. Unfortunately, the h given by (18) may not belong to X, so an alternative to obtain tight bounds is to reduce the size of the box m by solving
with m ⊇ (J − mid(J))p computed using interval arithmetic, wherep c
. Recall that c
is the center of the zonotope obtained by eliminating all the constraints of X − h. ( ) are obtained by eliminating all n c constraints of X according to (17) . Then h = c x + G x ξ * is the solution to (20) iff ξ * is the solution to the linear program
, and Θ i j = 0 for i j. 
Proof. Each element of (J − mid(J)) ∈ IR
and the constraints in (21) follow directly from (19) and h ∈ X.
Lemma 1 yields an optimal choice of h ∈ X that can be used in Theorem 2 to reduce conservatism in the CZ-inclusion, and requires only the solution of an LP. Note that formulating (21) requires the knowledge ofḠ , which are obtained from the iterated constraint elimination process. As stated before, constraint elimination can be performed over X to obtain the required data prior to the solution of (21) . Once the optimal h is obtained, constraint elimination can be repeated, or equivalently, the zonotope obtained using h = 0 can simply be translated by −h.
Remark 9.
Note that if the h given by Corollary 1 belongs to X, then this coincides with the solution provided by Lemma 1.
We summarize the proposed choices of h ∈ X for use in Theorem 2 as follows: C1) h is given by the center of the interval hull of X, if it satisfies h ∈ X;
C2) h is obtained by solving (21).
We now focus on suitable choices valid for the first-order Taylor extension. As with the mean value extension, the usual choice of h ∈ X in first-order Taylor extensions for intervals and zonotopes is the center of X [28, 26] . The next corollary shows that this choice leads to a tight enclosure if it belongs to X. as defined in Theorem 3, with q ∈ {1, 2, . . . , n}.
The result then follows from (15) .
By inspecting Corollary 2, it is clear that the enclosure in (15) is tightened since (L, (c − h) ⊕ 2GB ∞ (A, b)) = 0. However, since this point may not belong to X, a good alternative may be to consider the closest point in X to its center, obtained by means of Proposition 1. By the definition of L, this heuristic leads to smaller values of diam(L), and therefore reduces the size of (L, (c − h) ⊕ 2GB ∞ (A, b)) (see (12) ). A third option is to apply Proposition 2 to obtain an alternative CG-rep of X with any desired center. In this case, the new center is chosen as some point in X,h ∈ X, and then h is chosen as h =h. A simple choice of new centerh ∈ X for such a procedure is the center of the interval hull of X. The proposed alternatives for use in Theorem 3 are summarized as follows: C3) h is given by the closest point in X to the center of X, computed through Proposition 1; C4) h is the center of X, if it satisfies h ∈ X. Otherwise,h ∈ X is chosen as the center of the interval hull of X, the center of X is moved toh using Proposition 2, and h is given by h =h. 
Update step
An enclosure for the prediction step (2) can be obtained in CG-rep using either Theorem 2 or Theorem 3. Therefore, due to linearity of the measurement in (1), an exact bound for the update step (3) can be directly obtained by computing the generalized intersection of two constrained zonotopes as follows. Given the prediction setX k , a constrained zonotope V describing bounds on measurement errors, the current input u k and measurement y k , an exact enclosure for the update step is obtained using the definition (6), given bŷ
It is well known that the intersection in (22) can not be computed exactly using zonotopes, and must be over-approximated [10, 14] . As a consequence, the enclosures of the system states obtained after many iterations of prediction and update may be quite conservative using zonotopes. However, with constrained zonotopes all operations in (22) are easily computed through (8)- (10) . These lead to an enclosure with n g + n g v generators, and n c + n c v + n y constraints, where n g and n c are the number of generators and constraints ofX k , respectively
Remark 10. Iterated computations of the proposed extensions (Theorems 2 and 3) and (22) result in at most a quadratic increase in the complexity of the CG-rep (7). As with zonotopes, this can be effectively addressed using order reduction algorithms [40, 41] that over-approximate a constrained zonotope by another with lower complexity. Efficient methods for reducing the number of generators and constraints of the CG-rep (7) with reasonable conservativeness were proposed in [25] . Table 1 shows the computational complexity 8 of our methods for the prediction and update steps, as well as complexity reduction to the same number of generators and constraints of the set prior to prediction. Specifically, we use the mean value extension (Theorem 2) and the first-order Taylor extension (Theorem 3) for the prediction steps, while the update steps are both given by the generalized intersection (22) . These methods are denoted by CZMV and CZFO, respectively. The computational complexities of their zonotope counterparts are also presented for comparison, denoted analogously by ZMV and ZFO, which use the mean value approach in [14] and the first-order Taylor approach in [26] , respectively, for the prediction step. The update algorithm proposed in [38] is used for both ZMV and ZFO because it provided the best trade-off between accuracy and efficiency in our numerical experiments with zonotopes. Complexity reduction is applied after the update step in all four methods using the reduction methods in [25] for constrained zonotopes and Method 4 in [41] for zonotopes. For constrained zonotopes, constraint elimination is performed prior to generator reduction. The complexities in Table 1 take into account the growth of the number of generators and constraints after each step (see Remarks 5 and 8) . The dimensions in Table 1 are specified by the definitionsX k−1 = {G x , c x }, W = {G w , c w }, and
Complexity analysis
, and y k ∈ R n y . For simplicity, we define m = n + n w , m g = n g + n g w , m c = n c + n c w , δ n = n − n y , δ w = n g w − n c w , δ v = n g v − n c v , and δ = m c . Moreover, we consider that scalar real function and scalar inclusion function evaluations have complexity O(1). These correspond to evaluations of the nonlinear dynamics in (1) and its derivatives using real and interval arithmetic, respectively. The complexities of the basic operations on zonotopes 8 We use the standard O(·) notation defined in [42] . and constrained zonotopes used to derive the figures in Table 1 can be found in the Appendix.
The dominant terms in the prediction step of CZMV come from the computation of the interval hulls of X and W and the CZ-inclusions (J, X − h) and (J w , W − h w ) in Theorem 2 and Remark 4. In the case of CZFO, the dominant terms come from the computation of the interval matricesQ [q] , the interval hull of Z = X × W, and the CZ-inclusion (L, (c − h) ⊕ 2GB ∞ (A, b) ) in Theorem 3. Note that the worst-case complexities of the prediction steps of our methods are higher than the zonotope methods, while the update steps are cheaper due to the generalized intersection (22) . Even so, the complexity of the proposed methods are still polynomial. For a simplified analysis, assuming that all of the variables in Table 1 increase linearly with n, the total complexities for ZMV, ZFO, CZMV and CZFO are O(n 8 ), respectively. On the other hand, even basic polytope operations are known to be exponential [43] . Besides, despite the higher complexities of CZMV and CZFO in comparison to the zonotope methods, they provide more accurate enclosures as shown in the next section.
Numerical examples
This section presents numerical results for the two new setvalued state estimation methods enabled by the results in the previous section. The imposed limits on the complexity of the sets used are described separately for each example below.
Example 1
To demonstrate the effect of the different choices of h, we first analyze one iteration of the prediction step for the nonlinear system [44] 
with
where w k ∈ R 2 denotes process uncertainties, which are zero in this first scenario. Figure 1 shows the constrained zonotope X 0 and the enclosures of the one-step reachable set obtained by Theorem 2 using C1-C4. Since the complexity of the enclosure for C4 is higher than for the other methods (see Proposition 2), the reduction methods in [25] were used to reduce the number of generators and constraints in this enclosure to match the other methods before comparison. In this example, the choice of h has a moderate impact in the enclosure computed by Theorem 2, with C2 providing the least conservative result, as expected. Therefore, C2 is employed in Theorem 2 henceforth. Figure 1 also shows the enclosures of the one-step reachable set obtained by Theorem 3 with C1-C4. Clearly, the enclosures Step ZMV ZFO Prediction n 2 n g + nn w n gw n(m 2 m g + mm
Step CZMV CZFO Prediction n 2 n g + nn w n gw + (nn g + n c )(n g + n c ) 3 + (n w n gw + n cw )(n gw + n cw )
Update n y n(m g + n) + n y n u + n y n v n gv n y n(m 2 g + n) + n y n u + n y n v n gv Reduction (n cw + n cv + n y )(m g + m c + n gv + n cv + n + n y ) produced by Theorem 3 are strongly affected by the choice of h, with C4 providing the least conservative result. In addition, note that the enclosures provided by the first-order Taylor extension are more conservative than those obtained by the mean value extension. However, experience with zonotopes and intervals (see [44] for detailed examples) suggests that the relative merits of these two methods will depend on the dynamics of the system, as well as the shape and size of the set X 0 , and the maximum allowed number of generators and constraints. This is corroborated by the next results.
We consider now the linear measurement equation 
9 Note that X 0 , W and V are expressed as zonotopes for the purpose of a fair comparison with the zonotope methods. The initial set X 0 (gray), the initial bounded uncertain measurements (dashed lines), the intersection computed as in [38] (yellow), and the constrained zonotope (green) computed by (22) .
To generate process measurements, (23) was simulated with x 0 = (0.8, 0.65) ∈ X 0 and process and measurement uncertainties drawn from uniform random distributions. The number of generators and constraints of the constrained zonotopes was limited to 20 and 5, respectively, while the number of generators of the zonotopes was limited to 20. Figure 2 shows the results of the initial update step using the intersection algorithm in [38] and the generalized intersection (22) computed using (10), which yields a constrained zonotope. Clearly, since the generalized intersection is not a symmetric set, it cannot be described by a zonotope. In contrast, the resulting constrained zonotope corresponds to the exact intersection, providing far less conservative bounds in the first update step. Figure 3 shows the first four time steps of CZMV with h given by C2 in a scenario without process uncertainties (w k = 0). For comparison, the zonotopes computed using ZMV are also depicted. CZMV provides much less conservative enclosures than ZMV for this example, demonstrating the effectiveness of the proposed nonlinear state estimation strategy. Figure 4 shows the radii (half the length of the longest edge of the interval hull) of the sets provided by CZMV using C2 and ZMV over 100 time steps considering process disturbances. Since (23) is affine in w k , the enclosure Z ⊇ µ(h, W) in Theorem 2 was computed as described at the end of Remark 4. CZMV provided less conservative bounds than the zonotopes computed by ZMV, with a CZMV-to-ZMV average radius ratio (ARR, i.e., the ratio of the radius of the CZMV set at k over the ZMV set at k averaged over all time steps k) of only 51.4%. also compares the radii of the update sets computed by ZFO and CZFO with h given by C4. As in the previous case, CZFO provides less conservative bounds than ZFO, with the CZFOto-ZFO ARR being only 53.66%. The size of the sets provided by CZMV and CZFO were quite similar, with CZFO being less conservative (the CZFO-to-CZMV ARR was 98.75%). In both experiments, the number of generators and constraints were limited to 20 and 5, respectively. The ARR for different numbers of constraints are shown in Table 2 , with the average computed considering in addition simulations with different numbers of generators. Execution times are shown in Table 3 . These were obtained using MATLAB 9.1 with CPLEX 12.8 and INTLAB 9, in a laptop with 8GB RAM and an Intel Core i7 4510U 3.1 GHz processor.
The use of constrained zonotopes in CZMV and CZFO results in sets that are slightly more complex than those generated by ZMV and ZFO (specifically, the set description involves five equality constraints that are not present in the zonotopes from ZMV and ZFO). However, this example shows that this increase in complexity is compensated by greatly improved accuracy. 
Example 2
Consider the quadrotor unmanned aerial vehicle (UAV) described in [45] 
where m, I xx , I yy , I zz , and l are physical parameters, g is the gravitational acceleration, U 1 is the total thrust generated by the propellers, U 2 is the difference of thrusts between the left and right propellers, U 3 is the difference of thrusts between the front and back propellers, We consider a realistic scenario in which the available measurements are provided by sensors located at the quadrotor UAV, which include: (i) a Global Positioning System (GPS); (ii) a barometer; and (iii) an Inertial Measurement Unit (IMU). The measurements are affected by bounded uncertainties as described in Table 4 . The velocity vector [u v w] T is not measured. The nonlinear equations (27) were discretized by Euler approximation with sampling time 0.01 s. The initial states ζ 0 are bounded by X 0 = {G 0 , 0}, where G 0 = diag 2, 2, 2, 1, 1, 1, T ∈ X 0 and process and measurement noises drawn from uniform distributions. Figure 5 shows the trajectory performed by the quadrotor UAV along with the interval hulls 11 of the enclosures computed by the methods CZMV and ZMV, projected onto (x, y, z)-axes. CZMV was implemented with h given by C2, and since (27) is also affine in w k d k , Theorem 3 was implemented with Z ⊇ µ(h, W) computed as described at the end of Remark 4. The number of constraints and generators of the computed constrained zonotopes was limited to 40 and 12, respectively, while the number of generators of the computed zonotopes was limited to 40.
The interval hulls of the constrained zonotopes obtained by CZMV were smaller than those from ZMV, demonstrating the accuracy of the proposed method. Figure 6 shows the radii of the constrained zonotopes and zonotopes computed by CZMV and ZMV, respectively. Both algorithms were capable of providing tight bounds on the system states ζ k ∈ R
12
. Nevertheless, CZMV provided less conservative bounds than ZMV, even for a high-order nonlinear dynamical system such as (27) (the CZMVto-ZMV ARR was 74.41%). Finally, Figure 7 compares the radii of the update sets computed by ZFO and CZFO with h given by C3
. Once again, CZFO provided less conservative bounds than ZFO (the CZFO-to-ZFO ARR was 74.45%). The results 10 In this experiment, the control action is computed using the real states ζ k . The approach in [11] can be used for feedback connection using a point that belongs toX k . 11 The conversion from CG-rep to H-rep (see [25] ) for the purposes of exact drawing is intractable for the constrained zonotopes in this example. 12 The increased complexity of the constrained zonotopes provided by C4 proved to be intractable for this example.
from CZMV and CZFO were again very similar, with CZMV providing marginally better results (the CZMV-to-CZFO ARR was 99.93%). The ARR for different numbers of constraints are shown in Table 5 , with the average computed considering in addition simulations with different numbers of generators. Execution times are shown in Table 6 . Note that most of the CZFO execution times are smaller than the ones presented in Table  3 . This might be counter-intuitive since the current example has more state variables. However the use of C4 in Example 1 results in a relatively more complex enclosure and therefore requires a much higher execution time for generator reduction and constraint elimination. Note that in this example, the computational times of the state estimators were greater than the considered sampling time of 0.01 s. Nevertheless, this fact does not invalidate the obtained results since these were run in a numerical simulation. Better times can be achieved by optimized implementation of the algorithms and using more powerful hardware, for instance. Besides, note that even though the current execution times of CZMV and CZFO would in principle prevent their use in fast applications, the improved accuracy can significantly reduce the number of time steps required for guaranteed fault detection and isolation for systems in which execution time is not critical. 
Conclusions and future work
This paper proposed two novel approaches for set-valued state estimation of nonlinear discrete-time systems with unknown-butbounded process and measurement uncertainties. A mean value extension and a first-order Taylor extension were developed based on constrained zonotopes, a generalization of zonotopes capable of describing strongly asymmetric convex sets. In addition, measurement data were effectively taken into account by means of generalized intersection, which resulted in far less conservative results than existing methods based on zonotopes. The accuracy of the proposed methods was demonstrated by means of three numerical examples, the third one being an experiment with a quadrotor UAV, considering a realistic scenario with uncertain measurements provided by sensors located on the aircraft. In the latter, execution times were longer than the considered sampling time. Nevertheless, an optimized implementation of the methods, as well as more powerful hardware, implementation in C++ and parallelization techniques, could be used to achieve better times. This issue is left as a future work seeking the practical implementation in a real aircraft. Appendix. Computational complexity details Table 7 shows the computational complexity of the basic operations used in the zonotope and constrained zonotope methods. These complexities assume generic inputs with dimensions R ∈ R n r ×n in (4); Y = {G y , c y , A y , b y } in (6), with G y ∈ R n r ×n gr , c y ∈ R n r , A y ∈ R n cr ×n gr , and b y ∈ R n cr ; J ∈ IR n s ×n in Theo-
n c ×n g , and b x ∈ R n c ; k g and k c are the number of generators and constraints removed in the order reduction process, respectively. 'Set inclusion' refers to the zonotope inclusion in [14] for zonotopes and the CZ-inclusion (Theorem 1) for constrained zonotopes. 'Closest point' and 'Change center' correspond to Propositions 1 and 2, respectively, which are LPs. For the latter, the boundsξ L ,ξ U are obtained using Algorithm 1 in [25] . Note that the interval hull of zonotopes does not require the solution of LPs (see Remark 3 in [36] ). In addition, we consider that each LP is solved at least with the performance of the simplex method presented in [46] , which is O(N d N 3 c ) with N d and N c the number of decision variables and constraints, respectively. Note that these numbers can be inferred for each respective LP directly from Table 7 . For a detailed derivation of the computational complexities in Tables 1 and 7 , please see the supplementary material. 
g n c ).
In the standard form, the LP in Proposition 1 has N d = n + n g + 1 decision variables and N c = 2n + 2n g + n c + 1 constraints. Then,
).
Change center (Proposition 2)
Let
is obtained by Algorithm 1 in the Appendix in [1] . In the standard form, the LP in Proposition 2 has N d = 3n g decision variables and N c = n + 4n g constraints. Then, 
Computational complexity details: ZMV
Prediction step
Let µ : R n × R n w → R n be continuously differentiable and let ∇ x µ denote the gradient of µ with respect to its first argument. LetX k−1 = {G x , c x } ⊂ R n , and W = {G w , c w } ⊂ R n w with c x ∈ R n , G x ∈ R n×n g , c w ∈ R n w , and G w ∈ R n w ×n gw . Let Z be a zonotope such that µ(c x , W) ⊆ Z and let M ∈ IR n×n g be an interval matrix satisfying ∇ n g ) + O(n w n g w + nn w n g w ) + O(nn g + n w n g w ) = O(n 2 n g + nn w n g w ).
Update step
Let y k = Cx k +D u u k +D v v k , with y k ∈ R n y , x k ∈ R n , u k ∈ R n u , v k ∈ R n v . Consider the zonotopesX k = {G x , c x } ⊂ R n , V = {G v , c v } ⊂ R n v with c x ∈ R n , G x ∈ R n×n g , c v ∈ R n v , and G v ∈ R n v ×n gv . For simplicity, define m g = n g + n g w . Following the intersection method proposed in [5] , the update step is computed iteratively using one row of y k at a time, as described below.
Algorithm: Update step. 2 + n u + n v n g v )). 
Order reduction
Let n g denote the desired number of generators ofX k after order reduction, i.e.,X k must have the same complexity asX k−1 . Order reduction is performed by eliminating k g generators fromX k . For simplicity, define m g = n g + n g w . The prediction and update steps of the ZMV lead toX k with m g + 2n generators. Therefore, k g = n g w + 2n. Consequently, O(ZMV reduction ) = O(eliminate k g generators fromX k ) = O(n 2 (m g + n) + k g (m g + n)n) = O(n 2 (m g + n) + (n g w + n)(m g + n)n) = O(n 2 (m g + n) + n(n g w + n)(m g + n)). ∈ IR m g ×m g be interval matrices satisfying Q 
Update step
Let y k = Cx k + D u u k + D v v k , with y k ∈ R n y , x k ∈ R n , u k ∈ R n u , and v k ∈ R n v . Consider the zonotopes X k = {G x , c x } ⊂ R n and V = {G v , c v } ⊂ R n v with c x ∈ R n , G x ∈ R n×n g , c v ∈ R n v , and G v ∈ R n v ×n gv . For simplicity, define m g = n g + n g w . The ZFO also follows the intersection method proposed in [5] . Therefore, the update step is equivalent to the ZMV update, but withn g = (1/2)m 2 + n u + n v n g v )).
Order reduction
Let n g denote the desired number of generators ofX k after order reduction, i.e.,X k must have the same complexity asX k−1 . Order reduction is performed by eliminating k g generators fromX k . For simplicity, define m g = n g + n g w . The prediction and update steps of ZFO lead toX k with (1/2)m 
