In the chemometric context in which spectral loadings of the analytes are already known, spectral filter functions may be constructed which allow the scores of mixtures of analytes to be determined in on-the-fly fashion directly, by applying a compressive detection strategy. Rather than collecting the entire spectrum over the relevant region for the mixture, a filter function may be applied within the spectrometer itself so that only the scores are recorded. Consequently, compressive detection shrinks data sets tremendously. The Walsh functions, the binary basis used in Walsh-Hadamard transform spectroscopy, form a complete orthonormal set well suited to compressive detection. A method for constructing filter functions using binary fourfold linear combinations of Walsh functions is detailed using mathematics borrowed from genetic algorithm work, as a means of optimizing said functions for a specific set of analytes. These filter functions can be constructed to automatically strip the baseline from analysis. Monte Carlo simulations were performed with a mixture of four highly overlapped Raman loadings and with ten excitation-emission matrix loadings; both sets showed a very high degree of spectral overlap. Reasonable estimates of the true scores were obtained in both simulations using noisy data sets, proving the linearity of the method.
Introduction
In chemometric contexts such as hyphenated techniques or hyperspectral imaging, large multidimensional data sets (e.g., spectroscopic data versus time or position) are collected. Many techniques such as principal component analysis (PCA), partial or total least squares (PLS, TLS), and parallel factor analysis (PARAFAC) are employed to project the spectral space onto lower dimensionality via a dot product to determine scores. 1 Ben Amotz et al. developed a supervised spectral unmixing method they termed compressive detection. [2] [3] [4] [5] [6] [7] [8] The spectroscopic projection is performed within the instrumentation before the data set is recorded, lowering the dimensionality of the data set, vastly reducing its size, and providing real-time results. Particularly in hyperspectral imaging, where data sets can be enormous, this size reduction is highly advantageous. 9 Reducing the dimensionality of the data before recording offers signal-to-noise (S/N) advantages compared to detecting the entire spectrum. 4 Smith et al. identified it as a form of Felgett's advantage. 10 The notion is a logical extension of the familiar use of passband optical filters and multivariate optical elements; [11] [12] [13] [14] some very sophisticated forms exist. 15, 16 Selecting appropriate filter functions requires prior knowledge of the desired analytes' spectra, although they can be estimated from training spectra. Such prior knowledge is often the case in separations of florescentlabeled biomolecules or hyperspectral imaging. Good quantitation also requires that interference from unknown analytes be negligible. In this work, a method of selecting binary filter functions based upon linear combinations of Walsh functions is detailed.
Wilcox et al. and Buzzard and Lucier described an approach to create optimized filter functions using a nonlinear optimization to minimize the variance in their measurements. 3, 4 They showed that such optimized filter functions were nearly binary, i.e., almost all of the elements consist of either zero or 1; they rounded the remaining non-integer values to make the entire function binary. In the low-signal photon counting regime, compressive detection offered an extra advantage; read noise was essentially eliminated. 4 Binary filters have distinct experimental advantages, as described below. Applied to multiple pairs of compounds with minimally, moderately, and highly overlapped Raman spectra, their optimized binary filters demonstrated excellent agreement between experimental and theoretical predictions of photon count rates, were capable of accurately distinguishing between species, and notably outperformed analog filter functions (the actual Raman spectra or linear combinations thereof).
Binary functions have been studied extensively, in particular, the Walsh functions have been applied in communications, [17] [18] [19] genetic algorithms, 20 and spectroscopy. 21 The Walsh functions of length eight are shown in the Supplemental Material, Fig. S1 . The transform variously termed Walsh, Walsh-Hadamard, or Hadamard is a binary representation of the Fourier transform (FT) 22 in which a complete orthonormal set of binary basis functions 23 may be used to characterize a spectrum rather than trigonometric basis functions as in the FT. It offers distinct advantages: it is inherently discrete and computationally simple. 22 Harwit and Sloane reviewed the early work in Walsh-Hadamard transform spectroscopy, detailing a wide variety of implementations. 21 Hadamard transform mass spectrometry has also been done. 24, 25 The use of digital micromirror array devices (DMD) in spectrometers [26] [27] [28] allows the efficient creation and manipulation of binary masks in spectrometers, solving a common hardware problem of earlier Hadamard instruments. Digital micromirror array device spectrometers are much easier to implement than an interferometer. Walsh functions have values of À1 and þ1. Except for the simplest Walsh function (all þ1), all other Walsh functions contain equal quantities of À1 and þ1 values and sum to zero. Spectrometers based on DMD are particularly well suited for use with Walsh functions since the micromirrors tilt in just two directions. One detector may be assigned to each tilt direction readily corresponding to À1 and þ1 encoding (see supplementary material, Fig. S2 ). Digital micromirror array device spectroscopy and imaging is often performed using only a single detector and the second mirror position is ignored., e.g., Wilcox et al., 3 Rehrauer et al., 8 Smith et al., 10 Fateley et al., 29 and Duarte et al.; 30 a variant set of basis functions having values of þ1 and 0 called the S-matrix may then be used in Hadamard transform work. 21 However, the use of the Walsh functions with two detectors has distinct speed and S/N advantages. 21, 25 Two detectors means all the photons incident on the DMD are detected instead of only about half, enhancing the duty cycle.
In contrast to Hadamard transform spectroscopy, where a complete set of basis functions is used to characterize a full spectrum, in this work, simple linear combinations of a small number of Walsh basis functions are used to create binary filter functions for compressive detection, these shall be called ''Walsh-based filter functions''. The method is applicable to the same experimental apparatus used in Hadamard transform spectroscopy; however, the goal in this work is not to reconstruct the spectrum but to use the filter function to project the spectral dimensional space onto lower dimensionality in a manner that minimizes cross-talk between analytes with highly overlapped spectra. In addition, in contrast to previous work, binary filter functions consisting of À1 and þ1 are sought in an effort to capitalize on the advantages of two detector schemes. Only some linear combinations of Walsh functions result in À1 and þ1 binary filters, the specifics are given in the methods section. These filters will be determined for mixtures of numerous components (4-10) with highly overlapped spectra.
Multivariate Curve Resolution
Tauler and de Juan point out that the main goal in multivariate curve resolution and in factor analysis is the same, to mathematically decompose a set of measurements into the contributions of the ''true'' factors components that make up the system. 31 Using their notation, a bilinear expression of the data matrix D (r Â c) is a product of two matrices containing the n pure-component profiles in the row r and column c directions. These matrices are termed the scores C (r Â n) and the loadings S T (n Â c), respectively; the superscript T designates a transpose:
Commonly, the scores C represent the concentration dimension and the loadings S T represent the spectral dimension. Compressive detection is a supervised method requiring knowledge of the true loadings S T . When neither true scores nor loadings are known, Eq. 1 suffers from ambiguity allowing a near-infinite number of abstract solutions with profiles differing in shape or magnitude (rotational or intensity ambiguity):
As a consequence, every transformation T (n Â n) provides a different abstract solution to resolving the data matrix. The symbol È here does not represent the ''exclusive or'' or ''direct sum'' operator, but rather is used to designate the abstract scores or loadings: CÈ CT À1 and SÈ T TS T . Wilcox et al. showed that using the true spectral loadings S T when the spectra of the several species are not orthogonal results in poor differentiation of components, 3 creating cross-talk. Hence, a transformation T is sought which creates orthogonal loadings SÈ and minimizes the effect of cross-talk on noise in the data. The dot product of the data set on these orthogonal abstract spectral loadings reduces it to lower dimension, the abstract scores CÈ:
Consequently, SÈ is the matrix of filter functions required for compressive detection. The true scores C may be determined from the abstract scores using:
Since the functions in SÈ are orthogonal:
In the absence of noise any transformation T would suffice; in practice, every measurement CÈ g,h is accompanied by a noise contribution eÈ g,h .
Using Walsh-based filter functions SÈ to determine CÈ reduces the noise in the data matrix via the inner product e g,c SÈ c,h ¼ eÈ g,h because SÈ consists of equal amounts of À1 and þ1 terms; were e perfectly uniformly distributed, eÈ would sum to zero. (For the same reason, constant background in D is also removed.) This noise impacts the derived estimate of the true scores C est thus (assuming the noise is uncorrelated to the value of CÈ g,h ):
where e 0 ¼ (eÈ)T À1 . Combining Eqs. 6 and 7 gives a direct equation for the estimate of the true scores:
Equations 7 and 8 indicate the off-diagonal elements of T spread noise between analyte scores when assessing C est , i.e., off-diagonality in T creates cross-talk. To quantify this off-diagonality, a metric Z is defined. For a matrix M, one can create a matrix A consisting of only the diagonal terms of M, Z is the ratio of the Frobenius norms:
This value equals 0 for a diagonal matrix and equals 1 for a (non-zero) matrix with all diagonal terms equal zero.
The S/N ratio may also be estimated by the ratio of the Frobenius norms, for the abstract scores this is:
The degradation of the S/N ratio caused by cross-talk may then be quantified:
It is shown below that T can be found, which is more nearly diagonal than S T S, and reasonable S/N ratio can be achieved using binary Walsh-based function filters even with highly overlapped loadings, demonstrating the utility of the method.
Walsh-based filter functions may also be used to find scores from a data matrix D collected by non-compressive means to find C est using Eq. 8 if compressive detection is not applicable or convenient. Then, the instrumental requirement that the filter functions SÈ have only values of À1 or þ1 may be lifted, and any linear combinations of Walsh functions may be applied. To maintain orthogonality in filter functions of length c for n analytes, on average no more than c/n basis functions should be employed in any single filter function. Z may consequently be reduced compared to digital compressive detection as many more combinations are available.
Methods
The method for creation of binary compressive detection filters used by Ben Amotz et al. started with the assumption of photon counting and Poisson statistics. Optimized filter functions were found by minimizing the variance in the estimates of photon count rates of analyte sets using the Matlab nonlinear optimization algorithm FMINCON. The photon count rate serves as a proxy for concentration of analyte. Binary filter functions were composed of zero and þ1 values, with no constraint over the how many values could be zero. These functions were used in single-detector spectrometers, a zero-filter value meant the corresponding portion of the data set was ignored.
In contrast, the method here is intended for two-detector spectrometers; the use of Walsh-based filter functions means that the number of À1 and þ1 values in the filters is equal. Rather than minimizing the variance in photon counting statistics, the driving logic in optimizing Walsh-based filter functions is a search through all the practical linear combinations of the basis set to find orthogonal abstract loadings SÈ which minimize the off-diagonality in the transformation matrix T (Eqs. 5 and 9). The use of the transformation matrix T to estimate true scores C est is also a novel addition to compressive detection method. As this work is a demonstration of principle, only Monte Carlo simulation data are presented.
Linear Combinations of Walsh Functions
Code was developed in Octave (Matlab compatible) to perform the task of creating optimized filter functions SÈ. Although Walsh functions are inherently binary, their linear combinations generally are not. Combinations of size 2 m can create binary results, but no reliable set of linear combination coefficients were found for m > 2. The restriction to four basis functions has not proven an insurmountable difficulty. A key difference between the basis functions in Fourier analysis, the sine and cosine functions, and Walsh functions is that the former are time-invariant: frequency is the same for any point in time. Walsh functions are characterized by the number of zero crossings the function contains over its defined interval, not frequency. The sequency of a Walsh function is defined as one-half the number of zero crossings over the defined interval (this interval definition forces the Walsh function to go to zero outside its limits, tabulating one extra zero crossing for odd functions). These are not square waves in general, the frequency of these zero crossings is not constant. Therefore, Walsh functions are time-variant. Hence, the complete set of Walsh functions has an unaccustomed richness in the time domain, and complex functions may be created by a fourfold linear combination from a large basis set.
Complete sets of Walsh functions were created of the desired size to suit the spectra under consideration. Similar to FT work, these were restricted to powers of two; hence, spectra were zero padded as needed. The Walsh functions were created by the common Sylvester construction of Hadamard matrices 21 (Hadamard matrices created by the built-in function in Octave or Matlab are Sylvester constructions). For the Walsh functions c j of size 2 l , the j values vary from zero to 2 l -1, each is unique. The meanings of these j values is discussed by Goldberg, 20 but for the purposes here they are simply used as an index. It is very convenient at this point to represent j values with an l-bit string, i.e., a binary number with l places, e.g., 1011101. In genetic algorithm research, Bethke developed a method of characterizing the average fitness of schemata (similarity subsets) using Walsh functions. 20, 32 While a genetic algorithm approach is not being employed here, the concept of schemata developed in that context have been used toward a different end: to form a concise representation of the Walsh functions to be used in the linear combination processes. A schema is an l-bit string with an important difference, some of the bits have been replaced by ''*'' signifying that either zero or one may occur in that place. 
This simple recipe of schemata with two ''*'' and the stated combination coefficients always yields fourfold linear combinations which produce binary functions. The similarity in j value of the Walsh functions prescribed by a given schema is what guarantees that they will combine in the desired manner; random combinations do not yield binary functions. In working with Eq. 12, it was discovered that two distinct methods of indexing Walsh functions t j both succeeded in producing binary linear combinations: the order in the conventional Sylvester construction (the usual default) as well as reordering the columns of the Hadamard matrix in order of increasing zero crossings (essentially redefining the index j). The reasons for this are not yet understood. Since both approaches worked, both were utilized. Other Hadamard matrix sortings may also be feasible; this is untested.
The schemata are produced from another level of mathematical abstraction, partitions. Like schemata, partitions are strings of length l; however, these strings consist of either ''f '' or ''*''. The symbol ''f '' indicates that all schemata belonging to this partition will have either a fixed ''1'' or ''0'' in that place, and ''*'' in a given place is copied to all the schemata of that partition. For example, the partition ''f *f*'' contains four schemata: 0*0*, 0*1*, 1*0*, and 1*1*. Hence, the schema mentioned above belongs to this particular partition. Again, because we only formed fourfold linear combinations, only partitions with two ''*'' places were used. For the purposes of this work a highly utilitarian attitude prevails: the partitions, schemata, and linear combination coefficients simply represent a convenient and efficient means to create the desired binary linear combinations without resorting to a large amount of time-consuming trial and error.
To summarize, partitions of length l with two ''*'' places incorporated are produced; the total number of ways to do this is given below, using Gauss' addition method:
The number of schemata produced by each partition is given by
In this work it has been found convenient in general to omit the schemata that contain j ¼ 0, reducing the value above by 1. This is much like using AC coupling on an oscilloscope, the DC background (baseline) is removed. Each schema produces four linear combinations due to the permutation of the four combination coefficients. Hence, for S of length 2 l , the total number of fourfold binary linear combinations of Walsh functions produced by this recipe is
The result in Eq. 15 should be multiplied by the number of Hadamard matrix sortings used; in this case, 2.
Following Eq. 12, each of these combinations produces a function f; the best ones are selected to form SÈ with minimum off diagonality Z (Eq. 9). While Z is useful for characterizing T, for computational speed a similar, briefer method was used for testing F values:
where T' is a trial value of T À1 . Since larger elements in T' indicate higher overlap with the spectral loadings S T , the algorithm sought vectors f with high magnitude overlap with one of the spectral loadings and low overlap with the rest. The sign of the overlap is unimportant. Therefore, for the scoring metric the largest element in the absolute value of T' was selected and multiplied by two; all other elements in its column were subtracted from this. Any individual f will be better for one of the k analytes than the others. The entire set of all F derived from all schema of all partitions are scored, with the best f for each analyte used to construct SÈ, testing to be certain they are orthogonal. This brute force approach is practical if the spectral dimension c is not extremely large (the entire process of selecting SÈ with c ¼ 2 10 for four analytes in the Raman example below was accomplished in about 2 min on an unremarkable laptop computer); more demanding circumstances might be accommodated by sampling partitions to see which tend to score higher, as is done in genetic algorithm work. It should be emphasized that selecting SÈ is done once for a given set of analytes, applying SÈ to the data set to find the scores using Eqs. 3 or 8 is not computationally intensive and can be done in real time. Thus, given a training set of spectra to find SÈ before analysis, no post-processing is needed.
Raman Spectra
As compressive detection has been applied in Raman hyperspectral imaging 2, 3, 5, 7 with three components, in this work a demonstration was performed using Raman spectra of four compounds from a database (KnowItAll Informatics Systems, phenol, dibutylamine, cyclohexylamine, and glycerol, selected for their high degree of spectral overlap). The spectra were apodized with a trapezoidal apodization window (flat over most of the range, linearly tapering to zero at either end) to avoid baseline artifacts at the ends, zero padded at one end to length 2 10 , and normalized (the dot product of each vector with itself equals the number of elements).
To see how much the requirement of binary SÈ was a detriment in minimizing off-diagonality, a non-binary matrix SÈ was constructed from the same S by using fourfold linear combinations (Eq. 12) using randomly selected Walsh functions instead of applying the partitions and schemata described above, using the same criterion to minimize off-diagonality. Such SÈ cannot be used in the compressive detection strategy envisioned here, but that is not always possible or desired. As vastly more combinations than the binary case are possible, the number of combinations tested was restricted to ten times more random combinations than were used in the binary SÈ.
Using a Monte Carlo approach to test the validity of Eqs. 4 and 5, a synthetic data set D was constructed (Eq. 1) using the normalized, apodized Raman spectra S T and C true values which were composed of randomized values on a uniform distribution in the range of 0-1 for each analyte. Normally distributed noise values e were added to D following Eq. 6; the variance of the noise was selected to give the desired SNR in CÈ. The estimated scores C est were evaluated using Eq. 8, and following Eq. 10 the S/N ratio of these was estimated using e 0 ¼ C true À C est .
Excitation-Emission Matrices
Fluorescence detection and imaging in biological contexts with large data volume represents a situation similar to hyperspectral Raman imaging where application of compressive detection may prove advantageous. A common difficulty with quantifying a multiplicity of fluorescing species is the high degree of spectral overlap that typically arises; excitation-emission matrix (EEM) detection has been shown to be of help in in this context. 33 Developing highthroughput EEM detection has been a subject of much work in this laboratory. 34 Consequently, EEM data were modeled as a challenging test of the applicability of this method. A set of nine absorbance and emission spectra of coumarin-, cyanine-, and xanthene-based dyes (coumarin 343, coumarin 6, oxacarbocyanine (C3), rhodamine 123, rhodamine 6G, rhodamine B, sulforhodamine 101, indodicarbocyanine (C5), oxatricarbocyanine (C7)) interpolated from PhotochemCD, 35, 36 data sets were used to construct synthetic EEM spectral loadings. For convenience, the absorbance spectra were used as estimates of excitation spectra. The excitation and emission wavelengths were spaced by 5 nm along each axis and 45 Â 45 matrices were created. A further loading, a Gaussian profile Rayleigh scattering matrix (19 nm full width half-maximum [FWHM]) was added (Fig. S3) . The two-dimensional spectral profiles were unfolded into column vectors, normalized, and zero padded to 2048 elements. No apodization was required. Some of the species were selected to be just on the edge of the data set to test the method further; this proved no difficulty. Binary filter functions SÈ were optimized, and synthetic data sets and scores were computed using the Monte Carlo approach as described above.
Results and Discussion
The Raman spectra used for S in the simulation are shown in Fig. 1a . The spectra are obviously highly overlapped; the off diagonality Z ¼ 0.43 for (S T S) À1 (Eq. 9). In comparison, for a matrix of all ones of the same size Z ¼ 0.87. To better visualize the scenario, Fig. 1b shows one row of the synthetic data set D with noise superimposed (S/N ratio ¼ 4.4), this level of noise is consistent with S/N ¼ 10 in CÈ. As predicted in Eq. 6, the inner product of the filter function on the data set reduces the noise in CÈ.
The off diagonality of the transformation matrix T scored Z ¼ 0.22, a reduction by a factor of approximately 2 from the original spectra. The filter functions SÈ and their corresponding S are shown in Fig. 2 . Using nonbinary filters SÈ reduced Z to 0.11; these filters are shown in Fig. 3 . In this example, the simulation was limited to fourfold random combinations for comparison to the binary filter functions, but arbitrary combinations are allowable for non-binary filters.
The estimated scores derived using Eq. 8 are plotted against the true scores in Fig. 4 , with two S/N ratio values in the abstract scores, 10 and 100. The data clearly show the general linearity of the model even in the presence of severe noise. The degradation of S/N ratio from the abstract scores to C est characterized using Eq. 11 was Y ¼ 0.84. At S/N ¼ 100 (Fig. 4, inset) , the value of Y is unchanged but the linearity of the method is very clearly revealed. Using non-binary filters SÈ (Z ¼ 0.11), Y improved only slightly to 0.87, illustrating the nonlinear dependence of Y on Z.
Considering the filter functions in Figs. 2 and 3 , it is notable that for some of the analytes, peaks in the original spectrum may more frequently correspond with negative rather than positive values in the corresponding Walsh combination. This does not represent a difficulty; it simply means that particular diagonal element in T is negative as are the CÈ values for that analyte; Eq. 8 still renders the scores C est properly. Not surprisingly, the spectra with narrowest features tended to have higher sequency Walsh functions. As noted by Wilcox et al., the binary filter functions are not particularly intuitive, this is even more the case when filter functions are required to have equal amounts of À1 and þ1 elements.
The normalized excitation and emission profiles for the nine dyes used in the EEM simulation S are shown in Fig. 5 . A Rayleigh scatter loading was also included in S (supplemental material, Fig. S3 ) since these loadings are not required to be bilinear. The unfolded loadings are shown in Fig. 6 . A sample EEM from the simulated data set D is shown in Fig. 7 ; note the very extensive overlap in the features. This is quantified by the off-diagonality of (S T
S)
À1 , Z ¼ 0.63. For comparison, given a matrix of all ones of the same size, Z ¼ 0.95 (as uniform matrices increase in size, Z approaches 1). The optimal T binary Walsh-based filters reduced Z to 0.31. Like the Raman example, the binary filter functions reduced off-diagonality by a factor of about 2 in this larger set of analytes. Using the Monte Carlo approach detailed above, the validity of the method was tested in this data set. The comparison of estimated versus true scores is shown in Fig. 8 . Given the much larger number of analytes and off-diagonality, S/N ratio of the abstract analyte scores was set to 50 for the sake of clarity, the degradation of S/N ratio in the estimated scores, Y ¼ 0.20, was much more notable at this large Z value. The error is dominated by a single component (rhodamine B, square markers in Fig. 8) , which had the largest magnitude off-diagonal contributions in its associated row and column in T.
Excluding the single noisiest component yields Y ¼ 0.40 in the remaining estimated scores. S/N ratio of 50 in CÈ is not unrealistic in compressive detection; as shown in Eq. 6, the strategy offers substantial noise reduction benefits. Given the large number of analytes and the extreme challenge in the degree of spectral overlap in the data set, the method can still deliver reasonable results, and the lower noise components emphasize that linearity is still maintained.
Conclusion
The objective of these demonstrations has been to show the capability of compressive detection strategy to derive analyte scores using filter functions composed from binary linear combinations of Walsh functions and known analyte loadings. Compressive detection using digital micromirror devices with two detectors are best suited to binary filter functions as these devices have only two states, which can readily correspond to the À1 and þ1 values of Walshbased functions. Compressive detection can significantly reduce data volume and enhance S/N ratio.
A methodology for creating these filter functions has been outlined borrowing the mathematical apparatus used in genetic algorithm work with Walsh functions. The criteria for selecting the best filter functions has been to minimize the off-diagonality in the transformation matrix T, because off-diagonal components decrease the S/N ratio in the estimated scores, followings Eq. 7 and 11. The noise has been assumed to be uncorrelated with the scores, as is typical with noisy detectors, whereas in photon counting situations Poisson noise pertains. By excluding the zero-sequency (equivalent here to zerofrequency) Walsh function from consideration in the linear combinations for filter functions, the baseline is automatically removed from consideration in the analysis, saving an extra step. A subtle aspect of the selection process of the filters SÈ (and consequently the transformation matrix T) has been the interplay between selecting filters for the highest overlap with spectral loadings, S T SÈ while minimizing the off-diagonal terms, as was mentioned in the ''Methods'' section in the context of Eq. 16. A further complication is that the diagonal elements in T may vary substantially in magnitude. Since T is the inverse of S T SÈ, larger magnitude diagonal elements in the former indicate the projection of the filter on its loading spectrum is smaller for the corresponding analyte. The analyte in the EEM simulation with the highest error had the largest diagonal component in T, as well as the largest magnitude off-diagonal values in its row or column, clearly suffered from poor projection on its loading. It is possible that further refinement of the criteria for selecting optimal filters may improve performance.
The use of non-binary filter functions has been briefly touched on in applications where compressive detection is impractical or undesired. The Raman example with nonbinary filters showed a notable decrease in off-diagonality but only a modest improvement in signal to noise ratio. However, it was limited to only fourfold linear combinations of Walsh functions. A more extensive analysis involving larger combination sets needs to be undertaken. In weighing compressive versus non-compressive detection, the tradeoff of improved S/N ratio mentioned above in compressive detection must be weighed against the reduced off-diagonality of the alternative.
In summary, binary filter functions based on fourfold linear combinations of Walsh functions have been shown to be capable of extracting estimates of scores from daunting data sets composed of relatively large numbers of analytes with highly overlapped spectra. A method has been developed for finding suitable filter functions based solely on the spectral loadings of the analytes and Monte Carlo simulations showed the signal to noise achievable is encouraging.
