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ABSTRACT
Context. Galaxy clusters provide a multitude of observational data across wavelengths, and their structure and morphology are of
considerable interest in cosmology as well as astrophysics.
Aims. We develop a framework that allows the combination of lensing and non-lensing observations in a free-form and mesh-free
approach to infer the projected mass distribution of individual galaxy clusters. This method can be used to test common assumptions
on the morphology of clusters in parametric models.
Methods. We make use of the lensing reconstruction code SaWLens2, and expand its capabilities by incorporating an estimate of the
projected gravitational potential based on X-ray data that are deprojected using the local Richardson-Lucy method and used to infer
the Newtonian potential of the cluster. We discuss how potentially arising numerical artefacts can be treated.
Results. We demonstrate the feasibility of our method on a simplified mock Navarro-Frenk-White (NFW) halo and on a cluster
from a realistic hydrodynamical simulation. We show how the combination of X-ray and weak lensing data can affect a free-form
reconstruction, improving the accuracy in the central region in some cases by a factor of two.
Key words. methods: numerical – galaxies: clusters – gravitational lensing: weak – X-rays: galaxies: clusters
1. Introduction
Clusters of galaxies are extensively studied both en masse and in
detail, and via a wide range of channels. In the context of large
surveys, their total masses (depending on definition) are of con-
siderable interest as they trace the exponential high-mass cut-off
of the halo mass function and therefore are a sensitive probe of
cosmological parameters (Allen et al. 2011; Kravtsov & Borgani
2012). Individually, their matter distribution can shed light on
numerous topics and in numerous ways, from the abundance of
substructure, which can be used to test predictions from models
of structure formation (Jauzac et al. 2016) and the interplay of
dark and baryonic matter in the formation of large-scale struc-
ture and galaxies (Dolag et al. 2009; Merten et al. 2011) to cases
where a galaxy cluster’s strong lensing features can be used as a
cosmic telescope, and thus offer data on otherwise unobservable
distant galaxies (Kneib et al. 2004) and, via time delays, again
on cosmology (Suyu et al. 2017). All of these factors rely on
a precise understanding of the morphology and structure of the
galaxy cluster, so the accurate and precise reconstruction of the
matter distribution in clusters became an active field of research
early on, and a variety of free-form methods have been devel-
oped (Schneider & Seitz 1995; Bradacˇ et al. 2005; Diego et al.
2007; Liesenborgs et al. 2010; Umetsu 2013).
Gravitational lensing and the X-ray emission of the intra-
cluster medium (ICM) are both standard tracers of the mass dis-
tribution in clusters. Substantial efforts are being made to com-
bine these and other probes in a statistically sound way. To give
several recent examples, Bonamigo et al. (2018) used X-ray ob-
servations to infer the ICM mass distribution of three massive
clusters and to use it as a fixed mass contribution in a subsequent
strong lensing analysis to separate collisional and collisionless
components. Morandi et al. (2012) and Sereno et al. (2017)
use lensing, X-ray, and thermal Sunyaev-Zel’dovich (SZ) obser-
vations of Abell 1835 and MACS J1206.2-0847, respectively,
to jointly reconstruct the three-dimensional matter distribution.
Furthermore, gravitational lensing, as a fairly direct tracer of to-
tal mass, is used in several studies to calibrate mass observable
relations for X-ray, SZ, or richness observations (Collaboration
et al. 2016; Mantz et al. 2016; Penna-Lima et al. 2017; Bocquet
et al. 2018; Dietrich et al. 2019; McClintock et al. 2019), while
Sifón et al. (2013) use the kinematics of cluster members to cal-
ibrate SZ scaling relations.
In this work we present an attempt to combine a free-form lens-
ing reconstruction framework with X-ray surface brightness data
in a consistent way. This is the latest instalment in a series of
papers, developing the lensing reconstruction framework to its
current free-form and mesh-free state (Bartelmann et al. 1996;
Merten et al. 2009; Merten 2016) on the one hand, and describ-
ing how to infer the gravitational potential from non-lensing trac-
ers in a local, physically motivated way on the other (Reblinsky
2000; Konrad et al. 2013; Sarli et al. 2014; Majer et al. 2016;
Tchernin et al. 2018).
This paper is organised as follows. In Section 2, after estab-
lishing the necessary lensing vocabulary, we review our method
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for estimating the gravitational potential based on X-ray data us-
ing the Richardson-Lucy deprojection algorithm, and point out
the origins and a possible solution to the numerical artefacts that
may arise. In Section 3 we describe our combined reconstruc-
tion framework before applying this method to mock clusters of
increasing complexity in Section 4. We summarise our results in
Section 5.
2. Estimating the lensing potential with X-ray data
2.1. Key concepts in lensing
Gravitational lensing describes the deflection of light rays due to
the gravitational potentials of massive objects along their path.
As the core quantities of our method come from lensing, we
briefly summarise the main concepts used in this work (see e.g.
Bartelmann 2010, for an extensive review on the topic) in this
section. The lens equation
β = θ − α (θ) (1)
gives the relation between the true (angular) coordinates of a
source β, its observed coordinates θ, and the deflection angle
due to gravitational lensing α. In the case of a thin lens, i.e. a
negligible extent along the line of sight of all objects involved in
a given lensing scenario, all lensing observables can be derived
from the lensing potential, which is the line-of-sight projection
of the gravitational potential of the lens
ψ (θ) =
2
c2
Dls
DlDs
∫
dzΦ (Dlθ, z) , (2)
and where c is the speed of light and Dl, Ds, and Dls are the angu-
lar diameter distances to the lens, the source and in between (see
also Section 3.3). To linear order, the mapping of an extended
background source to the lens plane is then given by the lensing
Jacobian
A (θ) = ∂β
∂θ
=
(
δi j − ∂
2ψ (θ)
∂θi∂θ j
)
. (3)
We can then express the lensing quantities as combinations of
derivatives with respect to the angular coordinates in the lens
plane
α = ∇θψ,
γ1 =
1
2
∂2ψ
∂θ21
− ∂
2ψ
∂θ22
 ,
γ2 =
∂2ψ
∂θ1∂θ2
,
κ =
1
2
∆θψ, (4)
where we have defined the two components of the complex shear
γ = γ1 + iγ2 and the lensing convergence κ. In the weak lensing
regime, the mapping results in slight distortions, for example
turning originally circular images into ellipses. Assuming that
the intrinsic ellipticities of background galaxies that are close
by (in projection, not in physical distance) are uncorrelated and
have no preferred orientation, we can relate their local average
ellipticity 〈〉 to the reduced shear
g =
γ
1 − κ (5)
via
〈〉 =
{
g for |g| ≤ 1
1/g? for |g| > 1. (6)
We note that once the projected cluster potential is known,
other perhaps more tangible quantities can be derived from it.
For instance, Merten et al. (2015) show how mass and con-
centration can be extracted from a free-form reconstruction of
the lensing potential by explicitly and a posteriori assuming a
parametrisation of the density. These derived mass values can
then, for example, be related to cosmological parameters us-
ing established methods. We mention, however, that Angrick &
Bartelmann (2009, 2012) and Angrick et al. (2015) have shown
how cosmological information can be derived from cluster ob-
servations without reference to mass but rather to cluster poten-
tials.
2.2. Richardson-Lucy with correct amplitudes
We briefly recap the main ideas of the Richardson-Lucy (RL) de-
projection method. For more extensive accounts see Lucy (1974,
1994), Konrad et al. (2013) andMajer et al. (2016), among oth-
ers. For brevity and simplicity, here we assume spherical sym-
metry and thus radial profiles, but the method can be extended to
other symmetries as well (Reblinsky 2000; Majer et al. 2016).
Assuming a three-dimensional field f (r), a two-dimensional
projection of this field can be expressed as
g(s) =
∫
dr f (r)K(s|r), (7)
where r and s denote a three- and two-dimensional radius, re-
spectively, and K(s|r) is the projection kernel, which for spheri-
cal symmetry reads
K(s|r) = r√
r2 − s2
Θ(r2 − s2), (8)
with the Heaviside step function Θ. Given the projected field
g(s), the RL deprojection algorithm infers locally (i.e. for each
line of sight) a reasonably free-form (i.e. no underlying model or
functional form is assumed, only symmetry) estimate f˜ (r) of the
three-dimensional field by iteratively maximising the objective
functional
Q[ f˜ ] = H[ f˜ ] + S [ f˜ ], (9)
where
H =
∫
ds g(s) ln g˜(s) (10)
is the log-likelihood for a reprojected estimate g˜(s) and
S = −α
∫
dr f˜ (r) ln
f˜ (r)
χ(r)
(11)
an entropic regularisation with a smooth moving prior χ(r). The
algorithm preserves normalisation and also ensures, within a cer-
tain range of regularisation strengths α, non-negativity of all
fields and kernels involved.
For reasons of internal consistency, fields and kernels need to
be normalised with respect to their domains, but the correct am-
plitude and units for the resulting f˜ (r) can be restored as follows.
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Assuming that the two-dimensional input field and the projection
kernel are normalised via
gn(s) =
1
Ig
g(s), (12)
Kn(s|r) = 1IK(r)K(s|r) (13)
with
Ig =
∫
dsg(s), (14)
IK(r) =
∫
dsK(s|r), (15)
then inserting Eqs. (13) and (7) into Eq. (12) and integrating over
the two-dimensional domain yields∫
dsgn(s)︸      ︷︷      ︸
=1
=
∫
dr
IK(r)
Ig
f (r)
∫
dsKn(s|r)︸         ︷︷         ︸
=1
, (16)
such that∫
dr f˜n(r) = 1, f˜n(r) =
IK(r)
Ig
f (r). (17)
So we can recover the units and scale of the three-dimensional
field via
f˜ (r) =
Ig
IK(r)
f˜n(r) (18)
from the normalised output of the RL algorithm f˜n(r). Thus
equipped with a deprojection method, we move on to connecting
the deprojected quantity to the Newtonian potential.
2.3. ICM physics
In the case of X-ray observations, the observed two-dimensional
data are counts of X-ray photons hitting a detector. Given aver-
age photon energy, exposure time, and effective area of the de-
tector, this can be converted to the surface brightness SX, which
in turn is the line-of-sight projection of the frequency integrated
X-ray emissivity of the ICM
jX(r) = Cρ2(r)
√
kBT (r), (19)
where ρ(r) and T (r) are gas density and temperature, respec-
tively, and the constant C is approximately 6.89 · 1023 erg cm3
g2 s
√
eV
for
a fully ionised hydrogen plasma. To estimate the gravitational
potential of the cluster from this, some assumptions about the
state of the ICM have to be made. Here we opt for the following
(see Konrad et al. 2013; Tchernin et al. 2018) :
– an ideal gas law;
– a polytropic stratification;
– an approximately hydrostatic equilibrium.
These assumptions are not necessarily expected to be valid for
every cluster or across all radii; nevertheless, they are often used.
Studies suggest that the deviations from hydrostatic equilibrium
are most relevant in the innermost cores and the outskirts of clus-
ters, and in recent mergers (Shi & Komatsu 2014; Biffi et al.
2016). In addition, polytropic stratification cannot necessarily
safely be assumed for the centres of clusters as they may host
cooling cores (Markevitch 1998). The locality of the RL depro-
jection method, however, allows us to restrict ourselves to in-
termediate ranges in radius, which should minimise the effects
of hydrostatic bias and localised cooling flows by neglecting the
areas of the cluster where these biases may dominate.
With these assumptions the emissivity can be expressed as a
function of the dimensionless gravitational potential ϕ (Konrad
et al. 2013)
jX(r) = Cρ20T
1/2
0 ϕ
(3+γ)/(2γ−2)(r), (20)
where ρ0 and T0 are reference values at a given radius r0, γ is the
polytropic index, and the dimensionless potential is given by
ϕ(r) = −γ − 1
c2s,0
(Φ(r) − Φcut) (21)
with the sound speed at r0
c2s,0 = γ
P0
ρ0
= γ
kBT0
m¯
. (22)
The parameter Φcut is introduced because the integration of the
hydrostatic equation only fixes the Newtonian potential up to a
constant. Thus, the above-mentioned assumptions, an estimate
of the polytropic index, and a measurement of the sound speed,
either via pressure and density or via the temperature of the ICM,
are needed to infer the three-dimensional Newtonian potential
Φ(r) from the observed X-ray surface brightness.
2.4. Artefact treatment
We proceed by projecting the three-dimensional Newtonian po-
tential from non-lensing observations to obtain an estimate of the
lensing potential that can be incorporated in our reconstruction
framework. This is complicated, however, by numerical artefacts
arising from the finite field of view of these observations.
2.4.1. Origin of artefacts
The projection integral for the lensing potential under the as-
sumption of spherical symmetry is formally given by
ψ(s) =
2
c2
Dls
DlDs
∫ ∞
s
dr
r√
r2 − s2
Φ(r). (23)
However, the gravitational potential estimate from the emissiv-
ity, which is based on deprojected observations in a finite field
of view, is only known up to a certain radius. The projection in-
tegral at rdata can thus be truncated as
ψ (s) ≈ 2
c2
Dls
DlDs
∫ rdata
s
dr
r√
r2 − s2
Φ(r). (24)
The applicability of this approximation critically depends on
rdata. For large enough fields of view, the gravitational potential
may drop to sufficiently small absolute values within rdata such
that the unaccounted region does not significantly contribute to
the integral and therefore can safely be neglected. However, if
the field of view is comparable to the virial radius of the clus-
ter, these neglected contributions become increasingly important
and simply cutting them away introduces artefacts that severely
alter the radial curvature of the resulting lensing potential and
systematically bias conclusions on the mass distribution of the
lens. Figure 1a illustrates this effect. It shows the difference be-
tween the projected potential of a Navarro-Frenk-White (NFW)
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Fig. 1: Projections of the gravitational potential (a) or the
(rescaled) density (b) of a NFW halo, which are truncated at dif-
ferent multiples of the virial radius, vs. the analytic projected po-
tential or density of that halo. All curves are shifted to coincide
at the innermost radius.
halo (Eq. (24)) and the analytical lensing potential. If the integral
is truncated at the virial radius, the result significantly deviates
from the truth for all radii. With increasing truncation radius,
the differences become smaller and are restricted to increasingly
large radii. This effect is less pronounced for functions that fall
off more steeply, as can be seen in Fig. 1b where the same pro-
cedure is shown for half the projected density compared to the
analytically known convergence. Since the X-ray emissivity of
the ICM is quadratic in the gas density and therefore falls off
even more steeply, it is not surprising that truncation artefacts
usually do not interfere with the RL deprojection algorithm even
though it includes a reprojection in every iteration.
2.4.2. Analytic continuation
To mitigate these artefacts, we chose to introduce an analytic
continuation of the 3D gravitational potential outside of rdata.
Several functional forms are possible. For this work we chose
fcont.(r) =
A
r
+ B, (25)
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Fig. 2: Signal-to-noise ratio for the enclosed mass of a mock
NFW halo as a function of radial bin. Horizontal lines denote
values of 1, 3, and 5. Crossed-out bins fail the sanity checks and
are excluded from the analysis.
where A and B are fixed by continuity conditions. The implied
underlying assumption is that there is no significant mass contri-
bution outside of rdata and that therefore the potential in this ra-
dial range is dominated by the mass enclosed within rdata. While
this assumption most likely does not hold in a strict sense, tests
with hydrodynamical simulations show that it is sufficient to rec-
oncile reconstructed and true projected potential (see Section
4.2). The modified projection integral then reads
ψ (s) ≈ 2
c2
Dls
DlDs
[∫ rdata
s
dr
r√
r2 − s2
Φ(r)
+
∫ rcut
rdata
dr
r√
r2 − s2
fcont(r)
]
, (26)
where rcut is an upper bound for the continuation, which needs to
be introduced as most reasonable functional forms still formally
diverge when integrated up to infinite radius.
2.5. Sanity checks
As mentioned above, the parameters of the analytic continua-
tion are set by continuity conditions, i.e. by demanding that the
values of fcont.(rdata) and its first derivative coincide with the re-
spective values in the deprojected profile. In order to ensure that
especially the radial derivative for the latter is still driven by data
rather than noise at rdata we employ a series of simple sanity
checks.
We estimate the signal-to-noise ratio for the enclosed mass
as a function of radius
GMenclosed(r) = r2
∂Φ(r)
∂r
(27)
from Poisson realisations of the X-ray data as this directly sets
the slope of the continuation A. Figure 2 shows an example for
the mock NFW halo in Section 4.1. Additionally we check for
unphysical behaviour by testing the non-negativity of the Lapla-
cian ∆Φ(r), which is proportional to the density via Poisson’s
equation.
If the outer bins fail to meet these criteria, the analytic con-
tinuation parameters would likely be set by random fluctuations
and introduce new artefacts rather than correcting those induced
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by truncating the projection integral. Therefore, if necessary we
cut the profile at the outermost radial bin where both conditions
are still satisfied and start the continuation there.
3. Joint reconstruction framework
3.1. SaWLens2 in a nutshell
SaWLens2 is a modular C++ code framework for free-form
and mesh-free reconstructions of projected gravitational poten-
tials from observational data. Its core idea, to use a regularised
maximum-likelihood estimator to reconstruct the lensing poten-
tial without relying on a specific mass model, was first presented
in Bartelmann et al. (1996). The maximum posterior reconstruc-
tion is found by directly solving the linear system of equations
obtained from minimising the log-likelihood, which is done iter-
atively as necessitated by the non-linear dependence of some ob-
servables on the projected potential. Previous implementations,
based on adaptively refined but regular grid layouts as recon-
struction domains, have been successfully applied to clusters in
the CLASH sample (Postman et al. 2012; Merten et al. 2015).
The latest mesh-free implementation based on strong and weak
lensing constraints is described in detail in Merten (2016). We
briefly summarise the main ideas here before focusing on ways
to augment this framework with constraints from the ICM.
3.2. Mesh-free support
SaWLens2 reconstructs the projected gravitational potential on
a set of support nodes, which are not required to fulfil any sort
of regularity or aspect ratio criteria. Thus, the reconstruction do-
main can easily be adapted to data sets that are distributed non-
uniformly and on very different spacial scales, allowing for in-
tuitive mask treatment and the combination of distinct data sets
(e.g. a catalogue of weakly lensed background galaxies spanning
several arc minutes with a set of strongly lensed multiple images
only separated by tens of arc seconds). The obvious challenge is
that interpolation and finite differencing schemes, which are re-
quired in free-form lens reconstructions, become less straightfor-
ward. Here, we make use of radial basis functions (RBF), a set of
radially dependent functions centred on the nodes that make up
the mesh-free domain. By expanding fields on the mesh-free do-
main in terms of these analytical RBFs, we can interpolate these
fields to a different set of support nodes and define finite dif-
ferencing stencils to obtain numerical derivatives. For a detailed
description of RBFs, mesh-free domains, and their application to
lens reconstructions, see Merten (2016), Fornberg et al. (2011)
and Fornberg et al. (2013) and references therein. The handling
of mesh-free domains, including interpolations and finite differ-
ences, is implemented in a publicly available C++ library1.
3.3. Lensing
Equation (6), restricted to the case of |g| ≤ 1, sets the way shear
measurements are incorporated in a SaWLens2 reconstruction.
After defining a set of reconstruction nodes, here chosen to be
a subsample of sheared galaxy positions, ellipticities of galaxies
in the vicinity of each node are averaged to obtain an estimate of
〈〉. This averaging process introduces covariances when neigh-
bouring nodes have overlapping galaxy samples. This, together
with shape noise, is captured in the covariance matrix CWL (for
details on its calculation see Merten 2016). The log-likelihood to
1 https://bitbucket.org/jmerten82/libmfree
be maximised by the reconstructed lensing potential then reads
χ2WL (〈〉|ψ) =
(
〈〉 − 1
1 − κpGψ
)T
C−1WL
(
〈〉 − 1
1 − κpGψ
)
, (28)
where G is the appropriate finite differencing operator for the
respective component of the complex shear. We note that in order
to maintain linearity in ψ, the value of κp is based on a prior and
iteratively updated (see also Section 3.5).
3.4. Including X-ray data
Several ways to include a potential estimate ψ¯X based on de-
and reprojected X-ray data are conceivable, depending on the
specific RL implementation and data available. In general, the
respective log-likelihood term that enters the SaWLens2 recon-
struction will be of the form
χ2X(ψ¯X|ψ) =
(
ψ¯X − Pψ)T C−1X (ψ¯X − Pψ) . (29)
Here P denotes any operator that ensures compatibility of the co-
ordinate basis of the model ψ and that of the data-based ψ¯X, and
CX denotes the covariance matrix of ψ¯X. If non-spherical sym-
metry assumptions (e.g. ellipsoidal) were used in the RL step,
and thus ψ¯X were given for a grid with the resolution of the X-
ray detectors CCD, P would be designed to assign the recon-
struction nodes of the mesh-free support to the corresponding
pixels of ψ¯X.
In the present case of spherical symmetry, ψ¯X is given as a
radial profile obtained from azimuthally averaged X-ray surface
brightness observations, and thus P in this case is designed as
a azimuthal averaging operator. It takes the form of an m × n-
matrix, where m is the number of radial bins for ψ¯X, and n is the
number of reconstruction nodes used. It has elements
Pi j =
{
N−1i if node j falls in bin i
0 else,
(30)
where Ni is the number of nodes that lie within the radial bin
i. This way, the log-likelihood in Eq. (29) ensures that the re-
constructed potential values ψ on (azimuthal) average follow the
profile ψ¯X while still leaving enough freedom for local devia-
tions from spherical symmetry required by lensing constraints,
for example due to significant substructure or an overall non-
spherical cluster morphology.
In order to get an estimate of CX we create Poisson reali-
sations of the observed photon count maps and subject them to
the de- and reprojection process to arrive at realisations of the
X-ray-based lensing potential, from which we can compute the
corresponding covariance. We further use these realisations of
the estimated potential to test if a Gaussian likelihood is appli-
cable at all, and use the mean profile (which by construction is
identical to the one based on the original data) in Eq. (29).
3.5. Regularisation
Regularisation is required in a free-form framework to avoid
overfitting. We adopt a two-level iteration scheme as described
in Bradacˇ et al. (2005), Merten et al. (2009) and Merten (2016).
Starting with a low number of initial support nodes allows us to
average over a comparably large number of neighbouring galax-
ies and hence significantly reduces shape noise. Subsequently
increasing the number of nodes and reducing the number of
galaxies in the averaging samples increases resolution and al-
lows to resolve smaller structures. On each resolution level we
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iteratively solve for ψ while regularising on a moving prior in
convergence and shear
χ2reg,κ(ψ) =
(
κp − Kψ
)T
Hκ
(
κp − Kψ
)
(31)
χ2reg,γ(ψ) =
(
γp −Gψ
)T
Hγ
(
γp −Gψ
)
, (32)
where K is the finite differencing operator for (half) the 2D
Laplacian and the diagonal matrices Hκ/γ set the regularisation
strength. With increasing resolution the result of the coarser gets
interpolated to the finer domain and poses as the initial regulari-
sation prior.
3.6. Error estimation and goodness of fit
We analyse the normalised residuals to assess the quality of our
reconstruction. To this end we transform the residual vector
r = d − m(ψ), (33)
for the combined data set d and the corresponding combined
response m(ψ) into the eigenbasis of the combined inverse data
covariance, in which the latter is diagonal, i.e.
T TC−1T = diag(λ1, . . . , λN). (34)
Here N is the total number of data points, λi are the eigenval-
ues of the combined inverse data covariance, and T is the cor-
responding basis change operator. The normalised residuals are
then
rn,i =
(
T Tr
)
i
· √λi, (35)
which should follow a Gaussian distribution with zero mean and
standard deviation σ = 1, if all errors have been taken into ac-
count and regularisation has been chosen properly.
We employ re-sampling to estimate the uncertainties for the
final reconstruction. We create a number of bootstrapped realisa-
tions of the shear catalogue and also bootstrap the X-ray-based
lensing potential profile, by resampling the Poisson realisations
created for the covariance estimation and averaging over the re-
sampled set instead of the original to create the mean projected
profile, but keeping the original covariance matrix. The set of re-
constructions obtained from these bootstrapped inputs is interpo-
lated to the mesh-free domain of the default reconstruction and
used to estimate the standard deviation of reconstructed quanti-
ties node by node. 2
4. Testing the method
4.1. Mock NFW
First we consider a simple cluster model where all assump-
tions are true by construction: a NFW halo with a polytropic
ICM in hydrostatic equilibrium. We set the virial mass of the
halo to Mvir = 5 × 1014h−1 M at redshift zl = 0.3, assuming
the concentration-mass-relation from Seljak (2000) and Klypin
et al. (2001). The lensing properties of NFW halos are analyt-
ically known (e.g. Golse & Kneib 2002), so we could easily
create a mock shear catalogue of roughly 6900 randomly dis-
tributed galaxies, where we added Gaussian shape noise with
2 A small fraction of bootstrap realisations returns entirely unphysical
results (e.g. convergence values orders of magnitudes above the weak
lensing regime) due to numerical instabilities. We discard the obviously
corrupted cases before performing the error estimation.
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Fig. 3: Lensing potential of a NFW mock cluster, obtained from
projecting the X-ray-based estimate of the Newtonian potential.
σ = 0.3. We followed the formalism of Komatsu & Seljak (2001)
to model the ICM in hydrostatic equilibrium with a polytropic
stratification with index γ = 1.13. We created a surface bright-
ness map with the same field of view as the shear catalogue and
assumed a mean photon energy of 1.5 keV, an exposure time
of 3000 s, and a detector with an effective area of 500 cm2. All
defining properties of the halo and the mock observations are
summarised in Table 1.
We added Poisson noise to the resulting X-ray surface bright-
ness before creating 20 000 Poisson realisations of the surface
brightness profile in 25 linearly spaced radial bins. We depro-
jected these realisations with the RL algorithm to determine the
Newtonian potential profile, using the correct polytropic index
and temperature of 8.1 keV.
Based on the realisations of ΦX(r), we estimated the signal-
to-noise ratio of the enclosed mass as a function of radius, as dis-
cussed in Section 2.5 and depicted in Fig. 2. We also computed
the Laplacian of the potential as a proxy for the total density. We
discarded all bins that fail our checks, i.e. where the Laplacian is
negative or where the signal-to-noise ratio falls below 3. The thus
truncated potential profile was subsequently projected along the
line of sight, using the analytic continuation according to Sec-
tion 2.4 up to a cut-off radius of three times the truncated data
radius. The reconstructed lensing potential profile is compared
to the true profile in Fig. 3. The error bars depict the standard
deviation within the sample of realisations, and their large size
in comparison to the scatter in the data points in part reflects the
high degree of correlation between bins.
Even without knowing the true lensing potential, an appro-
priate cut-off radius for the analytical continuation can be found
by gradually increasing it from the truncated data radius. If the
cut-off radius is too small, the projection artefacts manifest them-
selves in deviations in the radial curvature of the potential at in-
creasing radii (with increasing cut-off, see Fig. 1a). These cur-
vature deviations lead to ring-like artefacts on the reconstructed
convergence map. This of course does not pin down the proper
cut-off radius entirely, but gives a lower limit.
The realisations of ψX are Gaussian distributed and we scale
all realisations to a reference redshift of zinf = 20 000 and use
them to compute the inverse covariance matrix of the projected
potential profile.
With in place, we ran SaWLens2, once using the shear data
alone and once using both shear data and X-ray data. In both
cases the mesh-free support was defined by subsampling the
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Halo Lensing X-ray
Mvir = 5.0 · 1014Mh−1 FoV= (21 arcmin)2 FoV= (21 arcmin)2
Rvir = 1.71 Mpc zs = 1.0 ~ω¯ = 1.5 keV
c = 4.71 ngal ≈ 20 arcmin−2 texp = 3000 s
zl = 0.3 σ = 0.3 Aeff = 500 cm2
fgas = 0.2
γ = 1.13
Table 1: Defining parameters for the NFW halo and its Mock observation.
Nodes (nominal) 300 500 800
Nearest neighbours 33 21 12
Regularisation strength 200 400 600
Table 2: List of parameters defining the outer loop iterations for
the SaWLens2 reconstruction of a NFW halo. The algorithm has
some leeway when subsampling the shear catalogue to set up
the mesh-free domain, so the actual numbers of nodes deviates
slightly from the nominal value. The regularisation strength is
set to be the same for the regularisation against the convergence
and for the regularisation against the shear.
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Fig. 4: Reconstructed convergence profiles for a NFW mock
cluster (errors inferred from averaging over bootstrapped sam-
ples).
shear catalogues’ galaxy positions. We chose three resolution
levels, with 300, 500, and 800 nodes, leading to a final reso-
lution of roughly 0.5 arcmin2 per node. All parameters of the
reconstruction are collected in Table 2. The normalised residu-
als, as discussed in Section 3.6, as well as further diagnostics of
this and the following test case are presented in Appendix A.
We ran 500 bootstrap realisations of the mock data, as de-
scribed in Section 3.6, to estimate errors on the resulting conver-
gence maps. Figure 4 shows the radial convergence profiles of
the default reconstructions with error bars based on these realisa-
tions. Figures 5a and 5b depict the convergence maps and resid-
uals for the shear-only (W from here on) and combined (WX)
cases, respectively.
We find the following:
– The correct amplitude of the central convergence peak is
only recovered in the combined reconstruction, but not in the
shear-only reconstruction;
– The bootstrap-based error estimates for both cases are simi-
lar;
Halo Lensing
M500 = 5.54 · 1014Mh−1 FoV= (21.3 arcmin)2
R500 = 1.14 Mpc zs = 1.0
zl = 0.25 ngal ≈ 25 arcmin−2
T500 = 5.98 keV σ = 0.3
fgas = 0.13
Table 3: Defining parameters for the realistic simulated cluster
and the mock lensing observations of it.
– The error estimates increase towards the central peak, where
picking a slightly different node position has the largest ef-
fect due to a large convergence gradient;
– The residua relative to the bootstrap error,
(κrec − κtrue) /σκ,BS, show better agreement in the combined
case, where they indicate a fairly unbiased reconstruc-
tion (i.e. the mean of the relative residua approximately
vanishes).
4.2. Hydrodynamical simulation
To investigate the performance of the reconstruction framework
when confronted with more realistic cluster morphologies and
physics, we turn to a full hydrodynamical simulation of a cluster
embedded in the cosmic web. We selected a massive cluster from
Box2b/hr of the Magneticum3 simulation suite (Dolag & Mag-
neticum Core Team in prep.; Hirschmann et al. 2014) through the
public web interface4 first presented in Ragagnin et al. (2017).
The simulations, and our subsequent treatment, adopt a WMAP7
cosmology (Komatsu et al. 2011). Box2b/hr follows 2 × 28803
particles in a volume of (640h−1 Mpc)3 with the N-body/SPH
code P-Gadget3 (Springel 2005; Beck et al. 2016) also incor-
porating non-gravitational effects such as radiative cooling, heat-
ing, star formation, and AGN feedback.
We selected a cluster with mass5 M500 = 5.54 × 1014h−1 M
at redshift z = 0.25. Its convergence map is shown in Fig. 6.
Table 3 lists some of its properties. We selected this particular
cluster because it displays a structured and non-spherical mor-
phology while being among the more massive halos in the box,
providing sufficient signal-to-noise in the mock lensing and X-
ray observations.
We employed PHOX (Biffi et al. 2012) and SIXTE6 (Schmid
et al. 2010), both available in the interface, to generate synthetic
X-ray observations of 40 ks exposure with XMM-Newton’s
EPIC-pn instrument. We used SMAC (Dolag et al. 2005), to ob-
3 http://www.magneticum.org/
4 https://c2papcosmosim.uc.lrz.de
5 M500 is the mass enclosed in a spherical region where the mean den-
sity is 500 times the background density.
6 http://www.sternwarte.uni-erlangen.de/research/
sixte/
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Fig. 5: top: Reconstructed convergence map for a NFW mock cluster. bottom: relative residuum, compared to error estimate based
on bootstrapping.
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Fig. 6: Convergence map of the realistic simulated cluster. It
clearly features substructure and deviates from spherical sym-
metry.
tain a total surface density map, from which we computed a con-
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Fig. 7: Mock XMM count map for a realistic cluster.
vergence map and then a shear via the relation
γ(θ) =
1
pi
∫
d2θ′D(θ − θ′)κ(θ′), (36)
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Fig. 8: Pressure vs. emissivity in the realistic cluster. The data
show a broken power law behaviour indicating that the simple
assumptions going into our method are not valid throughout. We
restrict the analysis and the fit to obtain the polytropic index to
the radial region where the P- jX follows a straight line in double-
logarithmic scaling;
with the convolution kernel
D(θ) =
−1
(θ1 − iθ2)2
. (37)
We then generated a map of the reduced shear g and sampled it at
a source density of ngal ≈ 25 arcmin−2 to generate a catalogue of
weakly lensed sources at redshift zs = 1, adding again Gaussian
shape noise with σ = 0.3.
We also created a map of the thermal SZ Compton-y signal
of the cluster to estimate the polytropic index and a map of the
ICM temperature to estimate the sound speed. For this we plot
the electron pressure obtained from deprojecting the Compton-y
profile against the X-ray emissivity. If the assumptions discussed
in Section 2.3 hold, both are related by
P(r) ∝ j2γ/(3+γ)X (r). (38)
Figure 8 shows the pressure versus the emissivity together with a
fit based on Eq. (38), excluding regions where the simple power
law relation seems broken and the assumptions likely do not
hold. The best fitting polytropic index is γ = 1.10.
As in the previous example, we created 20 000 Poisson real-
isations of the count profile7, which were deprojected, converted
to realisations of the Newtonian potential, and subjected to the
same sanity checks. The results of these checks and further di-
agnostic plots can be found in Appendix A. The potential pro-
files were then projected, employing the analytic continuation
scheme up to a radius of four times the truncated data radius.
The resulting ψ¯X realisations were used to estimate the corre-
sponding inverse covariance matrix.
The mean lensing potential profile obtained from the X-ray
data is compared to the actual lensing potential of the simulated
cluster in Fig. 9. The curves agree well up to a radius of roughly
5 arcmin where the X-ray-based estimate starts to deviate, but
still well within the error margins. We chose the cut-off radius
based on ballpark estimates of the virial radius from the surface
brightness data and experience from Section 2.4. The error bars
7 The radial bin size is chosen well above the PSF of the X-ray instru-
ment.
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Fig. 9: Lensing potential of a realistic cluster, obtained by pro-
jecting the X-ray-based estimate of the Newtonian potential,
compared to the true profile.
Nodes (nominal) 300 550 800
Nearest neighbours 40 22 15
Regularisation strength 200 400 600
Table 4: List of parameters defining the outer loop iterations for
the SaWLens2 reconstruction of the realistic cluster. The regular-
isation strength is set to be the same for the regularisation against
the convergence and for the regularisation against the shear.
in Fig. 9 are noticeably larger than in the NFW case above. One
reason for this is the choice of cut-off radius. The further out
the extrapolation is taken, the more noisy features, even in the
truncated potential profile, influence the continuation and thus
the projection and consequently the variance throughout the re-
alisations increases. A balance between extrapolating far enough
to counter artefacts while still maintaining constraining power is
required. So far rough estimates have proven to work sufficiently
well.
The following SaWLens2 reconstructions, as well as 500
bootstraps, were set up using the parameters collected in Ta-
ble 4. Again, we performed one reconstruction using the shear
catalogue alone and one combining shear and X-ray data. Fig-
ure 10 shows the convergence profiles with errors based on the
bootstraps. The resulting convergence maps together with their
relative residua based on bootstrapping are shown in Figs. 11a
and 11b.
As in the previous use case, the combined reconstruction
yields a more pronounced central convergence peak where the
radial convergence profile nicely traces the true convergence, es-
pecially in the bootstrapped mean. We note, however, that the
combined reconstruction is biased high in convergence, as can be
seen in the relative residuum map in the lower plot of Fig. 11b.
Experiments with different cut-off radii in the projection step for
the X-ray constraint show that the bias is not related to deviations
in the projected potential curvature alone. The scaling of the
lensing potential is well reproduced (see Fig. 9), and the combi-
nation of shear- and X-ray-based constraints in SaWLens2 does
not generally introduce a significant bias in the reconstructed
convergence (see previous section). Further investigation reveals
that this bias originates in the combination of two factors. The
recovered profile of the lensing potential based on X-ray data
ψ¯X deviates slightly from the truth (see Fig. 9), and the covari-
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Fig. 10: Reconstructed convergence profiles for a realistic clus-
ter, with errors inferred from averaging over bootstrapped sam-
ples. All curves shifted to coincide in the outermost bin in order
to compensate for a slight bias towards higher convergence val-
ues.
ance matrix CX is very dense, effectively correlating every radial
bin with every other, as can be seen from the Pearson correlation
matrix depicted in Fig. A.7. This way, slight overestimations of
the radial curvature in the outer bins lead to slight additive biases
in the convergence of the joint reconstruction. The radial profiles
in Fig. 10 are adjusted for this bias.
In order to quantify how the reconstruction deals with the
pronounced triaxial morphology of the cluster, we calculated the
second moment tensor
E =
∑
n
κnΘ (κn − κthresh) θn ⊗ θn (39)
for the convergence map, where the sum runs over all nodes in
the reconstruction, and the Heaviside function Θ(κn − κthresh) en-
sures that only nodes with convergence above a certain threshold
are taken into consideration. The eigenvectors of this tensor align
with the major axes of the halo, while the ratio of its eigenvalues
reflects the square of the ratio of the major axes.
The corresponding eigenvectors are shown in Fig. 12, scaled
to reflect the reconstructed eigenvalue ratio. The X-ray-based in-
formation does not add information on the morphology (as it is
based on spherical symmetry to create an estimate of the radial
profile of the lensing potential), but since the reconstruction is
only required to follow this profile on azimuthal average, it also
does not impose any morphology. In cases where the noise in
the reconstruction is reduced by the addition of X-ray data, the
constraints on the morphology may be improved. In the present
case, where we used the median reconstructed convergence as
a threshold for Eq. (39), the reconstructions only poorly reflect
the axis ratio of the true map, but the combined reconstruction
matches the directions of the major axes significantly better than
in the shear-only case.
This is not a particularly stable result. Changes in the iter-
ation and regularisation settings may alter the inferred second-
moment tensor without significantly changing the normalised
data residuals or other reconstruction results. It therefore remains
doubtful if the addition of symmetrised X-ray constraints can
improve the inference of the morphology of a real cluster. We
expect, however, that X-ray constraints using deprojections with
spheroidal symmetry are bound to improve this measure; Fig. 7
shows a clear elongation of the surface brightness, paralleling
that of the underlying mass distribution.
5. Conclusions
5.1. Summary
In this work we demonstrated how to jointly incorporate weak
lensing and X-ray data in a mesh-free free-form reconstruction
framework in order to infer the surface mass distribution of a
galaxy cluster. We reviewed how the Richardson-Lucy algorithm
can be used to deproject the X-ray surface brightness of the ICM
and how the resulting emissivity can be connected to the New-
tonian potential. We discussed numerical artefacts in the pro-
jected potential that may arise when the usable data range of
X-ray observations is approximately the same as or narrower
than that of the virial radius, and we present means to compen-
sate these artefacts. We presented the current implementation of
the reconstruction framework, SaWLens2, and how X-ray con-
straints that have been symmetrised during the de- and reprojec-
tion steps can be included without imposing any symmetry on
the joint reconstruction. Subsequently, we tested the method on
two mock clusters, one a simple NFW halo in hydrostatic equi-
librium and one a realistic cluster taken from a cosmological hy-
drodynamical simulation. These tests showed that the addition
of X-ray information can significantly improve the reconstruc-
tion, especially in the central region, where the peak in conver-
gence can be recovered much better than in the shear-only case.
Quantitatively, the reconstruction based on shear alone underes-
timates the true radial convergence profile in the central region
by 2.2σBS or roughly a factor of 2, whereas the combined recon-
struction traces the true convergence almost perfectly down to a
projected radius of around 0.5 arcmin, with a residuum of only
0.3σBS. The combined reconstruction for a realistic cluster dis-
played a small bias (< 1σκ,BS, see Appendix A) towards higher
convergence values. This effect is due to the high degree of corre-
lation between radial bins in the X-ray-based potential estimate
and slight deviations in the outer bins. Since this is a purely ad-
ditive bias in the convergence, it is mitigated relatively easily.
This highlights once more the need for the careful treatment of
artefacts in the projection step as they can alter the results across
the whole domain.
5.2. Scope and possible extensions
It is worthwhile to also explicitly summarise the limiting
and simplifying assumptions that went into our reconstruction
method, and how it might be generalised. We assume that the
ΛCDM framework is an adequate description of the Universe.
In the context of gravitational lensing, we limit ourselves to cases
that can be sufficiently described in the single thin lens approxi-
mation and assume that intrinsic alignment is a negligible source
of systematic error on scales relevant for cluster lensing. More
involved lensing scenarios, where intrinsic alignment is taken
into account can be implemented by altering the computation of
the shear covariance matrix. In the context of using X-ray data
as an additional constraint, we assume that the ICM is in hydro-
static equilibrium. This is needed to connect the gas structure to
the total Newtonian potential. However, corrections for hydro-
static bias (e.g. Shi 2016) can be incorporated. We further as-
sume the ICM to be describable as an ideal gas that is polytrop-
ically stratified over a significant radial range. The systematic
effects on the reconstructed potential due to these assumptions
are currently investigated and will be described in an upcoming
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Fig. 11: (top) Reconstructed convergence map for a realistic cluster. (bottom) Relative residuum, compared to error estimate based
on bootstrapping.
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Fig. 12: Eigenvectors of the second-moment tensor for the re-
constructions of a realistic cluster, compared to those based on
the true convergence map. The combined case (orange) shows
better agreement with true orientations of the cluster than the
shear-only case (blue), but both fail to recover the axis ratio.
paper (Tchernin et al. in prep). Specifically, the combination of
lensing and non-lensing constraints as presented here only works
if general relativity is the assumed theory of gravity as otherwise
lensing and the ICM density probe different combinations of the
Bardeen potentials, which are in general not identical (Bardeen
1980). Parametrised deviations from general relativity (e.g. Zhao
et al. 2009) can in principle be incorporated to either allow a con-
sistent reconstruction assuming modified gravity or to test for
such deviations.
Since the approach presented here for X-ray observations, can
also be applied to measurements of the thermal SZ signal and
member galaxy kinematics, and since strong lensing features are
readily included, a joint analysis has the potential to constrain
the mass distribution across all scales accessible to observations.
There are several sources of arbitrariness in the method as
presented here, namely the values of hyper-parameters like the
regularisation strength and the specifics of the iteration and shear
averaging scheme, as well as the choice of cut-off radius in the
analytic continuation. While there are reasonable experience-
based guidelines for choosing these parameters, there is still con-
siderable leeway and the result may be affected by that, without
significantly altering the measures of goodness of fit.
As our test on simulated data show, the presented way of
combining weak lensing and X-ray data relies on relatively high
spatial resolution for the two data sets. Future applications to
real data are therefore likely pointed observations of individual
massive clusters rather than statistical samples from survey data.
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For the former, the tools and methods presented here may al-
low a free-form assessment of cluster morphology across a wide
range of scales, thus potentially informing statistically more pre-
cise methods, for example in the modelling of clusters as strong
lenses. However, applications to real data are also likely com-
plicated by several factors. For instance noisy measurements of
ICM temperature as well as correlated and/or non-Poissonian
noise in the X-ray surface brightness measurements may affect
subsequent estimates of the gravitational potential.
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Appendix A: Further diagnostics
Figure A.1 shows that the assumption of a Gaussian likelihood
in Eq. (29) is justified when the noise in the X-ray data is Pois-
sonian. We show results of the sanity checks described in Sec-
tion 2.5 for the NFW halo in Fig. 2 and for the realistic cluster
in Fig. A.4, indicating how the recovered profile of the three-
dimensional Newtonian potential is truncated before the analyt-
ical continuation is applied in the projection step. Histograms of
the normalised residuals of the reconstruction are compared to
the expected Gaussian of unit variance in Fig. A.2 for the NFW
halo and Fig. A.5 for the realistic cluster and show relatively
good agreement, indicating appropriately chosen regularisation.
In Figs. A.3 and A.6, the histogram of the relative residuum
(κrec − κtrue) /σκ,BS of the reconstruction for the NFW mock and
the realistic cluster respectively are shown. While the lensing-
only reconstruction does not show any significant bias, the com-
bined reconstruction of the realistic cluster is noticeably shifted
towards higher convergence values by about 0.64σκ,BS.
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Fig. A.1: Histogram of the difference between realisations and
the original of the lensing potential obtained from projecting
the X-ray-based estimate of the Newtonian potential of a NFW
mock cluster. As the overlayed (red) Gaussian shows, the reali-
sations clearly follow a normal distribution.
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Fig. A.2: Histogram of the normalised data residuals in the
eigenbasis of the inverse data covariance in the case of a NFW
halo. The results of the reconstruction using only shear (grey)
and using shear and X-ray data (green) are reasonably consistent
with a Gaussian of zero mean and unit variance (dashed line).
Appendix B: Minimising the X-ray log-likelihood
For the sake of completeness we explicitly show the contribution
of the X-ray data to the LSE to be solved in SaWLens2. All other
terms (lensing and regularisation) can be found in (Merten 2016)
and references therein.
We minimise Eq. (29) with respect to the lensing potential in
every node
∂χ2X
∂ψi
!
= 0, (B.1)
which gives
2
(
OTXC
−1
X OX
)
i j
ψ j = 2
(
OTXC
−1
X ψ¯X
)
i
(B.2)
BXi jψ j = V
X
i . (B.3)
−3 −2 −1 0 1 2 3
(κrec,def − κtrue)/σκ,BS
0
20
40
60
80
pd
f
mean W
mean WX
WX
W
Fig. A.3: Histogram of the deviation of the default reconstructed
convergence map of a NFW halo from the true map, in units of
the bootstrap-based standard deviation.
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Fig. A.4: Signal-to-noise ratio for the enclosed mass as a func-
tion of radial bin for a realistic cluster. Horizontal lines denote
signal-to-noise values of 1, 3, and 5 respectively. Crossed-out
bins fail the sanity checks and are excluded from the analysis.
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Fig. A.5: Histogram of the normalised residuals in the eigenbasis
of the data covariance, for the case of a realistic cluster. The
results of the reconstruction using only shear (grey) and using
shear and X-ray data (green) are reasonably consistent with a
Gaussian of zero mean and unit variance (dashed line).
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Fig. A.6: Histogram of the deviation of the default reconstructed
convergence map of a realistic cluster from the true map, in units
of the bootstrap-based standard deviation.
0 10 20
radial bin
0
5
10
15
20
ra
di
al
bi
n
0.00002
0.00003
0.00004
0.00005
0.00006
0.00007
0.00008
0.00009
0.00010
C
ij
/σ
iσ
j
+9.999×10−1
Fig. A.7: The Pearson correlation matrix of the lensing potential
profile realisations recovered from X-ray observations of the re-
alistic cluster. It is clear that, due to the projection step, every bin
almost completely correlates with every other.
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