Abstract. We present a new construction for two-dimensional, perfect autocorrelation arrays over roots of unity. These perfect arrays are constructed from a block of perfect column sequences. Other blocks are constructed from the first block, to generate a block-circulant structure. The columns are then multiplied by a perfect sequence over roots of unity, which, when folded into an array commensurate with our block width has the array orthogonality property. The size of the arrays is commensurate with the length of the underlying perfect sequences. For a given size we can construct an exponential number of inequivalent perfect arrays. For each perfect array we construct a family of arrays whose pairwise cross-correlation values are almost all zero (large zero correlation zones (ZCZ)). We present experimental evidence that this construction for perfect arrays can be generalized to higher dimensions.
Introduction
Finite sequences and arrays over complex numbers are perfect, if their periodic autocorrelation for all non-trivial cyclic shifts is zero. Sequences and arrays over roots of unity with perfect periodic autocorrelation have been known for more than 40 years [3, 19] . Their impulse-like autocorrelation has resulted in applications in communications, signal processing, and as aperture functions for electromagnetic and acoustic imaging. In this paper, we introduce and analyze a new construction of perfect two dimensional arrays.
Section 2 contains the necessary definitions. Section 3 presents a brief survey of known perfect sequence and perfect array constructions, with emphasis on perfect sequences used in our construction. Section 4 describes our construction, which is based on a block of perfect column sequences replicated to form a block-circulant array, and a perfect multiplying sequence. Our new construction produces many perfect arrays of the same size. In Section 5 a subset of these is generated with the remarkable property that most of their pairwise cross-correlation values are also zero. Section 6 discusses the array sizes and bounds on the number of inequivalent arrays. Some of the arrays in our construction have the unusual property that all rows, columns and proper diagonals are perfect sequences. Our arrays can also be constructed in three and more dimensions. The paper concludes with Section 7, on potential applications of the new arrays.
Preliminaries
Periodic shift by τ for a sequence s. The sequence s τ , the shifted sequence of s = [s i ], i = 0, 1, . . . , L − 1 by τ places to the left, is defined as s τ = [s i+τ ], i = 0, 1, . . . , L − 1 (i + τ is calculated modulo L).
The n th decimation of a sequence s = [s i ], i = 0, 1, . . . , L − 1 is given by dec n (s) = s n i(mod L) for i = 1, 2, . . . , L − 1.
The periodic shift (h, v) of an array A. For any array A = [a ij ], 0 ≤ i ≤ m − 1, 0 ≤ j ≤ n − 1, the shifted array of A by h places horizontally to the left, and v places vertically downwards, denoted by A (h,v) , has (i, j) entry equal to a i+h,j+v , 0 ≤ i ≤ m − 1, 0 ≤ j ≤ n − 1, where i + h and j + v are calculated modulo m and n respectively.
The periodic autocorrelation, θ s (τ ), of a sequence s for shift τ is given by
where L is the length of s, i+τ is calculated modulo L. In terms of the dot product, the autocorrelation value θ s (τ ) = s · s τ . The periodic autocorrelation, θ A (h, v), of the m × n array, A = [a ij ], for horizontal shift h and vertical shift v is given by
where i + h and j + v are calculated modulo m and n respectively. A sequence or an array is perfect if all off-peak autocorrelation values are zero. For h = 0, v = 0, the autocorrelation value θ A (0, 0) is called the peak value, and for (h, v) = (0, 0), the values θ A (h, v) are called off-peak values.
The periodic cross-correlation, θ AB (h, v), of the m × n arrays, A = [a ij ] and B = [b ij ], for horizontal shift h and vertical shift v is given by
where i + h and j + v are calculated modulo m and n respectively. Definition 1. Array orthogonality property [22] . A sequence a of length ld 2 can be folded into a ld × d array A by moving the first ld entries of a consecutively into the first row, the second group of ld entries consecutively into the second row, and so forth. This array A is called the array associated with a. A sequence a has the array orthogonality property(AOP) for the divisor d if the array A associated with a satisfies:
1. The periodic cross-correlation of any two distinct columns of A is zero for every shift. 2. For an arbitrary non-zero cyclic shift, the periodic autocorrelation of all columns of A sum to zero.
This property was originally referred to as matrix orthogonality property by Mow [22] .
Review of known perfect sequences and arrays
Since the main array construction in this paper relies on perfect sequences, we briefly review the known constructions for perfect sequences. We also review the known constructions for arrays.
3.1. Frank sequences. Perfect sequences of length n 2 over n roots of unity were constructed by Frank and Heimiller [10, 12] . A Frank sequence, s = [s m ], m = 0, 1, . . . , n 2 − 1 is given by
3.2. Chu sequences. Chu sequences of length n over n roots of unity when n is odd and 2n roots of unity when n is even [6] , s = [s m ], m = 0, 1, . . . , n − 1 is given by
where k is relatively prime to n. 
The above three types of perfect sequences are used in our array construction. We now state two types of perfect arrays.
3.4. Perfect binary arrays. A recursive construction for generating perfect binary arrays was given by Jedwab and Mitchell [14] , Wild [28] and Kopilovich [15] . Perfect binary arrays can be constructed for sizes ( 
3.5. Other perfect arrays. Arasu and de Launey [1] construct perfect twodimensional arrays over 4 roots of unity, {1, i, −1, −i}, of infinitely many sizes, in particular of sizes 2
where n, m, l, k are integers satisfying some constraints and p 0 , p 1 , p 2 , · · · , p k are primes satisfying another set of constraints.
Lüke [17] discusses various binary, {+1, −1}, ternary, and other real-valued perfect array constructions known at the time. Bömer and Antweiler [2] present a survey of known array constructions over roots of unity, based on various operations on Chu, Frank and Milewski sequences. Proof. We now prove that S is perfect. The autocorrelation of S for shift h, v is
Consider the case when 
is zero as a is a perfect sequence.
Consider the case h = 0 mod d. Introduce the change of variables j = qd + r, (r < d), then (2) becomes
For the innermost summation, shifting each sequence qw places does not change the cross-correlation. So
which is independent of q. So (4) becomes
As the sequence a has the AOP, the summation
is zero for all r (as h = 0 mod d). Thus the array S is perfect. 
The sequence below is a perfect Ipatov sequence [13] of length 121 over the integers 0, 1, −1. This sequence does not have AOP for divisor d = 11. To illustrate that the multiplying sequence in Construction 1 requires AOP we construct an array, A, using the perfect Ipatov sequence as the multiplying sequence and a block of Frank sequences over 11 roots of unity. The array A is not perfect.
The cross-correlation of perfect arrays
We construct families of arrays, from within our constructed perfect arrays, that pairwise have good ZCZ cross-correlation. Here, good means that almost all the values are zero. 
for 0 ≤ i < n, 0 ≤ j < m, a has the AOP for the divisor d, 0 < k ≤ m, and w = m/d.
In this construction we have added an additional (piecewise-linear) shift to the column sequences. The relationship between the two constructions is obvious, that is S = S 0 .
Theorem 7. The cross-correlation of any two distinct arrays from a family produced with Construction 6 has d 2 non-zero entries.
Proof. We show that S k has perfect autocorrelation (k 1 = k 2 ) and S k1 , S k2 has good cross-correlation (k 1 = k 2 ). We now compute the cross-correlation of S k1 with S k2 for 0 < k 1 , k 2 ≤ m: which is independent of q. So (6) becomes
As a has the AOP, the summation
a qd+r a * qd+h+r is zero for h = 0 mod n/d. Consider the case when k 1 = k 2 (cross-correlation). For h = 0 mod n/d, the rightmost summation is non-zero when (k 2 − k 1 )r + lw + v = 0 mod m, as c(r) is a perfect sequence. As w = m/d and l = h/d, we have ( As a has the AOP for the divisor d, the left double summation is zero. Thus, the autocorrelation is zero for h = 0 mod d. Consider the case when h = 0 mod d. Let h = ld + s, (s < d), and j = qd + r, (r < d), then (6) becomes
For the innermost summation, shifting both sequences qw places does not change the cross-correlation. So
which is independent of q. So (8) becomes
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The large ZCZ in the cross-correlation permits the embedding of multiple arrays as watermarks in an image [27] . Each array can be recovered because of its perfect 2D autocorrelation. Different arrays do not interfere with each other, except at known 2D shifts which can be ignored. A watermark containing multiple arrays can carry more information. Alternatively, using multiple arrays, each entity which accessed the media can be required to add such an array as its fingerprint i.e. an audit trail. There are many other advantages of multiple arrays in watermarking.
6. Array properties 6.1. Array sizes. Our construction relies on the existence of a perfect multiplying sequence over roots of unity, which, when folded into an array, possesses the array orthogonality property (see Definition 1). Table 6 .1 outlines the different sizes of perfect arrays that can be constructed using Construction 1, for all n ≥ 2.
It is clear that the Frank × Frank construction is optimal, in the sense that it provides the largest array for the smallest alphabet.
The array orthogonality property appears to be rare, since following a thorough computer search, which revealed no new cases, Mow [22] conjectured that there may be no other cases, apart from those listed in Section 3.3 of Mow's PhD Thesis [22] .
Recently, weight was added to Mow's conjecture by a theoretical breakthrough [18] , where, using results from difference sets, that there are no p-ary perfect sequences of length p s for s ≥ 3, 2p s for s ≥ 1, and pq for prime q > p. Also, there are no perfect sequences over 3 roots of unity of length 3pq for primes p, q where 3 < p < q.
Multiplying

Sequence
Column
Sequence Size
Number of Roots Proof. By Mow [22] , the number of perfect sequences of length r 2 over r roots of unity is r r r!. We choose any ordered r-tuple of these for our basic building block B 0 , in (r r r!) r ways. This implies that there are at least (r r r!) r distinct arrays prior to multiplication by a multiplying sequence. Multiplying all these distinct arrays by the same multiplying sequence maintains distinctness (proof by cancellation). Thus there are at least (r r r!) r distinct arrays. Each array has r 4 two-dimensional shifts, so there are at least r r 2 (r!) r r 4 arrays, no two of which are shifts of each other.
The calculation above ignored the different values of k, and the different multiplying sequences, so that the bound obtained in Theorem 9 is an underestimate.
7. Applications 7.1. Watermarking. The arrays described in this paper are likely to have applications in watermarking. Owing to the pervasive nature of the internet, digital image, audio video, and related media are vulnerable to theft, misuse or manipulation. To guard against this, watermarking technology has been developed. Hartung [11] , page 1080, states that the following three research papers independently originated electronic watermarking: [4, 25, 27] . Good surveys of watermarking techniques are in [11, 32] . Watermarking requires sequences and/or multidimensional arrays [31] . However, the only examples in [31] and in [29, 30] are all based on one dimensional binary m-sequences folded into 2 dimensional patterns, using the Chinese Remainder Theorem. The folding technique can be extended to higher dimensions, provided 2 n − 1 has the required number of factors. Since the parent m-sequence has length 2 n −1, such arrays are restricted to sizes which are relatively prime factors of 2 n −1. The number of such arrays with good ZCZ cross-correlation (of order 2 n/2 ) is very small (less than 5). Families of arrays with low cross-correlation are desirable for watermarking, because they permit the embedding of multiple arrays in a single image (or other media) either to permit multi-user watermarking, or to increase the information capacity or the cryptographic security of the watermark. The method of Wolfgang could be modified to yield families of arrays by using Gold or Kasami sequences as parent sequences. However, then the off-peak autocorrelation and cross-correlation values are of order 2 n/2 . By contrast, the multidimensional arrays presented in this paper all have perfect autocorrelation and have only a few non-zero cross-correlation values. In addition, the arrays are available in many user-friendly sizes and aspect ratios.
Video watermarking consists of two-dimensional images (frames) arranged in time, which forms the third dimension. The pioneering work by Mobasseri [21] uses an m-sequence to select specific frames, which are then watermarked using the same, or another m-sequence. This method has the shortcoming that the unmarked frames are vulnerable to attack, and the ordering of frames can also be tampered with. A fundamentally three-dimensional watermark would address these issues. Arrays in Section 7 meet this requirement. There are other watermarking schemes, where arrays are needed, such as time-frequency audio watermarking. Two of the authors are drafting a paper on such a system to produce audio fingerprints.
Imaging applications.
Because of the absence of lenses, astronomical X-Ray and gamma ray imaging have traditionally been achieved using coded apertures and correlation based detector arrays. Until recently, such apertures have been binary, and based on uniformly redundant arrays [9] or perfect binary arrays [15, 8] . However, more recently, phase coded aperture imaging has been developed [5] . The arrays constructed in this paper are ideally suited to this new application. Other imaging applications include structured light [23] and 3D television [16] . In these applications, our new arrays are likely to be useful as registration patterns [26] because of their perfect autocorrelation.
7.3. Non-imaging application. Non-imaging applications include acoustic absorbers and diffusers [7] , antenna arrays, loudspeaker arrays [24] .
