Sonar texture classification and rotation invariance by THOMAS (H.) et al.
Traitement du Signal 2000 – Volume 17 – n°1 1
Classification de textures 
en imagerie sonar
et Invariance en rotation
Sonar texture classification
and rotation invariance
par H. Thomas †‡, C. Collet †, K. Yao †, G. Burel *
† Laboratoire GTS (Groupe de Traitement du Signal), Ecole Navale, BP 600 – 29240 Brest France
* Université de Bretagne Occidentale, LEST-UMR CNRS 6616, 6 av. Le Gorgeu, BP 809 – 29285 Brest France
résumé et mots clés
Les applications civiles et militaires nécessitant l’identification des caractéristiques de la couche superficielle du fond de la
mer sont nombreuses : géologie marine, prospection minière, pêche et gestion de la biomasse, cartographie, guerre des
mines, chasse aux mines ... Cet article s’intèresse à la cartographie automatique des fonds marins en imagerie sonar haute
résolution. De nombreuses méthodes d’analyse de textures ont été développées jusqu’à présent, utilisant des approches sta-
tistiques, géométriques ou spectrales [14, 45, 7, 44]. Cependant, peu d’entre elles fournissent des attributs caractéristiques
robustes vis-à-vis des rotations d’images. Cette propriété est pourtant essentielle dans le cadre de l’étude proposée : elle a
pour objectif de faciliter et d’améliorer l’apprentissage du classifieur. Nous présentons dans cet article cinq méthodes de
caractérisation, robustes vis-à-vis des rotations d’images. La première méthode est une version étendue de la modélisation
AutoRégressive (AR) circulaire initialement proposée par Kashyap et Khotanzad [19], en vue d’en extraire directement un
nombre restreint de paramètres caractéristiques significatifs invariants en rotation. Les quatre autres méthodes résultent
d’une approche originale qui consiste à appliquer une méthode de traitement d’images à un ensemble de paramètres décri-
vant une texture, afin de le rendre robuste vis-à-vis des rotations d’images. Les deux premières de ces méthodes consistent
à appliquer la Transformation Log-Polaire respectivement aux paramètres issus d’une modélisation autorégressive 2D non-
causale et aux paramètres de corrélation associés (nommés paramètres COR). Quant aux deux dernières méthodes, elles
consistent en l’application de la méthode des moments de Zernike respectivement à ces deux ensembles de descripteurs. Des
résultats de classification expérimentaux obtenus sur images réelles et sur images tournées artificiellement, ainsi que sur des
textures issues de l’album de Brodatz, sont fournis pour souligner les performances de chacune des méthodes.
Imagerie sonar, textures, classification, invariance en rotation, moments de Zernike, représentation log-polaire
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1. introduction
Malgré son importance en traitement d’images, la texture ne
présente pas de définition précise universelle [45, 14]. On ren-
contre généralement deux types de définition de la « texture »
[45] :
• la première est déterministe et fait référence à une répétition
spatiale d’un motif de base dans différentes directions. Cette
approche structurelle correspond à une vision macroscopique
des textures ;
• la deuxième est probabiliste et cherche à caractériser l’aspect
anarchique et homogène qui ne comprend ni de motif locali-
sable, ni de fréquence de répétition principale. Elle correspond à
une vision microscopique.
Gagalowicz [11] propose une synthèse des deux approches en
considérant « la texture comme une structure spatiale constituée
de l’organisation de primitives (ou motifs de base) ayant chacu-
ne un aspect aléatoire ».
Intuitivement, un certain nombre de propriétés lui sont recon-
nues  [44] : 1) la texture a une propriété contextuelle (elle est liée
à la notion de région) ; 2) la texture implique une variation spa-
tiale des niveaux de gris ; 3) la texture peut être perçue à diffé-
rentes échelles ou à différents niveaux de résolution. Enfin, la
texture d’une image possède des qualités visuelles qui jouent un
rôle très important pour son analyse  [35, 44] : l’uniformité, la
densité, la finesse, la rugosité, la régularité, la linéarité, la direc-
tionnalité, le contraste, la granularité... Tamura et al. [35] ont
proposé une méthode d’analyse de texture basée uniquement sur
la quantification de certains de ces attributs visuels. La percep-
tion d’une texture peut donc prendre des aspects très différents,
ce qui explique en partie pourquoi il n’y a pas une méthode
unique de représentation de texture qui soit adéquate pour une
variété de textures.
De bonnes revues de synthèse et/ou de comparaison sont four-
nies par Haralick [14], Wechsler [45] et Conners et Harlow [7].
Selon Tuceryan et Jain [44] les différentes méthodes d’analyse
de texture peuvent se répartir en quatre catégories :
1) les méthodes statistiques, basées sur la définition stochastique
de la texture, englobent les statistiques d’ordre 1 [23], les
matrices de cooccurrence [15, 25], la fonction d’autocorrélation
[4, 44], les matrices des longueurs de plage [9], l’intégration
curvilinéaire [32]... ;
2) les méthodes géométriques doivent leur existence à une défi-
nition déterministe de la texture : la texture est composée de
primitives (éléments de texture) que l’on peut extraire et qui
possèdent certaines propriétés géométriques. Deux types de
méthodes s’y rattachent : les polygones de Voronoï [43] et les
méthodes structurelles ;
3) les méthodes basées sur des modélisations sont utilisées non
seulement pour analyser des textures mais aussi pour rendre
possible leur synthèse. Elles se répartissent en deux groupes : les
modèles de champs aléatoires markoviens [8] et les méthodes
fractales [30] ;
4) enfin, les méthodes de traitement du signal désignent les
filtres appliqués dans le domaine spatial, incluant les moments
[47, 42], les filtres de Gabor [37] ainsi que les ondelettes [5].
1.1. descripteurs
L’analyse de texture est présente dès que l’on veut classifier ou
même segmenter des images qui possèdent des textures mar-
quées. C’est pourquoi de nombreux domaines d’application,
outre le domaine marin lié à l’imagerie sonar, font appel à des
méthodes d’analyse de texture : imagerie radar [23], imagerie
satellitale SPOT [28], imagerie médicale [33]...
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abstract and key words
This paper addresses the automatic cartography of sea-bottom by means of high resolution sonar images. Many texture ana-
lysis methods have been developed since now, based on statistical, geometrical or spectral modeling [14, 45, 7, 44].
Nevertheless, few of them are robust toward image rotations. Indeed, the property of rotation invariance is essential in our fra-
mework, particularily for obtaining good classification rates. We present in this article five methods for the automatic classifi-
cation of rotating images, corresponding to four classes of sea-floor: “sand”, “ridge”, “dune” and “wreck”. The first one is an
extension of a circular AutoRegressive method, initially proposed by Kashyap et Khotanzad [19], which allows to estimate a
reduced number of rotation invariant parameters. The four other methods are based on an original approach, consisting to
apply a mathematical transform to a set of parameters describing texture features. Two of them consist in computing the Log-
Polar transform to autoregressive (AR) or correlation (COR) parameters. The two others consist in estimating the Zernike
moments of autoregressive (AR) or correlation (COR) parameters. Classification rates obtained on sonar images and on Brodatz
album are presented and allow to compare the performances of each approach.
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Toutes les méthodes d’analyse de la texture ne sont pas équiva-
lentes. Les méthodes basées sur le calcul d’attributs texturaux
(matrices de cooccurrences, isosegments ou Run Lengths...) ne
sont pas réversibles : elles ne permettent pas de reconstruire une
image en utilisant uniquement les paramètres extraits par ces
méthodes, ce qui implique une perte d’informations pertinentes.
De plus, une sélection empirique des paramètres à retenir est
souvent nécessaire pour rendre ces grandeurs acceptables pour
le classifieur.
A l’inverse des méthodes précédentes, les modèles autorégres-
sifs (AR) 2D permettent de s’affranchir de ces inconvénients en
proposant un ensemble de paramètres qui décrit efficacement les
dépendances spatiales entre les pixels d’une image. De plus, ces
modèles rendent possible la synthèse d’images à partir des seuls
paramètres extraits qui sont en outre en nombre restreint et très
discriminants, qualité due à leur capacité à générer des images.
Cette démarche séduisante a été utilisée avec succès sur les
images naturelles de Brodatz [18, 26, 2].
Cependant, les paramètres extraits avec de tels modèles ne sont
pas robustes vis-à-vis des rotations d’images, or cette propriété
est fondamentale car elle facilite et améliore l’apprentissage
d’un classifieur. Nous présentons alors une première méthode
[40], basée sur la modélisation AR circulaire, inspirée de [19].
Parallèlement, nous proposons une autre approche, originale,
qui consiste à introduire deux techniques de traitement d’images
(les Moments de Zernike et la méthode Log-Polaire) pour rendre
invariants en rotation les paramètres issus d’une modélisation
AR 2D ainsi que les paramètres de corrélation associés, tout en
conservant leur degré de pertinence.
1.2. classifieur
Le classifieur retenu est un réseau de neurones « Perceptron
MultiCouches » (PMC). Depuis de nombreuses années, les
réseaux de neurones connaissent un regain d’intérêt. Leur
champ d’application est très vaste et concerne aussi bien la seg-
mentation que la classification, l’optimisation ou la prédiction.
Une de leurs caractéristiques les plus importantes est incontes-
tablement leur capacité d’apprentissage et de généralisation.
Cette dernière leur permet d’appréhender des problèmes diffi-
ciles à modéliser, le travail de modélisation explicite étant rem-
placé par la constitution d’une base d’apprentissage (aspect
supervisé de l’approche). De plus la non-linéarité intrinsèque
aux réseaux neuronaux leur confère une forte robustesse et la
capacité à traiter des signaux fortement bruités, ce qui est une
des caractéristiques des images sonar qui présentent un fort bruit
de chatoiement (i.e., bruit de speckle), lié à la réflexion spécu-
laire de l’onde acoustique. Pour toutes ces raisons, nous propo-
sons d’utiliser les réseaux de neurones pour réaliser la phase de
classification proprement dite.
1.3. cartographie des fonds marins
L’identification de la nature de la couche superficielle du fond
de la mer joue un grand rôle dans la connaissance et la compré-
hension de l’environnement sous-marin. De nombreuses appli-
cations civiles sont concernées : la géologie marine, la prospec-
tion minière, la pêche, ... Pour la communauté militaire, la
connaissance de la nature de la surface des fonds marins d’une
zone donnée peut se révéler précieuse pour lutter efficacement
contre la menace représentée par les mines ou plus généralement
par la présence d’objets manufacturés sur le fond. Elle définit en
effet les zones où la chasse aux mines pourra s’effectuer. La car-
tographie des fonds marins en imagerie sonar est donc le domai-
ne privilégié de l’étude. Elle consiste à établir une carte des
fonds marins d’une zone donnée à partir d’un sonar, où chaque
parcelle de terrain est identifiée. Dans le cadre de l’étude, on
cherchera à identifier quatre types de fonds marins (ou  classes) :
les cailloux, les dunes, les rides et le sable. La cartographie fait
appel au domaine de la classification d’images, problème cou-
rant qui peut se résoudre en deux temps. La première étape
consiste à caractériser une image, c’est-à-dire à déterminer un
ensemble de paramètres caractéristiques (également désignés
sous le terme d’attributs caractéristiques) d’une image donnée,
afin de réduire le volume de données contenu dans l’image à une
quantité plus facilement exploitable, tout en préservant la
majeure partie de l’information discriminante. La classification
proprement dite consiste ensuite à exploiter ces informations
comme entrées d’un classifieur de manière à identifier les diffé-
rentes classes recherchées. Les performances du classifieur sont
fortement conditionnées par le pouvoir discriminant des infor-
mations d’entrée c’est-à-dire par l’étape de caractérisation.
C’est pourquoi nous avons porté nos efforts sur cette étape.
Nous précisons enfin que l’invariance en échelle n’est pas
recherchée dans le cadre de cette étude (bien que réalisée par la
transformation Log-Polaire), le sonar remorqué étant asservi
pour demeurer à hauteur constante.
Cet article est articulé en quatre parties. La première partie est
consacrée à l’imagerie acoustique des fonds marins et à ses
caractéristiques. Les types de fonds traités ainsi que le bruit de
speckle inhérent aux images sonar y sont présentés. La seconde
partie présente la modélisation AR2D intrinsèquement invariante
aux rotations (les attributs doivent caractériser de la même façon
une image de texture « ride » orientée à 45 degrés et une image
de texture « ride » orientée à 83 degrés par exemple) pour laquel-
le nous avons proposé une extension [40] de la méthode initiale-
ment proposée dans [19]. La troisième partie s’articule autour de
trois paragraphes. Le premier paragraphe décrit des paramètres
fortement discriminants mais non robustes vis-à-vis des rotations
d’images : les paramètres AR et les paramètres COR. Le deuxiè-
me paragraphe est consacré à la transformation log-Polaire et le
troisième décrit la méthode des moments de Zernike, méthodes
qui permettent de rendre invariants en rotation les paramètres AR
et les paramètres COR. Une étude comparative des performan-
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ces des cinq méthodes pour la caractérisation d’images sonar
invariante en rotation est présentée en dernière partie.
2. contexte de l’étude
Les images sonar à très haute définition sont formées par un
sonar 2 actif latéral fonctionnant à fréquences élevées (de l’ordre
de quelques centaines de kHz). Le sonar imageur est générale-
ment un sonar actif latéral remorqué à l’arrière du bâtiment par
l’intermédiaire d’un câble. Il possède un module d’émission
d’ondes sonores contrairement au sonar dit passif qui en est
dépourvu 3. Le terme latéral signifie que le sonar émet des
signaux acoustiques dans une direction perpendiculaire au
déplacement du navire qui le tracte. 
Les types de fonds marins. La nature des fonds marins présents
sur des zones d’intérêt est assez variée : sable, vase, roche, gra-
vier, dune, ride... Alors que le géologue peut connaître la nature
précise de ceux-ci en analysant la granulométrie, les couches de
sédiments, la porosité et les proportions de minéraux qu’ils
contiennent, le « traiteur » d’images ne dispose que des infor-
mations fournies par l’image (i.e., l’amplitude du signal acous-
tique rétrodiffusé par le fond), liées au pouvoir réfléchissant des
composants de chaque type de fond (sable, caillou, dune et
ride : cf. Fig. 1)  ainsi qu’à leur disposition spatiale.
L’aspect granulaire est dû au speckle qui se traduit par une mul-
titude de points en niveaux de gris sur l’image. L’origine de cette
granularité provient de la rugosité des surfaces insonifiées et de
la cohérence de l’onde acoustique émise [12]
Les textures issues de l’album de Brodatz [3]. Nous avons
également utilisé différents types de textures naturelles 
(cf. Fig. 2), issues de l’album de P. Brodatz, provenant de
milieux naturels, pour lesquelles différents angles d’observation
sont disponibles [3], nous permettant ainsi de valider nos
approches.
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2. acronyme de SOund NAvigation and Ranging.
3. La vocation des sonars passifs, dits de veille, est l’écoute passive en vue
d’identifier d’éventuelles cibles moins discrètes.
Figure 1. – Quatre types de fonds marins illustrés par quatre images sonar de taille 512 × 768 pixels, codées sur 256 niveaux de gris. Un pixel représente spa-





Nous présentons brièvement dans ce paragraphe les extensions
que nous avons apportées [40] à la méthode AR circulaire pro-
posée par Kashyap et Khotanzad dans [19]. Cette méthode
consiste à définir un modèle paramètrique AR bidimensionnel
utilisant 8 luminances voisines du pixel courant, équiréparties
sur un cercle passant par les quatre pixels voisins au sens du voi-
sinage de 4-connexité. Les 4 luminances manquantes sont obte-
nues par simple interpolation. Le voisinage circulaire ainsi défi-
ni permet d’obtenir un modèle AR circulaire avec seulement 
3 paramètres, notés α11, β11 et ζ11 [19]. Cette méthode a retenu
toute notre attention pour les raisons suivantes : 1) les para-
mètres extraits de ce modèle sont robustes vis-à-vis des rotations
d’images ; 2) les interactions spatiales entre pixels sont prises en
compte de façon efficace ; 3) des bons taux de reconnaissance
ont été obtenus avec cette méthode sur des images de l’album de
Brodatz [19] ; 4) cette méthode permet d’obtenir un nombre res-
treint de paramètres fortement significatifs (paramètres α11, β11
et ζ11). Toutefois, cette méthode ne prend en compte que des
voisinages de faible taille (3 × 3  pixels).
Nous proposons trois paramètres supplémentaires – α22 (paramètre
circulaire), β22 (paramètre d’erreur) et ζ22 (paramètre directionnel)
– qui décrivent un voisinage plus étendu, de taille 5 × 5 pixels et
dont l’extraction est similaire à celle de α11, β11 et ζ11. D’autres
travaux concernant les champs de Markov  [31] et les modèles AR
[27, 17] ont montré l’intérêt d’étendre la taille du voisinage. Notons
qu’en principe une généralisation à des voisinages plus grands est
possible. Toutefois, cela conduit à une formulation lourde et com-
plexe pour un bénéfice incertain dans le cadre de notre application.
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Figure 2. – Textures de Brodatz : gress (D9), sand (D29), straw (D15), wood (D19) et weave (D16)
Grass texture Sand texture Straw texture
Wood texture Weave texture
3.1. Paramètres du modèle circulaire
AR2D (α22) et (β22)
Soit {y(s)} l’ensemble des luminances d’une image, observées
aux sites s ∈ S où S désigne une grille régulière de dimension
K ×K. Les paramètres α22 et β22 sont les paramètres du modè-







où v(s) représente une séquence aléatoire de moyenne nulle et
de variance unité et Nc le voisinage circulaire d’un pixel de






(−√2,√2), (0, 2), (0,−2), (2, 0), (−2, 0)}
Ce modèle est une extension du modèle de Kashyap permettant
l’estimation de α11 et de β11 (modèle régi également par l’équa-
tion (1) où α11 joue le rôle de α22, β11 joue le rôle de β22 et Nc
est un voisinage circulaire de rayon 1). Les luminances des
pixels ne se situant pas sur la grille des points sont interpolées
en utilisant les quatre plus proches voisins. Les paramètres α22
et β22 sont ensuite directement estimés par une méthode des
moindres carrés [40].
3.2. Paramètre directionnel (ζ22)
Le paramètre directionnel ζ22 est obtenu en appliquant quatre








où l’ensemble {θp} désigne les paramètres AR estimés pour un
voisinage N et w(s) une séquence aléatoire de moyenne nulle et
de variance unité. ρ joue le même rôle que β22 de l’équation (1).




N1 = {(0, 2), (0,−2), (2, 0), (−2, 0)}
N2 = {(2, 2), (2,−2), (−2, 2), (−2,−2)}
N3 = {(−1, 2), (1,−2), (−2,−1), (2, 1)}
N4 = {(−2, 1), (2,−1), (−1,−2), (1, 2)}
(3)
Ce modèle prend en compte différents voisinages et permet de
déceler des orientations privilégiées dans des textures : les direc-
tions privilégiées se traduisent par des valeurs importantes des
paramètres AR correspondants. C’est l’équation d’un modèle
autorégressif bidimensionnel, dans lequel un point dépend
linéairement de ses voisins situés dans un voisinage N autour de
ce point.
Pour chacun des cas de l’équation 3, nous estimons la moitié des
paramètres AR lui correspondant, en raison de la propriété de
symétrie de ces paramètres [39]. Par exemple, pour le voisinage
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Figure 3. – Nuages de points représentant 301 imagettes sonar réparties en
quatre classes, dans un espace à trois dimensions formées par : (a) α11,


















































.N1 , on ne conserve que θ(0,2) et θ(2,0) . Nous définissons enfin
ζ22 par :
ζ22 = max{|θ(2,0) − θ(0,2)|, |θ(2,2) − θ(2,−2)|,
|θ(−1,2) − θ(2,1)|, |θ(−2,1) − θ(1,2)|} (4)
Cette définition permet de prendre en compte un grand nombre
de directions privilégiées de certaines textures (et notamment
situées entre 0 et 45 degrés) et non pas de détecter uniquement
des orientations verticales/horizontales ou bien diagonales-
gauches/diagonales-droites, comme c’est le cas lorsque l’on cal-
cule de manière similaire ζ11 (ζ11 = max{|θ(1,0) − θ(0,1)|,
|θ(1,1) − θ(1,−1)|). Il s’agit en ce sens d’une extension intéres-
sante de la méthode. La figure 3-a (resp. 3-b) illustre la robus-
tesse de l’ensemble des paramètres circulaires {α11, β11, ζ11}
(resp. l’ensemble {α22, β22, ζ22}) vis-à-vis des rotations : dans
l’espace de ces paramètres, quatre groupes de points, représen-





Cette partie propose d’utiliser des descripteurs sensibles aux
rotations (paramètres autorégressifs (cf. § 4.1.1) et de corrélation
(cf. § 4.1.2), que l’on transforme en paramètres invariants en
rotation grâce à la transformation log-polaire (cf. § 4.2) et aux




Dans le cas bidimensionnel, le modèle AR décrit linéairement
les dépendances spatiales statistiques d’un pixel d’une image
donnée avec un ensemble de pixels situés dans son entourage :
la luminance de chaque pixel d’une image donnée est considé-
rée comme étant une combinaison linéaire des luminances des
pixels contenus dans un voisinage fixé.
Soit {y(k, l)} l’ensemble des pixels d’une image de taille
K × K donnée. Le modèle AR 2D stationnaire non-causal est
alors défini par l’équation suivante [6] :




a(m,n).y(k −m, l − n) + e(k, l) (5)
où l’ensemble {a(m,n)} représente les paramètres AR et
e(k, l) une erreur de prédiction de variance σ2e . V désigne le sup-
port non-causal du modèle. Il est défini par :
V = {(m,n), m ∈ [−M · · ·+M ], n ∈ [−N · · ·+N ]
et (m,n) = (0, 0)} (6)
On parlera indifféremment de voisinage d’ordre (M,N) ou de
voisinage (M,N). Les méthodes d’estimation des paramètres
d’un modèle AR 2D sont nombreuses (méthodes au sens des
moindres carrés [29, 18, 46, 24], méthodes au sens du maximum
de vraisemblance [20, 13, 6], méthodes utilisant les réseaux neu-
ronaux [34, 26, 2], ...). La méthode Pseudo-Inverse, utilisant le
critère des moindres carrés, présente l’avantage de ne nécessiter
aucune hypothèse sur les caractéristiques du bruit, d’être aisée à
implanter et de toujours fournir des résultats significatifs dans le
cadre de l’application visée [39].
4.1.2. Paramètres COR
Les relations entre les coefficients d’un modèle autorégressif
(paramètres AR) et les échantillons de la fonction d’autocorréla-
tion (paramètres COR) ont souvent été mentionnées dans la lit-
térature [44]. On peut montrer que la méthode Pseudo-Inverse
revient à trouver les coefficients a(m,n) qui vérifient :
ŷ(k, l) = −
∑
(m,n)∈V
a(m,n)y(k −m, l − n) ∀(k, l) ∈ V (7)
où ŷ(k, l) représente l’échantillon estimé par le modèle au pixel
(k, l). Ainsi, en notant σ2e la variance de l’erreur sur l’ensemble









y(k, l) + ∑
(m,n)∈V




y(k, l) + ∑
(p,q)∈V
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a(m,n)a(p, q)r(m− p, n− q)
où r désigne la fonction d’autocorrélation 2D et a(0, 0) = 1. On
obtient donc








a(m,n)a(p, q)r(m− p, n− q) (9)
L’équation (9) indique que des liens existent entre les para-
mètres AR et les paramètres COR r(k, l) : σ2e s’obtient à partir
des seules données a(m,n) et r(k, l). On en déduit alors aisé-
ment que l’estimation r̂(k, l) de r(k, l) grâce aux paramètres
AR s’écrit 





a(i, j)y(m− i, n− j)
∑
(p,q)∈V














a(i, j)a(p,q)r(k + p − i,l + q − j) (10)
Pour un voisinage d’ordre (M,N) donné, le nombre des para-
mètres COR équivalents est égal au nombre de combinaisons
possibles entre tous les pixels de ce voisinage, car les échan-
tillons de la fonction d’autocorrélation doivent être calculés pour
tous les couples (k + p− i, l + q − j), d’après l’équation (10).
On constate finalement que les échantillons de la fonction d’au-
tocorrélation, correspondant à un voisinage d’ordre (M,N),
peuvent être estimés en considérant le voisinage d’ordre
(2M, 2N) réduit de moitié (figure 4). La figure 5 illustre, sur
quelques images sonar de taille 64 × 64 pixels (ou imagettes),
la pertinence des paramètres COR, évalués sur un voisinage
d’ordre (M,N) = (5, 5) .
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Figure 4. – Voisinages équivalents. Par exemple, pour un voisinage d’ordre
(M = 2, N = 2) , le nombre de paramètres AR est égal à
(2M + 1)(2N + 1)− 1 = 24 et le nombre de paramètres COR équiva-
lents est égal à (4M + 1)(4N + 1)− 1
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La transformation logarithmique complexe (ou transformation
log-polaire) fut introduite dans le domaine de la vision par ordi-
nateur il y a une vingtaine d’années [22]. Notre intérêt pour
cette transformation réside dans ses propriétés d’invariance
induite. Parce qu’elle transforme les rotations et les change-
ments d’échelle en translations, elle rend possible l’invariance
en rotation des paramètres AR et des paramètres COR tout en
prenant en compte la décroissance des valeurs des paramètres
AR (représentés sous forme d’images) au fur et à mesure que
l’on s’éloigne du centre. La méthode log-polaire transforme une
rotation en une translation le long de l’axe angulaire et c’est la
Densité Spectrale de Puissance (DSP) de l’image log-polaire
qui vérifie l’invariance en rotation en s’affranchissant du déca-
lage le long de cet axe. En effet, au niveau de la transformée de
Fourier, la translation devient un déphasage qui n’intervient plus
lorsque l’on considère le module au carré de la transformée de
Fourier (DSP).
4.2.1. Formulation mathématique et discrétisation
du plan log-polaire
Soient (x, y) les coordonnées cartésiennes d’un point de l’ima-
ge et  (ρ, η) ses coordonnées polaires. Un point (x, y) peut être
représenté par un complexe z, dans une base logarithmique a
quelconque (a > 0) [22] tel que :
z = x+ jy = ρajη ou` ρ ∈ [ρ0...ρmax], et η ∈ [0...2π[
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Figure 5. – Echantillons de la fonction d’autocorrélation r pour huit imagettes, représentés sous la forme d’une image en niveaux de gris. Le pixel central
correspond à l’échantillon r(0, 0) et les pixels aux positions (i, j) correspondent aux échantillons r(i, j) . La fonction d’autocorrélation étant symétrique
(r(i, j) = r(−i,−j) ), les pixels de coordonnées (i, j) et (−i,−j) sont identiques. Le niveau de  gris 0 (resp. 255) est affecté à la plus faible (resp. plus forte)
valeur des échantillons. On observe une orientation privilégiée de la fonction d’autocorrélation pour les imagettes de type « dune » (du2 et du10) ou « ride »
(ri2 et ri10). Celle-ci est directement liée à la position  des dunes ou rides de sable présentes dans l’imagette. Enfin, on constate un rayon de corrélation plus
faible dans le cas d’imagettes de sable (sa2,sa10) que dans le cas d’imagettes de cailloux (ca2,ca10).
















































































– sa2 – – sa10 –
– ca2 – – ca10 –
– du10 –– du2 –
– ri10–– ri2 –
avec ρ =
√
x2 + y2 , η = Arg(z) = arctan(y/x), ρ0 et ρmax
désignent respectivement le rayon de la fovea 4 et la moitié de
la taille de l’image tandis que le paramètre a rappelle le facteur
d’amplification cortical [22]. Usuellement la transformation
log-polaire ne s’applique qu’à la partie non-fovéale de l’image
pour éviter la singularité à l’origine et garder une région échan-
tillonnée de manière homogène au centre. La transformation
log-polaire générale w d’un point complexe z est définie
comme :
w = loga(z) = loga(ρ) + jη (11)
Un capteur CCD « hard » (matériel) à géométrie logarithmique
ou une mise en œuvre « soft » (logicielle) de la transformation
log-polaire nécessite une discrétisation du plan log-polaire en
Nr ×Na points où Nr désigne le nombre de cellules dans la
direction radiale et Na le nombre de cellules dans la direction
angulaire (figure 6). La transformation des coordonnées polaires
(ρ, η) en coordonnées log-polaires (ξ, γ) s’écrit [41] :





avec ξ ∈ N et γ ∈ N qui satisfont respectivement 0  ξ < Nr
et 0  γ < Na et le facteur d’amplification a tel que :
a = exp(
1




4.2.2. Invariance en rotation
Supposons qu’une image Ir ait subi une rotation d’angle α par
rapport à une image originale I alors un point zr = (xr, yr) de
l’image Ir s’écrit (avec les notations précédentes)
zr = ρ exp(j(η + α)) où (ρ, η) sont les coordonnées polaires
du point z dans l’image I. Dans le domaine log-polaire, zr
devient wr tel que (équation 11) :
wr = loga(ρ) + j(η + α) (15)
L’équation (15) montre qu’une rotation d’angle α dans le
domaine cartésien se transforme en une translation le long de
l’axe γ dans le domaine log-polaire.
4.2.3. Densité Spectrale de Puissance (DSP) de l’image
log-polaire
Les nouveaux attributs de texture associés à la méthode log-
polaire sont les échantillons de la Densité Spectrale de
Puissance (DSP) de l’image log-polaire des paramètres AR (ou
paramètres COR) obtenus comme suit :
• estimation des paramètres AR (ou des paramètres COR) pour
un voisinage d’ordre (M,N) donné ;
• détermination de l’image log-polaire des paramètres AR (ou
paramètres COR) pour Na, Nr et ρ0 donnés, notée symbolique-
ment Ilp . Les paramètres Na, Nr et ρ0 sont choisis heuristique-
ment en fonction du nombre des paramètres AR ou COR ;
• calcul de la DSP de l’image log-polaire Ilp . Les échantillons de
la DSP sont représentés sous la forme d’un vecteur (qui résulte
du parcours de « l’image » de haut en bas et de gauche à droite).
Les figures 7 et 8 montrent que les échantillons de la DSP calcu-
lés à partir des paramètres COR sont plus robustes vis-à-vis des
rotations d’images que ceux calculés à partir des paramètres AR.
4.3. Moments de Zernike
Contrairement à beaucoup d’applications (reconnaissance de
caractères [36, 21], reconnaissance d’objets 2D [1]...), nous pro-
posons d’utiliser les moments de Zernike, non pas pour obtenir
des descripteurs invariants en rotation directement à partir d’une
image, mais plutôt pour rendre des descripteurs donnés inva-
riants en rotation (paramètres AR et paramètres COR). La
méthode des moments de Zernike possède en effet un atout
incontestable : les paramètres qu’elle fournit sont intrinsèque-
ment invariants en rotation.
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4. La fovea désigne la partie centrale de l’image, par analogie avec la composi-
tion de la rétine, dont le fonctionnement est à l’origine de la transformation log-
polaire.
Figure 6. – Exemple de discrétisation du plan image (Na = Nr = 128)












Les moments de Zernike font partie de la famille des moments
orthogonaux. La propriété d’orthogonalité, essentielle pour obtenir
une reconstruction simple d’une image, permet en outre de séparer
la contribution individuelle de chacun des moments lors du proces-
sus de reconstruction. Teh et Chin [36] ont notamment montré
qu’en terme de performance globale (dans le cas précis d’un systè-
me de classification de caractères manuscrits), les moments de
Zernike et les Pseudo-Zernike sont plus efficaces que d’autres
moments (moments réguliers, rotationnels, complexes). Khotanzad
et Hong l’ont également constaté dans une étude similaire [21].
4.3.1. Polynomes orthogonaux et moments de Zernike
Les moments de Zernike d’ordre n et de répétition m, notés
Anm, sont issus de la projection d’une fonction f(x, y) sur des
fonctions de base Vnm à valeurs complexes définissant une base
orthogonale 5 au sens du produit scalaire Euclidien. Les poly-
nômes Vnm sont définis à l’intérieur du cercle unité, i.e.
x2 + y2  1 par [21] :
Vnm(x, y) = Vnm(ρ, θ) = Rnm(ρ)exp(jmθ) (16)
où n est un entier positif ou nul et m représente des entiers rela-
tifs (∈ Z) tels que n− |m| pair et |m|  n. ρ définit la norme
du vecteur de l’origine aux coordonnées (x, y) : ρ =
√
x2 + y2
et θ désigne l’angle que fait le vecteur de norme ρ et l’axe x
(défini dans le sens horaire) : θ = arctan(y/x). Les polynômes












ρn−2s = Rn,−m(ρ) (17)
Les polynômes Vnm sont orthogonaux mais non orthonormés :∫ ∫
x2+y21






1 si a = b
0 sinon
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Figure 7. – Illustration de la robustesse des échantillons de la DSP de Ilp
calculée à partir des paramètres AR vis-à-vis de rotations. Chaque sous-
figure est associée à un type de fond et représente cinq courbes illustrant le
comportement des échantillons de la DSP rotations géométriques d’angles
respectifs 10, 20, 30, 40 et 50 degrés (la même image a servi à la création de
ces cinq imagettes).   ρ0 = 0.86, Na = 12 et  Nr = 6 pour un voisinage AR
de taille M = N = 3 ((2M + 1)(2N + 1) = 49 paramètres). La DSP de
l’image log-polaire des paramètres AR présente des valeurs très faibles
pour les fréquences angulaires impaires (ceci est dû au caractère quasi-
périodique selon γ (de période Na/2) du fait de la symétrie des paramètres





+ 1) = 24 ) para-
mètres correspondant à la moitié du spectre restreint aux fréquences
paires.








































































5. Une famille d’éléments d’un espace vectoriel forme une base orthogonale de
cet espace si leur produit scalaire deux à deux est nul [10].
Figure 8. – De même que pour la figure 7, on illustre ici la robustesse vis-à-
vis de rotations des échantillons de la DSP de Ilp calculés cette fois à partir
de paramètres COR. Chaque sous-figure est associée à un type de fond et
les cinq courbes illustrent le comportement des échantillons de la DSP pur
cinq imagettes sonar ayant subi des rotations géométriques d’angles res-
pectifs 10, 20, 30, 40 et 50 degrés (la même image a servi à la création de ces
cinq imagettes).



































































Par définition [16], les polynômes radiaux sont bornés :
Rnm(ρ) ∈ [−1...1] ∀ |ρ|  1 et la condition de normalisation
des fonctions de base de Zernike requiert Rnm(1) = 1 . La fonc-
tion angulaire exp(jmθ) peut être vue comme l’enveloppe
modulant le polynôme radial Rnm(ρ) . Comme Rnm(ρ) est à
valeurs réelles, elle constitue le seul contrôle sur la phase de
Vnm(ρ, θ). La partie imaginaire de la fonction angulaire se
déduit de la partie réelle par un déphasage d’angle 6 π
2m
. Pour
une fonction f(x, y) discrète, le moment de Zernike Anm est








f(x, y)V ∗nm(x, y) avec x
2 + y2  1
(19)
Seul le cas discret nous intéresse puisque la fonction f(x, y) repré-
sentera successivement l’ensemble des paramètres AR et l’en-
semble des paramètres COR, ensembles discrets (matrices 2D).
Grâce à l’orthogonalité des fonctions de base de Zernike, on
peut reconstruire la fonction f(x, y) à partir des moments Anm








La fonction fˆ(x, y) sera d’autant plus proche de f(x, y) que
l’ordre nmax sera grand.
4.3.2. Invariance en rotation
Supposons que l’image f subisse une rotation d’angle α.
L’image résultat fr vérifie la relation fr(ρ, θ) = f(ρ, θ − α) ,
(ρ, θ) étant les coordonnées polaires de f(x, y) définies à
l’équation (16). On montre alors [21] que les moments de
Zernike calculés à partir de fr vérifient :
Arnm = Anmexp (−jmα) (21)
Les moments de Zernike ont des propriétés de rotation simples :
chaque moment est déphasé d’un angle connu mais son module
reste inchangé lors de l’étape de rotation. Ainsi, le module des
moments de Zernike |Anm| peut être utilisé comme caractéris-
tique invariante en rotation. Puisque A∗nm = An,−m, il est pos-
sible de se concentrer uniquement sur |Anm| avec m  0 . Nous
avons établi les deux formules suivantes pour la détermination
du nombre de ces caractéristiques, noté nbpar, en fonction de
l’ordre maximal nmax retenu :





























4.3.3. Estimation des moments de Zernike
Les nouveaux attributs de texture associés à la méthode des
moments de Zernike sont les moments de Zernike |Anm| obte-
nus comme suit :
• estimation d’un modèle autorégressif d’ordre (M,N) = (3, 3)
sur une imagette sonar donnée (de taille 64 × 64 pixels) et sau-
vegarde des paramètres AR obtenus sous forme d’une image
(démarche identique pour les échantillons de la fonction d’auto-
corrélation)
• interpolation de l’ensemble des paramètres AR (ou paramètres
COR) par une fonction bilinéaire de manière à doubler le
nombre des paramètres
• calcul des moments de Zernike jusqu’à l’ordre n = 12 par
application de la formule donnée en (19). Le problème lié à la
sélection de l’ordre n reste ouvert. Le choix de n = 12 est moti-
vé par des considérations bibliographiques, empiriques et calcu-
latoires.
Les figures 9 et 10 montrent que le module des moments de
Zernike (représentés dans l’ordre donné au tableau des corres-
pondances, tableau 1) calculés à partir des paramètres COR sont
plus robustes vis-à-vis des rotations d’images que ceux calculés
à partir des paramètres AR.
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6. exp(jmθ) = cos(mθ) + j sin(mθ) et sin(mθ) = cos(mθ − π/2) =
cos[m(θ − π/2m)] ∀θ ∈ [0, 2π[ . La partie imaginaire est donc égale à la par-
tie réelle déphasée de π/2m .
Tableau 1. – Tableau des correspondances entre le numéro donné à un
moment sur les figures illustrant l’allure du module des moments et le
couple (n,m) correspondant (n et m étant respectivement l’ordre et la
répétition d’un moment). Le moment de numéro 1 est A00. Ensuite, les
numéros sont affectés aux moments Anm dans l’ordre des n , et des m cor-
respondants, croissants. Ainsi, le moment numéro 2 est A11. L’ordre n sui-
vant étant n = 2, A20 est le troisième moment (m = 0 ) et A22 est le qua-
trième.
numéro
du moment 1 2 3 4 5 6 7 8 9 ...
(n,m) (0,0) (1,1) (2,0) (2,2) (3,1) (3,3) (4,0) (4,2) (4,4) ...
5. Résultats obtenus
sur images de l’album
de Brodatz
et sur images sonar
Cette partie illustre les résultats obtenus sur quelques images
issues de l’album de Brodatz, avant de comparer nos approches
sur images réelles.
5.1. Objectifs et méthodologie
Il s’agit de comparer expérimentalement les trois méthodes de
caractérisation texturelle : la modélisation AR 2D circulaire, la
méthode des moments de Zernike et la méthode log-polaire.
Pour cela, nous avons évalué les performances d’un système de
reconnaissance d’images sonar supervisé basé sur un classifieur
neuronal alimenté par des attributs caractéristiques provenant
successivement de ces trois méthodes d’analyse de texture. Ce
système est décrit à la figure 11.
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Figure 9. – Illustration de la robustesse des 49 premiers moments de
Zernike calculés sur l’ensemble des paramètres AR vis-à-vis de rotations.
Chaque sous-figure est associée à un type de fond et représente cinq courbes
illustrant le comportement du module des moments pour cinq imagettes
sonar ayant subi des rotations géométriques d’angles respectifs 10, 20, 30,
40 et 50 degrés (une même image a été tournée de cinq angles différents et
a donc produit cinq images). Le tableau des correspondances permet de
trouver le couple (n,m) associé au numéro du moment (ou numéro de l’at-
tribut).
Figure 10. – Evolution des 49  premiers moments de Zernike calculés sur
l’ensemble des paramètres COR vis-à-vis de rotations. Chaque sous-figure
est associé à un type de fond et représente cinq courbes illustrant le com-
portement du module des moments pour cinq imagettes sonar ayant subi
des rotations géométriques d’angles respectifs 10, 20, 30, 40 et 50 degrés
(une même image a été tournée de cinq angles différents et a donc produit
cinq images). Le tableau des correspondances permet de trouver le couple
(n,m) associé au numéro du moment (ou numéro de l’attribut).





































































































































Figure 11. – Chaîne de traitement globale pour l’évaluation des performances du système de reconnaissance d’images sonar. Les N imagettes sonar peuvent















L’étape de classification consiste à affecter une classe connue à
chaque pixel ou sous-ensemble de pixels d’une image, caracté-
risé par un des trois jeux de paramètres précités. Le classifieur
retenu est un réseau de neurones de type Perceptron
MultiCouche (PMC), largement utilisé en traitement d’images
et particulièrement en reconnaissance des formes. Le choix du
classifieur neuronal pour assurer la classification proprement
dite dans la chaîne de traitement résulte également d’une com-
paraison avec l’algorithme des K Plus Proches Voisins (un vec-
teur de paramètres est classifié en fonction de la classe affectée
à ses K plus proches voisins, au sens d’une distance euclidienne
par exemple, dans l’espace des paramètres), réalisée dans le
cadre de l’évaluation de la robustesse des paramètres AR circu-
laires vis-à-vis des rotations d’images. Ces résultats [40] mon-
trent des taux de classification très proches pour les deux classi-
fieurs, alimentés par les mêmes descripteurs et testés dans les
mêmes conditions expérimentales. Dans le cadre de la classifi-
cation des mines à partir d’images sonar ainsi que dans le cadre
de la classification d’images aériennes [4], les taux de classifi-
cation obtenus par les deux classifieurs sont également très
proches. Cependant, l’agorithme des KPPV est très gourmand
en temps de calcul (car il faut calculer les distances par rapport
à tous les prototypes), c’est le PMC qui sera retenu pour com-
parer les différentes méthodes de caractérisation. Il est donc
nécessaire de constituer une base d’apprentissage et une base de
test.
Les performances de l’étape de classification sont établies à par-
tir d’un nombre N d’imagettes (portions d’image) sonar et s’ex-
priment sous la forme de Taux de Reconnaissance Individuel
(TRI, pourcentages d’imagettes sonar bien classées par rapport
au nombre total d’imagettes à classer) regroupés dans des
matrices de confusion. Celles-ci donnent en outre pour chaque
classe à reconnaître (représentée par un grand nombre d’ima-
gettes sonar) le nombre des imagettes bien reconnues et pour
celles qui auraient été mal classées, la ou les classe(s) avec les-
quelles elles sont confondues. Le Taux de Reconnaissance
Moyen (TRM) est également donné.
5.2. Conditions expérimentales
Des conditions de tests identiques ont été adoptées pour établir
une comparaison efficace (mesure des performances en classifi-
cation) entre les différentes méthodes. Le choix de ces trois
méthodes de caractérisation texturelle étant basé sur la proprié-
té d’invariance en rotation des attributs caractéristiques extraits,
nous avons évalué les performances de ces trois méthodes dans
le cadre d’un système de reconnaissance d’images sonar
d’orientations quelconques.
La base d’apprentissage intègre des imagettes tout à fait dis-
tinctes (pas de chevauchements entre elles) et représentatives
des cinq textures de Brodatz ou des quatre types de fonds à dis-
tinguer, de façon équiprobable (on n’émet aucune hypothèse a
priori sur la répartition probabiliste des différentes textures de
Brodatz ou des types de fonds sur lesquels peuvent reposer les
mines).
Le PMC est constitué d’une seule couche cachée dont le nombre
de neurones optimal 7 varie en fonction du type du vecteur d’at-
tributs caractéristiques. Les poids du réseau sont initialisés aléa-
toirement. La règle usuelle de la rétropropagation du gradient de
l’erreur est utilisée pour l’apprentissage du réseau. Les résultats
que nous présentons sont donnés pour un nombre optimal de
neurones cachés et un nombre optimal de cycles 8 (et qui dépen-
dent de la méthode de caractérisation adoptée).
5.2.1. Textures de Brodatz
Les bases d’apprentissage et de test ont été constituées à partir de
7 × 5 images (5 textures et 7 orientations par texture) de Brodatz
de taille 512 × 512 pixels. Chacune de ces 35 images a été décou-
pée en imagettes de taille 64 × 64 pixels. La base d’apprentissa-
ge est constituée de 32 × 4 × 5 imagettes : pour chaque texture
considérée, on a conservé les 32 « premières » imagettes (partie
supérieure) extraites des images de taille 512 × 512 orientées à 0,
60, 120 et 200 degrés. La base de test, constituée de façon simi-
laire, contient 32 × 3 × 5 imagettes : pour chaque texture consi-
dérée, on a conservé les 32 « dernières » imagettes (partie infé-
rieure) extraites des images orientées à 0, 90 et 150 degrés.
5.2.2. Images sonar
Pour constituer la base d’apprentissage et la base de test, nous
avons créé dix ensembles d’imagettes intitulés Rot10, Rot20,...,
Rot80, et Rot120 et Rot150, respectivement obtenus pour des
angles de rotations de 10 ... 80, 120 et 150 degrés. 360 imagettes
puisées dans les ensembles Rot10, Rot20 et Rot30 et réparties en
quatre classes constituent la base d’apprentissage alors que 
420 imagettes puisées dans les autres ensembles, également
réparties en quatre classes, constituent la base de test.
5.3. Résultats comparatifs
5.3.1. Résultats sur textures de Brodatz
Modélisation AR circulaire. De façon attendue, les paramètres
issus de la modélisation AR circulaire sont aptes à reconnaître
des textures d’orientations diverses. Le système utilisant l’en-
semble ECIRC = {α22, β22, ζ22} reconnaît très bien les tex-
tures sand, wood et weave et, avec seulement quelques erreurs,
les textures grass et straw.
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7. celui qui donne les meilleurs taux de classification.
8. terme qui désigne le nombre de fois que l’ensemble des échantillons de la
base d’apprentissage est présenté au réseau pour son apprentissage.
Méthode logarithmique complexe. Les résultats du tableau 3
montrent que la méthode log-polaire appliquée aux paramètres
COR (ensemble ELP COR ) présente des attributs caractéris-
tiques invariants en rotation : les taux de reconnaissance obtenus
pour les cinq textures sont excellents.
Les paramètres AR utilisés comme données de base pour la
méthode log-polaire (ensemble ELP AR) induisent des taux de
classification assez médiocres, excepté pour la texture sand. Ces
mauvais résultats sont probablement provoqués par des interpola-
tions induites lors de la formation des images constituant les bases
d’apprentissage et de test. Plus précisément, il semble que l’inter-
polation d’une image a une influence néfaste sur l’estimation des
paramètres AR, qu’elle n’a pas sur les paramètres COR [38].
Moments de Zernike. L’intérêt d’utiliser les moments de Zernike
pour rendre invariants en rotation les paramètres d’une modélisa-
tion AR 2D non-causale n’est pas vérifié : les taux de reconnais-
sance du tableau 4 (ensemble EZER AR) sont plutôt médiocres :
ils varient de 38 % à 88 % selon la classe. L’explication est la
même que celle suggérée pour les résultats concernant la métho-
de log-polaire calculée sur les paramètres AR.
L’ensemble EZER COR (ensembles de moments de Zernike
appliqués aux paramètres COR) permet par contre de très bien
distinguer les 4 textures grass, sand, wood et weave, et assez
bien la texture straw.
5.3.2. Résultats sur images sonar
Les résultats obtenus sur images sonar sont similaires à ceux
obtenus sur les cinq textures de Brodatz considérées.
Modélisation AR circulaire. Les paramètres issus de la modélisa-
tion AR circulaire sont aptes à reconnaître les quatre fonds marins.
Le système utilisant l’ensemble ECIRC = {α22, β22, ζ22}
reconnaît très bien les fonds caillou, ride et sable (TRI=100 %) et,
dans une moindre mesure, la classe dune (TRI de l’ordre de 92 %).
Méthode logarithmique complexe. Similairement aux résultats
obtenus sur textures de Brodatz, les résultats du tableau 6 mon-
trent que la méthode log-polaire appliquée aux paramètres COR
(ensemble ELP COR ) présente des attributs caractéristiques
invariants en rotation : les taux de reconnaissance obtenus pour
les classes caillou, ride et sable sont excellents (respectivement
100 %, 95 % et 100 %). La classe dune est moins bien reconnue
et majoritairement confondue avec la classe sable.
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Tableau 2. – Performances de la modélisation AR circulaire sur textures de
Brodatz : matrice de confusion associée à l’ensemble d’attributs caractéris-
tiques ECIRC.
ECIRC grass sand straw wood weave TRI (%)
grass 92 2 2 0 0 95 %
sand 0 96 0 0 0 100 %
straw 2 1 89 4 0 92 %
wood 0 0 0 96 0 100 %
weave 0 0 0 0 96 100 %
TRM 97 %
ELP COR grass sand straw wood weave TRI (%)
grass 95 1 0 0 0 98 %
sand 1 93 0 0 2 96 %
straw 1 2 90 3 0 93 %
wood 0 0 0 96 0 100 %
weave 0 1 0 0 95 98 %
TRM 97 %
ELP AR grass sand straw wood weave TRI (%)
grass 47 15 7 0 27 48 %
sand 4 80 5 6 1 83 %
straw 3 8 72 8 5 75 %
wood 0 0 25 71 0 73 %
weave 19 2 10 4 61 63 %
TRM 68 %
Tableau 3. – Performances de la méthode log-polaire sur textures de Brodatz: matrices de confusion associées respectivement de gauche à droite  aux
ensembles d’attributs caractéristiques ELP AR et de ELP COR .
EZER COR grass sand straw wood weave TRI (%)
grass 94 2 0 0 0 97 %
sand 0 96 0 0 0 100 %
straw 2 1 90 2 1 93 %
wood 0 0 0 96 0 100 %
weave 0 0 0 0 96 100 %
TRM 98 %
EZER AR grass sand straw wood weave TRI (%)
grass 37 24 0 1 34 38 %
sand 6 85 2 3 0 88 %
straw 4 9 68 5 10 70 %
wood 0 11 25 60 0 62 %
weave 30 7 3 5 51 53 %
TRM 62 %
Tableau 4. – Performances de la méthode des moments de Zernike sur textures de Brodatz : matrices de confusion associées respectivement de gauche à droi-
te aux ensembles d’attributs caractéristiques EZER AR et de EZER COR .
Les paramètres AR utilisés comme données de base pour la
méthode log-polaire (ensemble ELP AR) induisent des taux de
classification très médiocres, excepté pour la classe sable.
L’explication est la même que celle suggérée dans le cadre de l’ap-
plication de cette méthode aux textures de Brodatz (une image
ayant subi une rotation artificielle est une image interpolée).
Moments de Zernike. L’intérêt d’utiliser les moments de Zernike
pour rendre invariants en rotation les paramètres d’une modélisa-
tion AR 2D non-causale n’est pas vérifié : les taux de reconnais-
sance du tableau 7 (ensemble EZER AR) sont très médiocres : ils
varient de 30 % à 80 % selon la classe. L’explication est la même
que celle suggérée pour les résultats concernant la méthode log-
polaire calculée sur les paramètres AR.
L’ensemble EZER COR (ensembles de moments de Zernike
appliqués aux paramètres COR) permet par contre de distinguer
très bien les classes caillou, ride et sable (TRI = 100 %), et assez
bien la classe dune (75 %).
5.4. Résumé
Les résultats illustrés au paragraphe précédent nous ont conduit
à ne pas retenir la méthode des moments de Zernike ni la métho-
de log-polaire appliquées aux paramètres AR comme méthode
de caractérisation texturelle invariante en rotation. Celles-ci
donnent des taux de classification médiocres. La raison majeure
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ECIRC caillou dune ride sable TRI (%)
caillou 105 0 0 0 100 %
dune 2 97 0 6 92 %
ride 0 0 105 0 100 %
sable 0 0 0 105 100 %
TRM : 98 %
Tableau 5. – Performances de la modélisation AR circulaire sur images
sonar : matrice de confusion  associée à l’ensemble d’attributs caractéris-
tiques ECIRC.
ELP AR caillou dune ride sable TRI (%)
caillou 40 4 0 61 38 %
dune 21 60 0 24 57 %
ride 2 0 15 88 14 %
sable 0 0 0 105 100 %
TRM : 52 %
Tableau 6. – Performances de la méthode log-polaire sur images sonar : matrices de  confusion associées respectivement de gauche à droite  aux ensembles
d’attributs caractéristiques ELP AR et de ELP COR .
ELP COR caillou dune ride sable TRI (%)
caillou 105 0 0 0 100 %
dune 7 77 3 18 73 %
ride 0 2 100 3 95 %
sable 0 0 0 105 100 %
TRM : 92 %
EZER AR caillou dune ride sable TRI (%)
caillou 32 54 14 5 30 %
dune 5 85 14 1 80 %
ride 0 8 49 48 46 %
sable 0 6 21 78 74 %
TRM : 58 %
EZER COR caillou dune ride sable TRI (%)
caillou 105 0 0 0 100 %
dune 8 79 0 18 75 %
ride 0 0 105 0 100 %
sable 0 0 0 105 100 %
TRM : 94 %
Tableau 7. – Performances de la méthode des moments de Zernike sur images sonar : matrices de  confusion associées respectivement de gauche à droite  aux
ensembles d’attributs caractéristiques EZER AR et de EZER COR .
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Figure 12. – Résultats comparatifs entre la modélisation AR\ circulaire, les
moments de Zernike appliqués aux paramètres COR et la méthode log-
polaire appliquée aux paramètres COR.
est très probablement la présence d’interpolations dans le pro-
cessus de formation des bases d’images, qui dégrade l’ensemble
des paramètres AR ainsi extraits.
La modélisation AR 2D circulaire ainsi que la méthode des
moments de Zernike et la méthode log-polaire appliquées toutes
deux aux paramètres COR donnent en revanche de très bons
résultats. Ces résultats sont d’ailleurs comparables en ce qui
concerne les textures de Brodatz.
La figure 12 met en évidence la supériorité de la modélisation
AR 2D circulaire sur les deux autres méthodes, lorsqu’elles sont
appliquées aux images sonar. Cette supériorité est due essentiel-
lement à une meilleure reconnaissance de la classe dune.
6. Conclusion
Le travail présenté dans cet article s’inscrit dans le cadre de
l’élaboration d’une chaîne complète de classification supervisée
d’images sonar fortement bruitées. L’approche retenue consiste
à combiner une méthode de caractérisation d’images texturées et
un classifieur neuronal. L’invariance en rotation des attributs a
été particulièrement recherchée pour faciliter et améliorer l’ap-
prentissage du classifieur. La démarche adoptée pour caractéri-
ser ces images texturées associe une notion d’invariance en rota-
tion à une modélisation AR 2D en vue d’une application au cas
très spécifique des images sonar. Nous avons proposé parallèle-
ment cinq méthodes de caractérisation des images texturées
basées sur la modélisation AR : la modélisation AR circulaire
enrichie, les moments de Zernike appliqués aux paramètres AR
et aux paramètres COR et la transformation log-polaire (respec-
tivement sur paramètres AR et paramètres COR). Celles-ci per-
mettent d’obtenir un vecteur d’attributs caractéristiques théori-
quement invariant en rotation, i.e., très robuste vis-à-vis des
rotations d’images sonar.
Les résultats expérimentaux ont montré que les attributs carac-
téristiques fournis par la modélisation AR circulaire enrichie
sont très robustes vis-à-vis des rotations artificielles appliquées
aux images sonar.
D’autre part, les résultats expérimentaux obtenus en classifica-
tion par les deux méthodes Moments de Zernike et
Transformation Log-Polaire justifient pleinement leur utilisation
sur les paramètres COR. Par contre, leur utilisation n’est pas
souhaitable sur les paramètres AR.
Parmi toutes les méthodes étudiées, c’est la modélisation para-
métrique circulaire qui répond actuellement le plus efficacement
aux objectifs visés (application aux images sonar) : fournir au
classifieur des paramètres caractéristiques très pertinents, en
nombre réduit et très robustes vis-à-vis des rotations d’images.
Cependant, nous pensons qu’il est fort probable que dans l’ave-
nir, lorsque des bases de données plus grandes et plus variées
seront prises en compte, la méthode des moments de Zernike,
calculés sur les paramètres COR, fournisse des résultats
meilleurs puisque l’information de texture prise en compte par
cette méthode est beaucoup plus riche que celle contenue dans
les paramètres « circulaires ». Enfin, une approche intégrant une
analyse à deux résolutions constitue une piste à explorer afin de
mieux détecter la classe dune.
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