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Abstract 
Document classification is a hard but important research topic. To effectively resolve this problem, a novel document 
classification algorithm is proposed by using maximum margin projection(MMP) and least square support vector 
machines (LS-SVM). The high-dimensional document data is first projected into lower-dimensional feature space via 
MMP algorithm, then the LS-SVM classifier is used to classify the test documents into different class in terms of the 
extracted semantic features. Experiments performed on two popular document datasets demonstrate the superior 
performance of the proposed document classification algorithm. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Over the last decade, with the increasing availability of powerful computing platforms and high-
capacity storage hardware, the number of digital documents available for various purposes has grown 
tremendously. The dramatic increase of documents demands efficient organizing and retrieval methods, 
especially for a large document database. Document classification is one of the most crucial techniques to 
organize the documents in a supervised manner. In real document classification tasks, the raw document 
data are often very high dimensional, ranging from several hundreds to thousands, so direct operations on 
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them are computationally expensive and obtain unsatisfactory results. A common way to cope with this 
problem is to use dimensionality reduction. The purpose of dimensionality reduction is to transform a 
high-dimensional data set into a low-dimensional space, while retaining most of the underlying structure 
in the data. Once the high-dimensional document data are projected into a lower-dimensional document 
semantic space, the traditional classification algorithms can be applied in the low-dimensional feature 
space. Therefore, how to extract discriminating document features and how to classify a new document 
based on the extracted features are two critical issues of document classification algorithms. 
In this paper, the objective is to investigate the performance of document classification algorithm based 
on maximum margin projection(MMP) and least square support vector machines (LS-SVM). The main 
idea of the algorithm is as follows: The high-dimensional document data is first projected into lower-
dimensional feature space by using MMP algorithm, then the LS-SVM classifier is used to classify the 
test documents into different class based on the extracted semantic features. The rest of the paper is 
organized as follows. Section 2 reports document classification algorithm based on MMP and LS-SVM. 
Experimental results are reported in Section 3. Finally, Section 4 offers conclusions. 
2. Document Classification Algorithm Based on MMP and LS-SVM 
2.1. The MMP-based document dimensionality reduction 
Maximum margin projection(MMP) is a recently proposed manifold learning algorithm for 
dimensionality reduction[1]. It is based on locality preserving neighbor relations and explicitly exploits 
the class information for classification. It is a graph-based approach for learning a linear approximation to 
the intrinsic data manifold by making use of both labeled and unlabeled data. Its goal is to discover both 
geometrical and discriminant structures of the data manifold. 
Given a set of documents { }1, , mnx x ⊂K �  and the corresponding class label { }1 2, , , 1, 2, ,nc c c p∈K K ,
the document set can be represented as a term-document matrix [ ]1 2, , , nX x x= K x . MMP aims to seek a 
document feature subspace that preserves the local geometrical and discriminant structures of the high-
dimensional document manifold. Let bS and w  denote weight matrices of between-class graph bG and
within-class graph respectively. MMP can be obtained by solving the following maximization 
problem: 
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} e the se nwhere d note t of its k nearest eighbors, and  represents the label 
of . Specially, 
( ) { kiii xxxN ,,1 K= ( ) ( )ixlix ( ) ( ){ }kjxlxlxxN ib =( ) ( )iiw xNxN = i
jj ,,1, K=≠
]
ii ( )ib xN−
contains the neighbors having different 
labels, and  contains the rest of the neighbors. 
Finally, by using simple algebraic transformation, the projection vectors of MMP are the eigenvectors 
associated with the largest eigenvalues of the following generalized eigenvalue problem: ( )( ) aXXDaXSLX TwTwb λββ =−+ 1                                                  (5) 
where [ 1,0∈β  is a suitable constant which controls the weight between a within-class graph and a 
between-class graph. To overcome the singular problem, we can first project the document vector into the 
SVD subspace by throwing away those zero singular values so that the matrix TwXD X  becomes 
nonsingular.  
Let [ ]1 2, , ,MMP lW a a= K
lλ> > >K
a
)
 be the solutions of (5), ordered according to their eigenvalues, 
.Then, the MMP embedding can be defined as follows: 1 2λ λ
( Ti i SVD MMP ix y W W x→ =                                                                  (6) 
where is the lower-dimensional representation of the document ,and  is the transformation 
matrix. 
iy ix SVD MMPW W
2.2. The LS-SVM classifier for document classification 
As for document classification, classifier selection is another key issue after dimensionality reduction. 
Found on statistical learning theory, support vector machine(SVM)[2] classifier  has drawn much 
attention due to their good performance in practical applications and their solid theoretical foundations. 
To reduce the computational demand of SVM, the least square version of SVM(LS-SVM)[3] was adopted 
as document classifier in this paper, LS-SVM avoids solving quadratic programming problem and 
simplifies the training procedure. Consequently, LS-SVM classifier is computationally efficient. 
Consider a linearly separable binary document classification problem: 
( ){ }, ni ix y  and { }1, 1iy ∈ + −                                                            (7) 1i=
where ix  is the lower-dimension document feature vector and iy  is the label of this vector. The LS-SVM 
classifier is constructed by minimizing the below objection function: 
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where  is a regularization factor, b is a bias term, ie is  the difference between the desired output 
and the actual output, and 
                                                               (9) 
0C > ( )ixϕ is a nonlinear mapping function. 
The Lagrangian for problem (8) under the constraint (9) is defined as follows: 
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where  are Lagrangian  multipliers. i
The solution can be found through the following linear system: 
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where ( ) ( )1 1, ,T Tn nx y xϕ ϕ ϕ= ⎣ ⎦K y⎡ ⎤ , [ ]1, , nY y y= K , [ ]1 1, ,1=
v K , and [ ]1, , nα α α= K .
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Thus for a given kernel function , the LS-SVM classifier is given as follows: ( ),K
x y K x x bα
=
⎡ ⎤
= +⎢ ⎥⎣ ⎦∑f                                                          (12) 
where (, )K  is a kernel function. In this experiment, we adopt the following normalized polynomial kernel 
function since it has achieved better performance in many pattern recognition tasks: 
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where is the polynomial kernel. ( ),k
As can be seen, the LS-SVM classifier is constructed by solving the linear system (11) rather than the 
quadratic programming, which is computationally efficient. 
2.3. The  document classification algorithm description 
The document classification algorithm procedure based on MMP and LS-SVM can be outlined as 
follows: 
Step1: SVD Projection. To overcome singular values problem, we project the document set {  into 
the SVD subspace by throwing away those zero singular values. 
}ix
Step2: Constructing the within-class and between-class graphs and choosing the edge weights in terms 
of  (3) and (4) respectively. 
Step3: Building the optimal objective function of MMP according to (1) and (2). 
Step4: The projection vectors of MMP are obtained by solving the generalized eigenvector problem in 
(5), and the lower-dimensional feature representation of high-dimensional document data can be obtained 
in terms of (6). 
Step5: Constructing the optimal objective function of LS-SVM in the reduced lower-dimensional 
document feature space according to (8) and (9). 
Step6: The Lagrangian multipliers i  are first obtained by solving the linear system in (11), then the 
LS-SVM classifier is applied to classify different documents in terms of (12). 
α
3. Experimental results 
To test the effectiveness of our approach, comprehensive performance study has been conducted using 
two standard text dataset: Reuter-21578[4] and WebKB[5].  We compare our proposed document 
classification algorithm based on MMP and LS-SVM (MMP-LSSVM) with document classification 
algorithm based on LSI[6] and SVM (LSI-SVM), document classification algorithm based on LDA[7] and 
SVM (LDA-SVM), document classification algorithm based on LPP[8] and SVM (LPP-SVM). In all the 
experiments, we simply removed the stop words and no further preprocessing was done. Each document 
is represented as a term-frequency vector and normalized one.  
To evaluate the classification performance, we use the two well-known metrics, the classification 
accuracy rate and the F1 measure[6]. In our experiments, we randomly chose 50% of the documents for 
training and assigned the rest for testing. We conduct the training-test procedure three times and use the 
average of the three performances as final result. The classification accuracy rate and the F1 measure on 
the Reuter-21578 and WebKB are reported on the Table 1 and Table 2. From the experimental results, we 
can make the following observations: 1)Our proposed MMP-LSSVM algorithm consistently outperforms 
LSI-SVM, LDA-SVM and LPP-SVM algorithms. The possible reason may be explained as follows: 
MMP simultaneously considers the local manifold and discriminant structures, thus achieving maximum 
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discrimination; In addition, the computation efficient LS-SVM algorithm further improves the 
classification performance. 2) The LSI-SVM algorithm performs the worst among the four classification 
algorithms, which indicates that LSI might not be optimal in classifying documents. 3)  The LDA-SVM 
algorithm performance worse than LPP-SVM algorithm. This is probably because LDA fails to discover 
the underlying nonlinear manifold structure which is important for document classification problem. 
Table 1. Performance comparison on the Reuters-21578 data set 
Classification algorithm Accuracy rate (%) F1 measure (%) 
LSI-SVM 79.57 72.83 
LDA-SVM 88.96 85.49 
LPP-SVM 91.82 89.51 
MMP-LSSVM 95.64 92.67 
Table 2. Performance comparison on the WebKB data set 
Classification algorithm Accuracy rate (%) F1 measure (%) 
LSI-SVM 81.26 77.59 
LDA-SVM 87.43 83.72 
LPP-SVM 90.58 86.36 
MMP-LSSVM 94.37 91.85 
4. Conclusions 
This paper deals with the important problem of dimensionality reduction and classifier selection for 
document classification. A novel document classification based on MMP and LS-SVM is proposed. 
Experimental results demonstrate that the proposed algorithm achieves much better performance than 
traditional document classification algorithms. 
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