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ABSTRACT
The aim of this project is to use existing community detection
algorithms on an IP network dataset to create supernodes within
the network. This study compares the performance of different
algorithms on the network in terms of running time. The paper
begins with an introduction to the concept of clustering and
community detection followed by the research question that the
team aimed to address. Further the paper describes the graph
metrics that were considered in order to shortlist algorithms
followed by a brief explanation of each algorithm with respect to
the graph metric on which it is based. The next section in the
paper describes the methodology used by the team in order to run
the algorithms and determine which algorithm is most efficient
with respect to running time. Finally, the last section of the paper
includes the results obtained by the team and a conclusion based
on those results as well as future work.
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1. INTRODUCTION
To cluster the IP network into communities, the network is
represented as a graph wherein each unique IP device is
represented as a node and the interconnections among these nodes
as edges. The growing complexity of networks makes it difficult
to keep track of network activities. Networks are usually
composed of subgroup structures, such that there is a higher
density of edges within groups than between them [4]. Finding
communities may shed light on the organization of complex
systems and on their function. Therefore, detecting communities
in networks has become a fundamental problem in network
science [9].
This project mainly involved a research on the existing algorithms
being used for community detection in large scale networks and
seeing their application to the cybersecurity area. The network
traffic can be represented as a graph and used to find communities
in the network. After doing a thorough literature survey, two
algorithms that are most efficient in terms of running time were
chosen. The team’s aim was to test these algorithms to partition a
graph consisting of a large number of nodes. The communities
can be detected using metrics such as modularity, edge
betweenness and running time. Modularity is the measure of
density of links inside a community as compared to links between
communities and whose value ranges in between -1 and 1 [2].
Edge betweenness can be described as some measure such as
edge, random-walk, or current-flow that favors edges that lie
between communities and disfavors those that lie inside
communities [11]. The research question that the team endeavored
to address was “which methods for graph partitioning and
community detection perform best in terms of running time for the

purpose of grouping IP networks into clusters (supernodes)?”
Communities so formed after partitioning were representative of
the original graph. The algorithms used for the community
detection were tested for running time. Also, the team explored
the community structure given by the different algorithms. The
inferences obtained in this study can be used to detect and analyze
an attack that involves large network traffic to check for
anomalous behavior between nodes.

2. GRAPH METRICS
Study of classification of algorithms based on graph metrics
allowed consideration of various methods of partitioning. Thus
the search for efficient algorithms was not biased towards any one
class or did not overlook any class of algorithms. Various graph
metrics are used in order to calculate and quantify the quality of
communities created in the network. This study considered three
metrics and the algorithms that use these metrics.

2.1 Betweenness Centrality
The algorithms based on link-centrality measures rely on a
hierarchical divisive approach. Initially the whole network is seen
as a single community. The most central links are then repeatedly
removed. The underlying assumption is that these particular links
are located between the communities. After a few steps, the
network is split in several components which can be considered as
communities in the initial network. Iterating the process, one can
split each discovered community again, resulting in a finer
community structure. By considering the communities detected at
each step of the process, one obtains a hierarchy of community
structures. One of the first metrics used for modern age
community detection is edge betweenness measure. Vertex
betweenness was studied and first proposed by Freeman [7] as a
measure of centrality of the vertex in the network. Girvan and
Newman [2002] generalized Freeman’s [7] betweenness centrality
to edges, which led to the introduction of edge betweenness. For
an edge, it is defined as the number of shortest paths that run
along it.

2.2 Modularity
Modularity is a metric that is used most widely for community
detection and analysis of quality of partitions. “The modularity of
a partition is a scalar value between -1 and 1 that measures the
density of links inside communities as compared to links between
communities” [2]. A higher value of modularity indicates a good
community structure. According to Girvan and Newman [11], a
modularity value above 0.3 indicates a good quality of partitions
in the network. It was first introduced by Girvan and Newman
[11] as a stopping condition for their community detection
algorithm. After that, efforts were taken to optimize the
maximization of modularity in order to obtain more accurate
communities and in less time.

2.3 Information-based Partitioning

3.3 Infomap using Map Equation

Modularity is easy to compute and widely applicable. However,
modularity optimization methods suffer from a “resolution limit”
that depends on the size and connectivity of the network. In
response to the limitations, Rosvall, Axelsson, and Bergstrom,
[12] proposed a flow-based and information-theoretic formulation
of the community detection problem, known as the map equation.
The map equation addresses two problems of large networks:
compression of data and identifying modular structures in the
network. In order to address the first issue, Huffman coding is
used. The same Huffman codes are used to find modules in the
network.

Rosvall, Axelsson, and Bergstrom [12] proposed a flow-based
and information-theoretic formulation of the community
detection problem, known as the map equation that is optimized
with search algorithm InfoMap. Infomap decomposes a network
into communities by optimally compressing the description of
information flows on the network. The description is in the form
of Huffman codes. A generalization of map equation to uncover
important multilevel structures and their relationships in networks
yields the hierarchical map equation, Hiermap [12]. The
implementations of InfoMap are sequential and cannot scale to
handle the graphs with millions and billions of edges. Hence,
Rosvall et al. [13] introduced RelaxMap, a parallel community
detection algorithm to optimize the map equation.

3. ALGORITHMS
3.1 Betweenness Centrality using Local
Search
Girvan and Newman algorithm [2002] used a top down approach
(divisive algorithm) to remove links iteratively. It is based on
concept of edge betweenness that expresses the importance of the
role of the edges in processes where signals are transmitted across
the graph following paths of minimal length [6]. In their paper,
Belkhiri et al. [1] have proposed a new betweenness centrality
algorithm (BCALS) that makes use of local search for community
detection. It is effective in solving the community detection
problem with the advantage that the number of communities is
automatically determined in the process. “BCALS selects at first,
leaders according to their measure of betweenness centrality, then
it selects randomly a node and calculates its local function for all
communities and assigns it to the community that optimizes its
local function” [1].

3.2 Grappolo using Modularity
In 2004, Newman [11] suggested an algorithm based on the
greedy optimization of the quantity known as modularity.
Modularity measures the quality of communities, in the sense that
there are many edges within communities and only a few between
them. The procedure of partitioning ends with the modularity of
the resulting partition reaches a maximum. However, the
complexity of this algorithm on a sparse graph is O (n 3), where n
is the number of nodes [9].
Blondel et al., [2] introduced a multistep technique based on a
local optimization of Newman-Girvan modularity in the
neighborhood of each node [9]. “This algorithm finds high
modularity partitions of large networks in short time and that
unfolds a complete hierarchical community structure for the
network, thereby giving access to different resolutions of
community detection” [2]. The algorithm is called Louvain
algorithm. It has a linear time complexity of O (nlogn), where n
is the number of nodes.
Lu, Halappanavar, and Kalyanaraman [10] proposed
various parallel heuristics that could be added to the Louvain
method in order to make it faster by parallelizing it. The
algorithm that was proposed by them is known as Grappolo.
Various concepts of the graph theory were used to execute the
parallel heuristics; two such concepts were graph coloring and
vertex following. The main aim behind using these heuristics was
to make sure that the parallel calculations do not affect the
modularity value. These heuristics were tested using C++ and
OpenMP for multithreading. This version of the Louvain method
gave higher modularity values and needed less number of
iterations as compared to the original Louvain method.

Table 1 provides a summary of the metrics and their associated
algorithms.
Table 1. List of Algorithms for Community
Detection
Classification
Method
Description
Iteratively
Girvan Neuman (GN)
removes edges
Algorithm
with maximum
Betweenness
Betweenness
Centrality
Betweenness Centrality
Finds leader nodes
Algorithm using local
iteratively
search
Compresses
Infomap
information flow
Map Equation
Compresses flow
Hiermap
hierarchically
Greedy
Louvain
hierarchical
optimization
Modularity
Uses random
Faster unfolding of
neighbor for
communities
calculation of gain
in modularity.

4. METHODOLOGY
Cyber-attacks are detected by analyzing network traffic to check
for anomalous behavior between nodes. A major concern in this
process is the time and efforts taken to analyze a large number of
packets spread over a large number of hosts in the network. The
growing size of networks makes this problem worse. As the
amount of data increases, it becomes important to come up with
ways to make the analysis easier and faster [8]. Our study
involved carrying out community detection on these IP networks
in order to find supernodes. We shortlisted two algorithms that are
believed to be exceptionally good compared to other algorithms.
We ran these algorithms on our data to analyze their runtime and
performance for varying number of edges. We also looked at the
different metrics used for community detection to see how each
metric behaves with the network during community detection.
Along with this, we also explored the community structure
obtained from both the algorithms
This project was essentially a comparative study of community
detection algorithms for cyber networks. Keeping the hardware
constant, the algorithms, namely Infomap and Grappolo were run
on multiple datasets of multiple sizes to obtain corresponding
running times. A comparative analysis was conducted by the team
in order to be able to conclude which algorithm performs better in

terms of running time for varying number of edges. The aim was
to compare whether the average difference between the running
times of the two algorithms is statistically significant or not.
Hence, the team decided to perform a two sample t-test to analyze
the results of the two algorithms. A two sample t-test is typically
used to do a hypothesis testing to check the difference between
two population means. The two populations here are the running
times for both the algorithms, that is, Infomap and Grappolo. The
main dependent variable that was tested was the running time. For
each dataset, a hypothesis test was carried out to check for the
means in the running times. In order to obtain the mean values,
each algorithm was run on each of the seven datasets twenty
times, as it was necessary to make sure that the sample size was
large enough for the data in the sample to be normally distributed.
Samples were examined for normal distribution using SAS.

diagram is the output file which was used by the team to visualize
the final output in order to study the community structure in terms
of number of communities and edges between communities.

4.1 Environment Setup
In order to run the algorithms on the datasets, we used a constant
hardware setup so that the hardware used wouldn’t affect the
running time in any way. The results were collected by running
the algorithms on a high performance computing infrastructure,
Conte, provided by Purdue University. Conte consists of compute
nodes, each having 2 8-core Intel processors and 64 GB memory.

4.2 Data collection and Sampling
The datasets are taken from 2 sources:
1. CAIDA: The Center for Applied Internet Data Analysis
is an independent analysis and research group based at
the University of California's San Diego Supercomputer
Center. We used the passive anonymized IP network
traces collected from CAIDA’s Chicago datacenter for
the year 2015.This dataset consisted of 3 million nodes
and 6 million unique edges.
2. SNAP: We obtained an Internet topology graph from
Stanford Large Network Dataset Collection. Originally
collected by CAIDA, it contains traceroutes run daily in
2005. The dataset contains 1.7 million nodes, 11 million
edges. Skitter, a tool for actively probing the Internet in
order to analyze topology and performance, was used
for data collection.
The datasets mentioned above were cleaned, processed and
indexed so that the data was in a format that is accepted by the
algorithms. The data was originally in the form of packet captures,
stored in .pcap files. The source and destination IP addresses were
extracted from this dataset using tcpdump, a packet analyzing
tool. The community detection algorithms chosen for this study
accept nodes in the form of integer values as input. Hence the IP
addresses were converted to integer. Also, a script was written in
order to index the dataset in order to prepare the data to give as
input to the algorithm.
Observing the performance of the algorithms on networks of
different sizes was an important part of this study. Hence, the
dataset obtained from CAIDA was used to create subsets in order
to obtain different datasets that would have varying number of
edges. A script was written in order to split the data sequentially
in intervals of 0.5 million edges. Thus the team generated seven
subsets of data to run the algorithms on.

Figure 1: Block diagram of process used in study

5. RESULTS
The hypothesis tested is as follows:
Ho: The difference in the running time of Infomap and Grappolo
is not statistically significant
Ha: The difference in the running time of Infomap and Grappolo
is statistically significant
Statistically,
Ho: μ1 - μ2 = 0
Ha: μ1 - μ2 != 0
where
μ1 is the mean running time for Infomap
μ2 is the mean running time for Grappolo
Assuming value of alpha to be 0.05, two sample t tests were
carried out on each of the seven datasets to test the hypothesis
stated above.
Table 2. Means and Standard Deviations for varying number
of Edges.
Number
of Edges
0.5

Infomap

Mean

0.9365

29.85

S.D.

0.2986

2.7004

Mean

1.7810

50.70

S.D.

0.3138

2.8303

Mean

2.3250

97.45

S.D.

0.3537

6.177

Mean

3.1450

212.8

S.D.

0.7072

16.4984

Mean

3.4680

242.3

S.D.

0.3963

18.7704

Mean

4.17

260.9

S.D.

0.3915

18.8872

Mean

5.2850

271.2

S.D.

0.7311

22.7702

1.0

1.5

2.0

2.5

3.0

4.3 Block Diagram
As shown in the block diagram below, a dataset is given
as an input to the algorithm. The aim was to obtain the running
times of the algorithm being run on different sizes of data “n”
number of times. In order to vary the size of data, the team varied
the number of edges in the dataset. The other output in the block

Grappolo

3.5

P Value

< 0.0001

< 0.0001

< 0.0001

< 0.0001

< 0.0001

< 0.0001

< 0.0001

From the above table it is clear that for every dataset the P value is

less than 0.05, and accordingly, we can reject Ho. Hence for every
dataset, our data provides evidence that the difference in the
running time of Infomap and Grappolo is statistically significant.

6. VISUALIZATIONS
This section describes the visualizations made to study the
community structure. Gephi, a large scale network visualization
tool was used to get the visualizations. Figures 2 and 3 below
show the visualization of the connected communities obtained
using Infomap and Grappolo respectively. Grappolo resulted in
1060 connected communities and 4393 edges between them.
Infomap, on the other hand, gave 934 communities and 8070
edges. The figures clearly indicate that the graph made using these
supernodes is sparse for Grappolo as compared to Infomap. After
getting the initial visualizations, each community was given a
rank. The rank indicates the size of a community. A script was
written to determine how many nodes each community consists
of. The rank of the communities was displayed in the
visualizations using color and size.

Figure 2. Infomap community visualization
.

7. CONCLUSION
We now conclude with a discussion of the various possible
applications of community detection in the field of cybersecurity.
Malicious activity is highly localized within networks. Hence, the
malicious activities create clusters of maliciousness. Collins et al.
[5] have defined a term known as spatial uncleanliness. It is the
tendency of compromised hosts to cluster together in a network. It
means that if a community has a blacklisted node or a malicious
node, there are high chances that the other nodes in the
community will be malicious too. The community detection
algorithms can be used for this purpose. It will be easier to use
communities to analyze the communication patterns and detect the
extent of spread of malicious activities. We would also mention a
specific study that provided an insight about the relationship
between community detection and network security. It suggests
that communities detected can be leveraged by propagating threat
probabilities across graph nodes, given an initial set of known
malicious nodes. This method is called Probabilistic Threat
Propagation (PTP) [3]. Simply blacklisting any IP address that is
associated with a malicious domain yields an extremely high false
positive rate. Instead, PTP has the ability to recover large portions
of a blacklist by observing whether a given node belongs to the
same community as the compromised node or not, and yields low
false positives. PTP operates by taking nodes in the blacklist as a
starting point and associating community structures to obtain a
probability value at each unknown node. Thus, the community
structure of the graph can be further used to implement techniques
like PTP that evaluate the malicious activity within the network.
This study is just a starting point and can be taken in multiple
directions in order to explore the field more. More metrics can be
included in the study to examine the performance of those metrics
on the community detection process. The community structure
obtained can actually be used to carry out some cyber-attack
detection to see how useful community detection is for
cybersecurity applications. We can also see which community
structure works better for cybersecurity applications. Also, this
analysis can be carried out on different datasets and larger sizes to
test the trend of speedup for different sizes of the network.
Different features of the dataset can also be used to detect
communities. Some of these features are the volume of data
transferred and port number. This study did not dig into the
community structure of the networks. An interesting angle to this
study could be exploring the communities more to see how the
structure within communities.
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