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ABSTRACT
The ability to plan and execute goal specific actions in varied and unseen envi-
ronments settings is a central requirement of intelligent agents. In this paper, we
explore how an agent can be equipped with an internal model of the dynamics of
the external world, and how it can use this model to plan novel actions by running
multiple internal simulations (“visual imagination”). Our models directly process
raw visual input, and use a novel object-centric prediction formulation based on vi-
sual glimpses centered on objects (fixations) to enforce translational invariance of
the learned physical laws. The agent trains itself through random interaction with
a collection of different environments, and the resulting model can then be used
to plan goal-directed actions in novel environments that were previously never en-
countered by the agent. We demonstrate that our agent can accurately plan actions
for playing a simulated billiards game, which requires pushing a ball into a target
position or into collision with another ball.
1 INTRODUCTION
Imagine a hypothetical person who has never encountered the game of billiards. While this person
may not be very adept at playing the game, he would still be capable of inferring the direction in
which the cue ball needs to be hit to displace the target ball to a desired location. How can this
person make such an inference without any prior billiards-specific experience? One explanation is
that humans are aware of the laws of physics, and a strategy for playing billiards can be inferred from
knowledge about dynamics of bouncing objects. However, humans do not appear to consciously
solve Newton’s equations of motion, but rather have an intuitive understanding of how their actions
affect the world. In the specific example of billiards, humans can imagine the trajectory that the
ball would follow when a force is applied, and how the trajectory of ball would change when it hits
the side of the billiards table or another ball. We term models that can enable the agents to visually
anticipate the future states of the world as visual predictive models of physics.
A visual predictive model of physics equips an agent with the ability to generate potential future
states of the world in response to an action without actually performing that action (“visual imagi-
nation”). Such visual imagination can be thought of as running an internal simulation of the external
world. By running multiple internal simulations to imagine the effects of different actions, the
agent can perform planning, choosing the action with the best outcome and executing it in the real
world. The idea of using internal models for planning actions is well known in the control literature
(Mayne, 2014). However, the question of how such models can be learned from raw visual input
has received comparatively little attention, particularly in situations where the external world can
change significantly, requiring generalization to a variety of environments and situations.
Previous methods have addressed the question of learning models, including visual models, of the
agent’s own body (Watter et al., 2015; Lillicrap et al., 2015). However, when performing actions in
complex environments, models of both the agent and the external world are required. The external
world can exhibit considerably more variation than the agent itself, and therefore such models must
generalize more broadly. This makes problem of modelling the environment substantially harder
than modelling the agent itself.
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Figure 1: Frame-centric versus object-centric prediction. Left: Frame-centric model predicts
takes as input the the image of the the entire billiards and forces applied by the agent to make pre-
dictions about the future. Right: Object-centric model predicts the future states of the world by
individually modeling the temporal evolution of each the L objects in the world. In the billiards
world, predicting the future velocities (ult+h, h ∈ [1, 20], l ∈ [1, L]) of each of the L balls is suffi-
cient for generating the future world states. Please see section 3 for more details.
The complexities associated with modeling the external world may be elucidated through an exam-
ple. Consider the family of worlds composed of moving balls on a 2D table (i.e. moving-ball world).
This family contains diverse worlds that can be generated by varying factors such as the number of
balls, the table geometries, ball sizes, the colors of balls and walls, and the forces applied to push
the balls. Because the number of objects can change across worlds, it is not possible to explicitly
define a single state space for these worlds. For the purpose of modeling, an implicit state space
must be learnt directly from visual inputs. In addition to this combinatorial structure, differences in
geometry and nonlinear phenomena such as collisions result in considerable complexity.
Similar to the real world, in the moving-ball world, an agent must perform actions in novel conditions
it has never encountered before. Although moving-ball worlds are relatively constrained and syn-
thetic, the diversity of such worlds can be manipulated using a small number of factors. This makes
them a good case study for systematically evaluating and comparing the performance of different
model-based action selection methods under variation in external conditions (i.e. generalization).
Both the real world and the synthetic moving-ball worlds also contain regularities that allow learn-
ing generalizable models in the face of extensive variation, such as the translational invariance of
physical laws. The main contribution of this work is a first step towards learning dynamical model
of the external world directly from visual inputs that can handle combinatorial structure and exploits
translation invariance in dynamics. We propose an object-centric (OC) prediction approach, illus-
trated in Figure 1), that predicts the future states of the world by individually modeling the temporal
evolution of each object from object-centric glimpses. The object-centric (OC) approach naturally
incorporates translation invariance and model sharing across different worlds and object instances.
We use a simulated billiards-playing domain where the agent can push balls on a 2D billiard table
with varying geometry as a working example to evaluate our approach. We show that our agent
learns a model of the billiards world that can be used to effectively simulate the movements of
balls and consequently plan actions without requiring any goal-specific supervision. Our agent
successfully predicts forces required to displace the ball to a desired location on the billiards table
and to hit another moving ball.
2 PREVIOUS WORK
Vision-based control Due to the recent success of deep neural networks for learning feature rep-
resentations that can handle the complexity of visual input Krizhevsky et al. (2012), there has been
considerable interest in utilizing this capability for learning to control dynamical systems directly
from visual input. Methods that directly learn policies for prediction actions from visual inputs have
been successfully used to learn to play Atari games Mnih et al. (2013) and control a real robot for a
predefined set of manipulation tasks Levine et al. (2015). However, these methods do not attempt to
model how visual observations will evolve in response to agent’s actions. This makes it difficult to
repurpose the learned policies for new tasks.
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Another body of work (Kietzmann & Riedmiller, 2009; Lange et al., 2012) has attempted to build
models that transform raw sensory observations into a low-dimensional feature space that is better
suited for reinforcement learning and control. More recently works such as (Wahlstro¨m et al., 2015;
Watter et al., 2015) have shown successful results on relatively simple domains of manipulating
a synthetic two degree of freedom robotic arm or controlling an inverted pendulum in simulation.
However, training and testing environments in these works were exactly the same. In contrast,
our work shows that vision based model predictive control can be used in scenarios where the test
environments are substantially different from training environments.
Models of physics and model based control (Hamrick et al., 2011) provided evidence that hu-
man judgement of how dynamical systems evolve in future can be explained by the hypothesis that
humans use internal models of physics. (Jordan & Rumelhart, 1992; Wolpert et al., 1995; Haruno
et al., 2001; Todorov & Ghahramani, 2003) proposed using internal models of the external world for
planning actions. However these works have either been theoretical or have striven to explain senso-
rimotor learning in humans. To the best of our knowledge we are the first work that strives to build
an internal model of the external world purely from visual data and use it for planning novel actions.
(Oh et al., 2015) successfully predict future frames in Atari game videos and train a Q-controller
for playing Atari games using the predicted frames. Training a Q-controller requires task specific
supervision whereas our work explores whether effective dynamical models for action planning can
be learnt without requiring any task specific supervision.
Learning Physics from Images and Videos Works of Wu et al. (2015); Bhat et al. (2002);
Brubaker et al. (2009); Mottaghi et al. (2015) propose methods for estimating the parameters of
Newtonian equations from images and videos. As laws of physics governing the dynamics of balls
and walls on a billiards table are well understood, it is possible to use these laws instead of learning
a predictive model for planning actions. However, there are different dynamic models that control
ball-ball collisions, ball-wall collisions and the movement of ball in free space. Therefore, if these
known dynamical model are to be used, then a system for detecting different event types would
be required for selecting the appropriate dynamics model at different time points. In contrast, our
approach avoids hand designing such event detectors and switches and provides a more general and
scalable solution even in the case of billiards.
Video prediction (Michalski et al., 2014; Sutskever et al., 2008) learn models capable of gen-
erating images of bouncing balls. However, these models are not shown to generalize to novel
environments. Further these works donot include any notion of an agent or its influence on the envi-
ronment. (Boots et al., 2014) proposes model for predicting the future visual appearance of a robotic
arm, but the method is only shown to work when the same object in the same visual environment
is considered. Further it is not obvious how the non-parametric approach would scale with large
datasets. In contrast our approach generalized to novel environments and can scale easily with large
amounts of data.
Motion prediction for Visual Tracking In Computer Vision, object trackers use a wide variety
of predictive models, from simple constant velocity models, to linear dynamical systems and their
variants (Urtasun et al., 2006), HMMs (Brand et al., 1997; Ghahramani & Jordan, 1997), and other
models. Standard smoothers or filters, such as Kalman filters (Weng et al., 2006), usually operate
on Cartesian coordinates, rather than the visual content of the targets, and in this way discard useful
information that may be present in the images. Finally, methods for 3D tracking of Kyriazis et al.
(2011); Salzmann & Urtasun (2011) use Physics simulators to constrain the search space during data
association.
3 LEARNING PREDICTIVE VISUAL MODELS
We consider an agent observing an interacting with dynamic moving-ball worlds consisting of mul-
tiple balls and multiple walls. We also refer to these worlds as billiard worlds. The agent interacts
with the world by applying forces to change the velocities of the balls. In the real world, the envi-
ronment of an agent is not fixed, and the agent can find itself in environments that it has not seen
before. To explore this kind of generalization, we train our predictive model in a variety of billiards
3
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Figure 2: Network architecture. At each time step t, for each object, the network is provided with
the previous four glimpses centered on the object’s position, as well as the agent’s applied forces
Ft = (F
x
t , F
y
t ) and the hidden states of the LSTM units from the previous time step. The output is
ball displacements ut+k = (∆xt+k,∆yt+k) for k = 1 · · ·h in the next h frames.
environments, which involve different numbers of balls and different wall geometries, and then test
the learnt model in previously unseen settings.
In the case of moving-ball world, it is sufficient to predict the displacement of the ball during the
next time step to generate the visual of the world in the future. Therefore, instead of directly pre-
dicting image pixels, we predict each object’s current and future velocity given a sequence of visual
glimpses centered at the object (visual fixation) and the forces applied to it.
We assume that during training the agent can perfectly track the objects. This assumption is a mild
one because not only tracking is a well studied problem but also because there is evidence in the
child development literature that very young infants can redirect their gaze to keep an object in focus
by anticipating its motion (i.e. smooth pursuit) (Hofsten & Rosander, 1997). The early development
of smooth pursuit suggests that it is important for further development of visual and motor faculties
of a human infant.
3.1 MODEL DETAILS
Our network architecture is illustrated in figure 2. The input to the model is a stack of 4 images
comprised of the current and previous 3 glimpses of the fixated object and the exercised force on the
object at the current time step. The model predicts the velocity of the object at each of the h time
steps in the future. We use h = 20. The same model is applied to all the objects in the world.
Our network uses an AlexNet style architecture (Krizhevsky et al., 2012) to extract visual features.
The first layer (conv1) is adapted to process a stack of 4 frames. Layers 2 and 3 have the same
architecture as that of AlexNet. Layer 4 (conv4) is composed of 128 convolution kernels of size
3 × 3. The output of conv4 is rescaled to match the value range of the applied forces, then is
concatenated with the current force and is passed into a fully connected (encoder) layer. Two layers
of LSTM units operate on the output of the encoder to model long range temporal dynamics. Then,
the output is decoded to predicted velocities.
The model is trained by minimizing the Euclidean loss between ground-truth and predicted object
velocities for h time steps in the future. The ground-truth velocities are known because we assume
object tracking. The loss is mathematically expressed as:
L =
h∑
k=1
wk‖u˜t+k − ut+k‖22 (1)
where ut+k, u˜t+k represent ground-truth and predicted velocities at the kth time step in the future
respectively. Velocities are expressed in cartesian coordinates. We weigh the loss in a manner that
4
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Figure 3: Predicting ball motion under interactions and agent forces. Dots denote predictions of our
model and circles the ground-truth future positions for the fixated ball. Color indicates length of
the prediction horizon, blue denotes close and red far in the future. Our model accurately predicts
collisions under a wide variety of table configurations.
errors in predictions at a shorter time horizon are penalized more than predictions at a longer time
horizon. This weighting is achieved using penalty weights wk = exp(−k 14 ). We use the publicly
available Caffe package for training our model.
For model learning, we generate sequences of ball motions in a randomly sampled world config-
uration. As shown in Figure 3, we experimented both with rectangular and non-rectangular wall
geometries. For rectangular walls, a single sample of the world was generated by randomly choos-
ing the size of the walls, location of the balls and the forces applied on the balls from a predefined
range. The length of each sequence was sampled from the range [20, 200]. The length of the walls
was sampled from a range of [300 pixels, 550 pixels]. Balls were of radius 25 pixels and uniform
density. Force direction was uniformly sampled and the force magnitude was sampled from the
range [30K Newtons, 80K Newtons]. Forces were only applied on the first frame. The size of visual
glimpses is 600x600 pixels. The objects can move up to 10 pixels in each time step and therefore in
20 time steps they can cover distances up to 200 pixels.
For training, we pre-generated 10K such sequences. We constructed minibatches by choosing 50
random subsets of 20 consequent frames from this pre-generated dataset. Weights in layers conv2
and conv3 were initialized from the weights of Alexnet that was trained for performing image clas-
sification on Imagenet (Krizhevsky et al., 2012). Weights in other layers are randomly initialized.
4 MODEL EVALUATION
First we report evaluations on random worlds sampled from the same distribution as the training
data. Next, we report evaluations on worlds sampled from a different distribution of world config-
urations to study the generalization of the proposed approach. Error in the angle and magnitude of
the predicted velocities were used as performance metrics. We compared the performance of the
proposed object centric (OC) model with a constant velocity (CV) and frame centric (FC) model.
The constant velocity model predicts the velocity of a ball for all the future frames to be same as the
ground truth velocity at the previous time step. The ball changes the velocity only when it strikes
another ball or hits a wall. As collisions are relatively infrequent, the constant velocity model is a
good baseline.
We first trained a model on the family of rectangular worlds consisting of 1 ball only. The results
of this evaluation are reported in Table 1. We used average error across all the frames and the error
5
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Time Overall Error Error Near Collisions
CV FC OC CV FC OC
t+1 3.0o/0.00 6.2o/0.04 5.1o/0.03 23.2o/0.00 11.4o/0.06 9.8o/0.04
t+5 11.8o/0.01 8.7o/0.05 7.2o/0.04 56.6o/0.05 21.1o/0.12 17.9o/0.10
t+20 45.3o/0.01 16.3o/0.09 14.8o/0.09 123.0o/0.04 54.8o/0.20 54.8o/0.20
Table 1: Quantitative evaluation of the prediction model reported as error in the magnitude and angle
of the velocity. The average error across all frames (i.e. Overall Error) and error averaged only in
frames that were within [-4, 4] frames of a frame depicting collision (i.e. Error Near Collisions) are
reported for Constant Velocity (CV) model, Frame Centric (FC) and Object Centric (OC) models.
The errors are reported as ao/b, where a is the mean of angular error in degrees and b is the relative
error in the magnitude of the predicted velocity. The constant velocity model predicts the velocity
of a ball for all the future frames to be same as the ground truth velocity at the previous time step.
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Figure 4: Performance comparison of frame centric (FC) and object centric (OC) models. Perfor-
mance is measured as the angular error near collisions. Dashed and solid lines show the angular error
over a horizon of 20 time steps (h = 20) for FC and OC models respectively. (Left) Angular errors
for models trained and tested on 1, 2 and 3 ball worlds respectively. The performance of the models
only degrades slightly with increasing number of balls. Generally, the OC model is more accurate
than the FC model. (Right) Comparing the performance the FC model against the OC model when
models trained on 2 and 3 balls are tested on worlds containing a larger number of balls. The naming
convention nB-on-mB indicates models trained on n-ball worlds and tested on m-ball worlds. The
generalization of the proposed OC model is significantly better than the FC model.
averaged across frames only near the collisions as the error metrics for measuring performance. As
balls move in linear trajectories except for time of collision, accurately predicting the velocities after
a collision event is of specific interest. Results in Table 1 show that the object centric (OC) model
is better than frame centric model (FC) model and much better than the constant velocity model.
These results show that object centric modelling leads to better learning.
How well does our model scale with increasing number of balls? For studying this, we trained
models on families of world consisting of 2 and 3 balls respectively. We used the learnt 1-ball model
to initialize the training of the 2-ball model, which in turn was used to initialize the training of the 3-
ball model. We found this curriculum learning approach to outperform models trained from scratch.
The 2 and 3-ball models were evaluated on worlds separate from training set that consisted of 2 and
3 ball respectively. The angular errors measured near collisions (for h = 1 to 20) are shown Figure
4. The performance of our model degrades only by small amounts as the number of balls increase.
Also, in general the OC model performs better than the FC model.
We also trained and tested our models on non-rectangular walls. Qualitative visualizations of ground
truth and predicted ball trajectories are show in figure 3. The figure shows that our model accurately
predicts the velocities of balls after collisions in varied environments. This result indicates that
our models are not constrained to any specific environment and have learnt something about the
dynamics of balls and their collisions.
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Figure 5: Generating visual imaginations: The visual image of the world at current and past 3 time
steps and the applied forces are used to predict the velocity of every ball. The visual image of the
world at the next time step is rendered by translating the balls by their predicted velocities. This
process is repeated iteratively to generate a sequence of visuals of the future world states.
4.1 EVALUATING GENERALIZATION
The results reported in the previous section show generalization to worlds sampled from the same
distribution as the training set. In addition to this, we also tested our models on worlds substantially
different from the worlds in the training set.
Figure 7 shows that our model can generalize to much larger wall configurations than those used
in the training. The wall lengths in the training set were between 300-550 pixels, whereas the the
wall lengths in the testing set were sampled from the range of 800-1200 pixels. This shows that our
models can generalize to different wall geometries.
Figure 4 (right) shows that models trained on 2 and 3-ball worlds perform well when tested on 3,
4 and 6-ball worlds. This shows that our models can generalize to worlds with larger number of
balls without requiring any additional training. The results in the figure also show that proposed OC
model generalizes substantially better than the FC model.
5 GENERATING VISUAL IMAGINATIONS
As our models can accurately predict ball dynamics in the future, we can use these models to gen-
erate visual imaginations of the future. The procedure we use for generating visual imaginations
is illustrated in figure 5. Given a configuration of the world and applied forces, the visual image
of the world at the time step t + 1 is generated by translating each ball by amount to equal to its
predicted velocity (u˜t) at time t. This generated image forms the input to the model for generating
the visual image of the world at time step t+2. This process is repeated iteratively to generate visual
imaginations of the future world states.
Some examples of visual imaginations by our model are shown in figure 6. Our model learns to
anticipate collisions early in time. Predicting trajectory reversals at collisions is not possible using
methods Kalman filter based methods that are extensively used in object tracking(Welch & Bishop,
1995). Comparison with ground truth trajectories reveals that our models are not perfect and in some
cases accumulation of errors can produce imagined trajectories that are different from the ground
truth trajectories (for instance see the first column in figure 6). Even in the cases when predicted
trajectories do not exactly match up with the ground truth trajectories, the visual imaginations are
consistent with the dynamics of balls and collisions.
Figure 7 shows visual imaginations by our model in environments that are much larger than the
environments used in the training set. Notice that the glimpse size is considerably smaller than the
size of the environment. With glimpses of this size, visual inputs when the ball is not close to any of
the walls are uninformative because such visual inputs merely comprise of a ball present in center of
white background. In such scenarios, our model is able to make accurate predictions of velocity due
7
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Figure 6: Visual Imaginations generated by our model. (Top) shows the trajectory of the ball gener-
ated by our model by iteratively rendering the next world image using the predicted ball velocities
and feeding this rendered image as input to the model. The imagined ball trajectory is color coded
to reflect the progression of time. Change in color from dark to light blue indicates moving forward
in time. (Bottom) shows the respective ground truth trajectories. Force on the ball is applied at the
first time step and the force vector is shown by the orange arrow. The figure shows that our model
learns the dynamics of balls and collisions and is successfully able to image collision events.
Figure 7: Visual imaginations of our model in very large environments. Accurate predictions of
the ball trajectory are made despite the fact that visual glimpses (shown in yellow) are mostly un-
informative (they only contain a ball in center of white background). This is made possible by the
long term memory in LSTMs. Without LSTMs, the ball exhibits non natural motion and reverses its
direction in the middle of the arena.
to the long-range LSTM memory of the past. Without LSTM units, we noticed that imagined ball
trajectory exhibited unexpected reversal in directions and other errors. For more examples, please
see accompanying video for imaginations in two and three ball worlds.
6 USING PREDICTIVE VISUAL MODELS FOR ACTION PLANNING
We used the learnt predictive models for planning actions to achieve goals which the agent has
never received any direct supervision. We first show results on a relatively simple task of planning
the force required to push the desired ball to a desired location. Next, we show results on a more
challenging task of planning the force required to push the desired ball to hit a second moving ball.
Figure 8 illustrates the method of action planning. Given a target state, the optimal force is found by
running multiple simulations (i.e. visual imaginations) of the world after applying different forces.
The optimal force is the one that produces the world state that is closest to the target state. In order
to verify the accuracy of this method, we use the predicted force from our model as input to our
physics engine to generate its actual (rather than the imagined) outcome and compare the resulting
states against the goal states. In practice, instead of exhaustively searching for all forces we use
CMA-ES method (Hansen & Ostermeier, 2001) for determining the optimal force.
8
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Figure 8: Illustration of the method for determining the force required to push the cue ball (the ball
with the arrow) to a target location (shown in green). The agent runs multiple simulations of the
world (i.e. visual imagination) by applying different forces (shown by red arrows). Each grey box
shows the results of simulations performed by the agent. The position of the ball closest to the target
location is shown in pink in each of the simulations. The agent chooses the force that leads to a ball
location that is closest to the target location (simulation in yellow box).
Method Hit Accuracy
< 10 pixels < 25 pixels < 50 pixels
Oracle 95% 100% 100%
Random 3% 14% 23%
Ours (FC-Model) 15% 39% 60%
Ours (OC-Model) 30% 56% 85%
Table 2: Hit accuracy of our approach for pushing the ball to a desired target location. The hit
accuracy was measured as the number of trials for which the closest point on the ball’s trajectory
was within p pixels of the target. Accuracy has been reported for p={10, 25, 50} pixels. The random
baseline was constructed by randomly choosing a force and the oracle used the ground truth physics
simulator for selecting the optimal actions.
Table 2 reports the hit accuracy of our system in pushing the ball to a desired location. The hit
accuracy was measured as the number of trials for which the closest point on the ball’s trajectory
was within p pixels of the target. With an accuracy of 56% our model is able to push the ball
within 25 pixels (the size of the arena was between 300-550 pixels in size) of the target location as
compared to the oracle which is successful 100% times. The OC model significantly outperforms
the FC model. The oracle was constructed by using the ground truth physics simulator for making
predictions and used the same mechanism for action selection as described above. Qualitative results
of our methods are best seen in the accompanying video. We will include quantitative evaluation of
more complex actions in the next revision of the paper.
7 DISCUSSION AND CONCLUSION
We have presented an object-centric prediction approach that exploits translation invariance in dy-
namics of physical systems to learn a dynamical model of the world directly from visual inputs. We
show that the model generalizes to environments never encountered during training and can be used
for planning actions in novel environments without the requirement of task-specific supervision.
Using our method in complex real world settings requires more nuanced mechanisms for creating
visual renderings. We are investigating multiple directions like creating imaginations in a latent
abstract feature space, or using visual exemplars as proxies of per frame visual renderings. We are
also exploring different mechanisms for improving predictions using error denoising and alternate
loss functions. We believe that the direction of learning to predict the effect of agent’s actions on the
world directly from visual inputs is an important direction for enabling robots to act in previously
unseen environments. Our work makes a small step in this direction.
9
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