We study the problem of aggregation of arbitrary estimators from a given family F with respect to L p -risks. The proposed method is based on comparison of empirical estimates of certain linear functionals with estimates induced by the family F . We derive oracle inequalities and show that they are unimprovable in some sense.
Introduction
Consider the white noise model
where f : R d → R is an unknown function, ε ∈ (0, 1) and W is the standard Brownian sheet in R d . Let Θ ⊂ R N be a compact set, and assume that we are given a parameterized family of estimators F Θ := {f θ , θ ∈ Θ} of f . The goal is, using the observation Y ε := {Y ε (t), t ∈ D 0 }, to select a single estimator from F Θ which is nearly as good as the best estimator from the collection F Θ . We refer to the outlined setup as the aggregation problem. Typically aggregation procedures involve splitting the sample into two sub-samples: the candidate estimators are constructed on the basis of the first sub-sample, while the second sub-sample is used for the aggregation purposes. In this work we focus on the aggregation step only, and following Juditsky and Nemirovski (2000) , Nemirovski (2000) and Tsybakov (2003) we regard the estimators f θ , θ ∈ Θ as known fixed functions on D 0 .
In this paper we discuss the following two types of aggregation:
(i) Model selection aggregation. Here Θ = I N := (1, . . . , N ), and the corresponding set of estimators is F Θ = F I N := {f i , i ∈ I N }, where f i are distinct fixed functions.
(ii) Convex aggregation. Here
and for fixed estimators f i , i ∈ I N
Letf be an estimator of f based on the observation Y ε := {Y ε (t), t ∈ D 0 }. We measure accuracy off by its L p -risk
where E f is the expectation with respect to the probability measure P f of the observation Y ε under model (1), and · p is the L p -norm on D 0 . Our goal is to propose a measurable choice, sayf = fθ, from the collection F Θ such that the following L p -risk oracle inequality holds:
for all f from a "large" functional class. Here C is a constant independent of f and ε, and r ε is a remainder term that does not depend on f . The outlined aggregation problem has attracted much attention in the literature. A remarkable progress has been achieved in the framework of L 2 -theory where exact oracle inequalities (with C = 1) were derived for collections of arbitrary estimators; see Juditsky and Nemirovski (2000) , Nemirovski (2000) , Catoni (2004 ), Tsybakov (2003 . Tsybakov (2003) introduced the notion of optimal rates of aggregation and derived aggregation procedures posessing (3) with smallest possible, in a minimax sense, remainder term r ε . L 2 -risk oracle inequalities with C > 1 for arbitrary estimators were obtained by Yang (2001 Yang ( , 2004 , Wegkamp (2003) , Bunea, Tsybakov and Wegkamp (2006) and Birgé (2006) . For detailed account of the literature on aggregation of nonparametric estimators in L 2 see Bunea, Tsybakov and Wegkamp (2006) and references therein.
Aggregation of arbitrary nonparametric estimators with respect to other loss functions is much less studied. We mention only Devroye and Lugosi (1996 where L 1 -risk oracle inequalities were developed in the context of density estimation; see also Hengartner and Wegkamp (2001) who apply the approach of Devroye and Lugosi for the regression setup. These results are closely related to our work, and we discuss this connection in detail in Section 3. It is also worth noting that there is vast literature on aggregation of nonparametric estimators from restricted families, such as orthogonal series estimators, kernel estimators etc. A list of representative publications from this literature includes Kneip (1994) , Lepski, Spokoiny (1997) , Barron, Birgé and Massart (1999) , Cavalier et al. (2002) where further references can be found.
In this note we propose a general scheme for aggregation of arbitrary nonparametric estimators with respect to L p -risks. The proposed aggregation method is based on comparison of empirical estimates of certain regular linear functionals with estimates induced by the collection F Θ . A closely related idea that a nonparametric function estimator is "good" if its integrals over cubes "agree" with the corresponding empirical means, belongs to Nemirovski (1985) . The proposed scheme is studied in the model selection and convex aggregation setups. We derive general oracle inequalities and specialize them for different sets of linear functionals. We show that universal inequalities of Devroye and Lugosi (1996 ) and Hengartner and Wegkamp (2001) can be derived from our general results using a specific choice of the set of linear functionals. The results also indicate that the problem of aggregation of arbitrary estimators in L p , p ∈ (2, ∞] can be rather difficult. In this case the remainder terms in the oracle inequalities depend on the family F Θ and, in general, can be rather large. We derive a lower bound and show that the dependence of remainder terms on F Θ is, in a sense, unavoidable. Thus "efficient" aggregation of arbitrary estimators in L p , p ∈ (2, ∞] is impossible.
We would like to emphasize the following attractive features of the proposed aggregation procedure: (a) it applies to different types of aggregation or selection from parameterized collections; (b) it can be easily extended to other models; (c) it can be used for all global semi-norms admitting efficient approximation by linear functionals.
Aggregation scheme
In this section we define our aggregation scheme.
Construction
Let Ψ be a set of probe functions ψ :
On the other hand, ℓ f (ψ) can be estimated using estimates f θ ∈ F Θ :
For any fixed θ ∈ Θ, ∆ θ (ψ) is a random variable which measures discrepancy between empirical estimatel f (ψ) of the linear functional ℓ f (ψ) and the estimate ℓ f θ (ψ) induced by f θ ∈ F Θ . The idea underlying construction of our aggregation rule is that, for a "good" estimator f θ , the absolute value of ∆ θ (ψ) "corrected" for a random error Z(ψ) should be uniformly small for all ψ ∈ Ψ . Let δ ∈ (0, 1), and
DefineM
where 1 p + 1 q = 1, and letθ := arg inf θ∈ΘMθ ; then our estimator is given bŷ
Recently a procedure based on different ideas but close in spirit to (6)- (7) was used in Goldenshluger and Lepski (2006) for selection of kernel estimators from large parameterized collections.
In order to ensure that the estimatorf is well-defined, certain conditions on the set of probe functions Ψ , and on the family of estimators F Θ have to be imposed. Firstly, to guarantee that κ is well-defined in (5), we need appropriate assumptions on the intrinsic semi-metric of the zero mean Gaussian process {Z(ψ), ψ ∈ Ψ }. Secondly, in order forθ ∈ Θ, the sample paths of the random process {M θ , θ ∈ Θ} should be continuous. Although general conditions that guarantee the fulfillment of the above properties can be explicitly stated, for the present we will take them for granted. In the aggregation setups of Section 3 these conditions are trivially fulfilled.
The aggregation procedure requires the choice of parameter δ and the set of probe functions Ψ . The choice of Ψ is a crucial step in construction. We discuss this issue below.
The set of probe functions
The following property of the set of probe function Ψ plays an important role in our construction.
Definition 1 Given the collection of estimators F Θ = {f θ , θ ∈ Θ} with index set Θ let
Several remarks on the above definition are in order. The set G Θ contains differences between all pairs of estimators from F Θ . The set of probe functions Ψ is (γ, p)-good with respect to G Θ if the L p -norm of any function from G Θ can be approximated by a linear functional from Ψ with prescribed guaranteed accuracy γ. Since G Θ is indexed by (τ, ν) ∈ Θ × Θ, the corresponding (γ, p)-good set of probe functions can be always chosen indexed by (τ, ν) ∈ Θ × Θ too. Specifically, the (γ, p)-good set with respect to G Θ can be always chosen as follows:
where ψ gτ,ν is the representer corresponding to g τ,ν := f τ − f ν such that (9) is fulfilled. In all what follows without further mention we always write Ψ Θ for a set of probe functions that is associated with Θ (and G Θ ) via (10). The (γ, p)-good sets of probe functions are easily constructed. In the sequel the following examples of the (γ, p)-good sets will be particularly important.
Example 1 Let p ∈ [1, ∞) and define
Clearly, Ψ Θ is (0, p)-good with respect to G Θ ; this is an immediate consequence of the dual representation of the L p -norm. Note also that Ψ Θ ⊆ {ψ : ψ q = 1}, where 1/p + 1/q = 1.
Example 2 The set
is (0, p)-good with respect to
Example 3 For γ > 0 define
where
Main results
In this section we apply the procedure of Section 2 to the model selection and convex aggregation settings.
Model selection aggregation
and G I N and Ψ I N are defined accordingly via (8) and (10). We note that G I N and Ψ I N are finite sets of functions of cardinality N (N − 1). Following (4), for ψ ∈ Ψ I N we write
For a fixed δ ∈ (0, 1), κ = κ(δ, Ψ I N ) is given by (5); note that κ is well defined because Ψ I N is a finite set. We write alsô
andî := arg min
Oracle inequalities. The next theorem establishes the basic oracle inequality on the L p -risk of the estimatorf . 
where i * := arg min i∈I N f − f i p , and
Proof : 1 0 . We begin with the following simple observation. Let
where κ = κ(δ, Ψ I N ) is defined in (5). It follows from (14) and definition of A κ that for any ψ ∈ Ψ I N and
Our current goal is bound the second term on the right hand side of (21). First we note that
By the premise of the theorem Ψ I N is (γ, p)-good w.r.t. G I N ; hence there exists a probe function, say, ψ i * î := ψ f i * −fî ∈ Ψ I N such that
Therefore we have on the set A κ
where (a) follows from (22) and (23) 3 0 . On the set A c
Combining this inequality with (24) and (21) we complete the proof. We now apply the oracle inequality of Theorem 1 for sets of probe functions discussed in Examples 1-3 of Section 2. Assume that
Remark 1 The proof of Theorem 1 illuminates the role played by the assumption that
Corollary 1 Let Ψ I N = Ψ I N where Ψ Θ is defined in (11) . Suppose that (25) holds; then for f given in (15)- (16) and associated with Ψ I N and δ = ε one has
Proof : By Example 1, Ψ I N is (0, p)-good so that γ = 0 in (17). Moreover, ψ q = 1 for all ψ ∈ Ψ I N . Since the cardinality of Ψ I N equals N (N − 1) we have
It follows from the definition of κ and the preceeding inequality that,
On the other hand, if 2 < p < ∞ then in view of (11) max
.
Combining these inequalities with the statement of Theorem 1 we come to (26).
Remark 3 Our selection rule with Ψ I N = Ψ I N and p = 1 reduces to the aggregation method by Devroye and Lugosi (1996 . Indeed, when p = 1, the probe functions from the set Ψ I N are given by ψ ij = sign(f i − f j ).
In the density estimation context this corresponds to the Yatracos classes considered by Devroye and Lugosi. Note also that when p ∈ [1, 2]
and Ψ I N = Ψ I N , the selection rule (15)- (16) could be modified as follows: Hengartner and Wegkamp (2001) 
In this form our selection rule can be viewed as an implementation of the method by Devroye and Lugosi for the white noise model [see also
Corollary 2 Let p ∈ [1, ∞], and Ψ = Ψ I N where Ψ Θ is defined in (12) . Suppose that (25) holds; then for the estimatef given in (15)- (16) and associated with Ψ I N and δ = ε one has
In contrast to Ψ I N , the selection rule associated with Ψ I N allows to treat the case p = ∞. Note, however, that it leads to the elevated factor preceeding the best possible risk as compared to the selection rule that uses Ψ I N .
Corollary 3 Let (25) hold with p = ∞, and
The above results show that when p ∈ [1, 2] arbitrary estimators satisfying (25) can be efficiently aggregated. In particular, Corollary 1 shows that if Ψ = Ψ I N then the resulting risk of the selected estimator is within factor 3 of the best possible risk whereas the remainder term is of the order ε ln(N 2 /ε). The situation is different for p ∈ (2, ∞]; here remainder terms in the oracle inequalities depend on the family of aggregated estimates through the values of Q 1 (p), Q 3 (p) and Q 4 (γ) which can be large for particular families F I N .
Lower bound. The important question is whether the remainder terms in (26), (28) and (30) can be improved for families of arbitrary estimators F I N whenever p > 2. The next result shows that, in a sense, the dependence of the remainder terms on F I N is essentially unimprovable.
Theorem 2 Assume that N > 3 and p ∈ (2, ∞]; then there exists a family
, and Q 4 (γ) are defined in (27) , (29), (31), and c is an absolute constant.
Proof : Let B i , i = 1, . . . , N be disjoint subsets of D 0 such that mes(B i ) = h, ∀i, where 0 < h ≤ 1/N is a given number. Here mes(·) stands for the Lebesgue measure in R d . Define
and
It is immediately seen that for a chosen family of functions one has
which coincides with (33) for p = ∞. Denote
where P i = P f i probability measure of the observation Y ε associated with f = f i , and i : Y ε → {1, . . . , N } is the decision rule that selects function f i closest tof in the L p -norm. Let K(P i , P j ) denote the Kullback-Leibler divergence between P i and P j :
Then by the Fano inequality [see, e.g., Devroye (1987, §5.9 
(the last inequality follows from N > 3), we obtain that max i P i {ĩ = i} ≥ 1/6. Note that condition ε ≤ L(N ln N ) −1/2 implies h * ≤ 1/N so that the sets B i are indeed disjoint, as assumed. Hence (34) yields
This completes the proof. Theorem 2 shows that the problem of aggregation of arbitrary estimators in L p , p ∈ (2, ∞] may be rather difficult. In particular, the proof of the theorem suggests that the L p -risk of any aggregation procedure can be as large as ε 2/p (ln N ) 1/p , p ∈ (2, ∞]. In this case additional assumptions on the set of estimators F I N should be imposed.
Remark 4 Because min
i∈I N f − f i p = 0 for f ∈ F N ,(
Convex aggregation
In this subsection we demonstrate that the selection procedure of Section 2 can be used in the context of convex aggregation. The problem of convex aggregation is formulated as follows: given a set of estimators f i , i ∈ I N the objective is to select an estimator, saŷ F λ = Fλ, from the collection
such that Fλ is nearly as good as the best estimator from F λ . Here Λ is the N -dimensional simplex, see (2).
For
, and let G Λη be defined similarly with Λ replaced by Λ η [cf. (8)]. Note that G Λη is a finite set with card(G Λη ) = n η (n η − 1). We begin with a lemma which shows that if (25) holds, then any (0, p)-good set with respect to G Λη is also (γ, p)-good with respect to G Λ with some γ = γ(η) > 0.
Lemma 1 Assume that (25) holds, and let Ψ be the (0, p)-good set with respect to G Λη . Then Ψ is (γ, p)-good with respect to G Λ with
Proof : Let g ∈ G Λ , i.e. for some λ, ν ∈ Λ one has g =
With this representer ψg applied to g ∈ G Λ we obtain
and therefore
To complete the proof it is sufficient to note that
Lemma 1 allows to reduce the problem of convex aggregation to the model selection aggregation over a finite family of estimators. The idea is to apply the selection procedure of Section 2 to the finite set of estimators induced by the minimal η-net Λ η in Λ.
Similarly to (14), for ψ ∈ Ψ we write
Let η = ε, and Λ ε = {λ (k) , k = 1, . . . , n ε } be the minimal ε-net in l 1 -norm for Λ. Let 
We remark that Ψ Λε is finite, and for any ψ ∈ Ψ Λε , |∆ λ (ψ)| is continuous as a function of λ; henceλ ∈ Λ, and the estimatorF is well-defined. 
where A κ is the event defined in (19) with max ψ∈Ψ I N replaced by max ψ∈Ψ Λε . Define λ * = arg min λ f − F λ p . The main difference with the proof of Theorem 1 is that now the set of probe functions Ψ Λε is (γ, p)-good with respect to G Λ with γ given by (35), and the inequality (23) holds for some representer, say ψλ ,ν , with ν ∈ Λ ε . In contrast to the proof of Theorem 1, in general ν = λ * , because λ * is not necessarily belongs to Λ ε . This implies that in the resulting oracle inequality we have maxima over ψ ∈ Ψ Λε , and not over the subset of Ψ Λε related to λ * . All other details of the proof remain unchanged.
Similarly to (17), the oracle inequality of Theorem 3 can be straightforwardly specialized for specific sets of probe functions. We provide here only one result corresponding to Example 1 in Section 2.
Corollary 4 Let Ψ Λε = Ψ Λε where Ψ is defined in (11) . Then for the estimatorF associated with δ = ε one has
where c is and absolute constant, and
, 2 < p < ∞.
Proof : The proof is identical to the proof of Corollary 1; it suffices to note only that n ε = card(Λ ε ) = (c ′ ε −1 ) N , where c ′ is an absolute constant.
