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Abstract: In this paper we study some contractivity properties of second-derivative linear multistep methods- 
(SD)LMM-when a test equation of type y’ = A(t)y is used. Necessary and sufficient conditions for a (SD)LMM to 
be contractive in some interval of the negative real axis are constructed. A class of A,-contractive (SD)LMMs with 
any number of k steps, order 2 and depending on k - 1 free parameters, is also presented. 
Furthermore we prove that this class is A-contractive or A(a)-contractive when a test equation of type y’ = Ay is 
used. 
Keywords: Contractivity, second-derivative linear multistep methods, test equation. 
1. Introduction 
During the last years there has been a great interest in the concept of contractivity of 
multistep methods, one-leg methods and Runge-Kutta methods [l-6,10]. In fact, although 
absolute stability is a “good property” for linear systems with constant coefficients, only 
contractivity gives reliable information for nonlinear systems even when nonuniform stepsizes 
are used. Furthermore, from an analytical point of view, contractivity is an interesting property 
because those methods that have some kind of pre-established contractivity property can be 
characterized in a very simple way. However, as contractivity is a stronger property than 
stability, we may expect the contractivity set to be much smaller than the stability set. 
If one is interested in stiff systems, the question that arises naturally is how to identify classes 
of A,-, A( cr)- and A-contractive methods. For linear multistep methods and when a test equation 
of type 
y’=Ay 0.1) 
is used, these questions have been treated in [5,6]. In a recent paper [9] Sand characterized linear 
multistep methods having an “r,-circle contractive” property, i.e., 
{ZEC; Iz+rl <r} cs, r>o, (1.2) 
where S represents the contractivity set, and when a test equation of type 
Y’ = WY (1.3) 
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is used. He showed that such methods exist for any order. However, if we consider A,-contrac- 
tive methods or more generally methods having property 
{zEE; ]z+r] >, -r} cs, r-=0, 
it was shown [6] that the maximal order attainable by such methods is 1. 
In this paper using test equation (1.3) we construct classes of A,-contractive second-derivative 
linear multistep methods [8] ((SD)LMM) and prove that 2 is the maximal order attainable by 
these methods. In Section 2, using test equation (1.3), and assuming that X(t) is monotone, we 
derive necessary and sufficient conditions for an (SD)LMM to be contractive in some interval 
[ - r,, 01, with r,, > 0. As a consequence of this result we exhibit in Section 3 a class of 
A,-contractive (SD)LMMs, with any number of k steps and depending on k - 1 parameters. We 
also show that the maximal order p of these methods is 2. Furthermore, we prove that these 
methods are A- or A( ar)-contractive when a test equation of type (1.1) is used. Some of the 
results obtained in this paper are generalizations of the results of Sand [9] for first-derivative 
methods. Finally, we point out, that it is useful to obtain formulas with p = 2 and k > 2 
containing free parameters. Such parameters can be used for exponential fitting, or to achieve 
strong damping of the stiff components. 
2. A contractivity condition for (SD)LMMs 
We consider the second-derivative linear multistep method 
i Olj,nYn+j = h n=O,l )a*.) 
j=o 
with the normalization condition C:=o&, = 1. 
Let us apply (2.1) to the test equation 
y’=X(t)y, tao, 
Y(0) ‘Yo, 
(2-l) 
(2.2) 
where X(t) is a monotonic function of t belonging to C’([O, co), Iw -) and with 
II A(t) II m G 4, II W) II Co =G M2* (2.3) 
In (2.3), ii - Ii o. represents the max-norm, and M,, M2 are positive real constants. From (2.1) 
and (2.2) we have 
IfI aj,nYn+j = h 
j=O 
.,,,~o~j,~"(t~+j)Y~+j + hE+k i Yj,nA'(tn+j)Yn+J 
j=O 
+ hi+k 5 Yj,nA2(tn+j)Yn+j9 n=O, 1 ,***, (24 
j=O 
or, using matricial notation, 
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where 5j,, = hn+kX(tn+j), Vj,n = hZ+k A’( t,+j) and Cn(( <j,,)F=oT (qj,,)j”=,) represents the compa- 
nion matrix, 
I 
0 1 0 . . . 0 
. . . 
. . . 
0 
- 
In (2.6) we have 
0 
1 
Xk-l,n 
(2.6) 
P-7) 
Let us suppose that A(t) is an increasing function of t. If we put 5 = ( ,$j,,)r=o, n = ( nj,,)FCo, we 
are looking for a contractivity condition of type 
where r,, 
V[E [-rl, Olk+l, vdq E [O, r2] k+l, 
II Q&? 77) II G 17 
r, > 0. This last condition if considered in the L,-norm is equivalent to 
VtE [-rl, Olk+*, v’77 E [O, r2] k+l, 
k-l 
c 1 ffj - 6jBj - c;yj - qjyj 1 G 1 ak - 6kbk - ‘C,‘Yk - VkYk 1 Y 
j=O 
(2%) 
(2.8ii) 
(2.9) 
where the subscript n has been dropped. We can then state the following result. 
Proposition 1. Suppose that in (2.2) A(t) is an increasing function of t. tit (Yk > 0 and 
C:=, aj = 0. Then (2.9) is valid if and O+ if ~j < 0, j = O(1) k - 1, pj 2 0, j = O(l)k, yj < 0, j = 
O(1) k, 
pj=yj=O forjE {i; ai=O}. (2.10) 
Furthermore we have 
I - P, + /P: + QYI I 
2 I Y/ I ; v/+0 i 
> 
where the equality in r, is attained for A(t) constant. 
Proof. We suppose that (2.9) holds. 
(1) Let tj = qj = 0, j = O(l)k. We have 
k-l 
and so ‘yi < 0, j = O(l)k - 1. 
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(2) Let 4, = 0, j = O(l)k and all but one n, be different from 0 with I # k. From (2.9) we 
obtain 
I a/ - VI-Y/ I 6 I a1 I. 
As n, 2 0 we deduce that y, G 0, 1= O(l)k - 1, and we also have 
17[y[-2~,Zo, Z=O(l)k-1, 
which proves the nonstrict inequality for r,. We note that if y, = 0 for all 1# k there would be no 
restriction on r.. 
(3) Let Ej = 0, j = O(l)k and nj = 0, j = O(l)k - 1. As previously we can deduce that yk < 0. 
(4) Let all but one 5, be different from 0, with I f k, and nj = 0, j = O(l)k. From (2.9) we 
obtain 
Iv&B,-th~~ la/I> l+k. (2.11) 
Condition (2.11) is equivalent to 
P,+S,vrMo, l#k, (2.12i) 
2q-&P,-5:~~~0> l+k, (2.12ii) 
and so we conclude that PI > 0 and that 
(2.12ii) e 6, E 
I ( 
- * 
I-P,-t@F-Kl 
2 I Yl I ; Y,#O 
11 
30. 
If (Y, = 0, we have from (2.12ii) &PI + tfy, 2 0 and as &G 0 we deduce from (2.12i) that 
L$+E,Yr=O, VtlrE [-o]. 
It is then clear that (2.10) is verified. We observe that if y1 = 0 for all I # k, then we would obtain 
from (2.12ii) c,& 2ff,//3,. 
(5) Let Ej = 0, j = O(l)k - 1 and nj = 0, j = O(l)k. We get from (2.9) 
& + ‘&yk 2 o (2.13i) 
or 
2a, - &Pk - 6;yk G O* (2.13ii) 
For tk = 0 (2.13ii) is false. In order that (2.13i) is verified for & = 0, we must have Pk 2 0. 
We now prove that the given conditions are sufficient for (2.9). As x’(t) is a bounded function 
we can choose h such that 
0<A4,h2<2 min 
j=O(l)k_l { $’ ‘j+‘j, 
and it follows that for each nj, 
Then for all tj, j = O(l)k - 1, belonging to 
1 > 
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where aj = nj y, - 2 aj, we have 
/aj-EjBj-t~Yj-~jYj~G I"jl, j="(l)k-le 
As we always have 
]%-&Pk-GYk-VkY+ I%I> 
we easily deduce the result. 0 
In Proposition 1 we considered that h(t) was an increasing function. If we suppose X(t) a 
decreasing function belonging to C’([O, co), Iw -) and satisfying (2.3), we can easily establish the 
analogue of Proposition 1. However in this case the contractivity condition takes the form 
V’5E [-Yi, Olk+i, v7j E [-r,, o] k+l, (2.14i) 
k-l 
c Iaj-~~~j-~~Yj-~jYjl G Iak-~kPk-~~Yk-~kYkI~ 
j=O 
where r,, r, > 0. 
(2.14ii) 
Proposition 2. Suppose that in (2.2) X(t) is a decreasing function oft. Let (Yk > 0 and Cr=oaj = 0. 
Then (2.14) is valid if and OS) if ~j < 0, j = O(l)k - 1, bj 2 0, j = O(l)k, y, >, 0, j = O(l)k, 
pj=yj=O forjE {i; cx,=O}. (2.15) 
Furthermore we have 
r,Grmn F; 
.i 
’ I-P’+2~‘, +I, 
v/+0 
r,< *{%; y,tO}, 
where the equality in r, is obtained for h(t) constant. 
Remark. When /3,? + 8a,y, < 0 for I E J, where J is an index set, then in the condition for r, the 
minimum in brackets must be taken for 1 CZ J U { k} and yI Z 0. 
3. A class of methods for stiff equations 
If we are interested in stiff equations having Jacobians with real negative eigenvalues we 
would like to have methods satisfying the next definition. 
Definition 3. Let A(t) be an increasing (decreasing) function of t. Then a method of type (2.1) is 
said to verify an A,-contractivity condition if (2.8) is verified for (t, n) E (IR-)“+’ x (Rf)k+’ 
((2.14) is verified for (6, n) E (R-)k+l x (R-)k+l). 
Proposition 4. Let A(t) be an increasing function. An (SD) LMM verifies an A,-contractivjty 
condition iff (Ye > 0, CY~ < 0, j = O(l)k - 1, pk 2 0, yk < 0 and pj = Yj = 0, j = O(l)k - 1. 
From Proposition 2 we easily conclude that for a decreasing h(t), there are no (SD)LMMs 
verifying an A,-contractivity condition. 
16 P. de Oliveira / Contractive multistep methods 
We observe that Proposition 4 is not a necessary and sufficient condition for an (SD)LMM to 
have an A-contractivity condition of type 
II C,(& 71) II G 1, v’(5, 71) E (q=-Y+i x (c+Y+‘. (3.1) 
In fact if we consider the (SD)LMM 
-Y, +_Kl+1 = bi’,l - :h2Y,‘:l (3.2) 
which verifies the conditions of Proposition 4, we can easily check that (3.1) is not satisfied. 
However if we consider in (2.2) x(t) constant, then (3.2) is clearly A-contractive for this new 
test equation. 
For first-derivatives Nevanlinna and Liniger [6] proved that the maximal order attainable by 
an A-contractive method, when applied to (2.2) is 1. For (SD)LMMs we expected to improve this 
maximal order. In fact, concerning A,-contractivity, we can establish the following proposition. 
Proposition 5. Let h(t) be an increasing function. The maximal order of an (SD) LMM verifying 
an A,-contractivity condition of type (2.9) is 2. Furthermore when a test equation of type (1.1) is 
considered, these methods are A-contractive if a,y, >, - a or A( a)-contractive if akyk < - 3. 
Among these methods, method (3.2) has the smallest error constant. 
Proof. We consider that when k > 2, the equations assume a uniform grid spacing. If a 
second-derivative multistep method has order p, then 
C,= i [ji~~-iji-1~~-i(i-l)i'-2yj]=0, i=O(l)p-1. (3.3) 
j=O 
Let us assume that the (SD)LMM verifying an A,-contractivity condition of type (2.9) has 
order 3. Then from Proposition 4, the fact that Pk = 1 and (3.3), we deduce 
i jia,_iki-’ 
;=a ’ 
-i(i-l)ki-2yk=0, i=O,1,2. (3.4) 
In what follows we compute C,, 
k 
c, = c j3aj - 3k2 - 6kyk. 
j=O 
k-l 
C,= c (j3-k’)a,-3k2c jaj=6kyk 
j=O j=O 
k-l k-l 
= ,Fo(j3-k3)oj= c 3k2jaj+3k3ak-6kyk. 
J=o 
Using (3.4) with i = 2, replacing in (3.6) we obtain 
k-l 
As 
C, = c (j- k)30j. 
j=O 
k-l k-l 
C (j-k)3aj> - C (k-j)aj, 
j=O j=O 
(3.5) 
(3.6) 
P-7) 
(3-g) 
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Fig. 1. (a) The contractivity region for akyk 2 - :. (b) The contractivity region for akYk < - 4. 
we can easily deduce from (3.4), with i = 0, 1, and (3.8) that C, >, 1. The necessary and sufficient 
condition for C, = 1 is 
k-l 
c [(k-j)3-(k-j)]aj=0. 
j=O 
(3 *9> 
As (3.9) is equivalent to aj = 0, j = O(l)k - 2, we easily deduce that method (3.2) has the 
smallest error constant. 
Finally, let us consider the test equation y’ = Xy. The method is A-contractive for this test 
equation if for all z E Q= - we have [7] 
k-l 
c lajl ~Iak-Zbk-Z2ykI? 
j=O 
(3.10) 
where z = h h. As the Cassini oval 
I”k-zbk-z2Ykl = Iaki 
has the focus in Q: + and intersects the imaginary axis only in 0 if ‘Ykyk 2 - i, and in 0 and 
k ( Pk •+ 2’Ykyk)1’2/ 1 yk 1 if ‘Ykyk < - 4, the result easily follows. (See Fig. 1.) q 
Considering the class of methods of Proposition 4, we can prove that for any k we can achieve 
order 2. 
Proposition 6. For any k it is always possible to construct a class of nonlinear Ao-contractive 
methods of order 2, which are A-contractive when a linear test equation is used. 
Proof. We must have 
;: aj=O, 
j=O 
(3.1X) 
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i jol,= 5 pj=l, (3.11ii) 
;=o j=O 
k 
c j2aj - 2k - 2y, = 0. 
i=o 
(3.lliii) 
Observe that in (3.11), considering the normalization condition C:&‘,,, = 1, we have & = 1. Let 
us choose as free parameters (Y*, (Ye,. . . , CQ. From (3.11) we deduce 
ag= - c aj, (3.12i) 
;=1 
k 
a,=l- C ja,, 
j=2 
k-l 
yk= 3 c (j-k)*aj. 
j=O 
(3.12ii) 
(3.12iii) 
With a, q 0, j = 2(l) k - 1 and (Yk > 0 we must have 
k 
l- C (j-l)a,>O, 
j=2 
k 
‘- Cjol,<O, 
(3.13i) 
(3.13ii) 
j=2 
k-l 
t c (j-k)*aj<O. 
J=o 
(3.13iii) 
Let us suppose that we have selected q,, q < 0. Then (3.12ii) will be verified. 
As CTe2’yj > 0 conditions (3.13i) and (3.13ii) are not incompatible and so we can select the free 
parameters in order to verify (3.12). 0 
We observe that these methods depend on k - 1 parameters which can be used for step-con- 
trol, exponential fitting or to achieve strong damping of the stiff components. 
As an example we apply the above results to derive a 2-step formula depending on one 
parameter. Form (Ye + q + a2 = 0, q + 2a, = 1, a1 + 4cr, = 4 + 2y2. We deduce that a[* E I = 
[ $, 11. The local truncation error of this formula is given by 
(- 11 + 6(~,)h~y(~)( t) + Ch4, 
where C is a constant. For a2 = 9 one obtains a 3rd-order formula, which falls outside I, as it 
should. 
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