Abstract. We establish interior C 2 estimates for convex solutions of scalar curvature equation and σ2-Hessian equation. We also prove interior curvature estimate for isometrically immersed hypersurfaces (M n , g) ⊂ R n+1 with positive scalar curvature. These estimates are consequences of an interior estimates for these equations obtained under a weakened condition.
Introduction
Regularity estimates for immersed convex surfaces in R 3 is the key to solutions of the Weyl problem by Nirenberg and Pogorelov [10, 11] . A refined interior estimate for solutions to the Weyl problem by Heinz [7] reveals some special properties of solutions to MongeAmpère type equations in dimension 2. This type of interior estimates are important for existence of isometric embedding of non-compact surfaces and for Liouville type theorems. An interesting question in geometric analysis is if such purely local interior curvature estimates hold for isometrically immersed hypersurfaces in R n+1 for n ≥ 2. We provide an affirmative answer in this paper. The following is a generalization Heinz's interior estimate [7] in higher dimensions for the isometrically embedded hypersurfaces. Theorem 1. Suppose (M n , g) is an isometrically immersed hypersurface in R n+1 with positive scalar curvature R g . Suppose M n is a C 1 graph over a ball B r ⊂ R n of radius r. Then there is constant C depending only on n, r, g C 4 (Br) , inf Br R g , M C 1 (Br ) such that The above result is related to a longstanding problem in fully nonlinear partial differential equations: the interior C 2 estimate for solutions of the following prescribing scalar curvature equation and σ 2 -Hessian equation, (2) σ 2 (κ 1 (x), · · · , κ n (x)) = f (X, ν(x)) > 0, X ∈ B r × R ⊂ R n+1 and (3) σ 2 (∇ 2 u(x)) = f (x, u(x), ∇u(x)) > 0, x ∈ B r ⊂ R where κ 1 , · · · , κ n are the principal curvatures and ν the normal of the given hypersurface as a gragh over a ball B r ⊂ R n respectively, σ k the k-th elementary symmetric function, 1 ≤ k ≤ n.
Equations (2) and (3) are special cases of σ k -Hessian and curvature equations developed by Caffarealli-Nirenberg-Spruck in [1] , as an integrated part of fully nonlinear PDE. A C 2 function u is called an admissible solution to equation (3) The global regularity of solutions to Dirichlet boundary problem was established in [1] . When n = 2, these equation is the Monge-Ampère equation type. Interior C 2 estimate was proved by Heinz [7] . Such interior estimate fails for general convex solutions of MongeAmpère equation in higher dimensions,
when n ≥ 3, there are counter-examples constructed by Pogorelov in [12] . Pogorelov's counter-examples were extended by Urbas [15] to general σ k Hessian and curvature equations
Whether interior C 2 estimates for solutions of equations (2) and (3) when n ≥ 3 reminds open in general. A major progress was achieved by Warren-Yuan [16] , they obtained C 2 interior estimate in the case n = 3 of equation
More recently, the interior C 2 estimate for semi-convex solutions of equation (4) is obtained by McGonagle-Song-Yuan [9] We establish interior estimates for convex solutions to equations (2) and (3) in higher dimensions.
Theorem 2. Suppose M is a convex graph over B r ⊂ R n and it is a solution of equation (2) , then
where constant C depending only on n, r, M C 1 (Br) , f C 2 (Br ) and 1 f L ∞ (B r ). The similar interior C 2 estimate also holds for solutions of σ 2 -Hessian equation (3) .
where constant C depending only on n, u
). In the case of n = 2, the above results were proved by Heinz [7] (see also [3] ). One observes that equations (3) and (2) are Monge-Ampère type equation, all admissible solutions are automatically convex. If n > 2, admissible solutions of these equations in general are not convex. Under additional assumption that σ 3 > −A for some constant A ≥ 0, we will obtain C 2 interior estimates for solutions of equations (3) and (2) in Theorem 5 and Theorem 4. Theorem 2 and Theorem 3 will be the direct consequence of these theorems respectively. We note that interior C 2 estimates for equations (3) and (2) trivially yield σ 3 > −A. It is an open question if this assumption is redundant. This assumption is not needed in Theorem 1 due to the control of Ricci curvature from intrinsic geometry. In dimension three case, the second name author can also prove Theorem 3 without this assumption in [13] .
The organization of the paper as follow. We collect and prove some facts associated to the second elementary symmetric function in section 2. Theorem 4 will be proved in section 3, and Theorem 5 will be proved in section 4. The main theorems in the Introduction follow from these theorems.
Preliminaries
Let W = (W ij ) be a symmetric tensor, we say
Likewise, if h is the second fundamental form of the hypersurface M , we say M is an admissible solution of equation (2) 
(W ) is positive definite. We list some known facts regarding structure of σ 2 . The first lemma is from [8] .
Lemma 1. Suppose W ∈ Γ 2 is diagonal and W 11 ≥ · · · ≥ W nn , then there exist c 1 > 0 and c 2 > 0 depending only on n such that
The following lemma can be found in [2] . Lemma 2. Under the same assumption as in Lemma 1, if ξ ij is symmetric and
.
Lemma 3.
Under the same assumption as in Lemma 1, and in addition that there exist a positive constant a ≤ σ 2 (W )
If κ 1 is sufficiently large compared to A, then
Proof. Estimate (16) was proved in [4] and [5] . Here we use Lemma 1. By the assumption,
since the scalar curvature is σ 2 (κ 1 , · · · , κ n ). Thus, Ricci is bounded from below and above.
whereÃ depends only on A, n, σ 2 . Therefore, (17) follows from (14).
Hessian Equation
In this section, we prove the following interior C 2 estimate for Hessian equation
) is a solution of equation (3) and assume that there is a nonnegative constant A such that
where constant C depending only on n, A, u
. In particular, if u is convex, interior estimate (19) holds.
Proof of Theorem 4. To establish the interior estimate, for any x ∈B 1 and β ∈ S n−1 , we would like to obtain an upper bound of function for x ∈ B 1 , ϑ ∈ S n−1 ,
where ρ(x) = 1 − |x| 2 , and α, β are constants to be determined later. The pick of test function P is inspired by a recent work [6] .
The maximum value ofP (x, β) inB 1 × S n−1 must be attained in an interior point of B 1 since ρ = 0 on the boundary. We suppose x 0 ∈ B 1 is a maximum point, and maximum direction ϑ(x 0 ) = e 1 . Then it can be seen easily that u 1i (x 0 ) = 0 for any i = 2, · · · n. So we may assume ∇ 2 u is diagonalized at this point. We choose coordinate frame {e 1 , e 2 , · · · e n }, such that ∇ 2 u(x 0 ) is diagonal and u 11 (x 0 ) ≥ u 22 (x 0 ) ≥ · · · ≥ u nn (x 0 ). We may assume that u 11 (x 0 ) ≥ 3 is sufficiently large. Now consider function
Note that x 0 is also a maximum point of P . We now want to estimate P (x 0 ).
Contracting with σ
First we deal with the the last two terms in (22). Recall b = log u 11 . We have
Take one more derivative of the equation,
Insert it to (24),
Set W = ∇ 2 u, ξ ij = u ij1 and η =f 1 , in view of Lemma 2 and the Cauchy-Schwarz inequality, we have ∀n ≥ 2,
where
f L ∞ and u C 1 . In the rest of this paper, we will denote C to be constant under control (depending only on n, f C 2 , 1 f L ∞ and u C 1 ), which may change line by line.
It follows that
Again, we may assume that at x 0 , b ≥ 20, by (28) and (22),
By the critical point condition (21),
We may assume that ρ 2 b is sufficiently large at x 0 ,
We divided it into three cases. Let us denote the coordinate of the maximum point as
In this case, 1 ρ ≤ 2. By Newton-MacLaurin inequality, we have
inf B 1 f , the estimate follows in this case.
Case 2 : |x 0 | 2 ≥ 1 2 and there exists j ≥ 2, such that
In view of (15), we may assume that
It follows from (8) that,
We get
Thus, the estimate follows for Case 2.
We may assume βu 11 ≥ 12 ρ , otherwise we would have the estimate. We choose β such that
|∇u|.
Then we have
18n .
Together with (7),
Hence the estimate follows in Case 3. Proof of Theorem 4 is complete.
Scalar Curvature Equation
We turn to the prescribing scalar curvature equation. Let M ⊂ R n+1 be a piece of hypersurface as a graph over B r ⊂ R n+1 for some r > 0, denote ν be the normal of the hypersurface and κ 1 , · · · , κ n be the principal curvatures of M . The scalar curvature of M is σ 2 (κ 1 , · · · , κ n ), assume it satisfies equation (2) for some positive C 2 function f in R n+1 ×S n . Theorem 5. Suppose M is a graph over B r ⊂ R n and it is a solution of equation (2) and assume that there is a nonnegative constant A such that the second fundamental form h of M (34)
where constant C depending only on n, r, A,
Suppose that a hypersurface M in R n+1 can be written as a graph over B r ⊆ R n . At any point of x ∈ B 1 , the principal curvature κ = (κ 1 , κ 2 , · · · , κ n ) of the graph M = (x, u(x)) satisfy a equation
where X is the position vector of M , and ν a outer normal vector on M .
We choose an orthonormal frame in R n+1 such that {e 1 , e 2 , · · · , e n } are tangent to M and ν is outer normal on M . We recall the following fundamental formulas of a hypersurface in R n+1 :
where R ijkl is the curvature tensor. We also have the following commutator formula:
Combining Codazzi equation, Gauss equation and (37), we have
We now prove Theorem 5 in this section. The idea is similar to the proof of Theorem 4, the construction of the test function is a little more subtle.
Proof of Theorem 5. For simplicity of notation, we work on the case r = 1. The argument here can easily be carried over for general r > 0. At any point X(x) ∈ M and any unit tangential vector ϑ on M , we consider the auxiliary function in B 1
where E n+1 = (0, · · · , 0, 1), ρ(X) = 1 − |X| 2 R n+1 + (X, E n+1 ) 2 = 1 − |x| 2 R n , α, β are constants to be determined later. So the maximum of this function is attained in interior point of B 1 , say x 0 , and ϑ(x 0 ) = e 1 (x 0 ). It is easy to see h 1i (x 0 ) = 0, for any i = 2, · · · n after you fix e 1 . Then rotate {e 2 , e 3 , · · · e n } such that h ij (x 0 ) is diagonal. Denote F ij = ∂σ 2 ∂h ij , which is positive definite when κ ∈ Γ 2 . At point x 0 ,
From the fundamental formulas from hypersurface, we have
and (46)
Insert (40), (42), (43), (44), (45) and (46) into (41),
Differentiate equation (36) twice, we have
and
It follows from (48), (49), (38), (47) and (40)
where a i = (X, e i ) − (X, E n+1 )(e i , E n+1 ) and C is a constant depend only on ||f || C 2 , ||u|| C 1 .
In the rest of this article, we will denote C to be constant under control (depending only on n, f C 2 , 1 f L ∞ and u C 1 ), which may change line by line. By Cauchy-Schwarz inequality
and (52) 2F
ii
By (51) and (52), we have
By Corollary 2.1, for any j from 2 to n,
11 .
As h 11 is sufficiently large at x 0 , it follows from Corollary 2.1 that
10h 2 11 log h 11 − C h 11 log h 11 .
From (54),
If we choose h 11 ≥ C(
So far all computations above are by the local frame on hypersurface, we now switch to orthonormal coordinate {E 1 , E 2 , · · · , E n , E n+1 } in R n+1 , such that E i ⊥ E n+1 . In this new coordinates, we can decompose vector X as follow
Recall that
Because (ν, E n+1 ) is bounded from above and below, we have
We divided it into three cases.
If α is chosen sufficiently large, we get the estimate. Therefore, we may assume that i |(X,
Case 2 : for some n ≥ j > 1, |a j | > d, where d is a small positive constant to be determined. From (40),
where b j = (X, e j )(ν, E n+1 ) − (e j , E n+1 )(X, ν). By the assumption and Corollary 2.1, h ii , i = 2, · · · , n are small, as we may assume a(β + α) ≤ ǫd, where a 2 = A σ 1 (h) . It follows from (60),
In turn,
the estimate follows in this case. where b 1 = (X, e 1 )(ν, E n+1 ) − (E n+1 , e 1 )(X, ν). We claim that |b 1 | have a positive lower bound, say |b 1 | ≥ c 0 > 0. In fact, we can decompose vector ν as follow (X, E i )(E i , e 1 )(ν, E n+1 ) − (E n+1 , e 1 )(X, E i )(E i , ν)
+(E n+1 , e 1 )[(X, E n+1 )(ν, E n+1 ) − (X, E n+1 )(E n+1 , ν)] = a 1 (ν, E n+1 ) − (E n+1 , e 1 )(X, E i )(E i , ν).
Note that (67) e 1 − j (e 1 , E j )E j = (e 1 , E n+1 )E n+1 , and (68) E i − j (e j , E i )e j = (E i , ν)ν.
Take inner product of (68) with (67),
j,k (e 1 , E j )(E j , e k )(e k , E i ) − (e 1 , E i ) = (E n+1 , e 1 )(E i , ν)(E n+1 , ν)
Then by (70) and (69), b 1 becomes
a k (e 1 , E j )(E j , e k ) (E n+1 , ν) .
By our assumption in this case, for some dimensional constant C > 0. This implies the interior curvature estimate. The proof of Theorem 5 is complete.
The proof of Theorem 1 follows the same lines of proof Theorem 5 as the isometrically embedded hypersurface obeys the same curvature equation (2) . We may use Corollary 2.2 in place of Corollary 2.1 in the proof of Theorem 5. The control of Ricci curvature by intrinsic metric implies condition σ 3 (κ) bounded from below as in Corollary 2.2.
