We study high-energy angle-resolved photoelectron spectra of molecules in strong fields. In an oscillating laser electric field, electrons released earlier in the pulse may return to recollide with the target ion, in a process similar to scattering by laboratory prepared electrons. If midinfrared lasers are used, we show that the images generated by the returning electrons are similar to images observed in typical gas-phase electron diffraction (GED). These spectra can be used to retrieve the positions of atoms in a molecule as in GED. Since infrared laser pulses of durations of a few femtoseconds are already available today, the study of these high-energy photoelectrons offers the opportunity of imaging the structure of transient molecules with temporal resolution of a few femtoseconds.
I. INTRODUCTION
When an object is illuminated by a plane wave, the amplitude of the far-field diffraction pattern is the Fourier transform of the object [1, 2] . To get high resolution, short wavelength lights such as x rays are used for imaging the structure of molecules in the solid and liquid phases. Similarly, electrons can interact with matter to form images. There are three types of electron diffraction: the low-energy electron diffraction (LEED), the transmission high-energy electron diffraction, and the reflection high-energy electron diffraction. The latter two are major characterization techniques for surfaces. The diffraction of an object by high-energy electrons can be described based on the scattering of individual atoms, akin to x-ray diffraction and neutron diffraction. For LEED, low-energy electrons, typically from 10 to 300 eV, are used. These electrons tend to probe the valence electrons or the bonding between the atoms of the object where quantum-mechanical effects such as exchange and many-electron correlation are important. Images obtained from LEED are much more difficult to decipher; they require complicated theoretical calculations to help the interpretation.
To study the structure of isolated molecules, there are also two general approaches. To know the positions of atoms in the molecule, one uses high-energy electrons or x rays. To know the chemical bonding, one would use low-energy electrons or synchrotron light sources. Gas-phase electron diffraction (GED) [3, 4] has been used for more than half a century for determining the structure of molecules. Here a well-collimated electron beam with energies in the order of hundreds keVs are employed. Molecules in the gas phase have much smaller density compared to that of molecules in the liquid or the solid phase, and gas-phase molecules are usually isotropically distributed. Using GED, the interatomic radial distributions of many molecules have been retrieved successfully. In the meantime, low-energy electrons and synchrotron light sources have been extensively used to study the structure of molecules, including biological ones. These measurements, similar to LEED, probe the valence electrons of the molecules; interpretations of their images require elaborate many-body collision theory from quantum chemistry.
Conventional x-ray and electron-diffraction tools serve well for probing accurate static structure of an object; they are not suitable for probing objects that are undergoing rapid transformations. Today molecular dynamics and some biological molecules are routinely studied using the femtosecond time scales with different spectroscopy techniques [5] [6] [7] [8] [9] . These low-energy measurements, however, do not give direct structural information about the atomic coordinates which are the most basic parameters of a molecule. Recently, it has been proposed that when a single molecule is exposed to a large number of photons from a short pulse of an x-ray free-electron laser (XFEL), a diffraction pattern may be captured before the molecule is destroyed if the pulse is short enough [10] . Such a proposal will be tested soon as the first x rays from the the Linac Coherent Light Source (LCLS) have been delivered since spring 2009. Still, the XFELs are large and expensive facilities; other tools would be welcome if they can serve similar purposes. Using high-energy electrons, ultrafast electron-diffraction (UED) experiments have been performed in a number of laboratories [11] [12] [13] in the last decade or so. These pulsed electrons are generated by femtosecond lasers from photocathodes and accelerated to tens or hundreds of keVs. Using UED, dynamic systems have been studied with time resolution of the order of hundreds of femtoseconds. Such a time scale is still too long for many interesting chemical reactions where fast reactions may occur within a few to tens of femtoseconds.
The XFELs and the UED both rely on taking diffraction images using high-energy photons or electrons, respectively. For dynamic imaging, the technical challenge of these approaches lies in developing light or electron sources that are intense and short enough such that diffraction images can be taken within a few femtoseconds. In this article we look for an alternative approach for dynamic imaging of a molecule using short intense infrared laser pulses [14, 15] . Infrared lasers of a few femtoseconds are already available in many laboratories and universities. Thus if these laser pulses can be used to probe the structure of a molecule, then it may be possible to use infrared lasers to study the rapid structural change of a molecule. Unlike the existing ultrafast chemistry, here the goal is the ultrafast probe of the atomic coordinates of a transient molecule which are evolving with time; that is, it has the same goal as UED and XFELs.
Can infrared lasers be used to reveal the structure of a molecule? Since the wavelength of an infrared laser is much longer than the interatomic separations in the molecule, this is not obvious. However, when a molecule is exposed to strong fields, an electron that is removed from the molecule earlier in the pulse may be driven back to recollide with its parent ion [16, 17] . The scattering by these returning electrons is analogous to the scattering by a laboratory-prepared electron beam on the target. Can the "diffraction image" generated by these returning electrons be used to extract the structural information of the target? Such a potential has been proposed since the 1990s [18] [19] [20] . But careful analysis reveals two obvious obstacles: First, the electron collision occurs in the laser field, so how does the laser field modify the diffraction image [21, 22] ? Since laser-molecule interaction is a nonlinear process, the "diffraction image," or more precisely, the momentum distributions of the photoelectrons, cannot be accurately calculated theoretically. Without a reliable theory, the retrieval of molecular structure from the photoelectron spectra is not possible. Second, for typical Ti-sapphire lasers used in strong-field physics, the returning electrons have kinetic energies of only 15-50 eV, for peak laser intensities of 1-3 × 10 14 W/cm 2 . These energies are much smaller than the hundreds of keVs used in GED. Electrons of such energies are typical of those used for probing the valence electrons. Like LEED, such diffraction images cannot be interpreted without an advanced theory, which is not available for molecules interacting with strong fields.
The optimism of our proposal for using intense infrared laser pulses for imaging molecules is due to two recent theoretical developments in strong-field rescattering physics [14, 23, 24] . First, by focusing only on images (or angular distributions) of high-energy above-threshold-ionization (HATI) electrons, we have shown that field-free electron-target ion differential cross sections (DCS) can be extracted [14, 24] . These diffraction images are identical to those generated by a beam of laboratory electrons. Second, these HATI electrons are electrons backscattered by the target ion. They are scattered off from the atomic centers in the molecule, similar to GED. For such collisions, the so-called independent atom model (IAM) used in GED can be applied at low energies, say, near 100 eV or so. Such returning electrons can be easily achieved with present-day midinfrared lasers. The similarity to GED makes the interpretation of diffraction images straightforward.
An important advantage of using laser-induced electrons to generate electron-diffraction images is that it can be readily synchronized to perform typical pump-probe measurements. The pump beam may be used to orient or align molecules such that diffraction images can be taken from nonisotropically distributed molecules. This is a feature that is not yet available in standard GED today since field-free molecules can be oriented or aligned transiently only [25] . The pump laser beam, or the harmonics it generates, can also be used to initiate the dynamic evolution of a molecule. In this article, we are concerned with the probe part. In Sec. II we describe the theoretical basis that makes dynamic imaging with infrared lasers possible. In particular, the independent atom model used in GED is described. In Sec. III, we first demonstrate that the IAM can be applied to describe diffraction images for incident electron energies down to about 100 eV or less if the images are taken at large scattering angles, in contrast to the hundreds of keVs used in GED. We then illustrate how to retrieve interatomic separations for isotropically distributed molecules as well as for molecules that are aligned. We conclude this article, in Sec. IV, with a short summary and a discussion of future challenges. Atomic units are used in this article unless otherwise indicated.
II. THEORY OF DYNAMIC IMAGING WITH INFRARED LASERS

A. Independent atom model for electron-molecule collisions
In traditional gas-phase electron diffraction, a beam of electrons with energies of a few hundreds of keVs are aimed at randomly distributed molecules. The scattered electrons are measured in the forward directions. The DCS, or the diffraction images, are calculated using the IAM [26] [27] [28] . In the IAM, a molecule is modeled as a collection of its component atoms fixed in space. The potential seen by the incident electron is taken to be the sum of the individual potential from each atom. These atoms do not interact and there is no consideration of chemical bonding, nor of molecular orbitals. Let atom i be fixed at R i . The interaction potential of each atom i is represented by a short-range potential. If f i is the complex scattering amplitude of the ith atom by the incident electron, according to the IAM, the total scattering amplitude for a molecule fixed in space is given by
where L denotes the orientationor alignment angles of the molecule, and q = k − k 0 is the momentum transfer. The incident electron momentum k 0 is taken to be along the z axis, and k = (k,θ,ϕ) is the momentum of the scattered electrons. From Eq (1), the differential cross section is then given by
where R ij = R i − R j , and I A = i |f i | 2 . Here I A is an incoherent sum of scattering cross sections from all the atoms in the molecule. The second term is defined to be the molecular interference term (MIT). We can see that molecular structural information is only included in the second term, MIT. For electron scattering from a sample of randomly distributed molecules, the average of the above expression over L gives
in which q and R ij are the moduli of q and R ij , respectively. The IAM equations can be easily derived from the first Born (B1) approximation in scattering theory. In B1, the scattering amplitude is a real number. Since the phase is essential for the interference and accurate elastic scattering amplitudes from an atomic target are easily obtained, "exact" atomic scattering amplitudes will be used. Note that the molecular interference term does not vanish after the angular average over L . This was pointed out early by Cohen and Fano in 1966 [29] . From Eq (3), we note that the electron-diffraction image obtained from randomly distributed molecules depends only on the magnitude of the interatomic separations. By taking the inverse sine transform 033403-2 of the scattering image, the radial distribution function of the molecule can be obtained [3, 26, 28] . This is the essential idea behind GED theory.
In GED, there are a few well-known limitations. Since the experimental data can cover only a range of angles, or more precisely, a limited range of q, each peak in the retrieved radial distribution function acquires a width. Thus if several interatomic separations are nearly identical, they cannot be separated. Second, the diffraction image is obtained from the contributions of all the atoms. For light atoms, they do not deflect high-energy incident electrons significantly. Therefore, the position of light atoms is more difficult to determine in GED. This is also true for x-ray diffraction.
Since the molecular structure parameters (meaning bond lengths, bond angles, and/or torsion angles) are determined from the molecular interference term, we can define a molecular contrast factor (MCF),
The value and the number of oscillations in MCF will determine the quality of the retrieved molecular structure parameters. Clearly the oscillations are determined by the parameters qR ij . In typical GED, q takes the range of 1 to 30Å −1 [26] , but others take as small as 2.2 to about 10Å −1 [12] . For small q, the IAM is not expected to work since the effect of chemical bonding will come into play. For large q, especially for higher energies, the scattering is too weak. This points out that there is no need to use electrons with energies as high as hundreds of keVs as in GED in principle. One can obtain the same range of q using lower electron energies, but for large scattering angles. For typical GED, there is no obstacle to going to higher energies. In fact, a high-energy electron is easier to manipulate and it has a smaller de Broglie wavelength. However, to make short pulses out of high-energy electron beams would be much more of a challenge.
As indicated in the Introduction, our goal here is to obtain diffraction images using the returning electrons generated by a laser pulse. To get a large q for low-energy incident electrons, the scattering angle θ should be large. These are exactly the processes of how HATI electrons are generated.
In Fig. 1(a) , we depict the relation between the classical impact parameter and the scattering angle for different incident electron energies, using a neutral carbon atom target as an example. We define that an electron can "see" the carbon atom center when the impact parameter is less than 0.5 a.u. The upper shaded area defines the angular range for incident electron energies from 100 to 300 eV where the IAM can describe the DCS adequately. To the right of the vertical line, the effect of chemical bonding and the many-electron correlation effect are expected to play important roles in electron scattering; thus the simple IAM does not work. In actual measurements, the magnitude of the DCS is also important. In Fig. 1 (b) the DCS is plotted against the momentum transfer q. Note that, to first order, the DCS depends on q only, not on electron energies. If we set the lower limit to be the horizontal line shown in the figure, above that the DCS can be measured, or to q at about 16Å −1 , then the DCS for higher q will be too small. For example, for 10 keV electrons, 20
• is about the largest angle where DCS can be used for structure retrieval.
If we take the maximum q at 16Å −1 in Fig. 1 (b) to be the lower limit where a diffraction image can be taken, then we can define the region in Fig. 1(a) where the IAM will work for collision energies between 100 and 300 eV and the region for GED when the energy is above 10 keV. In GED it occupies the lower left portion of this allowed region, while for HATI it is in the upper right corner region. Diffraction images taken outside of this shaded region are not useful: either the signal is too weak, or the many-electron correlation as well as the chemical bonding will affect the images, and they would be too difficult for structure retrieval. In Sec. III A the validity of the IAM will be examined for collision energies near 100 eV. If the IAM works, then the same method used in GED can be used for diffraction images taken at the lower incident energies.
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B. Quantitative rescattering theory for extracting laser-induced electron-diffraction images
The basic idea of using infrared lasers for imaging the structure of a molecule is based on the rescattering model, or the three-step model [16, 17] . When a molecule is exposed to an infrared laser pulse, electrons that were removed at an earlier time may be driven back by the oscillating electric field of the laser to recollide with the parent ion, to incur various electron-ion-scattering phenomena. The simplest one is the elastic scattering of the returning electrons by the target ion. If these electrons are scattered at large angles, that is, if the electrons are backscattered, they will emerge as HATI electrons. These HATI electrons have been studied since the 1990s [30] . Using the quantitative rescattering (QRS) theory recently developed [14, 24] , we have been able to demonstrate that the photoelectron angular distributions D(k,θ) can be expressed as
Since its first introduction [23] , this factorization has been derived by others under different approximations [31] [32] [33] [34] . For simplicity, Eq (5) has been written for atomic targets and for a linearly polarized laser. It is understood as describing a beam of incident electrons with momentum distribution given by W (k r ), which is scattered by the ion and emerges with photoelectrons of momentum k and angle θ , and σ (k r ,θ r ) is the field-free differential-scattering cross section. Since scattering occurs in the laser field, the scattered electron gains an additional momentum from the laser field. This additional momentum is given by −A(t r ) = −A r , where t r is the instant of electron recollision. Thus the relation between the momentum of the photoelectron and the momentum of the scattered electron right after the collision is given by
where the plus (minus) in the upper equation accounts for electrons returning to the target along +ẑ (−ẑ). Here the z axis is defined to be along the laser polarization axis. According to QRS, k r = 1.26A r . Based on the Eqs. (5) and (6), one can obtain field-free elastic-scattering differential cross sections σ (k r ,θ r ) for a given k r from the momentum distributions D(k,θ) of the photoelectrons.
The validity of the QRS model has been carefully tested [14, 24] . Since σ (k r ,θ r ) is the same as one would obtain from the collision of a beam of free electrons with the target ion, the QRS model establishes that one can obtain electrondiffraction images from the momentum spectra of HATI electrons [35] [36] [37] . Most importantly, according to the QRS model, the extracted diffraction images should be independent of the laser pulses used so long as the spectra are retrieved from the 5-10 U p region. For a fixed-in-space molecule in a linearly polarized laser pulse, the HATI spectra depend on the polar angle as well as the azimuthal angle. Since gas-phase molecules are either isotropically distributed or only partially aligned or oriented, the HATI spectra obtained should include such averages. In Eq. (5), the magnitude of the wave packet depends on the tunneling ionization rate, which in turn depends on the orientation or alignment of the molecules. Thus the electron-diffraction images extracted from HATI spectra should be weighted by tunneling ionization rates. For isotropically distributed molecules this is
where N ( L ) are the tunneling ionization rates calculated using the molecular Ammosov-Delone-Kralnov (MO-ADK) theory [38, 39] , and L are the orientation or alignment angles with respect to the polarization direction of the laser beam, the same as in Eq. (1). A corresponding molecular contrast factor can also be defined using
If the molecules are partially oriented or aligned, clearly the angular distribution should be included in the integral over L .
C. Structure retrieval using genetic algorithm
In Sec. III, with the diffraction images from electron collisions with molecules, or from the HATI spectra, we also conducted several retrieval tests using the genetic algorithm (GA). The GA driver, GA v1.7a, was implemented by Carroll [40] with FORTRAN language, which has both Simple GA and micro-GA options. We actually used micro-GA [41] , which evolves small populations (typically four to ten individuals).
In our approach, a Z matrix is chosen to build up the geometry of an isolated candidate molecule, which consists of bond lengths, bond angles, and torsion angles. These structural variables, named by X, form a search space (parametric space). In general, a molecule, especially an N -atom nonlinear molecule has 3N − 6 degrees of freedom. The fitness function χ 2 (X) is defined by the least squares of the difference between the experimental data and the calculated DCS with a trial structural parameter set, but since the experimental DCS doesn't have absolute values, a scaling factor is needed to bring it onto the same scale as theoretical DCS [41] . The fittest candidate geometry is the one which gives the lowest χ 2 value (meaning best agreement with an experimental diffraction image).
The micro-GA starts an evolution with an initial population, which is randomly picked up from the parametric space, and the fitness value of each individual then is calculated, giving an evaluation of the quality of each trial structure. In the next step, parents are selected according to their fitness values, and micro-GA always bias the fitter candidates, which is the so-called "survival of the fittest." A uniform crossover operator is then applied to each pair of two mates to produce new generations. The crossover procedure is performed on the basis of binary encodings instead of on the basis of real-valued encodings, and each bit in the binary representation of each parametric set represents a gene. Elitism is also applied to retain the current fittest structure in the next generation, which is expected to efficiently wipe out the negative effect of crossover. Once a new generation is created, the micro-GA starts another evolution loop with it as the parent generation. This goes on up to some preset number of generations. It ends with the output of the best geometry. Since the micro-GA evolves with a small population, premature convergence can happen easily; that is, different individuals converge to an identical local minimum. To prevent this, the micro-GA will check the similarity of the whole population for each generation, by comparing the genes of the current best fit with the other individuals locus by locus. If the number of nonidentical bits is less than 5% of the total bit number, the micro-GA will restart with the best fit and randomize the rest. More details may be found in [41] . This method has been used to reconstruct atoms [41, 42] from the atomic DCS at large angles.
III. RESULTS AND DISCUSSION
A. Electron-molecule scattering and IAM model for isotropically distributed molecules
CO 2
We first check how well the IAM works for electron collisions with neutral molecules. Consider electron collisions with CO 2 targets for incident energies of 20, 50, 100, and 200 eV. In Fig. 2 are shown the IAM results compared with the experimental data taken from Register et al. [43] , Iga et al. [44] , Kanik et al. [45] , and Tanaka et al. [46] . Only data for large angles are shown. In the IAM calculations, the interaction potential between the incident electron with the carbon atom is approximated by a Yukawa potential with the parameter λ listed in Table I . The λ for other atoms used in this article are also given in this Table. It is chosen such that the ground-state energy of the negative ion calculated has the best agreement with the experimental data [47] . The calculation of the scattering amplitude for each atom can be found in standard quantum mechanics textbook, for example, [48] , or in Sec. II D of [24] . In the IAM [44] ; crosses: from Kanik et al. [45] ; empty squares: from Tanaka et al. [46] . simulation, the bond lengths are taken from the experimental data. From Fig. 2 , it is clear that the IAM does not give a good description of the DCS for collisions below 50 eV. At 100 eV and higher, the agreement becomes quite good.
In the covered energy region, the DCS becomes larger at large angles, with a pronounced broad minimum. This broad minimum is due to the diffraction from individual atoms. This is different from collisions at the hundreds of keVs used in GED where the DCS decreases monotonically at large angles.
In Fig. 2 , there is no clear evidence of molecular interference in the experimental DCS. In Figs. 3(a) and 3(b) we display the same experimental DCS from Iga et al. [44] and compare them to the atomic term, for collision energies of 100 and 200 eV. One can see that the IAM predictions and the experimental data oscillate about the atomic DCS. Recall that these results are for isotropically distributed CO 2 . It demonstrates that molecular interference survives the average over the randomly distributed molecules.
To appreciate the difference of the DCS calculated from the simple IAM with the experimental data, we subtract the atomic DCS and show the difference as the molecular interference term. For this purpose, we renormalize the experimental data by a multiplicative factor α,
Factor α is chosen such that the mean square of the difference between the renormalized experimental data and the atomic DCS is at a minimum. The resulting molecular interference term from the experimental data and from the IAM are shown in Figs. 3(c) and 3(d). Note that both the IAM and the experimental data show oscillations. There are shifts in the oscillations between the data and the IAM predictions which we take to indicate the inaccuracy of the IAM at these energies. At 200 eV we can see the difference is smaller. This result is expected since the IAM is a model built upon the high-energy scattering theory. We can also display the molecular contrast factor, MCF, see Eq. (4), for the experimental data and the IAM prediction, shown in Figs. 3(e) and 3(f). It shows that there is a shift in the oscillations between the data and the IAM, more so at 100 eV than at 200 eV. Presenting MCF allows us to evaluate the degree of fluctuations in the experimental data. Clearly the last experimental point in Figs. 3(f) is too high. In practical GED applications, experimental data are often first smoothed [28] before they are used to retrieve the radial distributions of molecules. 
C 2 F 6
We next consider a more complex molecule like C 2 F 6 where elastic differential cross sections for e − -C 2 F 6 collisions have been reported by Iga et al. [49] . In Fig. 4 (a) the shape of this molecule is depicted, and values of the molecular interference terms from the experiment and from the IAM are shown at three collision energies of 150, 200, and 300 eV in Figs. 4 
(b)-4(d). It is interesting to note that for the angular range of 30
• to 70
• there is a pronounced interference maximum and minimum, respectively, at each energy. At larger angles the molecular interference term is quite flat. At these energies there is a general agreement between the IAM prediction and experiment.
The similarity of the molecular interference term in Figs. 4(b)-4(d) is not surprising. In Fig. 4(e) we plot the DCS obtained from the IAM in terms of the momentum transfer q for the three energies. One can see that within a range of q, they lie on top of each other. Only at large angles do we see deviation from the universal curve. We comment that, within the first Born approximation, the DCS depends only on q, not on the scattering energies and angles independently. In Fig. 4(f) we plot the experimental data against q. It shows that they lie on a universal curve mostly, very similar to the predictions of the IAM.
More tests on the validity of the IAM over the intermediateenergy region were carried out elsewhere, for example, in [50] [51] [52] . Especially in [52] , Iga et al. presented an experimental verification on the applicability of the IAM in the previously mentioned energy region, with DCS for acetylene, n-butane, and benzene being measured. 
Retrieval of bond length from the DCS of randomly distributed molecules
In this subsection, we address how much error is introduced on the retrieved interatomic separations if we assume that the experimental DCS is described by the IAM. Note that we use the GA for the retrieval instead of the inverse sine transform used in GED. Here we first take the simple example of CO 2 . Using the experimental DCS the retrieved C-O bond length is 1.28, 1.08, and 1.13Å, using experimental data at 50, 100, and 200 eV, respectively (see Table II ). Compared to the known bond length of 1.163Å, the errors are +10%, −6.7%, and −2.9%, respectively. Such accuracy is inferior to what can be accomplished using GED. Note that there are very few experimental data points used in the retrieval and data at many larger angles are not available. These experimental data were not taken for the purpose of GED; thus there are few data points at large angles. Despite this, a reasonable C-O bond length can already be retrieved. For future dynamic imaging, such errors are acceptable since the goal there is to follow the change of bond length with time, rather than the precise values at a given time.
For another example, we considered ethylene. In Fig. 5 (e) the known structure of C 2 H 4 , the C-C and C-H bond lengths, and the angle HCH are given. This system is considered to be a challenge for GED since the DCS from H is much smaller than that from C, such that information on H is difficult to retrieve. In Figs. 5(a) and 5(b) we show the DCS data from e − -C 2 H 4 collisions for incident energies at 100 and 150 eV from Brescansin et al. [53] , as well as the prediction of the IAM using the known molecular parameters. The same results are shown in terms of the molecular contrast factors γ in Figs. 5(c) and 5(d). Using the experimental DCS from Figs. 5(a) and 5(b) and the GA, we retrieve the molecular parameters and the results are shown in Table III . At 100 eV, the retrieved data have 7% error in the C-C bond length, while the C-H length and the angle HCH have larger errors. However, the retrieved results using the experimental data at 150 eV look very good. Here we use the DCS directly for the fitting. If we use the molecular contrast factors in Figs. 5(c) and 5(d) for the fitting, TABLE III. Retrieved structural information of C 2 H 4 from experimental DCSs at 100 and 150 eV, respectively, compared to the known experimental values. The first set is obtained from fitting the molecular interference term; the second set is from fitting the molecular contrast factor (see text).
C-C length (Å)
C-H length (Å) HCH Experiment Table III . The discrepancies between the two methods are not surprising. The fitness functions in the two approaches are not the same. By fitting the DCS, the fitness function emphasizes small angles where the DCS are larger. Using the MCF, all the angles are treated on equal footing. Thus the error at large angles in Fig. 5(c) is enhanced in the retrieval.
As mentioned earlier, we used the GA to retrieve the molecular structure parameters from the electron-diffraction images. It turns out that the GA has been suggested recently for molecular structure retrieval for diffraction images taken using GED or UED [54, 55] . The global GA search for molecular geometries of a dynamic system is especially powerful since data retrieved from an earlier time step can be used to impose constraints on the search space in the next step to achieve faster convergence. By using techniques developed from the larger GED and UED communities, the retrieval of molecular structure from the HATI spectra will be able to proceed significantly faster when experimental data become available.
Dependence of DCS on bond lengths or angles in the molecule
It is interesting to note that electron-diffraction images are very sensitive to the interatomic distances for a given molecule, as can be seen in Eq. (2) since R ij appears in the phase factor in the IAM. When the positions of the atoms in a molecule change as in a dynamic system, the atomic DCS will remain the same, but the molecular interference term will evolve in time. In Fig. 6(a) we show how the molecular contrast factor changes when the bond distance between C and O is changed in CO 2 . Shown are data for electron collisions at 100 eV and for the C-O length that has been increased or decreased from its normal value by 10% and 20%, respectively. As the bond length increases, the oscillation shifts to smaller angles and the oscillation becomes faster. This is easily understood from 033403-7 the IAM since the phase q · R ij in Eq. (2) increases with the bond length.
We have also examined the case where the CO 2 is assumed to be nonlinear [see Fig. 6(b) ]. We change the bond angle while the C-O bond length is kept fixed. This is equivalent to decreasing the internuclear distance of O-O. The conclusion is the same. When the change of bond length is large, the molecular contrast factor γ changes more rapidly. For large angles, say from 180
• to 160
• , the change in O-O distance is small, and thus γ does not change much. For θ from 140
• to 120
• , the γ changes much more since the O-O bond length changes more.
B. Electron-molecule scattering and IAM model for aligned or oriented molecules
Electron-diffraction images from molecules aligned in one dimension
The preceding discussions focused on molecules that are isotropically distributed. If the molecules are oriented or aligned, clearly the diffraction images will have more pronounced interferences. Field-free molecules can be partially aligned or oriented by infrared lasers [25] , or by photodissociation [11, 12] using linearly polarized lights. For simplicity, here we consider molecules aligned in one dimension only. This can be carried out by exposing molecules to a short linearly polarized infrared laser. After the pulse is over, the molecules will change from aligned to antialigned (or vise versa) near the time intervals of rotational revivals. In 1D alignment, the molecules are distributed cylindrically symmetric with respect to the polarization axis (the z axis) of the aligning laser. We consider electron collisions with these aligned molecules, where the incident electrons are directed along the z axis. In this simple geometry, the DCS depends on the polar angle θ only, not on the azimuthal angle φ. We mention that we are not aware of any such measurements yet. For molecules aligned by photodissociation, there have been a few reported so far, with the time resolutions of a few hundred femtoseconds [11, 12] .
In Fig. 7(a) we show the calculated DCS for electron collisions with aligned CO 2 molecules at incident energy of 100 eV, for molecules aligned parallel and perpendicular to the z axis, respectively. We assume that the angular distribution of the molecules has the cos 6 (θ L − θ L0 ) dependence, where θ L is the angle between the molecular axis and the incoming direction of the electron beam and θ L0 is the central angle of the aligned molecules. In this figure, the DCS for the atomic terms only and the DCS for isotropically distributed molecules are also shown.
From Fig. 7(a) , it is interesting to note that the oscillation is much stronger for parallel-aligned molecules than for the perpendicularly aligned molecules. This is expected for all linear molecules and can be understood from the IAM. In Eq. (2), the phase of the interference term is given by q · R ij . For large scattering angles, the momentum transfer vector q is nearly antiparallel to the incident direction. Thus q · R ij is near zero if the molecule is perpendicularly aligned and 033403-8 maximum when it is aligned. This is opposite to GED where the electron is scattered in the forward directions and q is nearly perpendicular to the incident direction. In this limit, more favorable interference is expected when molecules are perpendicularly aligned. Thus for linear molecules, to obtain large molecular contrast, sharper features in the diffraction images are obtained by aligning molecules parallel to the incident electrons if the electron energy is below 300 eV and the images are taken in the backward directions. For completeness, in Fig. 7(b) we show the MCF obtained from the DCS shown in Fig. 7(a) .
For another example, we compare the MCF for aligned C 2 F 6 , again assuming the molecules have one-dimensional alignment and have angular distributions given by cos 6 (θ L − θ L0 ). We consider the alignment axis (the C-C axis) making an angle 0
• , 45
• , and 90
• , respectively, with the incident electron beam entering along the z axis. The IAM is used to calculate the DCS. From the DCS calculated, we extract the MCF for the three alignment angles and the isotropic one. The resulting molecular contrast factors versus the scattering angles are shown for scattering energies of 100 and 200 eV, in Figs. 8(a) and 8(b), respectively. It is noted that for an alignment angle of 45
• , the contrast is about the same as that for the isotropic one. The contrast is still the largest when the molecules are parallel aligned. Unlike the linear molecules, the contrast for the perpendicularly aligned molecules is no longer small. For this molecule, if the molecule is perpendicularly aligned, the C-C axis is perpendicular to q, but the C-F bond is parallel to q. 
Retrieving molecular bond lengths (and bond angles) from electron-diffraction images of molecules aligned in three dimensions
So far we have shown that the diffraction images from randomly distributed molecules are very sensitive to the bond lengths of the constituent atoms in the molecule. Clearly the structure retrieval will be significantly improved if diffraction data for aligned or oriented gaseous molecules are available [56] .
For simplicity, here we illustrate how the atomic positions in a molecule can be retrieved if the DCS are available from fixed-in-space molecules. In Fig. 9(a) we construct a fictitious isomerization scenario. For the linear LiCN molecule, we assume that it evolves to CNLi along the (arbitrarily chosen) path indicated in the figure. In the simulation, we place Li at a new position and restrict it to move only on the plane of the figure [57] . We use the IAM to obtain the two-dimensional (2D) electron-diffraction image for each new position, assuming that the electron beam is perpendicular to Table IV. 033403-9 the plane. We then introduce a 10% random error to each image data point and treat the results as experimental data. We use the GA and the IAM to retrieve the position of Li, that is, the distance of Li-C and the angle LiCN, with the C-N bond fixed. In Fig. 9(a) , the input position of Li is denoted by the center of each circle; the retrieved position is indicated by the crosses. For this example, retrieval of the position of Li is quite simple.
In another example, we consider a planar 1-fluoro-4-iodobenzene molecule, C 6 H 4 IF [see Fig. 9 (b)], away from its equilibrium configuration. This is a benzene molecule where one of the H atoms is replaced by fluorine and another replaced by iodine. We will assume that the C-C bond and the C-H bond do not change, but allow the I and F to change from their normal equilibrium positions as indicated. In the hypothetical experiment, we assume that the incident electrons enter perpendicularly to the plane of the molecule. We use IAM to calculate the DCS (2D spectra), and we introduce 10% random errors to each image point and take the results as "experimental" data. In the retrieval, we allow F to switch to a different C site. Here we define the position of the C that is connected to I to be No.1, as indicated in the figure. Using the GA, in this example, the search involves five parameters: the two angles and the two bond lengths indicated in the figure for I and F, respectively, and the order of the C atom where the fluorine is attached. From  Table IV we note that the five input parameters are accurately retrieved.
The simulation in Fig. 9 (b) represents a large class of chemical compounds where the hydrogen atoms are replaced by heavy atoms. Since diffraction images from individual heavy atoms are much larger [see Fig. 10(d)] , the difference image shown in Fig. 10(a) is quite large when the positions of heavy atoms are changed. In Fig. 10(b) the diffraction image taken when F and I are away from their equilibrium positions is compared to Fig. 10(c) , where F and I are in their normal positions. The simulations were carried out at an incident electron energy of 200 eV, and the beam is perpendicular to the plane of the molecule. At 200 eV, the DCS for C and F are monotonically decreasing with increasing angles, but not for the heavy iodine atom [see Fig. 10(d) ]. In the present simulation, a two-term Yukawa potential was used to represent the iodine atom potential.
We have assumed that the molecules are fixed in space. But it is straightforward to generalize the analysis to partially aligned or oriented molecules, as well as other directions for the incident electron beams. In the next subsection, we show that such flexibility can be easily carried out if the electron beams are replaced by laser-induced rescattering electrons. C. Electron diffraction using rescattering electrons generated by molecules in an intense laser field
As explained in Sec. II B, one can extract field-free DCS, or the diffraction image, of a molecular ion, say CO + 2 , from the HATI electron momentum spectra, by exposing CO 2 molecules to a linearly polarized laser pulse. Within the short time (about three quarters of an optical cycle, that is, within about 1 fs) it takes the rescattering electron to return to recollide with the ion, we can safely assume that the atomic positions in the molecule do not change. Thus the diffraction images taken for the ion would reflect the atomic positions of the molecule directly.
In Fig. 11 we consider partially aligned CO 2 molecules with a distribution assuming to be given by cos 6 [39] .
To simulate the HATI spectrum, we need to calculate elastic-scattering cross sections for e − + CO + 2 collisions. Unlike the CO 2 target, when the incident electron is far away from CO + 2 , it sees a −1/r potential. Thus it is generally expected that the DCS for e − + CO + 2 and e − + CO 2 are quite different. This is true for DCS at small angles where the incident electron probes the outer-shell region. For HATI spectra, the returning electrons are backscattered. They are scattered near the atomic core where the potential is much larger than the −1/r potential. Thus we expect the difference in the DCS between neutral and singly charged ions to be negligible for these deep-penetrating scattered electrons. We have checked this conclusion for atomic targets, for energies near and above 100 eV. For our purpose here we check CO 2 in a different way. In Fig. 11 , we calculated the DCS for e − + CO The bond length between C-O was set at 1.163Å. We treat such results as experimental data and use the IAM model for neutral CO 2 to retrieve the bond length of C-O, using angle-averaged DCS and the GA. The retrieved bond length was 1.149Å. In other words, unless we are searching for much higher precision, we may as well just use the IAM for neutral molecules for the retrieval of the structure parameters. We comment that the error for using IAM is expected to become larger if the scattering energy becomes smaller. For atomic ion, for example, C + , the potential was written as V (r) = −(1 + 5e −1.532r )/r where the exponential parameter was obtained by fitting to the ground-state energy of C.
We comment that experimental data from CO 2 for returning electrons with energies at or above 100 eV are not available yet. HATI spectra for CO 2 have been reported by Cornaggia [58] using 800-nm Ti-sapphire lasers. The returning electron energies from this experiment are about 15-30 eV. At such energies the IAM does not work so the C-O bond length cannot be simply retrieved. Other HATI spectra have been reported for randomly distributed [59, 60] and for aligned N 2 and O 2 molecules [61] , but only for 800-nm Ti-sapphire lasers. Again, these data cannot be analyzed using the model presented here. To reach returning energies of 100 eV or more, midinfrared (MIR) lasers will be needed. Since aligned CO 2 has been used in high-order harmonic generation by MIR lasers already [62, 63] , it is highly desirable to measure HATI spectra from aligned CO 2 (or any other simple molecules) to test the theory presented here.
IV. SUMMARY AND PERSPECTIVE
In this article we demonstrated that it is possible to use intense infrared and midinfrared lasers to probe the structure of a molecule. The idea is to use the rescattering electrons generated by the laser. Two basic theoretical ingredients are used here. First, based on the quantitative rescattering theory for strong-field physics, it has been shown that the angular distributions of the high-energy photoelectrons generated by the strong field can be used to extract field-free elastic differential cross sections by the rescattering electrons. These are electrons that have been backscattered from the molecular ion. Thus, they are sensitive to the positions of atoms in a molecule, similar to electron-diffraction images generated by a few-hundred-keV electrons in the conventional electrondiffraction method. Second, we have established theoretically that the simple independent atom model used in GED can be extended to incident energies in the order of 100 eV, so long as we restrict ourselves to electron images taken at large angles. We established the validity of the IAM using electron-scattering data taken in the 100-200 eV region for a few molecules. From these limited data we confirm that they can be used to retrieve the bond length of the molecules. Since infrared and midinfrared laser pulses of durations of a few femtoseconds are already available, this would suggest that IR and MIR laser pulses should be investigated further for their potential for dynamic imaging of transient molecules. Experimentally, current technologies are capable of generating such spectra, for randomly distributed molecules and for aligned molecules. Using CO 2 as an example, we have made the theoretical analysis of HATI spectra from aligned CO 2 molecules. It is desirable that such data become available soon experimentally. This will be the first step toward using MIR lasers for dynamic imaging of molecules.
