An extensive evaluation of attitude estimation algorithms in simulation and experiments is performed to determine their suitability for a collision recovery pipeline of a quadcopter unmanned aerial vehicle. A multiplicative extended Kalman filter (MEKF), unscented Kalman filter (UKF), complementary filter, H ' filter, and novel adaptive varieties of the selected filters are compared. The experimental quadcopter uses a PixHawk flight controller, and the algorithms are implemented using data from only the PixHawk inertial measurement unit (IMU). Performance of the aforementioned filters is first evaluated in a simulation environment using modified sensor models to capture the effects of collision on inertial measurements. Simulation results help define the efficacy and use cases of the conventional and novel algorithms in a quadcopter collision scenario. An analogous evaluation is then conducted by post-processing logged sensor data from collision flight tests, to gain new insights into algorithms' performance in the transition from simulated to real data. The post-processing evaluation compares each algorithm's attitude estimate, including the stock attitude estimator of the PixHawk controller, to data collected by an offboard infrared motion capture system. Based on this evaluation, two promising algorithms, the MEKF and an adaptive H ' filter, are selected for implementation on the physical quadcopter in the control loop of the collision recovery pipeline. Experimental results show an improvement in the metric used to evaluate experimental performance, the time taken to recover from the collision, when compared with the stock attitude estimator on the PixHawk (PX4) software.
Introduction
Recently, unmanned aerial vehicles (UAVs) have become more prevalent in industry and public sectors as new uses for them continue to arise. UAVs find use in search and rescue, photography, visual surveillance, and by hobby enthusiasts all over the world (Gupte et al., 2012) . With UAV flying on the rise, whether they are operated autonomously or manually, crashes will occur. As federal laws on the use of UAVs around the public and in regulated airspace evolve, mitigating the effects of collisions is likely to be one of the main issues in legislation (Ravich, 2009; Weibel and Hansman, 2005) . While much research focuses on collision avoidance for UAVs, research is also being carried out on collision recovery (Kendoul, 2012) . With the goals of increasing public safety and protecting valuable hardware, recent efforts at McGill's Aerospace Mechatronics Lab (AML) have addressed modeling collisions between a quadcopter and environment as well as the design of collision recovery controllers (Chui et al., 2016; Dicker et al., 2017) .
In general, designing a control system is regarded as a conjoint problem where the overall performance of the system is dependent on the accuracy of the state estimate, and the stability and efficiency of the controller. Previous work on collision recovery controllers focused on attitude stabilization of a quadcopter, equipped with safety bumpers or a protective frame, following a collision with a wall (Dicker et al., 2017) or a pole (Dicker et al., 2018) . This paper continues towards a high-performance collision recovery system by comprehensively examining the efficacy of several attitude estimation algorithms on a quadcopter equipped with a nine-axis inertial measurement unit (IMU; a threeaxis accelerometer, a three-axis gyroscope, and a three-axis magnetometer). In line with finding a collision recovery
McGill University, Montreal, QC, Canada solution that can be implemented solely with conventional sensors onboard a quadcopter or other UAV, this research investigates the effects of a collision on IMU data and, furthermore, explores and evaluates attitude estimation solutions to provide improved performance in the crucial scenario of a collision.
The collision recovery controller that has been developed previously (Dicker et al., 2017 ) is a quaternion-based controller, building on the attitude controller employed for quadcopter aggressive flight in Faessler et al. (2015) . Using the same convention here, this work focuses on quaternionbased attitude estimation algorithms, although similar results can likely be gathered from Direction Cosine Matrix (DCM) derivations of the same algorithms. The quaternion is a four-component attitude parametrization, subject to a norm-constraint. The widespread use of the quaternion as an attitude parametrization has spurred the development of a variety of attitude estimation algorithms to handle this norm-constraint and the nonlinearity of attitude estimation (Crassidis et al., 2007) . The widely used extended Kalman filter (EKF) assumes the system has Gaussian noise and uses a first-order Taylor series expansion of the nonlinear state and measurement equations to linearize the system about an operating point (Simon, 2006) . The multiplicative EKF (MEKF), investigated in this paper, improves losses due to the quaternion normconstraint by estimating the error quaternion and using quaternion multiplication to update the predicted state (Crassidis and Junkins, 2011) . Particle filters (PF) make minimal assumptions about the system's noise and directly generate the state's posterior probability density function by propagating a random set of state samples through the system model, avoiding loss of accuracy to linearization and assumptions about the noise in the system, but resulting in high computational costs that are not always suitable for implementations on flight controllers (Arulampalam et al., 2002) . The unscented Kalman filter (UKF) is the middle ground between the EKF and PF. It assumes Gaussian noise and passes a small set of optimally chosen points through the nonlinear system (Wan and Van Der Merwe, 2000) . Further, the UKF can conserve the quaternion norm-constraint by estimating an attitude error vector instead of the quaternion, as is done in Crassidis and Markley (2003) .
A choice in selecting an attitude estimation approach is whether to use a dynamics model in the algorithm. Attitude can be propagated using a sensor-generated measurement of the angular velocity directly in the attitude kinematics, in contrast to using a dynamics model to generate the angular velocity and propagate the quaternion (Crassidis and Junkins, 2011) . The use of a dynamics model can sometimes improve estimator performance but requires an approximation of the process noise covariance, which can be difficult to obtain (compared with a sensor's noise covariance). Another issue is that any inaccuracies in a dynamics model can degrade performance; thus, it is avoided here (Qi and Jian-Da, 2008 ).
The filtering techniques mentioned above assume a stochastic system and usually provide a state estimate by making assumptions about the system's noise characteristics. As such, the majority of nonlinear filters do not come with proofs of their optimality or stability due to their approximations of the system's nonlinearities. State estimation can also be approached using the observer paradigm, which assumes a deterministic system and generally comes with provable asymptotic stability. Nonlinear attitude observers have recently become popular methods for attitude estimation owing to their simplicity, guaranteed stability, and low computational cost, the latter in comparison with Kalman filter based algorithms as nonlinear observers do not involve covariance propagation or multiplication of large matrices (Guerrero-Castellanos et al., 2013; Mahony et al., 2008; Vasconcelos et al., 2008) . One of the more popular nonlinear observers owing to its efficacy is the complementary filter, which is the observer chosen for our evaluation of the estimation algorithms (Bristeau et al., 2011; Mahony et al., 2008) .
The sensors' noise characteristics have a major effect on the efficacy of the algorithms. Through examining experimental quadcopter collision data, the effects of a collision on quadcopter's sensor data, resulting from structural vibrations throughout the vehicle after impact, were quantified. This manifests itself as increased noise or oscillations in the inertial sensors of the quadcopter, which decay as the vibrations are damped (Battiston, 2017) . With this foresight, state estimation algorithms that are robust to varying noise characteristics are explored in this work.
As the design of Kalman-based filters allows for manipulation of the process and measurement noise covariances, adaptive filters which can modify the covariance values to achieve improved performance during a collision are investigated in this work. Most Kalman filter adaptation schemes use the innovation term to modify the covariances: Sebesta and Boizot (2014) used the innovation to trigger covariance adaptation, placing more trust in the sensors as opposed to the dynamics model; Hajiyev and Soken (2013) used the innovation to detect and adapt to sensor and actuator faults; and Qi and Jian-Da (2008) developed an UKF that adapts the process noise covariance matrix using gradient descent to match the measured innovation with the predicted innovation.
In addition to adaptation of the noise covariance, some filters are explicitly designed to be robust to errors and changes in the system parameters. The H ' filter is designed to minimize the ratio of the mean square estimation error to the sum of the mean squared initial error and mean squared system noise, providing a guaranteed bound for the H ' norm. There are a variety of derivations of H ' filters (Li and Fu, 1997; Xie et al., 1991) that are problem specific, dependent on the system being estimated. The game theory formulation of the H ' filter (also dubbed the min-max filter) provides a state-space-based filter that reduces to a conventional Kalman filter as the H ' norm bound approaches infinity (Simon, 2006) . A norm-constrained version of the H ' filter has shown improved performance for attitude estimation when faced with errors in the model parameters (Chee and Forbes, 2017) .
This work aims to find the attitude estimation technique that provides the most accurate state estimate during a quadcopter collision by examining a comprehensive number of algorithms in simulation and in experiments. This extensive evaluation provides much needed insight into use cases for novel adaptive and robust estimation algorithms, as well as helps to distinguish the benefits of the probabilistic Kalman-based algorithms and a recently popular deterministic observer. In particular, a comparison is made between a MEKF, an UKF, two novel adaptive UKFs (AUKFs), a complementary filter, an H ' filter, and a novel adaptive H ' filter. While PFs may be effective in dealing with anomalies in sensor noise due to a collision, they are not investigated here owing to their computational costs. Norm-constrained filters were considered in this investigation (Battiston, 2017) , but shown to have negligible improvements when implemented at the high sensor rate of modern IMUs.
First, new simulation results and analysis of the seven estimation algorithms expands upon previous work . This work then contributes an extensive experimental evaluation of the algorithms. The estimators are first evaluated by comparing recorded experimental collision data against the quadcopter's state tracked with a Vicon motion capture system. Then, based on the results, the MEKF and novel adaptive H ' filter AH ' F ð Þ are implemented in the quadcopter control loop with the collision recovery controller. Experiments with numerous collision recoveries for different pre-impact conditions are performed, validating and evaluating the algorithms for use during the crucial period after a collision. The estimators' performance is evaluated by comparing the time it takes to recover from the collision, as a better attitude estimate should lead to a quicker and more consistent recovery. The platform used for the experiments is a custom quadcopter that can withstand collisions, shown in Figure 1 .
System models

Quadcopter dynamics and kinematics
The modeling of quadcopter rigid-body dynamics in free flight is well documented and recently a model for a quadcopter colliding with a vertical wall was presented (Chui et al., 2016) . Standard frames are used: the inertial frame F i following a North-East-Down convention and the body frame F b located at the center of mass (CM) of the quadcopter (see Figure 1) . The dynamics of the quadcopter are modeled using the Newton-Euler formulation, and incorporate the forces arising due to impact or contact with the environment. The translational dynamics are modeled as
and the rotational dynamics are modeled with
where f and m 2 R 3 are the applied forces and moments and v = u v w ½ > and v = p q r ½ > are the linear velocity of the CM and angular velocity of the quadcopter, all expressed in F b . For the forces and moments, the subscripts G, T , O, and C denote gravitational, thruster, gyroscopic, and contact, respectively. The exact definitions of these can be found in Chui et al. (2016) , and it should be noted that the moments due to aerodynamic drag and propeller flapping are neglected here. The platform-specific parameters m, I 2 R 3 × 3 , and r Tj 2 R 3 are the mass, moment of inertia matrix, and position of the thruster locations relative to the CM, respectively, and the × operator denotes the skew symmetric matrix. The position of the CM of the vehicle is propagated using the velocity kinematics as
where the position, p 2 R 3 , of the quadcopter's CM is expressed in F i and C 2 R 3 × 3 is the rotation matrix, which is defined shortly.
A quaternion, q = ½q 0 , . > > , subject to the norm constraint q > q = 1, is used to parametrize the attitude of the vehicle where q 2 R 4 , the vector part of the quaternion is . 2 R 3 and > is the transpose operator. The Hamilton quaternion convention (Sola, 2015) is used for all algorithms in this article. The quaternion is propagated by the angular velocity of the vehicle as
where the operator represents quaternion multiplication. The rotation matrix is derived from the quaternion using
× where 1 3 denotes the 3 × 3 identity matrix and the above rotation matrix rotates components of a vector in F b to those in F i . Fig. 1 . Experimental platform and coordinate frames used in the dynamics and kinematics models.
Sensor models
To properly validate the attitude estimation algorithms in simulation, the data from the nine-axis IMU employed in this research is simulated by corrupting the true values with Gaussian noise and a bias term. As the experimental flight time is short, the change in sensor bias during a flight is likely to be very small and is modeled as a constant. An algorithm's efficacy at estimating sensor bias can, thus, be garnered from the algorithms ability to converge toward the initial bias values.
The basic sensor models assumed in this research are
where u a , u g , and u m 2 R 3 are the accelerometer, gyroscope, and magnetometer measurements, b a , b g , and b m 2 R 3 are the corresponding sensor biases, and h a , h g , and h m 2 R 3 are zero mean Gaussian noise variables with covariances s a , s g , and s m , all defined in F b . In simulation, the Earth's magnetic field,
is defined in F i and corresponds to the normalized magnetic field vector in the area of Montreal, Canada, computed using the International Geomagnetic Reference Field model (Thebault et al., 2015) . In experiments, the local inertial magnetic field value is estimated using magnetometer measurements with the method discussed in Section 5. The gravitational vector, as sensed by the accelerometer, is
where g is Earth's gravitational acceleration constant.
The novel aspect of the effects of a collision on sensor data were investigated in order to determine whether the sensors registered anything beyond the conventional sensor noise, sensor bias or motion of the vehicle during a collision. The investigation (Battiston, 2017) showed that the inertial sensors (accelerometer and gyroscope), being susceptible to vibrations, were significantly affected by a collision but the effect on the magnetometer, an electromagnetic sensor, was minimal.
The method proposed to simulate the effect of a collision on the inertial sensors increases the covariance of the Gaussian noise used to corrupt the measurements by a decaying factor. As such, the covariances for the accelerometer and gyroscope noise are modeled as 
where t c is the time elapsed since the crash and t c = ' before the crash occurs, t is a time constant,s ac ands gc are the maximum crash covariances, ands a0 ands g0 are the normal operational covariances for the accelerometer and gyroscope, respectively. Using this model, the inertial sensor noise covariances are set to a standard value during normal operation. When a collision occurs, the noise covariance is increased by a value which decays to near zero over several time constants, leaving the noise covariance back at its original value. The magnetometer covariance is not changed in light of the aforementioned observation. These modifications to the sensor models to more realistically simulate a collision are used to generate sensor measurements for the simulations in Section 4.
Attitude estimation algorithms
In this section, the attitude estimation algorithms under examination are detailed. First, general information that applies to all estimators is given. The equations for the chosen attitude estimation algorithms are then presented in order of increasing conceptual and computational complexity. An important part of the evaluation of the estimation algorithms is a comparison of these algorithms with the attitude estimation algorithm in the open-source PX4 flight stack (Meier, 2017) , which is the firmware used on the PixHawk flight controller (the PixHawk 1 flight controller is used on our experimental platform). Thus, the PX4 attitude estimation algorithm is also presented at the end of the section.
All attitude estimators considered in this paper, including the PX4 algorithm, use the sensor data similarly: the bias corrected gyroscope values is used in the discretized version of (4) to propagate the quaternion between time step k À 1 and time step k:
where O 2 R 4 × 4 is defined as
where Dt in Equation (11) is the time between steps k À 1 and k and an overhat signifies an estimate of the true value (Crassidis and Junkins, 2011) . Then, the accelerometer and magnetometer measurements are used as attitude vector measurements to generate a correction factor. The states estimated by the algorithms are the quaternion and gyroscope bias:x
whereas the angular velocity estimate is found by takinĝ
Of the sensor biases, only the gyroscope bias, b g , is estimated because the gyroscope measurement is propagated through the quaternion kinematics and bias in the sensor will accumulate over every time step, resulting in significant drift in the estimate. On the other hand, the accelerometer and magnetometer biases do not accumulate and only result in a slight offset. Using the accelerometer measurement as a vector measurement can present a problem when the vehicle is undergoing significant linear acceleration, as is the case during a collision, because the algorithms are unable to separate the vehicle's inertial acceleration from the acceleration due to gravity. Thus, the accelerometer measurement is only used when the following condition is satisfied:
where a bnd is a value selected based on tuning. The bound on the accelerometer measurement is applied to all of the estimation algorithms, except for the PX4 estimator. All values used for ICs, filter parameters, and noise parameters are specified in Section 4 for use in simulation, and in Section 5 for use in experiments.
Complementary filter
The complementary ''filter'' is a nonlinear observer designed by Mahony et al. (2008) where three versions of the complementary filter are presented; here, the quaternion version of explicit complementary filter is used. The complementary filter replacesv kÀ1 in (10) aŝ
where
The values k p , k a , k m , and k b introduced in (13)- (16) are the user-tuned estimator gains; the vex½ operator is the uncross operator, which converts a skew symmetric matrix back into a vector. The estimated measurements,û a andû m , are computed asû
and the values u a and u m are the normalized measurements. The gyroscope bias is estimated using
which is discretized with an Euler integration scheme:
The complementary filter requires a user selected, initial prediction of the attitude,q 0 , and the gyroscope bias,b gj0 .
MEKF
The EKF is one of the most frequently used state estimation algorithms owing to its proven performance (Crassidis et al., 2007) . There are numerous variations of the EKF, none of which can be claimed as the definitive ''best,'' although some are known to perform better in specific applications. The variation used here is the MEKF, which estimates the error quaternion instead of the full quaternion at each timestep. The state vector of the MEKF is dx = ½dq > db
where d signifies the error between the true and the estimated state. The error quaternion is defined as
and the derivative of the error quaternion can be shown to be (Crassidis and Junkins, 2011 )
where dv is the angular velocity error and is defined as dv = À (db g + h g ). The full set of equations for the MEKF are presented in Table 1 . The quaternion error dynamics in (19) and the first-order nature of the EKF linearization induces the use of the small angle approximation by Crassidis and Junkins (2011) for the update quaternion in Table 1 as dq
It is obvious that this quaternion will not conform to the unit norm constraint and still needs to be renormalized after the update step of the filter. The linearized state matrix,
is found by discretizing and taking the first-order approximation of (19), and is only used to propagate the state covariance matrix, not the state itself. The measurement equations areû
and are used to define the measurement error term e k in Table 1 . The linearized measurement matrix is (Crassidis and Junkins, 2011 )
The filter requires initial guesses for the quaternion,q 0 , gyroscope bias,b gj0 , and state covariance matrix P 0 2 R 7 × 7 . Equations (20)- (22) are also used in the H ' filter and AH ' F. The process noise covariance used in the state covariance prediction is Q kÀ1 2 R 7 × 7 . It is important to note that for all the Kalman-based filters presented here, some vectors and matrices will change size depending on whether the accelerometer measurement is used or not: y k , y k 2 R 6 or R 3 , H k 2 R 6 × 7 or R 3 × 7 and the measurement noise covariance R k 2 R 6 × 6 or R 3 × 3 , respectively. As well, it is sound practice to enforce symmetry in the state covariance matrix at the end of each time step by using P
H ' Kalman filter
The H ' or ''min-max'' approach to state estimation can prove useful when an accurate model of the system is unavailable or when the noise statistics are unknown. H ' filters have been shown to provide a better state estimate when there are errors in the noise and model parameters (Chee and Forbes, 2017; Simon, 2006 ). The min-max H ' filter is a state-space-based filter that satisfies
where sup is the supremum and e = x Àx is the state error,x being defined in Equation (12). The H ' filter partitions its Kalman gain in order to only constrain the quaternion in the state. The algorithm is given in Table 2 , where H k is the linearized measurement matrix from (22) and G k is the H ' norm bound weighting matrix chosen as
where j is the H ' norm bound, chosen by tuning. The specific format of G k is such that the gyroscope bias is passed through a regular MEKF and only the quaternion's H ' norm is bounded. In order for the solution to this H ' filter to exist, the value of j k must be chosen such that
where . 0 implies the matrix is positive-definite and the state covariance P k must also be non-singular. If these conditions are not met the filter may diverge (Chee and Forbes, 2017) . As the values of H k and P k change at each timestep, a constant value of j k was chosen through tuning such that it satisfies the conditions for all likely H k and P k . In the novel adaptive H ' filter, j k is used to only enforce the H ' bound when a collision occurs.
Novel AH ' F
The novel AH ' F is proposed here with the knowledge that the H ' filter reduces to a MEKF as the H ' bound approaches infinity and that the robustness of the algorithm causes a loss in performance when the system parameters are well known (Chee and Forbes, 2017; Simon, 2006) . With this in mind and in view of our application where the vehicle transitions between free flight and collision, the AH ' F is designed so that when the estimator has a large The prediction step of the H ' filter is the same as the MEKF (Table 1) Correction step: Table 1 . Equations for the MEKF.
Correction step:
, whereû a andû m are found using (21)
innovation for a significant amount of time, the H ' bound is set to a finite value so that the system has a guaranteed bound on the state error. As the sensors experience increased noise and other anomalies during a collision, the innovation will be larger, which will activate the adaptation, bringing about a bounded estimate after a collision occurs. The AH ' F activates its adaptation by summing the norm of a scaled innovation term over a series of time steps and if this sum is over a chosen threshold, it decreases the H ' bound from infinity. Likewise, if the summed innovation term is below the threshold, the H ' bound is increased towards infinity, bringing the estimator back to its original form. The innovation sum, I d, k , is used to trigger and perform the adaptation as
where the innovation sum is computed by
The value of k À d is the number of previous time steps for which the innovation is used and the value of e sets the rate at which the adaptive gain changes when the summed innovation is over a chosen threshold, b. The variable e k is the same as that defined for the MEKF in Table 1 . The H ' bound is changed incrementally, as opposed to just having an adaptive term that is either on or off, as it is thought that this will provide a smoother transition for the adaptation. A max value for 1 j k , whose definition is given in the paragraph after Equation (23), is also defined by 1 j max so that the adaptation does not cause the H ' bound to change too much. The matrix G 2 R 6 × 6 , or R 3 × 3 if the accelerometer measurement is not used, is a diagonal matrix that acts as a scaling factor in order to weight the measurement errors.
UKF
The UKF is designed to better approximate the nonlinearities of a system by passing a set of optimally chosen points through the nonlinear system equations, then computing a weighted average of the points to obtain an estimate of the state. UKFs have been shown to provide better state estimates for highly nonlinear systems and systems with large initial estimate errors (Crassidis and Markley, 2003; Julier and Uhlmann, 1997) . The issue around using a conventional UKF to estimate quaternions is again due to violations of the quaternion norm constraint. In order to avoid this, Crassidis and Markley (2003) estimate an attitude error vector dp. Conversions from and to the error quaternion are given by (28) and (29) respectively: dp = f ½d.=(a + dq 0 ) ð 28Þ
where the values of a and f can be changed to correspond to different attitude error vector parametrizations. Here we use a value of f = 2(a + 1) so that k dp k is equal to the error angle for small angles; then, a is chosen by tuning. The difference between the implementation here and that in Crassidis and Markley (2003) is that here the classic UKF filter is used whereas Crassidis uses a modified UKF that sums the state covariance with a modified process noise covariance matrix in order to reduce the number of sigma points. The UKF equations are summarized in Table 3 . The parameters for the filter are the initial covariance matrix, P xj0 2 R 6 × 6 , and the parameters l = a
The values for k, a, a, and c were set by tuning as well as by using their conventional definitions (Julier and Uhlmann, 2004) . The value of n corresponds to the dimension of P. The sigma points X h kÀ1 (i) 2 R 12 are generated from the noise covariance matrices and are split into the individual noise sigma points as
in order to use each noise term in the appropriate process and measurement equations. For similar reasons as the MEKF, state covariance matrix symmetry is enforced at the end of each time step.
Novel high gain AUKF
The novel high gain AUKF is based on an adaptive EKF designed by Sebesta and Boizot (2014) . They showed that their estimator was more responsive to aggressive manoeuvres and disturbances than a conventional EKF. However, their design is computationally demanding as it requires integrating an initial value problem several times in order to modify the adaptive gain. In the simplified version derived here, the same innovation measure that is used in the AH ' F, Equation (27), is used to trigger the adaptive part of the filter. A single adaptive gain term, G k , is used to scale the noise covariance matrices where the scaling method is designed to increase the noise covariances for the gyroscope and accelerometer. The value of G k changes at each time step based on
where I d, k is found using (27) , and the other variables have the same effects as their counterparts in (26). The adaptive filter then replaces R k and Q k with
where D G and d G are defined as
so that they increase the noise covariance for the inertial sensors. This method also decreases the noise covariance of the gyroscope bias, as this was found to yield better results.
Novel covariance matching AUKF
The second novel adaptive method modifies the measurement noise covariance matrix R k by adding a term based on the difference between the measured innovation covariance and the estimated innovation covariance as follows:
The value of d again sets the number of previous time steps for which data is used, e k is the measurement error defined in Table 1 , P yy k is defined in Table 3 , and s ij are the individual components of S k . Equation (36) effectively modifies the measurement noise covariance matrix using the average of the difference between the predicted and measured innovation covariance matrices. Equations (37)-(39) compute the difference between the predicted and measured innovation covariance matrices, and then set any off-diagonal or negative entries to zero. While this does not adapt the gyroscope noise covariance, it still modifies the accelerometer noise covariance to account for the increase in noise from crashing. The magnetometer noise covariance should remain approximately the same. As the method uses the innovation covariance P yy k to modify R k , it involves fewer user-tuned parameters than the high gain AUKF.
PX4 complementary filter
The PX4 flight stack is an open-source professional autopilot software that offers a split architecture for providing attitude and position estimates, allowing the attitude estimator to be easily replaced and compared with custom code. There are a few estimation algorithm options available with the PX4 code, the one considered for comparison here is the only standalone attitude estimation algorithm available (other algorithms combine attitude and position Initialize:
Prediction step: Note: at the beginning of each step dp k is set to 0 Convert attitude error vector sigma points to quaternion sigma points: dq
Compute propagated state estimate and covariance:
Compute innovation and cross covariances:
Compute Kalman gain and update state:
Use dp + k with (3.5) to generate error quaternion dq + k then update quaternion and state covariance: q
. The PX4 attitude estimator is a type of nonlinear observer, also dubbed a complementary filter in the code comments. As the documentation for the estimation algorithm is scarce, the algorithm presented here has been reverse-engineered from the PX4 code.
The PX4 complementary filter is structured similarly to the complementary filter detailed in Section 3.1. One main difference is that the PX4 filter uses the magnetometer reading to only correct the vehicle's yaw, to avoid the effects of large magnetic disturbances (Li and Wang, 2013; Tailanián et al., 2014) . This practice can be wasteful if there are no significant disturbances to the magnetic field readings, but can be beneficial to stability otherwise. The PX4 filter is also different in that it uses the accelerometer reading regardless of whether or not the vehicle is experiencing any inertial accelerations. While this provides more measurements to use for estimation purposes, the measurements may be less accurate in the present application.
The PX4 filter propagates the quaternion almost identically to (13) asq
however, with a simpler correction term:
As before,û a is the predicted gravitational vector (computed as in Equation (15a)), u a is the normalized accelerometer measurement andm b is a correction term generated from the magnetometer reading. In particular, the magnetometer correction term is computed using the knowledge that the inertial x-axis lines up with magnetic north. The correction term is found aŝ
wherem ij1 andm ij2 refer to the first and second components ofm i and u m is the normalized magnetometer measurement. The gyroscope bias is then updated bŷ
The PX4 implementation uses special provisions for when the vehicle undergoes fast rotations. In particular, the PX4 filter does not update the gyroscope bias if the magnitude of the gyroscope measurement is greater than 108/s and it modifies the magnetometer gain k m , such that
if the magnitude of the gyroscope measurement is greater than 508/s (0.873 rad/s).
Validation in simulation
The seven estimation algorithms presented in detail in Section 3 were first validated in simulation, prior to testing them with actual sensor data or using them in the control loop of a quadcopter UAV. This section expands and complements simulation results presented in a previous work in order to better accompany the experimental results presented in Section 5.
Simulation scenarios and parameters
The estimation algorithms are compared through two simulation scenarios. In both scenarios, the quadcopter takes off, flies in a 2 m square trajectory over 60 seconds, then collides with a wall. The collision recovery controller, described in detail in Dicker et al. (2017) stabilizes the quadcopter and the simulation ends after 75 seconds. The attitude estimation algorithms are initialized while the quadcopter is on the ground, before take off, and execute for the all 75 seconds of the simulation. The two scenarios are evaluated using a Monte Carlo framework with random sensor noise and initial condition (IC) errors over 200 simulated flights. The first scenario has realistic IC errors (such as those induced when moving the quadcopter from indoors to outdoors on a summer day), whereas the second scenario has very low IC errors (such as those in a lab setting with recalibrated sensors). In the presented simulations, the IC errors are generated from zero mean Gaussian distributions where the standard deviation of the attitude error was calculated based on a set of initial pose values, computed using experimental sensor data, combined with assumptions about the scenario. The standard deviation of the biases were chosen based on the temperature sensitivity of the sensors combined with assumptions about the scenario. Both scenarios are simulated using the quadcopter parameters and system dynamics from Chui et al. (2016) and the collision recovery controller from Dicker et al. (2017) . The trajectory and attitude controller for normal flight are quaternion-based waypoint controllers derived in Zhang et al. (2014) . In order to have a consistent comparison of the estimators in simulation, the controllers use the true quadcopter states as feedback as opposed to values from an estimator. Comparing the algorithms while using each algorithm's estimate in the controller feedback loop will be done in experiments in Section 5.2. The initial attitude estimate error is defined as error in the attitude estimate immediately after initialization of the algorithms, before the quadcopter takes off, and corresponds to the error caused by sensor noise and sensor biases. The initial attitude estimate error was chosen aŝ
degrees and a 0 = a Table 4 . The IC values for the two scenarios are given in Table 5 and the values for the ICs that are constant across both scenarios are stated in Table 6 . The values of the tuned parameters for each estimator are summarized in Table 7 . Tunable parameters were chosen by varying each parameter individually through a specific range of values with simulations initialized using a predefined set of constant ICs. The ICs were chosen to represent the IC distribution statistics from scenario one. The parameters which gave the best results were then used. The estimation algorithms are provided data at a rate of 100 Hz in simulation, which was chosen based on the sensor rates of the logged data onboard the PixHawk flight controller. While not explored in this article, it is known that the update rate of the estimation algorithms can garner different relative performance between them (Battiston, 2017; Persson and Sharf, 2013) . The simulation results presented here are most representative when all algorithms are executed at a rate of 100 Hz, a rate chosen for easy comparison to results using logged sensor data (Section 5.1).
Simulation results
The results of the simulations are shown in Figures 2-4 and Tables 8 and 9. Figure 2 presents the average root mean square (RMS) Euler angle errors for both scenarios and Figure 4 presents a direct comparison of the average RMS total angle error in both scenarios. The RMS Euler angle error is the RMS of the difference between the true and estimated Euler angles (following the yaw-pitch-roll convention (Diebel, 2006) ) and are included because of their direct physical relevance to quadcopter attitude control. The RMS total angle error, df, is calculated as
In Figure 2 the results for scenario 1 (realistic IC error) are split into two plots, (a) and (b), to provide better scaling for viewing the results as the complementary filter errors are significantly higher than those of the other filters. The MEKF results are shown in both of these sub-plots for easy comparison. Figure 3 gives the average RMS gyroscope bias error which is calculated as the RMS of the difference between the true and estimated gyroscope bias along each axis. In the tables and figures, AUKF 1 corresponds to the high gain AUKF and AUKF 2 corresponds to the covariance matching AUKF. The figures contain two sets of values for the attitude and gyroscope bias error: the average RMS error for the entire manoeuvre and the average RMS error during the crash only. The latter is the average error from the instant the quadcopter contacts the wall until the time when the attitude is stabilized by the collision recovery controller; this stabilization process takes approximately 0.6 seconds, the exact time varying depending on the severity of the crash. This value helps evaluate the estimation algorithms performance immediately after the collision. Tables 8 and 9 present the standard deviation of the RMS Euler angle error averages in Figure 2 in addition to the data presented in Figure 2 of the corresponding RMS Euler angle errors, for Table 6 . ICs and estimator noise parameters for all scenarios.
MEKF and H ' filters P xj0 = diag½:0251 1 × 4 ; :
All filters s ba = 0:05 m/s 2s bm = 0:005 Gs a bnd = 0:5 Table 7 . Estimator specific parameters.
Complementary filter
High gain AUKF
easier comparison. Similar to the figures presented in this section, the tables contain the standard deviation data for the RMS error of the entire run and the RMS error of the crash, giving an idea of how consistent the algorithms are across different runs. While the IC error statistics are different between scenario 1 and 2, the same values are used for the parameters of the estimation algorithms to see how they perform when tuned for more realistic IC errors, but are faced with consistently low IC errors (scenario 2). Figures 3 and 4 show that the total average attitude estimate and gyro bias estimates during the crash period are improved compared with the entire flights. The Euler angle results in Figure 2 , however, indicate that the roll and pitch errors consistently increase for scenario 1 and in some cases for scenario 2. Thus, it is the significant improvement in the yaw estimate that leads to the overall reduction in the total attitude error, this reduction being most prominent for scenario 2. The decrease in error during the collision is to be expected as the estimators have had time to converge from the IC errors and is also thought to be due to improved observability along the yaw axis from the aggressive motion of the crash . Exception to this reduction in error are the results of the complementary filter for which the attitude errors are consistently and significantly higher during the crash. This notable increase in complementary filter error during the collision is likely due to the increased sensor noise during the collision. As the complementary filter is a deterministic observer, its stability analysis assumes the system has no noise and it would appear that here, the high noise values are directly propagated into the state estimate causing an increase in error during the collisions. Figure 3 shows the Kalman-based algorithms' gyroscope bias error is significantly lower during the collision than for the entire flight in both scenarios. These results show that the complementary filter can perform similarly or better than Kalman filters when faced with low IC errors, but that the Kalman-based algorithms are better at mitigating increases in sensor noise that are characteristic of a collision.
Entire flight versus crash only. The results in
Comparison of Kalman-based filters and effect of adaptation.
It can be seen in Figure 4 that the UKF-and EKF-based algorithms have similar entire flight results for scenario 2, but the UKF algorithms have the lowest error during a collision and the best improvement in performance during the collision in both scenarios. In both scenarios, the H ' filter has larger average attitude and gyroscope bias errors than the MEKF. The novel AH ' F performs marginally better than the MEKF in scenario one and shows an insignificant change when their performance is compared in scenario 2. The fact that the H ' filter performed worse than the MEKF, whereas the AH ' F provided such a small improvement implies that the simulated collision does not cause significant noise issues in the sensor data to warrant the robust trade-offs of the H ' filter. The novel high gain AUKF (AUKF 1 ) shows marginally lower estimation errors compared with the conventional UKF in scenario 1, but has slightly larger estimation errors in scenario 2. The novel covariance matching AUKF (AUKF 2 ) shows an insignificant change in performance compared with the conventional UKF in both scenarios. The (slightly) improved performance of the high gain AUKF and the AH ' F in scenario 1 but not scenario 2 is likely because the adaptive features of these algorithms were specifically tuned to increase their performance in scenario 1. It is worth noting that during tuning, finding a set of parameters that yielded an improved performance in the adaptive algorithms was difficult and moderately small changes away from these well-tuned parameters could cause a decrease in performance compared with the conventional algorithms. This implies that small changes to the vehicle or system could require extensive retuning or, if the changes occur without the knowledge of the user, they could result in a poorer state estimate, making these adaptive algorithms impractical for the given scenario. While the adaptive algorithms did perform better in scenario 1, they did not provide as significant of an improvement as was anticipated. It is thought that all three adaptive algorithms would show a more significant improvement over their non-adaptive counterparts if a dynamics model were used in the prediction step of the algorithms, as is done in the implementations by Boizot (2014) and Chee and Forbes (2017) . Thus, when only faced with the impulsive unmodeled disturbance caused by a collision, as opposed to constant disturbances or errors that can arise in a dynamics model, the improvement in performance expected from adaptive or robust techniques is smaller or negligible. Another factor that likely diminished the effect of the AUKFs is the thresholding of the accelerometer measurement, as the goal of the adaptation is to increase the noise covariance for the inertial sensors during a collision, but the thresholding can leave the accelerometer unused during this time. Tables 8 and 9 , all of the algorithms almost always show an increase in the standard deviation of the average error during the collision when compared with that during the entire flight, meaning they give a less-consistent attitude estimate during a collision. The increase in standard deviation during a collision for the UKF-based algorithms tended to be smaller than the increase for the MEKF-based algorithms. The complementary filter has a larger overall standard deviation for the entire flight in scenarios 1 and 2, although in scenario 2 its standard deviations for roll and pitch during the collision are similar to the UKF. This shows that Kalman-based algorithms generally provide a more consistent estimate than the complementary filter and that the UKF-based algorithms are more consistent during the collision than the MEKF.
Filter consistency. As shown in
Computational considerations.
A final important consideration in the choice of a state estimation algorithm is the computational complexity of the method. Using the timing features of MATLAB, a relationship of the algorithm complexities relative to each other was determined for the specific scenarios and algorithm implementations. It was found that the MEKF and H ' filters took approximately twice as long to execute as the complementary filter, and the UKFs took about 13.5 times as long as the complementary filter. This is important, as is discussed later in the paper, it was found that an implementation of the UKF algorithm onboard the PixHawk flight controller was not possible due to overloading of the CPU.
Implementation and experimental validation
To further evaluate the algorithms before implementation in the quadcopter control loop, the estimators are tested using logged sensor data from quadcopter flights with a collision and the results are compared with corresponding pose data from a Vicon motion capture system. As many algorithms are under evaluation in this paper, those with the most promising performance are then implemented onboard the quadcopter for evaluation in the closed-loop online implementation. When implemented in the control loop, the effectiveness of an attitude estimation algorithm during a collision is measured using the time required to recover from a collision: if the collision recovery controller has a less-accurate attitude estimate, it will likely take longer to recover from a collision. Thus, we compare the algorithms using two methods, first post-processing sensor data to compare an algorithm's attitude estimate with the attitude estimate of the Vicon motion capture system (Section 5.1), then comparing the time taken to stabilize the vehicle after a collision when using an algorithm in the control loop (Section 5.2). First, we detail the initialization of the estimators for both cases. The initial estimate for the gyroscope bias is taken to be zero and the initial estimate for the quaternion is calculated using sensor data. The latter is computed using a method similar to that of the PX4 software. An accurate estimate of the initial attitude is required here, as this estimate is used to compute an estimate of the Earth's magnetic field in the inertial frame, and a poor estimate can result in systematic errors (this also presents a source of random error as the magnetic field can vary slightly throughout the flight path).
The initial attitude estimate is computed by taking the average of the first 20 accelerometer and magnetometer measurements to approximate the magnetic field and gravitational vector in the body frame. These are computed bŷ
These values form the basis vectors of the inertial coordinate system, from which the initial rotation matrix is computed as
The initial quaternion estimate is extracted from the value ofĈ 0 , following the methods in Markley (2008) , and an estimate of the Earth's magnetic field in the inertial frame is computed asm i =Ĉ 0mb ð51Þ Table 10 . Estimator sensor noise parameters.
MEKF and H ' filters
All filters a bnd = 5 which is used in place of m when predicting the magnetometer measurement as in Equation (21) and the correction step of Table 3 .
Post-processing collisions with estimation algorithms
The algorithms are first evaluated by post-processing real sensor data, collected during experiments with the collision recovery controller, and using the Vicon state estimate as ground truth.
5.1.1. Description of flight tests. The data used for this post-processing analysis was generated during an experimental campaign comprising a total of 72 flight tests with the Navi vehicle shown in Figure 1 . The flight tests were conducted in the McGill Aerospace Mechatronic Laboratory and involved flying the vehicle into the wall (at a range of impact angles and speeds) with the collision recovery controller engaging at impact detection, an example of which can be seen in Extension 1. For the majority of a dataset the quadcopter was flown manually by a pilot, except during collision recovery, handing control back to the pilot after the attitude and height had been stabilized by the recovery controller. During flights, the pilot attempted to keep the yaw of the vehicle such that the quadcopter impacted the wall with two bumpers, in order to minimize the post-collision yaw rates and ensure complete recovery within the limited workspace of the lab. The maximum pitch and roll angles at impact were varied between 158 and 188, approximately with a uniform distribution. For each dataset the pilot applied the maximum possible pitch command, ensuring that these maximum impact angles were obtained. The pilot also started the approach trajectory at different distances from the wall in order to vary the impact velocity from approximately 1 to 4 m/s where the pilot tried to have a similar set of impact velocities for each maximum impact angle value. This variety of angles and velocities at impact allows for a Monte Carlo style analysis of the estimation algorithms.
Data collection and post-processing.
From all flight tests, data was collected from the on-board IMU at 100 Hz. A single dataset contains data from the moment the quadcopter is armed, prior to take off, until it is disarmed, when it lands. Therefore, each dataset contains the takeoff, approach, collision, recovery, and landing of the vehicle. In addition, Navi was equipped with a set of retroreflective markers to allow motion capture with the Vicon system, the attitude measurements from which were taken as ground truth for the evaluation of the estimation algorithms. However, owing to the aggressive nature of postcollision response at high impact angles and velocities, only 49 datasets (out of 72 total) have little or no loss of the Vicon attitude estimate during the collisions. The remaining 23 datasets are not useful for comparing estimates during the collision recovery stage, but they are used to evaluate the attitude estimation before and after the more aggressive collisions occur.
In post-processing the datasets, the estimation algorithms were retuned using the same methodology as specified in Section 4.1 to find the optimal gains and ICs to obtain the best results. The values for those parameters which were modified from the values used with simulated data in Section 4 are shown in Tables 10 and 11 (the other parameter values are the same as used in simulations, see Tables 4-7) . We note, in particular, the large changes in values of the measurement covariance matrix R and the accelerometer bound a bnd , discussed further in Section 5.1.7.
Vicon as ground truth.
Measurements from an external motion capture system, such as Vicon, have become the de facto ground truth in the UAV research community. Although this practice is followed here, there are a number of provisos that must be stated to this usage. Vicon tracking balls must be mounted in a rigid formation, which can be hindered by deformation and vibrations caused by the collision, resulting in a less-accurate Vicon pose estimate. The standard deviation in the attitude estimate of the Vicon while the quadcopter is stationary and its propellers are rotating has been found to be 0.133°. Any change in the standard deviation of the attitude estimate caused by errors due to deformation or vibrations of the vehicle as a result of collision is difficult to calculate and is not computed in this work.
Another source of error with using the Vicon attitude estimate as the true vehicle state is due to a communication delay between the Vicon data and other logged data. The Vicon state estimates are adjusted to account for this communication delay by time shifting the estimate by a constant amount, so any error in this correction or any change in the delay can cause a systematic error. A third source of error arises from having to rotate the Vicon system's inertial frame to align with the NED inertial frame of the quadcopter. This error in the inertial frame rotation stems from the fact that value of magnetic north can vary across the experimental area in our lab owing to natural variations in the Earth's magnetic field. A calibration to map the magnetic field over the test area could mitigate this error, but this was not done for these experiments. Thus, the use of Vicon as ground truth for the vehicle has several potential sources of error, but still proves a useful stepping stone for evaluating the algorithms before implementing them into the collision recovery control loop.
Experimental results.
A comparison of the results of the estimation algorithms is given in Figures 5 and 6 and Tables 12 and 13. Figure 5 and Table 12 are analogous to  Figures 2-4 and Tables 8 and 9 , comparing the average and standard deviation of the RMS Euler angle error for the total flight, and during the collision only. Only the 49 datasets that have a Vicon attitude estimate available during the collision were used in computing the values in Figure 5 and Table 12 . Figure 6 shows the average RMS Euler angle error up until just before the collision (pre-crash), and the average RMS attitude estimate error from just after completing collision recovery until the quadcopter lands (postcrash). All 72 datasets are used in computing the values shown in Figure 6 . Table 13 presents the standard deviation of the data in Figure 6 with both Tables 12 and 13 Table 12 all the algorithms have similar standard deviations, with a larger standard deviation during the collision, similar to the simulation results. Table 13 shows that the standard deviation is even larger after the collision recovery is complete when data from all experiments is included. The attitude estimate during and after the collision is worse than the estimate before the collision for all algorithms, which differs from the simulation results.
As was observed in the simulations, all filters still produce a poor yaw estimate and the trends between the Kalmanbased filters are also similar to those found in simulation. The yaw estimate of the H ' algorithm is slightly worse than the MEKF during the collision ( Figure 5 ) but slightly better post-crash ( Figure 6 ) and the adaptive algorithms again do not produce significant improvements or losses compared with their conventional counterparts. However, the differences between the Kalman-based algorithms and the complementary filter are small, and given that the standard deviation of the Vicon system while the vehicle is not moving is similar in magnitude to the differences in the averages and standard deviations of the attitude errors between the algorithms, it is not possible to identify any algorithm with superior performance.
5.1.6. PX4 filter versus our filters. The PX4 filter performs similarly to the other algorithms in estimating pitch and roll but has a worse yaw estimate. From Figure 6 , it can be seen that the worse overall yaw estimate for the PX4 algorithm is due to the collision, as its error is similar to that of the other algorithms before the crash but worse by an average of 3.56°after the collision. Table 13 also shows that the PX4 filter has the lowest yaw standard deviation before the collision, but has the largest standard deviation after the collision. This indicates that the PX4 estimator is likely to provide a worse and more inconsistent yaw estimate during a collision.
5.1.7. Discussion. There are some changes in performance of the filters when using experimental data compared with the simulations and these changes are thought to be due to the following reasons. First, the results here are more similar to the simulation results of scenario 2 (Figure 2 (c) and Table 9 , low ICs) than scenario 1 (Figure 2 (a) and (b) and Table 9 , realistic ICs). This is thought to be because the vehicle sensors were calibrated before each set of flights using a standard sensor calibration toolbox available with the PX4 software, removing sensor biases and misalignment errors. As shown in simulation scenario 2, when the initial gyroscope bias is set to be very small or near zero, the performance of the MEKF, UKF, and complementary filter is more similar, which is the case with the experimental data. There were also notable disturbances in the quadcopter's magnetometer measurement that were found to be directly attributable to magnetic fields created by the vehicle's power distribution board and these unmodeled disturbances likely contributed to differences in tuning parameters (Battiston, 2017) . This disturbance was generally larger during collision recovery (Figure 7 , from 12 to 14 seconds), as the quadcopter usually applies the maximum possible current to some motors to maximize thrust in the recovery manoeuvre. This may also contribute significantly to the attitude error during collision recovery.
Another likely cause of these discrepancies is due to large changes in the accelerometer and magnetometer measurements' magnitudes caused by vehicle accelerations and magnetic disturbances, respectively. Large changes had to be made to the Kalman-based filters' noise covariances and accelerometer bounds (Table 10) from the values used in simulation in order to obtain the Kalman-based filters to provide performance comparable with the nonlinear observers. The PX4 and complementary filters both normalize the accelerometer and magnetometer measurements for use, whereas the Kalman-based algorithms do not. Figure 7 shows how the magnitude of the magnetometer reading varies over a single dataset.
As the Kalman-based algorithms do not normalize the measurements, any consistent deviation in magnitude (as is seen after 8 seconds in Figure 7 ) would result in an error in the correction even if the predicted and actual measurement vectors are collinear. Increasing the accelerometer bound and the accelerometer and magnetometer noise covariances led to a significant improvement in performance for the Kalman-based algorithms with experimental data. Here, as the magnetometer measurement is less accurate, increasing the accelerometer bound to also use the accelerometer measurement even when affected by larger inertial accelerations provides an improved attitude estimate than only using the accelerometer measurement when it is very accurate. Increasing the measurement covariances also places a much larger reliance on the gyroscope measurement.
Overall the similarity in the results when post-processing real sensor data did not show any algorithm performed better during collision recovery, besides the worse yaw estimate of the PX4 algorithm. These results fail to corroborate simulation results that the Kalman-based algorithms would provide a performance improvement during a collision. The analysis provides a validation of the algorithms for use with real data, but the many sources of error in tracking the quadcopter using a Vicon system during a collision require an evaluation using an estimator in the control loop.
Estimator in the loop results
The ultimate test of the performance of the estimation algorithms is how they affect the control system performance in a closed-loop state feedback controller. Therefore, two algorithms were chosen for in-the-loop collision recovery implementation in the PX4 flight stack. The time it takes the system to stabilize after a collision is used as a metric to compare estimation algorithms. The recovery controller operates in two stages: the first stage of the recovery controller stabilizes the attitude of the vehicle and then the second stage stabilizes the height of the vehicle (Dicker et al., 2017) . The collision recovery controller enters the first stage when the quadcopter impacts the wall, triggered when the accelerometer reading is over a user-defined threshold. The recovery controller switches between stage one (attitude stabilization, RS-1) and stage two (height stabilization, RS-2) when the roll, pitch, roll rate, and pitch rate of the vehicle are within specified bounds and exits stage two when the vertical velocity of the quadcopter is within a certain bound. It is suggested here that the length of time spent in attitude stabilization of the recovery controller is a suitable measure of the accuracy of the attitude estimate.
Based on the results and observations of Sections 4 and 5.1, it was decided to implement the UKF and high gain AUKF because the UKF-based algorithms showed the best performance during a collision and the most benefit when faced with IC errors. Although the efficacy of the adaptive filters is questionable due to their parameter sensitivity, one adaptive filter was chosen for implementation in the loop to investigate whether adaptation can improve the attitude estimate when faced with real disturbances that arise during an actual collision. Onboard the quadcopter the algorithms are implemented at a rate of 200 Hz as the IMU provides measurements at 200 Hz (the prior evaluations, Sections 4 and 5.1, were performed at 100 Hz as the controller only logs data at 100 Hz). However, it was found that the UKF algorithm overloaded the flight controller's CPU at the 200 Hz sampling rate. Implementing the UKF-based algorithms at a slower rate was considered, however, the evaluation in simulation showed that executing the algorithms at 200 Hz provided a definite improvement over 100 Hz (Battiston, 2017) . 1 Therefore, it was decided to implement the MEKF and AH ' F as they showed improved performance in simulation during the collision compared with the complementary filter.
It was found that in experiments the AH ' bound needed to be raised significantly in order for the closed-loop system to be stable. The value employed in the post-processing comparison and in simulation, 1 j max = 0:2, resulted in the vehicle oscillating aggressively after exiting stage one of the collision recovery process. Upon examining the data post-flight, it was determined that after a collision the recovery controller exited RS-1 normally but the vehicle would continue to oscillate afterwards, indicating an error in the state estimate as the controller flagged that the vehicle had stabilized when it had not. The AH ' bound and adaptation step size were changed to 1 j max = 0:01 and e = 0:001, respectively, based on empirically tuning the estimator in flight to achieve the most stable looking collision recovery. The difference in results when using the AH ' F's attitude estimate in the control loop shows that although an algorithm's estimate can appear to converge when using post-processed data, the instantaneous error in the estimate can result in the instability of the closed-loop system.
The MEKF and AH ' F were implemented in the PX4 flight stack and 53 datasets of successful collision recoveries were gathered for each algorithm. The results for the time spent in each recovery stage for the sets of collision recoveries are summarized in Table 14 . The table gives the average time spent in each stage, as well as the standard deviations. The results are given separately for RS-1 and RS-2, and a third value of the total time spent in the collision recovery mode is included as well. It can be seen that, compared with the PX4 estimator, the MEKF and AH ' F improve both the average time spent in the attitude recovery stage (RS-1) by approximately 15%, and have significantly lower standard deviations. These results indicate that it generally took longer to recover with the PX4 state estimate feedback, and the MEKF and AH ' F produced more consistent collision recoveries. It is thought that the deterministic design of the PX4 algorithm contributes to its larger standard deviation during the collision recovery stage, and as was found in simulation, the probabilistic designs of the Kalman algorithms are better at providing a consistent estimate when faced with the disturbances caused by a collision. In a scenario where the safety of the vehicle and the surrounding environment might be in danger because of the collision, having a consistent collision recovery is highly desirable.
Evaluating the implications of the time spent in altitude stabilization (RS-2) of the recovery process is more speculative since the height estimate used in the control loop is provided by a separate estimation algorithm in the PX4 flight stack. However, this estimate still uses the attitude estimate in order to rotate the accelerometer reading into the inertial frame, and thus is partially dependant on the accuracy of the attitude estimate. It can be seen from Table  14 , that when using the MEKF in the control loop, the vehicle spent less time in the height stabilization, RS-2, with a lower standard deviation, meaning the controller was more consistent in stabilizing the vehicle's vertical velocity. The PX4 algorithm and AH ' F both spent similar amounts of time in stage two, with the same standard deviation. As was seen during initial tests, when the AH ' bound was set to be too low, the collision recovery controller was sometimes able to exit stage one even though the attitude was not fully stabilized. This means that an inaccurate attitude estimate may have led to the controller to spend more time in stage two trying to stabilize the height, but this is difficult to corroborate. The issues encountered when the AH ' bound was set too low could explain why the AH ' F performs very similarly to the MEKF for stage one of the recovery process but worse for stage two. While the bound of the AH ' F was changed, it may still be too low, and cause errors in the attitude estimate, resulting in a longer time spent in stage two of the recovery. The PX4 algorithm may have spent longer in RS-2 for similar reasons to the AH ' F, as it performed similarly to the other algorithms when postprocessing sensor data, but may still produce a less-accurate estimate when used in the control loop. It is also possible that the impact of the collision has some effect on the pressure sensor used for height calculations. The time spent in stage one of the collision recovery confirms the post-processing results in Section 5.1, which showed that the MEKF and AH ' F provide a better attitude estimate during collisions than the PX4 filter. The results also show that the Kalman-based filters improve the consistency of the attitude estimate. This can be phrased similarly to the conclusion reached in Section 4 that the probabilistic algorithms provide a more consistent estimate than the deterministic observer when faced with unmodeled disturbances caused by the collision. With speculations on stage two results aside, the stage one results also confirm our findings in simulation scenario 1 that the AH ' F can provide a slight improvement in attitude estimation during a collision, although the difficulties with tuning the algorithm make this algorithm less practical.
Conclusions
This research aimed to improve the attitude estimation of a quadcopter UAV in the context of a collision recovery control system for a vehicle undergoing a collision with a wall. A detailed investigation into the effects of collisions on sensor data and on ways to mitigate these effects through the use of robust and adaptive estimation algorithms was presented. The effects of vibrations experienced during a collision on the magnetometer and accelerometer were quantified and novel adaptive attitude estimation algorithms were designed to mitigate them. Simulations comparing seven attitude estimators including complementary filter, MEKF, H ' filter, AH ' F, UKF, and two novel AUKFs showed that the Kalman-based algorithms were generally better at rejecting the temporary increase in sensor noise during a simulated collision than the complementary filter. The adaptive estimators provided only minor improvements in attitude estimation during a collision and this, compounded with their sensitivity to parameter tuning, made them difficult to endorse for the present application.
A comprehensive off-line evaluation of the aforementioned algorithms, as well as the stock PX4 attitude estimator, was performed by comparing estimates with logged sensor data to Vicon ground truth; however, no algorithm could be shown to perform definitively better than the others. The MEKF and AH ' F were then successfully implemented onboard a quadcopter for estimator in-the-loop collision recovery experiments. The experiments showed that the time spent in the attitude recovery stage by the MEKF and AH ' F was slightly less but definitively more consistent than that with the stock PX4 estimator. This research shed new light on the attitude estimation issues experienced by the quadcopter during a collision, and brought to the fore practical aspects of conducting an evaluation in simulation and in experiments. Among the filters considered, and taking into account feasibility and ease of implementation, the MEKF was identified for improved attitude estimation performance and for a more consistent collision recovery.
