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1 INTRODUCTION 
Modern engineering systems and manufacturing pro-
cesses are becoming increasingly complex, and oper-
ating in highly dynamic environments. In the age of 
high competition and stringent environmental and 
safety regulations, the role of maintenance as an ef-
fective tool to increase profit margin, improve plant 
reliability and reduce safety and environmental haz-
ards has become increasingly important (Nguyen & 
Bagajewicz, 2010). Fault detection and diagnosis are 
important issues in chemical engineering applica-
tions. The early detection of process faults can help 
avoid or reduce productivity loss and its associated 
costs. The petrochemical industry, for example, loses 
an estimated of 20 billion dollars every year and rated 
abnormal event management (AEM) as their number 
one problem that needs to be solved (Venkatasubra-
manian et al. 2003). Research conducted by Oneserve 
in partnership with British manufacturers found that 
3% of all working days are lost annually in manufac-
turing due to faulty machinery, amounting to a cost of 
£180 billion a year. 
In industrial processes faults happen due to design er-
ror, implementation errors, human operator errors, 
wear, aging, or environmental aggressions. A fault 
can be defined as a deviation of at least one charac-
teristic property or parameter of the system from the 
standard condition. Fault diagnosis is a subfield of 
control engineering which includes fault detection, 
fault isolation, and fault identification. Fault detec-
tion techniques work on capturing the fault and esti-
mating the time of fault occurrence. Then it comes to 
the fault isolation to determine the location of the 
fault in the system and the fault identification to esti-
mate the size and the type of fault (Severson et al. 
2015). Fault detection and isolation (FDI) methods 
can be classified into (Zhong et al. 2018): a) model-
based methods, which provide a description of the dy-
namic behaviour and a physical understanding of the 
system, but are difficult to account for modelling er-
rors and uncertainties; b) knowledge-based methods, 
which combine rules derived from first principles, 
rules with no underlying first principles from physics 
and simple limit checks; and c) data-driven/signal-
based methods, often used in monitoring of large-
scale industrial applications as they do not require a 
lot of computation and are compatible with real-time 
constraints of dynamic complex systems, but require 
pre-processing steps for extracting information on the 
system. In the following, a novel framework for fault 
detection in chemical processes will be presented, 
based on a combination of ontology-based multi-
agent systems, cooperative MPC, communications 
over wireless sensor networks and fault detection us-
ing machine learning algorithms. 
The reminder of this paper is structured as follows: 
Section 2 introduces the communication network and 
data transfer scheme. Section 3 provides an overview 
of multi-agent systems (MAS) and ontology for fault 
detection, followed by machine learning techniques 
for fault detection in Section 4. Section 5 introduces 
the overall system architecture combining the latest 
wireless communication techniques with fault detec-
tion. Finally, conclusions are drawn in Section 6. 
2 COMMUNICATION NETWORKS AND DATA 
TRANSFER 
Wireless sensors are considered as one of the key en-
ables in industry and process automation, more spe-
cifically in intelligent chemical/process plants. Un-
like conventional wired sensors, wireless sensors can 
be deployed in hazardous areas of the plant in a plug-
and-play mode and they reduce deployment and 
maintenance overhead. It is envisioned that many 
sensors will be deployed in large-scale plants to pro-
vide reliable, timely and up-to-date measurements, 
thus enabling fast and accurate decisions by the con-
trol system. Some of these sensors may provide peri-
odic measurements with different inter-measurement 
times, i.e. traffic inter-arrival times, while others will 
be configured to operate on an event-basis. For in-
stance, a temperature sensor can be configured to 
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transmit measurement when a certain condition is met 
and suspends transmission otherwise. In such scenar-
ios, reliable network access, massive connectivity 
support and timely scheduling will become critical 
considerations.  
The legacy wireless systems have been designed pri-
marily for human initiated mobile broadband commu-
nications. They are highly suboptimal for latency-
critical, narrow band, short-bust, sporadic traffic (e.g. 
measurement data, such as temperature, pressure, hu-
midity, etc.) generated by sensors. Consequently, a 
new design paradigm is needed to support large num-
bers of heterogeneous sensing devices with diverse 
requirements and unique traffic characteristics. Com-
pared to the sensors in traditional Internet-of-Things 
(IoT) networks, those deployed in extreme environ-
ments need to operate in harsh (sometimes hazardous) 
conditions, thus are prone to wear and tear, and can-
not be easily replaced, posing major challenges in de-
signing resilient wireless networks for reliable com-
munications. 
Recently, the first release of the fifth-generation (5G) 
cellular system has been standardised, and key use 
cases for narrow-band communications have been 
identified for ultra-reliable and low latency commu-
nications (URLLC) and massive machine-type com-
munications (mMTC). The former is characterised by 
extremely low end-to-end transmission latencies (1 
ms user plane latency and 20 ms control plane lan-
tecy) and high reliability figures (e.g. 99.999% suc-
cess rate within 1 ms with 0 ms mobility interruption 
time), while the latter supports extremely high con-
nection densities up to 1,000,000 devices per km2 
with typically low data rates (ITU, 2017; Nokia, 
2018).   
Fig.1: 5G use cases (3GPP, 2015) 
 
Fig.1 maps the main parameters of each 5G use case. 
It can be noticed that low latency and high connection 
density are the main requirements for the scenarios 
under consideration for plant maintenance. For in-
stance, the fault detection and prediction algorithm 
will require fast transmission of measurement data to 
provide timely decisions. In addition, it is envisioned 
that large number of sensors will be deployed within 
a plant, and the same network can support multiple 
plants/factories. In other words, both the mMTC and 
the URLLC system characteristics should be taken 
into account for the scenarios under investigation. 
3 MULTI-AGENT SYSTEMS AND ONTOLOGY 
FOR FAULT DETECTION 
Ontologies and multi-agent systems (MAS) can be 
used in the development of knowledge-based FDI 
techniques. An ontology is a formal representation of 
a set of concepts within a domain and the relation-
ships between those concepts. One of the advantages 
of ontologies is that they can be processed by logic 
reasoners or inference engines so that hidden relation-
ships between elements of a system can be discov-
ered. The ontology serves as a library of knowledge 
components to efficiently build intelligent systems 
and as a shared vocabulary for communication be-
tween interacting human and/or software agents (Ba-
tres, 2017). 
Furthermore, an agent can be defined as an entity 
which is placed in an environment and senses differ-
ent parameters that are used to make a decision based 
on the goal of the entity. The MAS is a computerised 
system composed of multiple interacting agents ex-
ploited to solve a problem. The salient features of a 
MAS, which include efficiency, low cost, flexibility, 
and reliability, make it an effective solution to solve 
complex tasks (Dorri et al. 2018). 
Ontology and MAS have been often used in develop-
ment of FDI methodologies. One of these approaches 
includes information contained in the operating, 
safety and control procedures for diagnosis of com-
plex process plants (Hangos et al. 2008). A MAS 
technology-based chemical plant supervisory system 
has been developed that connects the chemical equip-
ment and is able to monitor the entire enterprise 
(Wang & Zhang, 2008). The proposed system can 
also be integrated with the current systems through 
and interface.  
Other approaches of ontology and MAS-based pro-
cess supervision have been developed using a concep-
tualisation of equipment, control systems and haz-
ards, or to demonstrate how description logic (DL) 
reasoning could be used to detect and diagnose faults, 
without the help of external agents (Musulin et al, 
2013).  
For the management of abnormal situations, an agent-
based approach called ENCORE, using OntoSafe, ex-
plicitly captures the hierarchy of the offshore plat-
form, comprising the entire process at the highest 
level and the individual instruments and equipment at 
the lowest (Natarajan & Srinivasan, 2014). Each FDI 
method in ENCORE is modelled as an agent special-
ised in monitoring different aspects at varying levels 
and scope.  
A robust fault detection techniques based on consen-
sus-based multi-agent approach for sensors networks 
makes use of the information interaction and coordi-
nation among the neighbouring networks for the fault 
detection (Jiang et al. 2014).  
More recently, a framework for automatic generation 
of a flexible and modular system has been proposed 
for fault detection and diagnosis (Steinegger et al. 
2017). This methods gathers the information from 
various engineering artefacts using ontology and gen-
erates fault detection and diagnosis functions based 
on structural and procedural generation rules. 
4 MACHINE LEARNING FOR FAULT 
DETECTION  
There are two types of machine learning (ML) meth-
ods towards fault detection. a) Supervised learning 
(SL) approaches (Wang et al. 2015), where the fault 
detection ML model needs to be trained with some 
expert knowledge. This means that there should be 
some previous information on how faulty the data is. 
Most real scenarios, this prerequisites are not availa-
ble, as the faults are not known until they are detected, 
recorded and analysed for the first time. b) Unsuper-
vised learning (USL) approaches (Costa et al. 2014), 
which do not depend on expert knowledge of faults. 
USL includes options such as clustering (Jyoti & 
Singh, 2011) or self-organising map (SOM) methods 
(Chen & Yan, 2012). However, very limited USL 
methods deliver effective performance due to the high 
complexity cost, especially for those hierarchical ap-
proaches, which force the algorithms to run over and 
over again on pairwise samples of large datasets. In 
most scenarios, due to limitation of hardware, the hi-
erarchical approaches are infeasible as the hardware 
cost would be much higher and the performance are 
still unpredictable. 
5 FAULT DETECTION VIA WIRELESS 
SENSOR NETWORKS 
As no one fault detector can work well for complex 
processes (Venkatasubramanian, V. et al. 2003; 
Miljkoviç, 2011), a hybrid algorithm is included in 
the framework, illustrated in Fig.2, for robust fault de-
tection capability. 
Fig. 2: High level overview of the overall system 
model 
 
The framework consists of a network of four main 
components. The first one is a wireless sensors that 
facilitate data management for better data-based fault 
detection. The wireless sensors network (WSN) trans-
mits over a 5G communication network. The second 
component is an efficient fault detection algorithm 
that could analyse the data and classify it in faulty or 
normal. The third component is a knowledge-based 
and a model-based fault detection monitoring system, 
based on ontology and MAS. Finally, the fourth com-
ponent is a cooperative MPC system that takes the re-
quired measures to ensure stable process operation.   
Using information on the process’ structure and be-
haviour, equipment information, and expert 
knowledge encoded into the ontology, the system is 
able to detect any faults. The integration with the 
monitoring system will facilitate the detection and op-
timise the controller’s actions.  
A low data rate is considered for all sensors. In addi-
tion, most sensors are assumed to be static, i.e. de-
ployed in fixed locations. Since humanoid robots and 
autonomous robots can be considered as an element 
of the control and measurement system, it is assumed 
that a small number of sensors are moving with a low 
speed (e.g. ≤3 km/h). 
A centralised control mechanism is considered where 
the sensors are connected to a fusion node via wire-
less links.  
The latter can also be used to send commands to ac-
tuators within the plant. Consequently, the measure-
ments are transmitted in the uplink to the control unit 
with the commands being transmitted in the down-
link. The network consists of a heterogeneous set of 
periodic and event-triggered sensors with mixed re-
quirements, characteristics and traffic models. 
Considering heterogeneity of the plant and the asso-
ciated sensors, a statistical model rather than a deter-
ministic model is chosen for the sensor transmission 
events. The number of incoming packets (or events 
when each event generates a single packet) per unit of 
time follows the Poisson distribution while the packet 
interval is modelled as an exponential distribution. 
This results in probability-based transmissions that 
can be controlled by the arrival rate and the inter-ar-
rival time. Fig.3 shows an example of the probability-
based transmission. 
Given this traffic model coupled with the network 
model illustrated in Fig.2, the fault detection frame-
work will propose a low latency network access 
scheme for wireless sensors networks in intelligent 
chemical/process plants. The proposed scheme con-
siders the 5G frame structure and allows massive 
numbers of sensors to access the network simultane-
ously without collisions to request resources for 
measurement transmission. 
A low overhead and low latency approach is being 
developed, and simulation along with theoretical 
evaluations are used to show gains of the proposed 
over conventional access schemes. 
 
Fig.3: Transmission probability for: 
a) high periodicity sensor/probability event; b) me-
dium periodicity sensor/probability event; c) low pe-
riodicity sensor/probability event. 
Once the measurement data is received at the network 
side, it will be routed to the control unit for further 
processing. This data can be used for fault detection 
and prediction, as well as to optimise the plant oper-
ating parameters.  
Decisions of the control unit will be routed to the 5G 
base station (known as g-NodeB), from where the 
commands will be sent to the wireless actuators. 
The control unit is developed based on cooperative 
control algorithm, based on distributed MPC ap-
proaches (Rocha & Oliveira, 2016). 
Under the cooperative framework, the distributed 
controllers share information about their state with 
other controllers, as shown in Fig.4. Thus, the inter-
actions between the processing units will not be lost, 
as the local controller will optimise a local objective 
function, with input from other sections of the pro-
cess. 
Fig. 4: Cooperative control framework 
For the fault detection, a two-stage method based on 
a hybrid learning approach is applied, which utilises 
both SL and USL. In the first stage, an unsupervised 
learning algorithm (a K-aware K-mean – KKM - clus-
tering) is applied to separate the whole dataset into 
clusters based on their similarities and select the opti-
mal K value (within a given range) for the best clus-
tering performance. The cluster with the smallest 
amount of data which is also much smaller than the 
penultimate cluster, is perceived as the faulty data 
cluster. The proposed KKM-clustering method is 
summarised in Fig.5.  
Fig.5: KKM clustering algorithm 
 
The value of K varies only between 2 and 8. For each 
value of K, the algorithm is repeated 1,000 times, for 
reproducible results. In each repetition, 100 iterations 
are conducted to iteratively compute and update the 
centroids and cluster indices of the data clusters. 
Then, at each K-mean algorithm for each K value, the 
𝑰𝒏𝒊𝒕𝒊𝒂𝒍𝒊𝒛𝒆:  𝒓𝒂𝒏𝒈𝒆 𝒐𝒇 𝑲:𝟐 ≤ 𝑲 ≤ 𝟖;  𝑹𝒆𝒑𝒊𝒕𝒊𝒕𝒊𝒐𝒏 = 𝟏𝟎𝟎𝟎;  𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏 𝑵
= 𝟏𝟎𝟎;  𝟏𝟑𝟓𝟎𝟎𝟎 𝒔𝒂𝒎𝒑𝒍𝒆𝒔 = 𝒅 𝟏 ,𝒅 𝟐 ,… , 𝒅 𝟏𝟑𝟓𝟎𝟎𝟎 . 
𝑭𝒐𝒓 𝑲 = 𝟐, … ,𝟖: 
−𝑭𝒐𝒓 𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏 = 𝟏,𝟐, … ,𝑹𝒆𝒑𝒆𝒕𝒊𝒕𝒊𝒐𝒏: 
− − 𝒓𝒂𝒏𝒅𝒐𝒎𝒍𝒚 𝒄𝒉𝒐𝒐𝒔𝒆 𝒄𝒆𝒏𝒕𝒓𝒐𝒊𝒅𝒔 𝒄 𝟏 ,… , 𝒄 𝑲  𝒇𝒓𝒐𝒎 𝒕𝒉𝒆 𝒔𝒂𝒎𝒑𝒍𝒆𝒔  
−𝑭𝒐𝒓 𝒏 = 𝟏, 𝟐,… , 𝑵: 
− − 𝑭𝒐𝒓 𝒌 = 𝟏, 𝟐,… , 𝑲: 
− − −𝑭𝒐𝒓 𝒊 = 𝟏,𝟐, … , 𝟏𝟑𝟓𝟎𝟎𝟎: 
− − − − 𝒄𝒍𝒖𝒔𝒕𝒆𝒓_𝒊𝒏𝒅𝒆𝒙(𝒊,𝒌) = 𝒂𝒓𝒈𝒎𝒊𝒏𝒄 𝟏 ,…,𝒄(𝒌) 𝒅(𝒊) − 𝒄(𝒌) 𝟐
𝟐 
− − −𝒖𝒑𝒅𝒂𝒕𝒆 𝒄 𝒌 =
𝟏
𝒍𝒆𝒏𝒈𝒕𝒉(𝒄𝒍𝒖𝒔𝒕𝒆𝒓𝒊𝒏𝒅𝒆𝒙 𝒊,𝒌 )
   
𝒄𝒍𝒖𝒔𝒕𝒆𝒓_𝒊𝒏𝒅𝒆𝒙 𝒊,𝒌 
 𝒅(𝒊) − 𝒄(𝒌) 𝟐
𝟐 
− − 𝒄 𝒌,𝑲 =
𝟏
𝑹𝒆𝒑𝒆𝒕𝒊𝒕𝒊𝒐𝒏
 𝒄(𝑵,𝒌) 
−𝑪 𝑲 = 𝒎𝒊𝒏𝒌𝒄(𝒌,𝑲) 
𝑪𝒇𝒂𝒖𝒍𝒕𝒚 = 𝒎𝒊𝒏𝑲𝑪(𝑲) 
 
smallest data cluster is selected. Finally, the selected 
cluster with the smallest size is perceived as the faulty 
data cluster, while the corresponding value of K is se-
lected as the best K. Please not that  ∙ 2 denotes the 
Euclidean distance, 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑖𝑛𝑑𝑒𝑥 𝑖, 𝑘  the distance 
between sample i and cluster k, used to index both 
data points and the clusters they are located in, 𝑐 𝑘  
the index of cluster k, 𝑐 𝑁, 𝑘  the cluster k after N it-
erations, 𝑐 𝑘, 𝐾  the cluster k with a certain value of 
K, 𝐶 𝐾  the smallest cluster with a certain value of K, 
and 𝐶𝑓𝑎𝑢𝑙𝑡𝑦 is the perceived faulty data cluster. 
In the second stage, a single SL method is used for 
training on the pre-processed data obtained from 
stage 1, and then used to classify faults from the un-
known dataset after training. Various classical SL al-
gorithms will be applied, to compare their accuracy. 
Preliminary results were obtained for a set of data col-
lected from a pilot plant that produces sodium ion so-
lution as sodium chloride for sale to fine chemical, 
pharmaceutical, and food industry, which is illus-
trated as the Process in Fig.4. The data was collected 
from March 21st – 24th, 2017, which aggregated 
30MB in total. The data was collected by 43 fixed 
sensors set up on the units of the pilot plant with a 
frequency of 1 Hz (i.e. one sample per second). A to-
tal collection time of 8 h was considered for each day, 
which delivered 135k data samples. Every sample 
measured 43 variables, consistent with the number of 
installed sensors. Data points include both floating 
point and Boolean data. For stage 2, the whole dataset 
with labels is split into training and testing subsets of 
100k and 35k, respectively for SL so that a specific 
fault detection ML model can be established.  
For the pre-processing of the raw data, measurements 
are standardised using the standard scalarization 
method to remove the means. In order to have an in-
tuitive visualisation of the data, the principal compo-
nent analysis (PCA) is used to project the original un-
visualisable data from higher-order feature space onto 
a 2D plane based on its first two principal eigen com-
ponents, illustrated in Fig.6. 
Fig.6: Data visualisation after applying PCA with 2 
principal components 
Most of the data is distributed with the second princi-
pal component value less than 2, except for some out-
liers on the top right corner which have values larger 
than 30. The proposed KKM algorithm is then used 
to detect the outliers and categorise them as faults. A 
mini-batch data packaging method is used to reduce 
the computational complexity in a moderate level, 
where the samples are packaged into small batches. 
Thus, the algorithm has to be run on different subsets 
of the original data instead of all of them. The mini-
batch size is set to 1,000, which only takes 1,000 sam-
ples per iteration instead of the 135k. Fig.2 shows the 
results after applying the KKM algorithm for the data 
in stage 1. As can be seen, the outliers (in crosses) are 
correctly detected. The result also indicates the opti-
mal K value is 4, where the outlier data is represented 
by the smallest cluster. 
Fig.7: Data visualisation after applying the KKM al-
gorithm 
In the 2nd stage, several SL classification algorithms 
are compared regarding the detection accuracy, based 
on the expert knowledge obtained from stage 1. The 
results are summarised in Table 1.  For the multilayer 
perceptron (MLP) algorithm, only one hidden layer is 
tested, which proves adequate for the task, while the 
support vector machines (SVM) only linear kernels 
are considered for low complexity purposes.  
 
Table 1: Detection accuracy for various classifiers 
Classifier 
Detection 
accuracy 
Logistic regression 97.5% 
KNN 100.0% 
DT 99.4% 
Linear discriminant analysis 95.4% 
MLP with one hidden layer (-10-) 99.0% 
Linear SVM 99.5% 
The hyper parameters are properly tuned to produce 
the best accuracy performance. As shown in Table 1, 
all algorithms are able to achieve 95% accuracy, 
where K-nearest neighbours (KNN), decision tree 
(DT), MLP, and SVM give the best performance, 
with accuracy >99%. 
6 CONCLUSIONS 
A framework for the detection of faults and healing in 
chemical plants is proposed. The framework is devel-
oped on an ontology-based MAS that considers mod-
els for the physical process, the cooperative MPC sys-
tem used for controlling the plant, a model for the 
wireless communication networks between the WSN 
implemented inside the plant, and a two-stage fault 
detection approach based on USL and SL. Prelimi-
nary results have been obtained for the fault detection 
within a mini plant operated at the University of Sur-
rey. For the future work, the operation of the plant 
will be analysed over a longer period of time, under 
controlled disturbances to assess the healing capabil-
ities of the novel approach. Fault prediction algo-
rithms will be implemented as well within the frame-
work. 
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