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Abstract – It is shown that the time-averaged dynamics of memristors and their networks period-
ically driven by alternating-polarity pulses may converge to fixed-point attractors. Starting with a
general memristive system model, we derive basic equations describing the fixed-point attractors
and investigate attractors in the dynamics of ideal, threshold-type and second-order memristors,
and memristive networks. A memristor potential function is introduced, and it is shown that in
some cases the attractor identification problem can be mapped to the problem of potential function
minimization. Importantly, the fixed-point attractors may only exist if the function describing the
internal state dynamics depends on an internal state variable. Our findings may be used to tune
the states of analog memristors, and also be relevant to memristive synapses subjected to forward-
and back-propagating spikes.
Introduction. – Setting the state of memristive sys-
tems [1] (memristors) is an important step in a number
of their applications including neural networks [2] and
various analog circuits [3]. Generally, this task can be
performed with and without feedback. Feedback-based
schemes [4, 5] are more precise, as they involve the use
of adaptive pulse sequences and device state monitor-
ing. However, extra circuitry necessary to implement such
schemes adds additional unwanted complexity to the de-
sign and requires extra space. To set the memristor state
without feedback, the memristor can be placed first into
its “on”or“off”state (low- or high-resistance state, respec-
tively) and then set into the desired state by application
of voltage/current pulses. However, a better accuracy is
achieved employing the voltage divider effect [6–8], which
eliminates the errors associated, e.g., with the variability
of the ”on” and ”off” states of memristors.
The present paper introduces a novel non-feedback ap-
proach to the memristor state initialization. One of our
main findings is the existence of fixed-point attractors of
driven memristors and their networks. We show that un-
der appropriate conditions, memristor can be placed into
the desired (attractor) state from any initial state by an
appropriate sequence of pulses. Another important re-
sult is that some of driven memristors can be described
in terms of a potential function whose minima correspond
to equilibrium points. Irrespective of the existence of po-
tential function, the fixed-point attractors can be used for
high-precision tuning of analog state of memristors and
memristive networks. We also anticipate that the mem-
ristor attractors may be relevant to some neural networks
in which, for instance, memristive synapses are subjected
to forward- and back-propagating spikes. Our findings
are different from the previously discussed attractors in
Chua’s [9,10] and other [11] circuits as these circuits con-
tain non-resistive components. Moreover, we emphasize
that the attractors considered in this work are possible
only with certain types of memristors/networks.
Figure 1(a) and (b) present the schematics of circuit and
pulse sequence we are dealing with in this study. Specifi-
cally, we consider a voltage-controlled memristive system
directly connected to a voltage source (Fig. 1(a)). It is
assumed that the applied pulse sequence (Fig. 1(b)) con-
sists of narrow square-shaped pulses (spikes) such that the
change of the internal state variable x of memristor with
each pulse is small (x is defined below). In the simplest
case there are two opposite-polarities pulses per period,
however, more general cases are also considered. An ex-
ample of attractor point is demonstrated in Fig. 1(c).
This plot shows that the states of memristors in a certain
resistor-two memristors network (details are given below)
evolve towards the same steady state (attractor point), for
a wide variety of initial conditions of the network.
For the discussion below we will need the definition of
voltage-controlled memristive systems. They are a class
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Fig. 1: (a) Schematics of the circuit considered in this work. Here, M denotes either a single memristor or two-terminal
network of memristive/resistive devices. (b) Pulse sequence V (t) applied to the memristor. In (b), V+ > 0 and V− < 0 are the
amplitudes of positive and negative pulses, τ+ and τ− are their widths, and T is the period. In this paper, V+ > 0, V− < 0, τ+,
and τ− are external control parameters. (c) Attractor of a resistor-two memristors network. The attractor point is indicated
by the dot. The arrows depict the direction of evolution. For additional details, see the subsection Resistor-two memristors
network.
of two-terminal devices with memory defined by [1]
I = R−1M (x, VM )VM , (1)
x˙ = f (x, VM ) , (2)
where I and VM are the current through and voltage across
the system, respectively, RM (x, VM ) is the memristance
(memory resistance), x is an n-component vector of in-
ternal state variables and f (x, VM ) is a vector-function.
Here, the bold font is used to denote vectors and nor-
mal font is used to denote scalar quantities. It should be
mentioned that the main formulae derived below can be
easily adapted to describe current-controlled memristive
systems [1] driven by current pulses.
This paper is organized as follows. To simplify the pre-
sentation, we start with memristors based on a single inter-
nal state variable x. We derive the conditions necessary for
an attractor and introduce the memristor potential func-
tion. In Sec. Multivariable Memristors, these concepts are
generalized to the case of multivariable memristors (their
internal state is a vector x). Examples of fixed-point at-
tractors are considered in Sec. Examples. The manuscript
is concluded with some concluding remarks.
Memristors described by a single internal state
variable. – Consider a memristor 1 subjected to a peri-
odic train of narrow alternating-polarity pulses shown in
Fig. 1 (b). Our interest is to understand whether such
pulse train can place the memristor into a certain state
(different from its “on” and “off” states) from any initial
state. In other words, we are asking if there exists a fixed-
point attractor (or attractors) in the time-averaged dy-
namics of driven memristors.
1Note that any two-terminal network of memristive/resistive
components can be considered as an effective memristor [12].
For pedagogical reasons we first consider memristors de-
scribed by a single internal state variable x. Its dynamics
is given by Eq. (2), which makes the basis for our study.
Under the action of positive (+) and negative (−) pulses
(see Fig. 1(b)), the changes of the internal state variable
x are given by ∆x+ = f(x, V+)τ+ and ∆x− = f(x, V−)τ−,
respectively. If a fixed-point attractor exists in the time-
averaged dynamics over the pulse period T then, at the
attractor point xa, ∆x+ + ∆x− = 0 or
f(xa, V+)τ+ + f(xa, V−)τ− = 0. (3)
Next, consider a state displaced by a small δx from
the equilibrium point assuming at the same time that
|∆x±|  |δx|. Then, in the displaced state,
∆x+ + ∆x− = f(xa + δx, V+)τ+ + f(xa + δx, V−)τ−. (4)
Expanding Eq. (4) with respect to small δx one finds that
the internal state variable x will drift towards the attractor
if
∂f(x, V+)
∂x
∣∣∣∣
x=xa
τ+ +
∂f(x, V−)
∂x
∣∣∣∣
x=xa
τ− < 0. (5)
To summarize, the point x = xa is a fixed-point attrac-
tor, if, at this value of x, Eq. (3) and inequality (5) are
simultaneously satisfied.
Moreover, one can notice that the left-hand side of Eq.
(5) is the derivative of the left-hand side of Eq. (3) with
respect to x. Considering [f(x, V+)τ+ + f(x, V−)τ−] as a
force and x as a coordinate, one can introduce a memristor
potential function
U(x) = −
∫
[f(x, V+)τ+ + f(x, V−)τ−] dx. (6)
Analyzing Eq. (6), one can notice that the minima of U(x)
correspond to fixed-point attractors in driven memristors.
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Indeed, Eq. (3) coincides with dU(x)/dx = 0 and Eq. (5)
matches d2U(x)/dx2 > 0.
We emphasize that Eqs. (3), (5), and (6) are also valid
for current-controlled memristors driven by current pulses
with the appropriate replacement of voltage by current.
An additional point to emphasize is that when the state of
memristor is in the basin of attraction, the total dynamics
is given by a superposition of a slow drift towards the fixed
point (on the time scale larger than the pulse period) and
fast oscillations (on the time scale of the period).
Multivariable Memristors. – Now we generalize
the previous section to the case of memristors described
by n internal state variables and m pulses per period. As-
suming sufficiently short pulses, the change of the vector
x within the period T can be written as
∆x =
m∑
k=1
∆xk =
m∑
k=1
f(x, Vk)τk. (7)
Here, the external control parameters Vk and τk are de-
fined similarly to V± and τ± in Fig. 1. Analogously to
Eq. (3) above, at the attractor point xa we require that
∆x = 0 or
m∑
k=1
f(xa, Vk)τk = 0. (8)
Clearly, if Eq. (8) is satisfied then the memristor will
remain in the same internal state after the time interval T .
Let us introduce a vector function
Φ(x) =
m∑
k=1
f(x, Vk)τk. (9)
Then, Eq. (8) can be represented as
∆x = Φ(xa) = 0. (10)
Consider now a small (but finite) displacement of the in-
ternal state from the attractor point xa to xa + δx. After
the time interval T , the internal state will be changed by
∆x = Φ(xa + δx) = (δx · ∇)Φ(x)|x=xa . (11)
The point xa is an attractor if after the time interval T
the final memristor state is closer to xa compared to the
initial state xa + δx. Mathematically, this condition can
be written as
‖δx + ∆x‖ < ‖δx‖ (12)
for any small δx 6= 0. Here, ‖...‖ denotes the distance in
the configuration space of memristor. The Euclidean norm
is the first choice for ‖...‖, although, strictly speaking, the
physics of the internal state should be taken into account
when choosing the norm. Below, we will use
‖x‖2 = x21 + x22 + ...+ x2n. (13)
Let us first analyze the condition (12) for the existence
of attractor at xa in its most general form, which, taking
into account Eq. (11), can be presented as
‖(1 + Fˆ (xa))δx‖ < ‖δx‖, (14)
where Fˆ (x) is a linear operator (represented by n × n
matrix) acting on n components of δx according to
Fˆ (x)δx = (δx · ∇)Φ(x), (15)
i.e. Fij = ∂Φi(x)/∂xj .
It follows from inequality (14) that the norm of the lin-
ear operator 1 + Fˆ should be less than 1, namely,
‖1 + Fˆ (x)‖ < 1. (16)
Therefore, the linear operator 1 + Fˆ (x) must be a con-
traction operator at the attractor point xa. There are
several known properties of such operators. In particular,
all eigenvalues λ of Fˆ (x) should lay inside the unit circle
centered at −1: |1 + λ| < 1.
It should be noted that Eq. (10) alongside with inequal-
ity (16) completely determine the attractor points xa in
the most general form. For sufficiently short pulses, when
Fˆ (x) ∝ τ (see Eq. (9)), we can neglect the quadratic in τ
terms in (14). In this very important case, the inequality
(14) reduces to
n∑
i,j=1
Fijδxiδxj < 0. (17)
This simply means that the symmetrised matrix
F˜ij = − (Fij + Fji)
2
= −1
2
(
∂Φi(x)
∂xj
+
∂Φj(x)
∂xi
)
(18)
should be positive-definite at the attractor points xa, what
can be checked using, for instance, the Sylvester’s crite-
rion.
We note that the potential function can be introduced
only for those multivariable memristors with f(x, V ) sat-
isfying
∂fi(x, V )
∂xj
=
∂fj(x, V )
∂xi
. (19)
This class of memristors can be called as conservative
memristive systems.
Assuming that Eq. (19) is satisfied, it is convenient to
split the potential function into components u(x, Vk) as
U(x) =
m∑
k=1
u(x, Vk)τk, (20)
where u(x, Vk) are defined by
fi(x, Vk) = −∂u(x, Vk)
∂xi
. (21)
Now it becomes clear that Eq. (19) represents the fact
that the mixed partial derivatives of u(x, Vk) are equal.
It follows from Eqs. (9) and (18) that for conservative
memristive systems
F˜ij = −Fij = ∂
2
∂xi∂xj
m∑
k=1
u(x, Vk)τk. (22)
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One can notice that in the potential case the conditions
for the attractor existence given by Eqs. (10), and (17),
with Eqs. (21) and (22) taken into account, coincide with
the conditions for the potential function minimum.
Examples. –
Ideal memristors. The ideal memristors [12] are hy-
pothetical devices [13,14] described by
VM (t) = RM (q)I(t), (23)
where q is the charge that has flowed through them from an
initial moment of time. According to Eq. (23) definition,
the internal state variable of ideal memristors is the charge
and thus the corresponding Eq. (2) can be formulated as
x˙ = I, so that f = f(I).
There are now two possibilities to consider. In the
case of ideal memristors subjected to current pulses, the
current-controlled form of Eq. (2) should be used. Clearly,
there are no attractor points in the dynamics of such mem-
ristors as their potential function (as follows from Eq. 6))
is linear in x. In the case of ideal memristors subjected to
voltage pulses (so that the voltage is used as the external
control parameter), Eq. (2) of ideal memristors can be
written as
x˙ = I =
VM
R(x)
. (24)
Eq. (24) represents a separable model, where the function
f(x, VM ) = g(x) · h(VM ). Consider now Eq. (3). Clearly,
there are no attractor solutions of Eq. (3) when f(x, VM )
is separable (this statement can be straightforwardly ver-
ified by direct substitution).
Threshold-type memristor. Next we consider
threshold-type memristors described by [15]
x˙ =
 k (VM − Von) , 0 < Von < VM0, Voff < VM < Von .
k (VM − Voff ) , VM < Voff < 0
(25)
Here, k is the constant and Von and Voff are the positive
and negative threshold voltages, respectively. It is also
assumed that x is bound to the region between 0 and 1,
and the memristance is a linear function of x,
RM (x) = Roff + x (Ron −Roff ) , (26)
whereRoff andRon are the high- and low-resistance states
of memristor (the “off” and “on” memristor states, respec-
tively). This model presents a significant interest since the
threshold-type behavior is quite common in experimental
memristive devices [16].
Similarly to the case of ideal memristors subjected to
current pulses, the function describing the internal state
dynamics of threshold-type memristor does not depend
on x (see the right-hand side of Eq. (25)). Therefore, the
potential function of threshold-type memristors is a linear
function of x, meaning the absence of attractors.
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Fig. 2: Dynamics of internal state variables in a second-order
memristor for several initial conditions. (a) Temporal evolu-
tions of the filament radius r and depletion gap length g. (b)
Temporal evolutions of the filament temperature T and bulk
temperature Tbulk. The following initial conditions (chosen ar-
bitrary) were used: (A) r = 0.8 nm, g = 1 nm, T = 300 K,
Tbulk = 600 K; (B) r = 2.5 nm, g = 0.2 nm, T = 300 K,
Tbulk = 300 K; (C) r = 0.8 nm, g = 1.5 nm, T = 450 K,
Tbulk = 450 K.
Second-order memristor. It is important to evaluate
the possibility of attractor dynamics in real experimen-
tal devices. For this purpose, we will consider so-called
second-order memristors, that were implemented recently
using certain tantalum oxide-based structures [17]. It was
shown that their dynamics can be described by two sets of
internal state variables [17]. The first set includes geomet-
ric parameters of a conducting filament [18] – its radius,
r, and depleted gap length, g. The second set of variables
consists of two temperatures: the filament temperature,
T , and the effective temperature in the bulk of the device
outside of the filament, Tbulk. As a compact model of such
memristor involves four internal state variables, according
to the standard terminology [1], such a memristor should
be classified as a fourth-order voltage-controlled memris-
p-4
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Fig. 3: Potential function of the resistor-memristor network
(Eq. (31)). The position of minimum corresponds to the
attractor point. This plot was obtained using the following
parameter values: R = 2 kΩ, Ron = 2 kΩ, Roff = 10 kΩ,
Von = 1 V, Voff = −0.7 V, V+ = −V− = 2.2 V, τ+/T = 0.4.
The curves were shifted for clarity.
tive system. In what follows, however, we will use the
original terminology (”the second-order memristor”) used
by the cited authors [17].
The dynamical attractors of second-order memristors
were investigated using a SPICE model formulated in the
Supplementary Information of Ref. [17]. The only mod-
ification to the original SPICE model was the removal
of a conditional statement in the definition of B1 cur-
rent source. The transient dynamics of a single second-
order memristor was simulated in LTspice XVII. In our
simulations, the second-order memristor was subjected to
a square voltage signal with V+ = 2 V, V− = −1 V,
τ+ = 0.2 ns, and τ− = 0.1 ns. The memristor dynam-
ics from initial conditions A, B, and C (specified in the
caption of Fig. 2) was simulated for 2 µs.
Figure 2 presents results of our simulations. According
to Fig. 2, the second-order memristor evolves to the same
final state for each set of initial conditions used in our
simulations. Such a behavior is a good indicator of the
attractor point. Additional insights can be gained from an
analytical analysis of the second-order memristor model,
which is, however, beyond the scope of this paper.
Resistor-memristor network. In the resistor-
memristor network, the applied voltage is divided
between the memristor and in-series connected resistor.
Consequently, the voltage across the memristor depends
on its state and thus the state of memristor influences the
memristor dynamics. Therefore, the entire network can be
considered as an effective memristor with state-dependent
dynamics. Below, we consider the network employing a
threshold-type memristor (Eqs. (25) and (26) model) and
find the attractor solution in a closed analytical form.
For the sake of simplicity, let us assume that |VM | ≥
(a)
0 3 0 0 6 0 0 9 0 0 1 2 0 0 1 5 0 02
3
4
5
6
7
8
9
1 0
 - / T = 0 . 2 5R M 
(kΩ
)
T i m e  ( i n  u n i t s  o f  T )
(b)
0 3 0 0 6 0 0 9 0 0 1 2 0 0 1 5 0 02
3
4
5
6
7
8
9
1 0
 - / T = 0 . 2 9
 - / T = 0 . 2 8
 - / T = 0 . 2 5
 - / T = 0 . 2
R M (
kΩ)
T i m e  ( i n  u n i t s  o f  T )
Fig. 4: (a) Evolution of different initial states in the resistor-
memristor circuit. The same final state for a variety of initial
conditions indicates the attractor point in the memristor dy-
namics. (b) Pulse-width control of the attractor point. This
figure was obtained using the same model parameters as in
Fig. 3 and kT = 0.05 V−1.
|Von,off | when a pulse is applied. In this case, for all pos-
sible states of memristor, Eq. (3) can be presented as
RM (xa)
R+RM (xa)
κ− p = 0, (27)
where
κ = V+τ+ + V−τ−, (28)
p = Vonτ+ + Voffτ−. (29)
Moreover, Eq. (5) leads to
R
(R+RM (xa))2
R′Mκ < 0. (30)
As dRM/dx = Ron − Roff < 0, the necessary condition
for the existence of attractor is κ = V+τ+ + V−τ− > 0.
p-5
Y. V. Pershin and V. A. Slipko
Next, we derive the potential function of the resistor-
memristor network. Substituting Eq. (25) into Eq. (6),
the following expression is obtained:
U(x) =
kRκ
Ron −Roff ln [R+RM (x)]− k(κ− p)x. (31)
The potential function minima are defined by dU(x)/dx =
0 and d2U(x)/dx2 > 0 resulting in the above Eqs. (27)
and (30). The solution of Eq. (27) is
RM (xa) = R
p
κ− p . (32)
Additionally, we require that the attractor is located be-
tween Ron and Roff , namely,
Ron < R
p
κ− p < Roff . (33)
The potential function of the resistor-memristor net-
work is exhibited in Fig. 3 for several values of τ−/T . This
plot demonstrates the existence of a single attractor point
in agreement with the above analysis. The position of at-
tractor (the minimum of U(x)) shifts to the left with τ−.
According to Fig. 3, the attractor is located at x ≈ 0.9,
0.7 and 0.4 for τ−/T = 0.2, 0.25 and 0.28, respectively.
Alternatively, the attractor position may be controlled by
varying V+ or V− instead of the pulse width τ−.
Dynamics of resistor-memristor network was also simu-
lated numerically. For this purpose, Eq. (25) was numer-
ically integrated taking into account the voltage division
between the resistor and memristor. Our numerical results
are in perfect agreement with the analytical findings. First
of all, the existence of attractor point is presented in Fig.
4(a), which demonstrates that the distinct initial states
of memristor converge to the same final state. Second,
in Fig. 4(b) it is shown that the attractor point can be
controlled by the pulse width. We emphasize that the at-
tractors in Fig. 4(b) are located precisely at the minima
of the memristor potential function in Fig. 3 (note that
the same parameters were used in both calculations).
Resistor-two memristors network. Consider a net-
work of in-series connected resistor and two threshold-
type memristors. Using numerical simulations, the net-
work dynamics was investigated for several values of sys-
tem parameters. Attractor solutions were observed for
memristors connected with the same polarity. An exam-
ple of network dynamics is shown in Fig. 5 found using
R = 3 kΩ, Ron = 3 kΩ, Roff = 10 kΩ, Von = 1 V,
Voff = −0.7 V (memristor 1), Voff = −0.8 V (memris-
tor 2), V+ = −V− = 3 V, τ+/T = 0.4, τ−/T = 0.17,
kT = 0.05 V−1 (memristor 1), kT = 0.06 V−1 (memristor
2). The same parameter values were employed to obtain
Fig. 1(c) showing the network trajectories in the memris-
tances space for selected initial conditions.
To find attractor points analytically, we use the theory
developed in Sec. Multivariable Memristors for multivari-
able memristors. It is not difficult to show that, indeed,
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Fig. 5: Evolution of device states in the resistor-two memristors
network. The calculation parameters are given in the text.
the resistor-two memristors network can be described as
a second-order memristive system (Eqs. (1) and (2) with
n = 2). By solving Eq. (8) for our network (note that Eq.
(8) is a vector analog of Eq. (27)), we identify a possible
attractor point
RM,i = R
pi
κ− p1 − p2 , (34)
where
pi = V
(i)
on τ+ + V
(i)
offτ−, (35)
and i = 1, 2 is the index of memristor.
There are two conditions that must be satisfied so that
the solution given by Eq.(34) is an attractor: (1) The ob-
vious requirement of Ron < RM,i < Roff , and (2) the
positive-definiteness of the 2×2 matrix F˜ij (see Eq. (18)).
These result in two inequalities:
κ > 0, (36)
4k1k2(κ− p1)(κ− p2) > (k1p1 + k2p2)2. (37)
While the first inequality (36) coincides with the corre-
sponding condition for the resistor-memristor network an-
alyzed in the subsection Resistor-memristor network , the
second inequality (37) puts some extra limitations on the
pulse parameters and network in the case of two noniden-
tical memristors.
Our analytical theory is in excellent agreement with
the results of numerical simulations. In particular, us-
ing the same parameter values as those used to obtain
Fig. 5, employing Eq. (34), we find that the attractor is
located at x1 = 0.5980 and x2 = 0.6483 corresponding to
RM,1 = 5.814 kΩ and RM,2 = 5.462 kΩ perfectly match-
ing the attractor point in Figs. 1(c) and 5. A direct check
confirms that the inequalities (36) and (37) are satisfied
at the attractor point.
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Fig. 6: Memristive synapse subjected to forward- and back-
propagating spikes.
Conclusion. – In summary, the possibility of stable
fixed points in the time-averaged dynamics of pulse-driven
memristors and their networks has been demonstrated.
The necessary and sufficient conditions for fixed-point at-
tractors have been derived. It has been suggested that
some of driven memristors can be described by a potential
function, which is an unexpected finding by itself. Several
examples have been considered, and attractor states have
been identified in the dynamics of second-order memris-
tors and simple memristive networks. Our findings can
be used to tune the resistance of analog memristors, and
improve the models thereof.
There are strong indications in the literature that the
attractor states play a significant role in biological neu-
ral dynamics [19–21]. Our results indicate that a simi-
lar behavior can be realized in artificial neural networks
with memristive synapses subjected to forward- and back-
propagating spikes [22] (see Fig. 6). This provides an ad-
ditional argument in favor of using memristors in artificial
neural networks. We finally note that our results are rel-
evant to various experimental situations [23–25], and can
be transferred to other promising systems with memory
such as memcapacitors and meminductors [26].
REFERENCES
[1] Chua L. O. and Kang S. M., Proceedings of IEEE, 64
(1976) 209.
[2] Alibart F., Zamanidoost E. and Strukov D. B., Na-
ture Communications, 4 (2013) 2072.
[3] Pershin Y. V. and Di Ventra M., IEEE Trans. Circ.
Syst. I, 57 (2010) 1857.
[4] Alibart F., Gao L., Hoskins B. D. and Strukov
D. B., Nanotechnology, 23 (2012) 075201.
[5] Berdan R., Prodromakis T. and Toumazou C., Elec-
tronics Letters, 48 (2012) 1105.
[6] Min K. K., Ryul L. S., Sungho K., Man C. and Seong
H. C., Advanced Functional Materials, 25 (2016) 1527.
[7] Kim K. M., Yang J. J., Strachan J. P., Grafals
E. M., Ge N., Melendez N. D., Li Z. and Williams
R. S., Scientific Reports, 6 (2016) 20085.
[8] Vourkas I., Go´mez J., Abusleme A´., Vasileiadis N.,
Sirakoulis G. C. and Rubio A., Exploring the voltage
divider approach for accurate memristor state tuning in
proc. of Circuits & Systems (LASCAS), 2017 IEEE 8th
Latin American Symposium on 2017 pp. 1–4.
[9] Chen M., Li M., Yu Q., Bao B., Xu Q. and Wang J.,
Nonlinear Dynamics, 81 (2015) 215.
[10] Kengne J., Njitacke Tabekoueng Z., Kam-
doum Tamba V. and Nguomkam Negou A., Chaos:
An Interdisciplinary Journal of Nonlinear Science, 25
(2015) 103126.
[11] Bao B., Jiang T., Xu Q., Chen M., Wu H. and Hu
Y., Nonlinear Dynamics, 86 (2016) 1711.
[12] Chua L. O., IEEE Transactions on Circuit Theory, 18
(1971) 507.
[13] Vongehr S. and Meng X., Scientific Reports, 5 (2015)
11657.
[14] Pershin Y. V. and Ventra M. D., arXiv preprint
arXiv:1806.07360, (2018) .
[15] Pershin Y. V., La Fontaine S. and Di Ventra M.,
Phys. Rev. E, 80 (2009) 021926.
[16] Pershin Y. V. and Di Ventra M., Advances in Physics,
60 (2011) 145.
[17] Kim S., Du C., Sheridan P., Ma W., Choi S. and Lu
W. D., Nano Letters, 15 (2015) 2203.
[18] Ielmini D., IEEE Transactions on Electron Devices, 58
(2011) 4309.
[19] Cossart R., Aronov D. and Yuste R., Nature, 423
(2003) 283.
[20] Leutgeb J. K., Leutgeb S., Treves A., Meyer R.,
Barnes C. A., McNaughton B. L., Moser M.-B. and
Moser E. I., Neuron, 48 (2005) 345 .
[21] Miller P., Current Opinion in Neurobiology, 40 (2016)
14 .
[22] Pershin Y. V. and Di Ventra M., Neural Networks, 23
(2010) 881.
[23] Gerasimova S. A., Mikhaylov A. N., Belov A. I.,
Korolev D. S., Gorshkov O. N. and Kazantsev
V. B., Technical Physics, 62 (2017) 1259.
[24] Ignatov M., Hansen M., Ziegler M. and Kohlstedt
H., Appl. Phys. Lett., 108 (2016) 084105.
[25] Ascoli A., Tetzlaff R., Chua L. O., Strachan J. P.
and Williams R. S., IEEE Transactions on Circuits and
Systems I: Regular Papers, 63 (2016) 389.
[26] Di Ventra M., Pershin Y. V. and Chua L. O., Proc.
IEEE, 97 (2009) 1717.
p-7
