Support vector machine is a supervised learning algorithm, which is recommended for classification and nonlinear function approaches. Support vector machines require remarkable amount of memory with time consuming process for large data sets in the training process. The main reason for this is the solving a constrained quadratic programming problem within the algorithm. In this paper, we proposed three approaches for identifying the non-critical points in training set and remove these noncritical points from the original training set for speeding up the training process of support vector machine. For this purpose, we used principal component analysis, Mahalanobis distance and Euclidean distance based measurements for the elimination of non-critical training instances in the training set. We compared the proposed methods in terms of computational time and classification accuracy between each other and conventional support vector machine. Our experimental results show that principal component analysis and Mahalanobis distance based proposed methods have positive effects on computational time without degrading the classification results than the Euclidean distance based proposed method and conventional support vector machine.
Introduction
Support vector machines (SVMs), developed by Vapnik [1] , have been widely used because of their high generalization to a wide range of applications like text recognition, object recognition, sound recognition and face recognition. The main idea behind SVMs is the optimal separating hyperplane which divides the classes [2] . The optimal separating hyperplane is the constructed decision boundary, which should be the maximum distance from the training data points of the both classes. It can be understood from SVM theory that the equation of this separating hyperplane is determined by the data points close to the hyperplane which are called support vectors [3] . Identifying support vectors from the labeled training set of samples requires the use of an iterative process such as quadratic programming. So finding the classification hyperplane is computationally very expensive. The most important problem of training a SVM is its slow training process for classification problems with large data sets. Therefore, when the number of the training sample set is huge, sometimes it is impossible to use all of the samples for training [2, 4] . As such, there is a need to speed up the training process.
In the literature, there are studies in which principal component analyses (PCA) and SVM are used together. In these studies, PCA is widely used for the feature extraction process [5, 6, 7] . In this study, we present three different methods based on PCA, Mahalanobis Distance (MD) and Euclidean Distance (ED) measurements for the reduction of training data of the SVM. By the help of the proposed methods, the non-critical training instances in the training set are removed. Our experimental results show that PCA and MD based proposed methods have positive effects on computational time without degrading the classification results than the Euclidean distance based proposed method and conventional support vector machine.
Materials and Methods
In this study, three algorithms based on PCA, MD and ED measurements were proposed for identifying the non-critical points in training set and remove these non-critical points from the original training set for speeding up the training process of SVM. The proposed algorithms were applied four different data sets and the results were compared in terms of computational time and classification accuracy by conventional SVM.
Data Sets
In this study we used four different data sets for evaluating the performance of the system in terms of computational time and classification accuracy. The first data set used in this study was a bone age data set. The bone age data set consists of x-ray images of children. The X-ray images used in this study were taken from a database related to the study performed by Gertych et al. in 2007 [8] which were collected from a pediatric hospital in Los Angeles, and the images are available via a web site for academic research and educational purposes. For the classification process six features in total were used. The image processing stages and the features extracted by the image processing are described in details in previous study performed by Güraksın et. al. [9] .
The other three data sets are well known data sets and publicly available test problems of wine, iris and pima Indian diabetes data sets in repository of machine learning databases [10, 11] . The wine data set is the result of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of the three types of wines. There are totally 178 instances in three different class types. The iris data set is the best-known database to be found in the pattern recognition literature. The data set contains 3 classes of 50 instances each, where each class refers to a type of iris plant. There are four attributes in total and 150 instances. The last data set used in this study was pima Indian diabetes data set. In particular, all patients in this data set are females at least 21 years old of Pima Indian heritage. There are 768 instances and 8 attributes incident to two class.
Support Vector Machines
SVM was found first by Vapnik in 1979 . It was again recommended by Vapnik in 1995 for regression and classification [12] . SVM is a supervised learning algorithm, which is recommended for classification and nonlinear function approaches. Starting to be widely used over the last few years, SVMs have been used in pattern recognition applications like text recognition, object recognition, sound recognition and face recognition.
The main idea in the background of SVM is based on the formation of the equation of Lagrange multipliers. The goal of SVM is to find the optimum separating hyperplane, which is able to classify data points as well as possible and to again separate them into two classification points as much as possible. In other words, it aims to find the state in which the distance between the two classes is the maximum. The hallmarks of this classification reasoning are the support vectors chosen from the training set, and they are located on the closest points of both classes [13] . SVM has a good generalization performance and they work well in practice [14, 15] . More information about SVM can be obtained from [12, 13] .
Principal Component Analyses
PCA is a statistical technique which is used for extracting information from multivariate data sets. This process is performed with obtaining the principal components of the original variables with linear combinations identified. The first principal component is representing the original data set with maximum variability and the second principal component is representing the remaining data set with maximum variability. This procedure continues consecutively until the last principal component is represented with the remaining data set with maximum variability. It can be understood that the number of the significant principal components of the multi variable data set with the highest variance values among all principal components should be smaller than the number of all principal components. So, PCA can be considered as a data reduction method. In other words, PCA is a technique used to produce a lower-dimensional version of the original data set [16] . More information about PCA can be obtained from [17] .
Application of Methods Used
In the training phase of the SVM, the SVM is to find the optimum separating hyperplane by using the training set. As we mentioned before, when finding the optimum separating hyperplane, the SVM uses a portion of the training set called support vectors.
Using the entire training set to identify the support vectors from the labeled training set of samples requires the use of an iterative process, such as quadratic programming, that is computationally very expensive. There is therefore no need for the other portion of the training set while training the SVM. In this study for finding the significant portion of the training set for SVM, we proposed some algorithms mentioned in the following sections based on PCA, MD and ED.
Reduced Training Data for Support Vector Machines Based on Principal Component Analysis
In this section for the reduction of the training samples of SVM, first we proposed a method based on PCA, which is being used as a dimension reduction technique.
In the first stage of our proposed method, we used the PCA method on the samples of the training set for all the classes. There are certain criteria in determining the optimal number of principal components. In our study, the cumulative percentage of variance criteria was used to determine the number of principal components, for its simplicity and high performance [18] . Using this criterion, the principal component with the highest variance is chosen. By the help of this process, our multidimensional space is converted to a one-dimensional space.
After the PCA process, for each class the mean values and the standard deviations of the onedimension data gained from PCA is calculated. SVM is a binary classifier. So for the multiclass classification process, it classifies each class separately. Assume that the mean values of the onedimensional data of class 1 is M1 and that of the other class is M2 and the standard deviations of each class is Std1 and Std2. In this step, the mean values of each class are compared. If M1<M2, the original training data which has a smaller PCA value than equation 10 is selected for the training of class1 and the original training data which has a higher PCA value than equation 10 again is selected for the training of class 2. If M1>M2, the inverse process carried out by equation 11.
For a training data set with input vector xi Rn, i=1,...,l and output labels yi, y {1,-1}, the PCA of the training data corresponding to xi is xi'. There are two classes for each classification process. After obtaining the new data xi' from the PCA process, the mean (M) and the standard deviation (s) of the training data of each class is calculated as:
Now the reduced training set can be selected with the equation as:
All xi 's which provide the appropriate conditions, as we mentioned above, are selected for the training set of the two classes. This procedure is applied to all classes. Thanks to the proposed method, the noncritical training examples in the training set are discharged. We applied the proposed method to four different data sets and the results are discussed in the following section.
Reduced Training Data for Support Vector Machines Based on Mahalanobis Distance and Euclidean Distance
Secondly, we used MD and ED measurements for the reduction of training data of the SVM. Basically, the proposed MD and ED based training data reduction algorithms are same. Only the difference of the algorithms are the distance measurements.
The MD can be seen as a generalization of the Euclidean distance. It differs from ED in its definition which includes the covariance matrix so that the relationships between the variables are taken into account. That is, the correlation between variables or in other words the different dimensions present in the problem is taken into account when computing the distance between the two points [19] .
In the proposed methods, we used MD and ED for finding the closest points for the two classes. Then we eliminate the other non critical samples. In figure  1 , a sample for this procedure was given. In the distance based reduction methods, we found the closest point of a training sample in the opposite class by using MD and ED. Then we add this closest point to the new reduced training set. This procedure is applied to all training samples of the SVM. We applied the proposed distance based methods to four different data sets and the results are discussed in the following section.
Experimental Results
In this study, we present three different methods based on PCA, MD and ED measurements for the reduction of training data of the SVM. By the help of the proposed methods, the non-critical training instances in the training set are removed. The results of the proposed methods are compared with SVM in terms of accuracy and computational time. All experiments were run on a machine with 2.20 GHz CPU, 8 GB of RAM, 700 GB HDD space and the Windows 7 operating system. All the methods were applied using the Matlab Software Package.
In the classification process of the system linear kernel function is used for all data sets. For multiclass classification of the SVM, one by one approach is used. In bone age data set, the data set was normalized and a 10-fold cross-validation was used during the classification process. In wine data set, in the classification process 30 instances from class 1, 36 instances from class 2 and 24 instances from class 3 were used for the training of the SVM and 29 instances from class 1, 35 instances from class 2 and 24 instances from class 3 were used for the testing process. In the iris data set, 10-fold crossvalidation was used during the classification process. In the Pima Indians diabetes data set, 250 instances from class 1 and 134 instances from class 2 were used. 250 instances from class 1 and 134 instances from class 2 were used for the testing process. We applied the proposed PCA and distance based methods to four different data sets and the results are given in table 1 in terms of computational time and classification accuracy. As seen in table 1, all the proposed methods are faster than the conventional SVM. The classification accuracies of PCA based system and MD based system are very close to the traditional method. The classification accuracies of the ED based system is very low than the other methods.
Conclusion
In this paper, three training data reduction algorithms has been proposed for SVM classifier to eliminate the non-critical training examples in the training set of the SVM. For this purpose, PCA, MD and ED based algorithms were performed. These algorithms have been used with different data sets and compared with the conventional SVM. The experimental results show that by using PCA and MD based algorithms, a significant amount of execution time in the training process can be saved without degrading or with a few amounts of loss in the performance of the resulting SVM classifier. When we examined the algorithms used in this study, ED based data reduction method has a big influence on execution times than the conventional SVM and the other proposed algorithms. But in ED based algorithm there is substantially loss in the performance. By using PCA based proposed algorithm, there is only a small of loss in the performance in Pima Indians diabetes data set. The performances in other data sets are same as conventional SVM. By using MD based proposed algorithm, there are small of losses in the performance in Pima Indians diabetes and iris data sets. The performances in other two data sets are same as conventional SVM. As a result, PCA and MD based data reduction algorithms significantly has not got any loss or in the performance on the SVM classifier. So PCA and MD based algorithms seems more useful than the ED based algorithm and conventional SVM.This study showed that the amount of training data is very important for SVM classifier in computational time. So, the PCA and MD based proposed methods could be very useful for huge number of datasets in different problems for the future studies.
