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Abstract The detection of lane boundaries on suburban 
streets using images obtained from video constitutes a 
challenging task. This is mainly due to the difficulties 
associated with estimating the complex geometric 
structure of lane boundaries, the quality of lane markings 
as a result of wear, occlusions by traffic, and shadows 
caused by road-side trees and structures. Most of the 
existing techniques for lane boundary detection employ a 
single visual cue and will only work under certain 
conditions and where there are clear lane markings. Also, 
better results are achieved when there are no other on-
road objects present. This paper extends our previous 
work and discusses a novel lane boundary detection 
algorithm specifically addressing the abovementioned 
issues through the integration of two visual cues. The first 
visual cue is based on stripe-like features found on lane 
lines extracted using a two-dimensional symmetric Gabor 
filter. The second visual cue is based on a texture 
characteristic determined using the entropy measure of 
the predefined neighbourhood around a lane boundary 
line. The visual cues are then integrated using a rule-
based classifier which incorporates a modified sequential 
covering algorithm to improve robustness. To separate 
lane boundary lines from other similar features, a road 
mask is generated using road chromaticity values 
estimated from CIE L*a*b* colour transformation. 
Extraneous points around lane boundary lines are then 
removed by an outlier removal procedure based on 
studentized residuals. The lane boundary lines are then 
modelled with Bezier spline curves. To validate the 
algorithm, extensive experimental evaluation was carried 
out on suburban streets and the results are presented. 
 
Keywords Mahalanobis Distance, Entropy Measure, 
Gabor Filter, Visual Cue Integration, Studentized Residuals 
 
1. Introduction  
 
Worldwide, a large number of lives are lost each year due 
to vehicle accidents. In recent years there has been 
increasing interest in traffic safety systems for reducing 
vehicle accidents. There are many computer vision-based 
applications involved in traffic safety systems such as 
collision avoidance, lane departure warning, and the 
development of autonomous guided vehicles (AGV) for 
navigating unstructured environments. The Defense 
Advanced Research Projects Agency (DARPA) Urban 
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Challenge has generated significant research interest in 
developing safer autonomous driving systems. 
 
In order to achieve the ultimate goal of autonomous 
driving in unstructured environments, adequate real-time 
analysis of the road scene is required (Shang et al. 2013). 
One important component is the detection of lane 
boundary lines, and this has received considerable 
attention in recent years. Lane detection is the problem of 
identifying road lane boundaries without a priori 
knowledge of the road’s geometry. A number of image-
based lane detection algorithms have emerged from 
autonomous ground vehicle research (Prochazka 2013). 
Most of the early systems focused on well-paved and 
structured roads and used a single visual cue such as 
colour, edge or texture. An automatic lane detection system 
should cater for both straight and curved lane boundaries, 
and a wide range of boundary markings including single, 
double or broken lines, and pavement edges. 
 
Systems based on single cues are more prone to errors 
because they rely solely on the information provided by 
the cue. Errors correspond to risk to on-road objects as 
well as to the autonomous vehicle itself. Feature 
extraction methods rely on a single visual cue. Such 
information however, may not always be available. This 
limitation can be overcome by fusing features from 
multiple visual cues. In the research by Nilsback et al. 
(2004), a linear combination of margin-based classifiers 
for cue integration was proposed. In the method 
proposed by Birchfield (1998), gradient and colour cues 
were used for fusion in object tracking. The work 
proposed by Taylor et al. 2003 fuses colour, edge and 
texture cues within a Kalman filter framework. 
 
To support real-world application, lane boundary 
detection algorithms should be able to: 
(1) operate subject to shadows caused by road-side 
trees, buildings, etc.; 
(2) operate subject to process painted or unpainted road 
lane lines; 
(3) handle curved as well as straight roads; and 
(4) identify lane boundaries on either side of the road. 
 
In this paper a novel lane boundary detection algorithm 
is introduced. The algorithm integrates multiple visual 
cues to overcome errors, leading to more robust lane 
detection. The approach employs supervised learning of 
road surface chromaticity values, and entropy analysis of 
image patches containing the road boundary line 
(Shannon 1948; Gonzalez et al. 2006).  
 
The main contributions of this work are: (a) the use of the 
CIE L*a*b* colour space and the build-up of a bi-variate 
Gaussian model, (b) the symmetric Gabor filter for lane 
extraction, (c) matching entropy values on lane 
boundaries, and (d) the rule-based classifier for multi-cue 
integration. This paper is an extension of our earlier work 
(Lanka et al. 2010). 
 
2. Related work 
 
A large amount of research has effectively addressed the 
lane detection problem for highway driving. Suburban 
roads, however, present a very different situation. 
Highways typically consist of straight roads with 
multiple lanes and clearly identifiable surfaces, whereas 
on suburban streets these are uncommon (Wang et al. 
2002; Kluge 1994; Aly 2008).  Kong et al. (2009) proposed 
the use of geometric features like vanishing points and 
textural orientations associated with the straight part of 
the road for segmenting the road area. In the works by 
Kluge (1994) and Kreucher and Lakshmanan (1999), a 
number of geometric models were used to focus on the 
shape of the road lanes.  
 
For structured and unstructured roads, Alon et al. (2006) 
combined geometric projection with the Adaboost 
algorithm to find the drivable road area. The approach 
however requires a large training set of different road areas 
in order to train the classifier. Lookingbill et al. (2007) 
proposed a reverse optical flow technique to adaptively 
segment the road area. Optical flow, however, varies due 
to the unavoidable motion of the vehicle, and the method is 
not robust when other objects such as vehicles, pedestrians, 
etc., are on the road. When driving on suburban roads, 
occlusions and poor-quality road markings (resulting from 
wear) will produce erroneous results. Under such 
conditions, in order to achieve more accurate and robust 
classification of the road area, more information is 
required. The road behaviour can be better approximated 
by using a statistical model which describes the colour of 
the road surface based on a training set of images (Goecke 
et al. 2007). Consequently, algorithms which learn using a 
visual model and then score the visual field based on that 
model have proven successful in road detection.   
 
Sensors such as laser and radar have been used for 
capturing information regarding the road area. Video 
devices, however, are thought to obtain more information 
than other types of sensors. Recent research combines 
laser range finder data with a model of road appearance 
in RGB colour space using a mixture of Gaussians 
(Dahlkamp et al. 2006). Goecke et al. (2007) built up a 
Gaussian model for each pixel of the entire training set by 
accumulating only the hue and saturation from the HSI 
colour space. Lipski et al. (2008) proposed a multi-camera 
lane detection algorithm which uses the HSV colour 
space. The watershed algorithm is widely used for road 
segmentation. In the work by Beucher and Bilodeau (1990 
and 1994)), who were involved in the European 
PROMETHEUS project, road and lane segmentation was 
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achieved using a temporal filter, edge detector and the 
watershed transform. Yu and Jain (1997) used a 
multiresolution Hough transform to detect lane 
boundaries. The work, however, does not discuss how to 
deal with the detection of broken lines or road edges.  
 
Pomerleau (1997) devised the road following control 
system ALVINN based on a Multilayer Feedforward 
Neural Network (MLFFNN). The NAVLAB vehicle was 
equipped with several video cameras, a scanning laser 
range finder, a global positioning system (GPS) and sonar 
sensors. ALVINN uses a fully connected three-layer 
MLFFNN with colour vision inputs from a video camera. 
In the research by Broggi and Berte (1995), a system was 
implemented on a parallel SIMD architecture capable of 
handling data structures which process data at a rate of 10 
frames per second. Birdal and Ercil (2007), proposed a 
vision based system which uses Canny edge detection, 
texture analysis and Hough transforms to extract contours. 
 
In the works by Kim (2008 and 2006), a real-time lane 
detection algorithm based on a classifier was proposed to 
find lane markings. The author also combined the Random 
Sample Consensus (RANSAC) method with a particle-
filtering-based tracking algorithm using a probabilistic 
grouping framework. Zhang et al. (2005) proposed an 
approach based on Support Vector Machines (SVM), Image 
Morphological Operations and an image captured from a 
bird’s eye view. In the research by He and Chu (2007) the 
detection of lane boundaries was based on edges and the 
parallel property of the lane edges in a rectified affine 
space with the use of vanishing point.   
 
Wang et al. (2004) proposed a model for lane detection and 
tracking based on a B-Snake. In their work, the lane 
boundaries on both sides as well the understanding of 
perspective parallel lines were used as the basis to locate 
the mid-line of the lane. The initial positions for the B-
snake model were determined using the CHEVP 
(Canny/Hough Estimation of Vanishing Points) algorithm. 
The method proposed by Maček et al. (2004) uses edge 
detection and colour image filters to extract information 
regarding the road environment. The information is then 
processed within a probabilistic framework using particle 
filters. Assuming a predefined model of the road, the 
particles are tested to approximate the best vehicle 
position. A test module based on Canny edge detection 
and Hough transforms is also used to increase the accuracy 
and robustness of the system. The system was tested under 
various real-world road situations including highway 
traffic scenes, lane changing, magistral inner-city roads 
with different ground signs, magistral outer city roads with 
different shadow conditions and windscreen visibility. 
 
Extracting objects and scenes of interest from visual 
information is one of the biggest challenges in computer 
vision. Recent advances in object categorization employ 
statistical methods and artificial intelligence techniques. 
Most feature extraction and object classification methods 
rely on measurements obtained from a single visual cue 
(Filipovych 2007). While these methods work well on a 
particular class of features appearing in images, they 
assume that the specific cue is always available. 
Psychophysical evidence suggests that natural vision 
based feature extraction and classification tasks are 
performed by multiple visual cues which are combined to 
reduce ambiguity. In this paper, such an approach is 
proved successful in increasing the robustness of lane 
detection.  
 
Humans use numerous visual cues to localize and classify 
objects of interest. In the context of extracting road lanes, 
such cues can be grouped into three parameters: colour, 
stripe features (lines or almost straight features) and 
textural features (entropy measure). In the work 
presented herein, each visual cue provides partial details 
about an object of interest, which are then combined to 
classify the object unambiguously. We assume that the 
visual cues are conditionally independent.  
 
The following section introduces the system for real-time 
lane detection based on the integration of multiple visual 
cues and briefly describes the processes involved. The 
subsequent sections then discuss in detail the key 
components of the system. Extensive experimental results 
are then presented which demonstrate operation for 
different suburban roads. 
 
3. System overview 
 
An overview of the system is presented in Figure 1. The 
vehicle-mounted digital camera was mounted on the 
front left-hand side of the vehicle. As depicted, the 
system includes offline (training) and online (real-time) 
processes. The offline processes relate to the generation of 
a bivariate Gaussian colour model used to classify the 
road area. The †CIE L*a*b* colour space is employed and 
the chromaticity values of the individual pixels (a* and b* 
components) of 50 road surface images are trained with a 
bivariate Gaussian model using expectation 
maximization. A training set of as few as 50 images can 
be used to generate the colour model, which determines 
the Mahalanobis distance for images as used in the online 
process. This is discussed in more detail in Section 4.2. 
 
The online processes provide real-time lane detection. 
After the model is generated, it is used to score the pixels 
of the first cue based on the Mahalanobis distance. This 
does not guarantee that all of the road area pixels will be 
scored as road. Morphological operations are then used 
to remove unwanted blobs and to isolate the road area as 
a single connected region. This region acts as an arbitrary 
†CIE – Commission International d’Éclairage 
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region of interest for extracting the edge features from the 
road area using the asymmetric Gabor filter. For the 
second cue, the grey entropy (information theory) of 
image patches is compared to a threshold to isolate the 
areas containing the road lane boundaries. The two image 
cues are then integrated using the logical AND operator, 
to clearly extract the road boundary lines. 
 
The centre points of the blobs are then determined and 
initial de-noising is achieved through morphological 
operations followed by the filtering-out of outliers using 
statistical methods. The road boundary is then estimated 
by connecting the candidate points with a third degree 
Bezier spline.  
 
This paper focuses on real-time lane detection using cues 
as obtained from visual information from a camera 
mounted on the front left-hand side of the vehicle. This 
lane detection information could be combined with 
vehicle kinematic and dynamic models and algorithms to 
achieve autonomous driving. 
 
In the following section, the extraction of specific features 
associated with each of the visual cues is described. 
 
.
.
.
CIE L*a*b* converted 
images.
Extract a* and b* 
values.
Model with a Bi-Variate
Gaussian model. 
(Define Mahalanobis distance), 
evaluate mean & variance 
covariance matrix.
Training set of road surface images Offline Process
 
 
 
 
Test 
image
(in RGB)
Define road area based 
on mahalanobis
distance.
Morphological 
Operations
(Open + Close)
Find largest blob
(the road area)
Convert  to 
grayscale
Gabor filtered 
image
Find road 
area edges
Find gray scale 
Entropy image 
(between 4.0 & 5.0) 
Entropy image 
of road lines
Find road surface
candidate Lane 
marks 
Divide the image to 3 rectangular region of interests 
and find the center of gravities of the regions
Fit lines to top two points & bottom 
two points.
Find the perpendicular unit vectors of 
the two lines.
Divide the image to 8 rectangular 
region of interests and find the center 
of gravities of all the blobs
Remove outliers by 
using studentized 
residuals
Separate the center of gravities to left and right
Connect the lane points using 
Bezier splines
Morphological 
Operations
(Close + Open)
Logical
AND
Online Process
 
Figure 1. Overview of the system, which includes both offline and online processes 
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4. Lane features based on Gabor filters 
 
Quadrature filters are commonly used for local 
orientation estimation. A quadrature filter is a complex 
function whose real part is related to the imaginary part 
by a Hilbert transform.  
 
A quadrature filter can be represented as follows (in this 
case the so-called Gabor function): 
 
  








+−
=
2
2
2
2
),(,
yx
yx
yx
xj eeyxg σσασσ  (1) 
 
The Gabor filter is the best-known quadrature filter pair. 
The real part of the Gabor function is even and sensitive 
to oriented lines or bar-like features, while the imaginary 
part is odd and sensitive to oriented edges. 
 
In this research an image is captured from the video 
device and then filtered by a two-dimensional Gabor 
filter to extract ridge features. The road lanes in the 
image appear as bright lines or stripes (with a particular 
orientation) on a dark background. In terms of greyscale 
gradient, a line or stripe appears as a sequence of 
positive gradient (from black to white), followed by a 
negative gradient (from white to black) of equal or 
nearly equal magnitude. Edge detection methods such 
as Roberts, Sobel and gradient-based can also be used to 
identify a lane line. Most of the time, however, these 
methods fail to detect ridges or bar-like features and 
cannot discriminate the lane line or bar features from 
other edge features. The symmetric Gabor filters react 
strongly to bar or lane line features which agree with 
the particular filter parameters. 
4.1 Gabor filters  
A number of works have used banks of Gabor filters to 
extract local image features (Clark et al. 1987; Fogel and 
Sagi 1989; Tan 1995; Bovik 1991). 
 
To obtain a Gabor feature image ),( yxf , an input 
image ),( yxI  for Ω∈∀ ),( yx , where Ω  can be defined 
for the set of image points, is convolved with a two-
dimensional Gabor filter defined as ),( yxg  for 
Ω∈∀ ),( yx  (Grigorescu et al. 2002). This can represented 
as 
 
  ηξηξηξ ddyxgIyxf 
Ω
−−= ),(),(),( , (2) 
 
where the centre of the receptive field ),( ηξcP  has the 
same domain Ω . 
 
In our work the following Gabor function is used for 
extracting line or stripe features (Petkov 1995):  
 
 ( )( ) 



+= +− ϕλπ
σγ
ϕγθλ
'
2
,,, 2cos),(
22'22' xeyxg yx , (3) 
 
where θθ sincos' yxx +=  and θθ cossin' yxy +−= , 
x and y represent the position in the visual field, and 
ϕγθλ ,,,  are the parameters to be selected for optimized 
lane characteristics. 
 
The parameter σ determines the linear size of the 
receptive field. Suppose a response of a cell for a light 
source is in position ),( sss yxP . For practical situations, 
this can then be neglected if σ2)( >− cs PPdist . This 
effect on cells can be successfully incorporated in the filter 
used (in this case the Gabor filter) by incorporating the 
Gaussian factor 
22'22' 2/)( σγ yxe +− . 
 
The eccentricity of the receptive field ellipse is called the 
spatial aspect ratio γ . Based on biological research γ  is 
normally selected in the range 92.023.0 ≤≤ γ . The angle 
parameter ),0[ πθ ∈  specifies the orientation of the 
normal to the parallel stripes of the Gabor function. The 
parameter λ  is the wavelength of the harmonic factor 
))/(2cos( ' ϕλπ +x . The ratio λσ  represents the 
number of parallel excitatory and inhibitory zones within 
a receptive field. This is closely related to the spatial 
frequency bandwidth b of a Gabor filter. The relationship 
can be written as 
  
12
12
2
2ln1
−
+
= b
b
πλ
σ
 (4) 
 
Normally this value varies within the small range of 0.4–
0.9. The bandwidth value is a real positive number with 
its default value set at 1. The relationship between σ and 
λ  can be expressed as λσ 56.0=  (as set for our 
research). The parameter ],( ππϕ −∈ , is the phase offset 
of harmonic factor ))/(2cos( ' ϕλπ +x  and determines 
the symmetry of the Gabor function. If 0=ϕ  or π , the 
function is symmetric (or even) with respect to the centre 
of a receptive field, and if 2/πϕ −=  or 2/π  the function 
is antisymmetric (or odd).  
 
In our work, the best results for road lane detection were 
achieved using the following parameter values: γ  = 0.16, 
0=θ , 0=ϕ  and 6.5=σ  ( 10=λ ). Figure 2 depicts the 
schematic diagram and image representation of the 
Gabor filter for these parameters.  
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(a) Schematic diagram of the filter kernel 
 
 
(b) Image representation of filter kernel 
Figure 2. Gabor filter kernel with the chosen parameter set 
 
Figure 3 depicts road image results using the Gabor filter 
for the chosen parameter set. Figure 3 (a) shows the 
filtering of a road image with straight lane markings, (b) 
for a road with left curve markings, and (c) for a road 
with right curve markings. Figure 3 (d) shows the filter 
output in the presence of an on road object. 
 
As demonstrated by the results in Figure 3 it is evident 
that the chosen parameter set for the Gabor filter is robust 
for different scene variations. 
4.2 Gabor filters learning visual model of the road 
This section discusses the extraction of the road area from 
the obtained images. This is achieved using a statistical 
model of the road surface colour built using a set of road 
surface images. The basic visual model of the road area 
appearance is a bivariate Gaussian model in the a* and b* 
space of the CIE L*a*b* colour space. L* is the luminosity 
and a* and b* are the hue and saturation components 
specified along the green-red and blue-yellow axes, 
respectively. 
 
The RGB colour space is a linear colour space and has 
been used in many algorithms. Using the RGB colour 
space, difference is calculated as Euclidean distances and 
thus less computational power is required. The RGB 
colour space however disregards important information 
relating to colour complexity. 
 
The CIE L*a*b* colour space is a perceptually uniform 
colour space designed based on human vision. Using the 
CIE L*a*b* colour space a constant Euclidean distance 
represents a fixed perceptual distance. It has been proven 
that the quality of colour-based modelling algorithms can 
be substantially improved by using such perceptually 
uniform colour spaces.  
 
 
 
(a) Captured frame with straight lane markings and the 
corresponding output of the Gabor filter 
 
 
 
(b) Captured frame with left curve lane markings and the 
corresponding output of the Gabor filter 
 
 
 
(c) Captured frame with right curve lane markings and the 
corresponding output of the Gabor filter 
 
 
 
(d) Captured frame with an on-road object present and the 
corresponding output of the Gabor filter 
 
Figure 3. Example scenes demonstrating the output of the 
Gabor filter 
 
Sections 8.2–8.4 discuss our evaluation of the CIE L*a*b*, 
CIE L*u*v*, YCbCr and HSV colour spaces for the 
bivariate Gaussian model. The results demonstrate that 
the best performance was achieved using the CIE L*a*b* 
colour space.  
 
Using this colour model, a training set with as few as 50 
images provided good experimental results.  
 
Colour information was first captured as an RGB image 
and then transformed to the CIE L*a*b* colour space. L* 
was then separated from the chromaticity components. 
Once the model was built, the region of interest of the 
road area was converted to CIE L*a*b* colour space and 
the a* and b* values were extracted. The a* and b* colour 
values were then used to assign a score based on the 
Mahalanobis distance. The values *)*,*,( baL  are 
calculated from the ),,( ZYX  position of the given light 
stimulus and refer to the specified reference white point. 
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4.2.1 Parameters of the bivariate Gaussian model 
The CIE L*a*b* colour space can be used to make 
predictions for distinguishing colours in real-world 
conditions. In most daytime situations, colour 
discrimination can be based on the two colour values of 
**,aL and *b . The perceived lightness of the road 
surface (illuminated by sun light) is not a reliable visual 
cue for identification. This is because the road luminance 
for a given position changes considerably as the viewing 
angle changes. This occurs because our camera is 
mounted on a moving vehicle. Research has 
demonstrated that despite varying luminance conditions, 
consistency of the chromatic aspects of colour can be 
maintained as primarily reflected in a* and b* (Simmons 
et al. 1989). We therefore suggest that distances based on 
a* and b* should give the best prediction of colour 
discrimination, and these are used to build the bivariate 
Gaussian model for road appearance, defined as 
 
 ( ) ( ) ( )



−−−= −−− μμπ xxxf TdX 12/12/ 2
1exp2)( ,     (5) 
 
where 2=d , X  is a two-dimensional random vector 
representing the a* and b* values, x  is a 12×  vector with 
two-dimensional mean vector μ ,   is a symmetric 
positive definite 22×  covariance matrix, and   is the 
determinant of  .  
 
Initially, a training set },...,,{ 21 nxxxH = was created 
where ],[ ** jjj bax = . To estimate the values of μ and   
the maximum likelihood method was used. The 
maximum likelihood estimates for μ is 
     
n
x
n
j
j
=
=
1μˆ  (6) 
which is the sample mean, and the unbiased estimator of 
the covariance matrix   is 
   ( )( )Tn
j
jj xxn 
=
−−
−
=
1
ˆˆ
1
1ˆ μμ .         (7) 
 
 
4.2.2 Scoring the visual field 
After generating the colour model, it is used to classify 
the road area. The colour model is in the form of a 
bivariate Gaussian distribution. The Mahalanobis 
distance from individual pixels to the mean of the learned 
Gaussian model was used to assign a score to it. The 
Mahalanobis distance d is defined as 
    
( ) ( )μμ ˆˆˆ 12 −−= − xxd T
.       
(8)
 
 
5. Entropy image 
 
As discussed earlier, the approach presented in this paper 
uses two visual cues for lane detection. The visual cue 
with blob features of the road area is insufficient for 
accurate lane detection alone. The second visual cue 
employed in this work uses the randomness of the 
average information content of an image patch.  
 
Figure 4. a*, b* distribution of the bivariate Gaussian model 
 
This research employs a first-order estimate of the 
entropy measure with the assumption that the image was 
generated by an imaginary 8-bit grey level source which 
sequentially emits statistically independent pixels under a 
predefined probabilistic law. 
 
One method for estimating the probabilistic law for 
information estimation is to construct a discrete 
information source based on the relative frequency of 
the grey levels of a particular image. That is, the grey 
level distribution of several image patches containing 
the road lane markings can be interpreted as samples of 
the behaviour of the grey level or pixels that are 
generated. This is so because the observed images are 
the only available indicators of the behaviour of pixel 
(symbol) probabilities. It is reasonable to use grey level 
histograms (probability distribution function) to 
estimate the probabilistic law governing the information 
source. 
 
 
 
 
Figure 5. Image set showing the classification of the road area 
using the CIE L*a*b* colour space 
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5.1 Shannon entropy 
Let us assume that a discrete information source 
generates a random sequence of symbols, where each 
symbol belongs to a set of distinct possible symbols 
defined as the source alphabet A . 
 
This can be represented by },...,,{ 21 JaaaA = , where 
each ja is a symbol. If the probability of generation of 
symbol ja  by the discrete information source is )( jap , 
the probabilities of source symbols can be represented by 
vector TJapapap )](),..,(),([ 21=z . The defined discrete 
information source can then be represented as a finite 
ensemble ),( zA . 
 
The self-information, or the amount of information 
generated by the production of a single source symbol ja , 
is defined by )(log)( jbj apaI −= , where b  is the base of 
the logarithm determining the unit of the information 
measure. If k source symbols are generated, and if the 
symbols generated by the discrete source are represented 
by a random variable X , the average self-information of 
X  or the entropy of the source is denoted by 
     )(log)()(
1
jb
J
j
j apapXH 
=
−= ,          (9) 
where AX ∈ . 
5.2 Selecting a threshold value 
In this research, random variable X  represents the pixel 
grey value generated for a rectangular image patch where 
the image patch can be assumed as an imaginary grey 
level pixel source analogous to a discrete information 
source in information theory. 
 
Given a particular thr  video frame denoted by rX , a 
rectangular image patch can be defined by 
]...,...[ wywywxwxX r +−+−  where w  denotes half of 
the window size in the x  and y  directions. The pixel 
coordinates yx,  of the image patches are selected in such 
a way that pixels of an image patch only need to be used 
to calculate the Shannon entropy once. The updates 
would then be defined by wxx 2+=  and wyy 2+= .  
The matching criteria are then considered for the image 
patch entropy )( rXH  to be within the range between 
lowth  and highth , where lowth  and highth  are the low and 
upper threshold values, respectively. If 
highrlow thXHth ≤≤ )( , then the image patch is considered 
to contain a substantial amount of lane features or lane 
information. If this condition is not met, the image patch is 
considered to belong to another part of the image. 
                   
Figure 6.  Test image patches of size 20×20 pixels containing lane 
features used to estimate lowth  and highth . 
Suitable values for lowth  and highth  were estimated by 
analysing the grey image entropy of test image patches 
containing lane features (Figure 6). If smaller image 
patches are used, many image areas may be identified as 
lanes, whereas larger image patches may remove the 
majority of lane features.  
 
Through analysing different image patch sizes, the half 
window size 9=w  provides a good compromise 
between the amount of self-information and processing 
speed. Since the base of the logarithm b =2 was used, 
empirical estimates for lowth  and highth , of 4.0 and 4.7 
bits/pixel, respectively, were selected.  
 
Figure 7 shows entropy image results for test road images 
with the selected lower and upper threshold parameters. 
The first image pair shows the original and entropy 
images of a road with straight lane markings; the second 
pair of a road with left curve markings; the third pair of a 
road with right curve markings, and the final image pair 
shows lane markings in the presence of a vehicle object. 
 
 
 
 
 
 
 
 
 
Figure 7. Original and corresponding entropy images for a 
particular luminance level. 
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1: 
Input parameters: },{ ,...,21 nIIII =  where each kI is a lane boundary class labelled image.  
                            A is a set of predefined attribute-value pairs, },{ jj vA . 
2: Output: R : Maximum voted rule set integrating the different visual cues. 
3: {};=R  // initial set of rules is set to null and class lanec =  
4: for }..1{ np∈  do 
6:  while stopping condition is not met do 
7:   );,,(__ cAIRuleOneLearnr p←  
8:   Remove training records from pI that are covered by r ; 
9:   Add r to the bottom of the rule list: rRR ∨→ ; 
10:  end while
12: end for
13: Extract set of rules or set of rules with maximum number of votes.   
14: Default rule c→{}  
Algorithm 1. Modified Sequential Covering Algorithm (MSCA) for visual cue integration 
 
6. Emphasizing lane markings 
6.1 Visual cue integration 
This paper focuses on a lane boundary detection 
algorithm which integrates two visual cues. In the 
development of such a multi-cue system, the method by 
which the individual cues are integrated is a vital 
consideration. 
 
In this work, the image cues from both the Gabor filter 
and entropy image analysis are thresholded and 
morphological operations applied in order to emphasize 
the candidate lane markings and to remove unwanted 
objects. As a result, both image cues to be integrated take 
the form of binary images. The two visual cues are then 
integrated using a modified rule-based classifier, 
resulting in a lane image emphasizing lane markings 
while eliminating most of the unwanted areas within the 
region of interest. 
6.2 Modified rule-based classifier 
Rule-based classification methodologies offer clarity and 
simplicity in rule implementation and have been widely 
used in real-world applications. 
 
Most rule-learning algorithms in rule-based classifiers 
follow the separate-and-conquer or covering strategies, 
where rules are learnt one at a time, covering part of the 
training examples. Such a classification rule can be 
expressed by 
 
 
,_
)_(...)_()_(: 21
predictionclass
testatttestatttestattr k

∧∧∧
  (10) 
 
where ktestatt _  is the k th attribute test, which is 
logically ANDed to the other attribute tests; 
predictionclass _  is the class prediction of a test record. 
The training examples covered by the newly added best 
rule are separated before subsequent rules are added, i.e., 
before the remaining training examples are conquered. 
This concept of extracting best rules directly from data 
can be found in the well-known Sequential Covering 
algorithm. In the algorithm, rules are grown in a greedy 
fashion based on evaluation metrics such as FOIL_Gain 
or Likelihood_Ratio (Furnkranz and Flach 2003; Han and 
Kamber 2006). 
 
A rule-based classifier can be represented by 
)...( 21 krrrR ∨∨∨= , where R  is the classifier or rule 
set, and ir  are the classification rules. In this research, we 
propose a modified sequential covering algorithm to 
select the best-represented visual cues (with their selected 
attributes and values), and integrate them to extract the 
lane markings with high accuracy. The classifier’s class 
prediction relates to whether the pixel represents a lane 
or not. As such, this is a binary classification process with 
no conflicting classes. Where necessary a disjunction 
(logical OR) is then used between the generated rules. 
Since the rule set does not guarantee exhaustive coverage 
of every combination of attribute tests, in the case of a 
failed test, a default rule is used. The default rule is as 
follows: if 1=c  represents the class prediction or lane 
class, the class prediction of the default rule is c , 
corresponding to not belonging to the road lane 
boundaries class. During rule extraction, the lanes or lane 
class are considered as positive, while pixels belonging to 
other objects are considered as negative.  
 
The modified sequential covering algorithm (MSCA) is 
described in Algorithm 1. MSCA aims to extract the rule 
with the maximum vote from the best generated rules 
each iteration. As with the standard sequential covering 
algorithm (Han and Kamber 2006) rules are grown in a 
general-to-specific manner. This is like a beam search, 
where the initial rule set is set to null, then attributes are 
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gradually appended to the current rule antecedent using 
the logical conjunct which best improves the rule 
(determined based on a quality measure).  
 
Suppose the training data set I , consists of a set of 
images jI , where nj ,...,2,1= , and each image 
represents a different state of the road lanes such as 
straight and curved lanes, and the presence of different 
objects (e.g., pedestrians and vehicles), for a particular 
luminance level. Due to different variations of the 
appearance of lane boundary lines, each image jI  was 
used separately for rule extraction.  
 
In a manner similar to the standard sequential covering 
algorithm, the Learn_One_Rule function was used to 
extract the best set of rules for lane extraction. Attributes 
considered to find the best rules include Mahalanobis 
distance-based voting of lane colour, Gabor filter output 
and grey level entropy. For a particular luminance level 
the possible values for the entropy attribute were found 
to have a common range. The other attributes also share 
this characteristic. The MSCA then selects the set of 
attribute ranges for the visual cues to best describe the 
lane boundary lines.  
6.3 Rule quality measures 
The Learn_One_Rule function selects the best attribute test 
to append the current rule, based on a rule quality measure. 
The rule quality measure considers whether the attribute test 
to be appended will result in improving the rule. 
 
The rule quality measure comprises two quality 
measures, namely FOIL_gain and Likelihood_Ratio. 
FOIL_gain is based on information gain while 
Likelihood_Ratio is a statistical-based test. Simple 
measures such as coverage or accuracy are not reliable 
measures of rule quality, and FOIL_gain and 
Likelihood_Ratio were chosen for a better understanding 
of how rules are selected.  
 
Let p  be the number of positive examples and n  the 
number of negative examples, covered by the current rule 
R . If an attribute test is appended to the current rule R  
it is represented by 'R . Let 'p  be the number of positive 
examples and 'n  be the number of negative examples, 
covered by the appended current rule 'R . gainFOIL _  is 
then defined as 
 
 



+
−
+
×=
np
p
np
ppgainFOIL 2''
'
2
' loglog_ . (11) 
 
 
The Likelihood_Ratio quality measure uses a statistical 
test of significance to determine the correlation between 
attributes and classes. The Likelihood_Ratio is defined as 

=
=
k
i i
i
i e
ffRatioLikelihood
1
2log2_ ,  (12) 
where k  is the number of classes, if  is the observed 
frequency of class i  examples covered by the rule, and 
ie  is the expected frequency of a rule which makes 
random predictions. The Likelihood_Ratio has a chi-
square distribution with 1−k  degrees of freedom (Han 
and Kamber 2006). Figure 8 shows the result of 
integrating the two visual cues obtained from the MSCA. 
 
 
 
(a) The captured image frame of straight lane boundaries and  
the final output after integrating the two visual cues 
 
 
 
(b) The captured image frame of curved lane boundaries and the 
final output after integrating the two visual cues 
Figure 8. Examples of visual cue integration 
 
7. Identifying lane boundaries 
 
After the segmentation of road lane boundaries, the left 
and right lane boundaries need to be separated. Figure 9 
shows an example of classifying the road area and 
separating the lane boundaries. 
 
 
(a) Classified road area 
 
(b) Separated road lane 
boundaries 
Figure 9. Extracted source images for further separation of lane 
boundary lines to left and right 
 
The classification of the road area begins by division into 
three rectangular regions, where each region can be 
considered as a connected component. The regions are 
defined by two horizontal lines dividing the rectangle into 
three equal sized rectangles, as can be observed in Figure 10.  
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The centroids ),( yx=x  of these connected components 
are then computed by moments. This is defined by 
 
 
)(
)(
00
10
ℜ
ℜ
=
m
mx  and 
)(
)(
00
01
ℜ
ℜ
=
m
my ,         (13) 
 
where 
ℜ∈
=
),( yx
qp
pq yxm  describes the moment of the order 
qp,  for a binary image }1,0{),( ∈yxI  in the region ℜ . 
 
The centroids RP,  of the first and third rectangular 
regions are then connected to the centroid of second 
rectangular region Q , using two straight lines. Normal 
vectors vu,  are then determined for the two lines. As 
demonstrated by Figure 10 the road area image (of Figure 
9 (a)) is then divided into two parts using a horizontal 
reference line (red colour) passing through the centroid of 
the second rectangular region. 
 
Figure 10. Division of the road area into rectangular regions and 
definition of unit vectors for identifying lane boundary points on 
the left and right sides 
 
The image of Figure 9 (b) was used to find the lane 
boundary points by dividing the image to a number of 
rectangular regions considered as connected components. 
The centroids of the connected components were then 
calculated using moments. The basis for using a much larger 
number of rectangular regions is to collect an adequate 
number of points for sufficiently smooth lane boundaries. 
 
At this point, a collection of lane boundary points have 
been determined, but have not yet been differentiated as 
belonging to the left or right lane boundaries. 
7.1 Deciding the side of boundary points  
Boundary points above and below the reference line 
(shown in Figure 10) can be considered as the following 
sets, respectively: 
 
)},(),...,,(),,{( 2211 trtrttttt yxyxyxS =   
)},(),...,,(),,{( 2211 bsbsbbbbb yxyxyxS =  
 
In order to determine which side of the lane the points 
in tS  belong to, the vector dot product between 
normal vector u , and the vector joining position 
vector P  to each of the position vectors in tS , is used. 
Similarly, to determine which side of the lane the 
points in bS  belong to, the vector dot product between 
normal vector v  and the vector joining position vector 
R  to each of the position vectors in bS , is used. If the 
vector dot product is greater than or equal to zero, the 
point in either tS  or bS  belongs to the right-side lane 
boundary. Otherwise the point belongs to the left lane 
boundary. 
 
One issue observed in identifying lane points was 
outliers, which can deform the shape of the lane 
boundary. Outlier points were filtered out using 
studentized residuals for the data points of either the left 
or right lane boundary. Suppose the data points 
identified for the left lane boundary are 
)},(),..,,(),,{( 2211 lmlmlllll yxyxyxS =  consisting of m  data 
points. The set of points 1 1ˆ ˆ{( , ),l l lS x y=  
2 2ˆ ˆ( , ),..,( , )}l l lm lmx y x y  are the estimated positions of 
the centroids of the connected components (blobs), after 
fitting the set lS  to a straight line.  
 
The straight line model was used because straight lane 
boundaries can be easily modelled. Furthermore, curved 
lane boundaries as seen from the vehicle-mounted 
camera, appear to be approximately straight. A similar 
straight line model can also be fitted to data points 
identified for the right lane boundary 
)},(),..,,(),,{( 2211 rnrnrrrrr yxyxyxS =  consisting of n data 
points. 
7.2 Residual analysis for outlier detection 
Using the straight line regression model, the residuals are 
defined as iii xx ˆˆ −=ε , where pi ,...,2,1=  and p  is the 
number of data points which can be either m  or n . 
Assuming that the errors have an approximately normal 
distribution, the studentized residual id  can be 
expressed as, 
  )1,0(~
ˆ
ˆ
2
Nd ii
σ
ε
=  for i∀ ,                  (14) 
where the Mean Square Error (MSE) 2σˆ is given by 
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xV i
ii
σ
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Based on the assumption of a standard normal 
distribution of residuals, approximately 78% of the 
studentized residuals were identified to be in the range 
( )2.1,2.1− , providing a good measure for filtering 
outliers. Residuals outside of this interval indicate 
outliers considered as extreme cases. Figure 11 depicts 
outliers (shown in blue) rejected by the algorithm.  
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Figure 11. Separating the lane boundary points to left and right 
 
Third-degree Bezier spline curves using Bernstein 
polynomials were fitted to the data points of the left and 
right lane boundary points (with outliers removed). 
Third-degree Bezier splines provide reasonable design 
flexibility without the increased computation required for 
higher-order polynomials. 
 
=
=
n
k
nkk uBezpuP
0
, )()( for 10 ≤≤ u   (16) 
 
where the k th Bernstein polynomial of degree n  is 
defined as 
kkn
k
n
nk uuCuBez
−
−= )1()(,                     (17) 
 
8. Experiments 
 
This section compares the theoretical basis of our system 
with other similar systems and verifies the accuracy and 
performance of our system. 
8.1 Data collection 
In this experiment, images were obtained from a digital 
camera mounted on a moving vehicle. A total of 75 
images of 640×480 resolution were collected. 
 
To build the Gaussian model, chromaticity values were 
collected from sample rectangular areas on the road 
surface, cropped from 50 of the collected images. The 
remaining images were used for testing. 
 
The image set comprised a wide variety of conditions 
common to suburban roads. These include straight and 
curved roads (with and without on road obstacles, and 
with clear and worn lane boundaries) as well as lane 
boundaries subject to interference from the shadows of 
trees and road-side structures. 
 
8.2 Parameter tests for the Gabor filter 
To obtain the best parameters for the Gabor filter, an 
extensive number of parameter evaluations were 
performed. Figure 12 depicts Gabor filter responses and 
corresponding kernels for different test parameters. 
 
 
It is important to observe that a satisfactory amount of 
lane markings was detected when 6.00 ≤≤ λσ  and 
5.00 ≤≤ γ . Values for λσ  were determined using 
equation 4 for bandwidth values 0.5, 1 and 2, where the 
default value is 1. 
8.3 Performance on different colour spaces 
To classify the road area, the bivariate Gaussian model 
was built using several colour spaces, namely the CIE 
L*a*b*, CIE L*u*v*, YCbCr and HSV colour spaces. Only 
the chromaticity of these colour spaces, representing hue 
and saturation, was used. The most important 
consideration in selecting these colour spaces is the ability 
to separate the luminance and chromaticity components. 
Modelling the road area based on colour values helps to 
distinguish and extract the road area from other similarly 
shaped objects in an accurate and convenient way. 
 
Figure 13 depicts the bivariate Gaussian models based on 
the chromaticity values of the different colour spaces. 
Figure 13 (a) shows how a* and b* values are distributed 
in the bivariate Gaussian model. Figures 13 (b), (c) and (d) 
show how u* & v*, Cb & Cr, and H & S values are 
distributed in the bivariate Gaussian model. 
 
In order to analyse the effectiveness of the Gaussian 
fitting, the chi-square plots of the generalized distances 
(Mahalanobis distances) were used. The plots for the 
chromaticity values of the CIE L*a*b*, CIE L*u*v*, YCbCr 
and HSV colour spaces were used to identify the best-fit 
model. These plots are shown in Figure 14. 
 
8.4 Model selection criteria 
According to Johnson and Wichern (2002), if a data set of 
size of n , with each dimension of 2≥p , is of 
multivariate normality, then squared distances 2jd  for 
nj ,....,2,1=  should behave like a chi-square random 
variable. Figure 14 shows the chi-square plot of the 
generalized distances of the chromaticity values extracted 
under the different colour spaces.  
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λ θ ϕ λσ γ Kernel Gabor filter output 
1 0 0 0.56 0.3 
10 0 0 0.56 0.5 
7 0 0 1.09 0.4 
8 0 0 0.31 0.3 
12 0 0 0.31 0.2 
10 
6
π
 0 0.56 0.5 
12 
3
π
 0 0.56 0.3 
8 
6
π
 
2
π
 1.09 0.3 
10 
3
π
 
2
π
 0.31 0.7 
10 0 
4
π
 0.56 0.5 
Figure 12. Gabor filter output for test images and different selected parameters
 
Theoretically, for multivariate normality the data set 
should resemble a model of a straight line passing 
through the origin with a slope of magnitude 1. In this 
work, three different objective statistics are used to 
analyse and select the model which best fits the real data. 
These statistics are the Akaike Information Criteria (AIC), 
Bayesian Information Criteria (BIC), and the adjusted 
coefficient of multiple determination 2adjR .  
 
 
The AIC statistic is defined as 
 
kLAIC e 2log2 max +−= ,                       (18) 
 
where maxL  is the maximum likelihood achievable by the 
model, and k  is the number of model parameters 
(Akaike 1974). The best model is the one which minimizes 
the AIC statistic. 
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(a) a* & b* (CIEL*a*b*) (b) u* & v* (CIEL*u *v*) 
  
(c) Cb & Cr (YCbCr) (d) h and s in HSV 
Figure 13. Bivariate Gaussian models for chromaticity values of  
different colour spaces 
 
 
 
(a) a* and b* 
 
(b) u* and v* 
 
(c) Cb and Cr 
 
(d) H and S 
Figure 14. Chi-square plot of the generalized distances of the 
chromaticity values extracted under different colour spaces 
 
The BIC statistic, or Schwarz Criteria (Schwarz 1978), can 
be defined as 
 
NkLBIC ee loglog2 max +−=              (19) 
 
where N  is the number of data points used for fitting. 
Like the AIC statistic, the best model is the one with the 
lowest BIC value. 
 
The third statistic 2adjR  refers to the amount of variability 
in the given data set as assessed by a regression model, 
and varies between 0 and 1 (Montgomery and Runger 
2003). 
)1(
)(12
−
−
−=
nSST
pnSSERadj                          (20) 
 
where )( pnSSE −  and )1( −nSST  are the residual and 
total mean sums of the square respectively. The model 
with the maximum 2adjR  value indicates the best fit. 
 
The results of fitting the straight line model are 
summarized in Table 1.  
 
Chromaticity AIC  BIC  
2
adjR
a* and b* 3.370425 3.397515 0.961410 
u* and v* 6.623870 6.651567 0.848622 
Cb and Cr 6.595781 6.622798 0.849982 
H and S 11.47057 11.49759 0.520705 
Table 1. Comparison of AIC, BIC and 2adjR statistics for 
analysing the best fit 
 
One significant finding is that the model fitted to the a* 
and b* chromaticity values has the lowest AIC and BIC 
values, and the highest 2adjR  value. 
 
All of the straight line models demonstrate a lack of 
normality, with a* and b* representing the best of the 
different chromaticity values. This indicates that the a* 
and b* chromaticity values have the best bivariate normal 
fit. This was further evaluated using experimental data. 
 
Figure 15 shows the test results obtained using the 
different bivariate Gaussian models to classify the road 
area for different classes of environments, i.e., roads with 
straight and curved lane boundaries. In addition, tests 
were performed for detecting lane boundaries subject to 
on road shadows of road-side trees and other structures. 
There were instances where shadows appeared on the 
road. In these cases the CIE L*u*v* and YCbCr colour 
spaces performed relatively poorly, while CIE L*a*b* 
provided better results. 
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(a) Image (b) CIE L*a*b* (c) CIE L*u*v* (d) YCbCr (e) HSV 
  
  
  
  
  
  
  
  
  
  
Figure 15. Results using the bivariate Gaussian models for classification of different environments 
(a) Original image, (b) bivariate Gaussian with a* & b*, (c) bivariate Gaussian with u* & v*, (d) bivariate Gaussian with cb & cr, and  
(e) bivariate Gaussian with H & S. 
 
(a) Image (b) CIE L*a*b* (c) CIE L*u*v* (d) YCbCr (e) HSV 
  
  
  
  
  
  
  
Figure 16. Results using the bivariate Gaussian models to classify subject to shadow conditions. 
(a) Original image, (b) bivariate Gaussian with a* & b*, (c) bivariate Gaussian with u* & v*, (d) bivariate Gaussian with cb & cr, and  
(e) bi-variate Gaussian with H & S. 
 
The HSV colour model performed poorly in almost all cases. 
This is supported by Table 1 where the HSV colour space 
had the highest AIC and BIC values as well as the lowest 
value for 2adjR . The Gaussian models based on u*, v* and 
Cb, Cr performed classification with similar performance. 
This is supported by the results of Table 1 and the test results 
shown in Figure 16. Figure 16 demonstrate results using the 
bivariate Gaussian models to classify subject to shadow 
conditions. These results demonstrate the increased 
robustness of the a* and b* chromaticity values compared 
with the other colour spaces. 
 
8.5 Selecting the visual cue integration rule set 
In the experiments, the integration of the different visual 
cues with the modified rule base classifier was 
performed. The classifier aims to not only improve the 
accuracy of detecting lane boundary lines, but to also 
make the integration process much simpler than 
traditional integration techniques like the Bayesian 
method (Filipovych et al. 2007) and hidden Markov 
model (HMM) (Wei and Piater 2008). 
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1: 
Input parameters: },..,{ 111 kL III = , },..,{ 212 kL III = ,…, },..,{ 1 kqLq III =  where each LjI for qj ..1=  
are image sets collected with q different luminance levels }_,...,_{ 1 qlumavglumavg . 
2: Output: R : rule set integrating the different visual cues with different luminance levels. 
3: {};=R   
4: for }..1{ qz∈  do 
5:   );(lg_cov__mod Lzz Iorithmaeringsequentialifiedr ←  
6:   )____( εε +≤≤−∧= zzzz lumavglumtestavglumavgrr ; 
7: end for
8: Final rule set z
q
z
rR
1=
∨=  
Algorithm 2. Rule-based classifier for different luminance levels 
 
 
In this section, the implementation of an extension to the 
rule set to cater for different luminance levels is 
discussed. Algorithm 2 was used to select the best-voted 
rules from sets of images with different luminance levels. 
The average luminance levels were evaluated using the 
L* component from the search area windows of the road 
images. 
 
These average luminance levels are represented by 
}_,...,_{ 1 qlumavglumavg , and then for each luminance 
level the best-voted rule is selected using the MSCA 
(algorithm 1). An example of selecting the best-voted rule 
from an image set for particular a luminance level is 
discussed below.  
 
Table 2 shows the pixel counts for lane boundary lines 
within a set of images using the most general rule 0R . For 
this initial rule, the attribute set of the rule antecedent is 
empty, and for a straight-lane road the image covers 
18130 =p  positive examples and 634670 =n  negative 
examples. 
 
Test image 0p  0n
Straight road 1813 63467 
Straight road (with obstacle) 1684 70636 
Curved road 1 2048 48004 
Curved road 2 948 20172 
Curved road (with obstacle) 2030 76050 
Table 2. Pixel counts for lane boundary lines covered by the 
initial rule 0R  
 
Table 2 shows the number of pixels used for the initial 
rule taken from five different test images. Using the 
Learn_One_Rule function of algorithm 1, and by 
analysing the coverage of positive and negative pixels, 
the output of the Gabor filter has the maximum rule 
quality with respect to other attribute value ranges. 
 
 
 
The Gabor-based attribute was selected as the first 
attribute test in conjunction with another attribute. From 
a predefined set of colour distance and entropy ranges, 
the Gabor-filtered image was best covered for lane 
boundary lines by the entropy attribute. The entropy 
attribute was better than the colour attribute and this can 
be proven using the FOIL_gain and Likelihood_Ratio 
quality measures. 
 
This gives our final rule of using attributes Gabor-filtered 
and entropy images. 
8.6 Elimination of outliers 
The image output from the modified rule classifier is then 
used to identify the candidate lane boundary points. 
These points may contain the points representing the real 
lanes as well as outliers.  
 
Here, outlier detection of these candidate points under 
different significance levels are compared and evaluated. 
The test was performed for the categories of straight 
roads and curved roads (both with and without 
obstacles). For each category, ten test images were 
selected and the average detection of outliers was 
calculated for four different significance levels (99%, 95%, 
87% and 78%) based on the studentized residuals 
discussed in Section 7. The results are presented in Table 
2. It can be observed that outlier detection at the 78% 
significance level (studentized residuals between 
]2.1,2.1[− ) performed best for each category. The 
performance achieved was 100% for straight roads, 98.9% 
for curved roads, 97.8% for straight roads with obstacles, 
85.6% for curved roads with obstacles, and 82.4% for 
straight roads with shadows.  
 
This performance helps in modelling lane boundaries 
with better accuracy than for other levels of significance. 
This is especially true for the case of curved roads. 
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(a) Image (b) Visual Cue Integration (c) Lane Boundaries 
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
Figure 17. Test results for the detection of lane boundaries within different environments 
 
9. Conclusion 
 
Over the past few decades, real-time lane detection 
systems for autonomous vehicles have received 
significant research interest. Unlike parametric lane-
fitting methods based on Hough transforms or other 
single-cue based approaches, this paper presents a novel 
method using cues from a symmetric Gabor filter and an 
entropy image. The cues are combined with a modified 
rule based classifier to estimate the lane boundaries of 
unstructured suburban roads. Interestingly, it was 
observed that, subject to on-road obstacles and shadows, 
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the proposed method provided better results than 
parametric approaches. The algorithm is capable of 
extracting lane boundaries from a 640×480 image in less 
than 90 ms, demonstrating acceptability for real-time 
operation. The results demonstrate that the proposed lane 
boundary detection algorithm performs well compared 
with other lane detection algorithms for a variety of 
conditions. 
 
10. Future work 
 
The paper presents experimental results for real-time lane 
boundary detection within different environments. The 
algorithm uses multiple visual cues to achieve a robust 
solution. In order to benchmark our solution against 
other algorithms, future work will involve a much larger 
experimental data set including much more diverse 
suburban environments. This will enable comparison 
with existing single and multi-cue approaches with 
respect to a variety of criteria including robustness, 
computational expense and latency. 
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