In this work we consider the problem of finding the minimum-weight loop cover of an undirected graph. This combinatorial optimization problem is called 2-matching and can be seen as a relaxation of the traveling salesman problem since one does not have the unique loop condition. We consider this problem both on the complete bipartite and complete graph embedded in a one dimensional interval, the weights being chosen as a convex function of the Euclidean distance between each couple of points. Randomness is introduced throwing independently and uniformly the points in space. We derive the average optimal cost in the limit of large number of points. We prove that the possible solutions are characterized by the presence of "shoelace" loops containing 2 or 3 points of each type in the complete bipartite case, and 3, 4 or 5 points in the complete one. This gives rise to an exponential number of possible solutions scaling as p N , where p is the plastic constant. This is at variance to what happens in the previously studied one-dimensional models such as the matching and the traveling salesman problem, where for every instance of the disorder there is only one possible solution.
I. INTRODUCTION
Combinatorial optimization problems are a large class of problems in which one has to find in a finite and discrete space of configurations the one that minimizes an object function, called "cost" or "energy" function. Their interest in the physics community came in particular from their random version, in which some parameters of the cost function itself are random variables. In this case one is interested in evaluating average properties of the solution. This is at variance with the point of view of computational complexity where one focuses on the worst case scenario. In general, the typical instance of a random combinatorial optimization problem can be very different from the worst case [1] . However one can generate really hard instances tuning certain parameters of the model and observe abrupt changes of the typical computational complexity. Archetypal examples are the random K-SAT problem [2, 3] and the famous traveling salesman problem (TSP) [4] . Away from these critical values of parameters typical instances are, instead, easy to solve. This sudden change of behavior can be seen as phase transitions in physical systems [5] and, for this reason, can be studied with techniques developed in statistical mechanics (see [3] and references therein). The general way of describing a random combinatorial optimization problem is to consider the cost function as the energy of a fictitious physical system at a certain temperature [6] [7] [8] . Finding the minimum of the cost function is perfectly equivalent to study the low temperature properties of this physical system. Proceeding in this way, it turned out that, specially in mean field cases, the general theory of spin glasses and disordered systems could help not only to calculate those quantities at the analytical level using techniques like replica and cavity method [9] , but also to shed light on the design of new algorithms to find their solution [10] . Celebrated is the result for the asymptotic value of the average optimal cost in the random assignment problem obtained by Mézard and Parisi [11] using the replica * sergio.caracciolo@mi.infn.it † andrea.digioacchino@unimi.it ‡ enrico.m.malatesta@gmail.com method. The same result was obtained later via the cavity method [12, 13] . In this paper we consider a particular random combinatorial optimization problem called 2-matching (or 2-factor) which consists, given an undirected graph, in finding a spanning subgraph that contains only disjoint cycles. In Statistical Mechanics models on loops have been considered [14] . In particular in two dimension loop coverings have been studied also in connection to conformal field theories (CFT), Schramm-Loewner evolution (SLE) and integrable models [15, 16] .
The 2-matching problem can be seen as a relaxation of the TSP, in which one has the additional constraint that there must be a unique cycle. We mention that both these problems can indeed be studied using replicas and the cavity method in infinite dimensions: one finds that, for large number of points, their average optimal cost is the same. However on the complete graph one can obtain a closed expression for the average optimal cost only using cavity method [17] , since with the replica method [18] one has some unresolved technical problems.
Here we study the 2-matching problem in one dimension, both on the complete graph bipartitioning two sets of N points and on the complete graph of N vertices, throwing the points independently and uniformly in the compact interval [0, 1]. The weights on the edges are chosen as a convex function of the Euclidean distance between adjacent vertices. Despite the fact that it is a one-dimensional problem, it is not a trivial one. In the following we show that for every instance of the disorder there are an exponential number of possible solutions scaling as p N , where p is the plastic constant. This is at variance with what happens for other random combinatorial optimization problems, like the matching problem and the TSP that were studied so far [19] [20] [21] [22] . In both cases we know that, for every realization of the disorder, the configuration that solves the problem is always the same.
The rest of the paper is organized as follows: in Sect. II we give some definitions and we present our model in more detail. In Sect. III we write the cost of the 2-matching in terms of permutations and for every number of points we compare its cost with that of matching and TSP. We argue that, in the thermodynamic limit, its cost is twice the cost of the optimal matching. In Sect. IV we characterize, for every number of points, the properties of the optimal solution. We compare it with the corresponding one of the TSP problem and we conclude that the number of possible solutions grows exponentially with N. In Sect. V we derive some upper bounds on the average optimal cost and in Sect. VI we compare them with numerical simulations, describing briefly the algorithm we have used to find numerically the solution. We study the finite-size corrections to the asymptotic average cost in the complete bipartite case, and the leading order in the complete case. Finally, in Sect. VII we give our conclusions.
II. THE MODEL
Given a generic (undirected) graph G = (V, E), a factor is a subgraph spanning on all the vertices, a k-factor is a factor k-regular, that is in which each vertex belongs exactly to k edges. From now on we shall restrict to the case of simple graphs, i.e. undirected graphs in which self-loops, that is edges that connect a vertex to itself, and multiple edges, that is the possibility that two vertices are connected by more than one edge, are avoided. The adjacency matrix A of a k-factor on a simple graph, which is symmetric by construction, has exactly k entries 1 in each row and therefore in each column, i.e. has to satisfy the constraints
A 1-factor is a perfect matching, or a covering of the graph by disjoint dimers. A 2-factor is a perfect 2-matching, or a covering of the graph by disjoint loops. When a 2-factor is formed by only one loop, this is an Hamiltonian cycle.
Let us denote by M 2 the set of 2-factors of the graph G. Let us suppose now that a weight w e > 0 is assigned to each edge e ∈ E of the graph G. We can associate to each 2-factor ν ∈ M 2 a total cost
In the (weighted) 2-matching problem we search for the 2-factor ν * ∈ M 2 such that the total cost in (2) is minimized, that is
If H is the set of Hamiltonian cycles for the graph G, of course H ⊂ M 2 and therefore if h * is the optimal Hamiltonian cycle, we have
One can assign the weights w e in different ways. For example, consider when the graph
. . , N } we associate a point
, and for each e = (i, j) with i, j ∈ [N] we introduce a cost which is a function of their Euclidean distance
with p ∈ R. 
In the random 2-matching problem, the weights w e 's are random variables. In this case, the typical properties of the optimal solution are of interest, and in particular the average optimal cost
where we have denoted by a bar the average over all possible instances of the costs set. The simplest way to introduce randomness in the problem is to consider the weights w e independent and identically distributed random variables. For a discussion on this problem on an arbitrary graph G, see [23] and references therein.
III. THE EUCLIDEAN 2-MATCHING PROBLEM
In the random Euclidean 2-matching problem the positions of the points are generated at random and, as a consequence, the weights will be correlated. Let us start by making some considerations when the problem is defined on the complete bipartite graph K N, N , where each cycle must have an even length.
Let S N be the symmetric group of order N and consider two permutations σ, π ∈ S N . If for every i ∈ [N] we have that σ(i) π(i), then the two permutations define the 2-factor ν(σ, π) with edges
for i ∈ [N]. It will have total cost
By construction, if we denote by µ[σ] the matching associated to the permutation σ and by
its cost, we soon have that
and we recover that
(a) The two possible optimal solutions ν * for N = 6 on the complete bipartite graph K N, N . The blue and red points are chosen in the unit interval and sorted in increasing order.
The two possible optimal solution ν * for N = 7 on the complete graph K N . The points are chosen in the unit interval and sorted in increasing order. the cost of the optimal 2-factor is necessarily greater or equal to twice the optimal 1-factor. Together with inequality (4), which is valid for any graph, we obtain that
In [22] we have seen that in the limit of infinitely large N, in one dimension and with p > 1, the average cost of the optimal Hamiltonian cycle is equal to twice the average cost of the optimal matching (1-factor). We conclude that the average cost of the 2-matching must be the same. In the following we will denote with E (p) N, N [ν * ] the average optimal cost of the 2-matching problem on the complete bipartite graph. Its scaling for large N will be the same of the TSP and the matching problem, that is the limit
is finite. On the complete graph K N inequality (13) does not hold, since a general 2-matching configuration cannot always be written as a sum of two disjoint matchings, due to the presence of odd-length loops. Every 2-matching configuration on the complete graph can be determined by only one permutation π, satisfying π(i) i and π(π(i)) i for every i ∈ [N]. The cost can be written as
The two constraints on π assure that the permutation does not contain fixed points and cycles of length 2. In the following we will denote with E (p)
N [ν * ] the average optimal cost of the 2-matching problem on the complete graph. Even though inequality (13) does not hold, we expect that for large N, the average optimal cost scales in the same way as the TSP and the matching problem, i.e. as
In Sect. VI we give numerical evidence for this scaling.
IV. PROPERTIES OF THE SOLUTION FOR
We restrict here to the particular case in which the parameter p appearing in the definition of the cost (5) is such that p > 1, that is the weight associated to an edge is a convex and increasing function of the Euclidean distance between its two vertices. In such a case we know exactly, for every number of points, the optimal solution of the matching problem both on the bipartite [19] [20] [21] and the complete graph [21] and of the TSP problem, again on both its bipartite [22] and complete graph version [24] . The knowledge of the optimal configuration of those problems permits to write down several properties of the solution of the 2-matching.
A. Bipartite Case
The adjacency matrix of a bipartite graph with the same cardinality N of red and blue points can always be written in block form
where B is a N × N matrix containing the only non-zero entries corresponding to edges connecting the two different types of
Result of one cut of the shoelace in two smaller ones for both the complete bipartite and complete graph cases. The cost gained is exactly the difference between an unordered matching and an ordered one.
points. Of course B uniquely identifies the adjacency matrix
A. Now, suppose that both blue and red points are labeled in increasing order, that is if i > j with i, j ∈ [N], then r i > r j and b i > b j , the permutation which minimizes the cost of the matching is necessarily the identity permutation µ * (i) = i for
The optimal matching corresponds to
Since the total adjacency matrix is of the form (18) , B has to satify the following constraints
The first two constraints impose that only one edge must depart from each blue and each red vertex respectively. For the TSP, the optimal Hamiltonian cycle h * is derived from the two permutationsσ andπ defined bỹ
and
for all i ∈ [N]. The corresponding Hamiltonian cycle, given
, that is called the shoelace configuration, has an optimal cost
The optimal Hamiltonian cycle corresponds to the adjacency matrix
Let us now look for the optimal solutions for the 2-matching. The adjacency matrix of a valid 2-matching must satisfy constraints analogous to those of the matching problem, i.e.
The only difference with (21) is that from every blue or red vertex must depart two edges.
For N = 2 there is only one configuration. It can be defined by the adjacency matrix
For N = 3 the solution is the same as in the TSP
For N = 4 the solution has two simple cycles
For N = 5 there are two symmetric solutions 
The solutions for N = 6 and are represented schematically in Fig. 1a . For N = 7 there are three solutions and so on.
Lemma 1.
In the optimal 2-matching ν * all the loops must be in the shoelace configuration.
Proof. In each loop there is the same number of red and blue points. Our general result for the TSP [22] shows indeed that the shoelace loop is always optimal when restricted to one loop.
Lemma 2.
In the optimal 2-matching ν * there are no loops with more than 3 red points.
Proof. As soon as the number of red points (and therefore blue points) in a loop is larger than 3, a more convenient 2-matching is obtained by considering a 2-matching with two loops. In fact, as can be seen in Fig. 2a , the cost gain is exactly equal to the difference between an ordered and an unordered matching which we know is always negative for p > 1 [19] .
It follows that
Proposition IV.1. In the optimal bipartite 2-matching ν * there are only shoelaces loops with 2 or 3 red points.
In different words to the optimal bipartite 2-matching solution ν * is associated an adjacency matrix which is a block matrix built with the sub-matrices B 2 and B 3 . Two different 2-matchings in this class are not comparable, that is all of them can be optimal in particular instances. with p the plastic number (A3) (see Appendix C for a discussion on this constant).
B. Complete Case
Similar conclusions can be derived in the case of the complete graph K N since, as we have said, both the analytical solution for the matching [21] and the TSP [24] are known. Let us order the points in increasing order, i.e. x i > x j if i > j with i, j ∈ [N]. In the matching problem on the complete graph the number of points must be even, and with p > 1 the solution is very simple: if j > i then the point x i will be matched to x j if and only if i is odd and j = i + 1 that is
The corresponding adjacency matrix assumes the block diagonal form
where
The adjacency matrix (34) satisfies constraints (1), with k = 1. In the case of the TSP on the complete graph, where the number of points can also be odd, the optimal permutation is the samẽ σ defined in (22)
With a slightly abuse of language we will call "shoelace" also the optimal loop configuration for the TSP problem on complete graph. The adjacency matrix is 
The possible solutions for the 2-matching on complete graph can be constructed by cutting in a similar way the corresponding TSP solution into smaller loops as can be seen pictorially in Fig. 2b . Note that on the complete graph one cannot have a loop with two points. Analogously to the bipartite case we have analyzed before, each loop that form the 2-matching configuration must be a shoelace. However the length of allowed loops will be different, since one cannot cut, on a complete graph, a TSP of 4 and 5 points in two smaller sub-tours. It follows that Proposition IV.3. On the complete graph, in the optimal 2-matching ν * there are only loops with 3, 4 or 5 points.
In other terms the optimal configurations are composed by the adjacency matrices A 1 , A 2 , A 3 that are 
In Fig. 1b we represent the two solutions when N = 7. In Appendix B we prove that, similarly to the bipartite case, the number of possible 2-matching solution g N on the complete graph grows, for large N as
V. BOUNDS ON THE COST
Here we will derive the consequences of the results of the previous section, obtaining explicitly some upper bounds on the average optimal cost of the 2-matching problem. We will examine the complete bipartite case first, where we consider, for simplicity, the p = 2 case [22] . Indeed the calculation we perform below can be done also for general p > 1, but it is much more involved. Then we will examine the complete graph case, where we have obtained a very simple expression of the average optimal cost for every N, and for every p > 1 [24] .
A. Bipartite Case
Let us analyze the problem on the complete bipartite graph K N, N . In [22] we derived for p = 2 the exact result for all N of the TSP when all the points are chosen with a flat distribution in the interval [0, 1]
from which we soon obtain that
for N = 2 3 4 for N = 3 ,
since in the cases N = 2 and N = 3 the solutions are the same as in the TSP. For N = 4 we have still only one solution, which corresponds to two cycles on the first and the last 2 red points. Both cycles have the same cost and we easily get that
This result can be obtained also in a different way. We first remark that
(N + 1) 2 (43) irrespectively from the choice of 1 ≤ k ≤ N −1. This is exactly the cost gained by cutting a longer cycle into two smaller ones at position k, see Fig. 2a . Therefore the cost for the optimal 2-matching for N = 4 is the cost for the optimal Hamiltonian cycle, which from (40) is 58 75 , decreased because of a cut, that is by − 2 25 . For N = 5 there are two possible optimal solutions that we will denote by ν (2, 3) and ν (3, 2) . For both of them
and therefore
For N = 6 there are still two possible optimal solutions, that is ν (3, 3) and ν (2,2,2) , but this time they have not the same average cost, indeed
[ν (3, 3) that we have written as the TSP value from (40) decreased, respectively, by one and two cuts (43) for N = 6. Now it is clear that when N is even the 2-matching with lowest average energy is ν (2,2,...,2) and that
which is an upper bound for the optimal average cost since, even though this configuration has the minimum average cost, for every fixed instance of disorder there can be another one which is optimal. For N odd one of the 2-matchings with lowest average energy is ν (2,2,...,2,3) and
a result which shows that essentially the upper bound for the optimal average cost for even and odd large N is the same.
B. Complete Case
Let us now turn to the problem on the complete graph. In [24] it is shown that, for every N and every p > 1, the average optimal cost of the TSP has the expression
An analogous expression is present in the case of the matching problem [21] , where the number of points N is even
Let us now turn to the evaluation of the cost gain when we cut the cycle in two shoelaces sub-cycles. For p > 1 the cost gain doing one cut can be written as
For example for N = 6 (in which the solution is unique since 6 can be written as a sum of 3, 4 and 5 in an unique way as 3+3) and p = 2 we have
If N is multiple of 3, the lowest 2-matching is, on average, the one with the largest number of cuts i.e. ν (3,3,...,3) . The number of cuts is (N −3)/3 so that the average cost of this configuration is
Instead if N can be written as a multiple of 3 plus 1, the minimum average energy configuration is ν (3,3,. .., 3, 4) , which has (N − 4)/3 cuts and
The last possibility is when N is a multiple of 3 plus 2, so the minimum average energy configuration is ν (3,3,...,3,5) , with (N − 4)/3 cuts and
In the limit of large N all those three upper bounds behave in the same way. For example
Note that the scaling of those upper bounds for large N is the same of those of matching and TSP.
VI. NUMERICAL RESULTS
In this section we present our numerical simulations describing briefly the algorithm we have used to find the solution for every instance of the problem. The 2-matching problem has an integer programming formulation. Given a generic simple graph G = (V, E), the solution can be uniquely identified by a |V | × |V | matrix of occupation numbers A i j which can assume values 0 or 1. In particular A i j assumes value 0 if node i is not connected to node j in the 2-matching solution and 1 otherwise. The problem can be stated as the minimization of the energy function
subject to the constrain (1). We have performed some numerical simulations using a C++ code and the open source GLPK package, a library that solves general large scale linear programming problems. In Fig. 3a and 3b we plot the results of some numerical simulations for p = 2 respectively for the complete bipartite and complete graph case and we compare them with some exact results. In the complete graph case we plot N E (2) N revealing that the scaling of the cost is the same of the TSP and the matching problem. However the two situations are completely different, since in the complete case the bound estimate only gets worse when N increases.
In order to understand the analytic form of the finite-size correction, we have also performed a parametric fit of the quantity N E 
In Fig. 4a we plot the numerical data and f B (N). The estimate of the parameters is reported in Table I . In the complete graph case, we have performed a fit of the rescaled cost N E
N in order to evaluate numerically the asymptotic value of the cost. The fitting function was chosen to be
In Fig. 4b we report the plot of the numerical data together with
Remember that in the complete graph case, the cost of the 2-matching cannot be bounded from below by two times the cost of the optimal matching as happens on the complete bipartite graph. For this reason in Fig. 4b we have added the plot of the theoretical value of the optimal matching (given in equation (51)) multiplied by two. The numerical values of the parameters are reported in Table II . Note also how in the complete graph case, the first finite-size correction b 1 is not only positive but its magnitude is much greater than a 1 , its bipartite counterpart.
VII. CONCLUSIONS
In this work we have examined the random Euclidean 2-matching problem in one dimension. We have considered the case in which the model is defined both on the complete bipartite graph and the complete graph, with a weight function which is a power p of the Euclidean distance between the points. On the complete bipartite graph we have proved that in the convex case, i.e. p > 1 and in the limit of large number of points N, the cost is equal to twice the cost of the optimal matching. Indeed, for every instance of the disorder, the cost of the 2-matching can be bounded from above by the TSP and from below by two times the cost of the corresponding optimal matching. An analogous bound from below lacks in the complete graph case. We have characterized the solution for every value of N as a covering of shoelace loops with only 2 or 3 points of one color, in the complete bipartite case and 3, 4 and 5 points in the complete graph case. In the complete bipartite case this gives rise to Pad(N − 2) possible optimal 2-matching. Therefore, in the large N limit one has an exponential number p N of possible solutions, where p is the plastic constant. A similar result holds on the complete graph. This is at variance to what happens in other onedimensional problems when the weight function is convex. 
N (red points) in the complete graph case; the black line is the fitting function (60). The blue line is two times the value of the optimal matching as given in equation (51).
The values of b 0 , b 1 and b 2 are reported in Table II . Figure 4 For example, in the matching and in the TSP problem on the complete bipartite graph for every instance of the disorder one has only one possible solution: in the matching case one has to match the k-th red point with the k-th blue one whereas in the TSP case the optimal Hamiltonian cycle is the shoelace configuration. Next we have derived some upper bounds on the average optimal cost by cutting the single shoelace loop configuration of the TSP problem in the maximum number of ways. Finally, we have performed some numerical simulations and we have compared them with analytical results and with theoretical curves of the TSP and matching. In the bipartite case we have studied numerically the form of the finite-size corrections. In the complete graph case, where we cannot bound the cost from below by the optimal matching, we have studied the large N behavior of the average optimal cost. Our analysis essentially shows that also in the complete graph case the scaling of the cost is the same of the TSP and the matching problem.
In general the study of one-dimensional problems can help to shed light on their higher dimensional counterparts, where one does not really know how to properly treat Euclidean correlations. Recent progress include the study of the bipartite matching problem in d > 1, where, by means of a scaling ansatz one can deduce not only the correct scaling of the cost but also the value of the average optimal cost and correlation functions in d = 2 [25] [26] [27] and some predictions for the finite-size corrections in d > 2 [25] . In addition, some of these results were also proven rigorously [28] , thanks to the deep connection with optimal transport theory. Here we have shown that the 2-matching problem, defined on both the complete bipartite and complete graph, is not a trivial model even in one dimension. An important question to investigate is if the relevant results we have found here, that connect tightly together matching, TSP and 2-matching problems in one dimension, continue to hold in higher dimension. known as the plastic constant and two complex conjugates roots 
and by imposing the initial conditions we get
with λ ≈ 0.722124 . . . the real solution of the cubic equation
In Fig. 5 we plot the Padovan sequence for a range of values of N and its asymptotic expression. 
Appendix B: The recursion on the complete graph A recursion relation analogous to eq. (A1) can be derived for the number of possible solution of the 2-matching problem on the complete graph K N . Let g N be the number of ways in which the integer N can be expressed as a sum of 3, 4 and 5. Then g N satisfies the recursion relation given by
with the initial conditions g 3 = g 4 = g 5 = g 6 = 1 and g 7 = 2. The solution of this recursion relation can be written in function of the roots of the 5-th order polynomial
This polynomial can be written as (x 2 + 1)(x 3 − x − 1) = 0. Therefore the roots will be the same of the complete bipartite case (p, and z ± ) and in addition
g N can be written as
where the constants α 1 , α 2 , α 3 , α 4 , and α 5 are fixed by the initial conditions g 3 = g 4 = g 5 = g 6 = 1 and g 7 = 2. When N is large the dominant contribution comes from the plastic constant
with α 1 ≈ 0.262126...
Appendix C: The plastic constant
In 1928, shortly after abandoning his architectural studies and becoming a novice monk of the Benedictine Order, Hans van der Laan discovered a new, unique system of architectural proportions. Its construction is completely based on a single irrational value which he called the plastic number (also known as the plastic constant) [29] . This number was originally studied in 1924 by a French engineer, G. Cordonnier, when he was just 17 years old, calling it "radiant number". However, Hans van der Laan was the first who explained how it relates to the human perception of differences in size between three-dimensional objects and demonstrated his discovery in (architectural) design. His main premise was that the plastic number ratio is truly aesthetic in the original Greek sense, i.e. that its concern is not beauty but clarity of perception [30] . The word plastic was not intended, therefore, to refer to a specific substance, but rather in its adjectival sense, meaning something that can be given a three-dimensional shape [30] . The golden ratio or divine proportion
which is a solution of the equation
has been studied by Euclid, for example for its appearance in the regular pentagon, and has been used to analyze the most aestetich proportions in the arts. For example, the golden rectangle, of size (a + b) × a which may be cut into a square of size a × a and a smaller rectangle of size b × a with the same aspect ratio
This amounts to the subdivision of the interval AB of length a + b into AC of length a and BC of length b. By fixing a + b = 1 we get
which implies that φ is the solution of (C2). The segments AC and BC, of length, respectively 1 φ 2 (φ, 1) are sides of a golden rectangle.
But the golden ratio fails to generate harmonious relations within and between three-dimensional objects. Van der Laan therefore elevates definition of the golden rectangle in terms of space dimension. Van der Laan breaks segment AB in a similar manner, but in three parts. If C and D are points of subdivision, plastic number p is defined with
and by fixing AB = 1, from AC = 1 − BC, BD = 1 − AD we get
The segments AC, CD and BD, of length, respectively, 1
