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The Polyakov loop of an operator in the antisymmetric representation inN ¼ 4 supersymmetric Yang-
Mills theory on spacial R3 is calculated, to leading order in 1=N and at large ’t Hooft coupling, by solving
the saddle point equations of the corresponding quantum impurity model. Agreement is found with
previous results from the supergravity dual, which is given by a D5-brane in an asymptotically AdS5  S5
black brane background. It is shown that the azimuth angle, at which the dual D5-brane wraps the S5, is
related to the spectral asymmetry angle in the spectral density associated with the Green’s function of the
impurity fermions. Much of the calculation also applies to the Polyakov loop on spacial S3 or H3.
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I. INTRODUCTION
It has been argued recently that holographic techniques
can be used to study the strange metal behavior of corre-
lated electron compounds [1–13]. The general idea is to
model the conformal field theory (CFT) corresponding to
the quantum critical point holographically and to introduce
a chemical potential in order to obtain a system with finite
density. Typically, this leads to an AdS2 factor in the dual
geometry, which turns out to be the key to the unusual
properties of the Fermi surface of strange metals. It has
also been proposed that holographic strange metals are
closely related to Kondo lattice models describing quan-
tum impurities coupled to the CFTs that arise from
two-dimensional quantum antiferromagnets [14,15].
Depending on the value of a certain tuning parameter, the
ground state of these antiferromagnets can be such that the
spins at neighboring lattice sites pair up into dimers of total
spin zero. Holographic dimer models have been considered
recently in [16]. The first order phase transition that occurs
between a ‘‘normal’’ and a dimerized phase has been
argued to induce a phase transition between the Fermi
and non-Fermi liquid phases of the background conduction
electrons [17]. For a recent account of the application of
the AdS/CFT correspondence to quantum critical points of
the Hubbard model, see [18].
The basic ingredient in the top-down construction of
holographic dimers in [16] are D5-branes embedded into
an asymptoticallyAdS5  S5 black brane background such
that four of the sixD5-brane coordinates wrap a 4-sphere at
a constant latitude on the S5, and the remaining two
directions form an effective string within the asymptoti-
cally AdS5 factor of bulk. D5-branes describe operators in
the antisymmetric representations of the SUðNÞ gauge
group inN ¼ 4 supersymmetric Yang-Mills (SYM) the-
ory [19], at large N and large ’t Hooft coupling. Therefore,
the single D5-brane considered in Sec. II.B of [16], which
extends between the brane and the AdS boundary, can be
recognized as the gravity dual of the Polyakov loop [20] of
such operators on spacial R3. In the present paper, a field
theory calculation of this Polyakov loop is presented.
The Polyakov loop of antisymmetric representations in
N ¼ 4 SYM theory on spacial S3 has been calculated
holographically in [21]. On the field theory side, it has been
calculated using a unitary matrix model in [22,23], which
one obtains after integrating out the SYM fields. This is
possible, because the fields on a spacial S3 are gapped due
to the conformal coupling to the background metric.
Circular Wilson loops inN ¼ 4 SYM, which are half-
Bogomol’nyi-Prasad-Sommerfeld (BPS) configurations,
are related to a Hermitian matrix model [24–26]. For
antisymmetric representations, this model has been solved
in [27,28], and the results are in perfect agreement with the
holographic calculation, based on an AdS2 embedding of
the D5-brane in AdS5 [27,29]. Other BPS Wilson loops in
Minkowski space have been considered in [30].
For completeness, we mention that the D5-brane in the
holographic dimer configuration [16] connects two spa-
tially separated impurities (of opposite charges) on the
boundary R3. The configuration in the asymptotically
AdS5 part is essentially identical to the confining string
in AdS at finite temperature [31–35]. Spinning D5-branes
have been considered in [36].
All of the above D5-brane configurations share the
common feature that the latitude of the S4 that wraps the
S5 is determined by a quantized azimuth angle n [37],
n ¼ N

ðn  sinn cosnÞ; ð0  n  NÞ: (1)
Here, N is the rank of the SUðNÞ gauge group correspond-
ing to the number ofD3s generating the background, and n
is the integer fundamental string charge carried by the
D5-brane. The integer n also corresponds to the length of
the single-column Young diagram that characterizes the
antisymmetric representation of the operator, or equiva-
lently to the number of fermions living at the impurity site*wolfgang.mueck@na.infn.it
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[19]. In what follows, we shall consider the limit of largeN
and use
 ¼ n
N
¼ 1

ð sin cosÞ (2)
as a continuous parameter, dropping the subscript n. This
formula has an intriguing similarity with formulas describ-
ing the fermion occupation number for certain Green’s
functions in quantum impurity models, such as the multi-
channel SUðNÞ Kondo model [38] and the nearly critical
Heisenberg spin glass [39], which can be taken as an
indication that these systems are indeed related.
Let us review the results of the holographic calculations
of the Polyakov loop of antisymmetric representations. For
N ¼ 4 SYM on R3;1 [40], which is what we are mostly
interested in, the calculation has been done in [16] and
involves an asymptotically AdS5  S5 black brane back-
ground. For S3  R, the D5-brane is placed in an asymp-
totically AdS5  S5 black hole [21]. One can easily
generalize the calculation to the case of the hyperbolic
space H3  R by placing a D5-brane in an asymptotically
AdS5  S5 hyperbolic black brane background [41]. The
resulting (renormalized) free energy F of the D5-brane,
valid for all three cases, can be written as
F ¼  N
ﬃﬃﬃ

p
32l2
rþsin3; (3)
where  is the inverse temperature,  is the ‘t Hooft
coupling, and l is the AdS radius. The horizon radius rþ
is related to  by
 ¼ 2rþl
2
2r2þ þ l2
; (4)
with  ¼ 0, 1, 1 for the three cases of SYM on spacial
R3, S3, and H3, respectively.
In the case of spacialR3, the temperature dependence on
the right hand side of (3) drops out, so that one obtains
 F ¼ S ¼ N
ﬃﬃﬃ

p
3
sin3; (5)
where S is the entropy. This is precisely half of the result of
the circular Wilson loop [27], which may appear puzzling
at first sight. While the Wilson loop is independent of the
radius of the circle contour, the Polyakov loop (5) is
independent of the temperature. It follows that, on spacial
R3, the infinite-radius Wilson loop is not the same as the
Polyakov loop at zero temperature, contrary to a naive
expectation. From the bulk perspective, this fact is easy
to explain by a symmetry argument, which we include in
the Appendix.
The general result for the entropy is found to be
S ¼ N
ﬃﬃﬃ

p
3
sin3

1 
2r^2
1
; (6)
where r^ ¼ rþ=l. For  ¼ 1, r^ is restricted to values r^  1
by the instability of the AdS black hole under the
Hawking-Page phase transition. It follows that one cannot
take the zero temperature limit in this case. The dual SYM
theory lives on a spacial S3 of radius l. For  ¼ 1, one
has r^  1= ﬃﬃﬃ2p [42], with the equal sign giving an extremal
hyperbolic black brane. The dual SYM theory lives on a
spacial hyperbolic H3 of length scale l.
In this paper, we shall present a field theoretic calcula-
tion of (2) and (5). We exploit the interpretation of the
Polyakov loop of an antisymmetric representation as a
quantum impurity model of localized fermions coupling
to a background of SYM fields [19]. In Sec. II, we present
the impurity action corresponding to the Polyakov loop and
derive the saddle point equations that hold in the large-N
limit. In Sec. III, we consider a scaling regime, in which the
self energy dominates Dyson’s equation for the Green’s
function. The scaling solution is found following closely
[15], but allowing for particle-hole asymmetry in the
Green’s function. We show that the azimuth angle  is
related to the spectral asymmetry angle in the fermion
Green’s function [38], and that the impurity solution dual
to theD5-brane system is characterized by ¼ 1=2 for the
fermion scaling dimension, in order for (2) to hold. This
value is a limiting case of the saddle point solution, in
which the saddle point equations can be solved exactly. We
shall do this in Sec. IV, where both (2) and the impurity
entropy (5) will be obtained, the latter up to a numerical
factor. Finally, Sec. V contains the conclusions.
II. IMPURITYACTION AND SADDLE
POINT EQUATIONS
The single D5-brane at finite temperature is the gravity
dual of an impurity operator in the antisymmetric repre-
sentation, coupled to an N ¼ 4 SYM background. The
action of this impurity model, in the imaginary-time
formulation, is given by [19]
I ¼
Z
d3xdLN¼4 þ
Z
dLimp;
Limp ¼ ya@a þ iya ~Aabb þ i	ðyaa  nÞ; (7)
where ~A denotes the combination ~AðÞ ¼ Að0; Þ þ
vI
Ið0; Þ of SYM fields in the adjoint of SUðNÞ, vI is a
unit 6-vector. The impurity fermions  are in the funda-
mental representation of SUðNÞ, and their occupation
number is fixed to n by the Lagrange multiplier term.
We consider the impurity model (7) in the large N limit
and try to find a saddle point solution in a simple scaling
form along the lines of [15]. First, we integrate out the
SYM fields treating them as a background to which the
impurity fields couple. Decompose the fields ~A as
~A ab ¼ ðtcÞab ~Ac; (8)
where tc are the SUðNÞ adjoint generators, which satisfy
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ðtcÞabðtcÞa0b0 ¼
1
2

ab0
a0
b 
1
N
ab
a0
b0

: (9)
We are interested in solutions in which the correlations of
~A have the diagonal form [43]
h ~AcðÞ ~Ac0 ð0Þi ¼ N cc0Dð 
0Þ; (10)
where DðÞ is a bosonic (imaginary-time) Green’s func-
tion. Then, using (9) and neglecting the 1=N term [or
considering a UðNÞ gauge group], we are left with the
following path integral over the impurity fields
Z¼
Z
DaD	exp


Z
d½ya ð@þi	Þai	n
þ 
2N
Z
dd0Dð0Þya ðÞyb ð0ÞbðÞað0Þ

: (11)
This partition function is, except for the occupation num-
ber, identical to the impurity model considered in [15].
Hence, following [15], we introduce the Green’s function
as [44]
GðÞab ¼ hT aðÞyb0 ð0Þi;
Gði!nÞ ¼
Z 
0
dei!nGðÞ;
(12)
where !n ¼ ð2nþ 1Þ= are the fermionic Matsubara
frequencies. Then, in the large-N limit, the following set
of saddle point equations have to be solved,
Gði!nÞ ¼ 1i!n  	ði!nÞ ; (13a)
ðÞ ¼ DðÞGðÞ; (13b)
Gð! 0Þ ¼ n
N
¼ ; (13c)
where 	 is the saddle point value of i	.
III. SOLUTION IN THE SCALING REGIME
A. Scaling solution
We shall now find a simple analytic solution for the
system (13) under the assumption that DðÞ has a confor-
mally invariant form. The idea is to generalize the calcu-
lation in [15] by assuming a particle-hole asymmetric form
ofGðÞ. Indeed, we find that the calculation remains nearly
unchanged. We start with the Green’s functions with con-
formal form
DðÞ ¼ A020


sinð~Þ

20
; ð0< <Þ; (14)
GðÞ ¼ A2e~


sinð~Þ

2
; ð0< <Þ; (15)
where we have introduced ~ ¼ =,  and 0 are cri-
tical exponents, and  parametrizes the particle-hole
asymmetry [38]. The ansa¨tze (14) and (15) are valid for
low energies (in units of some cutoff), or equivalently for
large . This is just the supergravity regime. The normal-
ization constants A and A0 carry physical dimensions L
2
and L202, respectively, to be consistent with (13) [46].
The expressions of DðÞ and GðÞ for negative  follow
from the usual periodicity relations for bosons and fermi-
ons, respectively, but we do not need them here. The self
energy ðÞ simply follows from (13b).
The Fourier transform of (15) can be found with the help
of formula 3.631 of [47], which formally requires< 1=2.
One obtains
Gði!nÞ¼iAð1Þ
n12ð2Þ2ð12Þe=2
ð1þ ~!ni2 Þð1 ~!ni2 Þ
; (16)
where ~!n ¼ !n ¼ ð2nþ 1Þ. Similarly, Fourier trans-
forming (13b) yields
singði!nÞ
¼iAA0 ð1Þ
n1220ð2Þ2þ20ð1220Þe=2
ð10þ ~!ni2 Þð10 ~!ni2 Þ
;
(17)
where the subscript indicates that this is only the singular
low frequency part. To satisfy Dyson’s equation (13a) in
the scaling regime, in which the self energy dominates the
denominator of Gði!nÞ, we must impose
Gði!nÞsingði!nÞ ¼ 1: (18)
This equation can indeed be satisfied for all n. Matching
the exponent of  yields [48]
2þ 0 ¼ 1: (19)
Then, (18) reduces to a simple relation between the
prefactors,
A2A0
2
0 sinð0Þ e
½cosh cosð0Þ ¼ 1: (20)
It is a simple check that one obtains Eq. (25) of [15] in the
particle-hole symmetric case,  ¼ 0. Thus, we have shown
that the saddle point Eqs. (13a) and (13b) have solutions
with a conformally invariant structure also in the particle-
hole asymmetric case. What remains to be done is to
impose (13c) relating the occupation number  to the
asymmetry parameter .
B. Retarded Green’s function and spectral density
Before proceeding with (13c), let us calculate the re-
tarded Green’s function GRð!Þ, and the corresponding
spectral density. This is done by analytic continuation
i!n ! ! of Gði!nÞ in such a way that the function
Gð!Þ for complex ! is analytic and has no zeros in the
complex upper half plane. We start by rewriting (16) as
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Gði!nÞ ¼ iA ð1Þ
n12ð2Þ2ð1 2Þ
2
 e=2

þ i i ~!n þ 
2

 

 i i ~!n þ 
2

 sin

þ i i ~!n þ 
2

sin

 i i ~!n þ 
2

:
(21)
If we simply replaced i ~!n ! ~!, we would see that the first
sin function, sinðþ i   Þ, has zeros at ~! ¼
þ 2iðþ kÞ, for any integer k. The zeros for k  0
compensate the poles of the first Gamma function, ðþ
i   Þ, while the remaining zeros have Im ~!< 0 (remember
< 1=2), so we keep these functions as they are. The
poles of the second Gamma function, ð i   Þ, need
not be compensated, as they lie in the lower half plane,
but the second sin function has zeros at ~! ¼ 
2iðþ kÞ, so that Im ~!> 0 for k < 0. Hence, we elimi-
nate these zeros by writing
sin

 i i ~!n þ 
2

¼ sin

þ nþ 
2
 i 
2

¼ ð1Þn cos

 i 
2

:
Thus, we obtain, for real !,
GRð!Þ ¼ iA
12ð2Þ2ð1 2Þ
2
 e=2


þ i ~!þ 
2

2
 sin

þ i ~!þ 
2

cos

 i 
2

: (22)
Let us elaborate this expression a bit further. First, to
recover the !! 0 singularity in the zero temperature
limit, one considers j!j  1=, i.e., j ~!j  1. Hence,
with the help of formula 8.328 of [47] one obtains [49]
GRð!Þ  2Að1 2Þe=2 cos

 i 
2

ei
!12
: (23)
Let us rewrite this as
GRð!Þ  hð#Þ e
ii#
!12
; (24)
where the angle # parametrizes the spectral asymmetry
[38] and has been introduced by
cos

 i 
2

¼
cos

 i 
2
ei#: (25)
Positivity of the spectral function (see below) requires
j#j  , and (25) also yields the useful relation
e ¼ sinð #Þ
sinðþ #Þ : (26)
The real and positive prefactor hð#Þ in (24) is
hð#Þ ¼ 2Að1 2Þe=2
cos

 i 
2
: (27)
The scaling behavior (24) implies that the spectral density
behaves as
ð!Þ ¼ 2ImGRð!Þ 
8<
:
Cþ
!12 !> 0;
C
ð!Þ12 !< 0;
(28)
where
C	 ¼ 2hð#Þ sinð	 #Þ: (29)
Let us conclude by performing a similar calculation for
the bosonic background Green’s function DðÞ. Fourier
transforming (14) gives
DðinÞ ¼ A0 ð1Þ
n120ð2Þ20ð1 20Þ
2
 

0  ~n2



0 þ ~n2

 sin

0  ~n2

sin

0 þ ~n2

; (30)
where n ¼ 2n= are the bosonic Matsubara frequen-
cies, and ~n ¼ n. The analytic continuation to complex
frequencies, in ! !, yields for real !
DRð!Þ ¼ A0 
120ð2Þ20ð1 20Þ sinð0Þ
2



0 þ i ~!2

2
sin

0 þ i ~!2

: (31)
Thus, the spectral density is found to be
Dð!Þ ¼ 2ImDRð!Þ
¼ A0 
120ð2Þ20
ð20Þ


0 þ i ~!2

2
sinh

~!
2

;
(32)
and its low-temperature scaling behavior is recovered as
Dð!Þsgnð!Þ C0j!j120 ; C0¼A0
2
ð20Þ : (33)
C. Fermion occupation number
Let us now return to (13c). Imposing (13c) is not
straightforward, because the scaling forms of the solution
do not hold for small , i.e., in the high energy regime. The
clearest indication of this is the fact that the standard
relation Gð0þÞ þGðÞ ¼ 1 cannot be satisfied by
(15). Therefore, we shall follow a more indirect route
[38,39,50].
Let us consider the low-temperature limit. At zero tem-
perature, the occupation number can be written as
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 ¼ iGFðt! 0Þ ¼ i
2
Z 1
1
d!GFð!Þei!0þ ; (34)
where GF is the zero temperature Feynman Green’s func-
tion. Using the analytic continuation of (13a), one can
rewrite (34) as
 ¼ i
2
P
Z 1
1
d!ei!0
þ
@! lnG
Fð!Þ
 i
2
P
Z 1
1
d!ei!0
þ
GFð!Þ@!Fð!Þ: (35)
Here, P denotes the principal value of the integral, defined
as
P
Z 1
1
d! ¼ lim
!0þ
Z 
1
d!þ
Z 1

d!

:
The first integral in (35) is done by using the relation
between GF and GR and exploiting the analyticity and
scaling properties (23) of the latter,
P
Z 1
1
d!ei!0
þ
@! lnG
Fð!Þ¼P
Z 1
1
d!ei!0
þ
@! lnG
Rð!Þ

Z 0
1
d!ei!0
þ
@! ln
GRð!Þ
GR
ð!Þ :
The first integral on the right-hand side is done by closing
the integration contour with a tiny half circle above the
! ¼ 0 pole of (24) and another half circle at infinity in the
upper half plane. Using the analyticity of the integrand in
the upper half plane, the nonzero value stems from the half
circle around the pole. The second integral on the right-
hand side is straightforward. Using argGRð0Þ ¼ 
 #, which one finds from (24), and the general prop-
erty argGRð1Þ ¼ , one obtains
P
Z 1
1
d!ei!0
þ
@! lnG
Fð!Þ
¼1
2
ð2iÞRes!¼0

21
!

2i½argGRð0ÞargGRð1Þ
¼ið21Þ2ið#Þ¼ið2#Þ: (36)
The second integral in (35) is the difficult part, but we
shall use a trick [39] to find the result without explicitly
doing the integral. From the existence of the Luttinger-
Ward functional
LW ¼ 2
Z
dDðÞGðÞGðÞ; (37)
such that (13b) follows from ð!Þ ¼ LW=Gð!Þ, one
might naively conclude that the second integral in (35)
vanishes [50]. However, this conclusion is spoiled by an
anomaly, because there does not exist a regularization such
that the formal invariance of LW under frequency shifts
can be used. The reason lies in the definition of the prin-
ciple value of the frequency integral. From this, we can
deduce that the integral should depend on the coefficients
C0 and C	 of the spectral functions in the positive and
negative frequency regions, Eqs. (33) and (28), in a form
that is dictated by the form of LW. Hence, we write
i
2
P
Z 1
1
d!ei!0
þ
GFð!Þ@!Fð!Þ ¼ BC0ðC2þ  C2Þ
(38)
with some coefficient B that is to be determined by impos-
ing the boundary condition  ¼ 0 for # ¼  (or  ¼ 1
for # ¼ ).
From (33), (29), and (27), and using the relations (19)
and (20), one finds
C0ðC2þ  C2Þ ¼
80½ð0Þ2sin2ð0Þ
ð20Þ sinð2#Þ: (39)
Then, substituting the results (36), (38), and (39), into (35)
and imposing the boundary conditions at # ¼ 	, one
determines
B ¼ ð20Þ
16½ð0Þ2sin3ð0Þ
: (40)
Finally, one obtains
 ¼ 1
2
 #

 0
2 sinð0Þ sinð2#Þ: (41)
This formula, together with the relation (26), completes the
solution of the saddle point Eqs. (13).
Let us compare our result with theD5-brane formula (2).
Noting that 0    , while   #  , we
propose that theD5-brane system corresponds to the limit-
ing case
 ¼ 1=2; 0 ¼ 0; # ¼ =2 : (42)
Hence, the azimuth angle  is related to the spectral
asymmetry angle #. We note that the crucial relations of
the solution remain valid in the0 ! 0 limit, if we express
the parameter  in terms of the spectral asymmetry angle
#. Specifically, using (26) and (19), the matching condition
(20) can be rewritten as
22A2A0e

cosð2#Þ þ cosð0Þ
sinð0Þ
0
¼ 1: (43)
Remarkably, taking the 0 ! 0 limit in (41), we recover
precisely (2). Hence, we conclude that our scaling solution
with the parameters (42) describes the D5-brane impurity.
As a final remark, we note that the choice of a spacialR3
has entered very little in the calculation so far, due to the
fact that the impurity is pointlike. The only place where it
may have entered is in the validity of the conformal ansatz
for the Green’s functions (14) and (15). The fact that (2) is
independent of the choice of the space suggests that the
ansatz is indeed valid in the supergravity regime (large N
and ).
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IV. EXACT SOLUTION FOR
THE LIMITING CASE 0 ¼ 0
A. Solution of the saddle point equations
Let us solve the saddle point Eqs. (13) exactly for the
case 0 ¼ 0. In this regime, the bosonic Green’s function
DðÞ takes the simple form
DðÞ ¼ c
2
2
; (44)
where c is some positive dimensionless constant in the case
of SYM on spacial R3. Since we are considering a back-
ground CFT, there is no other length scale except the
temperature, so that the 1=2 factor follows simply from
dimensionality. One might worry that making A and A0 in
(14) and (15) temperature dependent would spoil the deri-
vation of the scaling solution, but this is not the case. In
fact, A and A0 are entirely dummy symbols, related to each
other by (20), and the relation (19) remains necessary in
order to satisfy (18) for all values of !n. We note that one
can formally include also the cases of spacial S3 andH3 (of
radius l) by considering c to be a function of the dimen-
sionless =l. The calculation in this subsection would not
be affected by this.
Hence, after analytic continuation, (13a) and (13b)
reduce to
Gð!Þ ¼ 1
! 	 ^Gð!Þ ; (45)
where we have defined
^ ¼ c2 
2
: (46)
Equation (45) is easily solved, and one finds the retarded
Green’s function
Gð!Þ ¼ 1
2^

! 	 ½ð! 	Þ2  4^1=2

: (47)
The spectral density ð!Þ ¼ 2ImGð!Þ is obtained as
ð!Þ ¼
8<
:
2ﬃﬃ^

p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð! 	Þ2
4^
q
for j! 	j< 2
ﬃﬃﬃ^

p
0 otherwise:
(48)
It is easily checked that (48) satisfies the standard normal-
ization condition Z 1
1
d!
2
ð!Þ ¼ 1: (49)
Consider now the occupation number constraint (13c).
We start from the following representation of the
imaginary-time Green’s function [45]:
GðÞ ¼ 
Z 1
1
d"
2
ð"Þ e
"
1þ e" : (50)
Using the relations Gð0Þ ¼ GðÞ, and Gð0þÞ þ
GðÞ ¼ 1, we rewrite (13c) as
 12 ¼ 12½Gð0þÞ GðÞ: (51)
Then, substituting (50), changing the integration variable
by " ¼ 	þ 2
ﬃﬃﬃ^

p
x and defining
	^ ¼ 	
2
ﬃﬃﬃ^

p ; (52)
we end up with the following integral,
 1
2
¼  1

Z 1
1
dx
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
tanh½
ﬃﬃﬃ^

p
ð	^þ xÞ
¼  2

Z 1
0
dx
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p tanhð ﬃﬃﬃ^p 	^Þ
1þ sinh2ð
ﬃﬃ^

p
xÞ
cosh2ð
ﬃﬃ^

p
	^Þ
: (53)
In the limit of large ’t Hooft coupling, which is what counts
for the comparison with the D5-brane system, this integral
can be easily done. Keeping the temperature fixed and
considering large , one has
lim
!1
sinh2ð
ﬃﬃﬃ^

p
xÞ
cosh2ð
ﬃﬃﬃ^

p
	^Þ
¼
(1 for x > j	^j
0 for x < j	^j ;
lim
!1
tanhð
ﬃﬃﬃ^

p
	^Þ ¼ sgn	^:
Therefore, if j	^j  1, (53) becomes
 1
2
¼  2

sgn	^
Z j	^j
0
dx
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
; (54)
and the result is
 1
2
¼
8<
:
1
 ðarcsin	^þ 	^
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 	^2p Þ for j	^j  1
 12 sgn	^ for j	^j> 1
:
(55)
Notice that this is continuous at the points 	^ ¼ 	1.
Remarkably, if we write, for j	^j  1,
	^ ¼ sin# ¼ cos; (56)
we recover (41) with 0 ¼ 0, which agrees with the
D5-brane relation (2). Let us emphasize that this result is
independent of the space we are considering (R3, S3, or
H3). All we need is a nonzero c (which may place restric-
tions on the temperature in the cases of spacial S3 and H3)
and large .
B. Impurity entropy
We shall now derive the impurity entropy for the case of
spacial R3 and show that, up to the fact that we have the
undetermined constant c from (44), the result is precisely
(5). Reversely, we can use (5) to deduce that c ¼ 1=4.
To calculate the impurity entropy, we make use of the
thermodynamic identity
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@S
@
¼ N @ 	
@T
; (57)
where T ¼ 1= is the temperature. This identity can de-
rived as follows. Differentiate the functional integral (11)
with respect to  to obtain
@Z
@
¼ Z
	
N
Z 
0
di	


¼ ZN 	: (58)
Then, identifying Z ¼ eF yields
@F
@
¼ N 	; (59)
and differentiating with respect to the temperature leads
to (57).
From (57), relating  to 	^ by (55) (for j	^j  1) and
using (52) and (46) (for fixed ), one obtains
@S
@	^
¼ N @ 	
@T
@
@	^
¼ N

@
@T
ð2c ﬃﬃﬃp 	^TÞ 2

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 	^2
q 
¼ c 4

N
ﬃﬃﬃ

p
	^
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 	^2
q
: (60)
It should be appreciated that the factor 1=2 in (44), which
followed from purely dimensional considerations, is cru-
cial for obtaining this result.
Finally, integrating (60) with respect to 	^ yields
S ¼ c 4N
ﬃﬃﬃ

p
3
ð1 	^2Þ3=2: (61)
Remarkably, after using (56), this reproduces (5) with the
value c ¼ 1=4.
V. CONCLUSIONS
In this paper, we have presented a field theoretic calcu-
lation, which reproduces the two main predictions from the
D5-brane system dual to the Polyakov loop of antisym-
metric representations in N ¼ 4 SYM theory on spacial
R3, for large N and large ’t Hooft coupling, namely, the
relation (2) between the fermion occupation number and an
angular parameter, and the impurity entropy (5). It has
been shown that the solution relevant for the Polyakov
loop has fermion scaling dimension  ¼ 1=2, and that
the azimuth angle of the D5-brane configuration is related
to the spectral asymmetry angle in the fermion Green’s
function in the scaling regime. Combining the value  ¼
1=2 (0 ¼ 0) with purely dimensional arguments, the form
of the background Green’s function DðÞ was deduced.
After solving the saddle point equations exactly, the impu-
rity entropy (3) was obtained up to an unknown numerical
factor, but exhibiting specifically the
ﬃﬃﬃ

p
enhancement.
The comparison of numerical factors shows that the corre-
lator of the SYM field ~Aa is, in the regime considered,
h ~AaðÞ ~Aa0 ð0Þi ¼ 
16N2
aa0 : (62)
It would be interesting to have an independent confirma-
tion of this result.
In the case of spacial S3 or H3, which are character-
ized by the length scale l, the constant c in (44) should
be considered as a function of the dimensionless factor
lT. The derivation of the fermion occupation number
remains valid in this case, which corresponds nicely to
what one finds from the D5-brane, namely, that (2) is
independent of the choice of the space. What would be
changed is the calculation of the impurity entropy,
specifically (60). One can, of course, use the D5-brane
result (6) to detemine cðlTÞ.
Because of the generality of the saddle point equations
that we solved, our calculation should generalize to similar
quantum impurity models, such as those reviewed in [15].
Moreover, it may provide a step towards a field theory
treatment of two impurities coupled toN ¼ 4 SYM the-
ory on spacial R3, which correspond to the holographic
dimer system [16]. On the bulk side, the holographic
dimers are limited to cases, where the impurities carry
opposite ‘‘spin.’’ It would be very interesting to find the
D5-brane configurations that are dual, e.g., to a lattice of
impurities with arbitrary spin.
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APPENDIX: THE CIRCULAR WILSON
LOOP IS TWICE THE POLYAKOV LOOP
As stated in the introduction, the result for the circular
Wilson loop is precisely twice the result (5) of the
Polyakov loop on spacial R3. Moreover, while
the Wilson loop is independent of the circle radius R, the
Polyakov loop is independent of the temperature 1=. This
is somewhat puzzling, because one may consider the limits
R! 1 and ! 1, respectively, both giving rise, naively,
to an infinite Wilson line at zero temperature. To under-
stand why the Polyakov loop and the Wilson line at zero
temperature are actually not the same, let us consider the
embedding of the effective string world sheet in AdS5 and
use the AdS symmetries to relate the Wilson and Polyakov
loop configurations to each other. Our arguments are in
favor of the regularization that leads to (3.17) in [30].
AdS5 can be considered as a hypersurface in R
4;2,
defined by
POLYAKOV LOOP OF ANTISYMMETRIC . . . PHYSICAL REVIEW D 83, 066006 (2011)
066006-7
ABy
AyB¼y20þy21þy22þy23þy24y25¼l2; (A1)
where AB (A; B ¼ 0; . . . ; 5Þ is the metric on R4;2, and l is
the AdS ‘‘radius.’’ Equation (A1) defines AdS5 with
Lorentzian signature, which is crucial for what follows.
Poincare´-sliced coordinates on AdS5 can be defined by
z ¼ l
2
y4 þ y5 ; x
	 ¼ z
l
y	 ð	 ¼ 0; 1; 2; 3Þ; (A2)
giving rise to the induced metric
ds2 ¼ l
2
z2
ðdz2 þ 	dx	dxÞ; (A3)
where 	 ¼ diagð1; 1; 1; 1Þ. The definition (A2) di-
vides AdS into two coordinate patches, with z > 0 and
z < 0, respectively, each covering exactly half of AdS5.
The boundary is located at z ¼ 0, and there is a horizon at
jzj ¼ 1, beyond which the other coordinate patch should
be used. In what follows, we shall work in the patch
z > 0. AdS5 is illustrated in Fig. 1. A global coordinate
system exists also, but we will not need it explicitly.
The main idea is to start with a circular Wilson loop
configuration and use the AdS symmetries, which are just
rotations and boosts in R4;2, in such a way that half of the
effective string world sheet will be hidden behind the
horizon for a Poincare´ observer [51]. Because there exists
a global coordinate system in AdS, applying the AdS
symmetries does not affect the result for the Wilson loop
in global coordinates. However, when switching to
Poincare´ coordinates, only the portion of the world sheet
visible by the observer contributes. For the configuration
that corresponds to the Polyakov loop at zero temperature,
this is half of the world sheet. Consequently, the Polyakov
loop is precisely half of the Wilson loop.
Without loss of generality, we can start with a circular
Wilson loop of radius l. Its effective string world sheet in
AdS5 can be written as [27]
x1 ¼  cos; x2 ¼  sin; x0 ¼ x3 ¼ 0;
z ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2  2
q
; ð0    l; 0   < 2Þ: (A4)
Using (A2), we can find the corresponding R4;2 coordi-
nates,
FIG. 1 (color online). (a) A cartoon picture of AdS5 as an embedding in R
4;2. The directions y1 (axis to the right), y0 and y5 (axes to
the front and top) are shown, and y2 ¼ y3 ¼ y4 ¼ 0. The intersection of the plane with the hyperboloid is the locus of the horizon. The
coordinate system (A3) covers only one of the regions of the hyperboloid above or below the plane. (b) Euclidean AdS5 as an
embedding in R5;1. The directions y0 and y1 (horizontal axes), and y5 (vertical axis) are shown, and y2 ¼ y3 ¼ y4 ¼ 0. The horizontal
circles should be thought of as S4s. The two branches are disconnected and must be regarded as two copies of EAdS. A Poincare´ sliced
coordinate system similar to (A3) (with the Euclidean instead of the Minkowski metric) covers entirely one of the two branches.
TABLE I. Transformation of the circular Wilson loop into a Polyakov loop at zero temperature. We start with the circular Wilson
loop as configuration #1 and apply a series of rotations and boosts, as indicated in the second column for each configuration. Columns
3–6 list the relevant Poincare´ coordinates for each configuration, and the last column describes the geometry of the boundary curve.
# Config. x0 x1 x2 z Boundary curve
1 - 0  cos  sin
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2  2p Circular Wilson loop, x21 þ x22 ¼ l2
2 #1 þð2; 4Þ rot 0  cos
1þl sin sin
 sin cos
1þl sin sin
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l22
p
1þl sin sin Circle with center ð0;l tanÞ, radius
l
cos
3 #2,  ¼ =2 0  cos
1þl sin 0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l22
p
1þl sin Straight line along x1
4 #3 þð0; 5Þ, rot (0, 4) b
 ¼ =4,  ¼ 1
lð sinlÞﬃﬃ
2
p
 sin
l cotﬃﬃ
2
p 0 l
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l22
pﬃﬃ
2
p
 sin
Hyperbola, <  < 2 part of world sheet
is behind the horizon
5 #4 þð4; 5Þb. Values of #4 multiplied by ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2 þ 1p þ  Limit ! 1 gives straight line along x1,
invisible branch moved to infinity
WOLFGANG MU¨CK PHYSICAL REVIEW D 83, 066006 (2011)
066006-8
y1 ¼ l cosﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2  2p ; y2 ¼
l sinﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2  2p ;
y5 ¼ l
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2  2p ; y0 ¼ y3 ¼ y4 ¼ 0: (A5)
This is easily recognized as an EAdS2.
We shall now apply a series of AdS symmetries in order
to transform this configuration, from the viewpoint of a
Poincare´ observer, into a Polyakov loop at zero tempera-
ture. Let us define a rotation and a boost in a given plane
simply by multiplying the coordinate vector of that plane
by the matrices
cos  sin
sin cos
 !
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 2p 
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ 2p
0
@
1
A; (A6)
where  and  are the rotation angle and the boost pa-
rameter, respectively. Which of the two operations can be
used depends, of course, on the metric on the plane. After
such a transformation is done, we use (A2) with the new y
coordinates to obtain the transformed configuration in the
Poincare´ frame. On the boundary, where  ¼ l, the effect
is that of a conformal transformation. For example, in order
to obtain a circular Wilson loop of arbitrary radius R, one
performs a boost in the (4, 5) plane with an appropriate .
We list in Table I the series of transformations that
connect the Wilson and Polyakov loops. For some of these
configurations, the shape of the boundary curves is illus-
trated in Fig. 2. A few comments on these transformations
are in order. One might naively have interpreted the
straight line in configuration #3 as the Polyakov loop.
However, it is easy to see that the string world sheet in
this configuration never crosses the horizon. The Polyakov
loop at finite temperature, in contrast, intersects the hori-
zon on a null line,  ¼ rþ for any , and one expects this
property to survive at zero temperature. Hence, in order to
obtain a Polyakov loop, we must perform a transformation
that moves part of the world sheet behind the horizon. This
is achieved by a rotation in the (0, 5) plane. Combining
such a rotation by some angle  with a (0, 4) boost with
 ¼  cot gives rise to a world sheet, whose portion with
sin < 0 is hidden behind the horizon. The particular value
 ¼ =4 in configuration #4 has been chosen such that the
visible branch of the boundary hyperbola intersects the
origin. The final (infinite) boost deforms this branch of
the hyperbola into a straight line, while moving the invis-
ible branch to infinity. Finally, doing a Wick rotation of x0
transforms AdS5 into the two separate copies of EAdS5
(see Fig. 1), with half of the string world sheet in each
copy. These are just two copies of the Polyakov loop.
Hence, our symmetry argument confirms what has been
found by the explicit calculations.
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