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iiParte I
MOTIVACION Y
PRELIMINARES
1Cap￿tulo 1
MOTIVACION Y
PRELIMINARES
Este proyecto de tesis trata dos tipos de problemas relacionados con ci-
ertas clases de ecuaciones diferenciales matriciales, como son la ecuaci￿n
hipergeomØtrica matricial
z(1 ¡ z)W
00(z) ¡ zAW
0(z) + W
0(z)(C ¡ z (B + I)) ¡ AW(z)B = 0 ; (1.1)
y la ecuaci￿n de Riccati con coe￿cientes matriciales variables
W
0(t)=C(t)¡D(t)W(t)¡W(t)A(t)¡W(t)B(t)W(t); W(0)=W0 : (1.2)
El elemento uni￿cador de la memoria es el mØtodo de Fr￿benius matricial,
que ya ha sido utilizado en las tesis doctorales de M. Legua [46], R. Company
[9] y M. V. Ferrer [17]. La aportaci￿n mÆs novedosa de esta memoria radica
en la acotaci￿n del error de truncaci￿n de las soluciones en serie obtenidas, lo
que permite obtener dos consecuencias de enorme interØs en las aplicaciones,
como son:
- La obtenci￿n de soluciones computables en forma ￿nita.
- La construcci￿n de soluciones aproximadas con una precisi￿n pre￿jada.
Cabe decir que, por la informaci￿n que tenemos, el anÆlisis del error de
truncaci￿n en tØrminos de una precisi￿n ￿jada de antemano, no estÆ dispo-
nible en la literatura existente.
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En relaci￿n con la ecuaci￿n hipergeomØtrica matricial se trata en primer
lugar de obtener un par de soluciones que permitan describir la soluci￿n ge-
neral de (1.1) en tØrminos de las mismas, sin considerar el problema ampliado
equivalente. Se estudia tambiØn el error de truncaci￿n, cuando se obtiene la
soluci￿n en serie de un problema de valores iniciales para (1.1), as￿ como una
representaci￿n integral de la funci￿n hipergeomØtrica matricial en tØrminos
de la funci￿n Gamma matricial.
El interØs de la ecuaci￿n hipergeomØtrica es por una parte continuaci￿n
de la emergente teor￿a de polinomios ortogonales matriciales, ya que en la
evaluaci￿n de los coe￿cientes de los desarrollos en serie de polinomios orto-
gonales, aquØllos aparecen expresados en tØrminos de la funci￿n hipergeomØ-
trica.
La ecuaci￿n de Riccati es una de las mÆs estudiadas por su aparici￿n en
problemas clÆsicos y modernos de teor￿a de control, as￿ como en la soluci￿n
de problemas de contorno para sistemas lineales (vØanse las referencias cita-
das en el cap￿tulo dedicado a la ecuaci￿n de Riccati).
La clasi￿caci￿n temÆtica de esta memoria atendiendo a los criterios de
la 1991 AMS (MOS) subject classi￿cation es: 34A05, 34A25, 34A50, 41A20,
41A30, 47A60.
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SOBRE ALGUNAS
PROPIEDADES DE LAS
FUNCIONES BETA Y GAMMA
MATRICIALES
2.1. Introducci￿n
Es bien sabido, que muchas de las funciones especiales ordinarias de la
f￿sica-matemÆtica, as￿ como gran parte de sus propiedades, pueden deducirse
a partir de la teor￿a de representaci￿n de grupos. TambiØn, en el estudio de
funciones esfØricas sobre ciertos espacios simØtricos, as￿ como en el anÆlisis
multivariante en Estad￿stica aparecen funciones especiales de un argumento
matricial, ver [28]. As￿mismo, en [10] se utilizaron funciones especiales con
dos argumentos matriciales diagonales. Recientemente, en el trabajo [33], so-
bre polinomios matriciales ortogonales se han utilizado funciones Beta con
dos argumentos matriciales, pero en el que uno de dichos argumentos era un
mœltiplo escalar de la identidad.
En este cap￿tulo, se demuestran algunas propiedades de las funciones
matriciales Beta y Gamma que necesitaremos para estudiar en el siguiente
cap￿tulo la funci￿n hipergeomØtrica matricial. Concretamente, se da una ex-
presi￿n de la funci￿n Gamma matricial a travØs de un l￿mite. As￿mismo, se
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establecen condiciones para que dadas dos matrices P, Q en Cr£r, B(P;Q)
estØ bien de￿nida y se veri￿quen las relaciones
B(P;Q) = B(Q;P);
B(P;Q) = Γ(P) Γ(Q) Γ¡1(P + Q):
Para mayor claridad en la presentaci￿n de las ideas, recordaremos algu-
nas propiedades del cÆlculo funcional de Riesz-Dunford, las cuales pueden
encontrarse en [15] , [23] y [21].
Si P es una matriz en Cr£r denotamos por kPk su 2-norma, la cual estÆ
de￿nida en [21, p.56].
El conjunto de todos los valores propios de la matriz P lo denotaremos
por ¾(P).
Si P es una matriz en Cr£r tal que, Re(z) > 0 para todo valor propio z
de P, entonces Γ(P) dada por
Γ(P) =
Z 1
0
e
¡t t
P¡Idt ; t
P¡I = exp((P ¡ I)lnt) (2.1)
estÆ bien de￿nida.
Como la inversa de la funci￿n Gamma denotada por Γ¡1(z) = 1=Γ(z),
es una funci￿n entera de variable compleja z, para cualquier matriz P en
Cr£r, el cÆlculo funcional de Riesz-Dunford muestra que la imagen deΓ¡1(z)
actuando sobre P, denotada por Γ¡1(P), es una matriz que estÆ bien de￿nida
(ver [15, cap￿tulo 7]). AdemÆs, si P es una matriz que veri￿ca la siguiente
condici￿n
P + nI es invertible para cualquier entero n ¸ 0 (2.2)
entonces, Γ(P) es invertible, su inversa coincide con Γ¡1(P), y
P (P + I):::(P + (n ¡ 1)I)Γ
¡1 (P + nI) = Γ
¡1 (P) ; n ¸ 1 (2.3)
(ver [23, p.253]).
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Si f(z) y g(z) son funciones holomorfas de variable complejaz, las cuales
estÆn de￿nidas en un conjunto abierto Ω del plano complejo, y P es una
matriz en Cr£r tal que ¾(P) ½ Ω, entonces por las propiedades del cÆlculo
funcional matricial [15, p.558], se deduce que f(P)g(P) = g(P)f(P). En-
tonces, por Østo, bajo la condici￿n (2.2), la ecuaci￿n (2.3) puede escribirse en
la forma
P (P + I):::(P + (n ¡ 1)I) = Γ(P + nI)Γ
¡1 (P) ; n ¸ 1 (2.4)
Si tenemos en cuenta que la funci￿n factorial escalar, denotada por(z)n
y de￿nida por (z)n = z(z + 1):::(z + n ¡ 1), n ¸ 1, (z)0 = 1 es entera,
entonces por aplicaci￿n del cÆlculo funcional matricial sobre esta funci￿n, se
deduce que para cualquier matriz P en Cr£r se cumple
(P)n = P (P + I):::(P + (n ¡ 1)I) ; n ¸ 1 ; (P)0 = I (2.5)
Si f(P) estÆ bien de￿nida y S es una matriz invertible en Cr£r, entonces
por [21, p.541]
f(SPS
¡1) = Sf(P)S
¡1 (2.6)
Si P var￿a en Cr£r, usando su descomposici￿n de Schur y denotando por
®(P) = m´ ax
z2¾(P)
fRe(z)g para t 2 R se deduce por [21, p.336, 556] que
°
°e
tP°
° · e
t®(P)
r¡1 X
k=0
(kPk
p
r t)
k
k!
(2.7)
2.2. Sobre las funciones matriciales Beta y Gam-
ma
Sea M una matriz en Cr£r tal que
Re(z) > 0 para todo z en ¾(M) (2.8)
y sea n un entero, n ¸ 1. Usando la tØcnica de integraci￿n por partes para
obtener primero una f￿rmula de reducci￿n, es sencillo deducir tal y como
puede verse en [52, p.17] que
g(z) =
Z 1
0
(1 ¡ s)
n s
z¡1ds = n! [z(z + 1):::(z + n)]
¡1 ; Re(z) > 0 (2.9)
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y de aqu￿ deducimos
f(z)=
Z n
0
³
1¡
s
n
´n
s
z¡1ds=n!n
z [z(z + 1):::(z + n)]
¡1 ; Re(z) > 0 (2.10)
Como f y g son funciones holomorfas en Re(z) > 0, por aplicaci￿n del
cÆlculo funcional matricial en (2.9) y (2.10) se tiene
g(M) =
Z 1
0
(1 ¡ s)
n s
M¡Ids = n! [M(M + I):::(M + nI)]
¡1 ; (2.11)
f(M)=
Z n
0
³
1¡
s
n
´n
s
M¡Ids = n! n
M [M(M+I):::(M+nI)]
¡1 : (2.12)
Por (2.1) y (2.12) podemos escribir
Γ(M) ¡ n! nM [M(M + I):::(M + nI)]
¡1
=
Z 1
0
e
¡t t
M¡Idt ¡
Z n
0
µ
1 ¡
t
n
¶n
t
M¡Idt
=
Z n
0
·
e
¡t ¡
µ
1 ¡
t
n
¶n¸
t
M¡Idt +
Z 1
n
e
¡t t
M¡Idt
3
7
7
7
7
7
7
7
7
5
(2.13)
Como
Z 1
0
e
¡tt
M¡Idt es convergente, se tiene
l´ ım
n!1
Z 1
n
e
¡t t
M¡Idt = 0 (2.14)
Ahora probamos que
l´ ım
n!1
Z n
0
·
e
¡t ¡
µ
1 ¡
t
n
¶n¸
t
M¡Idt = 0 (2.15)
Por [52, p.16] sabemos
0 · e
¡t ¡
µ
1 ¡
t
n
¶n
·
t2e¡t
n
; 0 · t < n ;
luego
°
°
°
°
Z n
0
·
e
¡t ¡
µ
1 ¡
t
n
¶n¸
t
M¡Idt
°
°
°
° ·
1
n
Z n
0
°
°t
M+I°
°e
¡tdt (2.16)
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Por (2.7) y usando que lnt · t para t > 0, podemos escribir
°
°tM+I°
° · t®(M)+1
r¡1 X
j=0
[(kMk + 1)
p
r lnt]
j
j!
· t®(M)+1
r¡1 X
j=0
[(kMk + 1)
p
r t]
j
j!
; t > 0
3
7
7
7
7
7
7
5
(2.17)
Por (2.16) y (2.17),
1
n
Z n
0
°
°t
M+I°
°e
¡tdt ·
1
n
(
r¡1 X
j=0
[(kMk + 1)
p
r]
j
j!
Z n
0
e
¡t t
®(M)+1+jdt
)
(2.18)
Como para 0 · j · r ¡ 1, tenemos
Z 1
0
e
¡t t
®(M)+1+jdt < +1 ; (2.19)
por (2.16)-(2.19) se tiene (2.15).
Por tanto acabamos de establecer el siguiente resultado:
Teorema 2.2.1 . Sea M una matriz que satisface (2.8) y sea n ¸ 1 un
entero. Entonces
Γ(M) = l´ ım
n!1
(n ¡ 1)!(M)
¡1
n n
M;
donde (M)n estÆ de￿nida por (2.5).
Sean P, Q matrices en Cr£r tales que
Re(z) > 0 ; Re(w) > 0 para todo z 2 ¾(P); w 2 ¾(Q) (2.20)
Por (2.7) y usando que lnt < t y ln(1 ¡ t) < 1 ¡ t para 0 < t < 1, se
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deduce que
Z 1
0
°
°t
P¡I°
°
°
°
°(1 ¡ t)
Q¡I
°
°
°dt
·
r¡1 X
j=0
r¡1 X
k=0
(kPk+1)
j(kQk+1)
k(
p
r)
j+k
j! k!
Z 1
0
t
®(P)¡1(1¡t)
®(Q)¡1ln
j(t)ln
k (1¡t)dt
·
r¡1 X
j=0
r¡1 X
k=0
(kPk + 1)
j (kQk + 1)
k r
j+k
2
j! k!
Z 1
0
t
®(P)+j¡1 (1 ¡ t)
®(Q)+k¡1 dt
=
r¡1 X
j=0
r¡1 X
k=0
(kPk + 1)
j (kQk + 1)
k r
j+k
2 B (®(P) + j;®(Q) + k)
j! k!
< +1
Luego podemos de￿nir
B(P;Q) =
Z 1
0
t
P¡I (1 ¡ t)
Q¡Idt (2.21)
En [33] se muestra que si P, Q son matrices en Cr£r satisfaciendo (2.20)
y P ￿ Q son mœltiplos escalares de la matriz identidad, entonces se veri￿ca
que B(P;Q) = B(Q;P).
El siguiente ejemplo muestra que siP o Q no conmutan, entonces la pro-
piedad B(P;Q) = B(Q;P) no es cierta.
Ejemplo 1. Sean
P =
·
1 0
1 2
¸
; Q =
·
1 1
0 2
¸
matrices en C2£2 para las cuales se tiene que¾(P) = ¾(Q) = f1;2g. Entonces
se cumple que ambas matrices no conmutan pues
PQ =
·
1 1
1 5
¸
6=
·
2 2
2 4
¸
= QP:
Notar que
·
0 0
1 1
¸n
=
·
0 0
1 1
¸
y
·
0 1
0 1
¸n
=
·
0 1
0 1
¸
para todo n ¸ 1.
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Luego para 0 < t < 1 se tiene
t
P¡I =t
2
6 6
4
0 0
1 1
3
7 7
5
=
·
1 0
t ¡ 1 t
¸
; (1¡t)
Q¡I =(1¡t)
2
4 0 1
0 1
3
5
=
·
1 ¡t
0 1 ¡ t
¸
y
(1¡t)
P¡I =(1¡t)
2
4 0 0
1 1
3
5
=
·
1 0
¡t 1 ¡ t
¸
; t
Q¡I =t
2
4 0 1
0 1
3
5
=
·
1 t ¡ 1
0 t
¸
Luego
B(P;Q) =
Z 1
0
t
P¡I (1 ¡ t)
Q¡Idt =
Z 1
0
·
1 0
t ¡ 1 t
¸ ·
1 ¡t
0 1 ¡ t
¸
dt
=
Z 1
0
·
1 ¡t
t ¡ 1 2t(1 ¡ t)
¸
dt =
·
1 ¡1=2
¡1=2 1=3
¸
y
B(Q;P) =
Z 1
0
t
Q¡I(1 ¡ t)
P¡Idt =
Z 1
0
·
1 t ¡ 1
0 t
¸·
1 0
¡t 1 ¡ t
¸
dt
=
Z 1
0
·
¡t2 + t + 1 ¡(1 ¡ t)2
¡t2 t(1 ¡ t)
¸
dt =
·
7=6 ¡1=3
¡1=3 1=6
¸
Por tanto B(P;Q) 6= B(Q;P).
Los siguientes lemas son fÆciles de probar, por lo que tan s￿lo demostra-
remos el primero.
Lema 2.2.1 . Sean P, Q matrices que conmutan en Cr£r, satisfaciendo
(2.20), entonces:
B(P;Q) = B(Q;P)
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Demostraci￿n. Como PQ = QP, se deduce
(P ¡ I)(lnt)(Q ¡ I)ln(1 ¡ t) = (Q ¡ I)(ln(1 ¡ t))(P ¡ I)lnt
para 0 < t < 1. Luego podemos escribir
B(P;Q) =
Z 1
0
t
P¡I (1 ¡ t)
Q¡I dt
=
Z 1
0
e
(P¡I)lnt e
(Q¡I)ln(1¡t)dt =
Z 1
0
e
(Q¡I)ln(1¡t) e
(P¡I)lntdt
=
Z 1
0
e
(Q¡I)lnu e
(P¡I)ln(1¡u)du = B(Q;P)
Lema 2.2.2 . Sean D, E matrices diagonales satisfaciendo (2.20). Entonces
B(D;E) = Γ(D) Γ(E) Γ
¡1(D + E)
Teorema 2.2.2 . Sean P, Q matrices diagonalizables en Cr£r veri￿cando
que PQ = QP y que satisfacen la condici￿n (2.20). Entonces
B(P;Q) = Γ(P) Γ(Q) Γ
¡1(P + Q) (2.22)
Demostraci￿n. Como P, Q son diagonalizables y conmutan, por el teorema
1.3.12 de [24], se deduce que son simultÆneamente diagonalizables. SeaS una
matriz invertible en Cr£r tal que
S
¡1PS = D ; S
¡1QS = E ; D ; E son matrices diagonales (2.23)
Para demostrar (2.22) observar que por [24, p.54], si ¾(P) = f¸1;:::;¸rg y
¾(Q) = f¹1;:::;¹rg, entonces
¾(P + Q) =
©
¸j + ¹ij
ªr
j=1 ;
para alguna permutaci￿n i1;i2;:::;ir de 1;2;:::;r.
Como las matrices P y Q satisfacen (2.20), se deduce que
Re(s) > 0 para todo s 2 ¾(P + Q) (2.24)
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Por el lema 2.2.2, por (2.6) y por (2.23) se deduce
P + Q = S(D + E)S
¡1
y
Γ(P + Q) = S
·Z 1
0
e
¡t t
D+E¡Idt
¸
S
¡1 = S Γ(D + E)S
¡1 ; (2.25)
Γ(P) = S Γ(D) S
¡1 ; Γ(Q) = S Γ(E) S
¡1 (2.26)
B(P;Q) = SB(D;E)S
¡1 = S
£
Γ(D)Γ(E)Γ
¡1(D + E)
¤
S
¡1 ; (2.27)
Por (2.25) se tiene Γ¡1(D + E) = S¡1Γ¡1(P + Q)S, y por (2.26) y (2.27) se
sigue que
B(P;Q) = S Γ(D)Γ(E)[S¡1 Γ¡1(P + Q)S]S¡1
= (S Γ(D)S¡1)(S Γ(E)S¡1)Γ¡1(P + Q)
= Γ(P)Γ(Q)Γ¡1(P + Q)
Por tanto el resultado queda probado.
Nota 1. AdemÆs de la hip￿tesis de conmutatividad, la condici￿n de dia-
gonalizaci￿n del teorema 2.2.2 garantiza que cualquier valor propio z de la
matriz P + Q estÆ en el semiplano derecho del plano complejo. El siguiente
ejemplo muestra que en general si P, Q son matrices satisfaciendo (2.20) su
suma P + Q no satisface esta condici￿n.
Sean a y b nœmeros positivos tales que ab > 1. Entonces las matrices
P =
·
1=2 0
a 1=2
¸
; Q =
·
1=2 b
0 1=2
¸
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cumplen que ¾(P) = ¾(Q) = f1=2g, pero
P + Q =
·
1 b
a 1
¸
y ¾(P + Q) =
n
1 ¡
p
ab; 1 +
p
ab
o
con 1 ¡
p
ab < 0.
Ejemplo 2. Sean
P =
·
1 1
0 1
¸
; Q =
·
1 0
0 2
¸
:
Entonces, ¾(P) = f1g, ¾(Q) = f1;2g y
PQ =
·
1 2
0 2
¸
6=
·
1 1
0 2
¸
= QP
Notar que: P ¡ I =
·
0 1
0 0
¸
y
·
0 1
0 0
¸2
= 0 2 C
2£2. Luego para t > 0 se
tiene
t
P¡I = exp
µ·
0 1
0 0
¸
lnt
¶
=
·
1 0
0 1
¸
+
·
0 1
0 0
¸
lnt =
·
1 lnt
0 1
¸
:
AdemÆs, Q¡I =
·
0 0
0 1
¸
y
·
0 0
0 1
¸k
=
·
0 0
0 1
¸
para k ¸ 1. Luego, para
0 < t < 1 se tiene
(1 ¡ t)
Q¡I = exp
µ·
0 0
0 1
¸
ln(1 ¡ t)
¶
=
·
1 0
0 1
¸
+
X
k¸1
·
0 0
0 1
¸
ln
k(1 ¡ t)
k!
=
·
1 0
0 1 ¡ t
¸
;
y
t
P¡I (1 ¡ t)
Q¡I =
·
1 (1 ¡ t)lnt
0 1 ¡ t
¸
;
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por tanto, como ya disponemos de todos los cÆlculos estamos en condiciones
de poder evaluar la funci￿n Beta de argumentos matriciales P y Q dadas
anteriormente
B(P;Q)=
Z 1
0
t
P¡I(1 ¡ t)
Q¡Idt=
2
6
6
4
Z 1
0
dt
Z 1
0
(1 ¡ t)lntdt
0
Z 1
0
(1 ¡ t)dt
3
7
7
5=
·
1 ¡3=4
0 1=2
¸
:
Ahora pasamos a calcular B(Q;P).
De una forma anÆloga, para 0 < t < 1 se tiene
t
Q¡I = exp
µ·
0 0
0 1
¸
lnt
¶
=
·
1 0
0 t
¸
;
(1 ¡ t)
P¡I = exp
µ·
0 1
0 0
¸
ln(1 ¡ t)
¶
=
·
1 ln(1 ¡ t)
0 1
¸
;
y
B(Q;P) =
Z 1
0
t
Q¡I (1 ¡ t)
P¡I dt =
2
6
6
4
Z 1
0
dt
Z 1
0
ln(1 ¡ t)dt
0
Z 1
0
tdt
3
7
7
5 =
·
1 ¡1
0 1=2
¸
:
Luego B(P;Q) 6= B(Q;P). AdemÆs
Γ(P) =
Z 1
0
e
¡tt
P¡Idt =
Z 1
0
e
¡t
·
1 lnt
0 1
¸
dt
=
Z 1
0
·
e¡t e¡t lnt
0 e¡t
¸
dt =
·
1 ¡C
0 1
¸
;
donde C = 0;577215::: es la constante de Euler-Mascheroni, y hemos utiliza-
do, por [22, p.602] que Z 1
0
e
¡t lntdt = ¡C
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y
Γ(Q)=
Z 1
0
e
¡t t
Q¡Idt=
Z 1
0
·
e¡t 0
0 te¡t
¸
dt=
·
1 0
0 1
¸
P + Q ¡ I =
·
1 1
0 2
¸
=
·
1 1
0 1
¸·
1 0
0 2
¸·
1 ¡1
0 1
¸
luego
e
¡t t
2
4 1 1
0 2
3
5
= exp
µ
¡t
·
1 0
0 1
¸
+
·
1 1
0 1
¸·
1 0
0 2
¸·
1 ¡1
0 1
¸
lnt
¶
= exp
½·
1 1
0 1
¸µ
¡t
·
1 0
0 1
¸
+
·
1 0
0 2
¸
lnt
¶·
1 ¡1
0 1
¸¾
= exp
µ·
1 1
0 1
¸·
¡t + lnt 0
0 ¡t + 2lnt
¸·
1 ¡1
0 1
¸¶
=
·
1 1
0 1
¸
exp
µ·
¡t + lnt 0
0 ¡t + 2lnt
¸¶·
1 ¡1
0 1
¸
=
·
te¡t t2e¡t ¡ te¡t
0 t2e¡t
¸
Luego
Γ(P+Q)=
Z 1
0
e
¡t t
P+Q¡Idt =
Z 1
0
·
te¡t t2e¡t ¡ te¡t
0 t2e¡t
¸
dt=
·
1 1
0 2
¸
Por tanto
B(P;Q) =
·
1 ¡3=4
0 1=2
¸
6= Γ(P)Γ(Q)Γ
¡1(P + Q)
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ya que
Γ(P)Γ(Q)Γ
¡1(P + Q) =
·
1 ¡C
0 1
¸·
1 0
0 1
¸·
1 1
0 2
¸¡1
=
1
2
·
1 ¡C
0 1
¸·
2 ¡1
0 1
¸
=
1
2
·
2 ¡1 ¡ C
0 1
¸
:
luego en este caso, en que la matriz P no es diagonalizable y PQ 6= QP, el
teorema 2.2.2 de este cap￿tulo no es vÆlido.
En el teorema 2.2.2 hemos establecido la f￿rmula
B(P;Q) = Γ(P)Γ(Q)Γ
¡1(P + Q)
suponiendo que P, Q son matrices diagonalizables en Cr£r que conmutan y
veri￿can la condici￿n (2.20). En lo que sigue estableceremos el mismo resul-
tado a partir de hip￿tesis distintas, entre las cuales desaparece la condici￿n
de diagonalizaci￿n de las matrices P y Q. La idea de relajar las hip￿tesis del
teorema 2.2.2 eliminando la condici￿n de diagonalizaci￿n de ambas matrices
P y Q, viene motivada por el siguiente ejemplo en el que aœn no siendo una
de las dos matrices diagonalizable, la f￿rmula (2.22) sigue siendo vÆlida.
Ejemplo 3. Sean las matrices
P =
·
1=2 0
0 1=2
¸
; Q =
·
1=2 b
0 1=2
¸
b 6= 0:
Entonces se tiene que P es diagonalizable y ¾(P) = f1=2g > 0. Q no es
diagonalizable y ¾(Q) = f1=2g > 0. Notar que P y Q conmutan,
P Q =
·
1=4 b=2
0 1=4
¸
= QP
AdemÆs,
P + Q =
·
1 b
0 1
¸
y ¾(P + Q) = f1g > 0.
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Ahora desarrollando los cÆlculos que necesitamos, obtenemos
t
P¡I = t
·
¡1=2 0
0 ¡1=2
¸
=
·
t¡1=2 0
0 t¡1=2
¸
Luego
Γ(P) =
Z 1
0
e
¡t t
P¡I dt =
Z 1
0
·
e¡t t¡1=2 0
0 e¡t t¡1=2
¸
dt =
· p
¼ 0
0
p
¼
¸
donde hemos utilizado la conocida relaci￿n
Z 1
0
t
º¡1 e
¡¹tdt =
Γ(º)
¹º
aplicada para º = 1=2 y ¹ = 1, y que Γ(1=2) =
p
¼.
Como
t
Q¡I = t
2
4 t¡1=2 bt¡1=2 lnt
0 t¡1=2
3
5
se tiene
Γ(Q) =
Z 1
0
e
¡t t
Q¡I dt =
Z 1
0
·
e¡t t¡1=2 be¡t t¡1=2 lnt
0 e¡t t¡1=2
¸
dt
=
· p
¼ ¡b
p
¼ (C + 2ln2)
0
p
¼
¸
dondeC como en el ejemplo anterior , denota la constante de Euler-Mascheroni.
Observemos que en el œltimo paso de los cÆlculos anteriores paraΓ(Q) hemos
utilizado, segœn [22, p.576] que
Z 1
0
t
º ¡1 e
¡¹t lntdt =
1
¹º Γ(º) [Ã(º) ¡ ln¹]; Re(¹) > 0; Re(º) > 0
siendo Ã la funci￿n psi de Euler. En nuestro caso hemos aplicado la f￿rmula
anterior para º = 1=2 y ¹ = 1. As￿ obtenemos
Z 1
0
e
¡t t
¡1=2 lntdt =
1
11=2 Γ(1=2)[Ã(1=2) ¡ ln1]
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y ahora teniendo en cuenta que Ã(1=2) = ¡C ¡ 2ln2 concluimos que
Z 1
0
e
¡t t
¡1=2 lntdt = ¡(C + 2ln2)
p
¼
Calculamos ahora tP+Q¡I
t
P+Q¡I = t
2
4 0 b
0 0
3
5
=
·
1 b lnt
0 1
¸
luego
Γ(P + Q) =
Z 1
0
e
¡t t
P+Q¡I dt =
Z 1
0
·
e¡t be¡t lnt
0 e¡t
¸
dt =
·
1 ¡bC
0 1
¸
Ahora calculamos B(P;Q), para ello empezamos evaluando
t
P¡I (1 ¡ t)
Q¡I =
·
t¡1=2 (1 ¡ t)
¡1=2 bt¡1=2 (1 ¡ t)¡1=2 ln(1 ¡ t)
0 t¡1=2 (1 ¡ t)¡1=2
¸
as￿ deducimos que
B(P;Q) =
Z 1
0
t
P¡I (1 ¡ t)
Q¡I dt
=
Z 1
0
·
t¡1=2 (1¡t)¡1=2 bt¡1=2 (1¡t)¡1=2 ln(1¡t)
0 t¡1=2 (1 ¡ t)¡1=2
¸
dt=
·
¼ ¡2b¼ ln2
0 ¼
¸
donde segœn [22, p.558] hemos utilizado que
Z 1
0
t¹¡1ln(1¡t)
(1¡t)
1¡º dt=B(¹;º)[Ã(º) ¡ Ã(¹+º)]; Re(¹) > 0; Re(º) > 0;
aplicada para ¹ = 1=2 y º = 1=2, en cuyo caso se deduce
Z 1
0
t
¡1=2 (1 ¡ t)
¡1=2 ln(1 ¡ t)dt = B(1=2;1=2) [Ã(1=2) ¡ Ã (1=2 + 1=2)]
y ahora teniendo en cuenta que B(1=2;1=2) = ¼ y Ã(1) = ¡C, se deduce
Z 1
0
t
¡1=2 (1 ¡ t)
¡1=2 ln(1 ¡ t)dt = ¡2¼ ln2
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Con todo ello tenemos
Γ(P)Γ(Q)Γ
¡1(P + Q) =
=
· p
¼ 0
0
p
¼
¸· p
¼ ¡b
p
¼ (C + 2ln2)
0
p
¼
¸·
1 ¡bC
0 1
¸¡1
=
·
¼ ¡2b¼ ln2
0 ¼
¸
= B(P;Q)
por lo que aœn eliminando la hip￿tesis de diagonalizaci￿n de ambas matrices
P y Q, la relaci￿n
B(P;Q) = Γ(P)Γ(Q)Γ
¡1(P + Q)
sigue siendo vÆlida.
Como hemos dicho anteriormente en lo que sigue relajaremos la condici￿n
de diagonalizaci￿n de las matrices P y Q.
Conviene seæalar que impl￿citamente se utilizarÆ la identidad
¾(A + nI) = ¾(A) + n; A 2 C
r£r; n entero
Para alcanzar el objetivo anteriormente mencionado empezamos dando
el siguiente
Lema 2.2.3 Sean ˆ P, ˆ Q 2 Cr£r de modo que ˆ P ˆ Q = ˆ Q ˆ P, ˆ P + ˆ Q + nI es
invertible 8n ¸ 0 y
Re(z) > 0 8 2 ¾( ˆ P)
Re(w) > 0 8 2 ¾( ˆ Q)
entonces
(i) B( ˆ P; ˆ Q + nI) = ( ˆ P + ˆ Q)
¡1
n ( ˆ Q)n B( ˆ P; ˆ Q); n ¸ 0 (2.28)
(ii) B( ˆ P + nI; ˆ Q + nI) = ( ˆ P)n ( ˆ Q)n ( ˆ P + ˆ Q)
¡1
2n B( ˆ P; ˆ Q); n ¸ 0 (2.29)
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Demostraci￿n. Empezamos probando (i). Notar que la identidad es trivial
para n=0, ya que, por (2.5) se tiene que(M)0 = I; M 2 Cr£r. Sea ahora un
natural n ¸ 1 arbitrario, pero ￿jo y observemos que razonando igual que para
justi￿car la representaci￿n integral (2.21) es sencillo probar que la integral
matricial Z 1
0
t
ˆ P¡I (1 ¡ t)
ˆ Q+(n¡1)I dt converge
por lo que podemos escribir
B( ˆ P; ˆ Q + nI) =
Z 1
0
t
ˆ P¡I (1 ¡ t)
ˆ Q+(n¡1)I dt
= l´ ım
±!0
Z 1¡±
±
t
ˆ P¡I (1 ¡ t)
ˆ Q+(n¡1)I dt
= l´ ım
±!0
Z 1¡±
±
t
ˆ P+ ˆ Q+(n¡2)I (1 ¡ t)
ˆ Q+(n¡1)I t
¡( ˆ Q+(n¡1)I) dt =
integrando por partes
= l´ ım
±!0
·³
ˆ P + ˆ Q + (n ¡ 1)I
´¡1
(1 ¡ t)
ˆ Q+(n¡1)I t
ˆ P
¸1¡±
±
+l´ ım
±!0
³
ˆ P + ˆ Q + (n ¡ 1)I
´¡1
¢
¢
Z 1¡±
±
n³
ˆ Q+(n¡1)I
´
(1¡t)
ˆ Q+(n¡2)It
ˆ P+(1¡t)
ˆ Q+(n¡1)I
³
ˆ Q+(n¡1)I
´
t
ˆ P¡I
o
dt
=
³
ˆ P + ˆ Q + (n ¡ 1)I
´¡1 ³
ˆ Q + (n ¡ 1)I
´
l´ ım
±!0
Z 1¡±
±
t
ˆ P¡I(1 ¡ t)
ˆ Q+(n¡2)Idt
=
³
ˆ P + ˆ Q + (n ¡ 1)I
´¡1 ³
ˆ Q + (n ¡ 1)I
´Z 1
0
t
ˆ P¡I(1 ¡ t)
ˆ Q+(n¡2)Idt
=
³
ˆ P + ˆ Q + (n ¡ 1)I
´¡1 ³
ˆ Q + (n ¡ 1)I
´
B( ˆ P; ˆ Q + (n ¡ 1)I)
donde hemos usado impl￿citamente en las manipulaciones la conmutatividad
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de las matrices ˆ P y ˆ Q, y en la œltima igualdad que
Z 1
0
t
ˆ P¡I(1 ¡ t)
ˆ Q+(n¡2)Idt converge
Por tanto hemos obtenido
B( ˆ P; ˆ Q + nI)
=
³
ˆ P + ˆ Q + (n ¡ 1)I
´¡1 ³
ˆ Q + (n ¡ 1)I
´
B( ˆ P; ˆ Q + (n ¡ 1)I)
3
7
5 (2.30)
Razonando como antes se obtiene igual que
B( ˆ P; ˆ Q + (n ¡ 1)I)
=
³
ˆ P + ˆ Q + (n ¡ 2)I
´¡1 ³
ˆ Q + (n ¡ 2)I
´
B( ˆ P; ˆ Q + (n ¡ 2)I)
3
7
5 (2.31)
por lo que sustituyendo (2.31) en (2.30) y teniendo en cuenta que ˆ P ˆ Q = ˆ Q ˆ P
deducimos que
B( ˆ P; ˆ Q + nI)
=
³
ˆ P + ˆ Q + (n ¡ 1)I
´¡1 ³
ˆ P + ˆ Q + (n ¡ 2)I
´¡1
¢
¢
³
ˆ Q + (n ¡ 1)I
´³
ˆ Q + (n ¡ 2)I
´
B( ˆ P; ˆ Q + (n ¡ 2)I)
Prosiguiendo este camino de descenso se conjetura que
B( ˆ P; ˆ Q+nI)=
³
ˆ P+ ˆ Q+(n¡1)I
´¡1
:::
³
ˆ P+ ˆ Q
´¡1 ³
ˆ Q+(n¡1)I
´
::: ˆ QB( ˆ P; ˆ Q)
y usando (2.5) sobre las matrices ˆ Q, ˆ P + ˆ Q, sabemos
³
ˆ P + ˆ Q
´
n
=
³
ˆ P + ˆ Q
´
:::
³
ˆ P + ˆ Q + (n ¡ 1)I
´
³
ˆ Q
´
n
= ˆ Q:::
³
ˆ Q + (n ¡ 1)I
´
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por lo que la œltima identidad se reescribe en tØrminos del factorial genera-
lizado matricial como
B( ˆ P; ˆ Q + nI) =
³
ˆ P + ˆ Q
´¡1
n
³
ˆ Q
´
n
B( ˆ P; ˆ Q)
la cual es fÆcil de demostrar por inducci￿n.
Veamos ahora la prueba de la identidad (ii), paran ¸ 1, pues si n = 0 la
demostraci￿n es trivial.
Como Z 1
0
t
ˆ P(1 ¡ t)
ˆ Qdt converge
se tiene
B( ˆ P + I; ˆ Q + I) =
Z 1
0
t
ˆ P(1 ¡ t)
ˆ Qdt
= l´ ım
±!0
Z 1¡±
±
t
ˆ P(1 ¡ t)
ˆ Qdt = l´ ım
±!0
Z 1¡±
±
t
ˆ P(1 ¡ t)
¡ ˆ P(1 ¡ t)
ˆ P+ ˆ Qdt
= l´ ım
±!0
·³
ˆ P + ˆ Q + I
´¡1
t
ˆ P(1 ¡ t)
ˆ Q+I
¸1¡±
±
+l´ ım
±!0
ˆ P
³
ˆ P+ ˆ Q+I
´¡1Z 1¡±
±
h
t
ˆ P¡I(1 ¡ t)
¡ ˆ P+ t
ˆ P(1¡t)
¡( ˆ P+I)
i
(1 ¡ t)
ˆ P+ ˆ Q+Idt
= ˆ P
³
ˆ P + ˆ Q + I
´¡1
l´ ım
±!0
Z 1¡±
±
h
t
ˆ P¡I(1 ¡ t)
ˆ Q+I + t
ˆ P(1 ¡ t)
ˆ Q
i
dt
= ˆ P
³
ˆ P + ˆ Q + I
´¡1
l´ ım
±!0
Z 1¡±
±
t
ˆ P¡I(1 ¡ t)
ˆ Qdt
= ˆ P
³
ˆ P + ˆ Q + I
´¡1
B( ˆ P; ˆ Q + I)
luego hemos concluido que
B( ˆ P + I; ˆ Q + I) = ˆ P
³
ˆ P + ˆ Q + I
´¡1
B( ˆ P; ˆ Q + I)
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aplicando el apartado (i) ya demostrado, y la conmutatividad de las matrices
ˆ P y ˆ Q, deducimos que
B( ˆ P + I; ˆ Q + I) = ˆ P
³
ˆ P + ˆ Q + I
´¡1 ³
ˆ P+ ˆ Q
´¡1
ˆ QB( ˆ P; ˆ Q)
= ˆ P ˆ Q
³
ˆ P + ˆ Q + I
´¡1 ³
ˆ P + ˆ Q
´¡1
B( ˆ P; ˆ Q)
por lo tanto (2.29) es cierta para n = 1.
Supongamos por hip￿tesis de inducci￿n que (2.29) es vÆlida para un cierto
n, esto es,
B( ˆ P + nI; ˆ Q + nI) = ( ˆ P)n ( ˆ Q)n ( ˆ P + ˆ Q)
¡1
2n B( ˆ P; ˆ Q)
y veamos que tambiØn se cumple para n + 1, es decir
B( ˆ P+(n+1)I; ˆ Q+(n+1)I) = ( ˆ P)n+1 ( ˆ Q)n+1 ( ˆ P + ˆ Q)
¡1
2n+2 B( ˆ P; ˆ Q)
En efecto, usando que ˆ P ˆ Q = ˆ Q ˆ P,
( ˆ P)n+1 ( ˆ Q)n+1 ( ˆ P + ˆ Q)
¡1
2n+2 B( ˆ P; ˆ Q)
= ˆ P( ˆ P+I)n ˆ Q( ˆ Q+I)n ( ˆ P+ ˆ Q)¡1 ( ˆ P+ ˆ Q+I)¡1 ( ˆ P+ ˆ Q+2I)
¡1
2n B( ˆ P; ˆ Q)
= ˆ P ˆ Q( ˆ P+ ˆ Q)¡1 ( ˆ P+ ˆ Q+I)¡1 B( ˆ P; ˆ Q)( ˆ P+I)n ( ˆ Q+I)n ( ˆ P+ ˆ Q+2I)
¡1
2n
= B( ˆ P + I; ˆ Q + I)( ˆ P + I)n ( ˆ Q + I)n ( ˆ P + ˆ Q + 2I)
¡1
2n =
aplicando la hip￿tesis de inducci￿n continuamos con la œltima igualdad
= B( ˆ P + (n + 1)I; ˆ Q + (n + 1)I)
como quer￿amos demostrar.
Con objeto de dar validez a la f￿rmula que relaciona las funciones Beta
y Gamma matriciales probada en el teorema 2.2.2 anterior, pero ahora a
partir de hip￿tesis distintas, y en un recinto mÆs amplio, introducimos a
continuaci￿n la siguiente
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De￿nici￿n 2.2.1 Dadas las matrices P, Q 2 Cr£r, de manera que P y Q
conmutan, y P + nI, Q + nI y P + Q + nI son invertibles para todo entero
no negativo n, de￿nimos
B(P;Q) = (P)
¡1
n0 (Q)
¡1
n0 (P + Q)2n0 B (P + n0I;Q + n0I)
siendo n0 = [j¿0j]+1, donde j¢j denota el valor absoluto, [¢] la parte entera y
¿0 = m´ ınf¿1;¿2;¿3g con
¿1 = m´ ınfRe(z) : z 2 ¾(P)g
¿2 = m´ ınfRe(w) : w 2 ¾(Q)g
¿3 = m´ ınfRe(s) : s 2 ¾(P + Q)g
Nota 2. Observamos que usando el lema 2.2.3 anterior, obtenemos que esta
de￿nici￿n es buena, ya que, coincide con la que ten￿amos hasta ahora.
Con todo ello estamos ya preparados para demostrar el siguiente
Teorema 2.2.3 Sean P, Q matrices en Cr£r veri￿cando PQ = QP y de
modo que
¾(P); ¾(Q); ¾(P + Q) ½ C ¡ f¡n; n ¸ 0g (2.32)
entonces
B(P;Q) = Γ(P)Γ(Q)Γ
¡1(P + Q)
Demostraci￿n. En primer lugar demostraremos el resultado para el caso
particular en que
Re(z) > 0 8z 2 ¾(P)
Re(w) > 0 8w 2 ¾(Q)
Re(s) > 0 8s 2 ¾(P + Q)
9
> > > > =
> > > > ;
(2.33)
y luego abordaremos el caso general.
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Bajo la hip￿tesis (2.33) se tiene
Γ(P)Γ(Q) =
µZ 1
0
e
¡u u
P¡I du
¶µZ 1
0
e
¡v v
Q¡I dv
¶
=
Z 1
0
Z 1
0
¡
e
¡u u
P¡I e
¡v v
Q¡I dudv
¢
=
efectuando el cambio de variable
x =
u
u + v
! u = xy
y = u + v ! v = y (1 ¡ x)
y como el jacobiano J(x;y) de esta transformaci￿n es
J(x;y) =
¯
¯
¯
¯
y x
¡y 1 ¡ x
¯
¯
¯
¯ = y
se tiene continuando con la œltima igualdad
=
Z 1
0
Z 1
0
e
¡xy (xy)
P¡I e
¡y (1¡x) [y (1 ¡ x)]
Q¡I y dxdy =
por la conmutatividad de P y Q
=
Z 1
0
Z 1
0
e
¡y y
P+Q¡I x
P¡I (1 ¡ x)
Q¡I dxdy
=
µZ 1
0
e
¡y y
P+Q¡I dy
¶µZ 1
0
x
P¡I (1 ¡ x)
Q¡I dx
¶
= Γ(P + Q)B(P;Q)
Es interesante seæalar hemos utilizado la representaci￿n integral deΓ(P +Q)
gracias a la hip￿tesis (2.33), Re(s) > 0 8s 2 ¾(P + Q).
En consecuencia, hemos deducido que
Γ(P)Γ(Q) = Γ(P + Q)B(P;Q)
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luego
B(P;Q) = Γ
¡1(P + Q)Γ(P)Γ(Q) = Γ(P)Γ(Q)Γ
¡1(P + Q)
tal y como quer￿amos demostrar.
Analizamos ahora el caso general, esto es, supongamosP, Q matrices en
Cr£r que conmutan y cumplen (2.32).
Sean
¿1 = m´ ınfRe(z) : z 2 ¾(P)g
¿2 = m´ ınfRe(w) : w 2 ¾(Q)g
¿3 = m´ ınfRe(s) : s 2 ¾(P + Q)g
y llamemos
¿0 = m´ ınf¿1;¿2;¿3g
entonces tomando n0 = [j¿0j] + 1, siendo [¢] y j¢j la parte entera y el valor
absoluto respectivamente, es claro que
Re(z) > 0 8z 2 ¾(P + n0I); ¾(Q + n0I); ¾(P + Q + n0I)
ya que, ¾(A + nI) = ¾(A) + n; A 2 Cr£r.
Por otra parte, como trabajamos bajo la hip￿tesis (2.32) sabemos que
Γ(P) = Γ(P + n0I)(P + (n0 ¡ 1)I)
¡1 :::(P + I)¡1P ¡1
Γ(Q) = Γ(Q + n0I)(Q + (n0 ¡ 1)I)¡1 :::(Q + I)¡1Q¡1
Γ(P+Q)=Γ(P+Q+2n0I)(P+Q+(2n0¡1)I)¡1 :::(P+Q+I)¡1(P+Q)¡1
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en consecuencia usando PQ = QP
Γ(P)Γ(Q)Γ¡1(P + Q) = Γ(P + n0I)Γ(Q + n0I)Γ¡1(P + Q + 2n0I)¢
¢(P + (n0 ¡ 1)I)¡1 :::(P + I)¡1P ¡1(Q + (n0 ¡ 1)I):::(Q + I)¡1Q¡1¢
¢(P + Q + (2n0 ¡ 1)I):::(P + Q + I)(P + Q)
= Γ(P + n0I)Γ(Q + n0I)Γ¡1(P + Q + 2n0I)(P)¡1
n0 (Q)¡1
n0 (P + Q)2n0
= B(P + n0I;Q + n0I)(P)¡1
n0 (Q)¡1
n0 (P + Q)2n0 = B(P;Q)
por lo tanto hemos deducido
B(P;Q) = Γ(P)Γ(Q)Γ
¡1(P + Q)
siendo P y Q matrices que conmutan y cumplen (2.32), con lo que el resultado
queda probado.
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SOBRE LA FUNCION Y LA
ECUACION DIFERENCIAL
HIPERGEOMETRICA
MATRICIAL
3.1. Introducci￿n
Empezamos este tercer cap￿tulo recordando en primer lugar, que las re-
ferencias bibliogrÆ￿cas [45], [47], [49], [52] se dedican al estudio de las fun-
ciones especiales, de la f￿sica matemÆtica y de los polinomios ortogonales.
As￿mismo, en los trabajos [10], [28], [49] y [16], [32], [36], [33] se muestran
las funciones especiales matriciales en conexi￿n con la Estad￿stica, la F￿sica
Te￿rica, la teor￿a de representaci￿n de grupos y los polinomios ortogonales
matriciales.
El prop￿sito de este cap￿tulo es el estudio de la ecuaci￿n diferencial hiper-
geomØtrica matricial y su conexi￿n con la funci￿n hipergeomØtrica matricial.
La funci￿n hipergeomØtrica matricial es interesante para desarrollar la rela-
ci￿n entre la emergente teor￿a de los polinomios matriciales ortogonales y las
ecuaciones diferenciales matriciales, as￿ como la evaluaci￿n exacta de ciertas
integrales que involucran funciones matriciales en tØrminos de las funciones
matriciales hipergeomØtricas.
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Este cap￿tulo estÆ organizado de la siguiente forma. En el segundo apar-
tado resumimos algunos resultados sobre ecuaciones diferenciales matriciales
bilaterales e introducimos el concepto de conjunto fundamental de soluciones
para una ecuaci￿n diferencial matricial del tipo
X
00 = f1(z)X
0 + f2(z)Xf3(z) + X
0f4(z);
donde fi(z) son funciones con valores matriciales de variable complejaz.
En el tercer apartado se introduce la funci￿n hipergeomØtrica matricial
F(A;B;C;z). Se dan algunas de las propiedades de F(A;B;C;z), tales co-
mo su invertibilidad, cotas de error para su desarrollo en serie truncado, as￿
como cotas para su inversa y para su derivada en tØrminos de los datos.
En el apartado cuarto se aporta la soluci￿n general en forma cerrada de
la ecuaci￿n diferencial hipergeomØtrica matricial
z(1 ¡ z)W
00 ¡ zAW
0 + W
0(C ¡ z(B + I)) ¡ AWB = 0;
donde A, B, C son matrices en Cr£r y z es un nœmero complejo.
En el apartado quinto, aprovechando la representaci￿n l￿mite de la funci￿n
Gamma matricial dada en el segundo cap￿tulo, se demuestra una condici￿n
su￿ciente para garantizar la convergencia de F(A;B;C;z) en la frontera de
su dominio de convergencia.
En la sexta y œltima secci￿n, bajo ciertas hip￿tesis se da una represen-
taci￿n integral de F(A;B;C;z). Para ello utilizaremos la relaci￿n entre las
funciones Beta y Gamma matriciales establecida en el cap￿tulo anterior.
Si P es una matriz en Cp£q, su 2-norma, denotada por kPk, estÆ de￿nida
por [21, p.56]
kPk = sup
x6=0
kPxk2
kxk2
;
donde para un vector y de Cq, kyk2 =
¡
yTy
¢1=2 es la norma eucl￿dea usual
de y.
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Recordemos, pues mÆs adelante nos serÆ œtil, que por el lema de pertur-
baci￿n [15, p.5], si P, Q son matrices en Cr£r siendo Q invertible, y si
kP ¡ Qk <
°
°Q
¡1°
°¡1 ; (3.1)
entonces P es invertible y
°
°P
¡1°
° ·
kQ¡1k
1 ¡ kQ¡1kkP ¡ Qk
(3.2)
°
°P
¡1 ¡ Q
¡1°
° ·
kQ¡1k
2 kP ¡ Qk
1 ¡ kQ¡1kkP ¡ Qk
: (3.3)
3.2. Ecuaciones diferenciales matriciales linea-
les de segundo orden bilaterales
Para mayor claridad en el desarrollo de este segundo apartado, recorda-
mos previamente un resultado cuya demostraci￿n puede encontrarse en el
texto [14, cap￿tulo X].
Teorema 3.2.1 ([14, p.287]). Sea B(z0;r) un disco abierto en el plano com-
plejo de radio r centrado en el punto z0. Sea E el espacio de Banach de todas
las matrices de Cr£r dotado con la 2-norma. Sea f : B(z0;r) £ E ! E una
funci￿n continua, tal que
kf(z;X1) ¡ f(z;X2)k · K (jz ¡ z0j)kX1 ¡ X2k; (3.4)
donde z 2 B(z0;r) ; Xi var￿a en E para i = 1;2 y » ! K(») es una funci￿n
continua a valores reales de￿nida sobre el intervalo[0;r]. Entonces para cada
X0 en E, existe una y s￿lo una soluci￿n U de
X
0 = f(z;X); (3.5)
de￿nida en B(z0;r), tal que U(z0) = X0.
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En particular, si consideramos una ecuaci￿n diferencial matricial lineal
bilateral de la forma
X
0 = A1(z)X + X B1(z) + A2(z)X B2(z) + A3(z)X B3(z) + C(z); (3.6)
donde Ai, Bi para i = 1;2;3, y C son funciones continuas de B(z0;r) en E,
entonces la ecuaci￿n (3.6) es del tipo (3.5), donde
f(z;X) = A1(z)X + X B1(z) + A2(z)X B2(z) + A3(z)X B3(z) + C(z);
y f satisface una condici￿n de Lipschitz del tipo (3.4). Por elteorema 3.2.1
anterior, para cada X0 en E, existe œnica soluci￿n U de (3.6), para z en
B(z0;r) de manera que U(z0) = X0.
La siguiente de￿nici￿n es una extensi￿n del concepto de conjunto funda-
mental de soluciones introducido en [29] para un caso particular.
De￿nici￿n 3.2.1 . Sean fj : B(z0;r) ! E funciones continuas y acotadas
en B(z0;r) para 1 · j · 4, y sean U1, U2 dos soluciones de la ecuaci￿n
diferencial de segundo orden
X
00 = f1(z)X
0 + f2(z)X f3(z) + X
0 f4(z): (3.7)
Decimos que fU1;U2g es un conjunto fundamental de soluciones de (3.7) en
B(z0;r), si cualquier soluci￿n U de (3.7) admite una œnica representaci￿n
de la forma
U(z) = U1(z)P + U2(z)Q; z 2 B(z0;r); (3.8)
donde P, Q son matrices en Cr£r, œnicamente determinadas por U.
Teorema 3.2.2 . Si fU1;U2g es una pareja de soluciones de la ecuaci￿n
(3.7) en B(z0;r) de manera que la C2r£2r matriz
W(U1;U2;z0) =
·
U1(z0) U2(z0)
U0
1(z0) U0
2(z0)
¸
es invertible; (3.9)
entonces fU1;U2g es un conjunto fundamental de soluciones de (3.7) en
B(z0;r).
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Demostraci￿n. Observemos que para cualquier pareja de matricesP, Q en
Cr£r, la funci￿n V (z) = U1(z)P + U2(z)Q es una soluci￿n de (3.7). Dada
una soluci￿n U de (3.7) con condiciones iniciales C0 = U(z0), C1 = U0(z0),
sean P0, Q0 las matrices de￿nidas por
·
P0
Q0
¸
= [W(U1;U2;z0)]
¡1
·
C0
C1
¸
: (3.10)
Entonces V (z) = U1(z)P0+U2(z)Q0 es una soluci￿n de (3.7) en B(z0;r),
satisfaciendo las mismas condiciones iniciales queU ya que,
V
0(z) = U
0
1(z)P0 + U
0
2(z)Q0;
·
V (z0)
V 0(z0)
¸
=
·
U1(z0) U2(z0)
U0
1(z0) U0
2(z0)
¸·
P0
Q0
¸
= W(U1;U2;z0)[W(U1;U2;z0)]
¡1
·
C0
C1
¸
:
·
V (z0)
V 0(z0)
¸
=
·
C0
C1
¸
=
·
U(z0)
U0(z0)
¸
: (3.11)
Ahora probamos que un problema de valor inicial para la ecuaci￿n (3.7)
admite una œnica soluci￿n. En efecto, notemos que considerando el cambio
de variable Y = [X X0]
T, la ecuaci￿n (3.7) es equivalente a la ecuaci￿n dife-
rencial matricial de primer orden
Y
0=
·
0 I
0 0
¸
Y+
·
0 0
0 f1(z)
¸
Y+
·
0 0
0 I
¸
Y f4(z)+
·
0 0
f2(z) 0
¸
Y f3(z): (3.12)
Por el teorema 3.2.1 anterior, un problema de valor inicial del tipo (3.12)
admite una œnica soluci￿n. Como la relaci￿n entre las soluciones de (3.7) y
(3.12) estÆ dada por
X = [I 0]Y; (3.13)
entonces un problema de valor inicial del tipo (3.7) admite una œnica so-
luci￿n. Por (3.11) V (z) = U1(z)P0 + U2(z)Q0 satisface la misma condici￿n
inicial que U(z). Por la unicidad V (z) = U(z) para todo z en B(z0;r). Por
tanto el resultado queda demostrado.
Ejemplo 1. Sea z0 un nœmero complejo tal que 0 < jz0j < 1 y sean A,
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B, C matrices complejas en Cr£r. Sea 0 < ±0 < jz0j < 1¡±1, con 0 < ±1 < 1
y r = m´ ın(±0;±1). Entonces en B(z0;r) la ecuaci￿n
W
00 =
A
1 ¡ z
W
0 +
A
z(1 ¡ z)
WB ¡ W
0
·
C ¡ z(B + I)
z(1 ¡ z)
¸
; (3.14)
es del tipo (3.7) con:
f1(z)=
A
1 ¡ z
; f2(z)=
A
z(1 ¡ z)
; f3(z)=B; f4(z)=
¡C + z(B + I)
z(1 ¡ z)
: (3.15)
3.3. La funci￿n hipergeomØtrica matricial
Empezamos este apartado, con la de￿nici￿n de la funci￿n hipergeomØtri-
ca matricial.
De￿nici￿n 3.3.1 . Sean A, B, C matrices en Cr£r donde
C + nI es invertible para todo entero n ¸ 0; (3.16)
entonces denotamos por F(A;B;C;z) la funci￿n hipergeometrica matricial,
de￿nida por
F(A;B;C;z) =
X
n¸0
1
n!
(A)n (B)n [(C)n]
¡1 z
n: (3.17)
donde la notaci￿n (¢), estÆ de￿nida en (2.5) del cap￿tulo 2.
A continuaci￿n, probaremos que la serie de potencias matricial (3.17)
converge para todo z tal que jzj < 1. Notar que si n es un entero positivo
su￿cientemente grande, de modo que, n > kCk, entonces por el lema de
perturbaci￿n, ver (3.2), podemos escribir
°
°
°
°
°
µ
C
n
+ I
¶¡1°
°
°
°
°
·
1
1 ¡
kCk
n
=
n
n ¡ kCk
;
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y por tanto
°
°(C + nI)
¡1°
°=
°
°
°
°
°
1
n
µ
C
n
+ I
¶¡1°
°
°
°
°
=
1
n
°
°
°
°
°
µ
C
n
+ I
¶¡1°
°
°
°
°
·
1
n ¡ kCk
; n>kCk:
(3.18)
En lo que sigue denotaremos
Υ(n) =
°
°C
¡1°
°
°
°(C + I)
¡1°
°:::
°
°(C + (n ¡ 1)I)
¡1°
°; n ¸ 0; (3.19)
y es conveniente observar, para las pr￿ximas acotaciones que
k(A)nk · (kAk)n ; k(B)nk · (kBk)n (3.20)
Por (3.19), (3.20), se tiene
°
°
°
°
°
(A)n(B)n [(C)n]
¡1
n!
z
n
°
°
°
°
°
·
k(A)nkk(B)nkΥ(n)
n!
jzj
n·
(kAk)n(kBk)nΥ(n)
n!
jzj
n :
Ahora probamos que
X
n¸0
(kAk)n (kBk)n Υ(n)
n!
z
n; (3.21)
converge para jzj < 1 usando el criterio del cociente. En efecto por (3.18) se
sigue que para n > kCk
l´ ım
n!1
(kAk)n+1 (kBk)n+1 Υ(n + 1)jzj
n+1
(kAk)n (kBk)n Υ(n)jzj
n (n + 1)
= l´ ım
n!1
(kAk + n)(kBk + n)
°
°(C + nI)
¡1°
°
n + 1
jzj
· l´ ım
n!1
(kAk + n)(kBk + n)
(n + 1)(n ¡ kCk)
jzj = jzj:
Luego la serie de potencias (3.17) es absolutamente convergente para
jzj < 1.
Ahora estamos interesados en la determinaci￿n de un dominio en el que
U1(z) = F(A;B;C;z) sea invertible. Sea 0 < ° < 1 y notemos que
l´ ım
n!1
(kAk + n)(kBk + n)
(n + 1)(n ¡ kCk)
= 1:
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Tomemos n0 ¸ m´ ax(1;kCk) un entero positivo de manera que veri￿que
la siguiente desigualdad
(kAk + n)(kBk + n)
(n + 1)(n ¡ kCk)
< 1 + °; n ¸ n0; (3.22)
Consideremos ahora los nœmeros reales positivosΛ y L, de￿nidos respec-
tivamente como
Λ =
n0¡1 X
n=1
(kAk)n (kBk)n Υ(n)
n!
; L =
(kAk)n0 (kBk)n0 Υ(n0)
n0!
; (3.23)
donde Υ(n) estÆ de￿nido por (3.19). Observemos que como la funci￿n real
de variable real
f(x) = Λx + L
x
1 ¡ x
; 0 · x < 1; (3.24)
es creciente,
f(0) = 0 y l´ ım
x!1¡ f(x) = +1;
existe un œnico valor ½0 tal que 0 < ½0 < 1, de forma que
f(½0) = 1 ¡ °: (3.25)
Tomamos ½1 con 0 < ½1 < ½0, de manera que (1 + °)½1 < ½0. Por (3.22)
podemos escribir para n ¸ n0,
1
(n + 1)!
(kAk)n+1(kBk)n+1Υ(n + 1)
1
n!
(kAk)n(kBk)nΥ(n)
·
(kAk+n)(kBk+n)
(n + 1)(n¡kCk)
·1+°; (3.26)
y en consecuencia por la elecci￿n de ½1, de las desigualdades anteriores se
deduce
1
(n+1)!
(kAk)n+1 (kBk)n+1 Υ(n+1)½1 · ½0
1
n!
(kAk)n (kBk)n Υ(n); n ¸ n0:
Luego podemos deducir la siguiente acotaci￿n
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kU1(½1) ¡ U1(0)k = kU1(½1) ¡ Ik
·
X
n¸1
1
n!
(kAk)n (kBk)n Υ(n)½
n
1
·
(
n0¡1 X
n=1
1
n!
(kAk)n (kBk)n Υ(n)
)
½1
+
X
n¸n0
1
n!
(kAk)n (kBk)n Υ(n)½
n
1
· Λ½0 +
X
n¸n0
1
n!
(kAk)n (kBk)n Υ(n)½
n
1:
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(3.27)
donde la œltima serie cumple
X
n¸n0
1
n!
(kAk)n (kBk)n Υ(n)½
n
1
·
·
1
n0!
(kAk)n0 (kBk)n0 Υ(n0)
¸ X
n¸n0
½
n
0
=
1
n0!
(kAk)n0 (kBk)n0 Υ(n0)
½
n0
0
1 ¡ ½0
<L
½0
1 ¡ ½0
:
3
7
7
7
7
7
7
7
7
7
7
7
5
(3.28)
y por (3.27), (3.28) se deduce
kU1(½1) ¡ Ik · Λ½0 + L
½0
1 ¡ ½0
= f(½0) = 1 ¡ °:
En consecuencia kU1(½) ¡ Ik < 1 ¡ °, para 0 · ½ · ½1 y por el lema de
perturbaci￿n, se tiene que
U1(z)=F(A;B;C;z) es invertible y kU1(z)¡Ik<1¡° para jzj·½1: (3.29)
Por (3.2) y (3.29),
°
°(U1(z))
¡1 ¡ I
°
° ·
kU1(z) ¡ Ik
1 ¡ kU1(z) ¡ Ik
<
1 ¡ °
°
; jzj · ½1:
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y
°
°(U1(z))
¡1°
° · 1 +
1 ¡ °
°
=
1
°
; jzj · ½1:
AdemÆs, por (3.28) para n ¸ n0 y jzj · ½1 se deduce que
°
°
°
°
°
U1(z) ¡
n¡1 X
j=1
1
j!
(A)j (B)j
h
(C)j
i¡1
z
j
°
°
°
°
°
·
X
m¸n
1
m!
(kAk)m (kBk)m Υ(m)½
m
1
· L
X
m¸n
½
m
0 = L
½n
0
1 ¡ ½0
:
3
7
7
7
7
7
7
7
7
7
7
7
7
5
(3.30)
Luego, dado " > 0, tomando n ¸ n0 de modo que
½
n
0 <
"(1 ¡ ½0)
L
;
o equivalentemente
n ¸ m´ ax
8
> > <
> > :
ln
·
"(1 ¡ ½0)
L
¸
ln(½0)
; n0
9
> > =
> > ;
= n"; (3.31)
si denotamos por
Fn (A;B;C;z) =
n X
j=0
(A)j (B)j
h
(C)j
i¡1
zj
j!
; (3.32)
el truncamiento de orden n de la funci￿n matricial F(A;B;C;z), se deduce
que cumple
kU1(z) ¡ Fn¡1 (A;B;C;z)k · "; jzj · ½1; n ¸ n":
As￿ pues, y resumiendo los razonamientos anteriores, el siguiente resultado
queda demostrado:
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Teorema 3.3.1 . Sean 0 < ° < 1 y " > 0. Sean n0 y n" enteros posi-
tivos satisfaciendo (3.22) y (3.31) respectivamente. Sea ½0 la soluci￿n de
la ecuaci￿n (3.25) donde f estÆ de￿nida por (3.24). Sea ½1 de manera que
½1 < (1+°)¡1½0, U1(z) = F(A;B;C;z) y Fn(A;B;C;z) de￿nida por (3.32).
Entonces
(i) U1(z) es invertible y
°
°(U1(z))
¡1°
° · °¡1 para jzj · ½1.
(ii) kU1(z) ¡ Fn(A;B;C;z)k < ", jzj · ½1; n ¸ n".
Consideremos ahora las cotas para la funci￿n matricialU0
1(z) en el recinto
jzj · ½1 donde ½1 estÆ dado por el teorema 3.3.1 anterior.
Notemos que para jzj · ½1 se tiene
kU
0
1(z)k ·
X
n¸1
(kAk)n (kBk)n Υ(n)
(n ¡ 1)!
½
n¡1
1 :
Dada ° con 0 < ° < 1, sea n1 ¸ n0 tal que
(kAk + n)(kBk + n)
n(n ¡ kCk)
< 1 + °; n ¸ n1 > m´ ax(1;kCk); (3.33)
Sea ½2 tal que (1 + °)½2 < ½1 y
Λ1 =
n1¡1 X
n=1
(kAk)n (kBk)n Υ(n)
(n ¡ 1)!
; L1 =
(kAk)n1 (kBk)n1 Υ(n1)
(n1 ¡ 1)!
; (3.34)
donde Υ(n) estÆ de￿nida por (3.19). Observemos que parajzj · ½2 podemos
escribir
kU
0
1(z)k·
n1¡1 X
n=1
(kAk)n (kBk)n Υ(n)
(n ¡ 1)!
½
n¡1
2 +
X
n¸n1
(kAk)n (kBk)n Υ(n)
(n ¡ 1)!
½
n¡1
2 ; (3.35)
y por (3.33)
1
n!
(kAk)n+1 (kBk)n+1Υ(n+1)<(1 + °)
1
(n¡1)!
(kAk)n(kBk)nΥ(n); n¸n1;
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se deduce
X
n¸n1
(kAk)n (kBk)n Υ(n)
(n ¡ 1)!
½
n¡1
2
·
(kAk)n1 (kBk)n1 Υ(n1)
(n1 ¡ 1)!
X
n¸n1
[½2(1 + °)]
n¡1
· L1
X
n¸n1
½
n¡1
1 =
L1½
n1¡1
1
1 ¡ ½1
·
L1
1 ¡ ½1
3
7
7
7
7
7
7
7
7
7
7
7
7
5
(3.36)
Si Fn(A;B;C;z) estÆ de￿nida por (3.32), usando (3.34)-(3.36) se tienen
las siguientes acotaciones
kU0
1(z) ¡ F 0
n(A;B;C;z)k ·
L1
1 ¡ ½1
½
n1¡1
1 ; n ¸ n1; jzj · ½2;
kU0
1(z)k · Λ1 +
L1
1 ¡ ½1
; jzj · ½2:
3
7
7
7
5
(3.37)
Resumiendo, el siguiente resultado que nos proporciona cotas paraU0
1(z)
y para su truncamiento de orden n, queda probado:
Corolario 3.3.1 . Con la notaci￿n del teorema 3.3.1 anterior, sea ½2 > 0
elegido de manera que ½2(1+°) < ½1. Sea n1 un entero positivo satisfaciendo
(3.33) y
n
0
" = 1 + m´ ax
8
> > <
> > :
ln
µ
"(1 ¡ ½1)
L1
¶
ln(½1)
; n1
9
> > =
> > ;
; (3.38)
donde Λ1 y L1 estÆn de￿nidas por (3.34). Entonces
(i) kU0
1(z)k · Λ1 + (1 ¡ ½1)
¡1 L1; jzj · ½2 .
(ii) kU0
1(z) ¡ F 0
n(A;B;C;z)k · "; jzj · ½2; n ¸ n0
"
Los resultados establecidos en este apartado los utilizaremos pr￿xima-
mente para determinar la soluci￿n general de la ecuaci￿n diferencial hiper-
geomØtrica matricial.
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3.4. La ecuaci￿n diferencial hipergeomØtrica ma-
tricial
Consideremos la ecuaci￿n diferencial matricial hipergeomØtrica
z(1 ¡ z)W
00¡zAW
0+W
0(C¡z(B+I)) ¡ AWB=0; 0 < jzj < 1; (3.39)
donde
CB = BC: (3.40)
y C satiface (3.16). Notar que la ecuaci￿n (3.39) puede escribirse en la forma
(3.14). Buscamos una soluci￿n W de (3.39) de la forma
W(z) =
X
n¸0
Wnz
n; jzj < 1: (3.41)
Tomando derivadas formales en (3.41) y sustituyendo en (3.39) se tiene
W
0(z) =
X
n¸1
nWnz
n¡1; W
00(z) =
X
n¸2
n(n ¡ 1)Wnz
n¡2;
X
n¸2
n(n ¡ 1)Wnz
n¡1 ¡
X
n¸2
n(n ¡ 1)Wnz
n ¡
X
n¸1
nAWnz
n ¡
X
n¸1
nWnBz
n
+
X
n¸1
nWnCz
n¡1 ¡
X
n¸1
nWnz
n ¡
X
n¸0
AWnBz
n = 0;
(W1C ¡ AW0B) + (2W2 ¡ AW1 ¡ W1B ¡ W1 + 2W2C ¡ AW1B)z
+
X
n¸2
fn(n+1)Wn+1¡n(n¡1)Wn¡nAWn¡nWnB¡nWn+(n+1)Wn+1C¡AWnBgz
n=0
Igualando a cero los coe￿cientes de cada potencia dezn se tiene que
W1C ¡ AW0B = 0;
2W2 ¡ AW1 ¡ W1B ¡ W1 + 2W2C ¡ AW1B = 0;
n(n + 1)Wn+1 ¡ n(n ¡ 1)Wn ¡ nAWn
¡nWnB ¡ nWn + (n + 1)Wn+1C ¡ AWnB = 0
3
7
7
7
7
7
7
7
7
5
(3.42)
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Luego
W1 = AW0 B C
¡1; (3.43)
Wn+1 =
1
(n + 1)
(A + nI)Wn (B + nI)(nI + C)
¡1 ; n ¸ 0 (3.44)
Observar que por (3.44) y (3.40), tomando W0 = I se deduce que
Wn+1=
1
(n + 1)!
A(A+I):::(A+nI)B(B+I):::(B+nI)(C+nI)
¡1:::(C+I)
¡1C
¡1
Wn+1 =
1
(n + 1)!
(A)n+1(B)n+1
£
(C)n+1
¤¡1 : (3.45)
Luego existe una soluci￿nW1 de (3.39) la cual estÆ bien de￿nida enjzj < 1
satisfaciendo W1(0) = I, dada por
W1(z) = F(A;B;C;z): (3.46)
Ahora buscaremos una segunda soluci￿n W2 de la ecuaci￿n (3.39), bajo
las hip￿tesis: C + nI invertible para todo entero n · ¡2, (3.40) junto con
AC = CA: (3.47)
Sea D0 el plano complejo cortado a lo largo del eje real negativo, y deno-
temos por z
I¡C = exp((I ¡ C)logz) donde log representa la determinaci￿n
principal del logaritmo, [56, p.72]. Buscamos una soluci￿n de la forma
W2(z) = V (z)z
I¡C; jzj < 1; z 2 D0; (3.48)
donde V es una funci￿n por determinar. Tomando derivadas deW2 se tiene
W
0
2(z) = V
0(z)z
I¡C + V (z)z
¡C(I ¡ C);
W
00
2 (z) = V
00(z)z
I¡C + 2V
0(z)z
¡C(I ¡ C) ¡ V (z)z
¡C¡IC(I ¡ C):
Sustituyendo estas expresiones en (3.39), y denotando V (z) = V , se de-
duce
z(1 ¡ z)V 00 + f2V 0 ¡ V 0C ¡ 3zV 0 + 2zV 0C ¡ AzV 0 ¡ zV 0Bg
+fV C¡V C2¡AV +AV C¡V B¡V +V CB+V C¡AV Bg=0
3
5 (3.49)
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Supongamos por un momento que
V (z)C = C V (z); V
0(z)C = C V
0(z); (3.50)
entonces (3.49) es equivalente a
z(1¡z)V
00 ¡z(A+I¡C)V
0+V
0[(2I¡C)¡z(B+2I¡C)]¡(A+I ¡C)V(B+I ¡C)=0: (3.51)
Observar que la ecuaci￿n (3.51) es una ecuaci￿n diferencial hipergeomØ-
trica matricial del tipo (3.39) con parÆmetros
A
0 = A + I ¡ C; B
0 = B + I ¡ C; C
0 = 2I ¡ C: (3.52)
Como probamos anteriormente
V (z) = F(A + I ¡ C;B + I ¡ C;2I ¡ C;z); jzj < 1; (3.53)
es una soluci￿n de (3.51) porque CB = BC. AdemÆs, notemos que bajo las
hip￿tesis (3.40) y (3.47), efectivamente F(A + I ¡ C;B + I ¡ C;2I ¡ C;z)
y su derivada conmutan con C pues los coe￿cientes matriciales de la funci￿n
F(A + I ¡ C;B + I ¡ C;2I ¡ C;z) son
1
n!
(A + I ¡ C)n (B + I ¡ C)n [(2I ¡ C)n]
¡1 ; n ¸ 0:
Por tanto
W2(z) = F(A + I ¡ C;B + I ¡ C;2I ¡ C;z)z
I¡C; (3.54)
es ademÆs una soluci￿n de (3.39) para z 2 D0, jzj < 1.
En lo que sigue, construimos una soluci￿n general en forma cerrada de
la ecuaci￿n diferencial matricial hipergeomØtrica (3.39) bajo las hip￿tesis:
C + nI invertible para todo entero n, (3.40) y (3.47). Notar que
W1(z)=U1(z); W2(z)=U2zI¡C; 0< jzj< 1; z 2 D0
U1(z)=F(A;B;C;z); U2(z)=F(A + I¡C;B+I¡C;2I¡C;z)
3
5(3.55)
son soluciones de (3.39). Por el teorema 3.2.2 anterior, la pareja fW1;W2g es
un conjunto fundamental de soluciones de (3.39) en el dominio
Ω(±) = fz 2 D0; 0 < jzj < ±g ; ± < 1
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si la matriz bloque
S(z) =
·
W1(z) W2(z)
W 0
1(z) W 0
2(z)
¸
; (3.56)
es invertible en Ω(±). Por las propiedades del complemento de Schur de una
matriz, ver [6], la matriz S(z) dada por (3.56) es invertible si y s￿lo si
M(z) = W
0
2(z) ¡ W
0
1(z)[W1(z)]
¡1 W2(z) es invertible:
Notar que
M(z) = U
0
2(z)z
I¡C + U2(z)z
¡C(I ¡ C) ¡ U
0
1(z)[U1(z)]
¡1 U2(z)z
I¡C;
M(z) =
©
U
0
2(z)z + U2(z)(I ¡ C) ¡ U
0
1(z)[U1(z)]
¡1 U2(z)z
ª
z
¡C: (3.57)
Por (3.57), notemos que M(z) es invertible si y s￿lo si
N(z)=z
£
U
0
2(z)¡U
0
1(z)[U1(z)]
¡1U2(z)
¤
+U2(z)(I¡C) es invertible: (3.58)
Por las demostraciones del teorema 3.3.1 y del corolario 3.3.1 de este
cap￿tulo, sabemos que si 0 < ° < 1, y n2 es un entero positivo tal que
(kA+I¡Ck+n)(kB+I¡Ck+n)
(n + 1)(n ¡ k2I ¡ Ck)
<1+°; n¸n2¸m´ ax(1;k2I¡Ck); (3.59)
denotando
L2 =
(kA + I ¡ Ck)n2 (kB + I ¡ Ck)n2 Φ(n2)
n2!
;
Λ2 =
n2¡1 X
n=1
(kA + I ¡ Ck)n (kB + I ¡ Ck)n Φ(n)
n!
:
3
7
7
7
7
7
5
(3.60)
donde
Φ(n)=
°
°(2I¡C)
¡1°
°
°
°(3I¡C)
¡1°
°:::
°
°(¡C+(n + 1)I)
¡1°
°; n ¸ 0; (3.61)
y ½3 es la soluci￿n de
h1 (½3) = 1 ¡ °; (3.62)
con
h1(x) = Λ2 x + L2
x
1 ¡ x
; 0 · x < 1 (3.63)
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Si (1 + °)½4 < ½3 entonces U2(z) = F(A + I ¡ C;B + I ¡ C;2I ¡ C;z)
satisface
kU2(z)¡Ik<1 ¡° y
°
°(U2(z))
¡1°
°·°
¡1; jzj·½4:
AdemÆs, si n3 ¸ n2 se elige de modo que
(kA+I¡Ck+n)(kB+I¡Ck+ n)
n(n ¡ k2I ¡ Ck)
< 1+°; n¸n3>m´ ax(1;k2I¡Ck); (3.64)
Λ3 =
n3¡1 X
n=1
(kA + I ¡ Ck)n (kB + I ¡ Ck)n Φ(n)
(n ¡ 1)!
;
L3 =
(kA + I + Ck)n3 (kB + I ¡ Ck)n3 Φ(n3)
(n3 ¡ 1)!
;
3
7
7
7
7
7
5
(3.65)
por los comentarios previos y la prueba del corolario 3.3.1 anterior se tiene
kU2(z) ¡ Ik < 1 ¡ °;
°
°(U2(z))
¡1°
° · °¡1 y
kU0
2(z)k · Λ3 +
L3
1 ¡ ½3
; jzj · ½4:
3
7
7
5 (3.66)
Luego, acabamos de establecer el siguiente resultado:
Corolario 3.4.1 . Sean A, B, C matrices en Cr£r satisfaciendo: C +nI es
invertible para todo entero n, excepto posiblemente el 1, (3.40) y (3.47), y
sea U2(z) = F(A + I ¡ C;B + I ¡ C;2I ¡ C;z). Sea 0 < ° < 1 y sean n2
y n3 enteros positivos veri￿cando (3.59) y (3.64) respectivamente. SiL2, L3,
Λ2 y Λ3 estÆn de￿nidas por (3.60), (3.65), ½3 es la soluci￿n de la ecuaci￿n
(3.62), y ½4 elegido de modo que (1 + °)½4 < ½3, entonces (3.66) se cumple.
Supongamos ahora que C + nI es invertible para todo entero n. Notar que
N(z) dada por (3.58) estÆ bien de￿nida en el disco jzj · ½1 donde U1(z) =
F(A;B;C;z) es invertible. AdemÆs, observar queN(0) = I¡C es invertible.
Por el lema de perturbaci￿n, N(z) es invertible en el dominio jzj < r · ½1
donde se veri￿que
kN(z) ¡ (I ¡ C)k <
°
°(I ¡ C)
¡1°
°
¡1
: (3.67)
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Escribamos para jzj · ½1,
N(z) ¡ N(0) = N(z) ¡ (I ¡ C)
= z
£
U0
2(z) ¡ U0
1(z)[U1(z)]
¡1 U2(z)
¤
+ (U2(z) ¡ I)(I ¡ C);
3
5 (3.68)
Notar que dado 0 < " < 1, tomando ° = 1 ¡ " en la prueba del corolario
3.4.1 de este cap￿tulo, considerando n4 ¸ m´ ax(1;k2I ¡ Ck) tal que
(kA + I ¡ Ck + n)(kB + I ¡ Ck + n)
n(n ¡ k2I ¡ Ck)
< 2 ¡ "; n ¸ n4; (3.69)
y tomando
Λ4 =
n4¡1 X
n=1
(kA + I ¡ Ck)n (kB + I ¡ Ck)n Φ(n)
(n ¡ 1)!
;
L4 =
(kA + I ¡ Ck)n4 (kB + I ¡ Ck)n4 Φ(n4)
(n4 ¡ 1)!
:
3
7
7
7
7
7
5
(3.70)
h2(x) = Λ4x + L4
x
1 ¡ x
; 0 · x < 1; (3.71)
si ½5 es la œnica soluci￿n de la ecuaci￿n
h2(½5) = "; (3.72)
tomando ½6 de modo que
(1 + °)½6 = ½6(2 ¡ ") < ½5; (3.73)
entonces
kU2(z) ¡ Ik < "; jzj · ½6: (3.74)
Usando el teorema 3.3.1 de este cap￿tulo, los corolarios 3.3.1, 3.4.1 an-
teriores y por (3.62)-(3.74), tomando jzj < m´ ın(½1;½4;½6) se deduce que
kN(z) ¡ N(0)k · jzj
£
kU0
2(z)k +
°
°(U1(z))
¡1°
°kU0
1(z)kkU2(z)k
¤
+kU2(z) ¡ IkkI ¡ Ck
· jzj
·µ
Λ3 +
L3
1 ¡ ½3
¶
+
µ
1 + "
1 ¡ "
¶µ
Λ1 +
L1
1 ¡ ½1
¶¸
+ "kI ¡ Ck;
3
7
7
7
7
7
7
5
(3.75)
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Luego, tomando
" =
1
2
m´ ın
n°
°(I ¡ C)
¡1°
°
¡1
(kI ¡ Ck)
¡1 ; 1
o
; (3.76)
y jzj < m´ ın(½1;½4;½6;½7) = ½¤, donde
½7=
1
2
½·µ
Λ3 +
L3
1 ¡ ½3
¶
+
µ
1 + "
1 ¡ "
¶µ
Λ1 +
L1
1 ¡ ½1
¶¸
¡°
°(I¡C)
¡1°
°¢
¾¡1
(3.77)
por (3.75) se tiene
kN(z) ¡ N(0)k <
°
°(I ¡ C)
¡1°
°
¡1
; jzj < ½
¤; (3.78)
y por tanto
N(z) es invertible para jzj < m´ ın(½1;½4;½6;½7) = ½
¤: (3.79)
Resumiendo, por los teoremas 3.2.1 y 3.3.1, los corolarios 3.3.1 y 3.4.1
anteriores, y por los comentarios previos, acabamos de demostrar el siguiente
resultado:
Teorema 3.4.1 . Sean A, B, C matrices en Cr£r que veri￿can las propie-
dades: C +nI invertible para todo entero n, (3.40) y (3.47), y sean W1(z) y
W2(z) las de￿nidas por (3.55) para z en D0 con jzj < 1. Entonces existe un
nœmero positivo ½¤ < 1 tal que la soluci￿n general de la ecuaci￿n (3.39) en
Ω(½¤) = fz 2 D0; 0 < jzj < ½¤g estÆ dada por
W(z) = W1(z)P + W2(z)Q; P;Q 2 C
r£r:
AdemÆs, ½¤ puede ser determinado de acuerdo con el siguiente procedi-
miento:
- Sea el nœmero positivo " = 1
2 m´ ın
n
1;
°
°(I ¡ C)
¡1°
°
¡1
kI ¡ Ck
¡1
o
, toma-
mos ° = 1 ¡ ".
- Sea n0 un entero positivo cumpliendo la desigualdad dada en (3.22).
- Sea n1 de￿nido por la inecuaci￿n (3.33) y Λ1, L1 los nœmeros reales posi-
tivos de￿nidos por (3.34).
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- Sea ½0 la soluci￿n de la ecuaci￿n (3.25) donde f estÆ de￿nida por (3.24)
con Λ y L los escalares dados por (3.23). Tomamos ½1 de manera que ½1 <
(1 + °)
¡1 ½0.
- Sea n2 elegido de modo que (3.59) se cumpla y sean Λ2, L2 los de￿nidos
por (3.60). Sea ½3 la soluci￿n de (3.62) con h1 dada por (3.63). Tomamos ½4
con ½4 < (1 + °)¡1½3.
- Sea n3 de￿nido de forma que (3.64) se veri￿que, y sean Λ3, L3 los nœ-
meros reales positivos de￿nidos por (3.65).
- Tomemos n4 de manera que (3.69) se cumpla y sean Λ4, L4 los de￿nidos
por las igualdades (3.70). Si ½5 es la soluci￿n de la ecuaci￿n (3.72) donde
la funci￿n h2 estÆ de￿nida por (3.71), tomemos ½6 de forma que veri￿que la
desigualdad ½6 < (1 + °)¡1½5.
- Sea ½7 de￿nido por la expresi￿n (3.77), entonces basta tomar ½¤ del si-
guiente modo, ½¤ = m´ ınf½1;½4;½6;½7g.
De esta forma queda determinada la soluci￿n general de la ecuaci￿n di-
ferencial hipergeomØtrica matricial en un dominio que ademÆs es posible
calcular en la prÆctica, siguiendo el algoritmo que acabamos de describir.
3.5. Estudio de la funci￿n hipergeomØtrica ma-
tricial en la frontera de su recinto de con-
vergencia
Analizamos en este quinto apartado quØ sucede en la frontera del domi-
nio de convergencia de la funci￿n hipergeomØtrica matricial F(A;B;C;z),
es decir, en la circunferencia de centro 0 y radio 1, jzj = 1. Concretamente,
estableceremos una condici￿n su￿ciente para garantizar que la serie matricial
que de￿ne a F(A;B;C;z) converja en jzj = 1. Esta condici￿n se impondrÆ
sobre las matrices A, B y C.
Con esta ￿nalidad, empezamos dando la siguiente:
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De￿nici￿n 3.5.1 . Dada M 2 Cr£r, y siendo ¾(M) el espectro de M, de-
notaremos por ®(M) y ¯(M) a los nœmeros
®(M) = m´ axfRe(¸) : ¸ 2 ¾(M)g
¯(M) = m´ ınfRe(¸) : ¸ 2 ¾(M)g
3
5 (3.80)
Supongamos que A, B y C son como en (2.8) del cap￿tulo 2, es decir,
cumpliendo
Re(¸) > 0 8 ¸ 2 ¾(A); ¾(B); ¾(C) ;
y tales que veri￿can la siguiente desigualdad
¯(C) ¡ ®(A) ¡ ®(B) > 0;
y llamemos
± =
1
2
[¯(C) ¡ ®(A) ¡ ®(B)] > 0 (3.81)
Para probar que la serie matricial que de￿ne la funci￿n hipergeomØtrica
matricial
F(A;B;C;z) =
X
n¸0
1
n!
(A)n (B)n (C)
¡1
n z
n
converge absolutamente en la circunferencia unidad, i.e.jzj = 1, la compara-
remos con la serie numØrica de tØrminos positivos
X
n¸1
1
n1+±;
(la cual sabemos que es convergente, pues ± > 0), usando el siguiente resul-
tado sobre series numØricas:
Lema 3.5.1 . Sean
X
n¸0
an y
X
n¸0
bn series de tØrminos positivos, siendo
X
n¸0
bn
convergente, y de modo que l´ ım
n!1
an
bn
= 0, entonces la serie
X
n¸0
an converge.
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Tomando
an =
°
°
°
°
1
n!
(A)n (B)n (C)
¡1
n z
n
°
°
°
° ;
y
bn =
1
n1+±
si demostramos que
l´ ım
n!1
n
1+±
°
°
°
°
1
n!
(A)n (B)n (C)
¡1
n z
n
°
°
°
° = 0 ; (3.82)
aplicando el criterio de comparaci￿n de series anterior, habremos probado lo
que queremos.
Veamos (3.82), demostrando las dos desigualdades que determinan la
igualdad deseada.
Por una parte, es claro que
l´ ım
n!1
n
1+±
°
°
°
°
1
n!
(A)n (B)n (C)
¡1
n z
n
°
°
°
° ¸ 0 (3.83)
Veamos ahora la desigualdad contraria, es decir, veamos que tambiØn se cum-
ple que
l´ ım
n!1
n
1+±
°
°
°
°
1
n!
(A)n (B)n (C)
¡1
n z
n
°
°
°
° · 0 (3.84)
Para ello, y como veremos a continuaci￿n, realizaremos distintas mani-
pulaciones con el ￿n de aplicar la representaci￿n a travØs de un l￿mite de la
funci￿n Gamma de una matriz cuadrada, demostrada en el cap￿tulo segundo,
y que recordamos a continuaci￿n
Γ(M) = l´ ım
n!1
(n ¡ 1)! (M)n n
M
siendo M una matriz de Cr£r que satisface
Re(z) > 0 8z 2 ¾(M)
y n ¸ 1 un entero, y que aplicaremos a los coe￿cientes matricialesA, B y C.
FUNC. ESPECIALES Y EC. DIF. MATRICIALESCap￿tulo 3 51
En efecto
l´ ım
n!1
n
1+±
°
°
°
°
1
n!
(A)n (B)n (C)
¡1
n z
n
°
°
°
°
= l´ ım
n!1
°
°
°
°
°
n1+± (A)n (B)n (C)
¡1
n zn
n!
°
°
°
°
°
= l´ ım
n!1
°
°
°
°
n1+±
n!
¢
(n ¡ 1)!nA n¡A (A)n
(n ¡ 1)!
¢
¢
(n ¡ 1)!nB n¡B (B)n
(n ¡ 1)!
¢
(n ¡ 1)! (C)
¡1
n nC n¡C
(n ¡ 1)!
z
n
°
°
°
°
°
=
°
°
°
° l´ ım
n!1
·
n1+±
n
¢ n
A ¢
n¡A (A)n
(n ¡ 1)!
¢
¢nB n¡B (B)n
(n ¡ 1)!
(n ¡ 1)! (C)
¡1
n n
C n
¡Cz
n
¸°
°
°
°
=
°
°
°
° l´ ım
n!1
µ
n1+± nA
n
¶
l´ ım
n!1
µ
n¡A (A)n
(n ¡ 1)!
¶
l´ ım
n!1
¡
n
B¢
l´ ım
n!1
µ
n¡B (B)n
(n ¡ 1)!
¶
l´ ım
n!1
¡
(n ¡ 1)!(C)
¡1
n n
C¢
l´ ım
n!1
¡
n
¡Cz
n¢°
°
° =
usando el teorema 2.2.1 sobre las matrices A, B y C continuamos con la
œltima igualdad
= l´ ım
n!1
°
°n
±n
A Γ
¡1 (A)n
B Γ
¡1 (B)Γ(C)n
¡Cz
n°
° ·
aplicando la propiedad submultiplicativa de la norma matricial y quejzj = 1,
proseguimos con la œltima desigualdad
· l´ ım
n!1
°
°Γ
¡1 (A)
°
°
°
°Γ
¡1 (B)
°
°kΓ(C)k l´ ım
n!1
£
n
± °
°n
A°
°
°
°n
B°
°
°
°n
¡C°
°¤
· (3.85)
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usando la expresi￿n (2.7) del cap￿tulo 2, deducimos que
°
°nA°
° · n®(A)
Ã
r¡1 X
k=0
(kAk
p
rlnn)
k
k!
!
°
°nB°
° · n®(B)
Ã
r¡1 X
k=0
(kBk
p
rlnn)
k
k!
!
°
°n¡C°
° · n¡¯(C)
Ã
r¡1 X
k=0
(kCk
p
rlnn)
k
k!
!
3
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(3.86)
notar que en esta cota de
°
°n¡C°
° hemos usado que ®(¡C) = ¡¯(C). As￿,
haciendo uso de (3.86) en (3.85) proseguimos con la acotaci￿n
· kΓ¡1(A)kkΓ¡1(B)kkΓ(C)k¢
¢ l´ ım
n!1
"
n
±+®(A)+®(B)¡¯(C)
Ã
r¡1 X
k=0
(kAk
p
rlnn)
k
k!
!
¢
¢
Ã
r¡1 X
k=0
(kBk
p
rlnn)
k
k!
!Ã
r¡1 X
k=0
(kCk
p
rlnn)
k
k!
!#
=
de (3.81) se deduce
± + ®(A) + ®(B) ¡ ¯(C) = ¡±
que sustituido en la œltima acotaci￿n nos conduce a
= kΓ¡1(A)kkΓ¡1(B)kkΓ(C)k¢
¢ l´ ım
n!1
"
n
¡±
Ã
r¡1 X
k=0
(kAk
p
rlnn)
k
k!
!
¢
¢
Ã
r¡1 X
k=0
(kBk
p
rlnn)
k
k!
!Ã
r¡1 X
k=0
(kCk
p
rlnn)
k
k!
!#
= 0
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y como por L’H￿pital
l´ ım
n!1
n
¡± (lnn)
r = 0
se deduce que el œltimo l￿mite es efectivamente cero como hemos escrito en
la œltima igualdad.
As￿ pues, hemos probado que
l´ ım
n!1
n
1+±
°
°
°
°
1
n!
(A)n (B)n (C)
¡1
n z
n
°
°
°
° · 0 (3.87)
De (3.83) y de (3.87), se deduce
l´ ım
n!1
n
1+±
°
°
°
°
1
n!
(A)n (B)n (C)
¡1
n z
n
°
°
°
° = 0
Resumiendo, acabamos de establecer el siguiente resultado:
Teorema 3.5.1 . Sean A, B y C matrices en Cr£r de modo que se cum-
ple Re(¸) > 0; 8¸ 2 ¾(A); ¾(B); ¾(C) y usando la notaci￿n de (3.80)
supongamos que ¯(C) ¡ ®(A) ¡ ®(B) > 0, entonces
F(A;B;C;z) =
X
n¸0
1
n!
(A)n (B)n (C)
¡1
n
converge en la frontera jzj = 1
3.6. Una representaci￿n integral para la fun-
ci￿n hipergeomØtrica matricial
El prop￿sito de este œltimo apartado es, utilizando la relaci￿n que se dedu-
ci￿ en el segundo cap￿tulo entre las funciones Beta y Gamma matriciales, dar
una representaci￿n integral sencilla de la funci￿n hipergeomØtrica matricial
F(A;B;C;z), en la cual veremos que interviene la funci￿n Gamma matricial.
Comenzamos desarrollando una serie de resultados previos que luego apli-
caremos.
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Por el teorema binomial escalar, sabemos
(1 + x)
t =
1 X
n=0
t(t ¡ 1):::(t ¡ n + 1)
n!
x
n ; jxj < 1 ;
si lo aplicamos para x = ¡y y t = ¡a, obtenemos
(1 ¡ y)¡a =
1 X
n=0
(¡a)(¡a ¡ 1):::(¡a ¡ n + 1)
n!
(¡y)
n
=
1 X
n=0
(a)(a + 1):::(a + n ¡ 1)
n!
y
n =
1 X
n=0
(a)n
n!
y
n :
notar que en el œltimo paso hemos introducido la funci￿n factorial escalar
(z)n = z(z + 1):::(z + n ¡ 1) ; n > 0, y (z)0 = 1, con z 2 C. As￿ pues,
tenemos que
(1 ¡ y)
¡a =
1 X
n=0
(a)n
n!
y
n ; jyj < 1 ;
con lo que aplicando el cÆlculo funcional holomorfo se tiene que
(1 ¡ y)
¡A =
1 X
n=0
(A)n
n!
y
n ; jyj < 1 ; A 2 C
r£r :
Justi￿quemos formalmente esta extensi￿n de la f￿rmula escalar a la f￿rmula
matricial por el cÆlculo funcional holomorfo, y para ello recordemos que por el
teorema de Weierstrass, dada ffng una sucesi￿n de funciones holomorfas en
Ω, siendoΩ µ C abierto, de modo que en cualquier discoD cerrado y acotado,
y contenido en Ω, si la serie de funciones
X
n¸0
fn(z) converge uniformemente
en D, entonces la funci￿n f(z) =
X
n¸0
fn(z) es holomorfa en Ω.
Sea y 2 C ￿jo, con jyj < 1, y sea a 2 C. De￿namos a continuaci￿n la funci￿n
compleja de variable compleja
f(a) = (1 ¡ y)
¡a =
X
n¸0
fn(a) ; fn(a) =
(a)n
n!
y
n
entonces, ffn(a)g es una sucesi￿n de funciones holomorfas en el conjunto
abierto Ω = C. AdemÆs, dado R > 0, arbitrario pero ￿jo, consideremos el
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disco cerrado y acotado D = fa 2 C = jaj · Rg, contenido en Ω = C,
entonces como
jfn(a)j ·
1
n!
(jaj)n jyj
n ·
1
n!
(R)n jyj
n 8a 2 D
y
X
n¸0
1
n!
(R)n jyj
n < 1
pues por el criterio del D’Alembert
l´ ım
n!1
n! (R)n+1 jyj
n+1
(n + 1)!(R)n jyj
n = l´ ım
n!1
(R + n)jyj
n + 1
= jyj < 1
aplicando el criterio de mayoraci￿n de Weierstrass, se deduce que
X
n¸0
fn(a)
converge uniformemente en D, y por tanto por el teorema de Weierstrass
obtenemos que
f(a) = (1 ¡ y)
¡a =
X
n¸0
(a)n
n!
y
n
es holomorfa en Ω = C, as￿ aplicando el cÆlculo funcional holomorfo, con-
cluimos que
f(A) = (1 ¡ y)
¡A =
X
n¸0
(A)n
n!
y
n; jyj < 1; A 2 C
r£r : (3.88)
MÆs adelante, necesitaremos conmutar una integral con una serie de funcio-
nes, para ello, recordamos ahora las condiciones que nos permiten realizar
este paso, dando la siguiente
De￿nici￿n 3.6.1 . Una serie
X
n¸0
un(t) se dice acotadamente convergente
en el intervalo [a;b] si y s￿lo si dicha serie converge para cualquier valor
t 2 [a;b], y existe una constante positiva M, tal que jSn(t)j · M 8n ¸ 0 y
8t 2 [a;b], siendo Sn(t) =
n X
k=0
uk(t).
Sabemos por [63] que una condici￿n su￿ciente para integrar la serie
X
n¸0
un(t)
tØrmino a tØrmino en el intervalo [a;b] es que
X
n¸0
un(t) sea uniformemente
FUNC. ESPECIALES Y EC. DIF. MATRICIALESCap￿tulo 3 56
convergente y acotadamente convergente en[a;b].
Como se ha seæalado anteriormente, pr￿ximamente necesitaremos hacer
la siguiente integraci￿n tØrmino a tØrmino:
Z 1
0
(
X
n¸0
µ
1
n!
(A)n (tz)
n
¶
t
B¡I(1 ¡ t)
C¡B¡Idt
)
=
X
n¸0
½Z 1
0
µ
1
n!
(A)n (tz)
n
¶
t
B¡I(1 ¡ t)
C¡B¡Idt
¾
3
7
7
7
7
7
7
5
(3.89)
donde t 2 [0;1], z 2 C, tal que jzj < 1, y A;B;C 2 Cr£r, de modo que B y
C son matrices diagonalizables veri￿cando (3.40) y
m´ ınfRe(c¡b) = b2¾(B);c2¾(C)g> 0 8b2¾(B);8c2¾(C) ;
Re(b) > 0 ; Re(c) > 0 :
3
5 (3.90)
Justi￿quemos ahora el paso dado en (3.89) sobre la conmutaci￿n de la integral
con la suma in￿nita. Para ello segœn hemos visto antes es su￿ciente probar
que la serie
X
n¸0
un(t) con un(t) =
1
n!
(A)n(tz)
n t
B¡I(1 ¡ t)
C¡B¡I
es acotadamente convergente en [0;1] y uniformemente convergente en [0;1].
Sea z 2 C con jzj < 1 ￿jo, y sea t 2 [0;1] arbitrario, entonces
kSn(t)k =
°
°
°
°
°
n X
i=0
1
i!
(A)i(tz)
it
B¡I(1 ¡ t)
C¡B¡I
°
°
°
°
°
·
n X
i=0
1
i!
(kAk)i (jtzj)
i °
°t
B¡I°
°
°
°(1 ¡ t)
C¡B¡I°
° ·
3
7
7
7
7
7
7
5
(3.91)
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notar que por (2.7) sabemos
°
°tB¡I°
° · t®(B)¡1
Ã
r¡1 X
j=0
(kB ¡ Ik
p
rlnt)
j
j!
!
°
°tC¡B¡I°
° · t®(C¡B)¡1
Ã
r¡1 X
j=0
(kC ¡ B ¡ Ik
p
rlnt)
j
j!
!
3
7
7
7
7
7
7
5
(3.92)
donde hemos usado que
®(B ¡ I) = ®(B) ¡ 1
®(B ¡ C ¡ I) = ®(B ¡ C) ¡ 1
Aplicando (3.92) en (3.91), y que
lnt · t ; ln(1 ¡ t) · 1 ¡ t ; t 2 (0;1)
FUNC. ESPECIALES Y EC. DIF. MATRICIALESCap￿tulo 3 58
continuamos con la œltima desigualdad
·
n X
i=0
1
i!
(kAk)i jzj
i t
®(B)¡1(1 ¡ t)
®(C¡B)¡1¢
¢
Ã
r¡1 X
m=0
(kB¡Ik
p
rt)
m
m!
!Ã
r¡1 X
l=0
(kC¡B¡Ik
p
r(1 ¡ t))
l
l!
!
=
n X
i=0
1
i!
(kAk)i jzj
i t
®(B)¡1(1 ¡ t)
®(C¡B)¡1¢
¢
0
@
2(r¡1) X
h=0
X
m+l=h
(kB¡Ik
p
rt)
m
m!
¢
(kC¡B¡Ik
p
r(1 ¡ t))
l
l!
1
A
=
n X
i=0
1
i!
(kAk)i jzj
i t
®(B)¡1(1 ¡ t)
®(C¡B)¡1¢
¢
0
@
2(r¡1) X
h=0
X
m+l=h
kB¡Ik
m (
p
r)
m tm kC¡B¡Ik
l (
p
r)
l (1 ¡ t)l
m! l!
1
A
=
n X
i=0
1
i!
(kAk)i jzj
i ¢
¢
8
<
:
2(r¡1) X
h=0
X
m+l=h
kB¡Ik
m kC¡B¡Ik
l (
p
r)
h
m! l!
t
®(B)+m¡1(1¡t)
®(C¡B)+l¡1
9
=
;
='(t)
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Observemos ahora que
Z 1
0
'(t)dt
=
Z 1
0
0
@
n X
i=0
1
i!
(kAk)i jzj
i
8
<
:
2(r¡1) X
h=0
X
m+l=h
kB¡Ik
m kC¡B¡Ik
l (
p
r)
h
m! l!
¢
¢t®(B) + m ¡ 1 ¢ (1 ¡ t)
®(C¡B)+l¡1
o´
dt
=
n X
i=0
1
i!
(kAk)i jzj
i ¢
¢
8
<
:
2(r¡1) X
h=0
X
m+l=h
kB¡Ik
m kC¡B¡Ik
l (
p
r)
h
m! l!
¢
¢
Z 1
0
t
®(B)+m¡1(1 ¡ t)
®(C¡B)+l¡1dt
¾
=
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(3.93)
notar que por (3.90)
Re(®(B) + m) = ®(B) + m > 0
Re(®(C ¡ B) + l) = ®(C ¡ B) + l > 0
as￿ Z 1
0
t
®(B)+m¡1(1¡t)
®(C¡B)+l¡1dt=B (®(B)+m;®(C¡B)+l)
luego continuando con la œltima igualdad de (3.93)
=
n X
i=0
1
i!
(kAj)i jzj
i ¢
¢
8
<
:
2(r¡1) X
h=0
X
m+l=h
kB¡Ik
m kC¡B¡Ik
l (
p
r)
h
m! l!
¢ B (®(B)+m;®(C¡B)+l)
9
=
;
=
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denotando por
H=
8
<
:
2(r¡1) X
h=0
X
m+l=h
kB¡Ik
m kC¡B¡Ik
l (
p
r)
h
m! l!
¢ B (®(B)+m;®(C¡B)+l)
9
=
;
podemos continuar la œltima igualdad
= H
n X
i=0
1
i!
(kAk)i jzj
i < H
1 X
i=0
1
i!
(kAk)i jzj
i < 1
Para ver la convergencia de la œltima serie hemos utilizado el criterio de
D’Alembert
l´ ım
i!1
i! (kAk)i+1 jzj
i+1
(i + 1)! (kAk)i jzj
i = l´ ım
i!1
(kAk + i)
i + 1
jzj = jzj < 1
Este proceso sirve para probar tambiØn que la serie
X
n¸0
1
n!
(A)n (tz)
nt
B¡I(1 ¡ t)
C¡B¡I
converge uniformemente en [0;1], por aplicaci￿n del criterio de Weierstrass.
Por lo tanto, dicha serie es uniformemente convergente en[0;1], y acotada-
mente convergente en [0;1], por lo que podemos integrarla tØrmino a tØrmino
en dicho intervalo.
Nos dirigimos ya al prop￿sito de este apartado. Recordemos que estamos
trabajando bajo las hip￿tesis: B y C matrices diagonalizables, que cumplen
(3.40) y (3.90).
Dadas B;C 2 Cr£r consideremos las matrices P = B + nI, Q = C ¡ B,
entonces como
- Re(z) > 0; 8z 2 ¾(B + nI), ya que, por [24, p.54] podemos escribir
que ¾(B + nI) = fb + ng con b 2 ¾(B), y por (3.90) Re(b) > 0.
- Re(z) > 0; 8z 2 ¾(C ¡ B), ya que, igual que antes por [24, p.54] se
deduce que ¾(C ¡ B) = fc ¡ bg con b 2 ¾(B) y c 2 ¾(C) y por (3.90)
m´ ınfRe(c ¡ b) =b 2 ¾(B); c 2 ¾(C)g > 0:
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- P y Q son diagonalizables, por serlo B y C por hip￿tesis.
- P y Q conmutan, por conmutar por hip￿tesis B y C.
por lo que aplicando el teorema 2.2.2 del cap￿tulo 2 sabemos
Γ(C ¡ B)Γ(B + nI)Γ¡1(C + nI)
= B(B + nI;C ¡ B) =
Z 1
0
t
B+(n¡1)I(1 ¡ t)
C¡B¡Idt
3
7
7
5 (3.94)
Aplicando (2.4)
(B)n(C)¡1
n = Γ¡1(B)Γ(B + nI) [Γ¡1(C)Γ(C + nI)]
¡1
= Γ¡1(B)Γ(B + nI)Γ¡1(C + nI)Γ(C)
=Γ¡1(B)Γ¡1(C¡B)Γ(C¡B)Γ(B+nI)Γ¡1(C+nI)Γ(C)=
usando (3.94) continuamos con la œltima igualdad
=Γ
¡1(B)Γ
¡1(C¡B)
µZ 1
0
t
B+(n¡1)I(1¡t)
C¡B¡Idt
¶
Γ(C)
As￿ pues, hemos deducido que
(B)n(C)
¡1
n =Γ
¡1(B)Γ
¡1(C¡B)
µZ 1
0
t
B+(n¡1)I(1¡t)
C¡B¡Idt
¶
Γ(C) (3.95)
Por otra parte para jzj < 1, sabemos que
F(A;B;C;z) =
X
n¸0
1
n!
(A)n(B)n(C)
¡1
n z
n =
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aplicando (3.95),
=
X
n¸0
1
n!
(A)nΓ
¡1(B)Γ
¡1(C¡B)
µZ 1
0
t
B+(n¡1)I(1 ¡ t)
C¡B¡Idt
¶
Γ(C)z
n
=
X
n¸0
½Z 1
0
1
n!
(A)nΓ
¡1(B)Γ
¡1(C¡B)t
B+(n¡1)I(1 ¡ t)
C¡B¡IΓ(C)z
ndt
¾
=
X
n¸0
½Z 1
0
1
n!
(A)nΓ
¡1(B)Γ
¡1(C¡B)t
B¡It
n(1 ¡ t)
C¡B¡IΓ(C)z
ndt
¾
=
X
n¸0
½Z 1
0
1
n!
(A)nΓ
¡1(B)Γ
¡1(C¡B)t
B¡I(1 ¡ t)
C¡B¡I(tz)
nΓ(C)dt
¾
=
continuamos con la œltima igualdad , en un primer paso, agrupando tØrminos,
y despuØs permutando el sumatorio con la integral en virtud de (3.89)
=
X
n¸0
½Z 1
0
1
n!
(A)n(tz)
nt
B¡I(1 ¡ t)
C¡B¡Idt
¾
Γ
¡1(B)Γ
¡1(C ¡ B)Γ(C)
=
Z 1
0
(
X
n¸0
µ
1
n!
(A)n(tz)
n
¶
t
B¡I(1 ¡ t)
C¡B¡I
)
dtΓ
¡1(B)Γ
¡1(C¡B)Γ(C) =
usando (3.88), pues como t 2 [0;1] y jzj < 1, entonces jtzj < 1 podemos
continuar con la œltima igualdad
=
Z 1
0
(1 ¡ tz)
¡At
B¡I(1 ¡ t)
C¡B¡Idt ¢ Γ
¡1(B)Γ
¡1(C ¡ B)Γ(C)
Resumiendo, acabamos de establecer la siguiente representaci￿n integral de
la funci￿n hipergeomØtrica matricial
Teorema 3.6.1 . Sean B y C matrices diagonalizables satisfaciendo las con-
diciones (3.40) y (3.90), sea A 2 Cr£r , z 2 C de modo que jzj < 1, entonces
F(A;B;C;z)=
Z 1
0
(1¡tz)
¡A t
B¡I(1¡t)
C¡B¡Idt ¢Γ
¡1(B)Γ
¡1(C¡B)Γ(C) (3.96)
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SOBRE LA ECUACION
DIFERENCIAL MATRICIAL DE
SYLVESTER CON
COEFICIENTES VARIABLES
4.1. Introducci￿n
Las ecuaciones diferenciales matriciales de Sylvester del tipo
X
0(t) = A(t)X(t) + X(t)B(t) + F(t); X(0) = C; (4.1)
donde los coe￿cientes A(t), B(t) y F(t), as￿ como la inc￿gnita X(t) son
matrices en Cr£r aparecen con frecuencia en estructuras ￿exibles de superes-
pacios [4], sistemas lineales con impulsos [48], sistemas lineales de control con
cambios modales no markovianos [61], o cuando se usa la tØcnica de semi-
discretizaci￿n para resolver ecuaciones en derivadas parciales escalares [54].
Para el caso particular en que los coe￿cientes son matrices reales yB(t) es la
matriz transpuesta de A(t), la ecuaci￿n (4.1) se transforma en una ecuaci￿n
diferencial de Lyapunov. En [20], pueden encontrarse una gran variedad de
aplicaciones, propiedades y ejemplos de ecuaciones diferenciales de Lyapunov.
En [58], [25], [5], [12], [31], se dan varios mØtodos de integraci￿n numØ-
rica para resolver el problema (4.1) para el caso en que A(t), B(t) y F(t)
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son matrices constantes. Una modi￿caci￿n del mØtodo de Runge-Kutta para
el problema (4.1) estÆ propuesta en [60]. AdemÆs, un mØtodo para la cons-
trucci￿n de soluciones numØricas continuas de (4.1) fue recientemente dado
en [34], usando problemas asociados unilaterales lineales y mØtodos matri-
ciales de un paso. Sin embargo, el mØtodo propuesto en [12] es costoso, desde
un punto de vista computacional.
Aqu￿ consideraremos el problema (4.1) donde los coe￿cientesA(t), B(t)
y F(t) son funciones anal￿ticas en jtj < c con valores en Cr£r, digamos
A(t) =
X
n¸0
An t
n; B(t) =
X
n¸0
Bn t
n; F(t) =
X
n¸0
Fn t
n; jtj<c: (4.2)
El prop￿sito del presente cap￿tulo es la construcci￿n de soluciones anal￿tico-
numØricas del problema (4.1) con una aproximaci￿n pre￿jada en un dominio
jtj · A < c, y la organizaci￿n del cap￿tulo es como sigue. En el segundo apar-
tado demostramos la convergencia de la serie soluci￿n del problema (4.1) en
jtj < c, bajo las hip￿tesis (4.2). En el tercer apartado se demuestran algunos
lemas tØcnicos importantes que posteriormente usaremos en el anÆlisis del
error. En el cuarto apartado analizaremos la siguiente cuesti￿n: c￿mo cons-
truir una soluci￿n anal￿tico-numØrica en forma de serie ￿nita enjtj · A, cuyo
error con respecto a la soluci￿n exacta en forma de serie in￿nita estØ acotado
superior y uniformemente para un error admisible pre￿jado ² > 0. AdemÆs
se incluirÆ un procedimiento iterativo para la construcci￿n de la mencionada
soluci￿n aproximada.
En todo el cap￿tulo, la normakDk de una matriz D 2 Cr£r, es la 2-norma
de D, de￿nida en [21, p.56]
kDk = sup
x6=0
kDxk2
kxk2
;
donde para un vector y de Cr, kyk2 denota la norma eucl￿dea usual de y. Si
x es un nœmero real, denotaremos por [x] su parte entera.
4.2. La convergencia de la serie soluci￿n
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En este apartado buscaremos una soluci￿n X(t) del problema (4.1) en
forma de serie anal￿tica
X(t) =
X
n¸0
Xn t
n ; jtj < c ; (4.3)
donde Xn son matrices en Cr£r por determinar. Tomando derivadas formales
en (4.3) se tiene
X
0(t) =
X
n¸0
(n + 1)Xn+1 t
n: (4.4)
Supongamos por un momento que una soluci￿n en la forma (4.3) existe,
entonces por el teorema de Mertens para el producto de series matriciales, y
por (4.2) y (4.3) se deduce que
A(t)X(t) =
Ã
X
n¸0
An t
n
!Ã
X
n¸0
Xn t
n
!
=
X
n¸0
Ã
n X
k=0
An¡k Xk
!
t
n ; (4.5)
X(t)B(t) =
Ã
X
n¸0
Xn t
n
!Ã
X
n¸0
Bn t
n
!
=
X
n¸0
Ã
n X
k=0
Xn¡k Bk
!
t
n : (4.6)
Imponiendo que laX(t) dada por (4.3) cumpla (4.1), y teniendo en cuenta
(4.4)-(4.6), se deduce que
X
n¸0
(n + 1)Xn+1 t
n
=
X
n¸0
Ã
n X
k=0
An¡k Xk
!
t
n +
X
n¸0
Ã
n X
k=0
Xn¡k Bk
!
t
n +
X
n¸0
Fn t
n
=
X
n¸0
(
Fn +
n X
k=0
(An¡k Xk + Xn¡k Bk)
)
t
n
3
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(4.7)
Igualando los coe￿cientes con la misma potencia detn en (4.7) se deduce
que
(n + 1)Xn+1 = Fn +
n X
k=0
(An¡k Xk + Xn¡k Bk); n¸0; X0=C: (4.8)
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Tomando normas en (4.8) se tiene
(n + 1)kXn+1k · kFnk +
n X
k=0
(kAn¡kkkXkk + kXn¡kkkBkk): (4.9)
Por las desigualdades de Cauchy [14, p.222], existe una constante positiva
M > 0 tal que
kAnk ·
M
½n ; kBnk ·
M
½n ; kFnk ·
M
½n ; 0 < ½ < c; n ¸ 0 : (4.10)
Por (4.9) y (4.10) se deduce que
(n+1)kXn+1k ·
M
½n
Ã
1+2
n X
k=0
kXkk½
k
!
; n¸0 ; 0<½<c : (4.11)
Luego
kXn+1k·
M
(n+1)½n
Ã
1+2
n X
k=0
kXkk½
k
!
; n¸0 ; 0<½<c : (4.12)
De￿namos la sucesi￿n de nœmeros reales positivos f±ngn¸0 de￿nida por
±0 = kX0k = kCk, y ±n para n ¸ 0 como la soluci￿n de la ecuaci￿n
±n+1 =
M
(n + 1)½n
Ã
1 + 2
n X
k=0
±k ½
k
!
; n ¸ 0 : (4.13)
Por la de￿nici￿n de f±ngn¸0 y (4.12), usando el principio de inducci￿n, es
fÆcil probar que
kXnk · ±n ; n ¸ 0 : (4.14)
Por (4.14), para probar la convergencia de la serie (4.3) donde Xn estÆ
dado por (4.8), es su￿ciente demostrar la convergencia de la serie numØrica
X
n¸0
±nt
n ; jtj < c : (4.15)
Por la de￿nici￿n de ±n, ver (4.13), se tiene
(n + 1)±n+1 ¡ ½
¡1 n±n = 2M ±n ; n > 0 : (4.16)
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Luego
±n+1
±n
=
2M½ + n
(n + 1)½
;
y en consecuencia
l´ ım
n!1
±n+1 jtj
n+1
±n jtj
n =
jtj
½
< 1 ; si jtj < ½
Luego (4.15) converge si jtj < ½, donde ½ es cualquier nœmero positivo
cumpliendo: 0 < ½ < c, i.e, la serie (4.15) converge en jtj < c. Esto signi￿ca
que la serie (4.3), (4.8), no es s￿lo una soluci￿n formal, sino tambiØn la solu-
ci￿n rigurosa del problema (4.1).
Nota 1. Dado un punto t0 con 0 < jt0j < c, por las propiedades de las
funciones anal￿ticas, las funcionesA(t), B(t) y F(t) admiten un desarrollo en
serie de potencias de la forma
A(t) =
X
n¸0
An(t0)(t ¡ t0)
n; jt ¡ t0j < c ¡ jt0j
B(t) =
X
n¸0
Bn(t0)(t ¡ t0)
n; jt ¡ t0j < c ¡ jt0j
F(t) =
X
n¸0
Fn(t0)(t ¡ t0)
n; jt ¡ t0j < c ¡ jt0j
Si consideramos el problema de valor inicial
X
0(t)=A(t)X(t)+X(t)B(t)+ F(t) ; X(t0)=C(t0) ; t0·t<c ; (4.17)
por los argumentos previos es sencillo comprobar que la soluci￿n exacta en
forma de serie de potencias matricial del problema de valor inicial (4.17) estÆ
dada por
X(t) =
X
n¸0
Xn(t0)(t ¡ t0)
n ; t0 · t < c;
X0(t0) = C(t0);
Xn+1=
1
n+1
(
Fn(t0) +
n X
k=0
(An¡k(t0)Xk(t0) + Xn¡k(t0)Bk(t0))
)
; n¸0
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AdemÆs, por las desigualdades de Cauchy [14, p.222] aplicadas en el disco
jt ¡ t0j < c ¡ jt0j, se tiene
kAn(t0)k ·
M
(c ¡ jt0j)
n; n ¸ 0
kBn(t0)k ·
M
(c ¡ jt0j)
n; n ¸ 0
kFn(t0)k ·
M
(c ¡ jt0j)
n; n ¸ 0
donde M ¸ supfkA(t)k;kB(t)k;kF(t)k ; jt ¡ t0j · c ¡ t0g.
Para mayor claridad en la notaci￿n, en lo sucesivo los coe￿cientes de los
desarrollos en serie de potencias de A(t), B(t), y F(t) alrededor del punto
t = (j ¡ 1)b1, j > 1, se denotarÆn por An(j ¡ 1), Bn(j ¡ 1) y Fn(j ¡ 1)
respectivamente.
4.3. Lemas tØcnicos
Empezamos esta secci￿n con un resultado que proporciona una cota de
error a priori de la soluci￿n te￿rica del problema (4.1), y que utilizaremos en
el siguiente apartado, cuando estudiemos el error de la soluci￿n aproximada
que construiremos.
Lema 4.3.1 . Sean A(t), B(t) y F(t) funciones continuas, de￿nidas sobre
[0;A] y con valores en Cr£r, y sea X(t) la soluci￿n del problema (4.1) en
[0;A]. Entonces, para 0 · t · A se cumple
kX(t)k ·
µ
kCk +
Z A
0
kF(s)kds
¶
exp
µZ A
0
(kA(s)k + kB(s)k)ds
¶
;(4.18)
Demostraci￿n. Integrando la ecuaci￿n diferencial (4.1) se tiene que la so-
luci￿n X(t) veri￿ca
X(t) ¡ C =
Z t
0
fA(s)X(s) + X(s)B(s) + F(s)gds (4.19)
FUNC. ESPECIALES Y EC. DIF. MATRICIALESCap￿tulo 4 70
Sea f(t) = kX(t)k y g(t) = kA(t)k + kB(t)k. Tomando normas en (4.19) se
deduce que
f(t) · f(0) +
Z t
0
g(s)f(s)ds; 0 · t · A (4.20)
Aplicando la desigualdad de Gronwall [18, p.95] a (4.20), se tiene (4.18).
Lema 4.3.2 . Sean A(t), B(t) y F(t) funciones continuas con valores en
Cr£r, sea X1(t) la soluci￿n de
X
0
1(t)=A(t)X1(t) + X1(t)B(t) + F(t); X1(®)=P; ®·t·¯; (4.21)
y sea X2(t) la soluci￿n de
X
0
2(t)=A(t)X2(t) + X2(t)B(t) + F(t); X2(®)=Q; ®·t·¯; (4.22)
Entonces, para ® · t · ¯ se cumple
kX1(t) ¡ X2(t)k · kP ¡ Qkexpf(¯ ¡ ®)(kA(t)k + kB(t)k)g; (4.23)
Demostraci￿n. A partir de las soluciones X1(t) y X2(t), de￿namos la fun-
ci￿n G(t) = X1(t) ¡ X2(t). Integrando (4.21) y (4.22) se tiene
X1(t) = P +
Z t
®
fA(s)X1(s) + X1(s)B(s) + F(s)gds; ® · t · ¯;
X2(t) = Q +
Z t
®
fA(s)X2(s) + X2(s)B(s) + F(s)gds; ® · t · ¯;
Luego
G(t)=P ¡ Q +
Z t
®
fA(s)(X1(s)¡X2(s)) + (X1(s)¡X2(s))B(s)gds (4.24)
Tomando normas en (4.24) y por denotando g(t) = kG(t)k, se deduce que
g(t) · kP ¡ Qk +
Z t
®
(kA(s)k + kB(s)k)g(s)ds; ® · t · ¯: (4.25)
Finalmente, aplicando la desigualdad de Gronwall a (4.25) ver [18, p.95], ob-
tenemos (4.23).
Para mayor claridad en la presentaci￿n de los resultados siguientes, re-
cordamos el siguiente lema relativo a la sumaci￿n de series dobles, cuya
demostraci￿n puede encontrarse en [55, p.173].
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Lema 4.3.3 . Dada una sucesi￿n doble faijg, i ¸ 1, j ¸ 1, supongamos que
X
j¸1
jaijj = bi; i ¸ 1; (4.26)
y que
X
i¸1
bi converge. Entonces
X
i¸1
X
j¸1
aij =
X
j¸1
X
i¸1
aij (4.27)
4.4. Construcci￿n de aproximaciones precisas
En esta secci￿n, bajo las hip￿tesis (4.2) analizamos la siguiente cuesti￿n:
dado un dominio acotado[0;A], con A < c, y un error admisible² > 0, ￿c￿mo
construir una soluci￿n aproximada ￿nitaX(t;²) de￿nida en [0;A] de manera
que dicha soluci￿n estØ, con respecto a la soluci￿n en forma de serie in￿nita
dada en el segundo apartado , acotada superior y uniformemente por ² en
[0;A] ?.
Dado ² > 0 y A > 1, sea h = [A] + 1 y denotemos por
b1 =
A
[A] + 1
< 1; b1h = A : (4.28)
Sean b y a nœmeros positivos tales que
0 < b1 < b < 1; A < a < c; b < b1 + (a ¡ A); (4.29)
donde b1 estÆ de￿nido por (4.28) y c por (4.2). Notemos que de esta forma
el intervalo [0;A] estÆ dividido en h subintervalos
[0;b1];[b1;2b1];:::;[(h ¡ 1)b1;A]:
Por lo desarrollado en la segunda secci￿n, sabemos que la soluci￿n exacta
del problema (4.1) en [0;b1] estÆ dada por
X1(t) =
X
n¸0
Xn t
n; 0 · t · b1
X0=C; Xn+1=
1
n + 1
(
Fn+
n X
k=0
(An¡k Xk+Xn¡k Bk)
)
n¸0;
3
7
7
7
7
7
5
(4.30)
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Ahora consideramos la serie truncada de ordenm de X1(t)
Y1(t;m) =
m X
n=0
Xn t
n; 0 · t · b1: (4.31)
Para jtj · b1 se deduce que
kX1(t) ¡ Y1(t;m)k =
°
°
°
°
°
X
n¸m+1
Xn t
n
°
°
°
°
°
·
X
n¸m+1
kXnkb
n
1 (4.32)
Sea kXnk = 'n, y sea M > 0 de manera que
sup
0·t·a
fkA(t)k;kB(t)k;kF(t)k;kX(t)kg · M; (4.33)
y recordemos por el lema 4.3.1 anterior que un tal valor de M es fÆcil de ob-
tener en tØrminos de los datos. Por las desigualdades de Cauchy y el segundo
apartado se tiene (ver 4.12)
'n+1 ·
M
(n + 1)bn
Ã
1 + 2
n X
k=0
'k b
k
!
; n ¸ 0
'n ·
M
nbn¡1
Ã
1 + 2
n¡1 X
k=0
'k b
k
!
; n ¸ 1; (4.34)
Por (4.32) y (4.34) se tiene
kX1(t) ¡ Y1(t;m)k
·
X
n¸m+1
(
M
nbn¡1
Ã
1 + 2
n¡1 X
k=0
'k b
k
!)
b
n
1
= M b
X
n¸m+1
1
n
µ
b1
b
¶n
+
X
n¸m+1
Ã
2M
nbn¡1
n¡1 X
k=0
'k b
k
!
b
n
1
· M b
X
n¸m+1
µ
b1
b
¶n
+
X
n¸m+1
Ã
2M
nbn¡1
n¡1 X
k=0
'k b
k
!
b
n
1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(4.35)
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Por la convergencia de la serie
X
n¸m+1
'n b
n
1 y el lema 4.3.3 de este cap￿tulo,
podemos escribir
X
n¸m+1
Ã
2M
nbn¡1
n¡1 X
k=0
'k b
k
!
b
n
1 = 2Mb'0
X
j¸1
1
m + j
µ
b1
b
¶m+j
+2Mb
2'1
X
j¸1
1
m + j
µ
b1
b
¶m+j
+ 2Mb
3'2
X
j¸1
1
m + j
µ
b1
b
¶m+j
+:::
+2Mb
m+1'm
X
j¸1
1
m + j
µ
b1
b
¶m+j
+ 2Mb
m+2'm+1
X
j¸2
1
m + j
µ
b1
b
¶m+j
+2Mb
m+3'm+2
X
j¸3
1
m + j
µ
b1
b
¶m+j
:::
+2Mb
m+l'm+l¡1
X
j¸l
1
m + j
µ
b1
b
¶m+j
:::
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Luego
X
n¸m+1
Ã
2M
nbn¡1
n¡1 X
k=0
'k b
k
!
b
n
1
=
(
2Mb
X
j¸1
1
m + j
µ
b1
b
¶m+j)
('0+b'1+:::+bm'm)
+2Mbbm+1'm+1
X
j¸2
1
m + j
µ
b1
b
¶m+j
+2Mbbm+2 'm+2
X
j¸3
1
m + j
µ
b1
b
¶m+j
+:::
+2Mbbm+l¡1'm+l¡1
X
j¸l
1
m + j
µ
b1
b
¶m+j
+ :::
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(4.36)
Como para l ¸ 1, se tiene
X
j¸l
µ
b1
b
¶m+j
=
µ
b1
b
¶m X
j¸l
µ
b1
b
¶j
=
µ
b1
b
¶m (b1=b)
l
1 ¡
b1
b
·
µ
b1
b
¶m b1
b
1 ¡
b1
b
=
b1
b ¡ b1
µ
b1
b
¶m
;
X
j¸l
1
m + j
µ
b1
b
¶m+j
·
X
j¸l
µ
b1
b
¶m+j
;
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por (4.36), se deduce que
X
n¸m+1
Ã
2M
nbn¡1
n¡1 X
k=0
'k b
k
!
b
n
1
·
2Mb
µ
b1
b
¶m
1 ¡
b1
b
"
m X
n=0
b
n 'n +
X
n¸m+1
'n b
n
µ
b1
b
¶n¡m+1#
·
2Mb
µ
b1
b
¶m
1 ¡
b1
b
X
n¸0
b
n'n:
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(4.37)
Por las desigualdades de Cauchy [14, ,p.222] , se sigue que
'n ·
M
an; n ¸ 0; (4.38)
donde M estÆ dada por (4.33). Como
X
n¸m+1
µ
b1
b
¶n
=
(b1=b)
m+1
1 ¡
b1
b
; (4.39)
por (4.35), (4.37), (4.38) y (4.39) se sigue que
kX1(t) ¡ Y1(t;m)k ·
Mb
1 ¡
b1
b
8
> <
> :
(b1=b)
m+1 +
2M (b1=b)
m
1 ¡
b
a
9
> =
> ;
·
Mb
1 ¡
b1
b
0
B
@1 +
2M
1 ¡
b
a
1
C
A
µ
b1
b
¶m
3
7
7
7
7
7
7
7
7
7
7
5
(4.40)
Supongamos por un momento que elegimos el primer entero positivom1
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tal que
µ
b1
b
¶m1
<
"
µ
1 ¡
b1
b
¶
Mb
0
B
@1 +
2M
1 ¡
b
a
1
C
A[h + (h + 1)eLb1]
(4.41)
donde
L = m´ axfkA(s)k + kB(s)k; 0 · s · Ag; (4.42)
Entonces por (4.40)-(4.41), se obtiene
kX1(t) ¡ Y1(t;m1)k ·
"
h + (h ¡ 1)eLb1; jtj · b1 (4.43)
Observar que m1 puede calcularse tomando el primer entero positivo m1
veri￿cando
m1 >
ln
8
> > > > > > > > > <
> > > > > > > > > :
"
µ
1 ¡
b1
b
¶
Mb
0
B
@1 +
2M
1 ¡
b
a
1
C
A[h + (h ¡ 1)eLb1]
9
> > > > > > > > > =
> > > > > > > > > ;
lnb1=b
(4.44)
Ahora consideramos el problema de valor inicial en[b1;2b1]
X
0(t) = A(t)X(t) + X(t)B(t) + F(t); X(b1) = Y1(b1;m1) (4.45)
Aplicando el mØtodo desarrollado en el segundo apartado y teniendo en cuen-
ta la nota 1, la soluci￿n de (4.45) puede escribirse en la forma
X2(t) =
X
n¸0
Xn(1)(t ¡ b1)
n; b1 · t · 2b1;
X0(1) = Y1(b1;m1);
Xn+1(1) =
1
n + 1
(
Fn(1) +
n X
k=0
(An¡k(1)Xk(1) + Xn¡k(1)Bk(1))
)
3
7
7
7
7
7
7
7
7
7
5
(4.46)
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donde Fn(1), Bn(1) y An(1) son los coe￿cientes del desarrollo en serie de
potencias de Taylor deF(t), B(t) y A(t) respectivamente, alrededor del punto
t = b1. Notemos que por (4.33), y las desigualdades de Cauchy aplicadas a
F(t), B(t) y A(t) en el disco jt ¡ b1j < a ¡ b1 = a1, se deduce que
kAn(1)k ·
M
an
1
; kFn(1)k ·
M
an
1
; kBn(1)k ·
M
an
1
; n ¸ 0 (4.47)
Si truncamos la serie (4.46) por su m-Øsima suma parcial
Y2(t;m) =
m X
n=0
Xn(1)(t ¡ b1)
n; b1 · t · 2b1; (4.48)
entonces por la nota 1, (4.47) y (4.44), sustituyendo a por a1 = a¡b1, si m2
es el primer entero positivo cumpliendo
m2 >
ln
8
> > > > > > > > > > <
> > > > > > > > > > :
"
µ
1 ¡
b1
b
¶
Mb
0
B
B
@1 +
2M
1 ¡
b
a1
1
C
C
A[h + (h ¡ 1)eLb1]
9
> > > > > > > > > > =
> > > > > > > > > > ;
lnb1=b
(4.49)
deducimos que
kX2(t) ¡ Y2(t;m2)k ·
"
h + (h ¡ 1)eLb1; b1 · t · 2t1; (4.50)
donde L estÆ dado por (4.42). Inductivamente, razonamos igual para pasar
de [b1;2b1] a [2b1;3b1] y as￿ sucesivamente, si denotamos por Yj¡1(t;mj¡1) la
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aproximaci￿n de
Xj(t)=
X
n¸0
Xn(j¡1)(t¡(j¡1)b1)
n; (j¡1)b1·t·jb1;
X0(j ¡ 1) = Yj¡1((j ¡ 1)b1;mj¡1);
Xn+1(j ¡ 1) =
1
n+1
fFn(j¡1)g
+
1
n + 1
(
n X
k=0
(An¡k(j¡1)Xk(j¡1)+Xn¡k(j¡1)Bk(j¡1))
)
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(4.51)
donde mj es el primer entero positivo veri￿cando
mj >
ln
8
> > > > > > > > > > > <
> > > > > > > > > > > :
"
µ
1 ¡
b1
b
¶
Mb
0
B
B
@1 +
2M
1 ¡
b
aj¡1
1
C
C
A[h + (h ¡ 1)eLb1]
9
> > > > > > > > > > > =
> > > > > > > > > > > ;
lnb1=b
(4.52)
y
aj¡1 = a ¡ (j ¡ 1)b1; 1 · j · h; (4.53)
por los argumentos previos, la serie truncada de ordenmj de Xj(t), de￿nida
por
Yj(t;mj) =
mj X
n=0
Xn(j ¡ 1)(t ¡ (j ¡ 1)b1)
n; (4.54)
cumple
kXj(t) ¡ Yj(t;mj)k ·
"
h + (h ¡ 1)eLb1; (j ¡ 1)b1 · t · jb1 (4.55)
Observemos que para seleccionarmj, hemos usado que las matrices coe￿cien-
tes An(j ¡1), Bn(j ¡1), Fn(j ¡1) de los desarrollos en serie de potencias de
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A(t), B(t) y F(t) respectivamente, veri￿can
kAn(j¡1)k·
M
an
j¡1
;kBn(j¡1)k·
M
an
j¡1
;kFn(j¡1)k·
M
an
j¡1
; n¸0 (4.56)
Luego la soluci￿n aproximada X(t;") de￿nida por
X(t;") = Yj(t;mj); (j ¡ 1)b1 · t · jb1; 1 · j · h; (4.57)
donde Y1(t;m1) estÆ dada por (4.30)-(4.31), con m = m1, y para los sub￿ndi-
ces 1 · j · h, Yj(t;mj) estÆ de￿nida por (4.54), siendo mj el primer entero
positivo cumpliendo (4.52).
Observemos que en el intervalo [0;b1] el error de aproximaci￿n entre la
soluci￿n exacta en forma de serieX(t) dada por (4.30) y X(t;") de￿nida por
(4.31), es el error de truncamiento acotado en (4.43). Sin embargo, en cada
subintervalo [(j ¡ 1)b1;jb1], para 2 · j · h tenemos dos contribuciones para
el error: una procedente de la consideraci￿n de una condici￿n inicial aproxi-
mada en (j ¡ 1)b1, y otra producida por el error de truncamiento cuando
consideramos la suma parcial mj-Øsima en vez de la serie in￿nita. Por tanto,
para cualquier t 2 [0;hb1] = [0;A], por los comentarios previos y el lema
4.3.2 anterior, se tiene
kX(t) ¡ X(t;")k ·
"
h + (h ¡ 1)eLb1
+
h¡1 X
j=1
·
"
h + (h ¡ 1)eLb1 +
"eLb1
h + (h ¡ 1)eLb1
¸
=
h"
h + (h ¡ 1)eLb1 +
(h ¡ 1)"eLb1
h + (h ¡ 1)eLb1
=
"
h + (h ¡ 1)eLb1
£
h + (h ¡ 1)e
Lb1¤
= "
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(4.58)
Notar que si A < 1, entonces tomando b1 = A, la soluci￿n aproximada
X(t;") = Y1(t;m) de￿nida por la serie matricial ￿nita (4.31), veri￿ca ademÆs
que
kX(t) ¡ X(t;")k < "; 0 · t · b1 = A (4.59)
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As￿mismo, notar que por la elecci￿n deb dada en (4.29), incluso en el œltimo
subintervalo de este proceso constructivo, [(h ¡ 1)b1;hb1 = A], se veri￿ca la
siguiente desigualdada¡(h¡1)b1 = ah¡1 = b1+(a¡A) > b. En consecuencia
la serie
X
n¸0
µ
b
ah¡1
¶n
< +1;
y (4.40) se veri￿ca sustituyendo a por aj¡1, con 2 · j · h.
Resumiendo podemos establecer el siguiente resultado, que responde a la
pregunta planteada al principio de este apartado,
Teorema 4.4.1 . Consideremos el problema de valor inicial (4.1) en el in-
tervalo [0;A], donde 0 < A < c y los coe￿cientes matriciales A(t), B(t) y
F(t) son funciones anal￿ticas en jtj < c con valores en Cr£r. Sea X(t) la
soluci￿n exacta en forma de serie de potencias dada por (4.3), (4.8).
Dado un error admisible " > 0, el siguiente procedimiento proporciona la
construcci￿n de una soluci￿n aproximada X(t;") , cuyo error con respecto a
X(t) estÆ uniformemente acotado por " en el intervalo [0;A]:
kX(t) ¡ X(t;")k < " (4.60)
Caso 1. A < 1, " > 0 .
-Sea b1 = A, h = 1, b = 1, a > 1. Calculamos M cumpliendo (4.33)
usando (4.18).
-Sea m1 el primer entero positivo cumpliendo la desigualdad dada en
(4.44).
-Sean X0 y Xn+1 para 0 · n · m1 ¡ 1 de￿nidas por (4.30).
-Entonces X(t;") = Y1(t;m) de￿nida por (4.31) es la soluci￿n aproxima-
da del problema (4.1) en [0;A] veri￿cando (4.59).
Caso 2. A > 1, " > 0.
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-Sea h = [A] + 1, b1 = A
[A]+1, A = b1h, A < a < c, b < b1 + a ¡ A.
-Calculamos M cumpliendo (4.33) usando (4.18).
-Sea m1 el primer entero positivo cumpliendo (4.44).
-Calculamos An = An(0), Bn = Bn(0) y Fn = Fn(0) siendo n un nœmero
natural, tal que: 0 · n · m1, dadas por (4.2).
-Sea Y1(t;m1) de￿nido por (4.30)-(4.31).
-Sea j = 2 y a1 = a ¡ b1.
-Sea m2 el primer entero positivo veri￿cando (4.49) e Y2(t;m2) de￿nido
por (4.54) con j = 2 y Xn(1) dado por (4.51).
-Inductivamente, para cada j > 2, dado Yj¡1(t;mj¡1) de￿nida por (4.51)-
(4.54), para j ¡ 1 en vez de j, sea mj el primer entero positivo veri￿cando
(4.52), donde aj¡1 estÆ de￿nido por (4.53).
-Sea Yj(t;mj) de￿nido por (4.51)-(4.54) en (j ¡ 1)b1 · t · jb1.
-Para j = h, construimos Yh(t;mh) por (4.51)- (4.54), donde mh es el
primer entero positivo veri￿cando (4.52) con ah¡1 de￿nido por (4.53).
-Entonces X(t;") de￿nido por (4.57) es la soluci￿n aproximada buscada
del problema (4.1) en [0;A] veri￿cando (4.59).
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SOBRE LA ECUACION
DIFERENCIAL MATRICIAL
NO SIMETRICA DE RICCATI
CON COEFICIENTES
ANALITICOS
5.1. Introducci￿n
Los sistemas diferenciales de Riccati para problemas de valores iniciales
aparecen frecuentemente en importantes aplicaciones de la teor￿a de control
clÆsica [41], [7], [53], [44], [20] y en tØcnicas de desacoplamiento tanto en el
estudio numØrico como anal￿tico de problemas de contorno [2], [42].
Los sistemas de Riccati tienen ademÆs aplicaciones en la teor￿a del con-
trol no cooperativo apareciendo en econom￿a o en problemas militares, ver
[1], [3], [48] y [8], y las referencias que aparecen en ellos.
En este cap￿tulo consideraremos ecuaciones diferenciales matriciales de
Riccati no simØtricas rectangulares del tipo
W
0(t)=C(t)¡D(t)W(t)¡W(t)A(t)¡W(t)B(t)W(t) ; W(0)=W0 ; (5.1)
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donde los coe￿cientes C(t) 2 Cp£q, D(t) 2 Cp£p, A(t) 2 Cq£q, B(t) 2 Cq£p
son funciones matriciales anal￿ticas en el intervalo 0 · t · c, y la funci￿n
inc￿gnita W(t) 2 Cp£q. El caso en que las dimensiones p y q de las matrices
son distintas, i.e. cumplen quep 6= q, aparece por ejemplo cuando un sistema
de ecuaciones diferenciales matriciales de Riccati de la forma
K0
1(t) = ¡Q1(t) ¡ AT(t)K1(t) ¡ K1(t)A(t)
+K1(t)S1(t)K1(t) + K1(t)S2(t)K2(t) ;
K0
2(t) = ¡Q2(t) ¡ AT(t)K2(t) ¡ K2(t)A(t)
+K2(t)S2(t)K2(t) + K2(t)S1(t)K1(t) ;
K1(tf) = K1f ; K2(tf) = K2f ;
Ki(t); Qi(t); A(t); Si(t) 2 Cr£r ; i = 1;2
3
7
7
7
7
7
7
7
7
7
7
7
7
5
(5.2)
se escribe en forma compacta
K0(t) = ¡Q(t) ¡ P(t)K(t) ¡ K(t)M(t) + K(t)N(t)K(t) ;
K=
·
K1
K2
¸
; Q=
·
Q1
Q2
¸
; P=
·
AT 0
0 AT
¸
; M =A ; N =[S1 S2] :
3
7
7
5
Sistemas de Riccati del tipo (5.2) aparecen por ejemplo cuando se abor-
dan problemas de control no cooperativos mediante estrategias de Nash, ver
[11] y [59].
Para el caso en que las matrices coe￿cientes sean cuadradas, es decir,
p = q, si A(t)T denota la matriz traspuesta de A(t), la ecuaci￿n de Ricca-
ti (5.1) se denomina simØtrica cuando los coe￿cientes de (5.1) son matrices
reales y D(t) = A(t)T.
A pesar que la ecuaci￿n de Riccati ha sido ya extensamente estudiada,
sus soluciones numØricas cuentan con numerosos problemas tales como su
integraci￿n a travØs de singularidades [57], o el estudio de cotas de error a
priori en tØrminos de los datos.
Lo que es mÆs, esos estudios que han sido llevados a cabo, estÆn casi
exclusivamente referidos a casos aut￿nomos, a pesar que muchos de los siste-
mas reales no son aut￿nomos, [3], [8], [1] y [48]. Algunas excepciones pueden
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encontrarse en [51], [43], [30], [35] y [57]. En [43] se propone un estudio basa-
do en la integraci￿n directa de (5.1) usando rutinas bien conocidas y en un
mØtodo fundamentado en una modi￿caci￿n del algoritmo de Davison-Maki.
Los resultados numØricos se han comprobado sobre un conjunto concreto de
ejemplos sin aportar informaci￿n alguna sobre cotas de error en tØrminos de
los datos para el caso general. En [51] se reconstruye la soluci￿n de una ecua-
ci￿n de Riccati simØtrica a partir de la determinaci￿n previa de los valores y
vectores propios de la soluci￿n matricial.
El estudio de la ecuaci￿n de Riccati (5.1) estÆ muy relacionado con el
sistema lineal siguiente
X0(t) = S(t)X(t) ; X(0) =
·
Iq
W0
¸
;
X(t) =
·
U(t)
V (t)
¸
; S(t) =
·
A(t) B(t)
C(t) ¡D(t)
¸
2 C(p+q)£(p+q) :
3
7
7
7
7
5
(5.3)
El mØtodo propuesto en [30] estÆ basado en la vectorizaci￿n del problema
(5.3) y utiliza el mØtodo de aproximaciones sucesivas. En [30], se dan cotas
de error a priori, sin embargo el intervalo de existencia de la soluci￿n l￿mite es
muy pequeæo, ya que, la aplicaci￿n del mØtodo de aproximaciones sucesivas
no tiene en cuenta la estructura de la ecuaci￿n de Riccati. Aparte de este
inconveniente, el mØtodo propuesto en [30] converge lentamente y es caro
desde el punto de vista computacional. En [13], se propone un interesante
mØtodo de integraci￿n numØrica para la ecuaci￿n de Riccati no simØtrica y
no aut￿noma. Aunque se dan cotas de error para las soluciones numØricas,
Østas estÆn expresadas en tØrminos de las propiedades geomØtricas y conlle-
van constantes dicot￿micas las cuales en la prÆctica no son conocidas a priori.
En [35] se explota la estructura matricial de la ecuaci￿n (5.1) y se utilizan
mØtodos lineales de un paso para obtener una soluci￿n numØrica discreta.
Utilizando funciones ¯-splines lineales matriciales se construye una soluci￿n
numØrica continua a partir de la soluci￿n numØrica discreta. El anÆlisis del
error permite la determinaci￿n del tamaæo del paso del mØtodo discreto para
conseguir un error admisible pre￿jado. El mØtodo utilizado en [35] es bas-
tante general porque s￿lo requiere que los coe￿cientes matriciales sean dos
veces continuamente diferenciables. Sin embargo, este mØtodo es computa-
cionalmente caro porque el valor requerido del tamaæo del paso suele ser muy
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pequeæo. Aparte de esto, la construcci￿n de la soluci￿n numØrica continua
interpolando valores numØricos discretos conlleva una considerable cantidad
de cÆlculos.
En [57] se dan una clase de mØtodos matriciales expl￿citos de un paso
para las soluciones numØricas del problema (5.1). Tales mØtodos los cuales
pueden observarse a continuaci￿n el mØtodo de Davison-Maki de Kenney,
explotan la estructura de grupo matricial subyacente en la ecuaci￿n, ademÆs
son sencillos y econ￿micos desde el punto de vista de su implementaci￿n.
La soluci￿n anal￿tico-numØrica propuesta aqu￿, es la la soluci￿n exacta de
un problema de Riccati con coe￿cientes polinomiales matriciales por trunca-
ci￿n del desarrollo en serie de Taylor de los coe￿cientes de (5.1).
La organizaci￿n de este cap￿tulo es la siguiente. El segundo apartado trata
de la construcci￿n de la soluci￿n X(t) en forma de serie del problema (5.3)
suponiendo que los coe￿cientes de (5.1) son funciones anal￿ticas a valores
matriciales,
S(t) =
X
n¸0
Sn t
n ; jtj < c : (5.4)
Si denotamos por X(t;n) la serie truncada de ordenn, como la soluci￿n W(t)
de (5.1) puede escribirse en la forma
W(t) = f[0 Ip]X(t)gf[Iq 0]X(t)g
¡1 = V (t)[U(t)]
¡1
en el intervalo donde U(t) es invertible, una aproximaci￿n razonable deW(t)
es
Wn(t) = f[0 Ip]X(t;n)gf[Iq 0]X(t;n)g
¡1
en el intervalo donde Un(t) = [Iq 0]X(t;n) es invertible. En este mismo
apartado, el segundo, determinamos tambiØn el orden de truncaci￿n y el
intervalo donde Un(t) es invertible, en tØrminos del error de aproximaci￿n
X(t)¡X(t;n). En el apartado segundo se obtiene ademÆs una cota de error
a priori de la soluci￿n W(t) de (5.1). En el tercer apartado se lleva a cabo el
anÆlisis del error respondiendo a la siguiente pregunta: si± > 0 es la longitud
del intervalo [0;±] donde W(t) es la soluci￿n de (5.1), y si ° < ±, ￿c￿mo de-
terminar el menor valor n1 tal que Un(t) es invertible y kW(t) ¡ Wn(t)k < "
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para 0 · t · °, n ¸ n1?. En la œltima secci￿n, la cuarta, se estudia la esta-
bilidad del mØtodo propuesto.
Si C es una matriz en Cr£q, denotaremos por kCk su 2-norma, de￿nida
como la ra￿z cuadrada del valor propio mÆximo de CHC donde CH es la
traspuesta conjugada de C, ver [24, p.295-312]. La 2-norma de una matriz
puede ser e￿cientemente calculada con los paquetesMatlaby Mathematica. La
matriz identidad en Cr£r la denotaremos por Ir. Si A es una matriz en Cp£q,
y B =
·
Iq
A
¸
entonces BHB = I + AHA y kBk =
¡
1 + kAk
2¢ 1
2. Concluimos
la introducci￿n recordando un resultado relativo a la permutaci￿n del orden
de sumaci￿n de una serie doble cuya demostraci￿n puede encontrarse en [55,
p.173]. Si faijgi¸1;j¸1, es una sucesi￿n doble de nœmeros complejos tal que
X
j¸1
jaijj = bi ;
X
i¸1
bi < 1 ;
entonces X
i¸1
X
j¸1
aij =
X
j¸1
X
i¸1
aij : (5.5)
5.2. Lemas tØcnicos
Es bien conocida la conexi￿n entre un sistema de Riccati y un sistema
lineal cuya matriz de coe￿cientes involucra los coe￿cientes de la ecuaci￿n
de Riccati. En el contexto numØrico esta conexi￿n ha sido notablemnte per-
seguida recientemente en [57] explotando la estructura de grupo matricial
subyacente en la ecuaci￿n. Existen varias aproximaciones a la soluci￿n de
sistemas lineales con coe￿cientes variables las cuales engloban propiedades
cualitativas de la soluci￿n exacta. Algunas de las mÆs relevantes son el mØto-
do de los conmutadores iterados [27], y la visi￿n del grupo de Lie estudiado
en [26]. Estos mØtodos son ademÆs interesantes para construir buenas aproxi-
maciones numØricas de problemas diferenciales no lineales como puede verse
en [64].
En este apartado proponemos una soluci￿n aproximada en forma de se-
rie de sistemas diferenciales matriciales lineales con coe￿cientes anal￿ticos
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usando la aproximaci￿n de Taylor. Aunque esta aproximaci￿n impone fuer-
tes condiciones sobre los coe￿cientes y parece que no recupera tan bien las
caracter￿sticas anal￿ticas de la soluci￿n exacta como lo hacen los mØtodos
desarrollados en [26] y [27], mencionamos algunos de los bene￿cios posibles
del mØtodo de desarrollo de Taylor. Primero, no es necesario calcular la solu-
ci￿n fundamental del problema correspondiente. Segundo, como se demuestra
posteriormente, las desigualdades de Cauchy son una excelente herramienta
que proporciona cotas de error a priori de la serie truncada de aproximaci￿n.
En tercer lugar, cuando el coe￿ciente del sistema es un polinomio matricial,
entonces la soluci￿n del sistema es tambiØn un polinomio matricial. Este he-
cho permitirÆ recuperar algunas de las ventajas de los mØtodos simØtricos
propuestos en [57] para la soluci￿n numØrica de problemas de Riccati porque
la ecuaci￿n de Riccati perturbada despuØs del truncamiento del desarrollo
en forma de serie de Taylor de los coe￿cientes, es ademÆs una ecuaci￿n de
Riccati con coe￿cientes polinomiales.
Buscamos una soluci￿n en forma de serie anal￿tica del problema (5.3) del
tipo
X(t) =
X
n¸0
Xn t
n ; jtj < c ; (5.6)
donde los coe￿cientes Xn son matrices en C(p+q)£q que estÆn por determinar.
Tomando derivadas formales en (5.6) se tiene
X
0(t) =
X
n¸0
(n + 1)Xn+1 t
n ; (5.7)
y suponiendo por el momento que existe una soluci￿n de la forma (5.6), por
el teorema de Mertens para el producto de series matriciales, por (5.6) y (5.7)
se deduce que
S(t)X(t) =
Ã
X
n¸0
Sn t
n
!Ã
X
n¸0
Xn t
n
!
=
X
n¸0
Ã
n X
k=0
Sn¡k Xk
!
t
n (5.8)
Imponiendo que X(t) dada por (5.6) satisfaga (5.3) y teniendo en cuenta
(5.7) se tiene que
X
n¸0
(n + 1)Xn+1 t
n =
X
n¸0
Ã
n X
k=0
Sn¡k Xk
!
t
n : (5.9)
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Igualando los coe￿cientes de tn en (5.9) se sigue que
(n + 1)Xn+1 =
n X
k=0
Sn¡k Xk ; n ¸ 0 ; X0 =
·
Iq
W0
¸
2 C
(p+q)£q (5.10)
Tomando normas en (5.10) se tiene
(n + 1)kXn+1k ·
n X
k=0
kSn¡kkkXkk : (5.11)
Por las desigualdades de Cauchy [14, p.222], tomando M = sup
0·t·c
kS(t)k, se
sigue que
kSnk ·
M
½n ; 0 < ½ < c ; n ¸ 0 : (5.12)
Por (5.11) y (5.12) se deduce que
(n + 1)kXn+1k ·
M
½n
n X
k=0
kXkk½
k ; n ¸ 0 ; 0 < ½ < c : (5.13)
kXn+1k ·
M
(n + 1)½n
n X
k=0
kXkk½
k ; n ¸ 0 : (5.14)
Introducimos ahora la sucesi￿n de nœmeros positivos f±ngn¸0 de￿nida por
±0 = kX0k =
¡
1 + kW0k
2¢ 1
2, siendo ±n para n > 0 la soluci￿n de la ecuaci￿n
±n+1 =
M
(n + 1)½n
n X
k=0
±k ½
k ; n ¸ 0 : (5.15)
Por de￿nici￿n de f±ngn¸0 y (5.14), usando el principio de inducci￿n, es fÆcil
probar que
kXnk · ±n ; n ¸ 0 : (5.16)
Por (5.16), para demostrar la convergencia de la serie (5.6) conXn dados por
(5.10), es su￿ciente garantizar la convergencia de la serie numØrica
X
n¸0
±n t
n ; jtj < c : (5.17)
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Por la de￿nici￿n de ±n, ver (5.15), se tiene
(n + 1)±n+1 ¡ ½
¡1 n±n = M ±n ; n > 0 :
±n+1
±n
=
½M + n
(n + 1)½
; n > 0 ;
l´ ım
n!1
±n+1 jtj
n+1
±n jtj
n =
jtj
½
< 1 si jtj < ½ :
Luego (5.6) converge en jtj < ½, donde ½ es cualquier nœmero positivo con
0 < ½ < c. En consecuencia la serie (5.6), (5.10) es una soluci￿n rigurosa del
problema (5.3). Por la unicidad de soluci￿n de (5.3), ver [18], la serie (5.6),
(5.10) de￿ne la œnica soluci￿n del problema (5.3).
Sean U(t) y V (t) de￿nidas por
U(t) = [Iq 0]X(t)
V (t) = [0 Ip]X(t)
donde X(t) es la soluci￿n del problema (5.3). Por [53, p.28], la soluci￿nW(t)
de (5.1) estÆ de￿nida en el intervalo dondeU(t) es invertible, y en ese dominio
W(t) estÆ dada por
W(t) = V (t)[U(t)]
¡1 : (5.18)
Recientemente, en el art￿culo [35] se ha establecido informaci￿n sobre el
intervalo de existencia de W(t) en un resultado que a continuaci￿n enuncia-
mos para mayor claridad en la presentaci￿n de las ideas.
La prueba del lema 5.2.1 estÆ basada en el art￿culo [19] y es mÆs fuerte
que el lema 2.10 del trabajo [42] porque proporciona un mØtodo para obtener
el intervalo de invertibilidad de U(t) y no s￿lo su existencia.
Lema 5.2.1 . ([35]) Consideremos los nœmeros positivos k0, q0 y !0, dados
por
k0 = m´ axfkS(t)k ; 0 · t · cg ;
q0 = m´ axfk[A(t) B(t)]k ; 0 · t · cg ;
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!0 =
°
°
°
°
·
Iq
W0
¸°
°
°
° =
¡
1 + kW0k
2¢ 1
2
y sea ± un nœmero positivo ± · c, satisfaciendo
±k0 + ln(±) < ¡ln(q0 !0) (5.19)
Entonces la soluci￿n local W(t) del problema (5.1) estÆ dada por (5.18) en
el intervalo [0;±]. AdemÆs, si X(t) es la soluci￿n (5.3), entonces se veri￿ca
que U(t) = [Iq 0]X(t) es invertible en [0;±] y
°
°(U(t))
¡1°
° < (1 ¡ N±)
¡1 ;
N = q0 exp(± k0)!0 ; 0 · t · ± : (5.20)
Un importante resultado que necesitaremos utilizar mÆs adelante es una co-
ta superior a priori para la soluci￿n te￿rica W(t) del problema (5.1), en el
intervalo de existencia determinado en el lema 5.2.1 anterior.
Lema 5.2.2 . Bajo las hip￿tesis y la notaci￿n del lema 5.2.1 anterior , la
soluci￿n W(t) del problema (5.1) cumple
kW(t)k · (1 ¡ ±q0 exp(±k0)!0)
¡1 !0 exp(±k0) =M2 ; 0 · t · ± : (5.21)
Demostraci￿n. Por [53, p.28] la soluci￿n W(t) del problema (5.1) estÆ dada
por
W(t) = V (t)[U(t)]
¡1 = [0 Ip]X(t)f[Iq 0]X(t)g
¡1 ; 0 · t · ± :
Por el lema 5.2.1 anterior se tiene
°
°[U(t)]
¡1°
° · (1 ¡ ± q0 exp(± k0)!0)
¡1 ; 0 · t · ± : (5.22)
AdemÆs, por [18, p.114], la soluci￿n X(t) del problema (5.3) veri￿ca
kX(t)k · !0 exp(± k0) ; 0 · t · ± : (5.23)
De aqu￿
kV (t)k · kX(t)k · !0 exp(± k0) ; 0 · t · ±
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y por (5.22) se deduce (5.21). Por lo que el resultado queda probado.
La expresi￿n (5.18) presenta dos di￿cultades desde un punto de vista
computacional. En primer lugar, el hecho que V (t) y U(t) son series in￿-
nitas, y en segundo tØrmino, el cÆlculo de la inversa de U(t). Pensando en
el anÆlisis del error de una aproximaci￿n Wn(t) de W(t) en tØrminos de las
aproximaciones Vn(t) y Un(t) de V (t) y U(t), respectivamente, notemos que
es conveniente garantizar la invertibilidad de Un(t) para poder escribir
Wn(t) = Vn(t)[Un(t)]
¡1 ;
y
W(t) ¡ Wn(t) = V (t)[U(t)]
¡1 ¡ Vn(t)[Un(t)]
¡1 :
El siguiente resultado responde a este hecho en tØrminos de la calidad de las
aproximaciones cuando truncamos la soluci￿nX(t) en forma de serie in￿nita
del problema (5.3).
Sea 0 < ° < ±, donde ± estÆ dado por el lema 5.2.1 anterior. Entonces
con la notaci￿n del citado lema 5.2.1, ver expresi￿n (2.27) de [35], se deduce
que
0 < h(°) = ° exp(° k0) < [q0 !0]
¡1 ; (5.24)
sea » > 0 tal que
h(°) = [q0 !0]
¡1 ¡ » : (5.25)
Sea
X(t;n) =
n X
k=0
Xk t
k ; (5.26)
la serie truncada de orden n de X(t), y sea
Un(t) = [Iq 0]X(t;n) ; (5.27)
el orden de truncaci￿n n de U(t) = [Iq 0]X(t). Notar que
Un(0) = I
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y
kUn(t) ¡ Iqk · kUn(t) ¡ U(t)k + kU(t) ¡ Iqk
· kX(t;n) ¡ X(t)k + kU(t) ¡ Iqk :
3
5 (5.28)
Si 0 · t · °, entonces
U
0(t) = [Iq 0]X
0(t) = [Iq 0]S(t)X(t) = [A(t) B(t)]X(t) ;
y tomando normas en la œltima expresi￿n, se deduce que
kU
0(t)k · q0 exp(° k0)!0 ; 0 · t · ° < ± : (5.29)
Por (5.24), (5.25) y (5.29) se sigue que
° sup
0·t·°
kU
0(t)k · ° q0 !0 exp(° k0) = 1 ¡ » q0 !0 < 1 : (5.30)
Por [18, p.255], se tiene que
°
°[U(t)]
¡1°
° · (»q0!0)
¡1 ; 0 · t · ° : (5.31)
Por (5.30) y por el teorema del valor medio [14, p.158], para 0 · t · °, se
deduce que
kU(t)¡Iqk=kU(t)¡U(0)k·° sup
0·s·°
kU
0(s)k·1¡» q0 !0; 0·t·° (5.32)
Supongamos que
kX(t) ¡ X(t;n)k < » q0 !0 ; 0 · t · ° ; n ¸ n0 ; (5.33)
entonces por (5.28), (5.32) y (5.33) se tiene
kUn(t) ¡ Iqk < 1; ; n ¸ n0 ; 0 · t · ° ; (5.34)
y por el lema de perturbaci￿n [50, p.45], la matrizUn(t) es invertible en [0;°].
Supongamos ademÆs que
kX
0(t;m) ¡ X
0(t)k < ±
¡1 » q0 !0 ; n ¸ n0 ; 0 · t · ° : (5.35)
Como
U
0
n(t) ¡ U
0(t) = [Iq 0][X
0(t;n) ¡ X
0(t)] ;
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podemos escribir
kU
0
n(t)k · kU
0
n(t) ¡ U
0(t)k + kU
0(t)k
· kX
0(t;n) ¡ X
0(t)k + kU
0(t)k :
Por (5.29) y (5.35) se deduce que
kU
0
n(t)k<
£
±
¡1»+exp(° k0)
¤
q0 !0 ; 0 · t · ° ; n ¸ n0 : (5.36)
Por [19, p.255] se tiene
°
°(Un(t))
¡1°
°·
©
1¡°
£
±
¡1 »+ exp(° k0)
¤
q0 !0
ª¡1 ;n ¸ n0; 0 · t · ° (5.37)
Por (5.24), (5.25) podemos escribir
1 ¡ °
£
±
¡1» + exp(° k0)
¤
q0 !0
= 1 ¡ ° ±
¡1» q0 !0 ¡ ° q0 exp(° k0)!0
= 1 ¡ ° ±
¡1» q0 !0 ¡ 1 + » q0 !0
=
¡
1 ¡ ° ±
¡1¢
» q0 !0:
Por (5.37) se sigue que
°
°(Un(t))
¡1°
°·
©¡
1¡° ±
¡1¢
» q0 !0
ª¡1 ;0 · t · °; n ¸ n0 : (5.38)
Resumiendo, podemos establecer el siguiente resultado:
Lema 5.2.3 . Con la notaci￿n del lema 5.2.1 anterior, sea ° < ± y » > 0 de
manera que
° exp(° k0) = [q0 !0]
¡1 ¡ » ;
sea X(t) la soluci￿n del problema (5.3), U(t) = [Iq 0]X(t), sea X(t;n) =
n X
k=0
Xk t
k, la truncaci￿n de orden n de X(t), donde S(t) es una funci￿n ma-
tricial anal￿tica de￿nida sobre el intervalo [0;±] y con valores en C
(p+q)£(p+q).
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Entonces las siguientes propiedades se veri￿can:
(i) U(t) es invertible y
°
°(U(t))
¡1°
° < (» q0 !0)
¡1 ; 0 · t · ° :
(ii) Si n0 se elige de modo que
kX(t) ¡ X(t;n)k < » q0 !0 ; 0 · t · ° ; n ¸ n0 ;
kX0(t) ¡ X0(t;n)k < ±¡1» q0 !0 ; 0 · t · ° ; n ¸ n0 ;
entonces Un(t) es invertible en [0;±] para n ¸ n0, y
°
°(Un(t))
¡1°
° <
©¡
1 ¡ ° ±
¡1¢
» q0 !0
ª¡1 ; 0 · t · °; n ¸ n0 :
5.3. Error de truncaci￿n
En esta secci￿n, bajo las hip￿tesis dadas en (5.4), lanzamos la siguiente
cuesti￿n: dado un error admisible² > 0 y un dominio acotado[0;°] con ° < ±,
￿c￿mo construir una soluci￿n aproximada ￿nita W(t;²) de￿nida en [0;°] de
modo que el error con respecto a la soluci￿n exacta W(t) = V (t)[U(t)]
¡1
estØ uniformemente acotado por ² en [0;°]?.
Sea X(t) la soluci￿n en forma de serie in￿nita del problema (5.3). En
primer lugar consideraremos el error de truncamiento de la aproximaci￿n de
grado m sobre un intervalo de longitud ° < ±:
X(t;m) =
m X
n=0
Xn t
n ; 0 · t · ° < ± ; (5.39)
X0 =
·
Iq
W0
¸
Xn+1 =
1
n + 1
n X
k=0
Sn¡k Xk ; n ¸ 0 :
3
7
7
7
7
7
5
(5.40)
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Sea M1 de manera que
sup
0·t·±
kS(t)k · M1 ; (5.41)
y aplicando el lema 5.2.2 anterior se deduce
sup
0·t·±
kX(t)k · M2 ; (5.42)
donde M2 estÆ dado por el miembro derecho de (5.21).
Por las desigualdades de Cauchy [14, p.222] en[0;t1], se obtiene que
kSnk ·
M1
tn
1
; 0 < ° < t1 < ± ; n ¸ 0 : (5.43)
Por (5.40) y (5.43) los nœmeros 'n = kXnk veri￿can
'n+1 ·
M1
(n + 1)tn
1
n X
k=0
'k t
k
1 ; n ¸ 0 :
Luego
X(t) ¡ X(t;m) =
X
n¸m+1
Xn t
n ; 0 · t · ° :
luego el error de trncamiento cumple
kX(t) ¡ X(t;m)k ·
X
n¸m+1
kXnk°
n ·
X
n¸m+1
M1
nt
n¡1
1
Ã
n¡1 X
k=0
'k t
k
1
!
°
n :
(5.44)
Usando el resultado (5.5) relativo a la permutaci￿n del orden de sumaci￿n
de una serie doble de nœmeros complejos y la convergencia de la serie de
tØrminos positivos X
n¸1
'n °
n
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podemos escribir
X
n¸m+1
1
nt
n¡1
1
Ã
n¡1 X
k=0
'k t
k
1
!
°
n
= t1 '0
X
j¸1
1
m + j
µ
°
t1
¶m+j
+ t
2
1 '1
X
j¸1
1
m + j
µ
°
t1
¶m+j
+ :::
+t
m+1
1 'm
X
j¸1
1
m + j
µ
°
t1
¶m+j
+ t
m+2
1 'm+1
X
j¸2
1
m + j
µ
°
t1
¶m+j
+t
m+3
1 'm+2
X
j¸3
1
m + j
µ
°
t1
¶m+j
+:::+t
m+l
1 'm+l¡1
X
j¸l
1
m + j
µ
°
t1
¶m+j
+:::
Luego
X
n¸m+1
1
nt
n¡1
1
Ã
n¡1 X
k=0
'kt
k
1
!
°
n
=
(
t1
X
j¸1
1
m + j
µ
°
t1
¶m+j)
('0 + t1'1 + ::: + tm
1 'm)
+t1
(
t
m+1
1 'm+1
X
j¸2
1
m + j
µ
°
t1
¶m+j
+ t
m+2
1 'm+2
X
j¸3
1
m + j
µ
°
t1
¶m+j
+:::+
+ t
m+l
1 'm+l
X
j¸l+1
1
m + j
µ
°
t1
¶m+j
+ :::
)
:
Para l ¸ 1, podemos escribir una cota superior comœn para todo natural
l de la serie geomØtrica de tØrminos positivos
X
j¸l
µ
°
t1
¶m+j
ya que, se tiene
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X
j¸l
µ
°
t1
¶m+j
=
µ
°
t1
¶m X
j¸l
µ
°
t1
¶j
=
µ
°
t1
¶m
µ
°
t1
¶l
1 ¡
°
t1
·
µ
°
t1
¶m
°
t1
1 ¡
°
t1
=
°
t1 ¡ °
µ
°
t1
¶m
;
y
X
j¸l
1
m + j
µ
°
t1
¶m+j
·
X
j¸l
µ
°
t1
¶m+j
;
Por tanto se obtiene que
X
n¸m+1
Ã
1
nt
n¡1
1
n¡1 X
k=0
'k t
k
1
!
°
n
·
t1
µ
°
t1
¶m
1 ¡
°
t1
"
m X
n=0
t
n
1 'n +
X
n¸m+1
'n t
n
1
µ
°
t1
¶n¡m+1#
·
t1
µ
°
t1
¶m
1 ¡
°
t1
X
n¸0
'n t
n
1 :
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
(5.45)
Aplicando las desigualdades de Cauchy en el intervalo [0;t¤], siendo su ex-
tremo superior t¤ = t1 +
±¡t1
2 , entonces podemos escribir las siguientes aco-
taciones
kXnk = 'n ·
M2
(t¤)
n ; n ¸ 0 ;
'n t
n
1 · M2
µ
t1
t¤
¶n
; n ¸ 0 ; (5.46)
y
X
n¸0
'n t
n
1 · M2
t1
t¤
1 ¡
t1
t¤
; (5.47)
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Aplicando las desigualdades dadas en (5.44), (5.45), y la igualdad dedu-
cida en (5.47), se sigue que el error de truncamiento de la soluci￿n matricial
X(t) cumple la siguiente desigualdad
kX(t) ¡ X(t;m)k
·
M1 M2 t1
1 ¡
°
t1
µ
°
t1
¶m t1
t¤
1 ¡
t1
t¤
=
M1 M2 t3
1
(t1 ¡ °) (t¤ ¡ t1)
µ
°
t1
¶m
:
3
7
7
7
7
7
5
(5.48)
Nosotros estamos interesados en el error de truncaci￿n de la derivada
X0(t), observar para ello que
X
0(t) ¡ X
0(t;m) =
X
n¸m+1
nXn t
n¡1 : (5.49)
Por la igualdad (5.49) y por la acotaci￿n dada en (5.44) relativa aX(t),
se tiene ahora para X0(t) que
kX
0(t) ¡ X
0(t;m)k ·
X
n¸m+1
M1
t
n¡1
1
Ã
n¡1 X
k=0
'k t
k
1
!
°
n¡1 ; 0 · t · ° : (5.50)
De nuevo, por (5.5) relativo al orden de sumaci￿n de una serie doble de
nœmeros complejos y por la convergencia de la serie
X
n¸1
'n°
n
obtenemos la siguiente representaci￿n equivalente de la serie que aparece en
el miembro derecho de (5.50)
X
n¸m+1
1
t
n¡1
1
Ã
n¡1 X
k=0
'k t
k
1
!
°
n¡1
=
1
°
(
X
n¸m+1
1
t
n¡1
1
Ã
n¡1 X
k=0
'k t
k
1
!
°
n
)
=
FUNC. ESPECIALES Y EC. DIF. MATRICIALESCap￿tulo 5 99
=
1
°
(
t1 '0
X
j¸1
µ
°
t1
¶m+j
+ t
2
1 '1
X
j¸1
µ
°
t1
¶m+j
+ :::
t
m+1
1 'm
X
j¸1
µ
°
t1
¶m+j
+ t
m+2
1 'm+1
X
j¸2
µ
°
t1
¶m+j
+
+t
m+3
1 'm+2
X
j¸3
µ
°
t1
¶m+j
+ :::+
+t
m+l
1 'm+l¡1
X
j¸l
µ
°
t1
¶m+j
+ :::
)
:
Luego
X
n¸m+1
1
t
n¡1
1
Ã
n¡1 X
k=0
'k t
k
1
!
°
n¡1
=
1
°
(
t1
X
j¸1
µ
°
t1
¶m+j)
('0 + t1 '1 + ::: + t
m
1 'm)
+
t1
°
(
t
m+1
1 'm+1
X
j¸2
µ
°
t1
¶m+j
+ t
m+2
1 'm+2
X
j¸3
µ
°
t1
¶m+j
+::: + t
m+l
1 'm+l
X
j¸l+1
µ
°
t1
¶m+j
+ :::
)
:
Teniendo en cuenta (5.50) y (5.48), concluimos que
kX
0(t) ¡ X
0(t;m)k ·
M1 M2 t3
1
° (t1 ¡ °)(t¤ ¡ t1)
µ
°
t1
¶m
; 0 · t · ° : (5.51)
Observar que bajo las hip￿tesis (5.33), por [18, p.114] se tiene
kVn(t)k · kX(t;n)k · kX(t;n) ¡ X(t)k + kX(t)k
· » q0 !0 + !0 exp(° k0)
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kVn(t)k · !0 (» q0 + exp(° k0)) ; 0 · t · ° ; n ¸ n0 : (5.52)
Si W(t) = V (t)[U(t)]
¡1 es la soluci￿n de (5.1) y
Wn(t) = Vn(t)[Un(t)]
¡1 = f[0 Ip]X(t;n)gf[Iq 0]X(t;n)g
¡1 ;
es la aproximaci￿n de grado n por truncaci￿n, donde
X(t;m) =
m X
k=0
Xk t
k ; 0 · t · ° ; (5.53)
entonces
W(t) ¡ Wn(t) = V (t)[U(t)]
¡1 ¡ Vn(t)[Un(t)]
¡1
= [V (t) ¡ Vn(t)][U(t)]
¡1 + Vn(t)
£
(U(t))
¡1 ¡ (Un(t))
¡1¤
:
3
5 (5.54)
Tomando normas en (5.54) se tiene
kW(t) ¡ Wn(t)k
· kV (t)¡Vn(t)k
°
°(U(t))
¡1°
°+kVn(t)k
°
°(U(t))
¡1¡(Un(t))
¡1°
°
3
5 (5.55)
y por el lema de Banach [21, p.28],
°
°(U(t))
¡1 ¡ (Un(t))
¡1°
° ·
°
°(U(t))
¡1°
°
°
°(Un(t))
¡1°
°kU(t) ¡ Un(t)k : (5.56)
Por (5.55), (5.56) y teniendo en cuenta quekV (t) ¡ Vn(t)k y kU(t) ¡ Un(t)k
estÆn ambas acotadas superiormente por kX(t) ¡ X(t;n)k, se obtiene
kW(t) ¡ Wn(t)k
·
°
°(U(t))
¡1°
°£
kV (t)¡Vn(t)k+kVn(t)k
°
°(Un(t))
¡1°
°kU(t)¡Un(t)k
¤
·
°
°(U(t))
¡1°
°¡
1 + kVn(t)k
°
°(Un(t))
¡1°
°¢
kX(t) ¡ X(t;n)k
3
7
7
7
7
5
(5.57)
Notar que por el anterior lema 5.2.3 y por (5.31), (5.52), para n ¸ n0,
0 · t · °, se tiene
°
°(U(t))
¡1°
°¡
1 + kVn(t)k
°
°(Un(t))
¡1°
°¢
·(!0 » q0)
¡1
½
1+»¡1q
¡1
0 (» q0 + exp(° k0 ))
³
1¡
°
±
´¡1¾
3
7
7
5 (5.58)
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Por (5.48) y el lema 5.2.3 anterior, si tomamos n1 el primer entero positivo
tal que
µ
°
t1
¶n
< m´ ın
½
» q0 !0 (t1 ¡ °)(t¤ ¡ t1)
M1 M2 t3
1
;
"(t1 ¡ °)(t¤ ¡ t1)
M1 M2 t3
1
¾
; (5.59)
entonces por (5.48) se tiene que
kX(t) ¡ X(t;n)k · » q0 !0 ; n ¸ n1 ; 0 · t · ° ; (5.60)
y
kX(t) ¡ X(t;n)k < " ; n ¸ n1 ; 0 · t · ° : (5.61)
Por (5.51) y por el lema 5.2.3 de la secci￿n anterior, si tomamos n2 como el
primer entero positivo n tal que
µ
°
t1
¶n
< m´ ın
½
±¡1 ° » q0 !0 (t1 ¡ °)(t¤ ¡ t1)
M1 M2 t3
1
;
"° (t1 ¡ °)(t¤ ¡ t1)
M1 M2 t3
1
¾
(5.62)
entonces por (5.51) ,(5.62), se concluye que
kX
0(t) ¡ X
0(t;n)k < ±
¡1 » q0 !0 ; n ¸ n2 ; 0 · t · ° : (5.63)
y
kX
0(t) ¡ X
0(t;n)k < " ; n ¸ n2 ; 0 · t · ° : (5.64)
Sin embargo, notemos que como ° ±¡1 < 1, el primer tØrmino del miembro
derecho de la desigualdad (5.62) es menor que
» q0 !0 (t1 ¡ °)(t¤ ¡ t1)
M1 M2 t3
1
lo cual aparece en (5.59). Por tanto, si n satisface (5.62) y
µ
°
t1
¶n
<
"(t1 ¡ °)(t¤ ¡ t1)
M1 M2 t3
1
; (5.65)
se cumple tambiØn (5.59). Ambas condiciones, (5.62) y (5.65) pueden escri-
birse en la forma
n >
ln
·
(t1 ¡ °)(t¤ ¡ t1)
M1 M2 t3
1
m´ ın
©
";° ";±
¡1 ° » q0 !0
ª
¸
ln
µ
°
t1
¶ : (5.66)
Resumiendo los resultados de este apartado y el lema 5.2.2 del apartado
segundo podemos establecer el siguiente resultado:
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Teorema 5.3.1 . Consideremos el problema de valor inicial (5.1) donde los
coe￿cientes matriciales son funciones continuas en el intervalo 0 · t < c.
Sean k0, q0, !0 y ± los de￿nidos en el lema 5.2.1, sea 0 < ° < ± y » > 0 con
° exp(° k0) = [q0 !0]
¡1 ¡ » :
Sea X(t) la soluci￿n anal￿tica del problema (5.3) y sea V (t) = [0 Ip]X(t),
U(t) = [Iq 0]X(t) y sea W(t) = V (t)[U(t)]
¡1 la soluci￿n de (5.1) en [0;±].
Sea t1 de manera que ° < t1 < ±, t¤ = t1 + 1
2 (± ¡ t1) y sea " > 0 un error
admisible. Sea n1 el primer entero n veri￿cando (5.66), sean M1 y M2 los
de￿nidos por las expresiones (5.41) y (5.21) respectivamente, sean Vn(t) y
Un(t) de￿nidos por
Vn(t) = [0 Ip]X(t;n) ; Un(t) = [Iq 0]X(t;n) ;
donde X(t;n) es la truncaci￿n de orden n de X(t) de￿nida por (5.39). Si
Wn(t) = Vn(t)[Un(t)]
¡1
=
(
[0 Ip]
n X
k=0
Xk t
k
)(
[Iq 0]
n X
k=0
Xk t
k
)¡1
; 0 · t · °; n ¸ n1
3
7
7
7
5
(5.67)
donde
X0 =
·
Iq
W0
¸
; Xn+1 =
1
(n + 1)
n X
k=0
Sn¡k Xk ; n ¸ 0 ; (5.68)
y
S(t) =
X
k¸0
Sk t
k ; 0 · t < ± ; (5.69)
entonces se cumple
kW(t) ¡ Wn(t)k < " ; n ¸ n1 ; 0 · t · ° :
Veamos un ejemplo, sobre el que testearemos nuestras conclusiones.
Ejemplo 1. Consideremos el problema de valor inicial
W
0 = W + sin(t)W
2 ; W(0) = 1 : (5.70)
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El problema lineal asociado del tipo (5.3) toma en este caso particular la
forma
X0(t) =
·
0 ¡sin(t)
0 1
¸
X(t) ; X(0) =
·
1
1
¸
S(t) =
X
n¸0
Sn t
n ; S0 =
·
0 0
0 1
¸
;
S2k = 0 ; k ¸ 1 ; S2k+1 =
(¡1)k+1
(2k + 1)!
·
0 1
0 0
¸
; k ¸ 0 :
La solucion exacta de (5.70) es
W(t) =
2et
1 ¡ et (sin(t) ¡ cos(t))
Sea c = 1;03841563726656. En este caso las constantes del teorema 5.3.1 son
!0 =
p
2 k0 = 1;319845
q0 = 0;861598 ° = 0;1
» = 0;706583 t1 = 0;2
± = 0;4 t¤ = 0;3
y el grado de truncaci￿nn1 de la soluci￿n aproximadaWn1(t) con error menor
que ² para diferentes valores de ², segœn (5.66), se da en la tabla siguiente.
Para ello es necesario calcular previamente las cotas
M1 = 1;1 ; M2 = 13;9
Para los valores ² = 10¡1, ² = 10¡2, ² = 10¡3, ² = 10¡4, el valor de n1 no
² 10¡1 10¡2 10¡3 10¡4 10¡5 10¡6
n1 14 14 14 14 15 18
Cuadro 5.1: Orden de truncaci￿n. Ejemplo 1
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cambia porque en (5.66) se tiene
m´ ın
©
±
¡1 ° » q0 !0;";° "
ª
= ±
¡1 ° » q0 !0
Nota 1. El mØtodo presentado aqu￿ para el caso en que los coe￿cientes son
anal￿ticos puede ser visto como una versi￿n continua del mØtodo dado por
Schi￿ and Shnider en [57]. Los mØtodos de un paso propuestos en [57] para
la soluci￿n numØrica de (5.1) toman la forma (ver expresi￿n (27) de [57])
W(t0 + h) =
h
˜ ®(t0;h)W0 + ˜ ¯(t0;h)
ih
˜ °(t0;h)W0 + ˜ ±(t0;h)
i¡1
donde
˜ Γ(t0;h) =
·
˜ ®(t0;h) ˜ ¯(t0;h)
˜ °(t0;h) ˜ ±(t0;h)
¸
es una aproximaci￿n a la soluci￿n fundamental Γ(t0;h) del problema (5.3).
Observar que si S(t) estÆ dada por (5.3) y S(t;n) es la suma parcial n-Øsima
del desarrollo de Taylor de S(t), entonces tomando t0 = 0, si Γn(t) es la
soluci￿n fundamental del sistema truncado
Γ
0
n(t) = S(t;n)Γn(t) ; Γn(0) = I
y Γ(t) es la soluci￿n fundamental satisfaciendo
Γ
0
(t) = S(t)Γ(t) ; Γ(0) = I ;
entonces por [18, p.78] se deduce que fΓng converge uniformemente a Γ en
un entorno de t0 = 0. Esto signi￿ca que Γn(t) puede ser vista como una
aproximaci￿n de Γ(t). Luego la aproximaci￿n Wn(t) del problema (5.1) dada
por el teorema 5.3.1 y de￿nida por Wn(t) = Vn(t)[Un(t)]
¡1 puede ser escrita
en la forma
Wn(t) = f[0 I]X(t;n)gf[I 0]X(t;n)g
¡1 = Vn(t)[Un(t)]
¡1
= f®n(t)W0 + ¯n(t)gf°n(t)W0 + ±n(t)g
¡1
donde
Γn(t) =
·
®n(t) ¯n(t)
°n(t) ±n(t)
¸
As￿, aunque no construimos Wn(t) por aproximaci￿n de Γ(t), la expresi￿n
de Wn(t) es equivalente a la dada en [57] y as￿ conserva las ventajas de tal
mØtodo en el dominio considerado sin singularidades.
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5.4. Sobre la estabilidad del mØtodo
En este apartado analizamos algunas caracter￿sticas adicionales relacio-
nadas con el mØtodo propuesto en el apartado anterior. Dado que la solu-
ci￿n aproximada construida se basa en la determinaci￿n previa del intervalo,
donde con la notaci￿n anterior, U(t) = [Iq 0]X(t) es invertible, algunas
preguntas surgen de un modo natural. ￿Es la soluci￿n prolongable a un in-
tervalo mayor desde la parte derecha del dominio de existencia?. ￿CuÆl es el
comportamiento de la longitud del nuevo dominio extendido despuØs de mÆs
aplicaciones del mØtodo?. ￿CuÆl es el error adicional cuando en las sucesivas
aplicaciones aproximamos el valor te￿rico exacto del lado izquierdo del nuevo
intervalo de trabajo?. Estos puntos que describen la estabilidad del mØtodo
son tratados a continuaci￿n.
Sea X(t) la soluci￿n del problema (5.3) y sea U(t) = [Iq 0] X(t). Supon-
gamos 0 < t0 < c con U(t0) invertible. Si kU(t) ¡ U(t0)k <
°
°(U(t0))
¡1°
°
¡1
,
entonces por el lema de perturbaci￿n [15, p.538] se sigue que
°
°(U(t))
¡1°
° <
°
°(U(t0))
¡1°
°¡
1 ¡ kU(t) ¡ U(t0)k
°
°(U(t0))
¡1°
°¢¡1
(5.71)
Por el teorema del valor medio [14, p.158], se deduce que
kU(t) ¡ U(t0)k · jt ¡ t0jsupfkU
0(s)k ; t0 · s · tg : (5.72)
Desde aqu￿, si
M(±;t0) = supfkU
0(s)k ; t0 · s < t0 + ±g ± > 0 ; (5.73)
y
± M (±;t0) <
°
°(U(t0))
¡1°
°
¡1
; (5.74)
entonces
U(t) es invertible en t0 · t < t0 + ± ;
y por (5.73)-(5.74) se deduce de (5.71)
°
°(U(t))
¡1°
° <
°
°(U(t0))
¡1°
°¡
1 ¡
°
°(U(t0))
¡1°
° ± M (±;t0)
¢¡1
: (5.75)
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Notar que por (5.73) y (5.29) se sigue que
M(±;t0) = supfk[A(s) B(s)]X(s)k ; t0 · s · t0 + ±g
· q(t0)e±K(t0) ¡
1 + kW(t0)k
2¢ 1
2 ;
3
7
5
donde
q(t0) = m´ axfk[A(s) B(s)]k ; t0 · s · cg
K(t0) = m´ axfkS(t)k ; t0 · t · cg :
Por tanto la condici￿n (5.74) se veri￿ca si
± q(t0)e
± K(t0) ¡
1 + kW(t0)k
2¢ 1
2 < 1 : (5.76)
Esta desigualdad motiva la siguiente de￿nici￿n:
De￿nici￿n 5.4.1 . Sea U(t) = [Iq 0]X(t) donde X(t) es la soluci￿n de
(5.3) de￿nida en [0;c], y sea t¤ un punto 0 < t¤ < c, donde U(t¤) es invertible.
Llamamos longitud de invertibilidad cr￿tica de U en t¤, al nœmero ±(t¤) > 0
con t¤ + ±(t¤) < c tal que
±(t
¤)e
±(t¤)K(t¤) q(t
¤)
¡
1 + kW(t
¤)k
2¢ 1
2 = 1 : (5.77)
Si t¤ +±(t¤) > c entonces la soluci￿n estÆ ya de￿nida en todo el dominio. De
aqu￿, si t¤ + ±(t¤) · c, entonces la soluci￿n W del problema (5.1) es prolon-
gable en el intervalo [t¤;t¤ + ±(t¤)[.
Ahora consideremos la sucesi￿n de puntos
0 = t0 < t1 < t2 < ::: < tj < c ;
donde U(ti) es invertible y ti + ±(ti) < c para 0 · i · j. Introduzcamos las
constantes
q(ti) = m´ axfk[A(s) B(s)]k ; ti · s · cg
K(ti) = m´ axfkS(t)k ; ti · t · cg :
3
5 (5.78)
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Por (5.77) se tiene
±(tj)
±(tj¡1)
=
q(tj¡1)
q(tj)
exp(±(tj¡1)K(tj¡1)¡±(tj)K(tj))
"
1+kW(tj¡1)k
2
1+kW(tj)k
2
#1
2
(5.79)
Luego
±(tj)
±(0)
=
q(0)
q(tj)
exp(±(0)K(0) ¡ ±(tj)K(tj))
"
1 + kW(0)k
2
1 + kW(tj)k
2
#1
2
¸
q(0)
q(tj)
exp(K(0)(±(0) ¡ ±(tj)))
"
1 + kW(0)k
2
1 + kW(tj)k
2
# 1
2
:
±(tj) ¸
±(0)q(0)exp(K(0)(±(0) ¡ c))
q(tj)
"
1 + kW(0)k
2
1 + kW(tj)k
2
#1
2
; j ¸ 1
tj + ±(tj) · c ; j ¸ 1 :
3
7
7
7
7
7
5
(5.80)
La desigualdad (5.80) proporciona una medida de la prolongabilidad de
la soluci￿n W del problema (5.1) en t = tj en tØrminos de los datos y del
valor de la soluci￿n en t = tj.
Desde (5.80) podemos obtener algunas conclusiones muy œtiles con objeto
de extender el dominio de existencia de la soluci￿n W del problema (5.1).
Primero, el intervalo inicial de trabajo [0;c] no deber￿a ser grande porque
el nœmero exp(K(0)[±(0) ¡ c]) decrece con c. AdemÆs, si la norma kW(tj)k
decrece con respecto a kW(0)k la raz￿n
±(tj)
±(0)
crece. En particular, si W0 = 0,
el procedimiento de prolongabilidad estÆ peor condicionado que en otro caso.
AdemÆs, para el caso en que el tiempo sea invariante, la inecuaci￿n (5.80)
toma la forma
±(tj) ¸ ±(0)e
(±(0)¡c)K(0)
"
1 + kW0k
2
1 + kW(tj)k
2
#1
2
j ¸ 1 : (5.81)
FUNC. ESPECIALES Y EC. DIF. MATRICIALESCap￿tulo 5 108
Esta desigualdad es cierta para el caso en que los coe￿cientes sean variables
porque
q(0)
q(tj)
¸ 1, y es particularmente interesante cuando se conoce una
cota de error a priori de la soluci￿n W. En efecto, si kW(t)k · M para todo
t en [0;c], entonces por (5.81) se tiene
±(tj) ¸ ±(0)e
(±(0)¡c)K(0)
"
1 + kW0k
2
1 + M2
#1
2
: (5.82)
Esta desigualdad proporciona una cota inferior para el error a priori de la
longitud de invertibilidad cr￿tica y as￿ si Ω es el miembro derecho de (5.82),
tomando el primer nœmero positivo m de modo que mΩ > c, se cubre todo
el dominio [0;c].
El siguiente ejemplo garantiza que la soluci￿n de un modelo particular
de ecuaciones del tipo (5.1) puede obtenerse siempre despuØs de la haber
aplicado el mØtodo un nœmero ￿nito de veces.
Ejemplo 1. Consideremos el problema (5.1) para el caso B(t) = 0:
W
0(t) = C(t) ¡ D(t)W(t) ¡ W(t)A(t) ; W(0) = W0 : (5.83)
Como el problema (5.83) es equivalente a la ecuaci￿n integral
W(t) = W0 +
Z t
0
fC(s) ¡ D(s)W(s) ¡ W(s)A(s)gds ; 0 · t · c :
tomando normas en la ecuaci￿n y denotando por g(t) = kW(t)k, se deduce
que
g(t) · kW0k +
Z c
0
kC(s)kds +
Z t
0
g(s)(kD(s)k + kA(s)k)ds : (5.84)
Por (5.84) y el lema de Gronwall [18, p.95] se sigue
kW(t)k ·
µ
kW0k +
Z c
0
kC(s)kds
¶
¢
¢exp
µZ c
0
(kA(s)k + kD(s)k)ds
¶
= M ; 0 · t · c ;
3
7
7
7
7
5
(5.85)
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Si Ω es el miembro derecho de (5.82) y M estÆ dado por (5.85), entonces
tomando el primer entero positivo m de modo que mΩ ¸ c, la soluci￿n pro-
porcionada por el mØtodo es prolongable en todo el dominio[0;c] despuØs de
a lo sumo m iteraciones.
Ejemplo 2. Consideremos el problema unidimensional
W
0 = W + sin(t)W
2 ; W(0) = 1 ;
cuya soluci￿n exacta estÆ de￿nida en 0 · t · c = 1;03841563726656 por
W(t) =
2et
1 ¡ et (sin(t) ¡ cos(t))
:
En este caso tenemos
S=
·
0 ¡sin(t)
0 1
¸
; K0=m´ axfkS(t)k; 0 · t · cg=1;31984576369327 :
Considerando la ecuaci￿n (5.77) se tiene
±(t0) = ±(0) > 0;4010308655321 = t1 ;
±(t1) > 0;20359355233278 = t2 ;
±(t2) > 0;24654713969143 = t3 ;
±(t3) > 0;23816773231748 = t4 ;
con
3 X
i=0
±(ti) > c ;
esto signi￿ca que despuØs de cuatro aplicaciones del mØtodo se cubre el do-
minio donde W no tiene singularidades.
Ejemplo 3. Consideremos el problema de Ricatti
W
0 = W
2 ; W(0) = 1 ;
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cuya soluci￿n exacta es W(t) = ¡(t ¡ 1)¡1 en [0;1[. En este caso tenemos
K0 = q0 = 1, w0 =
p
2 y considerando la ecuaci￿n (5.77) se tiene
±(0) = ±(t0) > 0;45060051586483 = t1 ;
±(t1) > 0;177139328564488 = t2 ;
±(t2) > 0;23375041210495 = t3 ;
±(t3) > 0;22375274305064 = t4 ;
con
3 X
i=0
±(ti) > 1 :
Luego, tras cuatro aplicaciones del mØtodo, el intervalo[0;1[ estÆ cubierto.
Concluimos este apartado estudiando el error adicional cuando se pro-
longa la soluci￿n W de (5.1) al intervalo [t1;t1 + ±(t1)[, donde se tiene que
0 < t1 < t1 + ±(t1) · c y U(t1) = [Iq 0]X(t1) es invertible. Con objeto de
aplicar de nuevo el mØtodo empezando desde el puntot1, debemos tener en
cuenta que el valor W(t1) de la soluci￿n exacta de (5.1) en t = t1, no estÆ
disponible. En su lugar, tenemos un valor aproximadoWn1(t1) = ˜ W1 proce-
dente de la aplicaci￿n del mØtodo en el intervalo[0;t1].
Sea n1 su￿cientemente grande para que en concordancia con (5.61)
kX(t1) ¡ X(t1;n1)k < ½ ;
˜ W1 = f[0 Ip]X(t1;n1)gf[Iq 0]X(t1;n1)g
¡1
3
5 (5.86)
y X(t1;n1) es la n1 ¡sima suma parcial de la soluci￿n X(t) de (5.3). Consi-
deremos el problema de valor inicial
W 0(t)=C(t)¡D(t)W(t)¡W(t)A(t)¡W(t)B(t)W(t); W(t1)= ˜ W1
t1 · t · c :
3
5(5.87)
FUNC. ESPECIALES Y EC. DIF. MATRICIALESCap￿tulo 5 111
Observar que debemos de considerar el desarrollo en serie de Taylor deS(t)
en t1. El sistema lineal subyacente es ahora
X
0(t;t1) = S(t)X(t;t1) ; X(t;t1) =
·
I
˜ W1
¸
; t1 · t · c : (5.88)
y la soluci￿n de (5.87) estÆ de￿nida por
W(t;t1) = f[0 Ip]X(t)gf[Iq 0]X(t)g
¡1 = V (t;t1)(U(t;t1))
¡1 : (5.89)
en el intervalo [t1;t1 + ±(t1)[ donde U(t;t1) es invertible. Observar que ˜ W1
es invertible por el teorema 5.3.1. En efecto, ˜ W1 = Wn1(t1) siendo n1 algœn
entero positivo satisfaciendo (5.66). Por el lema de Gronwall [18, p.95] la
diferencia entre la soluci￿n X(t) del problema (5.3) de￿nida en[t1;t1 + ±(t1)[
y X(t;t1) de (5.88), veri￿ca
g(t) = kX(t) ¡ X(t;t1)k ;
g(t) · kX(t1) ¡ X(t1;n1)k +
Z t
t1
kS(s)kg(s)ds ;
y por (5.86)
kX(t) ¡ X(t;t1)k · ½exp((c ¡ t1)K(t1)) ; t1 · t < t1 + ±(t1) ; (5.90)
donde K(t1) estÆ de￿nida por (5.78). De aqu￿ V (t;t1) = [0 Ip] X(t;t1) veri-
￿ca
kU(t) ¡ U(t;t1)k · kX(t) ¡ X(t;t1)k · ½exp((c ¡ t1)K(t1))
kV (t) ¡ V (t;t1)k · kX(t) ¡ X(t;t1)k · ½exp((c ¡ t1)K(t1))
3
5 (5.91)
Por el lema de Banach se sigue que
U(t) = [Iq 0] X(t) ; U(t;t1) = [Iq 0] X(t;t1)
veri￿can
°
°(U(t))
¡1¡(U(t;t1))
¡1°
°·kU(t)¡U(t;t1)k
°
°(U(t))
¡1°
°
°
°(U(t;t1))
¡1°
° (5.92)
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Por la demostraci￿n del lema 5.2.2, ver (5.22) se tiene
°
°(U(t;t1))
¡1°
°·
¡
1 ¡±(t1)q(t1)!1 e±(t1)K(t1)¢¡1 t1 · t<t1 + ±(t1)
!1 =
r
1 +
°
°
° ˜ W1
°
°
°
2
:
3
7
7
5(5.93)
Por (5.90)-(5.92) se sigue que para t1 · t < t1 + ±(t1)
°
°(U(t))
¡1 ¡ (U(t;t1))
¡1°
° · ½eK(t1)(c¡t1)¢
¢
£¡
1 ¡ ±(0)q(0)!0 e±(0)K(0)¢¡
1 ¡ ±(t1)q(t1)!1 e±(t1)K(t1)¢¤¡1
3
5 (5.94)
Por (5.89)-(5.94) la diferencia entre las soluci￿n del problema (5.1) y la so-
luci￿n del problema (5.87), para t1 · t < t1 + ±(t1) veri￿ca
kW(t;t1) ¡ W(t)k
· kV (t;t1) ¡ V (t)k
°
°(U(t;t1))
¡1°
°
+kV (t)k
°
°(U(t;t1))
¡1 ¡ (U(t))
¡1°
°
· ½e±(0)K(0) ¡
1 ¡ ±(t1)q(t1)!1e1¡±(t1)K(t1)¢¡1 ¢
¢
h
1 + !0e±(0)K(0) ¡
1 ¡ ±(0)q(0)!0e(±(0)K(0))¢¡1i
:
La œltima expresi￿n proporciona el error adicional cuando se aplica el mØtodo
en el intervalo [t1;t1 + ±(t1)[, teniendo en cuenta el error en el cÆlculo de la
condici￿n inicial W(t1), la cual es desconocida y la cual ha sido aproximada
por el mØtodo en el dominio [0;t1].
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