In this paper, we propose and investigate a new iterative algorithm for solving the general split common fixed point problem in the setting of infinite-dimensional Hilbert spaces. We also prove the sequence generated by the proposed algorithm converge strongly to a common solution of the general split common fixed point problem. As application, some particular cases of directed operator and quasi-nonexpansive operator are also considered. Finally, we present several numerical results for general split common fixed point problem to demonstrate the efficiency of the proposed algorithm. c 2017 All rights reserved.
Introduction
The split feasibility problem was first introduced in 1994 by Censor and Elfving [4] . Let H 1 and H 2 be real Hilbert spaces, C and Q be two nonempty closed convex sets of H 2 and H 2 , respectively. Let A : H 1 −→ H 2 be a bounded linear operator. The split feasibility problem SFP is formulated as to find a point x ∈ C such that x ∈ C and Ax ∈ Q.
Throughout this paper, we use S to denote the solution set of the SFP, that is S = { x ∈ H 1 | x ∈ C, Ax ∈ Q}.
As we know, the SFP has received much attention due to its application in intensity-modulated radiation therapy, signal processing, and image reconstruction, for instance [2, 3, 5, 6, 8, 9, 11, 12, 14, 16, 17] .
To solve the SFP, an algorithm called the CQ-algorithm was proposed by Byrne [1, 2] as the following:
x n+1 = P C (x n − ρA * (I − P Q )Ax n ), n 0, where 0 < ρ < 2/ A 2 and P Q denotes the nearest point projection from H 2 onto Q. The sequence generated by CQ-algorithm converges to a solution of the SFP for any starting point x 0 ∈ H 1 , whenever the SFP has a solution. However, when the split feasibility problem has no solution, the sequence generated by CQ-algorithm converges to a minimizer of P Q (Az) − Az over all z ∈ C, whenever such a minimizer exists. Split common fixed point problem is a generalization of the split feasibility problem, which is an inverse problem that consists of finding an element in a fixed point set of some operator, whose image under a bounded linear operator is an element of another fixed point set of operator. Split common fixed point problem SCFP is finding a point x ∈ H 1 , with the property:
x ∈ Fix(U) such that Ax ∈ Fix(T ), (1.1) where Fix(U) and Fix(T ) denote the fixed point sets of nonlinear operators U : H 1 −→ H 1 and T : H 2 −→ H 2 , respectively. A is a bounded linear operator. This problem was introduced by Censor and Segal [6] , who proposed the following algorithm for solving such a problem. For given x 0 ∈ H 1 , then iterative sequence {x n } is generated as follows:
where U and T are two directed operators. This algorithm was extended to the case of finitely many directed operators by Wang and Xu [14] , quasi-nonexpansive operators by Moudafi [12] ,and demicontractive mappings by Moudafi [11] . Recently, Cui and Wang [9] proposed the following iterative method to solve the problem (1.1). For given x 0 ∈ H 1 and λ ∈ (0, 1 − τ), the iterative sequence {x n } is generated as follows:
where H 1 , H 2 are two real Hilbert spaces, U : H 1 → H 1 is a k-demicontractive operator with k < 1, and T : H 2 → H 2 is a τ-demicontractive operator with τ < 1. Denote U λ := (1 − λ)I + λU a λ relaxation of the operator U. A is a bounded linear operator with adjoint A * and the step size ρ n is chosen in such a way that
otherwise.
and they proved the sequence converges weakly to a solution of the SCFP. Motivated and inspired by Cui and Wang's work [9] , we consider the general split common fixed point problem GSCFP and construct an algorithm for demicontractive operators that produces sequences that always converge strongly to a solution of GSCFP and whose step size does not depend on the norm of the operator A. The constructed algorithm is Halpern type [10] . We also consider particular cases such as directed operators and quasi-nonexpansive mappings.
where H 1 , H 2 are real Hilbert spaces, U i :
In this paper, we will introduce a more general iterative method for GSCFP (1.3) and fixed point problem, which is defined in the following way:
Meanwhile, we will prove the sequence generated by (1.4) converges strongly to a common element of the solution set of the GSCFP, and what is more important is that when v = 0, the {x n } generated by (1.4) converges strongly to the minimum norm solution of the GSCFP. As application, particular cases of directed operator and quasi-nonexpansive operator are also considered. Finally, we present several numerical results for the general split common fixed point problem to demonstrate the efficiency of the proposed algorithm.
Preliminaries
We first recall some definitions, notations and conclusions which will be used in the proof of our main results. Let H be a real Hilbert space with inner product ·, · and the norm · . We denote by " → " strong convergence, by weak convergence. In order to establish our convergence theorem, we need the following definition. Definition 2.1.
(2) A mapping P C is called the metric (nearest point) projection of H onto C, if P C x is the unique point in C with the property
It is well-known that P C is nonexpansive mapping of H onto C and it is characterized as follows: given x ∈ H, there holds the inequality
Note that (2.1) is equivalent to
(3) A mapping T : H −→ H is said to be quasi-nonexpansive if the fixed point of T , given by Fix(T ):={x ∈ H|T x = x}, is not empty and for all z ∈ Fix(T ),
(4) (Demiclosedness-principle) Let C be a nonempty closed convex subset of H, and let T : C −→ C be a non-expansive mapping with Fix(T ) = ∅. Then I − T is said to be demiclosed at zero, that is, if for any sequence {x n } ⊂ C with x n x ∈ C and x n − T x n → 0, then x = T x. (5) Let T : H → H be an operator with Fix(T ) = φ. Then, for all z ∈ Fix(T ) and x ∈ H, T is 1. τ-demicontractive with τ < 1 if
It is easy to verify that (2.2) is equivalent to
2. If τ = 0, then the inequality (2.2) becomes
In the case T is a quasi-nonexpansive operator. 3. If τ = −1, then the inequality (2.2) becomes
In the case T is a directed operator, it is easy to verify that (2.3) is equivalent to
Proposition 2.2 ([7]
). In Hilbert spaces, the following inequality holds,
Proposition 2.3 ([13])
. Let H be a real Hilbert space, and {x n } be a sequence in H. Then, for any given sequence {α n } of positive numbers with ∞ n=1 α n = 1 for any positive integers i, j with i < j the following holds:
Lemma 2.4 ([9]).
Let A : H 1 −→ H 2 be a bounded linear operator and T :
where x ∈ H, Ax = T x and
Lemma 2.5 ([9]). Let U : H −→ H be a k-demicontractive operator with k < 1. Denote U λ := (1 − λ)I + λU a λ relaxation of the operator U, where λ ∈ (0, 1 − k). Then for all x ∈ H and z ∈Fix(U)
Clearly, z ∈ Fix(U) if and only if z ∈ Fix(U λ ).
Lemma 2.6 ([15]
). Assume {a n } is a sequence of non-negative real numbers satisfying:
where {α n }, {b n }, {c n } satisfy the following conditions:
Then, lim n→∞ a n = 0.
Lemma 2.7 ([10]
). Let {S n } be a sequence of real numbers that does not decrease at infinity, in the sense that there exists a subsequence {S n j } j 0 of {S n } such that
Also consider the sequence of the integers {η(n)} n n 0 defined by
Then {η(n)} n n 0 is a nondecreasing sequence verifying lim n→∞ η(n) = ∞, and for all n n 0 , the following two estimates hold:
Strong convergence theorems for GSCFP
Throughout this section, we propose an iterative method for solving the GSCFP and prove the theoretical convergence.
We denote Γ the solutions of set the GSCFP (1.3).
, and take anx ∈ Γ , arbitrarily. We derive from (2.6) and (2.7)
On the other hand, in the case ρ n,i = 0, then t n = x n , we derive from (2.7)
Next we prove the strong convergence of the sequence generated by the iterative method (1.4). Denote P Γ v is the metric (nearest point) projection of v onto Γ . Theorem 3.2. Let H 1 , H 2 , A, A * , U i , T i be the same as above, and assume that the solution set Γ is nonempty. If the sequences {α n }, {β n }, {γ n,i } satisfy the following conditions:
(iii) lim n→∞ α n = 0 and ∞ n=0 α n = ∞, then the sequence {x n } converges generated by iterative method (1.4) strongly to a point x * , where x * is the nearest to v, that is x * = P Γ v.
Proof. We divide the proof into three steps.
Step 1. We prove that the following inequality holds:
For the case ρ n,i = 0, from (2.4), (2.5), and (3.3), we have
For the case ρ n,i = 0, from (2.4), (2.5), and (3.2), we have
Therefore, the inequality (3.4) is proved.
Step 2. We show that the sequence {x n } is bounded, and take anx ∈ Γ , arbitrarily. We will prove that the following inequality holds:
If ρ n,i = 0, from (3.1), (2.5), and (3.2), we get
For the case ρ n,i = 0, we have t n = x n and by (3.1), (2.5), and (3.3), we get
Therefore, the inequality (3.7) is proved and this implies that the sequence {x n } is bounded.
Step 3. Let y n := x n − x * 2 and we prove {y n } converges strongly to zero by considering two cases on the sequence {y n }.
Case 1: Suppose that {y n } is a monotone sequence, since {x n } is bounded, it follows that {y n } is conver-
A * (I−T i )Ax n 2 , by (3.5) and the boundedness of the sequence {x n }, there exists a constant L 1 > 0, such that
Take on both sides of the inequality limits and by the fact that {y n } is convergent, we get lim n→∞ u n,i = 0.
In other words,
If ρ n,i = 0, then, clearly (I − T i )Ax n = 0 and it follows from (3.6) and the boundedness of the sequence {x n }, there exists a constant L 1 > 0 such that
Take on both sides of the inequality limits and by the fact that {y n } is convergent, we arrive at
By (3.8) and (3.9), we get
Now suppose {x n k } is a subsequence of {x n } that converges weakly to z such that lim sup
For ρ n,i = 0, we have from the definitions of t n and ρ n,i that
Moreover, 1
Then from (3.10), we derive that
Because {x n k } converges weakly to z, it implies that {t n k } converges weakly to z as well. Then from (3.10) and the demiclosedness of I − U i at zero, we obtain that z ∈ Fix(U i ). Moreover, from Ax n k Az as k → ∞ and (3.10) that the demiclosedness of I − T i at zero, we obtain that Az ∈ Fix(T i ). So, z ∈ Γ .
Next we derive that z ∈ Γ for ρ n,i = 0, it follows from
that the demiclosedness of I − U i at zero, we obtain z ∈ Fix(U i ). Moreover, from continuity of A, we have Ax n k Az as k → ∞. By lim k→∞ Ax n k − T i Ax n k = 0 and the demiclosedness of I − T i at zero, we obtain that Az ∈ Fix(T i ). So, z ∈ Γ . Since z ∈ Γ , by (3.11) and (2.1), we have lim sup
From the definition of U λ , we have U λ i x − x = λ i (U i x − x), for all x ∈ H, it follows that for ρ n,i = 0
Together with (3.10) and (3.12), which implies that
By (3.11), we get lim sup
Note that for ρ n,i = 0, we have t n = x n and
Take on both sides of the inequality limits and by (3.10), we get
Therefore, by (3.11) we again derive (3.13). Take b n = v − x * , x n+1 − x * , then lim sup n→∞ b n 0, from Lemma 2.6 and (3.4). Therefore, lim
Case 2: If { x n − x * } is not a monotone sequence, we consider the sequence of the integers {η(n)} defined by η(n) = max{k n :
It is easy to see that {η(n)} is nondecreasing and when n → ∞ we get η(n) → ∞. For all n 0, we obtain 
Therefore, the sequence {x n } converges strongly to x * . This completes the proof of the theorem.
Application: some special cases of GSCFP
In this section, we consider general split common fixed point problem for some special cases of kdemicontractive operator (k < 1). In (1.3),
• U i is a quasi-nonexpansive operator, if k i = 0;
• U i is a directed operator, if k i = −1;
• T i is a quasi-nonexpansive operator, if τ i = 0;
• T i is a directed operator, if τ i = −1;
• both I − U i and I − T i are demiclosed at zero. Let in following U i , T i be the same as above assumptions. Algorithm 4.1. Choose initial point x 0 ∈ H 1 arbitrarily, and let λ i ∈ (0, 1 − k i ), the iterative sequence {x n } is generated as follows:
where A is a bounded linear operator with adjoint A * and the step size ρ n is chosen in such a way that
We denote Γ that is the set of all solutions of problem GSCFP (1.3).
Proposition 4.2. Denote t n = x n − ρ n,i A * (I − T i )Ax n , for ρ n,i = 0, and take anx ∈ Γ , arbitrarily. We derive from (2.6) and (2.7),
On the other hand, in the case ρ n,i = 0, then t n = x n . We derive from (2.7)
Corollary 4.3. Let H 1 , H 2 , A, A * , U i , T i , t n be the same as above, and assume that the solution set Γ is nonempty. If the sequences {α n }, {β n }, {γ n,i } satisfy the following conditions:
γ n,i = 1; (iii) lim n→∞ α n = 0 and ∞ n=0 α n = ∞, then the sequence {x n } generated by Algorithm 4.1 converges strongly to a point x * ∈ Γ , where x * is the nearest to v, that is x * = P Γ v.
Numerical results for SCFP
In this section, we give an example and several numerical results to illustrate the efficiency of our algorithm.
Example 5.1. Let H 1 = H 2 = R 2 , i = 1, 2, then the iterative method (1.4) becomes
We define the mappings U 1
and
where U 1
We have x * = {0, 0},
γ n,i = 1, ρ n,1 = 0.3, ρ n,2 = 0.5. Take v = {0.1, 0.1} and these parameters satisfy all conditions of Theorem 3.2. Then we present the following algorithm.
Algorithm 5.2. For the case ρ n,i = 0:
Step 0: Choose initial point x 1 ∈ {(0, 1 × 10 5 ), (0, 1 × 10 5 )} arbitrarily and put n = 0.
Step 1: Compute x n+1 as follows,
Step 2: Set x n ε as stop criterion, else set n = n + 1 and go to Step 1. On the other hand, for the case ρ n,i = 0:
Step 1: Compute x n+1 as follows.
x n+1 = α n v + β n x n + γ n,1 U 1 λ 1 (x n − ρ n,1 A * (I − T 1 )Ax n ) + γ n,2 U 2 λ 2 (x n − ρ n,2 A * (I − T 2 )Ax n ), n 0.
Step 2: Set x n ε as stop criterion, else set n = n + 1 and go to Step 1. For ρ n,i = 0, Table 2 presents the number of iterative step, x n+1 , and CPU time of Algorithm 5.2 with different initial points.
Conclusions
The general split common fixed point problem arise in many practical applications in the real world. Many iterative algorithms have been developed to solve them. In this paper, we propose and investigate a new iterative algorithm for solving the GSCFP in the setting of infinite-dimensional Hilbert spaces. Under proper conditions, the theoretical convergence of the algorithm proposed is presented. Several numerical results confirm the effectiveness of the proposed algorithm.
