Abstract: Let F denote the free group of rank and (G) the minimal number of generators of the finitely generated group G. Suppose that R → F G and S → F G are presentations of G and let R and S denote the associated relation modules of G. It is well known that R ⊕ (ZG) (G) ∼ = S ⊕ (ZG) (G) even though it is quite possible that R ∼ = S. However, to the best of the author's knowledge no examples have appeared in the literature with the property that R ⊕ ZG ∼ = S ⊕ ZG. Our purpose here is to exhibit, for each integer ≥ 1, a group G that has presentations as above such that R ⊕ (ZG) ∼ = S ⊕ (ZG) . Our approach depends on the existence of nonfree stably free modules over certain commutative rings and, in particular, on the existence of certain Hurwitz-Radon systems of matrices with integer entries discovered by Geramita and Pullman. This approach was motivated by results of Adams concerning the number of orthonormal (continuous) vector fields on spheres.
Introduction
Let F denote the free group of rank , freely generated by 1 , and (G) the minimal number of generators of the finitely generated group G. Given a presentation
of G on ≥ (G) generators, we may view the abelian group R = R/R as a (right) ZG-module on setting ( R ) = ( ), the conjugate of by α −1 ( ). We call R the relation module of G associated with (1) and from now on write it additively. * E-mail: mevans@as.ua.edu
is another -generator presentation of G. In general R ∼ = S (see, for instance, [4] and the references given there). On the other hand, it follows easily from [9, Proposition 2.4], which holds even if G is infinite, that R ⊕ (ZG) (G) ∼ = S ⊕ (ZG) (G) . If G is finite one even has that R ⊕ ZG ∼ = S ⊕ ZG. This is a consequence of a well-known result of Williams [15] which asserts that R ∼ = S whenever G is finite and ≥ (G) + 1.
Our purpose here is to show that there exist groups G with presentations (1) and (2) such that R ⊕ (ZG) ∼ = S ⊕ (ZG) for 'fairly large' < (G). Before making this statement precise (in Theorem 1.1 below) we recall that the Hurwitz-Radon function ρ : N → N is defined in the following way: for each ∈ N let ρ( ) = 8 + 2 where and are the uniquely determined integers with 0 ≤ < 4 such that = 2 4 + and is odd. This function occurs naturally in the theory of vector bundles. For instance, Adams [1] has shown that the maximal number of orthonormal (continuous) tangent vector fields on the ( − 1)-dimensional sphere S −1 is precisely ρ( ) − 1. Our theorem was motivated by, but does not depend upon, this deep result. (1) and (2) on = + generators such that
Theorem 1.1.

Let = 1 2 4 8 be a positive integer, let H be a finitely generated group that has the free abelian group of rank as an image and let ≥ (H). Then there exists an ( + ρ( ))-generator group G that has presentations
Moreover,
(iii) G has a normal abelian subgroup A such that G/A ∼
= H, and
It has been shown by Passi [11] that if > 1 and K ∼ = F , then the relation module associated with any presentation R → F K is a faithful ZK -module. Consequently the above theorem provides, for arbitrarily large , examples of groups K and faithful ZK -modules M and
Notation and applications of Magnus embedding
Much of what follows deals with properties of free modules over certain rings Λ and free modules over certain group rings ZH. (Frequently H will be given in the form F /N.) Let us make the convention that for each ∈ N, 1 is a basis of the free Λ -module Λ and 1 is a basis of (ZH) . Furthermore, given a Λ -module homomorphism γ : Λ → V and ∈ N we write γ * for the Λ -module homomorphism γ * : Λ + → V such that (γ * )( ) = γ( ) for = 1 and (γ * )( ) = 0 for = + 1 + . Similarly, given a ZH-module homomorphism γ : (ZH) → U, the homomorphism γ * : (ZH) + → U acts like γ on The 'asterisk operator' * that we have used here is, of course, a little unusual in that it appears between two dissimilar objects (here a homomorphism and an integer). In this work we will use a number of variants of this operator, all of which share this unusual property. The author believes that this device is quite useful and has employed it in [5] [6] [7] .
In the sequel we also consider groups of the form (Z(F /N)) (F /N ) for various and N. Whenever we use this notation we intend that N F and the action of F /N on (Z(F /N)) is defined by N = N for all ∈ (Z(F /N)) and N ∈ F /N . Viewing (Z(F /N)) (F /N ) as an internal semi-direct product in the usual way and following the convention introduced above, we have that
Note that each normal subgroup of (Z(F /N)) (F /N ) that is contained in the 'obvious' copy of (Z(F /N)) (i.e. the normal closure of { 1 }), may be viewed as a submodule of (Z(F /N)) and therefore described as the kernel of an appropriate
Given the presentation P at (1) above and ∈ N, we let P * denote the presentation
where α * is the epimorphism given by (α * )( ) = α( ) for = 1 and (α * )( ) = 1 for = + 1 + . Thus R * is the normal closure of {R +1 + } in F + . Now, a well-known technique, due to Magnus [10] (see also [12] and [7] ) known as 'Magnus embedding' or 'the Magnus representation', is extremely useful when considering groups of the form F /N . For our purposes it suffices to note that by considering the Magnus embeddings of F /R and F + /(R * ) it is easy to see that
and on setting W = R * to ease the notation, that
Moreover, the isomorphism in (4) 
Applications of the theory of vector fields on spheres
In this section we use results of Swan [14] and Geramita and Pullman [8] to produce certain nonfree stably free modules over rings that are images of integral group rings. (Recall that a finitely generated module M over a ring R is said to be stably free if there exists a positive integer such that M ⊕ R is a free R-module, see for instance [8] or [14] .) Part of our argument is quite similar to that of [5, Section 2] although here we need to consider non-commutative rings and adjust the notation accordingly. Moreover, at the time of writing [5] the author was not aware of the work of Geramita and Pullman. For these reasons it seems better to give the (modified) argument in full than refer the reader to [5] .
Let ≥ 2 be an integer and S 
, and so the restriction of θ to xC
) is an epimorphism. Moreover, on setting L = ker θ it is easy to see that L ∩ xC R (S −1 ) = 0 and hence deduce that
where
As a consequence of the non-triviality of the tangent bundle to S 
, the subring of
) generated by the constant integer valued functions (which we identify with Z), together with the coordinate functions 1 and ( 1 + 2)
, the reciprocals of the (non-vanishing) functions 1 + 2 + 2. Arguing as above we see that Λ = P ⊕ xΛ where xΛ ∼ = Λ (6) and P = {z ∈ Λ : xz T = 0} is the kernel of the Λ -module epimorphism such that (
) to the equation at (6) we recover the equation at (5) and it follows that P is not free if = 2 4 8.
Before investigating further properties of the module P we record a few properties of Λ . (We remind the reader that A denotes the free abelian group of rank , freely generated by Proof. Since Λ is generated as a Z-algebra by (
, there is a ring epimorphism γ : ZA → Λ given by γ( ) = + 2 for = 1 and (i) follows on noting that ZA is Noetherian. To establish (iii) it suffices to set ω = γα, where α : ZH → ZA is the ring epimorphism induced by α.
Σ ∈H ∈ ZH where, of course, each is an integer and = 0 for all but finitely many ∈ H.)
) is a torsion-free abelian group under addition and so Λ is also torsion-free. By considering the values of the functions A straightforward argument along the lines of the proof of [5, Lemma 2] shows that that
for all ∈ {1 ρ( ) − 1} with = . For instance, the transpose of the 1 × 1 matrix x(xB ) and so the restriction of µ to P is an epimorphism. Since epimorphisms to free modules split, P decomposes as
and K is a submodule of P. It follows immediately from (6) 
. Moreover, the discussion following (6) shows that P is not free if = 2 4 8 and consequently K is not free if = 2 4 8. 
is not free, and 
and since Λ is Noetherian by Lemma 3.1 we deduce that D = 0. Thus
is free, contrary to part (i). The proof is complete.
We remark in passing that by using Adams' result it is not difficult to show that K ⊕ Λ Proof. We define δ : (ZH) 
we obtain an exact sequence of Λ -modules
. Since L is a submodule of ker δ + it follows that L ⊗ ZH Λ is a submodule of ker (δ + ⊗ 1) and we deduce that the kernel of δ + ⊗ 1 contains a direct summand of Λ +ρ( )−1 that is free of rank − 1. However, on considering the definition of δ, it is clear that δ + ⊗ 1 : Λ +ρ( )−1 → Λ ρ( ) may be viewed as the epimorphism η * (ρ( ) − 1) that appears in Lemma 3.2 and we conclude that ker (η * (ρ( ) − 1)) contains a direct summand of Λ +ρ( )−1 that is free of rank − 1. This contradicts Lemma 3.2 (ii) and completes the proof.
Nielsen equivalence, Aut(G)-isomorphism and Hirsch-Plotkin radicals
A generating -vector of a group G is an ordered -tuple v = ( 1 2 ) such that 1 2 ∈ G and 1 
= G. The set of all generating -vectors of G is denoted by V (G ). The generating -vector of G associated with the presentation P at (1) above is vect(P)
We say that v u ∈ V (G ) are Nielsen equivalent if v can be transformed into u by a finite sequence of transformations of the following four types: permuting entries; inverting an entry; multiplying an entry on the right by another entry; multiplying an entry on the left by another entry. These four types of transformations are termed elementary Nielsen transformations. We direct the reader to [3, 6] or [7] for a fuller discussion of Nielsen equivalence. For our purposes it suffices to record the following lemma which can be proved by the argument used in the proof of [3, Theorem 4.10].
Lemma 4.1.
Let G be a group with presentations (1) and (2) and suppose that vect(P) and vect(Q) are Nielsen equivalent elements of V (G ). Then R ∼ = S as ZG-modules.
Let M be a module over an integral group ring ZK and suppose that σ ∈ Aut(K ). Now σ induces an automorphism of ZK , also denoted by σ , via σ = σ ( ) for all ∈ ZK and we may define a new ZK -module M σ in the following way: for each ∈ M we introduce a new symbol σ and let M σ = { σ : ∈ M}. As an abelian group M σ is isomorphic to M via the isomorphism σ → and the action of ZK on M σ is given by σ λ = ( σ −1 (λ)) σ for all σ ∈ M σ and λ ∈ ZK . We shall say that the ZK -modules M and N are Aut(K )-isomorphic if there exists σ ∈ Aut(K ) such that N ∼ = M σ . Of course if M and N are not Aut(K )-isomorphic, then they are not isomorphic. As we argued in [4, Section 2], in some situations it is appropriate to classify relation modules of G up to Aut(G)-isomorphism rather than isomorphism. For instance, in certain circumstances our next lemma allows us to concentrate on the group F /R rather than the module R; this will become apparent in the proof of Theorem 1.1.
Lemma 4.2 ([4, Lemma 2.2]).
Let G be a group with presentations (1) and (2) and define θ ∈ Aut(G) by θ(
We identify G/A with There is an important case in which Aut(K )-isomorphism implies isomorphism.
Lemma 4.5.
Let M be a ZK -module that is Aut(K )-isomorphic to a free ZK -module of rank . Then M ∼ = (ZK ) .
It suffices to prove that (ZK ) ∼ = ((ZK ) ) σ for all σ ∈ Aut(K ) and this follows on showing that if 1 is a basis of (ZK ) then ( 1 ) σ ( ) σ is a basis of ((ZK ) ) σ . The details are left to the reader.
Recall that the Hirsch-Plotkin radical 1 (B) of a group B is the unique maximal normal locally nilpotent subgroup of B (see, for instance, [13, p. 357] 
Proof. Let 
Using (4) We obtain presentations (1) and (2) of G on = + generators with the required properties by defining α and β in the following way:
is the ZH-module epimorphism that appears in Lemma 3.3.
by (3), and we have proved (iv).
Let u = vect (P * ρ( )) and v = vect (Q * ρ( )). It follows that
where the last entries are 1s and
where the last ρ( ) entries are 1s. It is easy to see that we may use sequences of elementary Nielsen transformations to transform Since the Hirsch-Plotkin radical of a group is a characteristic subgroup it is easy to see that κ induces an isomorphism κ : 
