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Abstract
Stock price movement prediction is commonly ac-
cepted as a very challenging task due to the ex-
tremely volatile nature of financial markets. Pre-
vious works typically focus on understanding the
temporal dependency of stock price movement
based on the history of individual stock move-
ment, but they do not take the complex relation-
ships among involved stocks into consideration.
However it is well known that an individual stock
price is correlated with prices of other stocks. To
address that, we propose a deep learning-based
framework, which utilizes recurrent neural network
(RNN) and graph convolutional network (GCN) to
predict stock movement. Specifically, we first use
RNN to model the temporal dependency of each
related stock’ price movement based on their own
information of the past time slices, then we employ
GCN to model the influence from involved stock
based on three novel graphs which represent the
shareholder relationship, industry relationship and
concept relationship among stocks based on invest-
ment decisions. Experiments on two stock indexes
in China market show that our model outperforms
other baselines. To our best knowledge, it is the
first time to incorporate multi-relationships among
involved stocks into a GCN based deep learning
framework for predicting stock price movement.
1 Introduction
Predicting the future status of stocks has always been of great
interest by many investors for that a little improvement of pre-
diction accuracy might yield a huge enormous gain. How-
ever, it is a very challenging task due to multiple uncertain
political-economic factors in the real world. To predict the
price movement of a target stock, previous works mainly fo-
cuse on discovering the principle only based on the stock’s
own historical information, e.g, price, related financial news
and events, as well as sentiments on social media. Few of
them pay attention to the correlations between stocks and
their effects on stock price. However, besides its own histor-
ical records, the price movement of a given stock can also be
affected by other stocks [Brennan et al., 2015]. The correla-
tions between the movement of stocks can be reflected by but
not limited to the following aspects [Hou and Kewei, 2007;
Brennan et al., 2015].
First, the relationship between stocks can be reflected by
their industry characteristics [Hou and Kewei, 2007]. For ex-
ample, the development or decline of an industry might result
in corresponding changes of the stock price of this industry.
Second, stocks can be related by their common properties,
e.g. stock concepts. For example, both the Tesla and BYD
own the same concept-New Energy Vehicles. Essentially,
concept is an investment consensus on stocks by many mar-
ket participators [Lee et al., 2018]. Some portfolio managers
buy or sell a group of stocks which share the same concepts,
instead of a single stock. Such investing behaviors generate
correlations among this group of stocks.
Third, the shareholder relationship between companies
also affect their stocks [Chen et al., 2018]. For example, the
good operation performance of a subsidiary company might
raise both its own stock price and that of its holding company.
However, how to build an effective model to predict stock
movement through combining these relationships is a big
challenge. In this paper, we propose a GCN-based deep learn-
ing framework to predict future status of each stock, since
GCN has been verified to be effective to model the complex
correlation of graph-based data. Specifically, our contribu-
tions can be summarized as follow.
1. We propose a deep learning-based framework, which
utilizes RNN and GCN to model the temporal depen-
dency of each related stock’ price movement and the in-
fluences from all involved stocks respectively.
2. We extract three kinds of relationship between stocks,
industry relationship, concept relationship and share-
holder relationship. For each relationship, we construct
a graph represented by an adjacency matrix based on fi-
nancial data in stock market. We employ GCN on each
graph to model the influences among all involved stocks
on the target stock. Note that our framework can be eas-
ily extended to incorporate more effective relationships.
3. We test our model on two real world stock market in-
dexes on China Mainland. The experimental results
show that our model outperforms baselines with relative
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3% improvements on average.
2 Related Works
2.1 Stock Price Prediction
It’s difficult to make prediction on stock price for the underly-
ing complicate and diverse factors. By now, researches have
made substantial efforts to solve the stock prediction problem
based on different information sources.
Based on the stock’s historical prices data, Zhang et
al. [2017] proposed a SFM network to discover relevant fre-
quency patterns of stock price. Feng et al. [2019] employed
adversarial training to improve the generalization of a neu-
ral network prediction model. However, only stock’s histor-
ical prices data cannot entirely convey the volatility of stock
price movement. Other text information, such as financial
news [Wu et al., 2018; Nguyen and Shirai, 2015], texts from
social medias [Li et al., 2015; Jin et al., 2017], web brows-
ing data [Bordino et al., 2014; Jin et al., 2017] and so on, are
used as complementary information to discover more prin-
ciples of stock price movement by some researchers. For
example, Ding et al. [2015] extracted events from news ti-
tles and proposed a novel framework based on CNN to model
both short and long term influences of events on stock price.
Liu et al. [2018] presented a hierarchical complementary at-
tention network for stack prediction by combining both news
title and news content. Xu et al. [2018] presented a novel
deep generative model to learn opinions from Twitter texts.
In addition, Rekabsaz et al. [2017] investigated the sentiment
from annual disclosures of companies by embedding-based
approach. Chen et al. [2019] explored the mutual fund port-
folio data to extract stock intrinsic properties for enhancing
prediction. Qin et al. [2019] integrated CEO’s vocal features
in a conference call into the predicting model.
Despite strenuous efforts have been made to understand
the principles of a target stock, the common strategy of them
to predict stock movement direction is based upon a single
stock’s historical records and some textual information. Few
attempts have been made to predict stock price movement by
combining the correlated stocks. Most of them ignore the
correlations among stocks. In this paper, we pay attention to
model the influences from other stocks on the target stock.
2.2 Graph Convolutional Networks
Graph convolutional network (GCN) gains much attention re-
cently for that it successfully generalizes the tradition convo-
lution on graph-structured data [Kipf and Welling, 2017].
Many works have proved its effectiveness to capture the in-
teraction between nodes on graph [Li et al., 2018; Guo et al.,
2019]. In this paper, we represent each involved stocks as
a node in the graph and construct their relationships based
on some investment experiences, further we employ a GCN
based framework to model the relationship influence from in-
volved stocks on the target stock.
3 Problem Formulation
This paper aims to use the historical information of all the
involved stocks to predict the target stock’s price movement
in the next day.
Given a target stock, its price movement percent in day t
is defined as Pt−Pt−1Pt−1 , with Pt referring to its closing price
at day t. We denote the price movement of this target stock
at day t as Yt. Following previous work [Feng et al., 2019],
we label price movement percent ≥ 0.55% as positive with
Yt = 1 and movement percent ≤ −0.5% as negative with
Yt = 0. Therefore, the prediction in our paper is a binary
classification task.
Suppose there are N related stocks detailed in the follow-
ing section, each stock has F features(detailed in next sec-
tion). We define Xt ∈ RN×F as the prices information of all
related stocks at day t. The window size of historical informa-
tion is denoted as P . The relationships among all correspond-
ing corporations are defined as G. The prediction problem in
this paper is formulated as follow:
Yt = f(G, [Xt−P , · · · ,Xt−1]) (1)
Where f is our model.
4 Multi-View RNN-GCNs
In this section, we introduce the Multi-view RNN-GCNs ar-
chitecture, which is composed of three components. The first
component is Historical Information Learner, which consists
of a recurrent neural network with two layers. The goal of
this component is to learn the temporal dependency of histor-
ical prices for each stock. The second component is Multi-
Relationship Learner, which consists of three graph convo-
lutional networks and each of them is used to model the in-
teraction between stocks based on one kind of relationship.
The third component named as Predictor aims to generate the
final prediction. The three components are implemented se-
quentially. The details of the architecture are shown in Figure
1.
4.1 Historical Information Learner
The Historical Information Learner aims to model the tempo-
ral dependency of past stock prices for each stock. RNN has
become the state-of-the-art model for modeling the temporal
dependencies of time series data. So in this paper, we employ
RNN to capture the historical influence for each stock on the
target stock.
The input of RNN is the historical information of all re-
lated stocks. We define the time window size as P and as-
sume that each stock at each time slice has F features, which
are normalized. The historical information of stock i at time
slice t is denoted as xit ∈ RF . The historical records of
stock i during the past P periods are represented as XiP =
{xit−1, xit−2, ..., xit−P }. The output of RNN model for stock
i is denoted as xiRNN = RNN(X
i
P ) ∈ R, which is a scalar
value and represents the influence from historical records dur-
ing P time interval of stock i on the target stock. Suppose
that there are n involved stocks for the target stock prediction
and we stack their outputs together to form a vector with n
values, denoted as XRNN = [x1RNN , x
2
RNN , ..., x
n
RNN ] ∈
Rn.XRNN represents the historical influence of all the in-
volved stocks on the target stock and it is the input of Multi-
Relationship Learner.
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Figure 1: The architecture of Multi-view RNN-GCNs; GCN: Graph Convolution Network; RNN: Recurrent Neural Network; FC: Fully
connected layer; The red dot is the target stock.
4.2 Multi-Relationship Learner
Multi-Relationship Learner aims to model the interaction be-
tween stocks based on various kinds of relationship. It con-
tains two stages. The first stage is to encode three kinds of
relationships among involved companies into three graphs.
The second stage is to learn the relationship dependency of
corporation networks by implementing graph convolutional
operation over each graph.
Multiple Relationships
As mentioned above, the decision of a market participant to
buy or sell an individual stock not only depends on its internal
properties, such as historical records, but also depends on its
complex correlations with other related stocks. For instance,
a good news inspiring one industry probably affects all the
related stocks in that industry in an asynchronous manner.
To effectively integrate stock correlations into our frame-
work, we construct all the involved stocks in a graph and
each node in the graph represents a corresponding company.
An edge between two nodes refers to some kind of relation-
ship between two corporations. Each kind of relationship is
corresponding to one graph. And there are three graphs re-
spectively for three kinds of relationship. It is supposed that
corporations affect each other’s stock price through such re-
lationship. The adjacency matrix A is used to represent the
graph structure. Each elementwij in A stands for the relation-
ship between company i and company j. The challenge here
is to extract the appropriate relationship among corporations
which is beneficial for prediction. We inherit the shareholder
relationship from Chen’s work [2018] and define two novel
relationships, the industry relationship and concept relation-
ship.
Shareholder View. Chen and Wei [2018] define a graph
based on shareholding structure and the weight of each edge
stands for the shareholding ratio between two corporations.
Note that the shareholding ratio is in range of [0, 1], thus
wij ∈ [0, 1]. Despite the financial fact that the volatility of a
parent company’s stock price is likely to transmit to its sub-
sidiary company, we find that the cross-shareholdings among
public corporations are rare. This phenomenon leads to a very
sparse matrix and thus weakens its role on prediction. To im-
prove the prediction accuracy, we extract two other effective
relationships between corporations. One of them extracts re-
lationship from an industry view.
Industry View. The life cycle of an industry restricts or de-
cides the survival and development of its enterprises. Thus,
it’s reasonable to suppose that the stock price movements of
corporations are associated with their industry relationship.
In addition, the more similar business scale two corporations
share, the more similar their stock volatilities are. If com-
pany i (the relative small one with business scaleMsmall) and
company j (the relative large one with business scale Mlarge
) are not in the same industry, element wij in matrix A is de-
noted as 0, else wij = MsmallMlarge . Note that wij ∈ [0, 1]. In
this paper, the business scale is measured by registered cap-
ital. Other financial indicators such as net income or market
capitalization also work.
Concept View. The stock price is related to its concepts to
some extent. Essentially, concept is an investment consen-
sus on stocks by many market participators in China. Stocks
with the same concept gain similar investors’ attention. For
instance, the day the latest SEC action was announced, share
prices of two-thirds of the China concept stocks plunged.
Therefore, we define another relationship between corpora-
tions based on concepts. We find that each company has more
than one concept and some companies share more than one
concept. For example, each company in CSI500 has 7 con-
cepts on average. We denote the number of concepts shared
by company i and company j as cij and the number of con-
cepts owned by company i and company j is denoted as mi
and mj respectively. We set wij =
cij
mi
and wji =
cij
mj
. Note
that wij ∈ [0, 1].
In summary, we extract three kind of relationships among
listed corporations based on stock market investment facts
and incorporate them into three graphs. Note that our frame-
work can be easily extended to more kinds of effective rela-
tionships.
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Figure 2: The structure of our GCN
In this paper, following Kipf [2017], we design our GCN
with two graph convolutional layers, along with one input
layer and one output layer, as shown in Figure 2. The for-
mula of our GCN is defined as follow.
xGCN = tanh([tanh(An×ntanh(An×nXn×F
W 1F×F1)W
2
F1×1)]
FlattenW 3n×1)
(2)
Where An×n is the adjacency matrix, Xn×F is the features
matrix, xGCN is the output of our GCN, n is the number of
nodes in the graph, F refers to the number of features of each
node, F1 refers to the number of hidden features, tanh is the
activation function, W refers to the trainable parameters.
The input layer is composed of two matrixes, adjacency
matrix and features matrix. The former one is the repre-
sentation of the graph, containing the connectivity informa-
tion of nodes. The latter one refers to all the features of all
involved nodes. The graph convolutional layer can be de-
composed into two simple layers, Aggregate Layer and Fully
Connected Layer (FC layer). Aggregate Layer is the prod-
uct of adjacency matrix and features matrix, which indicates
the aggregation from the adjacent nodes on feature dimen-
sion. Subsequently, FC layer creates new and higher feature
representation for each node.
In stock prediction task, we construct three graphs to rep-
resent three kind of relationships that can influence the stock
prediction, thus designing three adjacency matrixes, which
are AIndustryn×n , A
Shareholder
n×n , A
Concept
n×n . Each matrix is cor-
responding to one GCN. The features matrix of each GCN
is the output of Historical Information Learner, denoted as
XRNN . Each GCN is in charge of modeling one kind of
relationship influence from the related stocks on the target
stock. The outputs of three GCNs are xGCN−I , xGCN−S ,
xGCN−C , each of which is a scalar value. We concatenate
them together to generate one dimension vector denoted as
XGCN = [xGCN−I , xGCN−S , xGCN−C ].
4.3 Predictor
The output of Multi-Relationship Learner is XGCN . In-
tuitively, different relationships among corporations should
have different impact on the target stock price. A FC layer is
stacked to assign different weights to three kinds of relation-
ships and its output is XFC . Because the task in this paper is
a binary classification task, we employ a sigmoid function as
the activation function. The formula of Predictor is as follow.
Yt predict = Sigmoid(XGCNW ) (3)
5 Experiment
5.1 Datasets
To demonstrate the effectiveness of our model, two exclusive
and best-known indexes of China stock market are chosen to
build our datasets. They are CSI (China Securities Index) 300
index and CSI 500 index. CSI 300 is composed of three hun-
dred large-cap listed corporations with good liquidity. CSI
500 consists of constituent stocks chosen from top 500 mid-
cap and small-cap listed companies. The versions of CSI500
and CSI300 are defined every half a year and we fix them on
2015 January, following Li’s work [2019].
Our datasets are composed of two parts. The first part con-
tains historical prices of all stocks. The second part contains a
financial dataset for constructing relationships. Both datasets
are obtained from a publicly available API-Tushare.
Historical Prices Dataset
We retrieve the historical prices of companies in two indexes
from 1st June 2015 to 5th December 2019. All prices are ad-
justed for dividends and splits. The length of the historical
prices is 1121 trading days. We find that several corporations
in these indexes had been delisted during the collection pe-
riod, thus lacking trading prices since its delisting. To guaran-
tee the quality of the datasets, we only keep the stocks which
exist until now. Finally, it remains 287 stocks in CSI 300 and
489 stocks in CSI 500. We also find that even during the same
trading day, not all the stocks have trading data for the tempo-
rary suspension of some stocks. Thus, we align the historical
trading days of all the stocks and fill up one stock’s missing
prices with its most recent day’s trading prices. We extract 6
numeric features for each stock, including opening price, high
price, low price, closing price, volume, and amount. Each
feature is normalized with z-score function with standard de-
viation as 1 and mean as 0.
Relationship Dataset
This dataset is collected to build up the relationships among
corporations. For industry relationship, we extract industry
feature and registered capital feature for each stock. For
shareholder relationship, we extract the top 10 shareholders
Indexes Training set Validation set Testing set Total
CSI 500 438,535 54,817 54,817 548,169
CSI 300 257,382 32,173 32,173 321,727
Time Interval 2015/06-2018/12 2019/01-2019/06 2019/06-2019/12 2015/06-2019/12
Table 1: The Split of Dataset
list of each corporation and keep those listed shareholders.
For concept relationship, we extract the concept list.
We split the historical prices dataset into three parts: the
first 80% days for training, then 10% for validation and the
last 10% days for testing. Details of the division of these two
indexes are shown in Table 1.
5.2 Evaluation Metrics
The stock movement prediction task in this paper is a binary
classification problem. We select five metrics to justify the ef-
fectiveness of the proposed approaches, which are Accuracy
(ACC), Precision, Recall and Matthews Correlation Coeffi-
cient (MCC). ACC measures the ratio of correct predictions
over all evaluated examples. Precision focuses on examples
predicted as positive class and its correct prediction ratio. Re-
call is used to measure the fraction of positive examples that
are correctly classified. The higher value MCC has, the more
accurate the prediction is. In addition, MCC can avoid bias
due to data skew. All metrics are calculated on all the con-
stituent stocks in each CSI index. The formulas of Accuracy
and MCC are as follow.
Acc =
TP + TN
TP + TN + FP + FN
(4)
MCC=
TP × TN − FP × FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)
(5)
In the confusion matrix, TP is true positive, TN is true nega-
tive, FP is false positive, FN is false negative.
5.3 Experiment Analysis
In this paper, we argue that the prediction of price movement
of a target stock is correlated with four factors, which are
the historical prices of the target stock, the historical prices
of other related stocks, the relationships among all involved
stocks and the length of historical information. To test the
effectiveness of these factors, we design three experiments
and construct three datasets, named Target Dataset, Involved
Dataset and Combined Dataset. Target Dataset contains only
historical prices of the target stock. Involved Dataset contains
historical prices of not only the target stock but also other re-
lated stocks. Combined Dataset contains the historical prices
of all involved stocks and their relationships. Table ?? shows
the final experiment results on the test dataset.
Effectiveness of Other Related Stocks
The first experiment aims to evaluate the effectiveness of
considering features of other related stocks. Many prior re-
searches use only information of the target stock for its price
movement prediction and they ignore the influence from other
correlated stocks. To prove that other related stock has im-
pact on the target stock, we test Target Dataset and Involved
Dataset on the following baselines for each index.
Feed Forward Neural network: FNN used in this paper has
two hidden layers. Each layer contains 300 units.
Recurrent Neural Network: RNN is recognized as a clas-
sical method to capture temporal dependency in time series
problem.
As shown in Table one, all the baselines achieve better per-
formances on Involved Dataset than Target Dataset on ACC
and MCC, which proves that it is worthwhile to consider other
related stocks to improve prediction accuracy. Besides, RNN
outperforms ANN by almost 1% in accuracy which justifies
that temporal dependency matters in stock prediction.
Effectiveness of Relationships among Involved Stocks
Figure 3: The Visualization of Relationship Matrixes
In the first experiment, we put the features of involved
stocks into models without considering the correlations
among stocks. However, the investment facts tell that stock
prices interact with each other through stock relationships.
Therefore, the second experiment is designed to incorporate
the relationships among involved stocks into the model and
investigate their effectiveness. To evaluate the contribution of
each relationship on the prediction, we decompose our model
into three simple versions, RNN-GCN-Industry, RNN-GCN-
Shareholder and RNN-GCN-Concept. Each of them is in
charge of modelling influence from only one kind of relation-
ship.
Compared with the best model RNN in the first experiment,
all the three simplified models achieve a better performance
by 1% on average for each index. It demonstrates that in-
tegrating the relationship factor into the model is helpful for
stock price prediction.
In addition, among the three simplified models, the frame-
work with shareholder relationship performs worst, while
model with concept relationship achieves the best perfor-
mance on both indexes. It indicates that some relationship is
more effective than other relationship on prediction. What’s
more, as far as the sparsity of matrix is concerned, share-
holder matrix ranks first, followed by industry and concept
matrix (as shown in Figure 3). This infers that the sparsity of
relationship matrix is likely to associate with the prediction
accuracy, which points out a research direction to enhance
the model robustness.
Finally, compared with its three simplified versions, our
framework achieves the better accuracy 54.41% on CSI300
and 54.05% on CSI500. It justifies that the three relationships
have been integrated effectively in our framework. Note that
our framework can be easily extended to incorporate more
beneficial relationships.
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Figure 4: Accuracy of Multi-View RNN-GCNs with Different
Length of Historical Information
The previous experiments have proved that the target stock
price movement is interacted with the historical information
of all involved stock and the window size is set at three days.
This experiment aims to study the impact of the length of
historical information on the model performance.
We conduct experiments on different length of days,
specifically the past [3, 5, 7, 9, 11] days. As shown in Ta-
ble ?? and Figure 4, our model achieves the best performance
at 7 days , with the accuracy 55.10% on CSI300 dataset and
54.25% on CSI500. The worst performance occurs at 9 days
with accuracy 51.64% on CSI300 and 53.49% on CSI500.
Therefore, the length of historical information has an im-
pact on prediction performance. And according to the ex-
periments, the best window size is 7 days.
6 Conclusion
The price movement of an individual stock is inevitably influ-
enced by other related stocks. This paper justifies that taking
historical information of all involved stocks and their multi-
ple relationships into consideration can effectively improve
the prediction accuracy. Our contribution is that we propose
a RNN-GCN combined framework which is enable to inte-
grate historical prices and various relationships of all involved
stocks for prediction. Specifically, we first employ RNN to
aggregate the historical information for each related stock.
We creatively define industry, concept relationships among
stocks and employ graph convolutional networks to extract
the relationship influence. Our model can be easily extended
to incorporate more effective relationships among stocks. In
the future, we would like to explore more valid relationships
to improve the prediction accuracy.
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