Change-point problems are considered in which at some unobservable time the intensity of a point process switches from one level to another. Optimal detection stopping times are derived for different information levels.
Introduction
We consider a change-point problem dealing with a change of the characteristics of a point process. In its simplest form the problem is the following: At an unobservable random time σ the intensity of a point process switches from a constant µ 0 to µ 1 , where µ 0 ≤ µ 1 and σ is supposed to follow an absolutely continuous distribution with hazard rate λ(s). The aim is to answer questions like 1. How can σ be detected as well as possible? 2. How does such a detection procedure depend on the available information? 3. What is a good detection? Such problems occur quite frequently in applications. In reliability the point process of minimal repairs of some technical system may have an intensity with a change-point which is to be detected as soon as possible. In quality control a production process may produce defective items more frequently from some change-point on which is to be detected. Also in risk theory, premium and claim processes may have changing characteristics due to different environmental conditions.
To formalize the three above posed questions we consider a point process (T n ), n ∈ N, 0 < T 1 < T 2 < ... with corresponding counting process N t = where Y t = I(σ ≤ t). This gain process is a generalization of the one introduced by Shiryayev (1963) . He considered the gain
+ for some constant c > 0 which coincides with our gain function if we take c 0 = 0, c 1 = −c, k 0 = 1 and k 1 = 0. Of course, other stopping criteria are also possible and can be handled in a similar way. For example, instead of the constants c i one could consider reward/cost functions c i (t), or one could take reward (loss) functions Z t = −|σ − t| or Z t = −(σ − t) 2 , see Herberts and Jensen (2002) . The general maximization problem (MAX) is the following: Determine a stopping time ζ with respect to some given filtration F such that
i.e., ζ maximizes the expected reward in some class C F of F-stopping times.
In connection with the question concerning the available information we will distinguish three cases in each of which the detection problem (MAX) is solved for a certain information level:
(i) Sequential observation and decision: As considered in Jensen and Hsu (1993) the information is described by the point process filtration F = (F N t ), t ∈ R + , given by
(ii) Ex post analysis: The failure times are observed up to a fixed time t * . The corresponding filtration is given by A = (A t ), t ∈ R + , where
(iii) A combination of the former two observation schemes: The failure times are observed up to t * and at t * it is decided if a change has already taken place and when. If we conclude that no change has occurred so far, then the system failure times are observed sequentially from t * on. The information is therefore described by G = (G t ), t ∈ R + , defined by
where a ∨ b = max{a, b}.
The task is to determine a stopping time with respect to the corresponding filtration such that the expected gain is maximized. This problem is solved by means of smooth semimartingale representations of the gain process as is shown in the next chapter. For a detailed exposition comprising all proofs and more literature we refer to Herberts and Jensen (2002) .
In order to describe the optimization procedure, we introduce some notation for which we also refer to Aven and Jensen (1999) . Let (Ω, F, P ) be a complete probability space endowed with a filtration F = (F t ), t ∈ R + , which obeys the "usual conditions" concerning right-continuity and completeness. Let Z = (Z t ), t ∈ R + , be a real right-continuous stochastic process, and let M be the set of real F-martingales M with M 0 = 0. Then Z is called a smooth semimartingale (SSM) if it has a decomposition
where E|Z 0 | < ∞, M = (M t ) ∈ M and (f t ), t ∈ R + , is a process satisfying E t 0 |f s |ds < ∞ ∀ t ∈ R + . We denote such a process by Z = (f, M ). This decomposition in a drift or regression part and an additive random fluctuation (martingale) part can be used for solving optimal stopping problems like (MAX). Problems of this kind involve maximizing the expectation EZ τ of a smooth semimartingale Z in the class C F = {τ : τ is an F-stopping time, τ < ∞, EZ τ > −∞} of finite F-stopping times. To this end, one has to impose conditions on the structure of Z. We say that the monotone case (MON) holds true if
i.e., f crosses zero once from above. If in addition the martingale M is uniformly integrable and therefore EM τ = 0 for all stopping times τ , we know that the ILA-stopping rule (infinitesimallook-ahead ) ζ = inf{t ∈ R + : f t ≤ 0} solves the maximization problem: EZ ζ = sup{EZ τ : τ ∈ C F }. For more details and a complete proof see Aven and Jensen (1999) .
Complete information
The reward process can be rewritten as
where Y t = I(σ ≤ t). Let now F = (F t ) describe the complete information level generated by the counting process N and the change-point, i.e.,
. We assume that σ ≥ 0 has a hazard rate λ(s) and insert the corresponding SSM-representation Aven and Jensen (1999) ) to yield
On this complete information level σ can be observed (is an F-stopping time) and as to be expected (MON) holds true and σ is optimal if k 0 ≥ k 1 .
Partial information
Since the change-point σ is in general not observable we consider a subfiltration H = (H t ) of F, where H stands for one of the subfiltrations described in (i), (ii) and (iii) above. The key point is that we have to form conditional expectationŝ
with some H-martingaleM , where we have to insert the so-called a-posteriori distribution
. This conditional distribution can be expressed by means of the likelihood
where the conditional intensity is given byλ t = E[λ t |F N t− ]. The explicit form of the corresponding likelihood can be found in Herberts and Jensen (2002) . Here we confine ourselves to case (i) of sequential observations.
This explicitly given conditional a-posteriori distribution allows to solve the detection problem in case (i).
Theorem 2 If
at bt ≤ λ(t)/(µ 1 − µ 0 ) ∀ t ∈ R + is satisfied with a nonincreasing hazard rate λ, then (MON) holds true and ζ = inf{t :Ŷ t ≥ a t b t } is the optimal sequential detection time.
For the cases (ii) and (iii) we get similar but more complex expressions for the conditional a-posteriori distribution which can be inserted to yield the optimal detection times. Note that the presented methods are not restricted to constant intensities µ i , i = 0, 1. In particular, the results can be extended to the case where the intensities are deterministic continuous functions such that µ 1 (t) − µ 0 (t) ≥ d > 0 for some constant d.
