The article describes a method of evaluating the reliability of groove turning for piston rings in combustion engines. Parameters representing the roughness of a machined surface, Ra and Rz, were selected for use in evaluation. At present, evaluation of surface roughness is performed manually by operators and recorded on measurement sheets. The authors studied a method for evaluation of the surface roughness parameters Ra and Rz using multi-layered perceptron with error back-propagation (MLP) and Kohonen neural networks. Many neural network models were developed, and the best of them were chosen on the basis of the effectiveness of measurement evaluation. Experiments were carried out on real data from a production company, obtained from several machine tools. In this way it becomes possible to assess machines in terms of the reliability evaluation of turning.
INTRODUCTION
The reliability of groove turning for piston rings in combustion engines was evaluated based on parameters representing the roughness of the machined surface, Ra and Rz. Roughness parameters are frequently used for evaluating the reliability of technological operations. In [1, 2] a description is given of an investigation of the Ra surface roughness parameter in the context of evaluation of the reliability of a burnishing operation. In turn, Kuczmaszewski and Pieśko used a roughness parameter to evaluate the surface of a groove, and thereby assess the wear on milling tools [3] . A subsequent paper describes a method of determining surface roughness parameters using a 3D scanner [4] . There are also reports in the Polish and international literature concerning the use of neural networks to control and predict measurements of surface roughness. In [5] [6] [7] [8] a presentation is made of studies on the control and prediction of the parameters Ra, Rz and Rmax. The measurements were made on a single turning lathe, and prediction was performed using single-directional multilayered networks with error back-propagation (MLP). The cutting depth ap, cutting speed vc and feed speed vf were used as inputs to the networks, and the outputs were the roughness parameters Ra, Rz and Rmax. The results obtained by the MLP networks were compared with real values, giving good results. Work is also being done on modelling the roughness of a machined surface (the parameters Ra and Rz) in relation to the machining of hardened steel, using an analytical model taking account of the geometrical errors and dynamics of the system of machine elements [9] , as well as work on the analysis of roughness following a laser surfacing process [10] .
We present here a different approach to the study of machined surface roughness parameters, applied in evaluating the reliability of turning of grooves for piston rings in combustion engines. The aforementioned studies concerned the control, and above all the prediction, of surface roughness in terms of machining parameters. The present work concentrates on evaluation of the surface roughness parameters Ra and Rz. Models for evaluating the surface roughness parameters are developed using MLP and Kohonen neural networks. These models can be used to indicate whether or not a roughness parameter is acceptable. If the value lies outside the permissible range, an application using neural network models can signal the need to correct the machining parameters. Experiments were carried out on several machine tools, thus making it possible to identify the best machine for a given technological task.
GROOVES FOR PISTON RINGS IN COMBUSTION ENGINES
Mahle, a supplier of car engine pistons for many years, is extremely well trusted by all major companies in the world motor industry, and hence a proposed new solution will be immediately taken up by vehicle manufacturers. In practice it is one of two significant global producers of car engine pistons. A shortening of machining time and increase in durability of a new tool will enable more flexible reaction to customer needs and provide an economic argument for its competitiveness. The number of pistons to be produced over the next five years in Krotoszyn alone is estimated at 70 million.
According to global market forecasts, the cast iron insert that has been used to date in diesel engine pistons will also find application in engines based on the Otto cycle, which will lead to a doubling of the number of pistons produced. The transfer of this solution to petrol engines is indicated by the current trend for downsizing. In order to obtain high power from a small engine capacity, and to reduce exhaust emissions, it is necessary to increase the compression ratio. This entails elimination of the grooves of the first ring cut in the aluminium housing of the piston, it is being replaced by a groove cut in the cast iron insert sealed within the piston. Figure 1 shows a diesel engine piston at three stages of production. A key element requiring detailed control is the ring groove made in the cast iron insert (Fig. 1b) using a special tool post equipped with a set of groove cutters (Fig.  2) . Measurements of roughness are made on what are known as the upper and lower surfaces of this groove (Fig. 3) . Measurements of the roughness of the machined surface were made with a Hommel profile meter, using a measuring attachment constructed specially for this task (Fig. 4) . The parameters subject to control were Ra and Rz, where Rz was measured according to the old standard, that is, based on the five highest and five lowest altitudes on the measured section. This is because the profile meter had the parameter Rz defined according to that older standard. Figure 5 shows an example of profile meter output including the values of Ra and Rz. Based on the measurement sheets, learning files were prepared, separately for Ra and Rz. The data relate to the surface of the groove (upper of lower), the range of Ra, and an evaluation of whether or not the roughness meets standard requirements. The learning file for Rz was analogous. The test and validation files had the same structure. The learning file contained 70% of the cases, the test file 15%, and the validation file a further 15%. The total number of cases (measurements) was 927. Table 1 shows ranges of surface roughness values (Ra and Rz) with corresponding evaluations of surface quality. Most raw data are unprocessed, incomplete and noisy. To make them suitable for exploration, raw data should pass through a pre-processing stage involving cleaning and transformation of the data [11] .
Data cleaning involves ensuring a uniform format, filling in missing data and identifying outliers. Data transformation involves normalisation or coding of the data.
The data used for evaluation of the surface roughness parameter are of symbolic type. In view of the symbolic values (qualitative parameters) used as inputs and outputs of the neural networks, the numbers of inputs and outputs were increased. The qualitative parameters are further coded into strings of zeros and ones (e.g. 001001101). For example, evaluation may take any of four values -'standard', 'warning', 'intervention', 'reject'. These are coded as follows: 'standard' by the string 0001, 'warning' by 0010, 'intervention' by 0100, and 'reject' by 1000.
A single output, evaluation, is transformed into four. The actual number of network inputs and outputs depends on the number of qualitative values used. The inputs to the neural network are the side of the groove and the range of the roughness parameter (Ra or Rz), and in the case of MLP networks the evaluation is the output. In the case of Kohonen networks all of these parameters are inputs (Fig. 7) . Neural network (artificial neural network) is a general name for mathematical structures, and for software or hardware models of them, performing calculations or processing of signals via rows of elements known as artificial neurons. A neural network is characterised by the network architecture (the position of individual neurons and the links between them), the search process (the method of sending information from input to output), and the learning (training) method (which defines an initial set of weights and the way in which those weights are to be changed in the course of the learning process). Neural networks are able to improve their own operation based on accumulated experience [12] .
The models for evaluation of surface roughness parameters Ra and Rz were constructed using MLP and Kohonen networks. The solution of diverse problems, including technical ones, remains the domain of the universal and most common networks, namely those of MLP type. Kohonen networks are one of the basic types of selforganising networks. The capacity for self-organisation opens up entirely new possibilities -adaptation to previously unknown input data about which very little is known. This would appear to be a natural way of learning, used for example in our brains, for which no-one defines any templates -they have to crystallise in the course of a process of learning combined with normal functioning. Kohonen networks are a synonym for a whole group of networks in which learning takes place via a competitive self-organising method. Here signals are applied as network inputs, and then by way of a competitive process a "winning" neuron is chosen which best corresponds to the input vector. In Kohonen topological maps, first the winner is determined using a Euclidean distance measure, followed by the value of the learning coefficient of the neurons belonging to the neighbourhood of the winner. The most important and useful neighbourhood systems include one-and two-dimensional organisations. For these, an additional significant parameter is the number of neighbouring neurons (neighbours on the left, on the right, etc.) which undergo learning when a given neuron is identified as the winner. The most interesting effects are obtained by applying Kohonen methods to twodimensional neural networks, namely those in which the neurons are arranged in an array structure with a certain number of distinguished rows and columns [12] .
The MLP networks were constructed with one hidden layer. The experiments relating to the creation of MLP neural network models were parameterised with two parameters: number of neurons in the hidden layer and number of learning epochs. In the experiment the parameter number of neurons in the hidden layer took values from 3 to 30, while the second parameter number of learning epochs took values from 4 to 100. After each experiment tests were carried out to obtain information on the network's effectiveness. The number of neurons in the hidden layer was selected experimentally. For the MLP networks, the BFGS (Broyden-Fletcher-GoldfarbShanno) learning algorithm was employed. The error function used was a function of the sum of squares (SOS) and entropy. Different activation functions were used in the hidden and output layers: Tanh, Exponential, Linear, Logistic, and Softmax. Each of these parameters has an influence on the effectiveness of the neural networks.
The experiments relating to the creation of Kohonen neural network models were parameterised with two parameters: number of neurons in the topological layer and number of learning epochs. In the experiment the parameter number of neurons in the topological layer took the values 5x5, 6x10, 10x10 and 12x20, while the second parameter number of learning epochs took values from 10 to 100. After each experiment tests were carried out to obtain information on incorrectly classified decisions. The number of neurons in the topological layer was selected experimentally. For the Kohonen networks, the Kohonen learning algorithm was employed. The best networks were formed when the number of epochs was 100. Example learning graphs for Kohonen networks are shown in Figure 8 . For a network with a larger number of neurons in the topological layer (Fig. 8b) the error values in the testing phase were much lower than in the case of the network in Fig. 8a . Table 2 and Figure 9 show the best MLP and Kohonen networks for evaluation of surface roughness parameters Ra and Rz. In analysis of the neural networks (MLP) it was found that the effectiveness of the networks depends on the following parameters: number of neurons in the hidden layer, number of learning cycles under a specified learning algorithm, value of the error function and activation function in the hidden and output layers. Analysis of all of the models constructed showed that the models for the MLP 2-20-1, 2-21-1 and 2-11-1 networks are the most effective when investigating the surface roughness parameter Ra (effectiveness 99.71%), while the models for the MLP 2-18-4, 2-19-4 and 2-5-4 networks are the most effective when investigating the parameter Rz (effectiveness 100.00%). The best Kohonen networks were similarly selected: Kohonen 3-240 for Ra (effectiveness 99.99%) and Kohonen 3-240 for Rz (effectiveness 100%). Table 2 shows the effectiveness of the networks in the learning, testing and validation phases, and the error values during learning, testing and validation. Figure 9a shows the learning, testing and validation errors for the best MLP and Kohonen networks for the parameter Ra, and Figure 9b shows the learning, testing and validation errors for the best MLP and Kohonen networks for Rz. Figures 9c and 9d show the effectiveness of the best MLP and Kohonen networks for the parameters Ra and Rz. 
Evaluation of machine tools
By summing up the evaluations of the surface roughness parameters Ra and Rz, an evaluation of the machine tools could be made (Table 3 ). The best of the machine tools was found to be PDK 741 (99.17%). 
Tab. 3. Evaluation of machine tools

CONCLUSIONS
The models developed in the form of neural networks are a very good tool that can be used for automation of the evaluation of measurements of the roughness parameters Ra and Rz. By means of evaluation of the surface roughness parameters, an evaluation can be made of the reliability of the turning of grooves for piston rings in combustion engines. An evaluation was also made of machine tools, in terms of the reliability of turning.
The measuring instruments used to measure roughness in the machining process can supply the values of those measurements to a system which indicates, based on a neural network model, what action ought to be taken by the operator. Such a system may warn the operator when intervention is required as regards the process parameters. The use of neural networks makes possible the creation of a computerised decision-support system which automatically acquires knowledge and has adaptive ability.
The benefits of the use of neural networks exceed many times over the work required to create them. In practice the longest stage of the process of creating the networks is the collection and preparation of source data, although this too can be shortened by means of automated data collection.
MLP networks are a very good universal tool for solving complex problems. Comparison of these with Kohonen networks enabled verification of the behaviour of different classes of networks: supervised and unsupervised learning. It also made it possible to ascertain how these networks behave in case of a real-life technical problem.
