Network connectivity optimization, which aims to manipulate network connectivity by changing its underlying topology, is a fundamental task behind a wealth of high-impact data mining applications, ranging from immunization, critical infrastructure construction, social collaboration mining, bioinformatics analysis, to intelligent transportation system design. To tackle its exponential computation complexity, greedy algorithms have been extensively used for network connectivity optimization by exploiting its diminishing returns property. Despite the empirical success, two key challenges largely remain open. First, on the theoretic side, the hardness, as well as the approximability of the general network connectivity optimization problem are still nascent except for a few special instances. Second, on the algorithmic side, current algorithms are often hard to balance between the optimization quality and the computational efficiency. In this paper, we systematically address these two challenges for the network connectivity optimization problem. First, we reveal some fundamental limits by proving that, for a wide range of network connectivity optimization problems, (1) they are NP-hard and (2) (1 − 1/e) is the optimal approximation ratio for any polynomial algorithms. Second, we propose an effective, scalable and general algorithm (CONTAIN) to carefully balance the optimization quality and the computational efficiency.
INTRODUCTION
Network connectivity optimization is an essential task behind a myriad of high-impact data mining applications such as immunization, critical infrastructure construction, social collaboration mining, bioinformatics analysis, intelligent transportation system design, etc. In some of these applications, a less connected network might be preferred, which is termed as 'network destruction' in [19] . Specifically, it requires a network optimization algorithm to find a set of 'silver bullet' nodes/edges in the network to minimize its connectivity [19] . For example, in the immunization scenario, it is essential to identify crucial entities and links in the contagion network to effectively contain the spread of a disease. On the other hand, network connectivity optimization techniques may help fortify the robustness of the network. In infrastructure networks (e.g., power grids and transportation systems), the full functioning of the systems is strongly dependent on the connectivity of the underlying networks. Hence, it is of key importance for the maintenance team to identify critical facilities and transmission lines whose failure would sabotage the connectivity of the entire network, so that precaution and protection measures can be implemented proactively.
The main difficulty of the network connectivity optimization problem lies in its high computational complexity. To be specific, the fundamental limit for minimizing the network connectivity by removing a set of nodes/edges is rooted in its combinatorial nature. Given a budget k, the number of all possible node sets of size k is n k , and the number of edge sets of size k is m k , where n and m are the numbers of nodes and edges in the network. Such exponential complexity makes the brute-force algorithm computationally expensive and intractable, even in medium-sized networks.
To tackle the exponential computation complexity, state-of-theart methods often resort to greedy algorithms. Taking network connectivity minimization problem by node deletions as an example, the greedy algorithm would iteratively delete the node with the highest connectivity impact score until the budget is reached. Specifically, the impact score of a node is defined as the marginal decrease of the network connectivity due to its removal from the intermediately optimized network in the previous iteration. Thanks to the diminishing returns property of the network connectivity optimization problem on a wide range of connectivity measures [7] , the greedy algorithm guarantees a (1 − 1/e) near-optimal approximation solution. A key step in such greedy algorithms is to estimate the impact score for each candidate node/edge. Some straightforward methods often involve an eigen decomposition operation, which would make the overall algorithm polynomial w.r.t. the input network size, and thus do not scale to large networks with millions of nodes/edges. To address this issue, matrix perturbation based methods are often used to approximate the node/edge impact score by viewing the deletion of a node/edge as a perturbation to the current networks [9, 10] . Such approximation methods often exhibit empirical superiority over alternative methods, while ensuring a linear scalability.
Despite the empirical success of existing methods on some specific network connectivity optimization problems, two key challenges largely remain open. First, on the theoretic side, the hardness of the general connectivity optimization problem is unvalidated except for a few special instances (e.g., leading eigenvalue [10] , triangle capacity [25] ). Moreover, although the greedy algorithm guarantees a (1 − 1/e) near-optimal solution, it remains unknown if such an approximation ratio is optimal over all the polynomial algorithms. Second, on the algorithmic side, the dilemma of the optimization quality vs. computational efficiency trade-off has largely remained. On one hand, although there exist tractable greedy algorithms for some special connectivity measures, they do not scale to large networks because of their super-linear complexity [25] . On the other hand, although matrix perturbation methods offer a linear time complexity, their optimization quality is largely dependent on the spectrum of the underlying network (e.g., the optimization quality would deteriorate quickly in small eigen-gap networks [8, 20] ).
In this paper, we systematically address the above two challenges for the network connectivity optimization problem. The main contributions of the paper can be summarized as follows.
• Revealing the Fundamental Limits. We prove that for a wide range of connectivity optimization problems, (1) they are NPhard and (2) (1 − 1/e) is the best approximation ratio for any polynomial algorithms, unless N P ⊆ DT I ME(n O (log log n) ) 1 .
• Developing New Algorithms. We propose an effective algorithm (CONTAIN) for network connectivity optimization. The centerpieces of the proposed method include (a) an effective impact score approximation method and (b) an efficient eigen-pair update method. The proposed CONTAIN algorithm bears three distinct advantages over the existing methods, including (1) effectiveness, being able to handle small eigen-gap networks, consistently outperforming the state-of-the-art methods over a diverse set of real networks; (2) scalability, with a linear complexity w.r.t. the network size; and (3) generality, applicable to a variety of different network connectivity measures (e.g., leading eigenvalue, triangle capacity and natural connectivity) as well as network operations (node vs. edge deletion).
PROBLEM DEFINITION
In this section, we formally introduce the network connectivity optimization problem and review the general strategy of greedy algorithms. Table 1 gives the main symbols used throughout the paper. Following the convention, we use bold upper-case for matrices (e.g. A), bold lower-case for vectors (e.g. a) and calligraphic for sets (e.g. A). We use˜to denote the notations after node/edge deletion, and Δ to denote the perturbations (e.g. ΔA =Ã − A). C(G) represents the network connectivity measure to be optimized in G; o indicates an element (a node/edge) in network G; I (o) denotes the impact score of element o on C(G) ; Λ and U denote the eigenvalue matrix and eigenvector matrix for the adjacency matrix A of the network. 
the leading eigenvalue and eigenvector of A (in magnitude) Λ, U the eigenvalue and eigenvector matrix of A Λ (r ) , U (r ) the top-r eigen-pairs of A (in magnitude) k the budget
Network Connectivity Measures
Many network connectivity measures can be defined as
where π is a subgraph of G, f is a non-negative function that maps any subgraph in G to a non-negative real number (i.e. f : π → R + ) [7] . Specifically, we have f (ϕ) = 0 for empty set ϕ; when f (π ) > 0, we call subgraph π as a valid subgraph. In other words, the network connectivity C(G) can be viewed as a weighted aggregation of the connectivities of all valid subgraphs in the network. By choosing an appropriate f () function (please refer to [7] for details), Eq. (1) includes several prevalent network connectivity measures, e.g., path capacity (which is in close relation to the epidemic threshold), triangle capacity (which is rooted in social balance theory) and natural connectivity (which is closely related to network robustness). In terms of computation, it is often much more efficient to either approximate or compute these connectivity measures by the associated eigen-function F (Λ (r ) ), where Λ (r ) represents the top-r eigenvalues of A. For example, the path capacity converges to the leading eigenvalue of the adjacency matrix of the network [4] , the triangle capacity can be approximated by the sum of cubes of the eigenvalues [33] , and the natural connectivity is calculated by the sum of exponentials of the eigenvalues [16] .
Network Connectivity Optimization
With the network connectivity measure in Eq. (1), we formally define network connectivity optimization problem as follows. 
(G).
It is worth noting that depending on the definition of C(G), the valid subgraphs in S π may have various structures. In the triangle minimization scenario, S π contains all the triangles in the network. When the valid subgraph shares the same form as the operation type (i.e. a valid subgraph is a single node in node-level operation scenario, or a valid subgraph is an edge in edge-level operation scenario), we call this kind of valid subgraphs as singletons. In Problem 1, we also require that the budget 1 < k < min {|S π |, K }. This is a fairly generic constraint which can be easily met. For example, for the node deletion operation, the set of valid network elements is simply the entire node set of the input network (i.e., K = n); for a connected network with its connectivity measure C(G) defined as the path capacity, we have that |S π | > n. Therefore, the above constraint simply means that we cannot delete all the nodes from the input network, which would make the problem trivial. On the other end of the spectrum, we require that the budget k > 1. Otherwise (with k = 1), the problem can be easily solved in polynomial time (e.g., by choosing the valid network element with the largest impact score). Problem 1 provides a general definition of the network connectivity optimization problem, which can be in turn instantiated into different instances, depending on (1) the specific choice of the connectivity measure C(G) (or equivalently the choice of the f () function), and (2) the type of network operation (node deletion vs. edge deletion). For example, in the robustness analysis of the power grid, we might choose the natural connectivity as C(G) to evaluate the robustness of the system, and we are interested in identifying k most critical power transmission lines whose failure would cause a cascading failure of the entire grid. To abstract it as a network connectivity optimization problem, we have the input network set as the topological structure of the power grid; the connectivity to optimize as the natural connectivity; the operation type as edge deletion; and the valid network elements as all the edges (i.e., K = m in this case).
Greedy Strategy for NETCOP
Due to the combinatorial nature of Problem 1, it is computationally infeasible to solve it in a brute-force manner. Thanks to the diminishing returns property of NETCOP, the greedy strategy has become a prevalent choice for solving Problem 1 with a guaranteed (1 − 1/e) approximation ratio. For the ease of following discussions, we present the outline of such greedy strategy in Algorithm 1. In Algorithm 1, the solution set X is initialized with an empty set. At each iteration (step 2 to step 8), the element (a node or an edge) with the highest impact score is added to the solution set X until the budget is reached. The returned solution set X in step 9 guarantees a (1 − 1/e) approximation ratio. For more details and proofs, please refer to [7] .
FUNDAMENTAL LIMITS
In this section, we start with detailing the theoretic challenges of the network connectivity optimization (NETCOP) problem, and then reveal two fundamental limits, including its hardness and its approximability.
Algorithm 1 A Generic Greedy Strategy for NETCOP [7]
Input: (1) A network G; (2) a connectivity mapping function f : π → R + which defines C(G); (3) a type of network operation and (4) a positive integer k Output: a set of network elements X of size k.
1: initialize X to be empty 2: for i = 1 to k do 3: for each valid network element o in G do 4: calculate
end for 6: add the elementõ
remove the element {õ} from network G 8: end for 9: return X
Theoretic Challenges of NETCOP
The first theoretic challenge of NETCOP lies in its hardness. Since the NETCOP problem has various instances, intuitively, the hardness of those instances might vary dramatically from one to another. For example, if the elements in the valid subgraph set S π are all singletons w.r.t. the corresponding operation type (i.e., S π is the node set of the input network for the node-level optimization problem, or S π is the edge set for the edge-level optimization problem), we can simply choose the top-k nodes/edges with the highest f (π ) scores, which immediately gives the optimal solution. However, if NETCOP is instantiated as an edge minimization problem under node deletion operations (i.e. the valid subgraph S π consists of all the edges, the valid network element set is the entire node set) , the problem would become the (weighted) max-k vertex cover problem, which is known to be NP-hard. Such observations naturally give rise to the following question, what is the key intrinsic property of valid subgraph set S π in conjunction with the network operation type that determines whether or not the corresponding NETCOP instance is polynomially solvable? To date, the hardness of the general NET-COP problem has largely remained unvalidated, except for a few special instances (see Section 6 for details). The second theoretic challenge of NETCOP lies in its approximability. The greedy algorithm outlined in Section 2 has a provable (1 − 1/e) approximation ratio [7] . However, we still do not know if such an approximation ratio is optimal. In other words, it remains unknown if there exists any polynomial algorithm with an approximation ratio better than (1 − 1/e) for NETCOP.
Fundamental Limit #1: NP-Hardness
We reveal the hardness result of the NETCOP problem in Theorem 1. It states that the NETCOP problem defined in Problem 1 are in general NP-hard, unless the valid subgraphs in set S π are mutually independent to each other 2 .
Theorem 1. NP-Harness of NETCOP. The NETCOP problem with non-independent valid subgraphs in Problem 1 is NP-hard.
Proof. See Appendix. 2 Two valid subgraphs are independent to each other if they do not have common valid network element.
Fundamental Limit #2: Approximability
Based on the hardness result of NETCOP, we further reveal the approximability of NETCOP in Theorem 2, which says that (1−1/e) is indeed the best approximation ratio a polynomial algorithm can achieve unless NP ⊆ DTIME(n O (log log n) ).
Theorem 2. Approximability of NETCOP. (1 − 1/e) is the best approximation ratio for the NETCOP problem in polynomial time, unless NP ⊆ DTIME(n O (log log n) ).
Proof. We prove this by contradiction. In the proof of Theorem 1 (see Appendix), we show that max k-hitting set problem is polynomially reducible to the NETCOP problem, which implies that if there is an α-approximation algorithm that can solve NET-COP in polynomial time with α > (1 − 1/e), there will be an α-approximation algorithm for max k-hitting set as well. However, it has been proved in [17] that the unit cost maximum k-coverage problem (an equivalent problem to max k-hitting set problem) can not be approximated with a factor better than (1 − 1/e) unless NP ⊆ DTIME(n O (log log n) ), which contradicts with our assumption. Hence, we conclude that there is no polynomial algorithm for the NETCOP problem with an approximation ratio greater than (1 − 1/e), unless NP ⊆ DTIME(n O (log log n) ).
Since the greedy strategy in Algorithm 1 guarantees a (1 − 1/e) approximation ratio, Theorem 2 implies that the greedy algorithm is the best polynomial algorithm for NETCOP in terms of its approximation ratio unless NP ⊆ DTIME(n O (log log n) ).
ALGORITHM AND ANALYSIS
In this section, we start with detailing the algorithmic challenges of the network connectivity optimization (NETCOP) problem, and then present an effective algorithm, followed by some analysis in terms of its effectiveness and efficiency.
Algorithmic Challenges of NETCOP
In the greedy strategy (Algorithm 1), a key step is to calculate the impact score of each network element, i.e., I (o) = C(G) −C(G \ {o}) (Step 4). As we have mentioned in Section 2, the network connectivity measures C(G) studied in this paper can be calculated or well approximated by a function of top-r eigenvalues of its adjacency matrix (i.e. C(G) = F (Λ (r ) ), where F () is the function of eigenvalues). Therefore, the core step of calculating I (o) is to compute Λ (r ) on G \ {o}, which takes O(m) time (say using the classic Lanczos method). Consequently, simply recomputing C(G \ {o}) for each network element from scratch would make the entire algorithm O(mn) for node-level optimization problems and O(m 2 ) for edgelevel optimization problems, neither of which is computationally feasible in large networks. To address this issue, existing literature often resorts to matrix perturbation theory. Its key idea is to view the deletion of a network element o as a perturbation to the original network (i.e.Ã = A + ΔA). Thus, the new eigenvalues (and hence the new connectivity measure C(G \ {o})) can be approximated from the eigenvalues and eigenvectors of the original network in constant time, making the overall algorithm linear w.r.t. the size of the input network [9, 10] . However, for networks with small eigen-gaps, the approximation accuracy of matrix perturbation theory based methods might deteriorate quickly, if not collapse at all. This issue might persist even if we switch to computationally more expensive high-order matrix perturbation theory [9, 10] . Thus, the main algorithmic challenge is how to accurately approximate the top-r eigenvalues of the input network after a node/edge deletion.
CONTAIN: The Proposed Algorithm
We propose a new updating algorithm for the top-r eigenvalues after node/edge deletion. In order to maintain the linear complexity of the entire greedy algorithm, we seek to update the top-r eigenvalues in constant time for each node/edge deletion operation. Our key observation is as follows. In classic matrix perturbation theory (whether the first-order matrix perturbation theory or its high-order variants), a fundamental assumption is that the perturbation matrix ΔA is a random matrix whose spectrum is wellbounded as illustrated in Figure 1(a) . However, such assumption does not hold in the node/edge deletion scenario (Figure 1(b) and (c)), in which the perturbation matrix ΔA is sparse and low-rank. Armed with this observation, we propose an effective eigen-pair update algorithm for node/edge deletion based on partial-QR decomposition. Unlike matrix perturbation based methods, which would inevitably introduce approximation error in the procedure, the proposed algorithm does not introduce any additional error when computing the impact score I (o), and it runs in constant time for each node/edge operation.
The proposed CONTAIN algorithm is presented in Algorithm 2. Overall, it follows the greedy strategy (Algorithm 1). In detail, We first compute the top-r eigen-pairs of the network and compute the connectivity score of the original network (step 2-3). From step 4 to step 19, we iteratively select the element with the highest impact score. When evaluating the impact of each valid element, we first construct the perturbation matrix ΔA for the corresponding element and then perform eigen decomposition on it (step 6-7). Particularly, for node deletion operation, suppose the removed node v has a set of neighbor nodes N v . Then the resulting perturbation matrix ΔA has ΔA(v, N v ) = ΔA(N v , v) = −1, which is a rank-2 sparse matrix. Therefore, U Δ and Λ Δ can be directly expressed as an n ×2 matrix and a 2×2 matrix respectively. Moreover, let n v = |N v |, the non-zero entries in the eigenvector matrix of ΔA are
Research for each valid element o in G do 6: ΔA ← the perturbation matrix by element o's deletion 7:
[U Δ , Λ Δ ] ←eigen-pairs of ΔA compute
end for 12 :
update C(G) ← C(G) − I (õ) and set I (õ) ← −1
14:
ΔA ← the perturbation matrix by elementõ's deletion 15 :
z , A ← A + ΔA 19: end for 20: return X and the eigenvalue matrix of ΔA is
In the edge deletion scenario, the perturbation matrix ΔA corresponding to the removal of edge u, v has only two non-zero entries ΔA(u, v) = ΔA(v, u) = −1 and u v, which is also a rank-2 matrix. Then, the only non-zero entries in U Δ are
And the eigenvalue matrix Λ Δ is
With the eigenvector matrix of ΔA, we proceed to perform partial-QR decomposition on [U (r ) , U Δ ] in step 8. As U (r ) is already orthonormal, the Q matrix in the decomposition can be written as the concatenation of U (r ) and two orthogonal vectors in unit length as follows
By the Gram-Schmidt process, we have
where r 1 = U (r ) U Δ (:, 1) and r 2 = U (r ) U Δ (:, 2). For node-level operations, we have
While for edge-level operations, we have
Correspondingly, the upper-triangular matrix R can be written as
By the definition of q 1 , q 2 in Eq. (7) together with the orthonormal property of the eigenvectors, the norms of q 1 and q 2 can be computed indirectly with two r × 1 vectors r 1 and r 2 as
This enables us to compute q 1 and q 2 without explicitly constructing q 1 and q 2 , which reduces the cost of step 8 from O(nr ) to O(r ). It can be proved that by setting Z = R[Λ (r ) , 0; 0, Λ Δ ]R , the eigenvalues of Z are just the top eigenvalues of the perturbed matrix A + ΔA, and the top eigenvectors of A + ΔA can be calculated by QU z (step 18). Therefore, we only need Λ z to compute the impact score of element o (step 10). After scanning all the valid elements in the current network, we choose the one with the largest impact score and add it to the element set X (step 12-13). Then, we update the network and its eigen-pairs (step 14-18). The procedure to update eign-pairs is similar to that of computing the impact score for a given network element (step 6-9), with the following subtle difference. In order to just compute the impact score of a given network element, we only need the updated eigenvalues. This is crucial as it saves the computation of (1) constructing q 1 and q 2 , (2) finding the eigenvectors of Z, and (3) updating the eigenvectors of perturbed matrix A + ΔA, which in turn helps maintain constant time complexity for each inner for-loop (step 5-11).
Proof and Analysis
In this subsection, we analyze the proposed CONTAIN algorithm w.r.t. its effectiveness and efficiency. Proof. As A = U (r ) Λ (r ) U (r ) + E and ΔA = U Δ Λ Δ U Δ , thenÃ can be expressed as
Perform partial-QR decomposition on [U (r ) , U Δ ] as [U (r ) , U Δ ] = QR, we get orthonormal basis forÃ and an upper triangular matrix R. Then the perturbed matrixÃ can be rewritten as
Let Z = R[Λ (r ) , 0; 0, Λ Δ ]R and perform eigen decomposition on Z as Z = U z Λ z U z ,Ã is now equivalent tõ
Since both Q and U z are orthonormal, we have (QU z )(QU z ) = I. Thus, Λ z and QU z can be viewed as the top eigen-pairs ofÃ. As the approximation error remains to be E in Eq. (14), it implies that no extra error is introduced in the procedure, which completes the proof.
Efficiency.
The complexity of the proposed CONTAIN algorithm is summarized in Lemma 4, which says it is linear in both time and space. Lemma 4. + nr 3 ) ).
Complexity of CONTAIN. The time complexity of CONTAIN for node-level connectivity optimization is O(k(mr

The time complexity of CONTAIN for edge-level connectivity optimization is O(k(mr 3 + nr 2 )). The space complexity of CONTAIN is O(nr + m).
Proof. In the CONTAIN algorithm, computing top-r eigen-pairs and connectivity C(G) would takes O(nr 2 + mr ) and O(r ) respectively. To compute the impact score for each node/edge (step 5-11), it takes O(d v r ) (d v is the degree of node v) for node v, and O(r ) for each edge to get the upper triangular matrix R in step 8. Since performing eigen-decomposition on Z at step 9 takes O(r 3 ), the complexity to collect impact scores for all the nodes/edges are O(nr 3 + mr ) and O(mr 3 ) respectively. Picking out the node/edge with highest impact score in current iteration would cost O(n) for node level operations and O(m) for edge level operations. At the end of the iteration, updating the eigen-pairs of the network takes the complexity of O(nr 2 + r 3 ). As we have r n, the overall time complexity to select k nodes would be O(k(mr + nr 3 )); and the complexity to select k edges would be O(k(mr 3 + nr 2 ))
For space complexity, it takes O(n+m) to store the entire network, O(nr ) to calculate and store the top-r eigen-pair of the network, O(n) to store the impact scores for all the nodes in node level optimization scenarios and O(m) to store the impact scores for all the edges, the eigen-pair update requires a space of O(nr ). Therefore, the overall space complexity for CONTAIN is O(nr + m).
EVALUATIONS
In this section, we evaluate the proposed CONTAIN algorithm. All experiments are designed to answer the following two questions:
• Effectiveness. How effective is the proposed CONTAIN algorithm in minimizing various connectivity measures? • Efficiency. How efficient and scalable is the proposed CON-TAIN algorithm?
Experiment Setup
Datasets.
We perform experiments on 10 different datasets from 4 different domains, including Airport: an air traffic network that represents the direct flight connections between internal US airports 3 ; Oregon: an autonomous system network which depicts the information transferring relationship between routers from [21] ; Chemical: a network based on [12] that shows the similarity between different chemicals; Disease: a network that depicts the similarity between different diseases [12] ; Gene: a protein-protein interaction network based on [12] ; Astrph: a collaboration network between authors whose papers were submitted to Astro Physics category on Arxiv [22] ; Hepth: a collaboration network between authors whose papers were submitted to High Energy Physics (Theory category) on Arxiv [21] ; Aminer: a collaboration network between researchers in the Aminer datasets [32] ; Eucore: the email correspondence network from a large European research institution [22] ; and Fb: a social circle network collected from Facebook [26] . The statistics of those datasets are listed in Table 2 . 
Comparing Methods.
We compare the proposed algorithm with the following methods. (1) Degree: selecting top-k nodes (edges) with the largest degrees; specifically, for edge u, v , let d u and d v denote the degrees for its endpoints respectively, the score for u, v is min{d u , d v } 4 . (2) PageRank: selecting top-k nodes (edges) with the largest PageRank scores [29] (the corresponding edge score is the minimum PageRank score among its two endpoints); (3) Eigenvector: selecting top-k nodes (edges) with the largest eigenvector centrality scores [28] (the corresponding edge score is the minimum eigenvector centrality score among its endpoints); (4) Netshield/Netmelt: selecting top-k nodes (edges) that minimize the leading eigenvalue of the network [9, 10] ; (5) MIOBI : a greedy algorithm that employs first-order matrix perturbation method to estimate element impact score and update eigen-pairs [5] ; (6) MIOBI-S: a variant of miobi that selects top-k nodes (edges) in one batch without updating the eigen-pairs of the network; (7) MIOBI-H : a variant of miobi that employs high order matrix perturbation method to update eigen-pairs [8] ; (8) Exact: a greedy algorithm that recomputes the top-r eigen-pairs to estimate the impact score for each candidate node/edge. For the results reported in this paper, we set rank r = 80 for all the top-r eigen-pairs based approximation methods (methods (5)- (8) and the proposed CONTAIN method).
Evaluation Metrics.
The performance of the algorithm is evaluated by the impact of its selected elements I (X) = C(G) − C(G \ X). The larger the I (X) is, the more effective the algorithm is. For a given dataset, connectivity measure and network operation, we normalize I (X) by that of the best method, so that the results across different datasets are comparable in the same plot.
Machine and Repeatability.
All the experiments in the paper are performed on a machine with 2 processors (Intel Xeon 3.5GHz) with 256GB of RAM. The algorithms are programmed with MATLAB using a single thread. The code and the non-proprietary datasets will be released after the paper is published.
Effectiveness
Effectiveness of CONTAIN.
We compare the proposed algorithm and the baseline methods on three connectivity measures (leading eigenvalue, number of triangles, and natural connectivity) by both node-level operations and edge-level operations on all datasets in our experiment. Since the Exact method needs to recompute the top-r eigen-pairs for each candidate node/edge which is very time-consuming, its results would be absent on some large datasets (e.g., Aminier and Astrph) where it does not finish the computation within 24 hours. In our experiment, the budget for node-level operations is k = 20, the budget for edge-level operations is k = 200. The results are shown from Figure 2 to Figure 7 . We can see that the proposed CONTAIN (the rightmost bar) (1) is very close to the Exact method (the black, hollow bar); and (2) consistently outperforms all the other alternative methods. In the meanwhile, the proposed CONTAIN algorithm is much faster than Exact, as will shown in the next subsection.
Effect of Rank r .
The main parameter that affects the performance of CONTAIN is the rank r . To study the effect of r , we change r from 5 to 80 to minimize the number of triangles on the chemical dataset and compare them with the Exact method. The results are shown in Figure 8 . From Figure 8 , it is obvious to see that as r increases, the performance of CONTAIN increases accordingly, which is consistent with our effectiveness analysis. With r = 80, the performance of CONTAIN is very close to the Exact method with different k. Figure 9 presents the quality vs. running time trade-off of different methods for optimizing the natural connectivity (the most complicated connectivity measure) on the chemical dataset. In both node-level and edge-level optimization scenarios, the proposed CONTAIN achieves a very similar performance as Exact. In terms of the running time, CONTAIN is orders of magnitude faster than Exact. Although the running time of other baseline methods is similar to CONTAIN, their performance (y-axis) is not as good as CONTAIN.
Efficiency
Efficiency of CONTAIN.
Scalability of CONTAIN.
The scalability results of CON-TAIN are presented in Figure 10 . As we can see, the proposed CONTAIN algorithm scales linearly w.r.t. the size of the input network (i.e. both the number of nodes and edges), which is consistent with Lemma 4.
RELATED WORK
In this section, we review the related literature from the following two perspectives, including (a) connectivity measures and (b) network connectivity optimization algorithms. Connectivity Measures. At the macro-level, network connectivity can be viewed as a measure to evaluate how well the nodes are connected together. Examples include the size of giant connected component [3] , graph diameter [1] , the mixing time [14] , the vulnerability measure [2] , and the clustering coefficient [34] . At the micro-view level, network connectivity measures the capacity of edges, paths, loops, some complex motifs [27] or even the centrality of the nodes. Examples include the epidemic threshold [4] , the natural connectivity (i.e., the robustness) [16] , degree centrality [13] , etc. Such connectivity measures have been extensively used for propagation analysis [30] , graph clustering [35, 36] , etc. Connectivity Optimization Algorithms. State-of-the-art algorithms for network connectivity optimization are almost exclusively designed for a specific connectivity measure and/or with a specific network operation (node deletion vs. edge deletion). To name a few, Chen et al. have proposed both node-level and edge-level manipulation strategies to optimize leading eigenvalue and proved that the corresponding node-level optimization problem is NP-hard in [10] and [9] , respectively. On the other hand, Le et al. have proposed an algorithm to minimize the leading eigenvalue for networks with small eigen-gaps in [20] . In [25] , Li et al. show that both nodelevel and edge-level triangle minimization problem is NP-hard and have proposed several heuristic strategies for the triangle minimization problem. In [5] and [6] , Chan et al. study the optimization problem for network robustness without analyzing its hardness. In order to effectively and efficiently compute the impact scores of network elements, the proposed CONTAIN algorithm resorts to partial-QR decomposition, which has been successfully used in several dynamic network mining tasks [11, 15, 23, 24] .
CONCLUSIONS
In this paper, we study the network connectivity optimization problem by addressing two open challenges. On the theoretic side, we prove that a wide range of network connectivity optimization (NETCOP) problems are NP-hard and (1 − 1/e) is the best approximation ratio that a polynomial algorithm can achieve for NETCOP problems unless N P ⊆ DT I ME(n O (log log n) ). On the algorithmic aspect, we propose an effective, scalable and generalizable algorithm CONTAIN. Extensive experimental evaluations on a variety of real networks demonstrate that the proposed algorithm (1) consistently outperforms alternative methods, and (2) 
APPENDIX: PROOF OF THEOREM 1
Proof. As NETCOP problem admits two possible network operations, including node deletions and edge deletions, we present our proof for each scenario in the following two lemmas. Lemma 5 and Lemma 6 would prove that NETCOP problem is NP-hard.
Lemma 5. The k-node connectivity minimization is NP-hard.
Proof. By Eq. (1), the connectivity of network G is defined as
In other words, C(G) is measured by the number of valid subgraphs in the network. Hence, we formulate the k-node minimization problem as follows. Here we prove that NodeMin(G, k) is NP-hard by constructing a polynomial reduction from a well-known NP-hard problem, the max k-hitting set problem (MaxHit(n, m, k)) [18] . The MaxHit(n, m, k) problem is defined as follows. We aim to prove that MaxHit(n, m, k) is polynomially reducible to NodeMin(G, k) (i.e. MaxHit(n, m, k) ≤ p NodeMin (G, k) ). Without loss of generality, we assume that 1 < k < min {n, m}. The rationality behind this assumption is that when k = 1, MaxHit(n, m, 1) can be trivially solved by picking the element in U with the most associated sets from S; when k ≥ m, we can hit all m sets with at most m elements from U, which is guaranteed by the pigeonhole principle; when k ≥ n, the entire element set U could be picked, which returns a maximum possible solution for the given scenario. Given an instance of MaxHit(n, m, k) with 1 < k < min {n, m}, we can construct a network G with n nodes, each corresponds to one element in U. For each subset B i ⊆ U, we construct a connected component G i with |B i | nodes in arbitrary shape as a valid subgraph. The vertices in G i are the nodes corresponding to the elements in B i . Thus, the removal of any vertex in G i would destroy the completeness of G i . Consequently, the corresponding subgraph would become invalid. Therefore, we can construct G as the union of m valid subgraphs as G = G 1 ∪ G 2 . . . ∪ G m . Since the sets in S are distinct and not mutually exclusive, the resulting valid subgraph set S π is guaranteed to be non-independent. Therefore, the solution of MaxHit(n, m, k) would be equivalent to the solution of NodeMin(G, k), which completes the proof. Proof. We also use the connectivity measure defined Eq. (15) to complete the proof. The corresponding k-edge minimization problem can be defined as follows. We prove that EdдeMin(G, k) is NP-hard by constructing a polynomial reduction from MaxHit(n, m, k) problem. Similar to the rationale in the previous proof, we assume that 1 < k < min {n, m}.
Given an instance of MaxHit(n, m, k), we construct a n-edge starshaped network G (i.e. all the n edges share one common endpoint). Each edge corresponds to one element in U. Given a subset B i , we first locate the corresponding edges in G based on the elements in B i , and then mark the sub-star formed by those edges as a valid subgraph G i . Consequently, we have m valid subgraphs in G. The removal of any edge from G i would destroy the completeness of the corresponding valid subgraph. Similarly, as the sets in S are distinct and not pair-wise mutually exclusive, the resulting valid subgraph set S π is guaranteed to be non-independent. Therefore, the solution of MaxHit(n, m, k) would be equivalent to the solution of EdдeMin(G, k), which completes the proof. Figure 11 gives an illustration of the reduction from an instance of MaxHit(n, m, k) to EdдeMin (G, k) . Again, edges with multiple colors indicate their participation in multiple valid subgraphs.
