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Abstract: We investigate the first law of complexity proposed in [1], i.e., the vari-
ation of complexity when the target state is perturbed, in more detail. Based on
Nielsen’s geometric approach to quantum circuit complexity, we find the variation only
depends on the end of the optimal circuit. We apply the first law to gain new insights
into the quantum circuits and complexity models underlying holographic complexity.
In particular, we examine the variation of the holographic complexity for both the
complexity=action and complexity=volume conjectures in perturbing the AdS vacuum
with coherent state excitations of a free scalar field. We also examine the variations
of circuit complexity produced by the same excitations for the free scalar field theory
in a fixed AdS background. In this case, our work extends the existing treatment of
Gaussian coherent states to properly include the time dependence of the complexity
variation. We comment on the similarities and differences of the holographic and QFT
results.
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1 Introduction
In recent years, quantum information perspectives have produced surprising insights
into foundational questions about the AdS/CFT correspondence. One fascinating and
new concept that has entered this discussion is quantum circuit complexity, which mea-
sures how difficult it is to construct a particular target state from a (simple) reference
state by applying a set of (simple) elementary gates, e.g., for a review see [2, 3]. In con-
sidering complexity and holography together, two distinct approaches have emerged.
First, new holographic complexity conjectures have drawn our attention to new gravita-
tional observables in the AdS/CFT correspondence [4–8]. Second, various approaches
have been investigated to understand the complexity of states in quantum field theory,
e.g., Nielsen’s geometric approach [9–11].
It is believed that the gravitational observables dual to complexity in boundary
theory can provide more information about the bulk spacetime than that coming from
holographic entanglement entropy [12]. Under the heading of holographic complexity, a
variety of proposals for the bulk description of the complexity of boundary states have
been developed. The most studied of these are the complexity=volume (CV) [4, 5]
and the complexity=action (CA) [6, 7] conjectures. The CV conjecture states that the
complexity is dual to the volume of an extremal codimension-one bulk surface anchored
at the time slice Σ in the boundary on which the state is defined,
CV(Σ) = max
Σ=∂B
[ V(B)
GN `bulk
]
, (1.1)
with B corresponding to the bulk surface of interest andGN denoting Newton’s constant
in the bulk gravitational theory. Further, `bulk is some additional length scale associated
with the bulk geometry, e.g., see discussion in [6, 13]. For simplicity, in the following,
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we will set `bulk = L, i.e., the curvature radius for the (asymptotic) AdS geometry. On
the other hand, the CA proposal states that the complexity is given by evaluating the
gravitational action on a region of spacetime, known as the Wheeler-DeWitt (WDW)
patch, which can be regarded as the causal development of a space-like bulk surface
anchored on the boundary time slice Σ. The CA proposal then suggests
CA(Σ) = IWDW
pi ~
. (1.2)
These two conjectures have stimulated a wide variety of recent research efforts investi-
gating the properties and applications of holographic complexity, e.g., [4–8, 12, 14–57].
Attempts to understand the complexity of QFT states have mainly centered around
Nielsen’s geometric approach to evaluating circuit complexity [9–11],1 which we review
in more detail in section 2.1. It was first suggested in [14] that this idea may play
a role in defining holographic complexity and this connection was pursued further in
[25, 59]. This approach was first applied to a concrete quantum field theory calculation
in [60], where the authors adapted Nielsen’s approach to evaluate the complexity of
the vacuum state of a free scalar field theory. These calculations have been extended
in a number of interesting ways in the past few years, e.g., [61–79], but we will be
particularly interested in [68] where the same techniques were applied to explore the
complexity of coherent states in the same QFT.
The first law of complexity was introduced in [1] as an attempt to build a concrete
bridge between the two discussions, i.e., to provide a clear connection between holo-
graphic complexity and the quantum circuit constructions for QFT complexity. The
main motivation for the present paper is to further explore this first law, together with
providing the technical details necessary to explain the preliminary results presented
in [1] and the extensions described below.
The first law of complexity computes the difference in complexity between two
target states for a fixed reference state and set of gates when the second target state
is a small perturbation of the first. In [1], we used Nielsen’s geometric approach to
circuit complexity to derive the first and second order variations δC for general (but
differentiable) cost functions. Furthermore, [1] suggested probing this first law using
coherent state excitations in the AdS/CFT correspondence. This is because the com-
plexity variations for these states could be independently evaluated in the boundary
theory and in the AdS bulk, hence providing a non-trivial bridge between quantum
circuit calculations in QFT using coherent states and holographic calculations in the
1Of course, we should add that a complementary approach based on the Fubini-Study metric for
the space of states was also proposed in [58].
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bulk. As stressed in [1], the equivalence between the Hilbert spaces in AdS and in the
CFT is essential to justify the proposed set-up.
There are several reasons to motivate the relevance of the first law of complexity.
First, the continuous formulation of circuit complexity using Nielsen’s formalism [9–11]
makes it clear that δC only depends on the endpoints of the circuit [1]. Since our holo-
graphic understanding of the reference state and gates is poor, one may make sharper
the implications of complexity for holography (or to probe/explore the different conjec-
tures) by focusing on the properties of the target state, which is always assumed to have
a good gravitational description in these discussions. We are interested in exploring
the possible consequences of this fact in holography, where we expect the bulk grav-
itational solution to give us the information about the final state, and the behaviour
of the optimal circuit near the end-point. Second, the study of variations in observ-
ables is always physical. Hence, it is very natural to explore variations of complexity
as an example of a potentially new dictionary in holography. From a more technical
perspective, these variations could be finite, as it occurs with relative entanglement
entropy, making them better defined observables than the complexity C itself. Third,
from a purely gravitational perspective, the proposals reviewed above define new gauge-
invariant observables. Studying their properties under small perturbations is not only
natural but could lead to important insights. Indeed, the same considerations in black
hole physics lead to the deep connection between gravity, spacetime, thermodynamics
and entropy/information [80–83]. Similarly, the first law of entanglement captures the
same information as the linearized Einstein’s equations [84–86]. Finally, from a purely
quantum mechanics perspective, it is an important question whether any notion of com-
plexity can be understood as a resource, in the same sense as energy fluctuations above
thermal energy allow to do work in thermodynamics or the existence of correlations in
the boundary theory explain the connectivity in the bulk geometry in the AdS/CFT
correspondence [87–89]. The first law studied in this work is a balanced equation that
any such notion of complexity should satisfy.
The organization of this work is as follows: In section 2, we derive the first law of
circuit complexity by considering the variation of complexity between two near target
states. The quantum coherent states suggested to probe the first law are reviewed in
section 2.3, where both a boundary and bulk descriptions are provided. In section 3,
we develop the tools to first, evaluate the complexity=action and complexity=volume
variations for the relevant spacetime configurations realizing these coherent state ex-
citations, and second, to analyze and compare the main features of these holographic
variations. The tools and evaluation of circuit complexity using quantum field theory in
AdS are presented in section 4. Finally, we summarize our results and discuss different
aspects of the first law of complexity in section 5. Some further technical details on
– 3 –
different aspects of this work are presented in appendices A-D.
2 First law of complexity
This section derives the first law of quantum circuit complexity. This notion of complex-
ity and Nielsen’s geometric approach to its evaluation are first reviewed in section 2.1.
The latter maps the problem of determining the optimal circuit into solving for geodesic
trajectories in the space of unitaries that prepare the quantum states. Within this ap-
proach, in section 2.2 we analyze the general form of complexity variations under small
perturbations of the target state and formulate the first law for such variations. Fi-
nally, in section 2.3 we describe the holographic framework describing small-amplitude
coherent states that we suggest to probe the first law.
2.1 Nielsen, geometry and complexity
In the context of quantum circuit complexity discussions, complexity C is defined as the
optimal cost to prepare a particular target state |ψT〉 starting with a certain reference
state |ψR〉 by applying a series of elementary gates,
|ψT〉 = UTR |ψR〉 = gin · · · gi2 gi1|ψR〉 , (2.1)
as illustrated in figure 1. That is, given a fixed gate set {g1, · · · , gN}, the complexity
C(|ψT〉) is the minimum number of such gates needed to construct the unitary UTR
transforming |ψR〉 to |ψT〉.
gi1 gi4 gin
gi2
gi3
gin−1⋯⋯ |ψT⟩|ψR⟩
s = 1s = 0 s
Figure 1. A general quantum circuit where |ψT〉 is prepared beginning with |ψR〉 and applying
a sequence of elementary unitaries gi. We also indicate the intermediate states that are
produced after every step, i.e., |ψk〉 = gikgik–1 · · · gi2 gi1 |ψR〉.
Nielsen and collaborators [9–11] developed a geometric method to identify this
optimal circuit. This approach was adopted to evaluate the complexity of quantum
field theory states in [60], and subsequently applied in a variety of different settings,
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e.g., [58, 61–79, 90, 91]. The idea is to construct a continuum representation of the
unitary transformations acting on the states
U(σ) = ~P exp
[
−i
∫ σ
0
dsH(s)
]
, where H(s) ≡
∑
I
Y I(s)OI , (2.2)
where s parametrizes the position (or distance) along the circuit, while ~P indicates
right-to-left path ordering in interpreting the exponential operator. The instantaneous
(path-dependent) Hamiltonian H(s) is a linear combination of the Hermitian operators
OI . One might think of these operators as the generators of elementary gates gI ∼
exp[−iεOI ] (where ε would be an infinitesimal parameter) in the corresponding gate
set applied in eq. (2.1). The coefficients Y I(s) in the above expression (2.2) are control
functions specifying which gates (and how many times they) are being applied at a
particular point s along the circuit.
Eq. (2.2) specifies a trajectory U(σ) in the space of unitaries, or equivalently, in
the space of states using |ψ(σ)〉 = U(σ)|ψR〉. Assuming 0 ≤ σ ≤ 1, circuits satisfying
eq. (2.1) correspond to trajectories satisfying the boundary conditions:
U(σ = 0) = I , U(σ = 1) = UTR . (2.3)
From this perspective, Y I(s) is the tangent vector to the trajectories and the instanta-
neous Hamiltonian can be reconstructed as
H(s) =
∑
I
Y I(s)OI = i ∂sU(s)U−1(s) . (2.4)
There are many trajectories or circuits (i.e., an infinite number) satisfying eq. (2.3).
Nielsen’s approach to identifying the optimal circuit is to minimize the cost defined
as
D(U(σ)) ≡
∫ 1
0
ds F
(
U(s),Y I(s)
)
, (2.5)
where F is a local cost function assumed to depend only on the position U(s) and the
tangent vector Y I(s). While the precise form of the cost function F is not fixed, there
are a number of desirable features for reasonable cost functions [11]: 1) Smoothness,
2) Positivity, 3) Triangle inequality and 4) Positive homogeneity – see [60, 76] for more
recent thorough discussions.2 Two simple examples of cost functions satisfying these
constraints are
F1(U ,Y ) =
∑
I
∣∣Y I∣∣ , F2(U ,Y ) = [∑
I
(
Y I
)2 ]1/2
. (2.6)
2We note that while [60] suggests dropping the homogeneity property due to holographic considera-
tions, [76] argues that any such measure may not provide a lower bound on quantum circuit complexity
and could violate Lloyd’s bound [92].
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The circuit complexity is then the cost evaluated for the optimal trajectory,3 i.e.,
C(|ψT〉) ≡ Min D . (2.7)
With this approach, the task of determining the optimal circuit has been mathemati-
cally mapped to the geometric problem of identifying globally minimizing geodesics in
a geometry defined by the cost function on the space of unitaries.
Given this geometrical formulation, it is natural to choose coordinates xa covering
the space of unitary operators U(xa). Trajectories xa(s) in this space correspond to
unitaries (2.2) evolving as
U(x(σ)) = ~P exp
[
−i
∫ σ
0
dsH(x(s))
]
with H =
∑
I
Y I(s)OI ≡
∑
a
x˙a(s)Oa(x) ,
(2.8)
where x˙a(s) = ∂sx
a(s) and Oa(x) are the (position-dependent) Hermitian operators
generating the evolution in the xa direction, i.e.,
i
∂U(x)
∂xa
= Oa(x) U(x) . (2.9)
Each Oa(x) corresponds to an independent linear combination of the OI appearing
in eq. (2.2). The x-dependence indicates this linear combination varies from point to
point in the space of unitaries.
Using these coordinates, the cost (2.5) becomes
D =
∫ 1
0
ds F (xa(s), x˙a(s)) , (2.10)
where F is only a function of the coordinates xa and the velocities x˙a. Given this form,
extremizing the cost is analogous to solving for the trajectory of a particle in classical
mechanics where F is the Lagrangian (and s the time). Hence the extremal trajectory
satisfies the Euler-Lagrange equations
∂F
∂xa
− ∂
∂s
(
∂F
∂x˙a
)
= 0 , (2.11)
and the boundary conditions
xa(s = 0) = xa0 , x
a(s = 1) = xa1 , (2.12)
3When working with discrete gates, as in eq. (2.1), the target state is prepared within some tolerance
ε, e.g., ‖ |ψT〉 − UTR|ψR〉‖2 ≤ ε. However, with the continuous unitaries (2.2), one is always able to
prepare the target state exactly with a finite cost, and so our discussion will involve no tolerance.
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are chosen in accord with eq. (2.3), i.e., U(xa0) = I and U(x
a
1) = UTR. The circuit
complexity is then given by evaluating the cost on-shell, i.e., substituting the extremal
trajectory into eq. (2.10),4
C (|ΨT〉) ≡ Min
∫ 1
0
ds F (xa(s), x˙a(s)) . (2.13)
Before proceeding, let us comment on the group-theoretic structure that naturally
appears in various settings for the evaluation of the complexity of QFT states. To make
the latter a tractable problem, one typically chooses a restricted basis of operators OI
to construct the unitaries (2.2). However, it is natural that this restricted basis should
form a closed algebra, and typically, the OI provide a representation of a Lie algebra
g, i.e., [OI ,OJ ] = ifIJKOK . For example, a GL(N ,R) group appears in evaluating the
complexity of the ground state of a free scalar field [60], and the latter was extended
to a Sp(2N ,R) group in examining the corresponding thermofield double state [67]
– see also [63].5 In the following, we will find that the affine symplectic group, i.e.,
R2N o Sp(2N ,R) plays a central role in evaluating the complexity of the coherent
states of interest. The utility of this group-theoretic perspective is that it relegates the
physical details of the basis operators OI to the background. Instead, the generators
in eq. (2.2) are simply elements of the Lie algebra g, and we can choose the most
convenient representation for the calculations of interest.6
2.2 First law of circuit complexity
Next, we examine the behaviour of the circuit complexity (2.13) under small perturba-
tions. Our main focus will be to study the variation in complexity for a fixed reference
state |ΨR〉, when the target state |ΨT〉 is perturbed to |ΨT + δΨ〉,
δC = C (|ΨT + δΨ〉)− C (|ΨT〉) . (2.14)
This variation is illustrated in figure 2, as the variation of the corresponding geodesics
in the space of states.
4In general, there may be a family of extremal trajectories or unitaries producing the desired
transformation (2.1). In this case, one must still minimize eq. (2.5) over this family to determine the
complexity, e.g., see [60, 63, 67].
5The symmetry closed by the gate generators was used in [65] to physically argue for some natural
choice of cost functions. This approach was later related to Kirillov’s geometric action [93] in the
context of 2d CFTs and the Virasoro group in [79]. See also [76] for a general discussion on geometric
actions and circuit complexity.
6Within this group theoretic framework, we might add that when the cost function does not explic-
itly depend on the position U(s), as in eq. (2.6), the measure becomes right invariant [25, 94, 95]. This
additional symmetry greatly simplifies solving for the corresponding geodesics, e.g., see [60, 63, 68].
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Figure 2. The variation of the Nielsen circuit due to a perturbation |ΨT + δΨ〉 of the target
state |ΨT〉.
Let us begin by assuming that we have a smooth family – see comments on this
assumption below – of geodesic solutions xa(s, z) satisfying the boundary conditions
xa(s = 0, z) = xa0(z) , x
a(s = 1, z) = xa1(z) , (2.15)
where z parameterises the family. Now for a small variation δz around z = 0, we can
write
xa(s, z) = xa(s) + δxa where δxa = va(s) δz , (2.16)
with xa(s) ≡ xa(s, z = 0) and va(s) ≡ ∂zxa(s, z)|z=0. The change in the complexity
(2.13) can then be expressed as
δC =
∫ 1
0
ds [F (xa(s) + va(s)δz, x˙a(s) + v˙a(s)δz)− F (xa(s), x˙a(s))]
= C ′ δz + 1
2
C ′′ δz2 + · · · ,
(2.17)
where the first- and second-order coefficients are given by
C ′ =
[
∂F
∂x˙a
va
]s=1
s=0
+
∫ 1
0
ds
[
∂F
∂xa
− ∂
∂s
(
∂F
∂x˙a
)]
va ,
C ′′ =
∫ 1
0
ds
[
∂2F
∂xa∂xb
vavb + 2
∂2F
∂xa∂x˙b
vav˙b +
∂2F
∂x˙a∂x˙b
v˙av˙b
]
.
(2.18)
Since xa(s) is a geodesic solution satisfying the Euler-Lagrange equations (2.11), the
first order variation C ′ reduces to the boundary term and to leading order, the variation
of the complexity (2.17) becomes
δC(1) = pa δxa
∣∣
s=1
− pa δxa
∣∣
s=0
, (2.19)
where following the analogy with classical mechanics, we introduced the notation
pa ≡ ∂F
∂x˙a
. (2.20)
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From this classical mechanics perspective, eq. (2.19) is a well known result for the
variation of the action under perturbations of the boundary conditions. One of the
interesting features of this result is that δC(1) only depends on data at the endpoints
of the original extremal trajectory, i.e., δxa and pa at s = 0 and 1. If we are interested
in variations of the complexity where the reference state is kept fixed, as in eq. (2.14),
eq. (2.19) reduces to the single boundary term
δC(1) = pa δxa
∣∣
s=1
. (2.21)
We refer to eq. (2.21) as the first law of complexity.
Since the right-hand side of eq. (2.21) involves the inner product of two vectors, it
may vanish even though the corresponding vectors are nonvanishing. That is, we may
find the variation δxa is orthogonal to the direction that the original circuit is running,
as specified by the ‘momentum’ pa. With δC(1) = 0, we must examine the second-order
variation in eq. (2.17) to determine the change in the complexity. This will indeed be
the case for the coherent state setup we study in this paper.
Consider the second-order coefficient C ′′ in eq. (2.18). Integrating by parts to
eliminate the s derivative acting on one of the v’s in the last term, and performing a
similar integration by parts for one contribution in the vav˙b term, it reduces to
C ′′ =
[
∂2F
∂xa∂x˙b
vavb +
∂2F
∂x˙a∂x˙b
vav˙b
]s=1
s=0
+
∫ 1
0
ds
[
∂2F
∂xa∂xb
vb +
∂2F
∂xa∂x˙b
v˙b − ∂
∂s
(
∂2F
∂x˙a∂xb
vb +
∂2F
∂x˙a∂x˙b
v˙b
)]
va .
(2.22)
Since these variations are between nearby geodesics, the variation va must itself satisfy
the perturbed Euler-Lagrange equations. These require the squared brackets in the
integral contribution to C ′′ to vanish.7 Hence, the second order variation of complexity
δC(2) with fixed reference state is again determined by a boundary term at s = 1,
δC(2) = 1
2
[
∂2F
∂xa∂x˙b
δxa δxb +
∂2F
∂x˙a∂x˙b
δxa δx˙b
] ∣∣∣∣
s=1
=
1
2
δ
(
∂F
∂x˙a
)
δxa
∣∣∣∣
s=1
=
1
2
δpa δx
a
∣∣
s=1
.
(2.24)
7This is equivalent to[
∂2F
∂xa∂xb
− ∂
∂s
(
∂2F
∂x˙a∂xb
)]
vb − ∂
∂s
(
∂2F
∂x˙a∂x˙b
v˙b
)
+ 2
∂2F
∂x[a∂x˙b]
v˙b = 0 , (2.23)
which corresponds to a generalization of Jacobi’s equation ddx
(
p(x) dydx
)
− q(x) y = 0 .
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Combining the first- and second-order variations in eqs. (2.21) and (2.24), we sum-
marise the first law of complexity as
δC = pa δxa
∣∣
s=1
+
1
2
δpa δx
a
∣∣
s=1
, (2.25)
using the definition of pa in eq. (2.20). One of the most interesting features of this
result is that the variation δC is entirely determined by data at the final endpoint, i.e.,
at s = 1.
Smoothness of circuit space. An important assumption at the outset of our deriva-
tion of eq. (2.25) was that the optimal trajectories or circuits form a smooth continuous
family as we vary the parameters characterizing the target state. In particular, we are
assuming that the optimal circuit preparing the perturbed target state remains close
to the original optimal circuit. This assumption typically fails in the original frame-
work introduced in eq. (2.1) based on using discrete gates.8 However, it becomes fairly
milder within Nielsen’s geometric approach to complexity because the control functions
Y I(s) in eq. (2.2) take real values and so effectively we are able to apply arbitrary frac-
tional gates at any point along the circuit. This provides the key difference from the
(standard) complexity model with discrete gates, and hence we can expect the optimal
circuits themselves form a smooth geometry with Nielsen’s approach. We illustrate
this distinction with a simple example in appendix C.2. Let us further add that we
certainly find smooth families of optimal circuits in the simple examples studied below.
Implicitly, our assumption above also maintains that this smooth family of opti-
mal circuits minimizes the cost globally. That is, solving eq. (2.11) only provides a
solution as the saddle point in the cost, but we assume the solutions xa(s, z) provide
a family of global minima over all possible circuits. As reviewed in appendix C.1, the
absence of conjugate points guarantees the stability of the geodesic, i.e., to be locally
length minimizing. In general, the space of states has an interesting topology and our
assumption may fail, i.e., the global minimum may shift discontinuously even when
considering circuits preparing nearby states, as was emphasized in [25, 96]. However,
we will still assume that the family of globally minimizing circuits is continuous in the
amplitude of the perturbation. While one can imagine simple examples where this is
not the case (e.g., geodesics between ‘nearly’ conjugate points on a sphere – see ap-
pendix C.1 for more discussion), our expectation is that this assumption is valid for the
coherent states studied below. We note that this was already seen to be the case for
similar complexity calculations for coherent states in [68].9 Of course, it would also be
8Such a complexity model also requires some finite tolerance but this feature is no longer necessary
with Nielsen’s approach, for the same reason described above – see also footnote 3.
9Further, we will see in section 4 that the amplitude of the expectation values is controlled by the
– 10 –
interesting to identify situations (in either QFT or holography) where our assumption
does not hold.
2.3 Coherent states to probe the first law
To embed the quantum circuit complexity discussion in holography, one would require
a proper understanding of the reference state |ΨR〉, the gates gi and the path U(σ) in
the space of unitaries or states. However, our knowledge of any of these is very limited.
On the other hand, in situations where the conjectures for holographic complexity in
eqs. (1.1) and (1.2) are applied, we do have a clear understanding of the target states
|ΨT〉. In particular, these correspond to quantum states in the boundary CFT which
are dual to smooth configurations in the bulk gravitational theory in the large-N limit.
The first law of complexity (2.25) provides an interesting framework to examine
holographic complexity. In particular, eq. (2.25) describes the variation of the com-
plexity when the target state is perturbed and the result only depends on data at the
endpoint of the quantum circuit. Hence in the holographic context where the target
states are well understood, we should have good control of the variations of the target
state, and the variations in the holographic complexity may provide insight into iden-
tifying the relevant local cost function or to clarify how the action of the gates builds
up the spacetime.
To provide an explicit example of exploring holographic complexity using the first
law of complexity, we consider Einstein gravity coupled to a negative cosmological
constant and a massive free scalar field,
Ibulk =
1
16piGN
∫
dd+1y
√−g
[
R+ d(d− 1)
L2
− 1
2
∇µΦ∇µΦ− 1
2
m2ΦΦ
2
]
, (2.26)
as a (d + 1)-dimensional bulk theory. The latter is dual to a d-dimensional boundary
CFT, with a scalar operator O with conformal dimension [97]
∆ =
√
m2ΦL
2 +
d2
4
+
d
2
. (2.27)
As our initial target state |ΨT〉, we consider the AdSd+1 vacuum, which in global
coordinates, is described by the following metric
ds2AdS =
L2
cos2 ρ
(−dt2 + dρ2 + sin2ρ dΩ2d−1) , (2.28)
R2N factor in the R2N o Sp(2N ,R) algebra of generators used to prepare the states of interest. The
fact that the topology of this factor is trivial would seem to support our assumption.
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where L denotes the radius of curvature. According to the AdS/CFT correspondence,
this bulk configuration (i.e., all bulk fields in their vacuum state in the background
AdS geometry) is dual the CFT vacuum state, i.e., |ΨT〉 = |0〉.
As the perturbed target state |ΨT + δΨ〉, we consider a coherent state where a
classical expectation value (with small amplitude) is turned on for a scalar primary
CFT operator Oˆ and its descendants. According to the AdS/CFT correspondence, in
the large-N limit, the bulk Hilbert space of a free bulk scalar field is equivalent to the
CFT Hilbert space. Hence, there is an equivalent description of these excited states
involving coherent states built out of the quantum scalar field operator Φˆ in the bulk.10
Here, the latter then corresponds to turning a classical expectation value for the bulk
scalar, and in the regime where the amplitude of the latter is small, we can evaluate
the backreaction of the scalar on the spacetime geometry perturbatively. Having de-
termined the backreacted geometry to leading order, we can evaluate the variation of
the holographic complexity for either complexity=volume (1.1) or complexity=action
(1.2).
We would like to stress how the large-N limit of the AdS/CFT correspondence
allows us to circumvent the technical difficulty of computing the complexity variation
between states in the strongly coupled boundary CFT. Using the isomorphism between
Hilbert spaces [101–105] i.e., the vacuum state |0〉 and the Hilbert space spanned with
a set of free field annihilation aˆ~n and creation aˆ
†
~n operators (see below), we can perform
both calculations in the bulk, as we will describe in detail in future sections, providing
a much more detailed account of our earlier results in [1].
To fulfill the outlined strategy, we review the construction of bulk coherent state
excitations in section 2.3.1 and their equivalent description, within the code subspace, in
terms of generalized free fields in section 2.3.2. We will turn to calculate the variations
of the holographic complexity in section 3. The actual quantum circuit complexity
calculation of the analogous coherent states for a free scalar field propagating in a
fixed AdSd+1 geometry (2.28) is postponed till section 4, where we will use the tools
developed for free QFTs and coherent states [60, 68].
10In the quantum error correction interpretation of the AdS/CFT correspondence, this equivalence
is understood to hold in a subspace of the full Hilbert space, known as the code subspace. For the
excited states in this work, this is the subspace spanned by products of local bulk operators Φˆ(yµ)
acting on the vacuum [98–100].
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2.3.1 Bulk coherent states
Consider a free real massive scalar field Φ(yµ) propagating in the AdSd+1 geometry
described by eq. (2.28). The scalar part of the bulk action (2.26) can be written as
Imatter = − 1
32piGN
∫
AdS
dd+1y
√−g (gµν∇µΦ∇νΦ +m2ΦΦ2) . (2.29)
Notice the appearance of the (additional) prefactor (16piGN)
−1 in the above action, a
natural normalisation from the perspective of the gravitational action (2.26). The latter
will simplify the backreaction calculations on the background spacetime and make the
scalar field Φ dimensionless. The action (2.29) yields the Klein-Gordon (KG) classical
field equation (−+m2Φ)Φ = − 1√−g∂µ (√−ggµν∂νΦ)+m2ΦΦ = 0 . (2.30)
Any classical solution Φcl(y) of the KG equation (2.30) can be expanded
Φcl(y) =
∑
~n
(α~n u~n(y) + α
∗
~n u
∗
~n(y)) (2.31)
in terms of the set of eigenfunctions u~n(y
µ) solving eq. (2.30) [102–108]
u~n(y
µ) = N~n sin
`ρ cos∆ρ 2F1
[
−j, ∆ + j + `; d
2
+ `; sin2ρ
]
Y d−1`~m
(
θi
)
e−iωnt . (2.32)
Here, Y d−1`m are spherical harmonics in (d–1)-dimensions, and we collectively denote the
quantum numbers ~n ≡ (j, `, ~m). Hence, ` and ~m describe the angular mode, whereas
j describes a radial one. The corresponding spectrum of dimensionless frequencies ω~n
is given by
ω~n = ∆ + 2j + ` , (2.33)
where ∆ is the conformal dimension (2.27) of the dual CFT operator. The normalisation
constants N~n are fixed by the inner product on a constant time slice Σt
〈u~n,u~n′〉 = −i
16piGN
∫
Σt
ddy
√−g gtt
(
u∗~n
←→
∂t u~n′
)
= δ~n~n′ , 〈u~n,u∗~n′〉 = 0 . (2.34)
where u∗~n
←→
∂t u~n′ = u
∗
~n ∂tu~n′ − ∂tu∗~n u~n′ . This yields [108]11
N~n = (−1)j
√
16piGN
Ld−1
√√√√ Γ(j + `+ d2)Γ(∆ + j + `)
j!
[
Γ(`+ d
2
)
]2
Γ(∆ + j + 1− d
2
)
. (2.35)
11The overall sign is chosen here to simplify the discussion of the variation of the holographic
complexity.
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With this normalization, when canonically quantising the scalar field in AdSd+1,
the scalar field operator Φˆ(yµ) is decomposed into creation aˆ†~n and annihilation aˆ~n
operators
Φˆ(yµ) =
∑
~n
(
aˆ~n u~n(y
µ) + aˆ†~n u
∗
~n(y
µ)
)
, (2.36)
satisfying [aˆ~n, aˆ
†
~n′ ] = δ~n~n′ . These operators generate a basis of states for the Hilbert
space in the quantum theory ∏
~n
(
a†~n
)r~n |0〉 , r~n ∈ N . (2.37)
Consider a coherent state excitation |α~n〉, with α~n = |α~n| eiθ~n , within this Hilbert
space. The latter can be defined as an eigenstate of the annihilation operator
a~n|α~n〉 = α~n |α~n〉 . (2.38)
Alternatively, these states can be constructed by acting with the displacement operator
eD(α~n) on the vacuum, i.e.,
|α~n〉 = eD(α~n)|0〉 with D(α~n) = α~n aˆ†~n − α∗~n aˆ~n . (2.39)
Since D†(α~n) = −D(α~n) = D(−α~n), the displacement operator is unitary. Using the
Baker-Campbell-Hausdorff formula, it follows
|α~n〉 = e−|α~n|2/2 eα~naˆ
†
~n|0〉 . (2.40)
Returning to the quantum field (2.36), notice the inner product (2.34) allows to
write the annihilation and creation operators as
aˆ~n = 〈u~n, Φˆ〉 = −i
16piGN
∫
Σt
ddy
√−g gtt
(
u∗~n
←→
∂t Φˆ
)
,
aˆ†~n = −〈u∗~n, Φˆ〉 =
i
16piGN
∫
Σt
ddy
√−g gtt
(
u~n
←→
∂t Φˆ
)
.
(2.41)
Plugging these into (2.39)
D(α~n) =
i
16piGN
∫
Σt
ddy
√−g gtt (α~nu~n + α∗~nu∗~n)
←→
∂t Φˆ(y
µ) , (2.42)
it follows [
D(α~n), Φˆ(y)
]
= − (α~n u~n(y) + α∗~n u∗~n(y)) . (2.43)
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This allows one to show [109]
〈α~n|Φˆ(yµ)|α~n〉 = (α~n u~n + α∗~n u∗~n) . (2.44)
Thus the coherent state |α~n〉 turns on the ~n-th mode with classical amplitude α~n. For
multi-mode coherent states involving a set {~q} of modes
|εα~q〉 = eε
∑
D(α~q)|0〉 with D(α~q) = α~qa~q† − α∗~qa~q , (2.45)
the overall amplitude equals the classical field (2.31)
〈εα~q|Φˆ|εα~q〉 = ε
∑(
α~q u~q + α
∗
~q u
∗
~q
) ≡ εΦcl , (2.46)
for that specific choice of modes. This is the main property of coherent states we are
interested in exploiting here. Further, note that we have introduced a small parameter
ε (i.e., ε  1) to control the overall amplitude of the expectation value (2.46). This
will become our perturbative parameter in evaluating the gravitational backreaction of
the bulk scalar.
2.3.2 Boundary CFT coherent states
In the large-N limit, there exists a generalised free field CFT operator that captures
the same physics just described. Here, we review the construction of this generalised
free field operator, following [102], in order to construct the dual coherent states in the
CFT.
The dual CFT is defined on the cylinder R× Sd−1 with metric
ds2CFT = −dT 2 +R2dΩ2d−1 , (2.47)
where T = Rt is a dimensionful boundary time. One can view this metric as induced
on the AdS regulator surface located at
ρ() =
pi
2
− L
R
 , (2.48)
in the limit → 0, after a proper scaling of the asymptotic AdS metric (2.28).
Within this choice, the CFT operator Oˆ generates a spectrum of states with ener-
gies
Ω~n =
ω~n
R
=
∆ + 2j + `
R
. (2.49)
Using the operator–state correspondence, these are excitations of the vacuum generated
by Oˆ and its descendants
sµ1µ2···µ``m Pµ1Pµ2 · · ·Pµ` (P 2)j Oˆ , (2.50)
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where Pµ are the momentum generators, and s
µ1µ2···µl
lm is a symmetric traceless tensor,
e.g., see [104].
The AdS/CFT prescription to construct the generalized free field operator from
the bulk scalar field operator Φˆ(yµ) in eq. (2.36) is [102, 103]
Oˆ(T , θi) = γ(d, ∆) lim
ρ()→pi
2
Φˆ(t, ρ(), θi)
cos∆ρ()
=
∑
~n
(
u˜~n(T , θ
i) aˆ~n + u˜
∗
~n(T , θ
i) aˆ†~n
)
,
(2.51)
where the CFT eigenmodes are given by
u˜~n(T , θ
i) = N˜~n Y
d−1
`~m
(
θi
)
e−iΩnT (2.52)
with normalisation constants N˜~n determined by requiring the CFT two-point functions
to take the standard form [102]
N˜~n =
√
2pid/2 Γ(∆ + j + `) Γ(∆ + j + 1− d
2
)
j! Γ(∆)Γ(j + `+ d
2
) Γ(∆ + 1− d
2
)
. (2.53)
To derive this normalisation we already used the volume of a unit (d−1)-sphere equals
Vol Ωd−1 = 2pid/2/Γ(d/2). The matching of the bulk normalisation (2.35) with the CFT
normalisation (2.53) requires
γ(d, ∆) ≡
√
pi(d−2)/2 Ld−1
8GN
√
Γ(∆ + 1− d
2
)
Γ(∆)
. (2.54)
The creation and annihilation operators in (2.51) can be extracted from the bound-
ary operator Oˆ using
aˆ~n = 〈〈 u˜~n, Oˆ 〉〉 , aˆ†~n = −〈〈 u˜∗~n, Oˆ 〉〉 , (2.55)
where we defined the boundary “inner product” satisfying
〈〈 u˜~n, u˜~n′ 〉〉 = i
4piRΩn N˜2~n
∫ 2piR
0
dT
∫
dd−1Ω u˜∗~n
←→
∂T u˜~n′ = δ~n~n′ , 〈〈 u˜~n, u˜∗~n′ 〉〉 = 0 .
(2.56)
Note the inner product involves an integral over boundary time T because the spatial
part of the wavefunctions u˜~n is not sensitive to the (radial) quantum number j, i.e., the
bulk radial quantum number. Hence, to ensure proper orthogonality, one requires such
time integration. A more traditional approach would associate the creation operators
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to the states created by the boundary operator and its descendants in the Euclidean
theory, e.g., see [104]. The present construction (in particular eq. (2.51)) makes clear
that in both the bulk and boundary theories, we are working with the same Hilbert
space (2.37).
Once the bulk operator is reconstructed using the generalized free field (2.51),
the corresponding CFT coherent states (2.45) can be constructed using (2.55) for the
boundary theory aˆ~n and aˆ
†
~n. It follows
〈εα~q|Oˆ(T , θi)|εα~q〉 = ε
∑
{~q}
(
α~q u˜~q + α
∗
~q u˜
∗
~q
) ≡ εOcl(T , θi) , (2.57)
where
Ocl(T , θi) = γ(d, ∆) lim
ρ()→pi
2
Φcl(t, ρ(), θ
i)
cos∆ρ()
. (2.58)
As a final note, let us add that our description of coherent states is conventional
from a QFT perspective. However, the usual discussions of coherent states in the con-
text of the AdS/CFT correspondence focus on the Euclidean path integral preparation
of these states by the introduction of sources in the boundary theory, e.g., [110–112].
Ultimately, we are considering the same states as in those constructions.
3 Holographic complexity
The main ideas in section 2 were to study the variation in complexity due to a change
in the target state and to implement the latter in the AdS/CFT correspondence using
coherent states. Here, we evaluate the variation in holographic complexity for both the
CA and the CV proposals, in eqs. (1.1) and (1.2), respectively.
To be more precise, in the large-N limit, we consider Einstein gravity in (d+1)-
dimensions with a negative cosmological constant coupled to a free massive real scalar
field Φ, as described by the bulk action (2.26). The dual boundary description is
given by a d-dimensional CFT with a scalar primary operator O, with the conformal
dimension given by eq. (2.27). Taking the vacuum as the initial target state, i.e.,
|ΨT〉 = |0〉, the bulk description is the global AdS metric g0 in eq. (2.28) with a
vanishing scalar field. The (divergent) holographic complexity of AdS vacuum equals
[20]
CA(Σ, g0, 0) = I[g = g0, Φ = 0]WDW
pi ~
, CV(Σ, g0) = max
Σ=∂B
[V(B)[g = g0]
GN L
]
. (3.1)
The notation stresses that both CA and CV are explicitly functionals of the metric, but
CA also explicitly depends on the scalar field configuration. When turning on a small
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amplitude scalar field as a perturbation, its backreaction on the geometry induces a
second-order perturbation
Φ = εΦcl −→ g = g0 + ε2 δg . (3.2)
The perturbed configuration corresponds to the large-N description of the perturbed
target state |ΨT + δΨ〉 whose holographic complexity equals
CA(Σ, g0 + ε2 δg, εΦcl) = I[g = g0 + ε
2 δg, Φ = εΦcl]WDW
pi ~
,
CV(Σ, g0 + ε2 δg) = max
Σ=∂B
[V(B)[g = g0 + ε2 δg]
GN L
]
. (3.3)
What the first law of complexity quantifies is the variation
δCA(Σ) = CA(Σ, g0 + ε2 δg, εΦcl)− CA(Σ, g0, 0) ,
δCV(Σ) = CV(Σ, g0 + ε2 δg)− CV(Σ, g0) , (3.4)
keeping the boundary Cauchy surface fixed and without turning on boundary sources.
These are the quantities we compute and discuss in this section.
In section 3.1, we will introduce the details of the perturbative bulk setup we will
consider. Section 3.2 is devoted to the evaluation and discussion of the variation of
CA in this perturbative setup, while section 3.3 deals with CV. A comparison between
these two results is performed in section 3.4.
3.1 Bulk AdS setup
The bulk action was given in eq. (2.26), and using global coordinates, the AdSd+1
vacuum solution, corresponding to Φ = 0, was given in (2.28)
ds2AdS =
L2
cos2 ρ
(−dt2 + dρ2 + sin2 ρ dΩ2d−1) , (3.5)
where dΩ2d−1 stands for the metric of the unit (d–1)-sphere. Notice that all of the
coordinates are dimensionless, measured in units of the AdS radius L. Further, ρ ∈
[0,pi/2), with ρ = 0 corresponding to the centre of AdSd+1 and ρ→ pi2 to its conformal
boundary. More generally, we will denote the (dimensionless) bulk coordinates as
yµ = (t, ρ, θi), as in eq. (2.26).
We are interested in perturbing the vacuum by turning on the scalar field in a
coherent state, as in eq. (2.46), while accounting for its backreaction on the space-
time geometry. For spherically symmetric perturbations Φ = Φ(t, ρ), the most general
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compatible metric ansatz is [113–116]
ds2 =
L2
cos2 ρ
(
−a(t, ρ)e−2b(t,ρ)dt2 + dρ
2
a(t, ρ)
+ sin2 ρ dΩ2d−1
)
. (3.6)
The classical dynamics are governed by the KG scalar equation of motion (2.30)
∂t
(
eb a−1∂tΦ
)− 1
tand−1 ρ
∂ρ
(
a e−b tand−1 ρ∂ρΦ
)
+
m2ΦL
2
cos2 ρ
e−b Φ = 0 . (3.7)
and the three nontrivial components of Einstein’s equations, which reduce to
∂ρb = − 1
2(d− 1) sin ρ cos ρ
(
e2b
a2
(∂tΦ)
2 + (∂ρΦ)
2
)
,
∂ρa = a ∂ρb+
d− 2 cos2 ρ
sin ρ cos ρ
(1− a)− m
2
ΦL
2
2(d− 1) tan ρΦ
2 ,
∂ta = − 1
(d− 1)a sin ρ cos ρ ∂tΦ∂ρΦ .
(3.8)
These correspond to linear combinations of the ρρ, tρ and tt components of Einstein’s
equations. Note that as a result of the Bianchi identity, only two of these three equations
are independent.
The space of excitations is determined by, first, imposing regularity conditions at
the origin ρ→ 0
Φ(t, ρ) = φ(t) +O(ρ2) ,
a(t, ρ) = 1 +O(ρ2) ,
b(t, ρ) = b0(t) +O(ρ2) ,
(3.9)
which exclude the existence of horizons. Second, by imposing asymptotically boundary
AdS conditions at pi/2− ρ ≡ ρ → 0
Φ(t, ρ) = φ∆(t)
∆
ρ ,
a(t, ρ) = 1− M
d− 1
d
ρ ,
b(t, ρ) = 0 +O(2∆ρ ) .
(3.10)
Notice that absence of boundary sources was assumed and the AdS/CFT relation
m2ΦL
2 = ∆(∆ − d) was used [97]. Further, we used the same residual gauge free-
dom, as in [114], to set the leading O(1) term in b(t, ρ) to zero. These asymptotic
conditions are valid for ∆ > d/2, the range of conformal dimensions that we shall
consider in this work.
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3.1.1 Perturbative solutions
To describe the small amplitude perturbation considered in the quantum circuit dis-
cussion, set Φ(t, ρ) = εΦcl(t, ρ), with ε being the parameter controlling the expansion,
as in eq. (2.46). This induces a small amplitude expansion of the metric perturbations
a(t, ρ) = 1 + ε2 a2(t, ρ) +O(ε4) ,
eb(t,ρ) = 1 + ε2 b2(t, ρ) +O(ε4) ,
(3.11)
which is compatible with the linearised Einstein’s equations
∂ρa2 +
d− 2 cos2 ρ
cos ρ sin ρ
a2 = ∂ρb2 − m
2
ΦL
2
2(d− 1) tan ρΦ
2
cl ,
∂ρb2 = − 1
2(d− 1) sin ρ cos ρ
(
(∂ρΦcl)
2 + (∂tΦcl)
2
)
,
∂ta2 = − 1
d− 1 sin ρ cos ρ ∂ρΦcl ∂tΦcl .
(3.12)
The scalar perturbation Φcl(t, ρ) dynamics is controlled by the linearised KG equa-
tion, i.e., the KG equation in global AdS (3.5) obtained by setting a(t, ρ) = 1 and
b(t, ρ) = 0 in (3.7)
∂2t Φ−
1
tand−1 ρ
∂ρ
(
tand−1ρ ∂ρΦ
)
+
m2ΦL
2
cos2 ρ
Φ = 0 . (3.13)
Time translation invariance of global AdS together with reality of the bulk scalar
field allows to describe these perturbations as
Φcl(t, ρ) =
∑
j
2|αj| cos (ωjt− θj) ej(ρ) , (3.14)
where αj = |αj| eiθj is the coherent state label and ej(ρ) are solutions to the Sturm-
Liouville problem Lˆ[ej(ρ)] = ω
2
j ej(ρ) with operator Lˆ given by
Lˆ[ej(ρ)] = − 1
tand−1 ρ
d
dρ
[
tand−1 ρ
d
dρ
ej(ρ)
]
+
∆(∆− d)
cos2 ρ
ej(ρ) , (3.15)
and ωj = 2j + ∆. The normalised eigenfunctions are given by
ej(ρ) ≡ Aj cos∆ ρ 2F1
[
−j, ∆ + j, d
2
; sin2 ρ
]
(3.16)
where
Aj ≡ N(j,0,~0) = (−1)j
√
16piGN
Ld−1
√√√√ Γ(j + d2)Γ(j + ∆)
j!
[
Γ(d
2
)
]2
Γ(j + ∆ + 1− d
2
)
. (3.17)
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Due to the spherical symmetry of our perturbations, these correspond to the s-wave
modes, i.e., ` = ~m = 0, in the general discussion (2.32).
Taking into account the regularity conditions (3.9) at the origin and the AdS bound-
ary conditions (3.10), the first two equations in (3.12) can be integrated for any Φcl(t, ρ)
yielding
a2(t, ρ) = − 1
2(d− 1)
cosd ρ
sind−2 ρ
∫ ρ
0
dy tand−1 y
(
(∂yΦcl)
2 + (∂tΦcl)
2 +
m2ΦL
2
cos2 y
Φ2cl
)
= − 1
d− 1
cosd ρ
sind−2 ρ
∫ ρ
0
dy tand−1 y T bulktt (3.18)
b2(t, ρ) =
1
2(d− 1)
∫ pi/2
ρ
dy sin y cos y
(
(∂yΦcl)
2 + (∂tΦcl)
2
)
=
1
2(d− 1)
∫ pi/2
ρ
dy sin y cos y
(
T bulktt + T
bulk
ρρ
)
. (3.19)
Notice the third equation in (3.12) is satisfied whenever Φcl(t, ρ) is on-shell. For later
convenience, we have also expressed a2 and b2 in terms of the bulk stress tensor de-
termined by the scalar perturbation Φcl(t, ρ) and sourcing the metric perturbations at
second order
ε2 T bulkµν = −
32piGN√|g| δImatterδgµν = ε2
[
∂µΦcl∂νΦcl − 1
2
gµν(∂Φ
2
cl +m
2
ΦΦ
2
cl)
]
. (3.20)
The bulk energy density T bulktt also sources the conserved gravitational mass of these
linearised solutions. Looking at the asymptotic expansion in eq. (3.10), the (dimen-
sionless) mass parameter M is given by
M =
ε2
2
∫ pi/2
0
dρ tand−1ρ
[
(∂tΦcl)
2 + (∂ρΦcl)
2 +
m2ΦL
2
cos2 ρ
Φ2cl
]
= ε2
∫ pi/2
0
dρ tand−1ρ T bulktt .
(3.21)
3.1.2 Wheeler-DeWitt patch
The Wheeler-DeWitt patch is a region of spacetime defined as the domain of depen-
dence of a bulk spatial slice anchored on a Cauchy surface at the boundary Σ, i.e.,
typically, constant time slice. Since the complexity=action proposal (1.2) for holo-
graphic complexity involves evaluating the action functional on-shell over the WDW
patch, the geometry of the latter is described here. This is done for global AdS (WDW)
and for its second-order spherically symmetric perturbations (δWDW) given by
ds2 = (g0,µν + δgµν) dy
µdyν
=
L2
cos2 ρ
[
− (1 + ε2(a2 − 2b2)) dt2 + (1− ε2a2) dρ2 + sin2 ρ dΩ2d−1] . (3.22)
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By definition, the WDW patch is bounded by a null hypersurface. Given the spher-
ical symmetry of the geometry (3.22), the latter is generated by radial null geodesics
emanating from the boundary surface Σ and intersecting at the origin ρ = 0 in a caus-
tic. We shall distinguish between the null boundaries for global AdS (∂WDW) and for
the second-order perturbations (∂δWDW).
Let us denote the boundary time picking the Cauchy surface Σ by tΣ. The past
and future boundaries of the WDW patch originating at ρ = pi/2 at time tΣ can be
described by (see figure 3)
t±(ρ) = t0±(ρ) + δt±(ρ) . (3.23)
t0±(ρ) describes the undeformed past and future boundary of the WDW patch in global
AdS, whereas δt±(ρ) describes its deformation due to the perturbation (3.22). Both
functions are determined solving order by order the null condition
− (1 + ε2(a2 − 2b2)) dt2 + (1− ε2a2) dρ2 = 0 . (3.24)
This yields
t0±(ρ) = tΣ ±
(pi
2
− ρ
)
,
δt±(ρ) = ∓ ε2
∫ pi/2
ρ
(
a2(t0±(y), y)− b2(t0±(y), y)
)
dy .
(3.25)
In order to evaluate the divergent action functional on the WDW patch, one needs
to introduce an infinitesimal cutoff ρ at the AdS boundary ρ = pi/2− ρ. As depicted
in figure 3, this procedure gives rise to a timelike boundary for the WDW patch, the
portion of the AdS regulator surface where time runs from t−(pi/2−ρ) to t+(pi/2−ρ).12
This regulator surface and the null boundaries of the WDW patch intersect at the null
joints, codimension-2 surfaces of constant t = t±(pi/2 − ρ) and ρ = pi/2 − ρ (see
figure 3).
To sum up, the boundary of the WDW patch is made of the future and past null
surfaces (3.25) together with the portion described above of the AdS regulator surface
at constant ρ = pi/2 − ρ and the null joints where these meet. In what follows, we
introduce some geometric quantities characterizing this boundary.
12An alternative procedure would be to anchor the WDW patch directly to the AdS regulator
surface. This was considered, e.g., in [21], where it was shown that for CA the two choices lead to the
same structure of UV divergences.
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Figure 3. Representation of the WDW patch. The WDW patch is bounded by the future
and past null surfaces t±(ρ) (thick blue lines) joining at tΣ on the AdS conformal boundary
(grey line). kµdx
µ is the outward directed normal one-form to the null WDW boundary. The
regulated asymptotic AdS boundary (red line) cuts the WDW patch at ρ = pi/2− ρ, and has
outward directed normal nµdx
µ. The ρ = pi/2 − ρ regulator surface and null hypersurfaces
intersect at the null joint codimension-2 surfaces at t±(pi/2− ρ).
We define the outward-pointing normal one-form and the corresponding null normal
vector to the null WDW boundaries to be
kµ dx
µ ≡ (k0,µ + δkµ)dxµ = L
(±dt+ dρ− ε2 (a2 − b2) dρ) ,
kµ ∂µ ≡ (kµ0 + δkµ)∂µ =
cos2 ρ
L
[∓∂t + ∂ρ + ε2 (± (a2 − 2b2) ∂t + b2∂ρ)] . (3.26)
The upper (lower) sign corresponds to the future (past) boundary of the WDW patch.
For later convenience, we distinguished between the global AdS null normal vector kµ0
and its O(ε2) perturbation δkµ.
We can define a null coordinate s parameterizing the null translations along the
WDW boundaries through ∂s ≡ kµ∂µ. Hence, the null hypersurface bounding the
WDW patch can be conveniently parameterized by the (d–1)-dimensional unit sphere
in (3.22) and the null coordinate s. The induced metric γ on this null surface coincides
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with the angular part of the metric (3.22) and has no perturbative corrections. Namely
ds2∂WDW = L
2 tan2ρ dΩ2d−1 (3.27)
with its determinant being13
γ = L2(d−1) tan2(d−1)ρ . (3.28)
Notice the parameter s is affine only at leading order in the perturbative expansion.
This can be seen from explicitly evaluating
kµ∇µkν = κ kν (3.29)
which shows that κ vanishes only at leading order
κ = δκ = ±ε2 cos
2 ρ
L
∂t(a2 − b2) . (3.30)
Similarly, for the AdS regulator surface, the outward directed normal one-form and
vector read
nµdx
µ ≡ (n0,µ + δnµ) dxµ = L
cos ρ
(
1− ε
2
2
a2
)
dρ
nµ∂µ ≡ (n µ0 + δnµ) ∂µ =
cos ρ
L
(
1 +
ε2
2
a2
)
∂ρ .
(3.31)
The induced metric on the AdS regulator surface equals hµν = gµν − nµnν . With an
analogous notation as for the other geometric quantities, we will distinguish between
the AdS, h0,µν , and the perturbed part, δhµν , of the metric hµν .
Finally, the codimension-2 null joint surfaces have induced metric σ. It reduces to
the angular part of the metric (3.22). Thus, σ coincides with γ and has no perturbative
corrections in ε.
3.2 Complexity=Action
The complexity=action conjecture [6, 7] suggests the complexity of a boundary state on
the time slice Σ can be calculated holographically as the gravitational action evaluated
on the Wheeler-DeWitt patch, i.e.,
CA(Σ) = IWDW
pi
. (3.32)
13Given the spherical symmetry of our setup and to avoid clutter we are not explicitly including the
angular part of the metric in the determinant here and everywhere else in what follows. In other words,
we are implicitly picking coordinates for the unit Sd−1 such that the metric determinant associated to
dΩ2d−1 equals 1. We will denote the corresponding integration as
∫
dΩd−1 = Vol Ωd−1 = 2pid/2/Γ(d/2).
– 24 –
The evaluation of the holographic complexity (3.32) in the purely gravitational
sector requires the addition of boundary contributions to the effective action to have
a well defined variational principle due to the boundaries of the WDW patch [17].
Following the conventions adopted in [36], the action including these gravitational
boundary terms reads
I = Ibulk + IGHY + Ijt + Iκ + Ict
=
1
16piGN
∫
dd+1y
√
|g|
[
R+ d(d− 1)
L2
− 1
2
gµν∇µΦ∇νΦ− 1
2
m2ΦΦ
2
]
+
1
8piGN
∫
regulator
ddx
√
|h|K + 1
8piGN
∫
joints
dΩd−1
√
σ ajt
+
1
8piGN
∫
∂WDW
ds dΩd−1
√
γ κ+
1
8piGN
∫
∂WDW
ds dΩd−1
√
γΘ log(`ctΘ) .
(3.33)
The bulk action (2.26)
Ibulk = IEH + Imatter , (3.34)
splits into IEH, the Einstein-Hilbert action with a negative cosmological constant, and
Imatter, describing the coupling of the real massive scalar field to gravity, as isolated
in eq. (2.29). These match the bulk physics reviewed in section 3.1. The remaining
terms are surface terms evaluated on the different pieces of the boundary of the WDW
patch: IGHY is the usual Gibbons-Hawking-York term [117, 118] defined on the AdS
boundary regulator surface, Iκ and Ict involve integration over the null boundaries of
the WDW patch, whereas Ijt is the null joint term evaluated where the null boundaries
of the WDW patch intersect the AdS boundary regulator surface [17]. Notice that,
as for vacuum AdS solutions [20], there is no additional contribution associated to the
caustics at the tips of the WDW patch (see appendix A).
Due to the presence of Imatter, the first question to ask is whether the matter sector
of the effective action also requires the addition of boundary contributions to preserve
the well definiteness of the variational principle. To analyse this, compute the variation
δImatter =
1
16piGN
∫
dd+1y
√
|g|δΦ (Φ−m2Φ Φ)− 116piGN
∫
ddy
√
|h| δΦnµ∂µΦ
∣∣∣
ρ=ρ
− 1
16piGN
∫
∂WDW
ds
√
γ δΦ ∂sΦ .
(3.35)
The first term is the Klein-Gordon equation of motion and vanishes on-shell. The
second and third terms correspond to boundary contributions at the AdS boundary
regulator surface and the null boundary of the WDW patch, respectively.
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The second term is the standard one considered in AdS/CFT. In the range of
conformal dimensions ∆ > d/2, the asymptotic expansion for the bulk scalar field
(e.g., [119] )
Φ = d−∆ρ φd−∆ + · · ·+ ∆ρ φ∆ +O(∆+2ρ ) (3.36)
gives a boundary term contribution proportional to
−
∫
ddx
√
|h|δΦnµ∂µΦ = (d−∆)d−2∆ρ φd−∆δφd−∆ + . . .
+ [∆δφd−∆φ∆ + (d−∆)δφ∆φd−∆] + ∆φ∆δφ∆ 2∆+1−dρ
(3.37)
where the omitted terms are intermediate powers and functionals of the mode φd−∆ only.
Imposing Dirichlet boundary conditions with vanishing leading mode, i.e., δφd−∆ =
φd−∆ = 0, this boundary term vanishes when removing the cutoff.14
Regarding the third term, we proceed as in the gravitational sector [17]. Hence,
we assume Dirichlet boundary conditions along the null boundary of the WDW patch
so that δΦ = 0 in this term, i.e., we do not impose any additional boundary conditions
for the bulk scalar field along the null boundary.15
The discussion above indicates the existence of a good variational principle for
the bulk scalar field when ∆ > d/2 without the addition of any further boundary
contributions. This extends the argument in [17] to the full effective action (3.33) in
this range of conformal dimensions.
This result allows us to compute the variation of the holographic complexity δCA(Σ)
using eq. (3.32) to second order in the bulk scalar field amplitude ε. To organise our
discussion, we split δCA(Σ) into the three types of contributions that in principle appear
δCA(Σ) = 1
pi
(δIWDW + δIδWDW + δIδcutoff) . (3.38)
δIWDW is the variation due to the change in the background fields within the original
WDW patch, δIδWDW is the variation due to the change in the shape of the WDW
patch and δIδcutoff is the variation due to the change of the radial location of the AdS
boundary regulator surface.
A detailed description of the contribution from each of the terms in (3.33) to δIWDW
and δIδWDW appears in the next section. We also show that in the present case δIδcutoff
actually vanishes. Readers not interested in the details of their evaluation can skip to
section 3.2.2, where the net result is summarized.
14This analysis must be reconsidered in the range d2 − 1 ≤ ∆ ≤ d2 , where the alternate quantization
scheme calls for additional boundary terms, e.g., see [119, 120].
15One may question the consistency of this boundary condition with the one considered on the AdS
boundary regulator surface at the intersection of the latter with the null boundary. That is, one may
ask if an additional joint term is required at the intersection of these two surfaces, but our calculations
suggest that such a boundary term is not needed.
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3.2.1 Action variation evaluation
In this section, we start by showing that the variation of the location of the radial cutoff
has no impact on the variation of the action. We then compute the contributions to
δIWDW and δIδWDW originating from the different terms in (3.33).
Variation of the cutoff δIδcutoff. Before computing δIWDW and δIδWDW, we show
the contribution δIδcutoff vanishes, to second order in the amplitude ε, whenever the
conformal dimension ∆ > d/2.
The origin of δIδcutoff is the usual procedure to fix the cutoff by going to the
Fefferman-Graham coordinates [121, 122] (see [123–125] for standard holographic renor-
malisation applications). In appendix B, we show the global AdS (ρ) and the perturbed
solution (pert) cutoffs differ by an order O(ε2) term
pert = ρ
(
1 +
1
2
ε2a2(t, pi/2− ρ)
)
. (3.39)
Since this difference is already second order, to compute δIδcutoff reduces to evaluating
(3.33) for global AdS integrating up to pert (see appendix B for details)
Ivac =
Vol Ωd−1Ld−1
8piGN
1−dpert
(
2(d− 1)− 1
d− 1 + log
`ct(d− 1)
L
+ . . .
)
(3.40)
where dots indicate subleading terms in the cutoff expansion. Using (3.39), this term
results in an extra contribution to δCA(Σ), which reads
δIδcutoff =
ε2Vol Ωd−1Ld−1
16piGN
1−dρ a2(t, pi/2−ρ)
(
2(d− 1)2 − 1 + (d− 1) log `ct(d− 1)
L
+ . . .
)
.
(3.41)
However, given the asymptotic boundary conditions (3.10), it follows a2 ∼ dρ. Hence,
δIδcutoff vanishes linearly in the cutoff ρ. The corrections to δIWDW and δIδWDW due to
(3.39) are higher order in the ε perturbative expansion we are considering. Hence, in
what follows, we will simply identify both cutoffs.
Gravitational bulk term. To evaluate the contributions to δIWDW and δIδWDW we
start with the variation of the Einstein-Hilbert action coupled to a cosmological con-
stant term
IEH =
1
16piGN
∫
dd+1y
√
|g|
[
R+ d(d− 1)
L2
]
. (3.42)
Following the general discussion, its second order variation splits into two contributions
δIEH = δIEH, WDW + δIEH, δWDW . (3.43)
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δIEH, WDW comes from the second order variation of the action evaluated on the unde-
formed WDW patch. Since the variation of the action is computed around a solution
to the equations of motion, this term reduces to a total derivative
δIEH, WDW =
1
16piGN
∫
WDW
dd+1y
√
|g0| ∇σ
(
gσν0 ∇µδgµν −∇σδgµµ
)
. (3.44)
Notice that all covariant derivatives are vacuum AdS derivatives. Using Stokes’ theo-
rem, δIEH, WDW is localized on the boundary of the (regulated) WDW patch
δIEH, WDW =
1
16piGN
∫
∂WDW
ds dΩd−1
√
γ k0,σ (g
σν
0 ∇µδgµν −∇σδgµµ)
+
1
16piGN
∫ t0+(ρ)
t0−(ρ)
dt dΩd−1
√
|h0|n0,σ (gσν0 ∇µδgµν −∇σδgµµ)
∣∣∣∣∣
ρ=pi
2
−ρ
≡ δIEH, null + δIEH, reg
(3.45)
This boundary term splits into two contributions (see figure 3): the first is evaluated
on the null hypersurface ∂WDW up to the regulator surface. This has induced metric
determinant γ = L2(d−1) tan2(d−1)ρ and normal one-form kσ, as in (3.26). The second,
is evaluated on the time-like regulator surface ρ = pi
2
− ρ with induced (unperturbed)
metric determinant |h0| = L2d tan2(d−1)ρ/ cos2ρ and normal nσ as in (3.31).16
Substituting the explicit expressions, using integration by parts in some of the terms
and taking into account the metric perturbation regularity conditions at the origin (3.9)
and fall-offs at the AdS boundary (3.10), yields for the null surface contribution
δIEH, null =
ε2
8piGNL
∫
∂WDW
ds dΩd−1
√
γ
[
∓ cos2 ρ ∂t(a2 − b2)− (d− 1) cot ρ b2
− sin ρ cos ρ (a2 − b2)
]
− ε
2
16piGN
∫
joints
dΩd−1
√
γ (a2 − 2b2)
(3.46)
where, as before, the upper (lower) sign refers to the upper (lower) part of the WDW
patch boundary. The last term arises from integrating by parts, and it is evaluated
at the location of the joints between the original WDW boundary and the regulator
surface.
16Apart from the restricted range of integration, the latter is the same contribution that appears in
the variation of the gravitational action and gives rise to the GHY term when posing a well defined
variational principle for the action with Dirichlet boundary conditions in AdS. That is, this term is
completely cancelled by an opposite contribution coming from the variation of the GHY term. An
analogous cancellation would clearly occur in our case. However, given that, as we will discuss, in our
case this kind of contributions vanish linearly in the cutoff ρ and because of the presence of additional
terms, this type of cancellation will not be explicitly included in what follows.
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Similarly the integral along the regulator surface gives
δIEH, reg = − ε
2
16piGNL
∫ t0+(ρ)
t0−(ρ)
dt dΩd−1
√
|h0|
[
d− cos2 ρ
sin ρ
a2
+ sin ρ(a2 − 2b2) + cos ρ ∂ρ (a2 − 2b2)
]∣∣∣∣∣
ρ=pi
2
−ρ
.
(3.47)
The second contribution to δIEH in eq. (3.43) arises from the background AdS action
evaluated over the geometric variation of the WDW patch described by eq. (3.25):
δIEH, δWDW =
1
16piGN
∫
δWDW
dd+1y
√
|g0|
[
R0 + d(d− 1)
L2
]
= − d
8piGNL2
∫
dρ dΩd−1
√−g0 (δt+(ρ)− δt−(ρ)) .
(3.48)
In writing the second line we made explicit use of the vacuum AdSd+1 value of R0 =
−d(d+1)/L2. Using the integral expression (3.25) for δt±(ρ) and rearranging the order
of integration, this contribution can also be recast in the form of an integral over the
boundary of the undeformed WDW
δIEH, δWDW =
ε2
8piGNL
∫
∂WDW
ds dΩd−1
√
γ sin ρ cos ρ (a2 − b2) . (3.49)
Since this cancels one of the terms in eq. (3.46), the complete variation δIEH equals
δIEH =
ε2
8piGNL
∫
∂WDW
ds dΩd−1
√
γ
[
∓ cos2 ρ ∂t(a2 − b2)− (d− 1) cot ρ b2
]
− ε
2
16piGNL
∫ t0+(ρ)
t0−(ρ)
dt dΩd−1
√
|h0|
[
d− cos2 ρ
sin ρ
a2 + sin ρ(a2 − 2b2) + cos ρ ∂ρ (a2 − 2b2)
] ∣∣∣∣∣
ρ=pi
2
−ρ
− ε
2
16piGN
∫
joints
dΩd−1
√
γ (a2 − 2b2)
(3.50)
For conformal dimensions ∆ > d/2, both the second and third line contributions vanish
when removing the cutoff ρ due to the asymptotic boundary conditions (3.10). More
concretely, the vanishing of the unit sphere integral in the joint term follows from
expanding the integrand for ρ → 0. Since, √γ ∼ 1−dρ , a2 ∼ dρ and b2 ∼ 2∆ρ ,
the conclusion follows for 2∆ > d. The AdS regulator surface term has a constant
contribution when expanding near the AdS boundary, but the integration along the
time direction between t0+(pi/2− ρ) and t0−(pi/2− ρ) (see eq. (3.25)) yields an overall
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linear dependence in the cutoff for small ρ. Thus, in the limit where the regulator
surface is removed, δIEH in eq. (3.50) reduces to
δIEH =
ε2
8piGNL
∫
∂WDW
ds dΩd−1
√
γ
[
∓ cos2 ρ ∂t(a2 − b2)− (d− 1) cot ρ b2
]
. (3.51)
GHY term. The GHY term in eq. (3.33)
IGHY =
1
8piGN
∫
regulator
ddx
√
|h|K (3.52)
involves the integral of the trace, K = hµνKµν , of the extrinsic curvature Kµν =
hσµh
ρ
ν ∇σnρ of the asymptotic regulator surface ρ = pi/2− ρ, where the WDW patch
gets cut off [21]. Here nρ is the outward directed normal to the regulator surface – see
eq. (3.31).
Following the general discussion around eq. (3.38), the second order variation δIGHY
involves two contributions
δIGHY = δIGHY, WDW + δIGHY, δWDW . (3.53)
δIGHY, WDW comes from integrating the second order variation of
√|h|K along the seg-
ment of the AdS regulator surface intersecting the original WDW patch (see figure 3)
δIGHY, WDW =
1
8piGN
∫ t0+(ρ)
t0−(ρ)
dt dΩd−1
√
|h0|
[1
2
K0 h
µν
0 δhµν + δK
]∣∣∣∣∣
ρ=pi
2
−ρ
=
1
16piGN
∫ t0+(ρ)
t0−(ρ)
dt dΩd−1
√
|h0|
[
K0 h
µν
0 δhµν −Kµν0 δgµν
− nν0 (∇µδgµν −∇νδgµµ)
]∣∣∣∣∣
ρ=pi
2
−ρ
.
(3.54)
Following the notation used so far, K0 indicates the AdS value of the extrinsic curvature
and δK its second order variation. In writing the second expression we have used (see
e.g., [126])
δK = −1
2
Kµν0 δgµν −
1
2
n0,σ (g
σν
0 ∇µδgµν −∇σδgµµ) +Dµcµ (3.55)
and the fact that cµ = −12h σ0,µ nν0δgσν identically vanishes (here Dµ is the covariant
derivative on the regulator surface compatible with the induced metric).
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δIGHY, δWDW involves the background value
√|h0|K0 evaluated over the intersection
between the deformation of the WDW patch and the regulator surface
δIGHY, δWDW =
1
8piGN
∫
dΩd−1
√
|h0|K0
(
δt+(ρ)− δt−(ρ)
)∣∣∣∣∣
ρ=pi
2
−ρ
. (3.56)
Explicit calculation gives rise to
δIGHY, WDW =
ε2
8piGNL
∫ t0+(ρ)
t0−(ρ)
dt dΩd−1
√
|h0|
(
d− cos2 ρ
sin ρ
(a2 − b2) + cos ρ
2
∂ρ (a2 − 2b2)
) ∣∣∣∣∣
ρ=pi
2
−ρ
(3.57)
and
δIGHY, δWDW = − ε
2
8piGNL
∫
dΩd−1
√
|h0| d− cos
2 ρ
sin ρ
∫ pi/2
ρ
dr
(
a2 − b2
)
t=t±(r)
∣∣∣∣∣
ρ=pi
2
−ρ
.
(3.58)
Both integrals vanish linearly in ρ when using the asymptotic boundary conditions
(3.10) in the range ∆ > d/2. More precisely, the integrand in (3.57) has a finite term
but time integration gives rise to t0+(ρ)−t0−(ρ) which is linear in ρ according to (3.25).
Regarding (3.58), the radial (r) integral scales as d+1ρ , whereas
√|h0| d−cos2 ρsin ρ ∼ −dρ ,
giving an overall linear scaling. Hence δIGHY does not contribute to the variation of the
full action.
Joint terms. The boundary term in (3.33) evaluated at the joint between the null
WDW patch boundary and the timelike regulator surface equals
Ijt =
1
8piGN
∫
joints
dΩd−1
√
σ ajt . (3.59)
√
σ stands for the induced measure at the joint, which in the present case coincides
with
√
γ. The quantity ajt is defined in terms of the outward directed normal to the
WDW boundary, kµdx
µ in (3.26) and the outward directed normal to the regulator
surface, nµdx
µ in (3.31), as
ajt = ς log |kµnµ| . (3.60)
ς is a sign defined in [17] (see also [21]) in terms of the outward directed normal one-
forms and of the auxiliary vector tˆµ∂µ tangent to the time-like surface and outward
directed from its boundary (see figure 4):
ς ≡ − sign (kµnµ) sign
(
kν tˆ
ν
)
. (3.61)
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Figure 4. The joint between the null surface and the time-like regulator surface. kµdx
µ
and nµdx
µ are the outward directed normal one forms. tˆµ∂µ is a unit vector in the tangent
space to the boundary time-like surface and outward directed with respect to the boundary
of this surface.
As mentioned earlier, given the spherical symmetry of our ansatz, the metric γ
is unchanged by the perturbation. Hence, the entire variation δIjt comes from the
variation of (3.60).17 Using (3.26) and (3.31), this equals
δajt = −k0,µδn
µ + δkµn
µ
0
k0,µn
µ
0
=
ε2
2
(a2 − 2b2) (3.62)
and ς = −1 for both the past and future WDW-regulator joint.
Integrating this at the location of the joint formed by the original WDW patch
with the regulator surface, one obtains the joint term variation
δIjt =
ε2
16piGN
∫
joints
dΩd−1
√
γ (a2 − 2b2) . (3.63)
Comparing with (3.50) we see that this exactly cancels with the joint term arising in
δIbulk. Nonetheless, this term is also vanishing by itself when the regulator surface is
removed.
κ term. This term involves the integral of the parameter κ quantifying by how much
s fails to be an affine parameter along the null boundary of the WDW patch
Iκ =
1
8piGN
∫
∂WDW
ds dΩd−1
√
γ κ . (3.64)
17The variation due to the explicit change in the shape of the WDW boundary, i.e., the shift of the
joint location along the time direction following from (3.25), is irrelevant here because the background
value of ajt is time translational invariant.
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As computed in (3.30), in our choice of parametrization, κ = δκ vanishes at order ε0
but is non-vanishing at second order in ε. Hence, the variation of Iκ equals the integral
of κ over the boundary of the original WDW patch
δIκ =
1
8piGN
∫
∂WDW
ds dΩd−1
√
γ δκ
= ± ε
2
8piGNL
∫
∂WDW
ds dΩd−1
√
γ cos2 ρ ∂t (a2 − b2) .
(3.65)
As always the ± sign is associated to the contribution integrated along the the future
and past part of the null boundary of the WDW patch, respectively.
Counterterm. The remaining term in (3.33)
Ict =
1
8piGN
∫
∂WDW
ds dΩd−1
√
γΘ log(`ctΘ) . (3.66)
was introduced in [17] to ensure that the action is invariant under reparametrisations
of the null boundary. It depends on an arbitrary scale `ct and the expansion scalar of
null generators Θ = ∂s log
√
γ.
The variation of this term is slightly more subtle than the previous ones. Indicating
with Θ0 + δΘ the background value and the variation of the expansion scalar, we shall
consider the variation
δIct =
1
8piGN
[ ∫
∂δWDW
ds dΩd−1
√
γ (Θ0 + δΘ) log `ct(Θ0 + δΘ)
−
∫
∂WDW
ds dΩd−1
√
γΘ0 log `ctΘ0
]
. (3.67)
to order ε2. Θ0 is the background value of the expansion and spherical symmetry
guarantees the perturbed expansion δΘ is only due to the change in the tangent vectors
(3.26) along the null boundaries
δΘ = δkµ ∂µ log
√
γ . (3.68)
To order O(ε2), all the terms involving δΘ are integrated over the WDW setting
to zero its deformation, i.e., these give the part of the variation δIct integrated over the
original WDW
δIct,WDW =
1
8piGN
∫
∂WDW
ds dΩd−1
√
γ (δΘ log `ctΘ0 + δΘ) . (3.69)
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The part of the variation arising from integrating over the deformed WDW boundary
is instead given by
δIct,δWDW =
1
8piGN
[ ∫
∂δWDW
ds dΩd−1
√
γΘ0 log `ctΘ0 −
∫
∂WDW
ds dΩd−1
√
γΘ0 log `ctΘ0
]
= − 1
8piGN
∫
∂WDW
ds dΩd−1
√
γ (δkµ∂µ log
√
γ) log `ctΘ0 . (3.70)
A direct way of understanding how the second line arises is to translate the integrals
into radial integrals by making use of the relation between the two parametrizations
encoded in tangent vector expression in eq. (3.26). That is, by noticing that dρ = kρ0 ds
for the original WDW patch, and dρ = (kρ0 + δk
ρ
0) ds for the deformed WDW patch.
The second line of eq. (3.70) is obtained when using the explicit expression for Θ0.
Therefore, the complete variation reduces to
δIct = δIct, WDW + δIct, δWDW
=
1
8piGN
∫
∂WDW
ds dΩd−1
√
γ δkµ∂µ log
√
γ
=
ε2
8piGNL
∫
∂WDW
ds dΩd−1
√
γ (d− 1) cotρ b2 ,
(3.71)
with all the dependence on the arbitrary scale `ct dropping out of this final expression.
Matter term. The remaining contribution to evaluate is the variation in the matter
part of the bulk action, given in eq. (2.29). Since the perturbation Φ(y) = εΦcl(t, ρ) is
on top of the vacuum solution Φ(y) = 0, the variation of the matter action equals the
on-shell matter action of the perturbation. Using the equations of motion, δImatter will
always yield a total derivative
δImatter = − ε
2
32piGN
∫
WDW
dd+1y
√
|g0| ∇µ (gµν0 Φcl∇νΦcl) . (3.72)
Using Stokes’ theorem, as for the EH term, this variation splits into two boundary
contributions
δImatter =− ε
2
32piGN
∫
∂WDW
ds dΩd−1
√
γ k0,σ g
σν
0 Φcl∂νΦcl
− ε
2
32piGN
∫ t0+(ρ)
t0−(ρ)
dt dΩd−1
√
|h0|n0,σ gσν0 Φcl∂νΦcl
∣∣∣
ρ=pi
2
−ρ
,
(3.73)
one along the null WDW boundary and a second one along the regulator surface near
the AdS boundary. Given the asymptotic fall-off of the scalar field Φcl ∼ ∆ρ , with
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∆ > d/2, the term localized along the regulator surface vanishes when ρ → 0. In fact,
rewriting the relevant part of the corresponding integral in a more explicit fashion, we
find∫ t0+(ρ)
t0−(ρ)
dt
√
|h0|n0,σgσν0 Φcl∂νΦcl
∣∣∣
ρ=pi
2
−ρ
=
Ld−1
2
∫ t0+(ρ)
t0−(ρ)
dt tand−1ρ ∂ρΦ2cl
∣∣∣
ρ=pi
2
−ρ
∼ 2∆−dρ .
(3.74)
It then follows that
δImatter = − ε
2
64piGN
∫
∂WDW
ds dΩd−1
√
γ∂sΦ
2
cl . (3.75)
3.2.2 Action variation results
Let us add up the individual variations discussed in the previous subsection. A priori,
the full action variation could get contributions from all terms, but we showed
δIjt, δIGHY → 0 when ρ → 0 (3.76)
for ∆ > d/2. Hence, the full action variation equals
δI = δIEH + δIκ + δIct + δImatter , (3.77)
where all contributions are null boundary integrals over ∂WDW, i.e., the null boundary
of the undeformed WDW patch in global AdS.
Interestingly, the sum of the (finite) contributions from the gravitational sector
δIEH + δIκ + δIct = 0 , (3.78)
vanishes when using the explicit expressions in eqs. (3.51), (3.65) and (3.71). Thus,
there is no net contribution to the action variation coming from the gravitational sector
of the action, and the full action variation equals the matter variation in eq. (3.75)
δI = δImatter = −ε
2 Vol Ωd−1 Ld−1
64piGN
∫
∂WDW
ds tand−1ρ ∂sΦ2cl , (3.79)
where the integral over the (d–1)-sphere was performed.
Further, integrating eq. (3.79) by parts, the variation can be written as
δI =
ε2 (d− 1)Vol Ωd−1 Ld−2
64piGN
∫
∂WDW
ds tand−2ρ Φ2cl . (3.80)
This result already ignores all possible boundary contributions since they vanish for
∆ > d/2. This is manifest for s = 0 (ρ = 0) given the finiteness of the scalar field
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Φcl(t, ρ = 0) and it also holds at s → ∞ (ρ → pi2 ) due to the asymptotic behaviour of
the scalar field Φcl ∼ ∆ρ .
The final variation is finite. Thus, removing the regulator and writing the null
integral in terms of the radial variable ρ, the variation reduces to
δI =
ε2 (d− 1) Vol Ωd−1 Ld−1
64piGN
∫ pi/2
0
dρ
tand−2 ρ
cos2 ρ
[
Φ2cl(t0+(ρ), ρ) + Φ
2
cl(t0−(ρ), ρ)
]
(3.81)
where the two terms account for the integration along the future and past boundaries
of the WDW patch, respectively.
Analytic results for δCA. We wish to evaluate (3.81) for a general linear superpo-
sition of (spherically symmetric) modes as in eq. (3.14), i.e.,
Φcl(t, ρ) =
∑
j
2|αj| cos (ωjt− θj) ej(ρ) , (3.82)
where the normalized eigenfunctions ej(ρ) are given in eq. (3.16). Since j is a positive
integer, the hypergeometric function in (3.16) reduces to a polynomial
2F1
[
−j, ∆ + j, d
2
; sin2 ρ
]
=
j∑
n=0
(−1)n
(
j
n
)
(∆ + j)n
(d/2)n
sin2nρ , (3.83)
with (b)n ≡ Γ(b+ n)/Γ(b). This allows us to write the action variation (3.81) and thus
the variation δCA for a linear superposition of coherent states (3.14) in the form
δCA = δI
pi
=
ε2
pi2
∑
j,k
|αjαk|
(
cos (ωjtΣ − θj) cos (ωktΣ − θk) CAj,k + sin (ωjtΣ − θj) sin (ωktΣ − θk)SAj,k
)
,
(3.84)
with amplitudes CAj,k and SAj,k from each pair of frequencies (ωj, ωk) defined as
CAj,k =
(d− 1) Vol Ωd−1 Ld−1
8GN
AjAk
j∑
n=0
k∑
m=0
(−1)n+m
(
j
n
)(
k
m
)
(∆ + j)n
(d/2)n
(∆ + k)m
(d/2)m
×
∫ pi/2
0
dρ sind+2(n+m)−2 ρ cos2∆−d ρ cos (ωj(pi/2− ρ)) cos (ωk(pi/2− ρ)) ,
SAj,k =
(d− 1) Vol Ωd−1 Ld−1
8GN
AjAk
j∑
n=0
k∑
m=0
(−1)n+m
(
j
n
)(
k
m
)
(∆ + j)n
(d/2)n
(∆ + k)m
(d/2)m
×
∫ pi/2
0
dρ sind+2(n+m)−2 ρ cos2∆−d ρ sin (ωj(pi/2− ρ)) sin (ωk(pi/2− ρ)) .
(3.85)
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Notice that CAj,k and SAj,k are dimensionless numbers where we absorbed all normal-
ization factors except for the coherent state amplitudes |αj| and |αk|, the pi2 factor
originating from the definition of CA and the scalar action normalization, and the
explicit trigonometric functions determining the oscillating behaviour of the variation.
Using the Euler exponential representation for the cosine and sine functions, both
integrals determining CAj,k and SAj,k can be evaluated in terms of the following building
block (e.g., see [127])
Iγ[α, β] ≡ eipi2 β
∫ pi/2
0
dρ eiαρ sind+2γ−2 ρ cos2∆−d ρ =
ei
pi
2
βei
pi
2
(d−1)
22∆+2γ−1
Γ
(
1−∆− γ + α
2
)
{
e−ipi(∆−
α
2 )Γ (2∆− d+ 1)
Γ
(
2− d− γ + ∆ + α
2
) 2F1 [2− d− 2γ, 1−∆− γ + α
2
, 2− d− γ + ∆ + α
2
;−1
]
+
eipiγΓ (d+ 2γ − 1)
Γ
(
d−∆ + γ + α
2
) 2F1 [d− 2∆, 1−∆− γ + α
2
, d−∆ + γ + α
2
;−1
]}
.
(3.86)
Notice that I?γ [n,m] = Iγ[−n,−m]. This allows to write CAj,k and SAj,k as
CAj,k =
(d− 1) Vol Ωd−1 Ld−1
16GN
AjAk
j∑
n=0
k∑
m=0
(−1)n+m
(
j
n
)(
k
m
)
(∆ + j)n
(d/2)n
(∆ + k)m
(d/2)m
×
[
In+m [−(ωj + ωk), (ωj + ωk)] + In+m [(ωj + ωk),−(ωj + ωk)]
+ In+m [−(ωj − ωk), (ωj − ωk)] + In+m [(ωj − ωk),−(ωj − ωk)]
]
,
SAj,k = −
(d− 1) Vol Ωd−1 Ld−1
16GN
AjAk
j∑
n=0
k∑
m=0
(−1)n+m
(
j
n
)(
k
m
)
(∆ + j)n
(d/2)n
(∆ + k)m
(d/2)m
×
[
In+m [−(ωj + ωk), (ωj + ωk)] + In+m [(ωj + ωk),−(ωj + ωk)]
− In+m [−(ωj − ωk), (ωj − ωk)]− In+m [(ωj − ωk),−(ωj − ωk)]
]
.
(3.87)
It is challenging to provide exact analytic results for general values of the bound-
ary dimension d, conformal dimension ∆ and mode frequencies (ωj,ωk). However, it is
possible to do so for a fixed pair (d, ∆). Below, we consider d = 3, to compare with our
earlier results in [1], arbitrary frequencies and different specific conformal dimensions
∆ corresponding to marginal, irrelevant and relevant dual operators, respectively.
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Marginal operator. Consider ∆ = d = 3 for arbitrary frequencies. This corresponds
to the massless scalar field discussed in [1], though in the latter, we fixed tΣ = 0 and real
amplitudes αj (i.e., θj = 0), in which case the variation of the holographic complexity
(3.84) reduces to
δCA = ε
2
pi2
∑
j,k
CAj,k αj αk . (3.88)
Here we extend our results by allowing for general boundary times tΣ and arbitrary
phases θj for the coherent state amplitudes. Hence, the action variation δCA generically
depends on CAj,k, as well as SAj,k. Performing explicitly the finite sums with Mathematica,
we find
CAj,k =
√
(j + 3
2
)(k + 3
2
)
(j + 1) (j + 2) (k + 1) (k + 2)
×
(
Hj+ 1
2
+Hj+ 3
2
+Hk+ 1
2
+Hk+ 3
2
−Hj+k+ 5
2
−Hj−k− 1
2
− 2 + 4 log 2
)
,
SAj,k =
1√
(j + 1)(k + 1)
(
−Hj−k− 1
2
−Hj+k+ 3
2
+ 2Hj+ 1
2
+ 2Hk+ 1
2
+ 4 log 2
)
,
(3.89)
in terms of harmonic numbers Hn. When n is a positive integer, these are defined by
Hn ≡
n∑
k=1
1
k
=
∫ 1
0
1− xn
1− x dx . (3.90)
The latter expression allows an analytic continuation to arbitrary real and complex
numbers α that is related to the Gamma function by
Hα = γ +
d log Γ(α + 1)
dα
, (3.91)
where γ is the Euler-Mascheroni constant. In particular, H− 1
2
= − log 4.
Since harmonic numbers have an asymptotic expansion
Hn = log n+ γ +
1
2n
−
∞∑
k=1
B2k
2k n2k
, n 1 (3.92)
where B2k are the Bernouilli numbers, our analytic results allow us to analyse the
mathematical behaviour of the action variation when one of the frequencies ωj = 3+2j
is large, i.e., j  1. Consider a perturbation (3.14) with a single mode at large j.
There are then only diagonal contributions to δCA, with amplitudes approximated by
CAj,j ∼ 3
log j
j
+O(j−1) , SAj,j ∼
log j
j
+O(j−1) . (3.93)
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We learn both coefficients at leading order are suppressed with the same functional
dependence on the frequency, but different coefficients of order one. Subleading contri-
butions also differ by order one coefficients.
Let us now consider a linear combination of two modes with frequencies ωj and ωk
with large j  1. There are two natural cases to consider:
(a) If k ∼ O(1), the diagonal and off-diagonal amplitudes behave like
CAj,j ∼ 3
log j
j
+O(j−1) , CAk,k ∼ O(1) , CAj,k ∼
g(k)
j1/2
+O(j−3/2)
SAj,j ∼
log j
j
+O(j−1) , SAk,k ∼ O(1) , SAj,k ∼
h(k)
j3/2
+O(j−5/2)
(3.94)
with finite functions g(k) and h(k). For example, for ∆ = d = 3 from eq. (3.89),
we find:
h(k) =
√
8(k + 1)(k + 2)
2k + 3
, g(k) =
√
2k + 3
2(k + 1)(k + 2)
(
Hk+ 1
2
+Hk+ 3
2
− 2 + log 16
)
.
(3.95)
(b) If k = j + δj with |δj|  j, the diagonal and off-diagonal amplitudes behave like
CAj,j ∼ CAk,k ∼ CAj,k ∼ 3
log j
j
+O(j−1) ,
SAj,j ∼ SAk,k ∼ SAj,k ∼
log j
j
+O(j−1) ,
(3.96)
where the subleading corrections are δj dependent.
Since these statements hold for any pair (ωj,ωk), we reach the following conclusions.
The dominant contribution to the action variation δCA always comes from the low
frequency modes. In particular when both frequencies are of order one, the action vari-
ation will typically have off-diagonal terms that are expected to be of the same order of
magnitude as the diagonal ones, and both are expected to be of order one. In the large
frequency sector, all amplitudes are suppressed by log j/j. The off-diagonal amplitudes
between large and small frequency sectors are rationally suppressed. In particular, we
observe that for ∆ = d = 3, SAj,k ∼ CAj,k/j ∼ j−3/2.
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Irrelevant operator. Let us keep the boundary dimension d = 3 fixed, but consider
a positive mass perturbation with ∆ = 4. Using Mathematica, we find
CAj,k =
1
4
√
(2j + 3)(2j + 5)(2k + 3)(2k + 5)
(j + 1)(j + 2)(j + 3)(k + 1)(k + 2)(k + 3)
×
(
− 24(j + 2)(k + 2)
(2j + 3)(2j + 5)(2k + 3)(2k + 5)
+H 7
2
+j+k −Hj−k− 1
2
)
SAj,k =
√
(j + 3
2
)(j + 5
2
)(k + 3
2
)(k + 5
2
)
(j + 1)(j + 2)(j + 3)(k + 1)(k + 2)(k + 3)
(
−Hj−k− 1
2
−Hj+k+ 7
2
+ 2Hj+ 1
2
+ 2Hk+ 1
2
+ 4 log(2)− (6j
2k2 + 20j2k + 20jk2 + 14j2 + 14k2 + 64jk + 41j + 41k + 21)
(j + 3
2
)(j + 5
2
)(k + 3
2
)(k + 5
2
)
)
(3.97)
Consider a pair of frequencies (ωj,ωk), with j  1. Depending on the value of k, we
find the following asymptotic behaviours
(a) If k ∼ O(1), the diagonal and off-diagonal amplitudes behave like
CAj,j ∼ 4
log j
j
+O(j−1) , CAk,k ∼ O(1) , C+j,k ∼
g(k)
j3/2
+O(j−5/2)
SAj,j ∼ 3
log j
j
+O(j−1) , SAk,k ∼ O(1) , SAj,k ∼
h(k)
j1/2
+O(j−3/2)
(3.98)
for finite functions g(k) and h(k).
(b) If k = j + δj with |δj|  j, the diagonal and off-diagonal amplitudes behave like
CAj,j ∼ CAk,k ∼ CAj,k ∼ 4
log j
j
+O(j−1) ,
SAj,j ∼ SAk,k ∼ SAj,k ∼ 3
log j
j
+O(j−1) ,
(3.99)
where the subleading corrections are δj dependent.
The conclusions are similar to the ones for the marginal case, i.e., ∆ = 3. The dominant
contribution to the action variation δCA comes from the low frequency modes. The am-
plitudes in the large frequency sector are suppressed by log j/j, whereas the off-diagonal
amplitudes between large and small frequency sectors are rationally suppressed. Con-
trary to the d = ∆ = 3 case, for d = 3 and ∆ = 4, we find CAj,k ∼ SAj,k/j ∼ j−3/2, i.e.,
CAj,k is smaller than SAj,k for ∆ = 4.
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Relevant operator. Finally, consider ∆ = 2 in d = 3. Using Mathematica, we find
CAj,k =
√
1
(1 + j)(1 + k)
(
Hj+k+ 3
2
−Hj−k− 1
2
)
,
SAj,k =
1√
(j + 1)(k + 1)
(
−Hj−k− 1
2
−Hj+k+ 3
2
+ 2Hj+ 1
2
+ 2Hk+ 1
2
+ 4 log 2
)
.
(3.100)
Consider a pair of frequencies ωj and ωk, with j  1. Depending on the value of k, we
find the following asymptotic behaviours
(a) If k ∼ O(1), the diagonal and off-diagonal amplitudes behave like
CAj,j ∼
log j
j
+O(j−1) , CAk,k ∼ O(1) , CAj,k ∼
2
√
k + 1
j3/2
+O(j5/2)
SAj,j ∼ 3
log j
j
+O(j−1) , SAk,k ∼ O(1) , SAj,k ∼
h(k)
j1/2
+O(j3/2)
(3.101)
(b) If k = j + δj with |δj|  j, the diagonal and off-diagonal amplitudes behave like
CAj,j ∼ CAk,k ∼ CAj,k ∼
log j
j
+O(j−1) ,
SAj,j ∼ SAk,k ∼ SAj,k ∼ 3
log j
j
+O(j−1) .
(3.102)
The conclusions are analogous to those for the previous case. The dominant contribu-
tion to the action variation δCA comes from the low frequency modes. The amplitudes
in the large frequency sector are suppressed by log j/j, whereas the off-diagonal am-
plitudes between large and small frequency sectors are rationally suppressed. Contrary
to d = ∆ = 3, but as for d = 3 and ∆ = 4, we find CAj,k ∼ SAj,k/j ∼ j−3/2.
Numerical results for δCA. Our analysis thus far focused on d = 3, ∆ ∼ O(1) and
generic frequency. Here we numerically explore whether our findings are generic. All
our plots and discussion below refer to the expressions for CAj,k and SAj,k in eq. (3.87),
using eq. (3.86). We start this discussion with figure 5 plotting CAj,k and SAj,k for fixed
d = ∆ = 3, and for different values of k as a function of j. All curves decay at
large j, with k dependent amplitude. Notice amplitudes increase for smaller values of
j, reaching a maximum when j ∼ k, matching our discussion derived from analytic
considerations.
Next, in figure 6, we keep d = 3, fix k = 10 and study the dependence on ∆ as
a function of j. We observe the decay is ∆ dependent, for ∆ ∼ O(1), but the peaks
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Figure 5. Explicit results for CAj,k and SAj,k with fixed k and d = 3 = ∆.
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Figure 6. The dependence of CAj,k (Left) and SAj,k (Right) on ∆ for d = 3, k = 10. For CAj,k,
the massless scalar case with ∆ = 3 is the top one, whereas it is the smallest for SAj,k.
.
at j ∼ k remain. The same peaks persist at large ∆, as can be seen in figure 7, but
whereas the amplitudes CAj,k have a universal decay, i.e., independent of ∆, at large j,
the amplitudes SAj,k are still ∆ dependent in this regime.
The existence of these peaks can be understood using, as an example, our particular
analytic result for CAj,k|d=3,∆=2. Harmonic numbers satisfy
Hα = Hα−1 +
1
α
. (3.103)
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Figure 7. The dependence of CAj,k (Left) and SAj,k (Right) on large ∆ for d = 3, k = 10.
Notice the crossing of some of the curves in the right panel is a generic feature.
This allows us to prove
(CAj+1,k − CAj,k)|d=3,∆=2 = CAj,k|d=3,∆=2
(√
j + 1
j + 2
− 1
)
−
√
k + 1
j + 2
2(
j + k + 5
2
) (
j − k + 1
2
) .
(3.104)
This is an exact result showing CAj,k|d=3,∆=2 is monotonically decreasing at large j.
Since the right hand side coefficient multiplying CAj,k|d=3,∆=2 is negative and approaches
zero quickly, we can estimate the point where the monotonically increasing behaviour
changes into monotonically decreasing as the value of j where the second term flips
sign. This is achieved at j = k− 1/2. Hence, in this particular case, we can easily, and
quite accurately, explain the existence and location for these peaks at j ∼ k, even if
both are O(1).
3.3 Complexity=Volume
The complexity=volume conjecture (1.1) suggests the complexity of a quantum state
defined on a boundary time slice Σ equals the volume of an extremal codimension-one
bulk hypersurface B meeting the asymptotic boundary on Σ, i.e., 18
CV(Σ) = max
Σ=∂B
[V(B)
GN L
]
. (3.105)
To determine these codimension-one hypersurfaces, one extremises the volume func-
tional
V(B) =
∫
ddσ
√
detG , (3.106)
18Recall that for simplicity, we substitute the AdS radius L for the scale `bulk appearing in eq. (1.1).
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where σa are the d-dimensional coordinates on the surface and G is its induced metric
from the bulk metric g, i.e., in components, Gab = gµν(X)∂aXµ(σ)∂bXν(σ).
Given a background metric g0 with extremal surface X
µ
0 (σ), we are interested
in computing the volume variation due to the variation of the metric g0 + δg. The
contributions to the volume variation can be organised as for the action variation
δV(B) = δVB0 + δVδX + δVδcutoff . (3.107)
The first two terms are variations produced by the deformation of the background
metric g0 + δg and the deformation of the extremal volume surface X
µ
0 (σ) + δX
µ(σ),
respectively, while δVδcutoff is due to the correction of the AdS boundary cutoff.
Before evaluating δVB0 + δVδX , let us analyse whether δVδcutoff contributes for the
coherent state perturbations we consider. We follow the same strategy as in section
3.2.1. The structure of divergences coming from the volume of vacuum global AdS is
V(B0) ∼ −d
d∑
k=odd
vk
k + vlog log + . . . . (3.108)
with the log term only present for odd d, i.e., an odd number of boundary dimensions,
and the dots indicate terms that are vanishing as the cutoff is removed. On the other
hand, as discussed in section 3.2.1, the perturbative corrections to the cut-off start
at O(d). Hence, we conclude δVδcutoff vanishes as the AdS regulator is removed, i.e.,
δVδcutoff ∼ .
Let us now discuss δVB0 + δVδX . Working at linear order in the variation, using
the identity √
detG =
√
detG0 + 1
2
√
detG0 Gab0 δGab , (3.109)
and the variation of the induced metric
δGab = δgµν∂aXµ0 ∂bXν0 + 2g0µν∂aδXµ∂bXν0 + δXρ∂ρg0µν∂aXµ0 ∂bXν0 , (3.110)
one can write the variation of the volume as
δV(B) = 1
2
∫
ddσ
√
detG0 Gab0 δgµν∂aXµ0 ∂bXν0
+
1
2
∫
ddσ
√
detG0 Gab0
(
2g0µν∂aδX
µ∂bX
ν
0 + δX
ρ∂ρg
0
ab∂aX
µ
0 ∂bX
ν
0
) (3.111)
The first term corresponds to δVB0 , the change in volume of the undeformed surface Xν0
due to the deformation of the background. The terms in the second line equal δVδX , the
contribution due to the deformation of the extremal volume surface. Upon integrating
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by parts in the first term, the remaining bulk integral in δVδX is proportional to the
background equations of motion and thus vanishes. However, the integration by parts
produces the following boundary term∫
∂B
√
detG0 n0,a Gab0 g0µνδXµ∂bXν0 , (3.112)
with n0,a denoting the normal to ∂B. While this term may in general be non-zero, in the
spherically symmetric setup described in section 3.1, it vanishes since it is proportional
to δXρ, which can be set to zero by a gauge choice.
Thus, the volume variation reduces to
δV(B) = δVB0 =
1
2
∫
ddσ
√
detG0 Gab0 δgµν∂aXµ0 ∂bXν0 . (3.113)
As we shall see, this is finite and thus we henceforth remove the AdS boundary regulator.
Since constant time slices are extremal surfaces in the AdS geometry (3.5), i.e.,
X00 = tΣ and X
a
0 = σ
a, the volume variation (3.113) reduces to
δV(B) = 1
2
∫
ddx
√
detG0 gij0 δgij , (3.114)
where the integral was rewritten as a bulk space integral, i.e., i, j stand for spacelike
directions in global AdS. Restricting to the spherically symmetric perturbations in
eq. (3.6) and working at the linearised level (3.11), the volume variation yields
δV(B) = 1
2
Ld−2 Vol Ωd−1
∫ pi/2
0
dρ tand−1ρ cos ρ δgρρ
= −ε
2
2
Ld Vol Ωd−1
∫ pi/2
0
dρ
tand−1ρ
cos ρ
a2(tΣ, ρ) .
(3.115)
Using eq. (3.19), the volume variation can be written as sourced by the matter
stress tensor as
δV(B) = ε
2 Ld
2(d− 1) Vol Ωd−1
∫ pi/2
0
dρ sin ρ
∫ ρ
0
dy tand−1 y T bulktt (tΣ, y)
=
ε2
2(d− 1)
∫
tΣ
dρ dΩd−1
√
|h| cos2 ρ T bulktt (tΣ, ρ) .
(3.116)
To produce the final expression, we exchanged the order of the integrals in the first
line, performed the ρ integral, substituted y → ρ, and rewrote the resulting integral in
terms of the induced metric on the extremal surface of global AdS at t = tΣ, i.e.,√
|h| = Ld sin
d−1ρ
cosd ρ
√
hΩ , (3.117)
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where
√
hΩ is the angular measure on the unit (d–1)-sphere. Inserting the stress tensor
(3.20), we find
δV(B) = ε
2 Ld Vol Ωd−1
4(d− 1)
∫ pi/2
0
dy tand−1y cos y
[
(∂tΦcl)
2 + (∂ρΦcl)
2 +
m2ΦL
2
cos2 ρ
Φ2cl
]
.
(3.118)
Notice that this expression is close to that given for the mass in eq. (3.21) but contains
an extra factor of cos y. As a result that in contrast to the mass, one finds that the
above expression is not a positive definite quantity. In particular, for a relevant operator
(∆ < d), m2 is negative and for the low frequency modes, the derivative terms may not
be large enough to compensate for this negative contribution to the integral.
3.3.1 Volume variation evaluation
Integrating by parts and using the equation of motion (3.13), the volume variation
(3.118) becomes
δV(B) = ε
2
4(d− 1) L
d Vol Ωd−1
{∫ pi/2
0
dy tand−1 y
[
cos y
(
(∂tΦcl)
2 − Φcl∂2t Φcl
)
+ sin yΦcl∂yΦcl
]
+ tand−1 y cos yΦcl∂yΦcl
∣∣pi/2
0
}
.
(3.119)
For the range of conformal dimensions considered in this work, ∆ > d/2, the boundary
term cancels for any choice of frequencies. Hence, this contribution is ignored in the
following.
We evaluate eq. (3.119) for the superposition of modes (3.14)
Φcl(t, ρ) =
∑
j
2|αj| cos (ωjt− θj) ej(ρ) . (3.120)
Here, we define
(∂tΦcl)
2 − Φcl∂2t Φcl =
∑
j,k
Tjk(t) ej ek
Φcl∂yΦcl =
∑
j,k
Yjk(t)
d(ejek)
dy
,
(3.121)
where all the time dependence was kept in
Tjk(t) = 2|αjαk|
(
ω2j + ω
2
k
)
cos (ωjt− θj) cos (ωkt− θk)
+ 4|αjαk|ωjωk sin (ωjt− θj) sin (ωkt− θk) ,
Yjk(t) = 2|αjαk| cos (ωjt− θj) cos (ωkt− θk) .
(3.122)
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The normalised eigenfunctions ej(y) are given in eq. (3.16), and eq. (3.83) still
holds since j is a positive integer. Consider first the time derivatives in eq. (3.119).
Since
ej(y)ek(y) = AjAk cos
2∆ y
j∑
n=0
k∑
m=0
(−1)n+m
(
j
n
)(
k
m
)
(∆ + j)n
(d/2)n
(∆ + k)m
(d/2)m
sin2(n+m) y ,
the radial integral yields∫ pi/2
0
dy sind+2(n+m)−1 y cos2∆−d+2 y =
Γ
(
∆− d−3
2
)
Γ(m+ n+ d/2)
2Γ(m+ n+ ∆ + 3/2)
, (3.123)
where we used the identity∫ pi/2
0
dy sina y cosb y =
1
2
Γ
(
b+1
2
)
Γ
(
a+1
2
)
Γ
(
a+b
2
+ 1
) . (3.124)
Consider the term involving Φ∂yΦ in eq. (3.119). Integrating by parts yields∫ pi/2
0
dy tand−1 y sin y
d(ejek)
dy
= tand−1 y sin y ejek
∣∣pi/2
0
−
∫ pi/2
0
dy tand−1 y cos y ejek
(
1 +
d− 1
cos2 y
)
.
(3.125)
Once more, the boundary contribution vanishes since ∆ > d/2. The remaining radial
integral equals∫ pi/2
0
dy sind+2(n+m)−1 y cos2∆−d+2 y
(
1 +
d− 1
cos2 y
)
=
(d∆ + (m+ n)(d− 1))Γ
(
∆− d−1
2
)
Γ(m+ n+ d/2)
2Γ(m+ n+ ∆ + 3/2)
(3.126)
using eq. (3.124). Altogether, the volume variation (3.119) can be written as
δV(B) = ε2 Ld VolΩd−1
∑
j,k
|αj||αk|
[
cos(ωjtΣ − θj) cos(ωktΣ − θk)CVj,k
+ sin(ωjtΣ − θj) sin(ωktΣ − θk)SVj,k
]
, (3.127)
where the time dependence was parameterised as in (3.84) for δCA(Σ), to facilitate the
comparison, and the coefficients CVj,k,S
V
j,k, are given by
CVj,k ≡
Γ
(
∆− d−1
2
)
4(d− 1) Aj Ak
j∑
n=0
k∑
m=0
(−1)m+n
(
j
n
)(
k
m
)
Γ(m+ n+ d/2)
Γ(m+ n+ ∆ + 3/2)
(∆ + j)n
(d/2)n
(∆ + k)m
(d/2)m
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×
[(
∆− d− 1
2
)
(ω2j + ω
2
k)− (d∆ + (m+ n)(d− 1))
]
, (3.128)
SVj,k ≡
Γ
(
∆− d−1
2
)
4(d− 1) Aj Ak
j∑
n=0
k∑
m=0
(−1)m+n
(
j
n
)(
k
m
)
Γ(m+ n+ d/2)
Γ(m+ n+ ∆ + 3/2)
(∆ + j)n
(d/2)n
(∆ + k)m
(d/2)m
× [2∆− (d− 1)]ωjωk .
The explicit quadratic dependence in the frequencies allows to easily keep track of the
source of these contributions when comparing to eq. (3.122), where Tjk(tΣ) and Yjk(tΣ)
account for the kinetic and potential energy contributions to the volume variation. Tak-
ing the CV conjecture (3.105), we can rewrite the variation of holographic complexity
as
δCV = ε
2
pi2
∑
j,k
|αj αk|
[
cos(ωjtΣ − θj) cos(ωktΣ − θk) CVj,k + sin(ωjtΣ − θj) sin(ωktΣ − θk)SVj,k
]
,
(3.129)
by redefining the dimensionless parameters
CVj,k =
pi2Ld−1 VolΩd−1
GN
CVj,k and SVj,k =
pi2Ld−1 VolΩd−1
GN
SVj,k . (3.130)
With this new normalization, the coefficients CVj,k and SVj,k are purely numerical quan-
tities, and eq. (3.129) for δCV(Σ) is readily compared with eq. (3.84) for δCA(Σ).
3.3.2 Volume variation results
To start our analysis of the variations δCV in eq. (3.129), we consider a coherent state
|αj〉 with a single mode excited. There is a single diagonal contribution to the sums in
eq. (3.129) that we shall denote as δCV|j,j
δCV|j,j = ε
2
pi2
|αj|2
[
cos2(ωjtΣ − θj) CVj,j + sin2(ωjtΣ − θj)SVj,j
]
. (3.131)
Since this expression is proportional to eq. (3.118), it is positive definite if ∆ ≥ d,
i.e., when m2L2 ≥ 0. However, our analysis also applies in the range d
2
≤ ∆ < d, and
hence for ∆ = d
2
+ δ with δ ∈ (0, d/2), eq. (3.131) could be negative. It is natural to
examine this issue for the smallest frequency ω0 = ∆, i.e., j = 0.
19 In this case,
CV0,0 =
4pi3VolΩd−1
(d− 1)
Γ
(
∆− d
2
+ 1
2
)
Γ(∆)
Γ
(
∆− d
2
+ 1
)
Γ(∆ + 3
2
)
[
2∆2
(
∆− d− 1
2
)
− d∆
]
,
SV0,0 =
4pi3VolΩd−1
(d− 1)
Γ
(
∆− d
2
+ 1
2
)
Γ(∆)
Γ
(
∆− d
2
+ 1
)
Γ(∆ + 3
2
)
[2∆− (d− 1)] ∆2 .
(3.132)
19In fact, one finds δCV|j,j < 0 is only possible for j = 0. Of course, the sign of off-diagonal terms
is not fixed and depends on θj − θk and tΣ.
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The last factor 2∆− (d− 1) = 2δ + 1 in SV0,0 is always positive. Thus, the complexity
variation may only be negative when CV0,0 is. Since its zeroes satisfy
δ± =
d+ 1
4
(
−1±
√
1 +
4d
(d+ 1)2
)
, (3.133)
and δ− < 0 ∀ d, which is non-physical, we conclude that for δ ∈ (0, δ+), the variation
of the holographic complexity can be negative. Notice that for large d, we may Taylor
expand the square root, and then only keeping the first term, we find
δ+ ≈ 1
2
<
d
2
(3.134)
Exact evaluation of δ+ for d ≥ 2 confirms δ+ < d2 ∀ d. Hence, CV0,0 is negative in
any dimension. Time dependence makes δCV|0,0 oscillate, from the maximum attained
whenever ∆tΣ − θ0 = (2k+1)pi2 , where it is positive, to the minimum ∆tΣ − θ0 = kpi,
where it is negative.
The negativity of δCV |0,0 only happens for δ < d2 . For ∆  1, which corresponds
to a large frequency limit, one can approximate the Gamma functions using Stirling’s
formula
Γ (∆− (d− 1)/2)
Γ(∆ + 3/2)
∼ 1
∆1+d/2
,
Γ(∆)
Γ
(
∆− d
2
+ 1
) ∼ ∆d/2−1 , (3.135)
yielding
CV0,0 ' SV0,0 '
8pi3VolΩd−1
d− 1 ∆ . (3.136)
Hence, δCV |0,0 grows linearly in the large frequency limit when j = 0 (∆ 1).
Analytic results for δCV. It is possible to provide analytic formulas for δCV|j,j for a
specific choice of the pair (∆, d). For example, when ∆ = d = 3, to compare with our
earlier results in [1], one has
Tjj(tΣ) = 4|αj|2ω2j , Yjj(tΣ) = 2|αj|2 cos2 (ωjtΣ − θj) , (3.137)
with ωj = 3 + 2j. Notice Tjj is time independent and quadratic in the frequency. The
overall volume variation equals
δCV|j,j(B) = 4piε2|αj|2 (VT − VY ) ,
VT = 4(j + 1)(2j + 3)
j + 2
(
1
4j + 7
+
7
4j + 5
+ 2 +
γ + log(4)
2(j + 1)2
+
ψ(0)
(
2j + 5
2
)
2(j + 1)2
)
,
VY = 2(2j + 3) cos
2 (ωjtΣ − θj)
(j + 1)(j + 2)
(
H2j+ 3
2
− 8(j + 1)
2
(4j + 5)(4j + 7)
+ log(4)
)
.
(3.138)
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where Hα are the harmonic numbers in eq. (3.91) and ψ
(0)(z) = Γ′(z)/Γ(z) is the
logarithmic derivative of the gamma function Γ(z).
In figure 8, this specific δVj,j(B) is plotted for tΣ = θj = 0. Even though the
contribution of the time-dependent factor VY is maximal at this point, its boundedness
makes this term subleading as soon as j grows. Indeed, the large frequency limit of
eq. (3.138) for any tΣ and θj yields
δCV|j,j(B) ∼ 16pi ε2|αj|2
(
2ωj +
log j
j
sin2 (ωjtΣ − θj) +O
(
1
j
))
. (3.139)
The first leading contribution is time independent and originates from VT due to
the time independence of Tjj. The time-dependent contribution appears at order
O(log j/j). In fact, the exact plots shown in the left panel of figure 8 indicate the
linear behaviour in j remains a good approximation for small j. Numerically, we ob-
serve the linear behaviour
δCV|j,j(B) ∼ 8j
d− 1 +
2pi∆
d− 1
Γ(∆ + 1)Γ
(−d
2
+ ∆ + 3
2
)
Γ
(
∆ + 3
2
)
Γ
(−d
2
+ ∆ + 1
) (3.140)
is still valid for j ∼ O(1) for a fixed pair (∆, d). The right panel of figure 8 confirms
the subdominant nature of the CV ,Y contribution because of the small modulation, in
agreement with eq. (3.139).
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Figure 8. Left : Volume variation for one mode with θj = tΣ = 0 and its dependence on
the frequency ωj = 2j + ∆. Right : Time dependence of δCV for a single mode with different
frequencies and θj . Even if j is an integer, for simplicity we plot the smooth function derived
from the analytical expression (3.138). Here we have set d = ∆ = 3 in both panels.
Given our findings for ∆ = d = 3, it is natural to analyse the large frequency limit
in δCV|j,j for any pair (d, ∆), with ∆ > d/2. This yields
δCV|j,j(B) ∼ ε2|αj|2 VolΩd−1
(
16ωj
d− 1 +O
(
log(j)
j
))
. (3.141)
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This extends our previous large frequency ωj = ∆ + 2j results to arbitrary (∆, d) and
confirms that time dependence appears in subleading contributions. As an example, we
compare the analytical form of the complexity variation with the linear approximation
in d = 3 for few ∆ in fig. 9.
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Figure 9. First two orders of δCV|j,j in the large j expansion for a single mode with θj =
tΣ = 0 in d = 3 (solid line). The dots are obtained by direct evaluation of the finite sum.
As soon as our perturbations (3.14) involve more than one mode, there will be
off-diagonal contributions to the volume variation that we shall denote by δCV|j,k with
j 6= k. Let us follow a similar strategy to the one for diagonal terms and study the
simpler case δCV|0,k by focusing on the terms
CV0,k =
pi2Ld−1 VolΩd−1
4(d− 1)GN A0Ak
Γ (∆− (d− 1)/2) Γ(d/2)
Γ(∆ + k)
×
k∑
m=0
(−1)m
(
k
m
)
Γ(∆ + k +m)
Γ(∆ +m+ 3/2)
[(
∆− (d− 1)
2
)
(∆2 + ω2k)− (d∆ +m)(d− 1)
]
.
(3.142)
Let us focus on the large ∆  1 regime. Using the asymptotic expansion for the
Gamma function
Γ(z) ∼ zz−1/2 e−z
√
2pi
[
1 +
1
12z
+
1
288z2
+O(z−3)
]
(3.143)
for large argument z, together with ∆ k, we observe
Γ(∆ + k +m)
Γ(∆ +m+ 3/2)
' ∆k−3/2 e−(k−3/2)
(
1 +
(
k − 3
2
)
k + 2m+ 1/2
2∆
+
+
(k − 3/2)
24∆2
(
h1m
2 + h2m+ h3
)
+O(∆−2)
) (3.144)
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where hi(k) with i = 1, 2, 3 are computable functions of k with highest power hi(k) ∼ ki.
There are two types of corrections in this expansion. One originates from the zz−1/2
piece in eq. (3.143) and gives rise to an infinite power series of the form Ps(m)/∆
s for
a polynomial of degree s in the variable m with k dependent coefficients. The second
originates from the z−n corrections in eq. (3.143). In our case, these give rise to terms
with the same functional dependence as the ones explicitly written, but with a further
O(∆−2) suppression, at least. This is what the notation in our expansion (3.144) tries
to capture.
Equipped with eq. (3.144), we can go back to the summation over m in eq. (3.142).
The first two leading contributions correspond to sums of the form:
k∑
m=0
(−1)m
(
k
m
)
= 0 , k 6= 0 and
k∑
m=0
(−1)m
(
k
m
)
m = (−1)δk,1 (3.145)
The first identity says that whenever we consider δCV|0,k with k 6= 0, the leading terms in
eq. (3.142) combine to cancel out. The second identity says that, among the subleading
contributions, the first one to give a non-vanishing contribution is for k = 1. One can
check the off-diagonal terms with k = 1 are ∆−1 suppressed with respect to the diagonal
ones in the limit ∆  1. Off-diagonal modes with k ≥ 2 are suppressed by, at least,
∆−2.
We can extend the analytic large ∆ regime analysis for generic j, k ∼ O(1). One
can show the dominant contributions to CVj,k and SVj,k are equal and proportional to
CVj,k ∼ SVj,k ∼ ∆
j∑
n=0
(−1)n
(
j
n
) k∑
m=0
(−1)m
(
k
m
)
Γ(m+ n+ d/2)
Γ(m+ d/2)Γ(n+ d/2)
+O(∆0)
(3.146)
This expression is symmetric in the pair (j, k). Without loss of generality, let us consider
j ≤ k. To simplify the mathematical discussion, let us focus on d = 4. The quotient of
Gamma functions equals
Γ(m+ n+ d/2)
Γ(m+ d/2)Γ(n+ d/2)
=
(
m+ n+ 1
m+ 1
)
1
n+ 1
=
1
n+ 1
(m+ n+ 1)(m+ n) . . . (m+ 2)
n!
.
(3.147)
As a function of m, the expression above is a polynomial of degree n. Importantly, it
is known from the theory of finite differences that
k∑
m=0
(−1)m
(
k
m
)
P (k −m) = k! ak (3.148)
where P (x) is a polynomial of degree k and ak is its k-th coefficient. It follows from
these considerations that the dominant contribution to CVj,k and SVj,k can only occur for
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j = k, since it is only for n = k that the above sum is non-zero and that corresponds
to the upper bound on n, i.e., j = k. Since for smaller values of n, the sum over m
vanishes, we conclude
CVj,k ∼ SVj,k ∼
∆
j + 1
δj,k for d = 4 (3.149)
Following similar arguments, one can also show
CVj,k ∼ SVj,k ∼ ∆δj,k for d = 2
CVj,k ∼ SVj,k ∼
∆
(j + 1)(j + 2)
δj,k for d = 6
(3.150)
Motivated by our analytic large ∆ results, we numerically explored the dominant
contributions among the off-diagonal δCV|j,k with j 6= k in the left plot in fig. 10. These
confirm the main contributions are due to k = j±1.20 This extends our previous claim
to a generic choice of off-diagonal modes (j, k). Taking the large j  1 limit of these
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Figure 10. Left : Volume variation as a function of k for various fixed j in d = 3 = ∆. The
value of off-diagonal terms are suppressed by a factor 1|j−k| . Right : The off-diagonal term
VTj,j+1 . The solid lines are the leading order approximation (3.152), while the dots represent
the full result, obtained by direct evaluation of the finite sum.
dominant off-diagonal contributions, we observe
Tj,j+1(t) ∼ 4|αjαj+1|ω2j cos (δθ + 2tΣ) , δθ = θj − θj+1 . (3.151)
20In our discussion of CV0,k the option k = −1 was not allowed. This is why we did not discover it in
that special case.
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This leads to the dominant off-diagonal volume variations
δCV|j,j±1(B) = ε2|αjαj±1|VolΩd−1
(VTj,j±1 − VYj,j±1) ,
with VTj,j+1 ∼ −
4
3
(
4(∆− 1)
d− 1 +
8j
d− 1
)
cos (δθ + 2tΣ) +O
(
log j
j
)
∼ −16 (ωj − 1)
3(d− 1) cos (δθ + 2tΣ) ,
VTj,j−1 ∼ −
16 (ωj − 3)
3(d− 1) cos (δθ + 2tΣ) ,
(3.152)
where we only kept the first two leading order contributions (see the right panel in
fig. 10).21 Time dependence makes the volume variation oscillate between positive and
negative values.
Numerical results for δCV. To further support the previous analytic considerations
and to ease the comparison with the CA discussion in section 3.2.2, below we present
some extra numerical results for δCV.
First, consider the coefficients CVj,k and SVj,k controlling δCV. These are plotted in
figure 11 in the case d = 3 = ∆ for fixed k as a function of j, where we can see how
fast the amplitudes decay to zero away from j = k ± 1. The dominant contributions
are indeed diagonal and they increase linearly in agreement with eq. (3.141).
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Figure 11. Different values of CVj,k (Left) and SVj,k (Right) as a function of j, for various
fixed k and d = 3 = ∆. Both are clearly dominated by the diagonal terms j = k, which show
linear growth in j in agreement with (3.141).
21There is no contradiction between the claim (3.152) and the large ∆ behaviour of CVj,k and SVj,k.
The latter was computed in the regime where j, k ∼ O(1), whereas the former requires k = j± 1 1.
Technically, the larger the values of (j, k) are, the more difficult are the sums in n and m appearing
in CVj,k and SVj,k.
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To study the dependence on ∆, we consider the amplitudes CVj,10 and SVj,10 for d = 3
in figure 12. Once more, we observe the dominant contribution stems from j = k,
with a value that increases linearly in ∆ and a fast decay in the amplitudes whenever
j 6= k ± 1, independently of the value of ∆.
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Figure 12. CVj,k (Left) and SVj,k (Right) as a function of j for various ∆, d = 3 and k = 10.
Notice the difference in amplitudes with respect to those of δCA, as shown in figure 6.
3.3.3 Connection with previous work
Similar independent discussions have appeared in [128, 129] relating the volume varia-
tion to an integral of the matter stress tensor perturbation, as in (3.116), even though
their derivations are different. We show below their results are equivalent to our explicit
volume extremisation.
First, in [128],22 the volume (complexity) variation is related to the integral of the
matter stress tensor
2(d− 1) δV(B) =
∫
τ=0
ddx
√
|h|δT scalarττ , (3.153)
on the spacelike surface defined by setting the timelike WDW coordinate τ = 0. The
description of the AdSd+1 geometry in [128] uses FRW coordinates
ds2 = L2
[−dτ 2 + cos2 τ dΣ2d] , (3.154)
22Let us add here that the authors of [128, 130] suggested a boundary interpretation of holographic
complexity using the CV approach. However, this interpretation was in terms of the complexity
using the Fubini-Study metric (analogous to the approach introduced in [58]) but relative to the
vacuum state. That is, the UV divergent complexity of the AdS vacuum was set to zero with a new
renormalization scheme. Hence their suggestion diverges somewhat from the perspective that guides
our present work.
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where dΣ2d is a d-dimensional Euclidean AdS metric with unit curvature, i.e., an Ein-
stein metric satisfying Rab = −(d−1)hab. These coordinates cover a single WDW patch
in the AdSd+1 background with −pi2 ≤ τ ≤ pi2 .
We can match this metric with the global coordinates (3.5) on AdSd+1 by first
rewriting the spatial part in (3.154) as
ds2 = L2
[−dτ 2 + cos2 τ (dy2 + sinh2y dΩ2d−1)] , (3.155)
where dΩd−1 is the line element on a unit (d–1)-sphere, followed by the coordinate
transformation
tan t =
tan τ
cosh y
,
tan ρ = cos τ sinh y . (3.156)
Notice the surface at τ = 0 corresponds to the constant time slice t = 0 and satisfies
∂ρ
∂τ
∣∣
τ=0
= 0. Hence, the stress tensor components restricted to the surface τ = 0
transform as
δT scalarττ |τ=0 = ε2
(
∂t
∂τ
)2
T bulktt
∣∣∣∣∣
τ=0
= ε2 cos2ρ T bulktt
∣∣
τ=0
. (3.157)
Plugging this into eq. (3.153), our expression for δV in eq. (3.116) is recovered.
Second, the authors in [129] use Wald’s formalism to derive the first law for causal
diamonds, the domain of causal dependence of a bulk region B. As pointed out in
[129], taking the bulk region to be a spacelike (d − 1)-dimensional ball of radius R in
AdS, the infinite volume limit R/L→∞ gives rise to a first law for WDW patches of
AdS
δHmatterζ = −
κ
8piGN
[
δA− d− 1
L
δV
]
. (3.158)
On the left hand side of this expression ζ is the conformal Killing vector of the (unde-
formed) causal diamond, i.e., the generator of the conformal isometry that preserves
the causal diamond, and δHmatterζ is the matter Hamiltonian associated with the flow
generated by ζ. The right hand side is purely geometrical: κ is the (constant) sur-
face gravity on the conformal Killing horizon associated to ζ, which coincides with the
boundary of the WDW patch. δV stands for the volume variation of the maximal slice
of the causal diamond, whereas δA is the variation in the area of the edge of the WDW
patch. The latter corresponds to a variation in the AdS boundary metric at t = tΣ,
which vanishes for the type of perturbations we consider in this work. Thus, once more,
we are left to relate δV to an integral of the matter stress tensor.
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Relating the notation and conventions of [129] to the one used in our work,23 we
are led to consider the WDW patch anchored to the boundary time slice Σ at tΣ = 0.
Specialising to our pertubative setup
δHmatterζ =
ε2
16piGN
∫
t=0
√
hT bulkµν ζ
µ sν , (3.161)
with s the future directed unit normal to the AdS tΣ = 0 slice, which in the global AdS
coordinates (3.5) reads
sµ∂µ =
cos ρ
L
∂t . (3.162)
Translating the results of [129] to the AdS coordinates (3.5) and taking the large volume
limit yields
ζWDW|tΣ=0 = cos ρ ∂t with κ = 1 (3.163)
(see [129] for the details). Substituting the explicit expressions into (3.158) we thus
obtain
δV = ε
2
2(d− 1)
∫
tΣ=0
√
h cos2 ρ T bulktt (3.164)
which exactly matches (3.116).
Hence we may conclude that our results will agree with those arising from the
analysis of coherent states in both [128] and [129].
3.4 Comparing CA and CV results
In eqs. (3.84) and (3.127), the holographic CA and CV variations between coherent
states of small amplitude ε in global AdS are written as
δCA = ε
2
pi2
∑
j,k
|αjαk|
(
cos (ωjtΣ − θj) cos (ωktΣ − θk) CAj,k + sin (ωjtΣ − θj) sin (ωktΣ − θk)SAj,k
)
,
δCV = ε
2
pi2
∑
j,k
|αjαk|
(
cos(ωjtΣ − θj) cos(ωktΣ − θk) CVj,k + sin(ωjtΣ − θj) sin(ωktΣ − θk)SVj,k
)
.
(3.165)
23In particular, the definition of the stress energy tensor in [129] differs by a factor ε2/16piGN from
ours. Furthermore, they use coordinates where global AdS is
ds2 = −(1 + r2/L2) dtˆ2 + dr
2
1 + (r2/L2)
+ r2 dΩ2d−1 , (3.159)
with the conformal Killing vector ζ, defined as Lζgab = 2αgab, is given by
ζ =
L2
R
[(
1−
√
1 + (R/L)2√
1 + (r/L)2
cos
tˆ
L
)
∂tˆ −
r
L
√
(1 + (R/L)2) (1 + (r/L)2) cos
tˆ
L
∂r
]
, (3.160)
with α an arbitrary function.
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Since the source of the perturbation is the matter scalar field Φcl in (3.14), both quan-
tities were expected to have the same quadratic dependence on the amplitudes |αj| of
the modes and to have a time dependence through the combination ωjtΣ− θj, because
the coherent states are parameterized by the amplitudes |αj| and phases θj for each of
the modes. This is not to say that time dependence is the same effect in both quan-
tities since the two variations depend on the distinct holographic amplitudes CAj,k,SAj,k
and CVj,k,SVj,k. Below, we summarize the main similarities and differences between the
holographic results presented in sections 3.2 and 3.3.
Both holographic complexities are second order in the (small) amplitude of the
coherent states, i.e., δCA ∼ δCV ∼ O(ε2). This is obvious holographically since the
source of the perturbation is the matter field and the latter backreacts on the metric
and to the action at second order. In the discussion section, we will comment on the
consequences of this fact when comparing with the quantum circuit complexity first
law (2.25).
It may be natural to expect that the variation of the holographic complexity should
always be positive for perturbations around the AdS vacuum, as considered in this
work.24 However, our calculations show this is not the case for δCV, though it does
hold for δCA. A window appears where δCV < 0 because for relevant operators in the
boundary CFT, the corresponding bulk scalar has a tachyonic mass, i.e., m2Φ < 0.
Regarding the behaviour of the different amplitudes CAj,k,SAj,k and CVj,k,SVj,k, the
main features and comparisons can be summarized as follows:
• When one of the excited modes satisfies j  1, both δCA and δCV are dominated
by diagonal amplitude contributions, i.e., k = j. However, whereas δCA decays
as log j
j
, δCV ∼ ωj = ∆ + 2j increases linearly. This linear behaviour remains a
good approximation for j = k ∼ O(1), whereas δCA has more structure in this
regime and it is generically more sensitive to the conformal dimension ∆ of the
boundary perturbation.
• When the coherent state perturbation involves more than a single mode, both δCA
and δCV contain off-diagonal terms. These are subleading when one of these modes
satisfies j  1. However, these effects subleading decay more slowly with the
distance |j−k| in δCA. In fact, the decay in δCV is so fast that these contributions
mainly come from k = j ± 1. This fact remains a good approximation for j ∼
O(1), whereas δCA shows more structure on the details of the modes.
24If true, this would imply that the holographic complexity of the vacuum state maybe some kind
of minimum for some choices of reference state and complexity measures.
– 58 –
• Although the time dependence shown in eq. (3.165) is the same for δCA and δCV,
the amplitudes of the various terms are very different. Time dependence is a sub-
leading effect in δCV, since the leading contribution Tjj is time-independent as
indicated in eq. (3.139). On the other hand, time oscillations are leading effects
for δCA.
4 Circuit complexity for QFT
In section 2.3, we proposed to explore the first law of complexity (2.25) in a set-up, in-
volving the large-N limit of the AdS/CFT correspondence, where both, the holographic
complexity conjectures (1.1) and (1.2), together with the quantum circuit complexity
(2.5), or (2.10), were computable using the free Hilbert space (2.37), describing both
the generalized free field in the boundary CFT and the dual scalar field Φˆ propagat-
ing in the bulk AdS geometry (2.36). Having evaluated and discussed the holographic
complexity variations δCA and δCV in section 3, we now turn to the calculation of the
corresponding quantum circuit complexity variation.
As stressed in section 2.3, within this free Hilbert space, both the initial target
state, i.e., the vacuum, and the perturbed target states, i.e., the coherent states (2.39),
are Gaussian states. This calls to mind the techniques developed in [60, 68] to evaluate
the circuit complexity of Gaussian states in a free quantum field theory. Here we apply
these techniques to consider variations in the complexity of a free scalar in a fixed
AdSd+1 background. These calculations very explicitly reveal the underlying circuits
and trajectories, and our expectation is that this exercise will allow us to develop new
insight and intuition for our holographic results of section 3 – see discussion in section
5. While we will summarize the results for the various cost functions studied in the
previous works, we will focus on cost functions that exhibit some qualitative similarities
to the holographic complexity results, such as the κ = 2 complexity introduced in [60].
We develop the free quantum scalar field formalism introduced in section 2.3.1 to
use the results of [68] to evaluate circuit complexity of coherent states. We extend
[68] to allow for non-zero momentum Gaussian states, a necessary step to describe the
time evolution in circuit complexity, i.e., to follow the variations of the complexity
as the state evolves in time. We use the covariance matrix and displacement vector
representation of Gaussian states and find a canonical R2NnSp(2N ,R) algebra of gates
generated by linear and quadratic field operators, extending the results of [60, 68].
The N specifying this algebra arises from the UV cutoff. In previous work, the
field theory cutoff was implemented with a lattice regularization for which the number
of modes N ∼ V/δd, where V is the spatial volume of the lattice and δ is the lattice
spacing. In the present case of a free scalar in a fixed AdS background, recall from
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eq. (2.32) that the modes are labeled by discrete quantum numbers ~n = (j, `, ~m). Hence
we implement the UV cutoff here by only keeping the lowest N energy eigenmodes, i.e.,
we will focus on spherically symmetric configurations and so only consider the modes
with j ≤ N and ` = 0 = ~m. Because the quantum number j is related to the number of
nodes in the radial profile, this choice effectively introduces a short distance δ ∼ L/N
in our analysis.
Calculations similar to previous works [60, 68] show their results extend in a nat-
ural way: 1) the optimal circuits for non-coherent Gaussian states are straight line
geodesics in the RN subspace of scaling gates, and 2) geodesics for coherent states with
perturbatively small amplitudes in K modes remain in (H2)K × RN−K subspaces of
scaling and shifting gates.
4.1 Quantized scalar field in AdSd+1
Consider the same massive real scalar field Φ propagating in AdSd+1 described in sec-
tion 2.3.1, with action (2.29) and eigenfunctions u~n(y
µ) in eq. (2.32). The canonical
quantum scalar field can be decomposed into creation and annihilation operators as in
eq. (2.36)
Φˆ(yµ) =
∑
~n
(
u~n(y
µ) aˆ~n + u
∗
~n(y
µ) aˆ†~n
)
, (4.1)
acting on the Hilbert space defined at some Cauchy surface Σt. From the classical
conjugate momentum
Π(yµ) ≡ δL
δ ∂tΦ(yµ)
= −
√−g
16piGN
gtt ∂tΦ(y
µ) , (4.2)
where we used the fact that the metric AdS metric (2.28) is diagonal, one defines the
canonically conjugate momentum operator. This can be expanded in the same basis of
creation and annihilation operators as
Πˆ(yµ) = i
√−g
16piGN
gtt
∑
~n
ω~n
(
u~n(y
µ) aˆ~n − u∗~n(yµ) aˆ†~n
)
, (4.3)
satisfying the standard commutation relations
[Φˆ(xµ), Πˆ(yµ)] = i δ(d)(xµ, yµ) , (4.4)
where δ(d)(x, y) is the generalized delta-function on Σt. The expansions (4.1) and (4.3)
can be inverted using the inner product (2.34) to find
aˆ†~n = −
∫
Σt
ddy
( √−g
16piGN
ω~n g
tt u~n(y
µ)Φˆ(yµ) + iu~n(y
µ)Πˆ(yµ)
)
,
aˆ~n = −
∫
Σt
ddy
( √−g
16piGN
ω~n g
tt u∗~n(y
µ)Φˆ(yµ)− iu∗~n(yµ)Πˆ(yµ)
)
.
(4.5)
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The Hamiltonian can be factorized into
Hˆ =
∫
Σt
ddy :
˙ˆ
Φ(yµ)Πˆ(yµ): =
∑
~n
ω~n aˆ
†
~naˆ~n . (4.6)
We used the normal ordering : · · · : where creation operators are moved to the left and
annihilation operators to the right.
Just like in flat spacetime, we can find the normal modes in AdS from eqs. (4.1)
and (4.3). We choose, for simplicity, the Cauchy slice Σ0 at constant time t = 0 and
implicitly choose a real basis of spherical harmonics. The general time-dependent case
will simply add a position dependent phase between the two terms in the expansion in
eq. (4.1). With this choice u∗~n = u~n and
Φˆ(yµ) =
∑
~n
√
2ω~n u~n(y
µ) φˆ~n , Πˆ(y
µ) = −
√−g
16piGN
gtt
∑
~n
√
2ω~n u~n(y
µ) pˆi~n , (4.7)
in terms of the normal modes
φˆ~n =
1√
2ω~n
(
aˆ~n + aˆ
†
~n
)
, pˆi~n = −i
√
ω~n
2
(
aˆ~n − aˆ†~n
)
(4.8)
satisfying the commutation relation [φˆ~n, pˆi
†
~n′ ] = iδ~n~n′ .
25
The Hamiltonian can be expressed in terms of the normal mode field operators as
Hˆ =
∑
~n
1
2
(
pˆi2~n + ω
2
~nφˆ
2
~n − ω~n
)
, (4.9)
where the extra constant term is the zero point energy difference between choosing aˆ~n
on the right as the definition of normal ordering, instead of pˆi~n and φˆ~n. From this form
it is easy to find the ground state wavefunctional
Ψ0[φ] ≡ 〈φ|0〉 ∝ exp
[
−1
2
∑
~n
ω~nφ
2
~n
]
. (4.10)
With this background out of the way, we can now summarize the circuit complexity
construction in the context of free quantum field theory in AdSd+1.
4.2 Circuit complexity of a free scalar
We here set up the ingredients that enter in the computation of circuit complexity: the
reference and target states, the set of elementary gates and the choice of cost function.
25Notice that since ω~n is dimensionless, also the normal mode field operators and conjugate momenta
are dimensionless.
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Coherent Gaussian states. Nielsen’s geometric approach to quantum circuit com-
plexity was applied to free QFTs in [60]. This formalism was later developed in [68]
for bosonic coherent Gaussian states of the form
ΨT [φ] ≡ 〈φ|α〉 ∝ exp
[
−1
2
∑
~n
ω~n
(
φ~n −
√
2
ω~n
α~n
)2]
, (4.11)
with vanishing conjugate momenta 〈pˆi~n〉. Here, to study the first law, and make contact
with the previous sections, we are interested in the general case. Hence we must extend
the formalism in [68] to include target states with non-vanishing momentum 〈pˆi~n〉. These
correspond to complex α~n = |α~n|eiθ~n with wave functions
ΨT [φ] ≡ 〈φ|α~n〉 ∝ exp
{∑
~n
[
−ω~n
2
(
φ~n −
√
2
ω~n
|α~n| cos θ~n
)2
+ i
√
2ω~n|α~n| sin θ~n φ~n
]}
(4.12)
having non-zero first moments
〈α~n|φˆ~n|α~n〉 =
√
2
ω~n
|α~n| cos θ~n , 〈α~n|pˆi~n|α~n〉 =
√
2ω~n |α~n| sin θ~n . (4.13)
As described in section 2.3.1, these states can be generated from the vacuum by the
action of the displacement operator (2.39)
|α~n〉 = eD(α~n)|0〉 , where D(α~n) =
∑
~n
(
α~naˆ
†
~n − α∗~naˆ~n
)
. (4.14)
As in previous literature, we shall use as the reference state wave function
ΨR[φ] ≡ 〈φ|ΨR〉 ∝ exp
[
−µ
2
∑
~n
φ2~n
]
(4.15)
where µ is the intrinsic frequency of the chosen reference state. This corresponds to
the product state with no entanglement between the modes.
An equivalent way of describing bosonic Gaussian states is through the expectation
value of field operators and conjugate momenta, and their second momenta. Higher
point correlation functions are simply related to these two by Wick’s theorem. This
formalism turns out to be convenient when dealing with computations of quantum
circuit complexity for determining the unitary U(s = 1).
For that, we collect into a vector ξˆ the field and conjugate momentum operators
ξˆA =
(
φˆ~n
pˆi~n
)
. (4.16)
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The displacement vector z and covariance matrix G are then defined as
zA ≡ 〈ξˆA〉 , GAB ≡ 〈ξˆAξˆB + ξˆB ξˆA〉 − 2zAzB , (4.17)
and a general coherent state of the form (4.12) is then fully specified by
z =
√
2|α~n|√
ωn
(
cos θ~n
ω~n sin θ~n
)
, G =
(
1
ω~n
0
0 ω~n
)
. (4.18)
Gate set. Next, we discuss the gates generating states (4.12). Before we begin,
we note that for fields in flat space, a lattice regularization was introduced in [60] to
simplify the discussion. In the AdS background, we can instead use the countable mode
decomposition in eq. (4.1) and truncate the modes with very large quantum numbers.
This naturally gives a cutoff in which only N modes are left.
The natural set of Hermitian generators OˆI for Gaussian states with 〈φˆ~n〉 = 〈pˆi~n〉 =
0 are the generators of Sp(2N ,R)
OˆAB = ξˆAξˆB + ξˆB ξˆA
2χAB
, (4.19)
where χAB are yet undetermined dimensionless coefficients.
26 For real Gaussian states [60,
68], the set of gates studied was the GL(N ,R) subgroup of Sp(2N ,R) generated by the
“off-diagonal” block
Oˆpi~nφ~m =
pˆi~nφˆ~m + φˆ~mpˆi~n
2χpi~nφ~m
, (4.20)
which satisfy[
Oˆpi~nφ~m , Oˆpi~oφ~p
]
=
i
χpi~nφ~mχpi~oφ~p
(
δ~m~oχpi~nφ~pOˆpi~nφ~p − δ~n~pχpi~oφ~mOˆpi~oφ~m
)
. (4.21)
Requiring that these commutators have canonical normalization for all ~n, ~m, ~o and ~p
fixes χpi~nφ~m =
f~n
f~m
for some coefficients f~n. For the more general case of Sp(2N ,R), we
also have generators which are quadratic in φˆ~n and in pˆi~n:
Oˆφ~nφ~m =
φˆ~nφˆ~m + φˆ~mφˆ~n
2χφ~nφ~m
, Oˆpi~npi~m =
pˆi~npˆi~m + pˆi~mpˆi~n
2χpi~npi~m
. (4.22)
These generate two abelian subgroups[
Oˆφ~nφ~m , Oˆφ~oφ~p
]
= 0 ,
[
Oˆpi~npi~m , Oˆpi~opi~p
]
= 0 , (4.23)
26In the previous literature [60, 67, 68], the implicit choice 1χAB = 1 was taken for the GL(N ,R) sub-
group generated by the off-diagonal block (4.20), while in [67], for the diagonal blocks the coefficients
depended on a gate scale ωg (see eqs. (37) and (59) in [67]).
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that are invariant under conjugations by the GL(N ,R) group discussed above[
Oˆφ~nφ~m , Oˆpi~oφ~p
]
=
i
χφ~nφ~mχpi~oφ~p
(
δ~n~pχφ~oφ~mOˆφ~oφ~m + δ~m~pχφ~oφ~nOˆφ~oφ~n
)
,[
Oˆpi~npi~m , Oˆpi~oφ~p
]
=
−i
χpi~npi~mχpi~oφ~p
(
δ~n~pχpi~opi~mOˆpi~opi~m + δ~m~pχpi~opi~nOˆpi~opi~n
)
.
(4.24)
These subgroups fail to be normal subgroups because they are not invariant under
conjugation by one another[
Oˆφ~nφ~m , Oˆpi~opi~p
]
=
i
χφ~nφ~mχpi~opi~p
(
δ~n~oOˆpi~pφ~m + δ~n~pOˆpi~oφ~m + δ~m~oOˆpi~pφ~n + δ~m~pOˆpi~oφ~n
)
.
(4.25)
The commutation relations for the full Sp(2N ,R) generators are given by eqs. (4.21),
(4.23), (4.24) and (4.25). For these to have a canonical normalization for all ~n, ~m, ~o
and ~p fixes all χ’s up to a sequence {f~n}
χpi~nφ~m =
f~n
f~m
, χφ~nφ~m = (f~nf~m)
−1 , χpi~npi~m = f~nf~m . (4.26)
There are two natural choices for the sequence {f~n}. One is to set all the f~n = 1, for
which the Sp(2N ,R) generators have unit normalization in terms of the normal modes
operators φˆ~n, pˆi~n. This normalization was adopted in [60, 68]. The second natural choice
is to set f~n =
√
ω~n, so that Sp(2N ,R) generators have unit normalization when written
in terms of the vacuum creation and annihilation operators aˆ†~n, aˆ~n.
For coherent Gaussian states, with non-vanishing first moments, we also need to
include the displacement operators in space and momentum as part of the set of ele-
mentary gates
Oˆ0pi~n = φ¯~npˆi~n , Oˆ0φ~n = p¯i~nφˆ~n , (4.27)
where φ¯~n and p¯i~n are dimensionless parameters fixing a gate scale. They specify how
much the fields are shifted by applying one of the displacement operators. For example
Ψ′[φ] = 〈φ|Qˆ0pi~k |Ψ〉 = 〈φ|e
iOˆ0pi~k |Ψ〉 = 〈φ′|Ψ〉 = Ψ[φ′] (4.28)
where φ~n = φ~n, except for ~n = ~k where φ
′
~k
= φ~k + φ¯~k, and  is an infinitesimal
parameter. When the momentum displacement operators are added, the algebra is not
closed since
[Oˆ0pi~n , Oˆ0φn′ ] = −iφ¯~np¯in′δnn′ . (4.29)
However, the commutator of these gates is simply the generator of an overall phase
rotation
〈φ|e[Oˆ0pi~n ,Oˆ0φn′ ]|Ψ〉 = e−iφ¯~np¯in′δnn′Ψ[φ] , (4.30)
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which is trivial since quantum states live in a projective Hilbert space where eiθ|Ψ〉 ∼
|Ψ〉. We can therefore proceed to quotient the phase gate subgroup. After this quotient,
the displacement gates form an abelian R2N subgroup since the right hand side of
eq. (4.29) vanishes and
[Oˆ0φ~n , Oˆ0φn′ ] = [Oˆ0pi~n , Oˆ0pin′ ] = 0 . (4.31)
More precisely, the displacement gates form a normal R2N subgroup
[Oˆ0φ~n , Oˆφ~mφ~p ] = 0 [Oˆ0pi~n , Oˆpimpi~p ] = 0
[Oˆ0φ~n , Oˆpi~mφ~p ] =
ip¯i~n
χpi~mφ~p
δ~n~m
p¯i~p
Oˆ0φ~p , [Oˆ0φ~n , Oˆpi~mpi~p ] =
ip¯i~n
χpi~mpi~p
(
δ~n~m
φ¯~p
Oˆ0pi~p +
δ~n~p
φ¯~m
Oˆ0pi~m
)
,
[Oˆ0pi~n , Oˆpi~mφ~p ] =
−iφ¯~n
χpi~mφ~p
δ~n~p
φ¯~m
Oˆ0pi~m , [Oˆ0pi~n , Oˆφ~mφ~p ] =
−iφ¯~n
χφ~mpi~p
(
δ~n~m
p¯i~p
Oˆ0φ~p +
δ~n~p
p¯i~m
Oˆ0φ~m
)
.
(4.32)
Once again, demanding that this algebra be canonically normalized fixes the coefficients
of the displacement gates
φ¯~n ≡ λ
χ0pi~n
= λf−1~n p¯i~n ≡
λ
χ0φ~n
= λf~n . (4.33)
The dimensionless parameter λ arises due to symmetry of eq. (4.32) under rescaling of
the translation gates. We will see below that it is notationally convenient to set it to
λ =
√
2.
The group structure of the elementary gates is therefore affine symplectic trans-
formation, i.e., R2N o Sp(2N ,R), and the algebra is given by eqs. (4.21), (4.23),(4.24),
(4.25) and (4.32). The action of the elementary gates can be illustrated by the following
examples (for f~n = 1)
27
〈φ|Qˆpi~kφ~k |Ψ〉 = e/2Ψ[φ′] scale φ~k → φ′~k = eφ~k ,
〈φ|Qˆpi~kφ~k′ |Ψ〉 = Ψ[φ′] shift φ~k → φ′~k = φ~k + φ~k′ (entangling gates) ,
〈φ|Qˆ0pi~k |Ψ〉 = Ψ[φ′] shift φ~k → φ′~k = φ~k + φ¯~k ,
〈φ|Qˆ0φ~k |Ψ〉 = eip¯i~kφ~kΨ[φ] shift pi~k → pi′~k = pi~k + p¯i~k ,
〈φ|Qˆφ~kφ~k′ |Ψ〉 = eiφ~kφ~k′Ψ[φ] phase shift θ → θ′ = θ + φ~kφ~k′ ,
〈φ|Qˆpi~kpi~k′ |Ψ〉 = e
−i∂φ~k∂φ~k′Ψ[φ] Gaussian integral.
(4.35)
27The action of the Gaussian integral case is illustrated in the simplest case ~k = ~k′ by
e ∂
2
xf(x) =
1√
4pi
∫ ∞
−∞
exp
(
− (x− y)
2
4
)
f(y)dy . (4.34)
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Cost functions. In the following, we focus on two classes of cost functions because of
the similarity of the corresponding complexities with results in holographic complexity,
e.g., see [58, 60, 67]. One class, introduced in [60], takes the form
Fκ(U ,Y ) =
∑
I
∣∣Y I∣∣κ . (4.36)
These κ cost functions can be thought of as a generalization of the F1 cost function in
eq. (2.6). The corresponding vacuum complexity compares well with the results from
holographic complexity [60], but these cost functions do not satisfy the homogeneity
property, i.e., the cost (2.5) is not invariant under reparametrization of s. We also
note that the κ = 2 cost function will yield exactly the same extremal trajectories or
optimal circuits as the F2 cost function in eq. (2.6). Another interesting suggestion in
[63] was to construct a family of new cost functions using the Schatten norm (e.g., see
[131–133])
Fp(U ,Y ) = ‖V ‖p =
[
Tr
((
V † V
)p/2) ]1/p
, (4.37)
where V = Y I(s)OI is the tangent vector defined as an operator which transforms the
states – see further discussion in [68]. These cost functions satisfy all of the desired
properties and further are independent of the particular choice of basis for the OI –
another issue for the F1 measure and the general κ cost functions (for κ 6= 2) [60]. The
geometry on the space of unitaries is smooth for the κ = 2 cost functions, while for the
κ = 1 and the Schatten p = 1 cost functions, the resulting spaces have a generalized
“Manhattan metric”. In particular, within these two broad classes, we specialize in the
κ = 1, 2 and p = 1, 2 costs, which are the ones that have been mostly studied in the
literature [60, 63, 68].
4.3 Circuit complexity for coherent states
We here set up the formalism in the general case R2N oSp(2N ,R), review the results of
[60, 68] for coherent states with vanishing conjugate momenta and extend their analysis
to the general coherent target states of the form (4.12).
To build a representation of the quantum circuit and its action on coherent Gaus-
sian states, we extend the definition of the canonical linear variable operator (4.16) to
the 2N + 1 vector 28
ξˆA =
 1φˆ~n
pˆi~n
 . (4.38)
28With a notation similar to the one used for the generators we will indicate the components as
A = {0, φˆ~n, pˆi~n}.
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The definition of covariance matrix and displacement operators can be extended ac-
cordingly in a straightforward manner, giving for the general coherent state
z =
 1√ 2ωn |α~n| cos θ~n√
2ω~n|α~n| sin θ~n
 , G =
0 0 00 1ω~n 0
0 0 ω~n
 . (4.39)
The action of the circuit is then simply represented as
G(s) = U(s)TGR U(s) , z(s) = U(s)
T zR , (4.40)
where
U =
(
1 uT
0 U˜
)
, (4.41)
with U˜ ∈ Sp(2N ,R) and u ∈ R2N . The subscript R here indicates the reference state
(4.15), reflecting the boundary conditions
G(0) = GR , z(0) = zR
G(1) = GT , z(1) = zT .
(4.42)
In order to geometrize the problem we rewrite the circuit as in (2.2) in terms of
instantaneous control functions Y I(s) and gate generators MI
U(σ) = ~Pexp
∫ σ
0
ds
∑
I
Y I(s)MI . (4.43)
Here I = {0φ~n, 0φ~n,φ~nφ~m, pi~nφ~m, pi~npi~m} labels the different gates discussed in the previ-
ous section. The explicit representation of each MI can be found evaluating the action
of the gate generators on (4.38) [
OˆI , ξˆ
]
= iMTI ξˆ . (4.44)
The generators Mpi~nφ~m of the GL(N ,R) subgroup are diagonal blocks
[Mpi~nφ~m ]αβ =
1
χpi~nφ~m
(δpi~nαδpi~mβ − δφ~mαδφ~nβ) , (4.45)
while the Mφ~nφ~m and Mpi~npi~m generators are off-diagonal blocks
[Mφ~nφ~m ]αβ =
1
χφ~nφ~m
(δφ~nαδpi~mβ + δφ~mαδpi~nβ) ,
[Mpi~npi~m ]αβ = −
1
χpi~npi~m
(δpi~nαδφ~mβ + δpi~mαδφ~nβ) ,
(4.46)
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and the remaining R2N generators form a vector
[M0φ~n ]αβ =
λ
χ0φ~n
δ0αδpi~nβ ,
[M0pi~n ]αβ = −
λ
χ0pi~n
δ0αδφ~nβ .
(4.47)
Schematically, the different MI ’s appear in the following block form
MI =
0 M0pi M0φ0 Mpiφ Mφφ
0 Mpipi Mpiφ
 . (4.48)
Picking for convenience λ =
√
2 as anticipated
TrMIM
T
J =
2δIJ
χ2I
, (4.49)
and the corresponding control functions Y I(s) are then given by
Y I(s) =
1
2
χ2I Tr
(
∂sU(s)U
−1(s)MTI
)
. (4.50)
With these results, it is straightforward to derive the “geometry” defined by the
cost (2.5) for a given choice of cost function (4.36) or (4.37). For example the κ = 2
measure is
Dκ=2(U) = 1
4
∫ 1
0
ds
∑
I
(
χ2I Tr
(
∂sU(s)U
−1(s)MTI
))2
, (4.51)
and the other cost functions we consider, i.e., κ = 1 and p = 1, 2, have analogous
expressions. From these, one derives the geodesic equation in the space of unitaries and
solves for the optimal trajectory that computes the corresponding complexity measure
(2.7). This procedure was carried out in detail in [68] for coherent states with vanishing
conjugate momentum. We review those steps in appendix D for the κ = 2 cost function,
and extend the derivation to arbitrary coherent states of the form (4.12). We now here
summarize the main findings.
Single mode coherent states with 〈α~n|pˆi~n|α~n〉 = 0. The analysis of coherent states
with vanishing conjugate momentum in [68] found that for states with a single coherent
mode |α~k〉, the geodesic remains in a H2×RN−1 subspace, where the hyperbolic factor is
spanned by the Qˆ0pi~k and Qˆpi~kφ~k gates and the entangling gates do not enter the optimal
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circuit. The complexity of such a coherent state, with a single real α~k, was computed
in [68] and found to be
Cκ=1 = Λ~k +
∑
~n6=~k
∣∣∣∣log√ω~nµ
∣∣∣∣ , (4.52)
Cκ=2 = ∆2~k +
∑
~n6=~k
(
log
√
ω~n
µ
)2
, (4.53)
Cp=1 = |∆~k|+
∑
~n6=~k
∣∣∣∣log√ω~nµ
∣∣∣∣ , (4.54)
Cp=2 =
√
Cκ=2 , (4.55)
where
Λ~k =

∣∣∣log√ω~nµ ∣∣∣+ α~k f~k√ω~k min
(
1,
√
µ
ω~k
)
, for min
(
1,
√
µ
ω~k
)
≤ 2
√
ω~k
α~k f~k
log
√
ω~n µ+ 2 log
α~k f~k
2ω~k
+ 2 , for min
(
1,
√
µ
ω~k
)
>
2
√
ω~k
α~k f~k
, (4.56)
and
∆~k = log
µ+ µ
ω~k
(α~k f~k)
2 + ω~k +
√(
µ+ µ
ω~k
(α~k f~k)
2 + ω~k
)2
− 4ω~k µ
2
√
ω~k µ
. (4.57)
For 〈φˆ~k〉 = 0, that is α~k = 0, we recover the ground state results of [60]
CGSκ=1 = CGSp=1 =
∑
~n
∣∣∣∣log√ω~nµ
∣∣∣∣ , (4.58)
CGSκ=2 =
(CGSp=2)2 = ∑
~n
(
log
√
ω~n
µ
)2
. (4.59)
Notice that only the scaling gates Qˆpi~nφ~n appear in the optimal circuit preparing the
ground state (4.10) and the geodesic thus lies in a flat RN subspace.29
In terms of the mode cutoff N , these complexities diverge as Cκ=1 ∼ Cκ=2 ∼ Cp=1 ∼
C2p=2 ∼ N .
29The diagonal coefficients χpi~nφ~n = 1 and the complexity of the ground state is therefore indepen-
dent from the choice of f~n. The expressions above thus directly match the result of [60].
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Small amplitude multi-mode coherent states with 〈α~n|pˆi~n|α~n〉 = 0. When more
than one coherent mode is excited, the geodesics do not remain in the subspace of
unentangled normal modes. Despite the fact that both reference and target states have
no entanglement between normal modes, the optimal circuit introduces and removes
entanglement in the preparation of the state [68].
However, when only a set of K modes {~k} is excited with a small amplitude εα~k, the
optimal circuits turn out to remain perturbatively close to a (H2)K×RN−K submanifold
with no entanglement. More precisely these circuits live in this submanifold up to
corrections of O(ε2). The variation in complexity with respect to the ground state
δCQFT ≡ C − CGS (4.60)
can thus be estimated at the leading order for each cost function by studying geodesics
in the simpler (H2)K × RN−K manifold. This yields
δCκ=1 = ε
∑
ω~k≤µ
α~k f~k√
ω~k
+ ε
∑
ω~k>µ
α~k f~k
√
µ
ω~k
+O(ε3) (4.61)
δCκ=2 = ε2
∑
~k
log
ω~k
µ
ω~k − µ
µ
ω~k
(α~k f~k)
2 +O(ε4) , (4.62)
δCp=1 = ε2
∑
~k
µ
ω~k
(α~k f~k)
2
|ω~k − µ|
+O(ε4) , (4.63)
where the sums run over the excited modes and the subindex labels the cost function.
The variation of p = 2 complexity is simply associated with that of the κ = 2 cost
function
δCp=2 = δCκ=2
2Cp=2 , (4.64)
due to the simple relation Cκ=2 = C2p=2. Because for a free QFT, Cκ=2 ∼ N , the variation
δCp=2 ∼ N−1/2 approaches zero when taking the cutoff to infinity. For this reason, we
will not focus on the p = 2 complexity for more general states. In the following we
will also omit the κ = 1 complexity because this is linear in α~k, unlike the holographic
complexity results, which are quadratic in the amplitude of the excitation.
Single mode coherent states with 〈α~n|φˆ~n|α~n〉 = 0. For target states where only
one mode pi~k is excited, α~k is purely imaginary, and a straightforward extension of the
results of [68] leads to the complexities
Cκ=2 = ∆˜2~k +
∑
~n6=~k
(
log
√
ω~n
µ
)2
, (4.65)
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Cp=1 = |∆˜~k|+
∑
~n6=~k
∣∣∣∣log√ω~nµ
∣∣∣∣ , (4.66)
where now
∆˜~k = log
µ+ ω2~k(|α~k|/f~k)2 + ω~k +
√(
µ+ ω2~k(|α~k|/ f~k)2 + ω~k
)2
− 4ω~k µ
2
√
ω~k µ
. (4.67)
Small amplitude multi-mode coherent states. For target states with small am-
plitude excitations εα~k for both first moments (4.13), the geodesics of (4.51) can be
solved perturbatively to find the complexity of this state to O(ε2) – see appendix D for
details of the derivation. In particular, the increase in complexity is
δCκ=2 = ε2
∑
~k
log
ω~k
µ
ω~k − µ
|α~k|2
(
µ
ω~k
f 2~k cos
2 θ~k +
ω2~k
f 2~k
sin2 θ~k
)
+O(ε4) , (4.68)
δCp=1 = ε2
∑
~k
1
|ω~k − µ|
|α~k|2
(
µ
ω~k
f 2~k cos
2 θ~k +
ω2~k
f 2~k
sin2 θ~k
)
+O(ε4) , (4.69)
where the sum runs over excited modes.
Time evolution. So far we focused on the t = 0 slice, but it is immediate to extend
these results to arbitrary times, as to study the complexity time dependence. For that,
let us consider the time evolution of a state where at t = 0 only one mode is excited
with real εα~k, that is 〈φˆ~k〉 =
√
2
ωk
εα~k and 〈pˆi~k〉 = 0. Going back to sec. 4.1-4.2, we see
the time dependence simply reflects in the definition of the normal modes and in their
expectaction values as: 〈φˆ~k〉 =
√
2
ω~k
εα~k cos(ω~kt) and 〈pˆi~k〉 = −
√
2ω~k εα~k sin(ω~kt).
The variation in complexity with respect to the ground state at any time t is then
given by a simple generalization of the above results:
δCκ=2(t) = ε2
log
ω~k
µ
ω~k − µ
|α~k|2
(
µ
ω~k
f 2~k cos
2(ω~kt) +
ω2~k
f 2~k
sin2(ω~kt)
)
+O(ε4) ,
δCp=1(t) = ε2 1|ω~k − µ|
|α~k|2
(
µ
ω~k
f 2~k cos
2(ω~kt) +
ω2~k
f 2~k
sin2(ω~kt)
)
+O(ε4) .
(4.70)
Notice these complexities would be time independent if we were to fix f 4~n = ω
3
~n/µ .
Finally, for several excited modes with complex amplitudes εα~k = ε|α~k|eiθ~k , and
in a notation that matches the one we used in the bulk for δCA in (3.84) and δCV in
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(3.129), we have
δCκ=2 = ε2
∑
~k
|α~k|2
(Cκ=2~k cos2 (ω~kt− θ~k)+ Sκ=2~k sin2 (ω~kt− θ~k)) ,
δCp=1 = ε2
∑
~k
|α~k|2
(
Cp=1~k cos
2
(
ω~kt− θ~k
)
+ Sp=1~k sin
2
(
ω~kt− θ~k
))
,
(4.71)
with
Cκ=2~k =
log
ω~k
µ
ω~k − µ
µ
ω~k
f 2~k , Sκ=2~k =
log
ω~k
µ
ω~k − µ
ω2~k
f 2~k
,
Cp=1~k =
1
|ω~k − µ|
µ
ω~k
f 2~k , S
p=1
~k
=
1
|ω~k − µ|
ω2~k
f 2~k
.
(4.72)
5 Discussion
In this paper, we made a detailed examination of the first law of complexity proposed
in [1]. In particular, as an application of the first law, we considered variations of holo-
graphic complexity, using both the complexity=volume (1.1) and complexity=action
(1.2) conjectures, for (spherically symmetric) perturbations of the AdSd+1 vacuum by
a free scalar field. To compare with the circuit complexity techniques developed for
quantum field theories, we also explored the complexity of the same coherent states for
the scalar field in a fixed AdS background.
A preliminary comparison of our results using the CA and CV approaches was
given in section 3.4. At a qualitative level, the first law variations of the holographic
complexity had a number of common features in both approaches. For example, com-
paring the form of the results in eq. (3.165), we see that the variations are second order
in the amplitudes ε|αj| of the coherent states; the functional form of time dependence is
the same; and, for perturbations (3.14) involving more than a single mode, they include
interference terms, i.e., off-diagonal contributions with j 6= k coming from modes with
different frequencies. Further, both our analytic calculations and numerical analysis
gave evidence that the dominant contributions to both δCA and δCV generically come
from the diagonal terms, i.e., with j = k.
However, it is striking how differently δCA and δCV behave upon closer examination.
If we consider coherent states where a single mode (characterized by the radial quantum
number j) is excited, we found that δCA decays as log jj for large j  1, whereas δCV
increases linearly with ωj = ∆ + 2j in the same regime. The behaviour of the off-
diagonal contributions is also very different. In particular, we found that CVj,k and
SVj,k appearing in δCV decay much more rapidly with |j − k| than the corresponding
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coefficients CAj,k and SAj,k in δCA. In fact, CVj,k and SVj,k are only significant for k = j ± 1,
whereas CAj,k and SAj,k have a richer structure, especially when both j, k ∼ O(1). The
different behaviour of these coefficients then has a major impact on the time evolution
for the two approaches. In particular, the time variations of δCV are a subleading
contribution, whereas the analogous time dependence appears at the leading order for
δCA. Moreover, δCV can be negative in the window of relevant operators, while δCA is
always manifestly positive.
These qualitative and quantitative differences must certainly be emphasized, as
they definitely distinguish the complexity=action and complexity=volume approaches.
In most previous studies, holographic complexity was found to behave in essentially the
same way when evaluated using either of the two approaches. Of course, differences
were found between these approaches but these took a more subtle form or appeared
in rather exceptional situations. For example, extra logarithmic factors were found to
appear in the UV divergences for the CA approach [37, 134].
Interestingly, the difference found in [47, 50, 51] might be interpreted in terms of
the response of the complexity to a perturbation. In those cases, a conformal defect
or conformal boundary was inserted in the vacuum of a d = 2 holographic CFT. This
produced a new logarithmic divergence in the holographic complexity evaluated using
the CV approach, while the result was unaffected for the CA approach [47], or only
modified by finite terms [50]. Hence in analogy to our results presented here, the CV
approach was more sensitive to the perturbation, i.e., the defect, than the CA approach.
5.1 Comparison of holographic and QFT results
To test the first law in holography most stringently, we needed target states which
are well understood as quantum states, i.e., we need to be able to develop a good
understanding of the variation δxa in eq. (2.25). Hence we chose the coherent states
since, as discussed in section 2.3, they can be understood in the context of the Hilbert
space (2.37) of a free field. Of course, this is a remarkable result of the large-N limit,
i.e., despite the boundary CFT being a strongly coupled theory, the corresponding
excitations are described by generalized free fields to leading order in 1/N , e.g., see
[101–104]. The dual description is simply given by a free scalar Φˆ propagating in
the bulk AdS spacetime, and the AdS/CFT correspondence dictates that both the
boundary and bulk descriptions are describing the same free Hilbert space.
Further in our test of the first law, both the initial and perturbed target states, i.e.,
the vacuum and coherent states, respectively, are Gaussian states. This observation
reminds us of the techniques developed to evaluate the circuit complexity of Gaussian
states, i.e., the vacuum in [60] and coherent states in [68], in a free scalar field theory
using Nielsen’s geometric approach [9–11]. Hence in section 4, we applied the latter
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to make an analogous examination of the first law of complexity with variations from
the vacuum to a coherent state (with a small amplitude) for free scalar QFT in a
fixed AdSd+1 background. In this framework, the corresponding circuits are exposed,
being constructed with explicit realizations of the gates and cost functions. Hence this
exercise should allow us to formulate some new intuition and insights for the holographic
results, where the circuits, gates and cost functions are all left very mysterious.
While we are considering more or less the same free Hilbert space in studying the
variation of the complexity using the QFT and holographic techniques, we must keep in
mind that this is only an approximation valid to describe certain states near the vacuum
for the holographic CFT. In the latter case, the circuits of interest are actually preparing
e.g., the vacuum state of a strongly coupled large-N quantum field theory. From the
perspective of the bulk description of the holographic framework, we imagine that
the circuit begins acting on some unentangled reference state of geometric or quantum
gravity degrees of freedom, which suggests that there is nothing resembling a spacetime
geometry at the outset. The corresponding complexity then includes the effort needed
to build up the background spacetime, as well as preparing the ground state (or coherent
state) of all of the quantum fields in this background. In contrast, the QFT calculations
are all carried out with a fixed AdSd+1 spacetime, and the corresponding circuits prepare
the vacuum or coherent states of the scalar field propagating in this fixed background,
i.e., the circuit does not create the spacetime geometry itself. Hence while we can match
the variation of the target states (i.e., δxa) in the QFT and holographic frameworks, the
full circuits are certainly different but further, the behaviour at the end of the circuits
may also be different. To be precise, we may find that even after projecting into the
free Hilbert space, the velocity x˙a is different in the two frameworks. Then, even if we
had the same cost function in both cases, the pa would be different. Without further
knowledge of the holographic circuits in the two cases, this limits our ability to make
precise quantitative comparisons between the free QFT and holographic calculations.
Despite these comments, we can look for some qualitative intuition by comparing
the first law results for the free QFT and holography. Our first observation is that
δCA and δCV are second order in the small amplitudes εαi of the coherent states. Of
course, the significance of this lies in the fact that the first law (2.25) includes first
order contributions in general. Hence we are learning that δxa must be orthogonal to
the momentum pa carried by the vacuum circuit from the holographic complexity. Of
course, the leading variations of the complexity are also quadratic in the amplitudes for
the free scalar in section 4. In the holographic calculations, the quadratic dependence
can be traced to the matter field perturbation Φcl sourcing the metric perturbation and
contributing in the matter action at order O(ε2). In the explicit circuit calculations for
the free field, the quadratic dependence arises because whereas preparing the vacuum
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only makes use of the GL(N ,R) subgroup of squeezing gates (4.20), a completely new
set of gates, i.e., the shift gates (4.27), are needed in preparing the coherent states.
This makes clear the orthogonality of δxa to the direction of the vacuum circuit for
any reasonable cost function [68]. Hence it is reasonable to interpret the holographic
results in this way, i.e., the holographic circuits invoke a new set of gates in preparing
coherent states.30
It is noteworthy that the κ = 1 cost function (4.36) is an exception to the above
property. That is, δCκ=1 is first order in the small amplitudes of the coherent state, as
shown in eq. (4.61). This cost function is positive and homogeneous, as desired [11],
due to the linearity on all tangent vectors Y I(s) in eq. (4.36). On the other hand, it
is not smooth and in particular, it is not smooth at zero amplitude. This prevents our
derivation of the first law of complexity (2.25) from applying to this case. Hence δCκ=1
can be first-order even when pa is orthogonal to the variation δx
a at the endpoint of the
geodesic. In [63, 68], the p = 1 Schatten norm (4.37) was proposed as an alternative
to the κ = 1 cost function, which had similar properties. However, as well as being
positive and homogeneous, the p = 1 Schatten norm provides a smooth cost function
and so eq. (2.25) applies in this case. Hence, as can be seen in eq. (4.61), the resulting
δCp=1 is second order.
One striking difference that is evident in comparing δCA and δCV with δCQFT, i.e.,
comparing eqs. (3.84) and (3.129) with eq. (4.71), is that the holographic results contain
off-diagonal contributions. That is, the coefficient Cj,k and Sj,k are generally nonvan-
ishing for j 6= k in the holographic calculations, while they are all zero in the QFT
calculations unless j = k. Of course, we can add that for holography, the largest co-
efficients are still the diagonal ones. This is most evident of the CV approach where
the coefficients decay extremely rapidly away from j = k (see figures 10, 11 and 12,
as well as the discussion around eq. (3.145)). With the CA approach, the off-diagonal
coefficients decay but more slowly as can be seen from figures 5, 6 and 7 — see also
the discussion around eq. (3.104).
As a result, for δCQFT, when several modes are excited in a coherent state, the
variation of the complexity is simply the sum of the variations produced by the indi-
vidual modes. However, this is not the case in the holographic calculations, although
to a lesser extent in the CV calculations. This seems to indicate that the holographic
complexity uses a much more complex cost function, at least from the perspective of
30Of course, one can produce a first-order variation by applying the first law to a coherent state.
That is, we begin with a coherent state with a small but finite amplitude and then make a small
increase or decrease in this amplitude. For example, the variation of circuit complexity with κ = 2
cost function for this case can be directly derived from (4.53). This situation was also considered in
the discussions of [128, 130].
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the mode functions (2.32) of the scalar field. One might (partially) ameliorate this
disparity by working with another basis to describe the excitations of the coherent
states. In particular, the mode functions of the scalar are naturally orthogonal in the
QFT framework but of course, this orthogonality does not extend to the holographic
calculations. However, if instead, we thought of exciting localized ‘wave packets’ of
the scalar field on a given time slice, these states should be orthogonal with both the
QFT and CV approaches to complexity. However, such wave packets would have a
complicated time evolution as the scalar propagates through the WDW patch and so
we would still not expect this basis to provide an orthogonal basis of excitations for
the CA complexity. To construct an orthogonal basis for the CA approach, one might
be led to consider localized wave packets on the null boundaries of the WDW patch.
It would be interesting to understand if such wave packets can be consistently defined
and if so, how they propagate through the WDW patch and e.g., how they would ap-
pear on the extremal constant time slice at the center of this spacetime region. It may
also be interesting to reformulate the quantization of the free scalar field on such null
surfaces and to consider coherent states in this context, in order to compare to the CA
calculations.
A feature common to the variations in eqs. (3.84), (3.129) and (4.71) is the oscil-
latory nature of the results as a given coherent state evolves in time. Of course, the
details of the oscillations are very different within the two holographic approaches, as
well as the QFT construction, as the magnitude of the coefficients is very different
for the various terms. At first sight, the appearance of these oscillations may seem
surprising for holographic complexity, though they are compatible with operator size
considerations [135]. Recall that a distinguishing feature of holographic complexity was
the linear growth found when considering AdS black holes. However, there is no reason
that the dynamics of a system can not produce a decreasing or oscillating complexity.
An essential ingredient for the linear growth exhibited by the AdS black holes is that
the dual thermofield double states were probing the chaotic spectrum of high energy
states in the boundary CFT. As a result, the time evolution was exploring states further
and further out in the full Hilbert space of the CFT. The coherent states in our present
investigation are all very close to the vacuum and so the time evolution does not take
us beyond the free Hilbert space discussed above. Hence it should not be surprising
that the corresponding complexity exhibits oscillations.31
31The time dependence of the complexity of the thermofield double state of a free scalar was studied
in [67]. Recall that in this case, the complexity was constant at late times (in contrast to the linear
growth seen in holography) because the time evolution only explored a particular submanifold of
Gaussian states within the full Hilbert state. Further, let us add that in an initial transient phase,
the complexity typically exhibited damped oscillations and was seen to decrease for certain parameter
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Any comparison of the holographic results to the variation of the complexity for a
free massive scalar field in a fixed AdS geometry using the circuit complexity formalism
developed for QFT in [60], in particular for gaussian coherent states [68], will depend
on the choice of cost functions. Consider the result for the κ = 2 measure in eqs. (4.71)-
(4.72). The dependence on logω~k, with ω~k ∼ j for large radial quantum number (see
eq. (2.33)) prevents any matching with δCV, since the dominant diagonal contribution
of the latter scales linearly in j, but could be compatible with δCA, since both dominant
diagonal amplitudes CAj,j ∼ SAj,j ∼ log j/j in this regime. Unfortunately, this observation
is not enough to completely match the time dependence in both complexity variations.
Indeed, Cκ=2j ∼ log j/j only if f 2~k ∼ ω~k ∼ j, but then Sκ=2j ∼ log j with no 1/j
suppression. Alternatively, Sκ=2j ∼ log j/j if f~k ∼ j, but then Cκ=2j ∼ log j with no
1/j suppression. Hence, although it is intriguing that a log j/j behaviour appears
in both δCQFT (with the κ = 2 measure) and δCA, we do not find a complete match
between the two. This conclusion differs from our earlier results in [1], which were
only valid for 〈pˆi~k〉 = 0 for all of the modes ~k, e.g., they only considered states at a
moment of time symmetry. Alternatively, we could consider the variation δCQFT for the
Schatten p = 1 measure in (4.71)-(4.72). Absence of logarithmic behaviour, prevents
any match with δCA for large radial quantum number j, but we can compare with the
linear behaviour shown in δCV in this same regime. Choosing f 2~k ∼ j3 or f~k ∼ constant,
one could reproduce the linear dependence in j observed in the holographic complexity
δCV, but none of these choices matches the right time dependence, since the latter is
subdominant in holography.
We should also comment on the dimensionful quantities, which are left implicit
with the notation adopted here. Let us consider the result in eq. (30) of [1] for the
variation of the QFT complexity with the κ = 2 measure,
δCκ=2 =
∑ 2 ε2α2n
µˆ2x20 (ωn/Rµˆ− 1)
log
( ωn
Rµˆ
)
, (5.1)
where ωn are the dimensionless eigenfrequencies in eq. (2.33), µˆ is the dimensionful
frequency characterizing the reference state, x0 is a (dimensionful) scale characterizing
the shift gates needed to prepare the coherent state [68], and R is the radius of curva-
ture characterizing the boundary geometry (2.47) (i.e., which gives dimension to the
frequencies as in eq. (2.49)). This expression should be compared to the same result in
our current presentation of eqs. (4.71) and (4.72) with t = 0 and θ~k = 0. In our new
notation, the gate scale x0 is hidden in the dimensionless parameters f~k, e.g., choosing
choices.
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x0µˆ ∼ 1 corresponds to the choice f~k ∼
√
2ω~k in our current notation.
32 Similarly, the
dimensionful reference frequency µˆ is given by µˆ = µ/R where µ is the dimensionless
frequency introduced in eq. (4.15).
Now while we found the above choices provide a convenient notation, we should
mention that this may seem to be an unnatural approach. By this we mean that
ordinarily one would not expect the parameters defining the complexity model, e.g.,
the gate scale(s) or the reference frequency, are related to a scale appearing in the
infrared and in the definition of the target state, e.g., the size R or the mass mΦ. In
particular, we might want to compare the complexity of different states where these
infrared parameters are varied. With this perspective for such comparisons, we should
keep in mind that the parameters f~k and µ should be adjusted to fix the gate scale x0
and the reference frequency µˆ.
Furthermore, it is striking that the various expressions for δCQFT implicitly involve
a number of different scales, in particular, in the coefficients C~k and S~k in eq. (4.72). In
contrast, in the holographic results for δCA and δCV, the corresponding coefficients only
depend on the dimensionless quantum numbers which characterize the corresponding
modes of the scalar field, as well as the conformal weight ∆ and the spacetime dimension
d in the dual boundary theory, e.g., see eqs. (3.89), (3.97) or (3.138). This does suggest
that the corresponding scales in the complexity models underlying the holographic
proposals should be related. That is, the holographic complexity models would set
µˆx0 ∼ 1 and µˆR ∼ 1 in eq. (5.1). While the first relation seems reasonable, as described
above, the second does not, i.e., we would be relating a scale in the complexity model
to an infrared scale in the target state. Hence this observation raises a curious question
for our understanding of holographic complexity.
This discussion also brings to mind the proposal that the counterterm scale `ct
appearing in the gravitational action (3.33) should be connected to the scale µˆ used in
defining the reference state in the corresponding circuit model [37, 58, 60]. However,
our holographic results for CA are independent of `ct, while the circuit model results
for the scalar QFT depend on µˆ (implicitly through the appearance of µ). Again,
the resolution of this apparent tension would be to set µ = µˆR ∼ 1, which seems an
unnatural choice (as explained above).
5.2 Interesting lessons
We would like to comment here on some aspects of our results, which may provide a
broader perspective on the interpretation of the first law of complexity (2.25).
32More generally, we have µˆx0 ∼
√
2ω~k/f~k. Note that in [1], we assumed a single gate scale for all
of the modes which corresponds to fixing
√
2ω~k/f~k to a single value for all
~k.
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As already stressed in [1], the contribution of the counterterm Ict in the full gravi-
tational action (3.33) is essential to achieve the cancellation among the different grav-
itational contributions to δCA for the spherically symmetric matter perturbations con-
sidered in this work. This is an interesting observation on its own, highlighting the
relevance of this term from another different perspective.33 However, this cancellation
of the gravitational contributions is not true in general, as recently reported in [137]. It
fails when introducing perturbations of a black hole background, or when considering
less symmetric perturbations of the vacuum AdS. It would be important to understand
the relevance of these statements in the broader picture of using holographic complexity
to learn about spacetime reconstruction.
Independently of the cancellation, all the gravitational contributions to δCA can be
written as an integral over the boundary of the original, unperturbed, WDW patch,
δCA =
∫
∂WDW
ds dd−1Ω
√
γ T (s) (5.2)
for some computable response T (s) determined by the perturbation. This is interesting
for several reasons. First, notice the same situation occurs in our derivation of the
first law of complexity (2.25). In the quantum circuit discussion, the variation of
the complexity is a boundary contribution coming from the (target state) end of the
circuit, e.g., see figure 2. Hence one may speculate that the boundary of the WDW
patch may correspond to the ‘end of the circuit’ in the CA conjecture.34 This suggests
a picture where the AdS spacetime is built up by adding layers of null cones. This
interpretation may have connections with the surface/state correspondence of [138].
Second, δCA can still be written as in (5.2) when considering more general on-shell
backgrounds g0 and perturbations δg. This reinforces the first point since the quantum
circuit variation result is also general. Furthermore, as stressed in [137], this statement
can have interesting purely gravitational consequences, since T (s) may be interpretable
in terms of some quasi-local stress tensor defined on ∂WDW.
As noted above, it is interesting that the variation of holographic complexity (in
both the CA and CV approaches) is independent of any scales, i.e., independent of any
dimensionful parameters appearing in the problem (up to the frequencies controlling
the time dependence). In contrast, the full holographic complexity contains a variety
33This term was introduced in [17] to ensure that the WDW action was invariant under reparame-
terizations of the null boundaries. The importance of this term in properly defining the WDW action
was further elucidated and emphasized in [36, 37, 136].
34We might contrast this feature of complexity variation in the CA approach with the results for
the CV approach. The latter involves an integral over the entire extremal surface and so this does not
obviously lend itself to a similar interpretation.
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of scales, e.g., in the CA approach, the leading UV divergence has the form CA ∼
log(2`ct/L) Vol(Σ)/δ
d−1 with δ being the short-distance cutoff [21, 37]. An interesting
question to ask is how general this statement is, i.e., the present observation applies for
a limited family of excitations above the vacuum, but does it still hold for more general
perturbations, such as those without spherical symmetry? Of course, these comments
are closely related to our previous discussion below eq. (5.1) where we saw that a variety
of dimensionful parameters defining the complexity model appear in δCQFT.
All our holographic calculations involved spherically symmetric matter perturba-
tions εΦcl with a small amplitude ε and their second-order backreaction on the metric
δg ∼ ε2. We found that the linear term in eq. (2.25) vanished, which has the interpreta-
tion that the directions associated with introducing these excitations are orthogonal to
the underlying quantum circuit which prepares the vacuum state. One expects that the
same result applies for general excitations of matter fields because the matter action
will only contain terms which are quadratic (and higher-order) in the fields. Hence
the directions associated with exciting the corresponding single trace operators will be
orthogonal to the circuit preparing the vacuum.
In the absence of matter perturbations, we could have considered linear gravita-
tional excitations of the global AdS vacuum. These were studied in [139]. Since δCV
is only sensitive to scalar perturbations and it involves an integral over the (d–1)-
sphere in global AdSd+1, the only linear order contribution to δCV comes from the
spherically symmetric scalar excitations. By Birkhoff’s theorem, these perturbations
are time-independent and their nonlinear resummation would give rise to a spherically
symmetric AdS black hole. Hence, we conclude the only linear contributions to δCV
are those corresponding to introducing a spherically symmetric black hole.35 Note that
from the bulk perspective, these excitations are completely changing the topology of
spacetime geometry. Interpreting this result from the boundary perspective, it indi-
cates that for the CV approach, the directions associated with almost all single trace
operators are orthogonal to the underlying circuit which prepares the vacuum state.
The only exception would be a spherically symmetric mode of the stress tensor.
We may expect a similar result will apply for δCA, but in fact, this is not the case.
Here we note the detailed calculations of [48, 49]. In particular, δCA was evaluated in
[49] for variations of the vacuum of a two-dimensional CFT under small local confor-
mal transformations, which produce small excitations of the stress tensor due to the
Schwarzian derivative. In the bulk, this involves a careful evaluation of variations of
the WDW action for excitations corresponding to Banados geometries [140]. Surpris-
ingly, the results showed that there were not just linear contributions, i.e., δCA ∼ ε,
35Note that this assumes δVδX + δVδcutoff do not contribute.
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but also contributions proportional to ε log ε. The interpretation of the latter terms
in terms of a complexity model of some underlying quantum circuits is particularly
challenging. However, it would also be interesting to better understand to what extent
these results for δCA extend to metric excitations in higher dimensions. The first steps
in this direction can be found in [137].
Recall that in section 3.3.3, we commented on the relation of our results for δCV
with similar variations studied in [128, 129]. Here, we would like to consider the possi-
ble connection of our first law of complexity (2.25) with the second law in [25]. There
the increase in the complexity is interpreted in terms of the increase in the entropy of
an auxiliary system. Of course, our nomenclature suggests a similar thermodynamic in-
terpretation, however, the latter is not immediately apparent. In particular, eq. (2.25)
refers to general small variations in quantum circuit complexity and our explicit holo-
graphic calculations did not involve any black holes, although they could have, as in
[137]. However, the relation between δCV and the first law of AdS WDW patches, as
discussed in [129] as a limiting case of the first law of causal diamonds, and reviewed
here in section 3.3.3, can offer a fresh, and technically precise, perspective on this mat-
ter. Indeed, the gravitational tools used to derive this result are analogous to the ones
leading to other gravitational first laws whose thermodynamic interpretation is well
established.
Let us add that the first law (2.25) can be thought of as describing a balance
equation in which δC attempts to quantify a resource, like free energy is in standard
thermodynamics or relative entropy is in entanglement theory. In [25], it was suggested
that uncomplexity, the difference in complexity from the one in the density matrix ρ ∝ I
is a resource related to the available volume in the interior of the black hole. From
the definition of uncomplexity, i.e., ∆C ≡ Cmax −C, one naively finds that δ∆C = −δC
for the variations that we have been studying. Hence, applying the first law may
be an interesting approach to better understand the properties of uncomplexity and
sharpen the idea that it provides a resource, as defined in quantum information theory.36
However, to make the equality δ∆C = −δC rigorous, one would have to understand
how the Hilbert space of the holographic boundary theory should be regulated, i.e.,
how is Cmax defined for a quantum field theory, in particular, one with bosonic degrees
of freedom.37 Of course, this would in itself be a useful step towards making precise
the notion that uncomplexity as the basis of a proper resource theory. Further, there is
36See, for example [141], and references therein, for an accurate definition and presentation of this
topic.
37We recall that regulating Cmax is distinct from introducing a UV regulator in the theory – see
discussion in [60]. In the context of holographic complexity, the complexity was regulated with a
simple late time cutoff in the interesting discussion in [29].
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interesting recent work in [142] where precise definitions on state and unitary complexity
were given allowing to derive rigorous mathematical results on the number of highly
complex states and the rate of complexity growth.
5.3 Future directions
The first law of complexity provides a new approach to investigate holographic com-
plexity and in particular, to build a concrete bridge to standard approaches to circuit
complexity. While we focussed on the complexity=volume (1.1) and complexity=action
(1.2) proposals, the same approach could also be used to investigate the complex-
ity=spacetime volume conjecture [8]. Further, our derivation in section 2.2 assumed
that complexity is defined with Nielsen geometric approach, however, the complexity
is similarly defined in terms of an extremization procedure for the Fubini-Study ap-
proach of [58] and for the path integral optimization procedure of [143–146]. Hence
our approach should be useful to investigate these directions as well. In this respect
it would also be interesting to explore other state-dependent measures, such as the
F〈H2〉 ≡
√〈ψ(s)|H(s)2|ψ(s)〉, which was argued to provide a tighter bound on circuit
complexity with respect to the cost functions considered in this work [65, 76]. In the
present paper, we considered coherent state excitations of a real massive scalar field on
the (global) AdS vacuum, but the same ideas can be applied for arbitrary matter fields
and different quantum states allowing a good classical bulk description.
Our holographic calculations focused on conformal dimensions ∆ > d
2
, however,
this leaves the window d
2
− 1 ≤ ∆ ≤ d
2
, which is still compatible with unitarity in the
boundary theory. The present analysis needs to be extended for this range because we
found that new divergences appear in both δCA and δCV. At present, it is not clear if
these divergences are simply a technical challenge requiring a new treatment,38 or if the
first law produces qualitatively new behaviour in this regime. Of course, this presents
interesting questions for further study.
In section 5.2, the effect of linear gravitational perturbations on global AdS for δCV
was already briefly discussed. Consider the same problem for perturbations around
spherically symmetric AdS black holes. In the absence of matter, the gauge-invariant
analysis of the required metric perturbations was performed in [147]. As before, only
scalar zero mode spherical harmonic perturbations give rise to a non-vanishing first
order δCV. By Birkhoff’s theorem, these perturbations change the mass of the black
38For example, the alternate quantization for the corresponding bulk scalars, e.g., see [119, 120],
might suggest that the WDW action requires additional boundary terms involving the bulk scalar.
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hole. Hence, it follows
δCV ∝
(∫ ∞
r′h
rd−2√
f
dr −
∫ ∞
rh
rd−2√
f0
dr
)
(5.3)
where
f(r) = f0(r)− 2δM
rd−3
= 1 +
r2
L2
− 2(M + δM)
rd−3
, (5.4)
and rh and r
′
h refer to the black hole event horizon of the initial and perturbed black
holes, respectively. Working with large black holes, e.g., rh  L, and using the com-
plexity=volume results in [20]
δCV ≈ k˜d δSBH , (5.5)
where we used the same notation as in [20]. That is, k˜d is an order one coefficient
depending on the spacetime dimension, SBH is the black hole entropy and we neglected
a subleading piece due to rh  L. The standard first law of black hole mechanics
allows to equivalently write this as39
δCV ≈ k˜d δM
TBH
. (5.6)
Hence these calculations may be useful in developing a thermodynamic understanding
of the first law of complexity. Preliminary calculations using the results in [137] suggest
a similar result can be derived for δCA. It would be interesting to fully develop this line
of investigation.
In the context of black holes, the connection between complexity and holography
was originally made through the time evolution of chaotic systems. Hence it is natural
to ask if the first law, i.e., complexity variations, might be a useful probe of the latter
time evolution. To be more precise, consider a target state |ΨT〉 and some perturbed
state |ΨT + δΨ〉 = O |ΨT〉 obtained by the action of some local operator O. If H is
the hamiltonian of the system, we could examine the time evolution of the complexity
variation between the two states, i.e.,
∆C(O) ≡ C [e−iHtO |ΨT〉]− C [e−iHt |ΨT〉] (5.7)
and ask how this encodes information on the operator growth due to the time evolution
O(−t) = e−iHtO eiHt. This line of reasoning was discussed for small perturbations in
[76, 148], based on earlier work [65], and more recently in [149] in connection to the
momentum/complexity duality using the conjecture=volume [41, 65, 135, 150].
39As above, this assumes δVδX + δVδcutoff do not contribute.
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Finally, it would also be interesting to study the first law of complexity for mixed
states. In particular, the purification complexity, defined in [46, 69], is the minimal
complexity of all purifications of the mixed target state. Hence, one possibility is to
study the effect on this minimization procedure due to a small perturbation in the
mixed state. In [151], an alternate approach was proposed extending the Fubini-Study
method to compute mixed state complexity. It should be possible to apply our methods
to examine the first law of complexity in both situations.
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A No contributions to CA from the caustics
We show the caustics at the tip of the WDW patch do not contribute any additional
term to the action (3.33).
This question was studied in [20] for vacuum AdS solutions by regularizing this tip
cutting it with a spacelike surface, as schematically depicted in figure. 13. After this
regularization, the boundary of the WDW patch includes this new spacelike boundary
together with a joint piece, where the null boundary of the WDW patch and the new
spacelike hypersurface meet. It is the corresponding GHY and joint action terms that
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Figure 13. The caustic of the WDW and its regularization obtained with a spacelike hyper-
surface. The location of the hypersurface is such that the corresponding spacelike boundary
of the WDW extends for a length t in the radial direction.
must be added to retain a good variational principle [17] that we compute below,
following the same procedure described in [20]. For simplicity we only consider the
future tip of the WDW patch, but the same analysis and conclusion goes through for
the past tip of the WDW patch. Working in our perturbative set-up, the normalized
outward directed normal to the hypersurface at constant t is
sµdx
µ =
L
cos ρ
(
1 +
1
2
ε2(a2 − 2b2)
)
dt . (A.1)
The corresponding GHY term yields
IGHY =
1
8piGN
∫
t=const
ddx
√
|h|K = ε
2
16piGN
∫ t
0
dρ dΩd−1Ld−1 tand−1 ρ ∂ta2 . (A.2)
This is O(ε2), in agreement with [20], since the extrinsic curvature vanishes for vacuum
AdS. We introduced the parameter t to indicate the radial size of the spacelike region
arising from the regularization procedure. The regularity conditions (3.9) imply ∂ta2 ∼
O(ρ2) close to the origin. It follows IGHY → 0 when the regulator of the caustic is
removed, i.e., for t → 0.
The additional joint piece equals
Ijt =
1
8piGN
∫
joints
dΩd−1
√
σ ajt with ajt = ζ log |kµsµ| (A.3)
ζ is a sign that will turn out to be irrelevant for the present discussion, kµ is the null
normal vector to the null WDW boundary given in (3.26) and sµ is the vector associated
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to the normal (A.1). It follows
kµs
µ = cos ρ
(
−1 + ε
2
2
(a2 − 2b2)
)
, (A.4)
and the joint piece yields
Ijt =
ζ
8piGN
∫
joint
dΩd−1 Ld−1 tand−1 ρ
[
log cos ρ− ε
2
2
(a2 − 2b2)
]
(A.5)
The first term corresponds to the vacuum AdS value. As in [20], this term goes to zero
when evaluated at the joint , i.e., for ρ = t → 0. The second conclusion holds for the
ε2 term since the regularity conditions (3.9) determine a2 ∼ O(ρ2) and b2 ∼ O(1) at
the origin.
B UV cutoffs and vacuum CA
The evaluation of the holographic complexity δCA(Σ) in (3.38) includes the term δIδcutoff
due to the change of the radial location of the AdS boundary regulator surface. In this
appendix, the relation between the global AdS cutoff ρ and the perturbed cutoff pert is
derived. Then, the contribution δIδcutoff is evaluated, explicitly showing that it vanishes
when the cutoff is removed.
B.1 Matching of cutoffs
The matching of the cutoffs requires an (asymptotic) change of coordinates in the
perturbed metric
ds2 =
L2
cos2 ρ
[
− (1 + ε2(a2 − 2b2)) dt2 + (1− ε2a2) dρ2 + sin2 ρ dΩ2d−1] (B.1)
to match the radial structure of the metric with the standard Fefferman-Graham ex-
pansion. For vacuum AdS, this just amounts to a redefinition of the radial variable in
(B.1). For our current purpose, it will suffice to bring the perturbed metric (B.1) to
the “almost Fefferman-Graham” form
ds2 =
L2
cos2R
[
gTT (T ,R)dT
2 + dR2 + gΩΩ(T ,R)dΩ
2
d−1
]
(B.2)
and to match the radial cutoff in the R coordinate with the vacuum AdS one.
It is natural to look for such diffeomorphism perturbatively in ε
t = T + ε2t2(T ,R) + . . .
ρ = R + ε2ρ2(T ,R) + . . .
(B.3)
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where the ellipsis indicate higher order terms in the ε expansion. Plugging these into
(B.1), the leading order terms are
ds2 =
L2
cos2R
{
− dT 2 + dR2 + sin2RdΩ2d−1
+ ε2
[
− (a2 − 2b2 + 2∂T t2 + tanR ρ2) dT 2 + tanR ρ2 dΩ2d−1
+ 2 (∂Tρ2 − ∂Rt2) dTdR + (−a2 + 2∂Rρ2 + 2 tanR ρ2) dR2
]}
.
(B.4)
Requiring the last two terms to vanish, determines
ρ2(T ,R) =
1
2
cosR
∫ R
pi/2
dr
a2(T , r)
cos r
,
t2(T ,R) =
∫ R
pi/2
dr ∂Tρ2(T , r) =
1
2
∫ R
pi/2
dr cos r
∫ r
pi/2
dr˜ ∂T
a2(T , r˜)
cos r˜
.
(B.5)
Notice integration constants were conveniently fixed to match the AdS boundary.
Matching the vacuum AdS and perturbed metric cutoffs corresponds to impose
pi/2− pert = pi/2− ρ + ε2ρ2(t, pi/2− ρ) (B.6)
or, equivalently, the relation between both cutoffs ρ and pert is given by
pert = ρ
(
1 +
1
2
ε2a2(t, pi/2− ρ)
)
. (B.7)
B.2 Vacuum CA
We review the calculation of the CA for global AdS originally performed in [20], but
including the counterterm Ict, so that the full CA consists of
Ivac = IEH + IGHY + Ijt + Iκ + Ict , (B.8)
evaluated on the WDW patch anchored at the boundary time tΣ and bounded by the
null geodesics t±(ρ) = tΣ ± (pi/2− ρ) in (3.25).
Using the on-shell relation R0 = −d(d+ 1)/L2, the EH term equals
IEH =
1
16piGN
∫
WDW
dd+1y
√
|g0|
[
R0 + d(d− 1)
L2
]
= −d Vol Ωd−1L
d−1
8piGN
∫ pi/2−ρ
0
dr
∫ tΣ+(pi/2−ρ)
tΣ−(pi/2−ρ)
dt
tand−1 ρ
cos2 ρ
= −d Vol Ωd−1L
d−1
8piGN
∫ pi/2−ρ
0
dρ 2 (pi/2− ρ) tan
d−1 ρ
cos2 ρ
= − d
d− 1
Vol Ωd−1Ld−1
4piGN
1−dρ + . . .
(B.9)
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where we only kept the dominant contribution in the cutoff ρ, which is enough for our
purpose.
Using the extrinsic curvatureK0 =
d−1+sin2 ρ
L sin ρ
of the AdS boundary regulator surface,
the dominant contribution to the GHY term equals
IGHY =
1
8piGN
∫
regulator
ddx
√
|h0|K0
=
Vol Ωd−1Ld−1
8piGN
∫ tΣ+(pi/2−ρ)
tΣ−(pi/2−ρ)
dt
tand−1 ρ
cos ρ
d− 1 + sin2 ρ
sin ρ
∣∣∣∣
ρ=pi/2−ρ
= d
Vol Ωd−1Ld−1
4piGN
1−d + . . .
(B.10)
The counterterm Iκ vanishes since κ = 0 for the affine parameterization used to
describe the null boundaries of global AdS. Using a0,jt = − log |n0,µkµ0 | for the normals
(3.26) and (3.31), the dominant contribution to the joint term equals
Ijt =
1
8piGN
∫
joints
dd−1x
√
σ a0,jt
= −Vol Ωd−1L
d−1
8piGN
tand−1 ρ log cos ρ
∣∣∣∣
ρ=pi/2−ρ
= −Vol Ωd−1L
d−1
8piGN
d−1ρ log ρ + . . .
(B.11)
Finally, using Θ0 =
(d−1)
L
cos ρ
sin ρ
, the dominant contribution to the gravitational countert-
erm equals
Ict =
1
8piGN
∫
∂WDW
ds dd−1Ω
√
γΘ0 log(`ctΘ0)
=
Vol Ωd−1Ld−1
8piGN
1−dρ
(
1
d− 1 + log
`ct(d− 1)
L
+ log ρ + . . .
) (B.12)
Summing all contributions
Ivac =
Vol Ωd−1Ld−1
8piGN
1−dρ
(
2(d− 1)− 1
d− 1 + log
`ct(d− 1)
L
+ . . .
)
(B.13)
reproduces the result in [20] together with the dependence on the arbitrary scale `ct
introduced by the gravitational counterterm. This reproduces the result (3.41) in the
main text.
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C Globally vs locally minimizing geodesics
An essential assumption in our derivation of the first law of complexity (2.25) was
that the optimal trajectories form a smooth continuous family xa(s, z) as we vary the
parameters (i.e., z) characterizing the target state. In particular, we assumed that
with a small perturbation of the target state, the optimal circuit preparing the new
state remains close to the original optimal circuit. In this appendix, we first investigate
this assumption for cost functions described by Riemannian metrics. Afterwards we
construct a simple model to illustrate how with Nielsen’s geometric approach, which
effectively applies fractional gates, the circuit space is smoothed relative to that found
by applying on discrete gates – this point was discussed at the end of section 2.1.
C.1 Conjugate points and globally minimizing geodesics
Consider the subset of circuit complexities (2.13) with cost function described by a
Riemannian metric gab(x), e.g., the F2 and the κ = 2 cost functions in eqs. (2.6) and
(4.36), or also the Fubini-Study method to define complexity [58, 68]. This restriction
allows us to borrow standard results on geodesic variations in Riemannian geometry,
e.g., see the textbooks [152, 153].
The deviation between geodesics in Riemannian geometry is described by a vector
V satisfying the geodesic deviation equation
D2V µ
∂s2
= RµνρσT
νT ρV σ . (C.1)
Here, s is an affine parameter, T is the tangent vector to the original geodesic and
D/ds = T µ∇µ denotes the directional covariant derivative. This equation is equivalent
to (2.23) in the main text, also known as Jacobi equation. We refer to its solutions as
Jacobi fields.
Consider now manifolds with constant sectional curvature K. Using the property
RµνρσT
νT ρJσ = KJµ (C.2)
where J = V ⊥ corresponds to the perpendicular component of V along the tangent vec-
tor T , the projection of the geodesic deviation (C.1) along this perpendicular direction
gives rise to
D2J
∂s2
+KJ = 0 =⇒ J(s) =

w(0)√
K
sin(
√
Ks), K > 0 ,
w(0)s , K = 0 ,
w(0)√−K sinh(
√−Ks), K < 0 ,
(C.3)
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with boundary conditions J(0) = 0, J˙(0) = w(0).
The mathematical analysis of the geodesic deviation equation (C.1) allows to reach
a first important conclusion in the discussion of locally length extremizing geodesics
vs globally minimizing ones: a necessary condition for a geodesic to have globally min-
imizing length is the absence of conjugate points along it.40 The relevance of Jacobi
fields and conjugate points for quantum circuit complexity was originally discussed by
Dowling and Nielsen [10].
As a well-known example, consider geodesics on a n-sphere, as shown in figure
14. Take the south pole R as the initial point of the geodesic and T as its endpoint,
R R′ T′ 
R′ ′ 
T
R′
R
T
T′
Figure 14. The geodesic RT ′ contains the point R′, which is conjugate to R. One can find
the blue curve has a shorter length than the geodesic RR′T ′ because we can make the curve
RR′′R′ have the same length as that of RR′. One can apply this to the perturbed geodesic
RT ′ from an original geodesic RT and then the perturbed geodesic is not even locally length
minimizing. The right figure is an example of the theorem in the case of a sphere. The north
pole R′ is the conjugate point to the south pole R.
representing respectively the reference and target state, |ΨR〉 and |ΨT〉 in section 2. The
geodesic connecting these points is a portion of a great circle. Identify the perturbed
target state |ΨT + δΨ〉 with the point T ′. Assuming the shortest geodesic lies near the
original RT , one would identify the new optimal trajectory as RTT ′. However, there
exists a shorter path, the globally minimizing one, corresponding to RT ′ in figure 14.
The n-sphere example is a particular case of the theorem in Riemannian geometry
(see Theorem 12.11 in [152] and also [153, 154] for more details)
40If a nontrivial Jacobi field J along a geodesic PQ vanishes at point P and another point P ′ at the
interior of geodesic, we call P ′ a conjugate point to P .
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Theorem 1. If a geodesic contains the conjugate point to its initial point, then it is
not a length minimizing one.
This theorem implies that a geodesic is locally length minimizing iff it has no
conjugate points along it. Hence, given any geodesic, the first task is to determine
whether it contains conjugate points. For example, in the n-sphere discussion, the
curve RTT ′ passes through the north pole, which is conjugate to the south pole, and
indeed there exists a shorter RT ′ geodesic in such situation.
The appearance of conjugate points is strictly related to the sectional curvature of
the manifold. Indeed, from the Jacobi eq. (C.3), we see that manifolds with positive
sectional curvature -such as the n-sphere- do have conjugate points, that is two zeroes
of J(s). On the contrary, the geodesics in manifolds with only non-positive sectional
curvature do not have conjugate points and thus are always locally length minimizing.
The existence of conjugate points is fairly generic in Nielsen’s geometric approach to
circuit complexity. It is in fact proven by Milnor [155] that any unimodular Lie group41
with left or right invariant metric must contain strictly positive sectional curvature, if it
is not completely flat. It thus follows that these geometries generically have conjugate
points. This situation arises for instance in the studies of qubits or fermions associated
with the special unitary group. See [96] for a recent discussion on circuit complexity
and conjugate points in manifolds associated with SU(2N).
Let us now consider the geodesics of this work. These are defined on R2N o
Sp(2N ,R) group manifolds, and given the semi-product of a semi-simple Lie group
and abelian group is also unimodular, for generic perturbations they will have conju-
gate points. In other words, we can not make all the geodesics in this manifold to be
locally length minimizing. However, it was found in [68] that the simple hyperbolic
geometry
ds2 = dy2 + e−2ydu2 , (C.4)
with K = −1, effectively captures the geometry of circuit complexity for perturbations
from the vacuum to coherent states with vanishing conjugate momentum expectation
value. This two-dimensional hyperbolic geometry indeed originates from affine trans-
formations, which is an example of non-unimodular group. Given that all relevant
geodesics for coherent states lie in such hyperbolic submanifold, it follows from (C.3)
that there are no conjugate points, and thus all geodesics on this special surface are
locally length minimizing. Of course, we stress we can not claim the absence of conju-
gate points in the full manifold of Lie group R2N o Sp(2N ,R). It is in fact only proven
41A group with both left-invariant and right -invariant Haar measure is called unimodular. For
example: Abelian groups, finite groups, compact Lie groups and semi-simple Lie groups are all uni-
modular.
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that on a complete Riemannian manifold with a non-positive sectional curvature, there
are no conjugate points (Cartan-Hadamard theorem [153]).
The previous argument explains the absence of conjugate points in the specific
geodesic perturbations considered in this work. However, this is not sufficient for them
to be globally minimizing since the topology of the manifold can also play a role. For
example, a torus (S1×S1) with completely flat metric has no conjugate points, but any
pair of points can be connected by infinite geodesics which have different lengths and
belong to different homotopy classes. Obviously most of them are not global length
minimizing. In the next subsection C.2, we take a simpler example on a circle (S1) and
discuss the effect of taking a continuum limit, like the one used in Nielsen’s geometry,
in the presence of non-trivial topology.
C.2 Smoothness of complexity
As discussed at the end of section 2.1, if we consider discrete gates as in standard
complexity models discussed in quantum information, our assumption on the exis-
tence of a smooth continuous family of optimal circuits xa(s, z) typically fails. That
is, the discrete nature of such complexity models may produce wildly different com-
plexities for nearby states, and correspondingly these states are prepared by dissimilar
circuits. However, within Nielsen’s geometric approach, the unitary circuits (2.2) are
effectively constructed with arbitrary fractional gates. This approach generally gives
rise to smooth complexity functions over the space of target states. We would now like
to illustrate this point with a simple model.
Let us begin with quantum mechanics on a circle and focus on δ-function localized
states at particular angles, i.e., |θ〉. Choose the reference state |ψR〉 = |0〉 and ask for
the complexity of the target state |ψT〉 = |θT〉 using a single gate which rotates by an
angle ∆θ, i.e., g = exp[iˆ`∆θ] with ˆ` = −i∂θ. To parallel the Nielsen approach more
closely, we allow for the application of the inverse gate g−1 as part of the circuits.
Now there may not be any such circuit that yields precisely the desired target state.
However, in order to approximate a generic θT, we first choose ∆θ to be an irrational
fraction of 2pi, making the gate set universal. Second, we introduce a tolerance 
declaring the circuit gm achieves the preparation of the requested target state |θT〉
whenever the state |m∆θ〉 = gm|0〉 satisfies
|θT + 2pin−m∆θ| ≤  , (C.5)
where m and n may be either positive or negative integers (or zero).42 By definition,
42In principle, one might also consider general circuits composed of g and g−1 separately, e.g.,
gm1(g−1)m2gm3(g−1)m4gm5(g−1)m6 · · · , however, it is clear that they will never be optimal.
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the complexity is simply
C(|θT〉) = Min |m| = Min |θT + 2pin|
∆θ
, (C.6)
the minimal (integer) number of times g must be applied to produce the desired target
state.
Figure 15 illustrates the complexity for a specific choice of the parameters, i.e.,
∆θ = pi√
2
and  = pi
100
. One can see that the complexity landscape is very rough,
characterized by plateaus of width roughly 2 separated by sharp spikes. Of course,
the circuits associated with these plateaus and spikes are all very different. Hence
if we consider a small perturbation of some target state |θT〉 → |θT + δθ〉, we may
find that the complexity of the perturbed state, and the corresponding circuit, jumps
enormously.43
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Figure 15. The complexity (blue) for δ-function states on a circle evaluated with the follow-
ing parameters: gate angle ∆θ = pi√
2
and tolerance  = pi100 . The right panel shows more detail
for the region pi4 ≤ θT ≤ pi2 . The complexity landscape is characterized by plateaus of width
roughly 2 separated by sharp spikes. For contrast, the red line represents the complexity
(C.8) (times a factor of 50!) evaluated using a continuous circuit model.
The origin of the sharp transitions above is the discrete nature of the underlying
circuits, i.e., we only ever apply g an integer number of times. Now we want to show
that continuous circuits, analogous to those (2.2) constructed in the main text, will
smooth out this rugged complexity landscape. The continuous Hamiltonian in eq. (2.2)
for the present problem would take the form
H(s) ≡ Y (s)O with O = −ˆ`∆θ , (C.7)
43Of course, in the cases where the complexity does not jump, it will instead not change at all! That
is, if |θT〉 and |θT + δθ〉 sit on the same plateau, then δC = 0. This simply emphasizes that the first
law is really only a concept that should be considered in the context of Nielsen’s geometric approach.
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where the control function Y (s) takes real values. Choosing the F1 cost function (2.6),
the corresponding complexity is
C(|θT〉) =
{
θT
∆θ
for 0 ≤ θT ≤ pi ,
2pi−θT
∆θ
for pi ≤ θT ≤ 2pi .
(C.8)
This function (multiplied by a factor of fifty) is plotted with the red lines in figure 15.
Of course, the distinguishing feature is that with real Y (s), we are effectively inserting
arbitrary fractional versions of the gate g in the continuous circuits. Hence we can
always prepare the desired target state, without any need for tolerance. Further, this
approach greatly reduces the complexity of a typical state. In particular, as the state
evolves along the circuit, it never winds around the circle many times as in the discrete
case.44 We expect this smoothing, due to the use of continuous unitaries, to be a generic
feature when applying Nielsen’s geometric approach for states in quantum field theory
or holography.
We finish this discussion pointing out that even for the continuous circuits, the
complexity is not ‘smooth’ at θT = pi (as well as at θT = 0). That is, the complexity
is continuous but the first derivative jumps sharply here. This sharp feature arises
because the space of unitaries has nontrivial topology.45 That is, we are considering
rotations on a circle where the two points separated by 2pi are identified, e.g., θT = 0, 2pi
are identified. Indeed, the optimal circuit for both perturbed states |pi ± δθ〉 is not a
small variation, since |pi − δθ〉 uses the control function Y (s) = (pi−δθ)/∆θ to build the
optimal circuit, whereas the state |pi + δθ〉 requires Y (s) = −(pi − δθ)/∆θ. Notice, the
second state could have been prepared using the cost function Y (s) = (pi+δθ)/∆θ, but
this is not optimal. Hence, a small perturbation of the target state in the vicinity of θT =
pi produces a small variation in the complexity, but the change in the minimal circuit
due to the variation Y (s) is large. This example shows that assuming the perturbed
circuit remains close to the original one, even within Nielsen’s geometric formulation,
may fail at special points when the space of unitaries has nontrivial topology.
D Geodesics for simple states
In this section we show how to find the distance using the cost functional (4.51) for
some simple target states. In particular, we start by focusing on target states with
44In general, for the discrete complexity model, we expect the ‘average’ complexity will decrease as
∆θ decreases, but it will increase when  is decreased.
45It also reflects the choice of the F1 cost function. For example, the complexity would be smooth
at θT = 0, pi if one chose the κ = 2 cost function (4.36).
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perturbatively small excitation for one mode only. That is, 〈φˆ~k〉 =
√
2
ω~k
εa~k and 〈pˆi~k〉 =√
2ω~k εb~k with all other first moments vanishing. Concretely, we want to find the
distance between
U(s = 0) = I and U(s = 1) =
(
1 uTT
0 U˜RT
)
, (D.1)
where
U˜RT = diag
(√
ω~n/µ,
√
µ/ω~n
)
, uT~k =
(
0, · · · ,
√
2
ω~k
ε a~k, · · · ,
√
2ω~k ε b~k, · · · , 0
)
,
(D.2)
as given by the distance functional (4.51)
Dκ=2(U) = 1
4
∫ 1
0
ds
∑
I
(
χ2I Tr
(
∂sU(s)U
−1(s)MTI
))2
. (D.3)
By the arguments of section 4.1 of [68], it is possible to show that the optimal
geodesic remains perturbatively close to the submanifold
U(s) =
(
1 uT (s)
0 U˜diag(s)
)
, (D.4)
where
U˜diag(s) = diag
(
ey~n(s), e−y~n(s)
)
, uT (s) =
(
0, · · · ,u(s)~k, · · · , v(s)~k, · · · , 0
)
. (D.5)
To do this, we consider small perturbations from these types of trajectories
Uˆ = U + η δU , with δU =
(
0 δuT
0 Z
)
, (D.6)
where δu has zero ~k-th components and Z is off-diagonal. For very small η, the order
η terms in the cost function (D.3) vanish, leaving out the possibility of having source
terms for the δU components, allowing to consistently set δU = 0 in the equations of
motion (for more details, refer to section 4.1 of [68]). We therefore look at trajectories
of the form (D.4).
For these trajectories, the cost function (D.3) reduces to
Dκ=2(U) =
∫ 1
0
ds
(∑
~n
y˙2~nχ
2
φ~nφ~n
+ e−2y~k u˙2~k
χ20pi~k
2
+ e2y~k v˙2~k
χ20φ~k
2
)
, (D.7)
– 95 –
The normalization constants come from the fact that the coordinates y~n are associated
with Mpi~nφ~n , u~k with M0φ~k , and v~k with M0pi~k , defined in (4.26) and (4.33)
χφ~nφ~n = 1 , χ0φ~k = f
−1
~k
, χ0pi~k = f~k . (D.8)
This metric corresponds to the square of the metric of RN−1 together with a three
dimensional geometry given by the ~k terms. One can treat the two parts of the metric
separately. Minimizing the RN−1 part corresponds to finding the ground state circuit
for the set of modes ~n 6= ~k, with complexity ∑~n6=~k (log√ω~n/µ)2 (see eq. (4.59)).
We will therefore focus on solving the three dimensional part of the metric associated
with the ~k terms. Dropping for compactness the subscript ~k, we are interested in the
distance
Dκ=2(U) =
∫ 1
0
ds
(
y˙2 +
f 2
2
e−2y u˙2 +
1
2f 2
e2yv˙2
)
(D.9)
with initial conditions
y(0) = u(0) = v(0) = 0 , (D.10)
and final conditions
y(1) = log
√
ω~k
µ
u(1) =
√
2
ω~k
ε a~k , v(1) =
√
2ω~k ε b~k . (D.11)
The first integrals of the equations of motions derived from (D.9) read
e−2yu˙ = c1 ,
e2yv˙ = c2 ,
y˙ =
1
2f 2
c2 v − f
2
2
c1 u+ c3 ,
(D.12)
where c1, c2 and c3 are integration constants.
These equations can be solved perturbatively in ε. By inspection, one can check
that up to order ε3 the following perturbative expansion is compatible with the equa-
tions of motion
y(s) = y(0)(s) + ε
2y(2)(s) + · · · ,
u(s) = εu(1)(s) + · · · ,
v(s) = εv(1)(s) + · · · .
(D.13)
and
c1 = ε∆u+ . . . ,
c2 = ε∆v + . . . ,
c3 = ∆y + ε
2δy + . . . .
(D.14)
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At leading order, the only equation is
y˙(0) = ∆y , (D.15)
which imposing the boundary conditions integrates to
y(0) = s log
√
ω~k
µ
, with ∆y = log
√
ω~k
µ
. (D.16)
The first order equations of motion for u and v are
u˙(1) = e
2y(0)∆u = e2∆y s∆u ,
v˙(1) = e
−2y(0)∆v = e−2∆y s∆v .
(D.17)
Integrating and imposing the boundary conditions, we find
u(1) =
∆u
2∆y
(
e2∆y s − 1) = (ω~k/µ)s − 1
ω~k/µ− 1
√
2
ω~k
a~k ,
v(1) =
∆v
2∆y
(
1− e−2∆y s) = 1− (µ/ω~k)s
1− (µ/ω~k)
√
2ω~kb~k ,
(D.18)
which corresponds to having fixed the integration constants to
∆u =
2∆y
e2∆y − 1
√
2
ω~k
a~k =
log
ω~k
µ
ω~k
µ
− 1
√
2
ω~k
a~k ,
∆v =
2∆y
1− e−2∆y
√
2ω~k b~k =
log
ω~k
µ
1− µ
ω~k
√
2ω~k b~k .
(D.19)
Having solved u(1) and v(1), we can proceed to integrate the equation for y(2)
y˙(2) =
1
2f 2
v(1)∆v − f
2
2
u(1)∆u+ δy (D.20)
to find
y(2) =
∆u2f 2
8 ∆y2
(
1− e2∆y s + (e2∆y − 1)s)+ ∆v2
8f 2 ∆y2
(
e−2∆y s − 1 + (1− e−2∆y)s) ,
(D.21)
where the integration constant δy has been fixed to
δy =
∆u2f 2
8 ∆y2
(
e2∆y − 1)+ ∆v2
8 f 2∆y2
(
1− e−2∆y)− ∆u2f 2 + ∆v2f−2
4∆y
. (D.22)
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Given the perturbative solution, we expand the distance to O(ε2)
Dκ=2(U) =
∫ 1
0
ds
[
y˙2(0) + ε
2
(
2 y˙(0)y˙(2) +
f 2
2
e−2y(0)u˙2(1) +
1
2f 2
e2y(0) v˙2(1)
)
+ · · ·
]
= ∆y2 + ε2
(
2 ∆y δy +
∆u2f 2
2
+
∆v2
2f 2
)
+ · · ·
(D.23)
and noticing
2 ∆y δy +
∆u2f 2
2
+
∆v2
2f 2
=
log
ω~k
µ
ω~k − µ
(
µ
ω~k
f 2a2~k + ω
2
~k
b2~k
f 2
)
(D.24)
we have
Dκ=2(U) =
(
log
√
ω~k
µ
)2
+ ε2
log
ω~k
µ
ω~k − µ
(
µ
ω~k
f 2a2~k + ω
2
~k
b2~k
f 2
)
+ · · · (D.25)
All in all, adding back the contribution from the RN−1 part, one gets
Cκ=2 =
∑
~n
(
log
√
ω~k
µ
)2
+ ε2
log
ω~k
µ
ω~k − µ
(
µ
ω~k
f 2~ka
2
~k
+ ω2~k
b2~k
f 2~k
)
+ · · · . (D.26)
which is consistent with the result in eq. (4.68) for a~k = |α~k| cos θ~k, b~k = |α~k| sin θ~k.
When more than one mode is excited, the O(ε2) contributions to the distance
remain unentangled and the generalization of eq. (D.7) is
Dκ=2(U) =
∫ 1
0
ds
∑
~n
y˙2~nχ
2
φ~nφ~n
+
∑
~k
e−2y~k u˙2~k
χ20pi~k
2
+ e2y~k v˙2~k
χ20φ~k
2
 , (D.27)
where ~n runs over all modes and ~k runs only over excited modes. The distance of these
geodesics is then obtained with a straightforward generalization of the single mode case
Cκ=2 =
∑
~n
(
log
√
ω~k
µ
)2
+ ε2
∑
~k
log
ω~k
µ
ω~k − µ
(
µ
ω~k
f 2~ka
2
~k
+ ω2~k
b2~k
f 2~k
)
+ · · · . (D.28)
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