Course Details The students belonged into three groups depending on their year class and on lab room availability. Two groups (79 and 82 students) belonged to the 2010 course and the remaining students were placed in a single group during the 2011 course. Thus, three different graphs were built to ease the analysis process and obtained different group-level measurements for all the students involved in this study. Students signed a collaboration agreement including privacy clauses about their data and specific information on what was going to be analysed.
Communication Channels In one-to-many communication mechanisms (e.g. a post in Moodle), the interaction count was increased only if the post received an answer. All students, but one (who was excluded from the study), were frequent Facebook users (daily utilisation: 1.5±0.9hours/day; average number of friends in Facebook: 142±85). Table 3 reveals that the Chat and Moodle were the main elements employed by the students for communicating during off class hours.
We transformed interaction data into a network by defining an undirected edge as an exchange of messages between two nodes, such that each party originated at least one message to the other. We also kept track of the number of interactions that took place over a given connection. The average age of the students was 18.5 ± 0.8 years, 65.51% were women. There is a wide spectrum of network analysis techniques that can be used (see [4] , for instance). We focused on classic network analysys tools and several more recent metrics as well.
Interaction Classification An interaction between students i and j was classified as persistent if the contact occurred at least twice per week. This definition tries to convey the importance of reciprocity as an indicator of mutual interest and value extracted from the interaction.
Data Degree Distribution The average degree per day (assuming 5 working days only) was (4.45,4.3, 0.29) for high, (2.35, 2.41, 0.28) for mid and (0.45, 0.54, 0.18) for low scoring students. The first element in the triplet is the mean, the second is the median and the third is the standard deviation during 12 weeks. Figure 3A shows how the number of connections varies per day in a given week for all three groups. Figure 3B shows the number of communication events per day is (9.57, 9.68,1.10) for high, (4.65,5.5,0.53) for mid and (0.74,0.6,0.31) for low scoring Figure 1 : Effects of normalising Shannon's entropy to the degree (k) or to the log(k) so as to compensate for Shannon's potential correlation with degree.
students. Figure 5 shows the cumulative probability distribution of the degree and the number of communication events.
Attendance and Evaluation Students were required to hand out the results of a practical assignment that they could develop independently from their own computers or in the Lab with the assistance of the professors. While attendance to the Lab was not mandatory, handing out every assignment in time was obligatory. Figure 3C shows an estimation of attendance or engagement of students in the course, given as the number of login times per week in any of the available tools for the course (including their Linux account in the Lab). Attendance increased in the first weeks maybe due to a higher engagement of students (only a few logins are done in the first weeks to get to know the system) and also since the difficulty of the assignments increased with time, requiring more logins into the online support systems of the course.
Since the assignments were based on using different software packages they were essentially independent (not transferable skills from one into the next). Each individual assignment was rated and students were given official scores for it two-three weeks after they delivered it in order to avoid low performance students from getting disappointed early in the course. However, the main pitfalls found in evaluating the assignments were published one week after handing out their assignments, for them to be able to identify and fix previous errors.
Data Anonymisation Student IDs were obscured and randomly re-arranged so that the data analyser could not track a student's identity. Each recorded interaction was assigned an ID in each of the employed systems. This timestamp-based ID was replaced by random, unique identifier for the different systems employed in this study. While deductive disclosure is always a possibility with logged interaction data, this provided adequate blinding.
Diversity Metrics
We used several measures of the diversity in an individual's social network, including topological diversity, assortativity, and structural holes. We characterised the nature and diversity of interaction ties within an individual's social network. Specifically, we used Shannon's entropy as a building block for our diversity metrics (H(i) = − k j=1 p ij log(p ij )), where k is the number of i s contacts and p ij is the proportion of i s total interaction volume that involves j, or p ij = , where k is the number of i s contacts (degree) [5] .
Grouping Metrics
The correlations between properties of adjacent network nodes are known in the ecology and epidemiology literature as "assortative mixing". If a node tends to establish edges with nodes that present some similarity with it (scoring groups in our setting), then they are said to present an assortative mixing, otherwise it is a disassortative mixing. In our directed network some rules are satisfied: ij e ij = 1; j e ij = a i ; i e ij = b j , where e ij is the fraction of edges that connect a vertex of type i to another of type j and a i and b i are the fraction of each type of end of an edge attached to vertices of type i. The assortativity coefficient is defined as:
(see [1] for more details).
"Rich club" Connectivity Following [2, 3] , students were sorted by decreasing number of links (connections). The node rank r denotes the position of a node on this ordered list. The "rich club" was defined, for the purpose of this study, as nodes with rank less than r max (e.g. 7 %). The "rich club" connectivity φ(r) is defined as the ratio of the total actual number of links to the maximum possible number of links between members of the top scoring "rich club".
Principal Component Analysis After subtracting the mean value for each dimension, we calculated the covariance matrix for three dimensions: number of connections, interactions and the calculated topological diversity. We found that the eigenvalue proportions were 0.3 for all three eigenvalues.
Temporal Analysis
We first normalised the number of total interactions of the three courses to their respective maximum value of all weeks, in order to obtain a representative trace of the temporal course of the appearance of interactions. Then, we plotted the percentage of persistent interactions for all three groups of students as a function of time. We fitted these curves with a sigmoid function y =
, where c represents the slope of change and b the midpoint where approximately 50% of the maximum value is reached. See the obtained results in Table 2 . For error minimisation we set a, b and c to the lowest sum of squared absolute error, resulting in a value that was consistently lower than 0.026.
Information Cascades Students were highly encouraged to use a systematic naming mechanisms for their files (First author name, year, 4-5 first words of the title). We employed data from Moddle and the collaborative workspace and an automated mechanism (bash script) to recursively determine the files in the HOME directory for each user. From this information we created a subgraph, where students are the nodes and links represent the "transfer" of a file from a user's account to another's. A directed student to student edge is weighted with the total number of links occurring between documents in source student and documents in the HOME of the destination student. Associated with each document is also the time, so we labelled the edges with the time difference δ between the appearance of the document in the HOME of the source and the destination. Let t u and t v denote appearance times of a document in the HOME of students u and v, then δ = t u − t v , where δ > 0 since there are no self-edges.
These subgraphs led to information cascades, which induced subgraphs with edges representing the flow of information. We assumed this flow of information corresponds to the existence of an edge in the interaction graph. In other words, those students had interacted within the 72h prior to the appearance of the document in the HOME of the destination student. Assignments in this course typically consisted of weekly works, so a smaller time added little information, while longer periods resulted in too many events to establish reasonable relationships.
