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Abstract
Examples exist of extended-real-valued closed functions on Rn
whose subdifferentials (in the standard, limiting sense) have large
graphs. By contrast, if such a function is semi-algebraic, then its
subdifferential graph must have everywhere constant local dimension
n. This result is related to a celebrated theorem of Minty, and sur-
prisingly may fail for the Clarke subdifferential.
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dimension.
1 Introduction
A principle goal of variational analysis and nonsmooth optimization (and of
critical point theory) is to study generalized critical points of extended-real-
valued functions on Rn. These are the points where a generalized subdiffer-
ential, such as the Frechet, limiting, or Clarke subdifferential, of f contains
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the zero vector. Generalized critical points of smooth functions are, in par-
ticular, critical points in the classical sense, while critical points of convex
functions are simply their minimizers. More generally, one could consider the
perturbed function x 7→ f(x)− 〈v, x〉, for some fixed vector v ∈ Rn. Then a
point x is critical precisely when the pair (x, v) lies in the graph of the sub-
differential. Hence, it is natural to try to understand geometric properties of
subdifferential graphs.
In particular, an interesting question in this area is to understand the
“size” of the subdifferential graph. For instance, for a smooth function de-
fined on Rn, the graph of the subdifferential is an n-dimensional surface.
Minty [14] famously showed that the subdifferential graph of a lower semi-
continuous, convex function defined on Rn is Lipschitz homeomorphic to Rn.
In fact, he provided explicit Lipschitz homeomorphisms that are very sim-
ple in nature. More generally in [17], Poliquin and Rockafellar used Minty’s
theorem to show that an analogous result holds for “prox-regular functions”,
unifying the smooth and the convex cases. Hence, we would expect that for
a nonpathological function, the subdifferential graph should have the same
dimension, in some sense, as the space that the function is defined on. A lim-
iting feature of Poliquin’s and Rockafellar’s approach is that their arguments
rely on convexity, or rather the related notion of maximal monotonicity.
Hence their techniques do not seem to extend to a larger class of functions.
From a practical point of view, the size of the subdifferential graph may
have important algorithmic applications. For instance, Robinson [18] shows
computational promise for functions defined on Rn whose subdifferential
graphs are locally homeomorphic to an open subset of Rn. In particular,
due to Minty’s result, Robinson’s techniques are applicable for lower semi-
continuous, convex functions. When can we then be sure that the dimension
of the subdifferential graph is the same as the dimension of the domain space?
It is well-known that for general functions, even ones that are Lipschitz
continuous, the subdifferential graph can be very large. For instance, there is
a 1-Lipschitz function f : R→ R, such that the Clarke subdifferential ∂cf is
the unit interval [−1, 1] at every point. Furthermore, this behavior is typical
[5] and such pathologies are not particular to the Clarke case [2, 4].
These pathological functions, however, do not normally appear in prac-
tice. As a result, the authors of [11] were led to consider semi-algebraic
functions, those functions whose graphs are defined by finitely many poly-
nomial equalities and inequalities. They showed that for a proper, semi-
algebraic function on Rn, any reasonable subdifferential has a graph that is,
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in a precise mathematical sense, exactly n-dimensional. The authors derived
a variety of applications for generic semi-algebraic optimization problems.
The dimension of a semi-algebraic set, as discussed in [11], is a global
property governed by the maximal size of any part of this set. In particular,
the result above does not rule out that some parts of the subdifferential graph
may be small. In fact, in the Clarke case this can happen! It is the aim of
our current work to elaborate on this phenomenon and to show that it does
not occur in the case of the limiting subdifferential. Specifically, we will
show that for a lower semicontinuous, semi-algebraic function f on Rn, the
graph of the limiting subdifferential has local dimension n, uniformly over
the whole set. Surprisingly, as we noted, this type of a result does not hold
for the Clarke subdifferential. That is, even for the simplest of examples,
the graph of the Clarke subdifferential may be small in some places, despite
being a larger set than the limiting subdifferential graph.
To be concrete, we state our results for semi-algebraic functions. Anal-
ogous results, with essentially identical proofs, hold for functions definable
in an “o-minimal structure” and, more generally, for “tame” functions. In
particular, our results hold for globally subanalytic functions, discussed in
[21]. For a quick introduction to these concepts in an optimization context,
see [12].
2 Preliminaries
2.1 Variational Analysis
In this section, we summarize some of the fundamental tools used in vari-
ational analysis and nonsmooth optimization. We refer the reader to the
monographs Borwein-Zhu [6], Mordukhovich [15, 16], Clarke-Ledyaev-Stern-
Wolenski [8], and Rockafellar-Wets [19], for more details. Unless otherwise
stated, we follow the terminology and notation of [19].
The functions that we will be considering will be allowed to take values
in the extended real line R := R∪{−∞}∪{+∞}. We say that an extended-
real-valued function is proper if it is never −∞ and is not always +∞.
For a function f : Rn → R, we define the domain of f to be
dom f := {x ∈ Rn : f(x) < +∞},
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and we define the epigraph of f to be the set
epi f := {(x, r) ∈ Rn ×R : r ≥ f(x)}.
A set-valued mapping F from Rn to Rm, denoted by F : Rn ⇒ Rm, is a
mapping from Rn to the power set of Rm. Thus for each point x ∈ Rn, F (x)
is a subset of Rm. For a set-valued mapping F : Rn ⇒ Rm, the domain,
graph, and range of F are defined to be
domF := {x ∈ Rn : F (x) 6= ∅},
gphF := {(x, y) ∈ Rn ×Rm : y ∈ F (x)},
rgeF =
⋃
x∈Rn
F (x),
respectively. Observe that domF and rgeF are images of gphF under the
projections (x, y) 7→ x and (x, y) 7→ y, respectively.
Throughout this work, we will only use Euclidean norms. Hence for a
point x ∈ Rn, the symbol |x| will denote the standard Euclidean norm of
x. Given a point x¯ ∈ Rn, we let o(|x − x¯|) be shorthand for a function
that satisfies o(|x−x¯|)|x−x¯| → 0 whenever x → x¯ with x 6= x¯. We now turn to
subdifferentials, which are fundamental objects in variational analysis.
Definition 2.1. Consider a function f : Rn → R and a point x¯ with f(x¯)
finite.
1. The Frechet subdifferential of f at x¯, denoted ∂ˆf(x¯), consists of all
vectors v ∈ Rn such that
f(x) ≥ f(x¯) + 〈v, x− x¯〉+ o(|x− x¯|).
2. We define the Frechet subjet of f to be the set
[∂ˆf ] = {(x, y, v) ∈ Rn ×R×Rn : y = f(x), v ∈ ∂ˆf(x)}.
The Frechet subjet does not have desirable closure properties. Conse-
quently, the following definition is introduced.
Definition 2.2. Consider a function f : Rn → R and a point x¯ with f(x¯)
finite.
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1. The limiting subdifferential of f at x¯, denoted ∂f(x¯), consists of all
vectors v ∈ Rn such that there is a sequence (xi, f(xi), vi) ∈ [∂ˆf ] with
(xi, f(xi), vi)→ (x¯, f(x¯), v).
2. We define the limiting subjet of f to be the set
[∂f ] = {(x, y, v) ∈ Rn ×R×Rn : y = f(x), v ∈ ∂f(x)}.
For x such that f(x) is not finite, we follow the convention that ∂ˆf(x) =
∂f(x) = ∅. The following is a standard result in subdifferential calculus.
Proposition 2.3. [19, Exercise 10.10] Consider a function f1 : R
n → R that
is locally Lipschitz around a point x¯ ∈ Rn and a function f2 : Rn → R that
is lower semi-continuous and proper with f2(x¯) finite. Then the inclusion
∂(f1 + f2)(x¯) ⊂ ∂f1(x¯) + ∂f2(x¯),
holds.
We will have occasion to talk about restrictions of subjets. Given a
function f : Rn → R and a set M ⊂ Rn, we define the restriction of [∂f ] to
M to be the set [∂f ]
∣∣∣
M
:= [∂f ] ∩ (M × R × Rn). Analogous notation will
be used for restrictions of the Frechet subjet [∂ˆf ]. Observe that in general,
the set [∂f ]
∣∣∣
M
is not a subjet of any function. More generally, for a set
F ⊂ Rn ×R×Rn and a set M ⊂ Rn, we let F
∣∣∣
M
:= F ∩ (M ×R×Rn).
An open ball of radius r around a point x ∈ Rn will be denoted by Br(x),
while the closed unit ball of radius r around a point x ∈ Rn will be denoted
by B¯r(x). The open and the closed unit balls will be denoted by B and B,
respectively. Consider a set M ⊂ Rn. We denote the topological closure,
interior, and boundary of M by clM , intM , and bdM , respectively. We
define the indicator function of M , δM : R
n → R, to be 0 on M and +∞
elsewhere. Indicator functions allow us to translate analytic information
about functions to geometric information about sets. In this spirit, we now
define normal cones, which are the geometric analogues of subdifferentials.
Definition 2.4. Consider a set M ⊂ Rn and a point x ∈ Rn. The Frechet
and the limiting normal cones are defined to be NˆM(x) := ∂ˆδM(x) and
NM(x) := ∂δM(x), respectively.
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Given any set Q ⊂ Rn and a mapping F : Q→ Q˜, where Q˜ ⊂ Rm, we say
that F is C1-smooth if for each point x¯ ∈ Q, there is a neighborhood U of x¯
and a C1 mapping Fˆ : Rn → Rm that agrees with F on Q ∩ U . Henceforth,
the word smooth will always mean C1-smooth. Since we will not need higher
order of smoothness in our work, no ambiguity should arise. If a smooth
function F is bijective and its inverse is also smooth, then we say that F is
a diffeomorphism. More generally, we have the following definition.
Definition 2.5. Consider sets Q ⊂ Rn, Q˜ ⊂ Rm, and a mapping F : Q→ Q˜.
We say that F is a local diffeomorphism around a point x¯ ∈ Q if there exists
a neighborhood U of x¯ such that the restriction
(1) F
∣∣∣
Q∩U : Q ∩ U → F (Q ∩ U),
is a diffeomorphism. Now consider another set K ⊂ Rm. We say that F is a
local diffeomorphism around x¯ onto K if there exists a neighborhood U of x¯
such that the mapping in (1) is a diffeomorphism and K = F (Q ∩ U).
We now recall the notion of a manifold.
Definition 2.6 ([13, Proposition 8.12]). Consider a set M ⊂ Rn. We say
that M is a manifold of dimension r if for each point x¯ ∈M , there is an open
neighborhood U around x¯ such that M ∩ U = F−1(0), where F : U → Rn−r
is a C1 smooth map with ∇F (x¯) of full rank. In this case, we call F a local
defining function for M around x¯.
Strictly speaking, what we call a manifold is usually referred to as a
C1-submanifold of Rn. For a manifold M ⊂ Rn and a point x ∈ M , the
Frechet normal cone, NˆM(x), and the limiting normal cone, NM(x), coincide
and are equal to the normal space, in the sense of differential geometry.
For more details, see for example [19, Example 6.8]. For a smooth map
F : M → N , where M and N are manifolds, we say that F has constant rank
if its derivative has constant rank throughout M .
For a set M ⊂ Rn and a point x ∈ Rn, the distance of x from M is
dM(x) = inf
y∈M
|x− y|,
and the projection of x onto M is
PM(x) = {y ∈M : |x− y| = dM(x)}.
Finally, we will need the following result.
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Theorem 2.7. [19, Example 10.32] For a closed set M ⊂ Rn, the inclusion
∂[d2M ](x) ⊂ 2[x− PM(x)],
holds for all x ∈ Rn.
2.2 Semi-algebraic geometry
A semi-algebraic set S ⊂ Rn is a finite union of sets of the form
{x ∈ Rn : P1(x) = 0, . . . , Pk(x) = 0, Q1(x) < 0, . . . , Ql(x) < 0},
where P1, . . . , Pk and Q1, . . . , Ql are polynomials in n variables. In other
words, S is a union of finitely many sets, each defined by finitely many
polynomial equalities and inequalities. A map F : Rn ⇒ Rm is said to be
semi-algebraic if gphF ⊂ Rn+m is a semi-algebraic set. Semi-algebraic sets
enjoy many nice structural properties. We discuss some of these properties in
this section. For more details, see the monographs of Basu-Pollack-Roy [1],
Lou van den Dries [22], and Shiota [21]. For a quick survey, see the article of
van den Dries-Miller [23] and the surveys of Coste [10, 9]. Unless otherwise
stated, we follow the notation of [23] and [10].
A fundamental fact about semi-algebraic sets is provided by the Tarski-
Seidenberg Theorem [10, Theorem 2.3]. Roughly speaking, it states that
a linear projection of semi-algebraic set remains semi-algebraic. From this
result, it follows that a great many constructions preserve semi-algebraicity.
In particular, for a semi-algebraic function f : Rn → R, it is easy to see
that the set-valued mappings ∂ˆf , ∂f , along with the subjets [∂ˆf ], [∂f ], are
semi-algebraic. See for example [12, Proposition 3.1].
Definition 2.8. Given finite collections {Bi} and {Cj} of subsets of Rn, we
say that {Bi} is compatible with {Cj} if for all Bi and Cj, either Bi ∩Cj = ∅
or Bi ⊂ Cj.
Definition 2.9. Consider a semi-algebraic set Q in Rn. A stratification of
Q is a finite partition of Q into disjoint, connected, semi-algebraic manifolds
Mi (called strata) with the property that for each index i, the intersection
of the closure of Mi with Q is the union of some Mj’s.
The most striking and useful fact about semi-algebraic sets is that strat-
ifications of semi-algebraic sets always exist. In fact, a more general result
holds, which is the content of the following theorem.
7
Theorem 2.10 ([23, Theorem 4.8]). Consider a semi-algebraic set S in Rn
and a semi-algebraic map f : S → Rm. Then there exists a stratification A of
S and a stratification B of Rm such that for every stratum M ∈ A, we have
that the restriction f |M is smooth, f(M) ∈ B, and f has constant rank on
M . Furthermore, if A′ is some other stratification of S, then we can ensure
that A is compatible with A′.
Definition 2.11. Let A ⊂ Rn be a nonempty semi-algebraic set. Then we
define the dimension of A, dimA, to be the maximal dimension of a stratum
in any stratification of A. We adopt the convention that dim ∅ = −∞.
It can be easily shown that the dimension does not depend on the partic-
ular stratification. Dimension is a very well behaved quantity, which is the
content of the following proposition. See [22, Chapter 4] for more details.
Theorem 2.12. Let A and B be nonempty semi-algebraic sets in Rn. Then
the following hold.
1. If A ⊂ B, then dimA ≤ dimB.
2. dimA = dim clA.
3. dim(clA \ A) < dimA.
4. If f : A→ Rn is a semi-algebraic mapping, then dim f(A) ≤ dimA. If
f is one-to-one, then dim f(A) = dimA. In particular, semi-algebraic
homeomorphisms preserve dimension.
5. dimA ∪B = max{dimA, dimB}.
6. dimA×B = dimA+ dimB.
Observe that the dimension of a semi-algebraic set only depends on the
maximal dimensional manifold in a stratification. Hence, dimension is a
somewhat crude measure of the size of the semi-algebraic set. In particular,
it does not provide much insight into what the set looks like locally around
each of its point. Hence, this motivates a localized notion of dimension.
Definition 2.13. Consider a semi-algebraic set Q ⊂ Rn and a point x¯ ∈ Q.
We let the local dimension of Q at x¯ be
dimQ(x¯) := inf
r>0
dim(Q ∩Br(x¯)).
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In fact, it is not hard to see that there exists a real number r¯ > 0 such that
for every real number 0 < r < r¯, we have dimQ(x¯) = dim(Q ∩Br(x¯)).
The following is now an easy observation.
Proposition 2.14. [10, Exercise 3.19] For any semi-algebraic set Q ⊂ Rn,
we have the identity
dimQ = max
x∈Q
dimQ(x).
Definition 2.15. Let A ⊂ Rm be a semi-algebraic set. A continuous
semi-algebraic mapping p : A→ Rn is semi-algebraically trivial over a semi-
algebraic set C ⊂ Rn if there is a semi-algebraic set F and a semi-algebraic
homeomorphism h : p−1(C) → C × F such that p|p−1(C) = projC ◦ h, or in
other words the following diagram commutes:
p−1(C)
h- C × F
C
projC
?p -
We call h a semi-algebraic trivialization of p over C.
Henceforth, we use the symbol ∼= to indicate that two semi-algebraic sets
are semi-algebraically homeomorphic.
Remark 2.16. If p is trivial over some semi-algebraic set C, then we can
decompose p|p−1(C) into a homeomorphism followed by a simple projection.
Also, since the homeomorphism h in the definition is surjective and p|p−1(C) =
projC ◦ h, it easily follows that for any point c ∈ C, we have p−1(c) ∼= F and
p−1(C) ∼= C × p−1(c).
Definition 2.17. In the notation of Definition 2.15, a trivialization h is
compatible with a semi-algebraic set B ⊂ A if there is a semi-algebraic set
H ⊂ F such that h(B ∩ p−1(C)) = C ×H.
If h is a trivialization over C then, certainly, for any set B ⊂ A we know
h restricts to a homeomorphism from B ∩ p−1(C) to h(B ∩ p−1(C)). The
content of the definition above is that if p is compatible with B, then h
restricts to a homeomorphism between B ∩ p−1(C) and the product C ×H
for some semi-algebraic set H ⊂ F .
The following is a remarkably useful theorem [10, Theorem 4.1].
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Theorem 2.18 (Hardt triviality). Let A ⊂ Rn be a semi-algebraic set and
p : A → Rm, a continuous semi-algebraic mapping. Then, there is a finite
partition of the image p(A) into semi-algebraic sets C1, . . . , Ck such that p
is semi-algebraically trivial over each Ci. Moreover, if Q is a semi-algebraic
subset of A, we can require each trivialization hi : p
−1(Ci) → Ci × Fi to be
compatible with Q.
For an application of Hardt triviality to semi-algebraic set-valued analysis,
see [11, Section 2.2]. The following proposition is a simple consequence of
Hardt triviality.
Proposition 2.19. Consider semi-algebraic sets M and Q satisfying M ⊂
Q ⊂ Rn. Assume that there exists a continuous mapping p : Q → Rm, for
some positive integer m, such that for each point x in the image p(Q) we have
dim p−1(x) = dim(p−1(x) ∩M). Then M and Q have the same dimension.
Proof Applying Theorem 2.18 to the map p, we partition the image p(Q)
into finitely many disjoint sets C1, . . . , Ck such that for each index i, we have
the relations
p−1(Ci) ∼= Ci × p−1(c),
p−1(Ci) ∩M ∼= Ci × (p−1(c) ∩M),
where c is any point in Ci. Since by assumption, the equation dim p
−1(x) =
dim(p−1(x) ∩M) holds for all points x in the image p(Q), we deduce
dim p−1(Ci) = dim(p−1(Ci) ∩M),
for each index i. Thus
dimQ = dim
⋃
i
p−1(Ci) = max
i
dim p−1(Ci) = max
i
dim(p−1(Ci) ∩M)
= dim
⋃
i
(p−1(Ci) ∩M) = dimM,
as we needed to show.
We will have occasion to use the following simple proposition [9, Theorem
3.18].
Proposition 2.20. Consider a semi-algebraic, set-valued mapping F : Rn ⇒
Rm. Suppose there exists an integer k such that the set F (x) is k-dimensional
for each point x ∈ domF . Then the equality,
dim gphF = dim domF + k,
holds.
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3 Main results
In our current work, we build on the following theorem. This result and its
consequences for generic semi-algebraic optimization problems are discussed
extensively in [11].
Theorem 3.1. [11, Theorem 3.6] Let f : Rn → R be a proper semi-algebraic
function. Then the graphs of the Frechet and the limiting subdifferentials have
dimension exactly n.
In fact, Theorem 3.1 also holds for the proximal and Clarke subdifferen-
tials. For more details see [11].
To motivate our current work, consider a manifold Q ⊂ Rn. The set,
gphNQ = {(x, y) ∈ Rn ×Rn : y ∈ NQ(x)},
is the normal bundle of Q, and as such, gphNQ is itself a manifold of di-
mension n [13, Proposition 10.18]. In particular, gphNQ is n-dimensional,
locally around each of its points. This suggests that perhaps Theorem 3.1
may be strengthened to pertain to the local dimension of the graph of the
subdifferential. Indeed, this is the case. In fact, we will prove something
stronger.
Let f : Rn → R be a lower semicontinuous, proper, semi-algebraic func-
tion. Observe that the sets gph ∂f and [∂f ] are in semi-algebraic bijective
correspondence, via the map (x, v) 7−→ (x, f(x), v), and hence these two sets
have the same dimension. Thus by Theorem 3.1, the dimension of the sub-
jet [∂f ] is exactly n. Combining this observation with Proposition 2.14, we
deduce that the local dimension of [∂f ] at each of its points is at most n.
In this work, we prove that, remarkably, the local dimension of [∂f ] at each
of its points is exactly n (Theorem 3.8). From this result, it easily follows
that the local dimension of gph ∂f at each of its points is exactly n as well.
Analogous result holds for the Frechet subjet [∂ˆf ].
The proof of Theorem 3.8 relies on a very general accessibility result,
which we establish in Lemma 3.2. This result, in fact, holds in the ab-
sence of semi-algebraicity. In Remark 3.10, we provide a simple example
illustrating that the assumption of lower-semicontinuity is necessary for our
conclusions to hold. Then in Subsection 3.2, we recall the definition of the
Clarke subdifferential mapping and show that its graph may have small local
dimension at some of its points. Thus, the analogue of Theorem 3.8 fails
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for the Clarke subdifferential. This further illustrates the subtlety involved
when analyzing local dimension.
3.1 Geometry of the Frechet and limiting subdifferen-
tial mappings
Lemma 3.2 (Accessibility). Let f : Rn → R be a lower semicontinuous
function and M ⊂ Rn a closed set on which f is finite. Fix a point x¯ ∈M and
consider a triple (x¯, f(x¯), v¯) ∈ [∂ˆf ]
∣∣∣
M
. Suppose that there exists a sequence
of real numbers mi →∞ such that
v¯ ∈ bd ⋃
x∈M
∂(f(·) + 1
2
mi| · −x¯|2)(x),
for each i. Then the inclusion (x¯, f(x¯), v¯) ∈ cl [∂ˆf ]
∣∣∣
Mc
holds. That is there ex-
ist sequences xi and vi, with vi ∈ ∂ˆf(xi) and xi /∈M , such that (xi, f(xi), vi)
converges to (x¯, f(x¯), v¯).
Proof We first prove the lemma for the special case when (x¯, f(x¯), v¯) =
(0, 0, 0). The general result will then easily follow.
Thus, assume that there exists a sequence of real number mi with mi →
∞, such that the inclusion
(2) 0 ∈ bd ⋃
x∈M
mix+ ∂f(x),
holds. We must show that there exists a sequence (xi, f(xi), vi) ∈ [∂ˆf ]
∣∣∣
Mc
converging to (0, 0, 0).
We make some simplifying assumptions. Since f is lower semicontinuous,
there exists a real number r > 0 such that f
∣∣∣
rB
≥ −1.
Claim. Without loss of generality, we can replace the function f by fo :=
f + δrB and the set M by Mo := M ∩ 12rB.
Proof Observe (0, 0, 0) ∈ [∂ˆfo]
∣∣∣
Mo
. Furthermore, we have
[∂fo]
∣∣∣
Mo
= [∂(f + δrB)]
∣∣∣
M∩ 1
2
rB
= [∂f ]
∣∣∣
M∩ 1
2
rB
⊂ [∂f ]
∣∣∣
M
.
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Combining this with (2), we obtain
0 ∈ bd ⋃
x∈Mo
mix+ ∂fo(x).
Consequently, if we replace the function f by f0 and the set M by M0,
then the requirements of the lemma will still be satisfied. Now suppose that
with this replacement, the result of the lemma holds. Then there exists a
sequence (xi, f(xi), vi) ∈ [∂ˆfo]
∣∣∣
Mco
converging to (0, 0, 0). For indices i satis-
fying |xi| < 12r, we have xi /∈ M and (xi, f(xi), vi) ∈ [∂ˆf ]. Thus restricting
to large enough i, we obtain a sequence (xi, f(xi), vi) ∈ [∂ˆf ]
∣∣∣
Mc
converging
to (0, 0, 0), as claimed. Therefore, without loss of generality, we can replace
the function f by fo and the set M by Mo.
Thus to summarize, we have
(x¯, f(x¯), v¯) = (0, 0, 0), f
∣∣∣
rB
≥ −1, M ⊂ 1
2
rB, f(x) = +∞ for x /∈ rB.
We now define a certain auxiliary sequence of vectors yi, which will allow
us to construct the sequence (xi, f(xi), vi) that we seek. To this end, let yi
be a sequence satisfying yi → 0 and
(3) yi /∈
⋃
x∈M
mix+ ∂f(x),
for each index i. By (2), such a sequence can easily be constructed. The
motivation behind our choice of the sequence yi will soon become apparent.
The key idea now is to consider the following sequence of minimization
problems.
P (i) : min
x∈Rn
〈−yi, x〉+mi(d2M(x) + |x|2) + f(x).
By compactness of the domain of f and lower semi-continuity of f , we con-
clude that there exists a minimizer xi for the problem P (i). For each index
i, we have
yi ∈ ∂[mi(d2M(·) + | · |2) + f(·)](xi) ⊂ ∂[mi(d2M(·) + | · |2)](xi) + ∂f(xi)
⊂ mi(xi − PM(xi)) +mixi + ∂f(xi),(4)
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where the inclusions follow from Proposition 2.3 and Theorem 2.7. We claim
(5) xi /∈M,
for each index i. Indeed, if it were otherwise, from (4) we would have
yi ∈ mixi + ∂f(xi) ⊂
⋃
x∈M
mix+ ∂f(x),
thus contradicting our choice of the vector yi.
Now from (4), let zi ∈ PM(xi) be a vector satisfying
(6) vi := yi −mi(xi − zi)−mixi ∈ ∂f(xi).
Our immediate goal is to show that the sequence (xi, f(xi), vi) ∈ [∂f ]
∣∣∣
Mc
converges to (0, 0, 0). To that end, evaluating the value function of P (i) at
0, we obtain
0 ≥ 〈−yi, xi〉+mi(d2M(xi) + |xi|2) + f(xi).
From (5), we deduce xi 6= 0, and combining this with the inequality above,
we obtain
|yi| ≥ 〈yi, xi|xi|〉 ≥ mi
d2M(xi)
|xi| +mi|xi|+
f(xi)
|xi| .
Since yi → 0, mi →∞, and the function f is bounded below, it is easy to
see that xi converges to 0. Furthermore, since we have 0 ∈ ∂ˆf(0), we deduce
f(xi)
|xi| ≥
o(|xi|)
|xi| .
In particular, we conclude mi|xi| → 0 and f(xi) → 0. Since dM(xi) ≤ |xi|,
we deduce midM(xi)→ 0. Hence from (6), we obtain
|vi| ≤ |yi|+midM(xi) +mi|xi| → 0.
Thus we have produced a sequence (xi, f(xi), vi) ∈ [∂f ]
∣∣∣
Mc
converging to
(0, 0, 0) with xi /∈ M for each index i. We are almost done. The trouble is
that the vector vi is in the limiting subdifferential, rather than the Frechet
subdifferential. However, this can be dealt with easily. Since M is closed, it is
easy to see that we can perturb the triples (xi, f(xi), vi), to obtain a sequence
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(x′i, f(x
′
i), v
′
i) ∈ [∂ˆf ] converging to (0, 0, 0), still satisfying x′i /∈ M for each
index i. This completes the proof for the case when (x¯, f(x¯), v¯) = (0, 0, 0).
Finally, we prove that the lemma holds when (x¯, f(x¯), v¯) 6= (0, 0, 0).
Suppose that the point (x¯, f(x¯), v¯), the set M , and the function f sat-
isfy the requirements of the lemma. Now, consider the function g(x) :=
f(x + x¯) − 〈v¯, x〉 − f(x¯) and the set N := M − x¯. We will show that the
function g, the set N , and the triple (0, 0, 0) also satisfy the requirements of
the lemma. To this end, observe 0 ∈ N and g(0) = 0. It is easy to verify the
equivalence,
v ∈ ∂ˆg(x)⇔ v + v¯ ∈ ∂ˆf(x+ x¯).
Hence, clearly, (0, 0, 0) ∈ [∂ˆg]
∣∣∣
N
. Furthermore, the equation
⋃
x∈N
∂(g(·) + 1
2
m| · |2)(x) = −v¯ + ⋃
x∈M
∂(f(·) + 1
2
m| · −x¯|2)(x),
holds. Consequently, we deduce 0 ∈ bd ⋃x∈N ∂(g(·)+ 12m|·|2)(x). We can now
apply the lemma to the triple (0, 0, 0), the function g, and the set N . Thus
there exists a sequence (xi, f(xi), vi) ∈ [∂ˆg]
∣∣∣
Nc
with (xi, g(xi), vi)→ (0, 0, 0).
Now observe that the sequence (xi + x¯, f(xi + x¯), vi + v¯) lies in [∂ˆf ]
∣∣∣
Mc
and
converges to (x¯, f(x¯), v¯), and hence the lemma follows.
In the semi-algebraic setting, Lemma 3.2 yields the following important
corollary. This corollary, in particular, will be crucial for proving our main
result (Theorem 3.8).
Corollary 3.3. Consider a lower semicontinuous, semi-algebraic function
f : Rn → R and a closed semi-algebraic set M ⊂ Rn such that f
∣∣∣
M
is
finite. Assume dim[∂f ]
∣∣∣
M
< n. Then any triple (x¯, f(x¯), v¯) in the restricted
subjet [∂f ]
∣∣∣
M
can be accessed from the restricted subjet [∂ˆf ]
∣∣∣
Mc
. That is,
there exist sequences xi and vi, with vi ∈ ∂ˆf(xi) and xi /∈ M , such that
(xi, f(xi), vi)→ (x¯, f(x¯), v¯). Consequently, the inclusion
[∂f ]
∣∣∣
M
⊂ cl [∂ˆf ]
∣∣∣
Mc
,
holds.
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Proof Consider an arbitrary triple (x¯, f(x¯), v¯) ∈ [∂ˆf ]
∣∣∣
M
and let m be a
positive real number. Observe that the map
φ : [∂f ]
∣∣∣
M
→ gph (m(· − x¯) + ∂f(·))
∣∣∣
M
(x, y, v) 7→ (x,m(x− x¯) + v)
is bijective. Thus we deduce
dim gph (m(· − x¯) + ∂f(·))
∣∣∣
M
= dim[∂f ]
∣∣∣
M
< n.
Hence, the set
⋃
x∈M
mi(x− x¯) + ∂f(x) =
⋃
x∈M
∂(f(·) + 1
2
mi| · −x¯|2)(x),
has dimension strictly less than n, and in particular has empty interior.
Therefore, we have
v¯ ∈ bd ⋃
x∈M
∂(f(·) + 1
2
mi| · −x¯|2)(x).
By Lemma 3.2, we deduce that the inclusion (x¯, f(x¯), v¯) ∈ cl [∂ˆf ]
∣∣∣
Mc
holds.
Consequently we obtain
(7) [∂ˆf ]
∣∣∣
M
⊂ cl [∂ˆf ]
∣∣∣
Mc
.
Now consider a triple (x¯, f(x¯), v¯) ∈ [∂f ]
∣∣∣
M
. Then there exists a sequence
(xi, f(xi), vi) ∈ [∂ˆf ] converging to (x¯, f(x¯), v¯). If there is a subsequence
contained inM c, then we are done. If not, then the whole sequence eventually
lies in M , and then from (7) the result follows.
In order to prove our main result, we need to first establish a few simple
propositions. We do so now.
Proposition 3.4. Consider a semi-algebraic set Q ⊂ Rn and a point x¯ ∈ Q.
Let {Mi} be any stratification of Q. Then we have the identity
dimQ(x¯) = max
i
{dimMi : x¯ ∈ clMi}.
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Proof Since there are finitely many strata, there exists some real number
 > 0 such that for any 0 < r < , we have
Q ∩Br(x¯) =
⋃
i: x¯∈clMi
Mi ∩Br(x¯).
Hence, we deduce
dim(Q ∩Br(x¯)) = max
i
{dim(Mi ∩Br(x¯)) : x¯ ∈ clMi}
= max
i
{dimMi : x¯ ∈ clMi},
where the last equality follows since the inclusion x¯ ∈ clMi implies that
Mi ∩Br(x¯) is a nonempty open submanifold of Mi, and hence has the same
dimension as Mi. Letting r → 0 yields the result.
Definition 3.5. Given a stratification {Mi} of a semi-algebraic set Q ⊂ Rn,
we will say that a stratum M is maximal if it is not contained in the closure
of any other stratum.
Remark 3.6. Using the defining property of a stratification, we can equiv-
alently say that given a stratification {Mi} of a semi-algebraic set Q ⊂ Rn,
a stratum M is maximal if and only if it is disjoint from the closure of any
other stratum.
Proposition 3.7. Consider a stratification {Mi} of a semi-algebraic set
Q ⊂ Rn. Then given any point x¯ ∈ Q, there exists a maximal stratum
M satisfying x¯ ∈ clM and dimM = dimQ(x¯).
Proof By Proposition 3.4, we have the identity
dimQ(x¯) = max
i
{dimMi : x¯ ∈ clMi}.
Let M be a stratum achieving this maximum. If there existed a stratum Mi
satisfying M ⊂ clMi, then we would have dimM < dimMi and x¯ ∈ clM ⊂
clMi, thus contradicting our choice of M . Therefore, we conclude that M is
maximal.
We are now ready to prove the main result of this section.
Theorem 3.8. Let f : Rn → R be a proper lower semicontinuous, semi-
algebraic function. Then the subjet [∂ˆf ] has local dimension n around each
of its points. The same holds for the limiting subjet [∂f ].
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Proof We first prove the claim for the subjet [∂ˆf ] and then the limiting
case will easily follow. Observe that the sets gph ∂ˆf and [∂ˆf ] are in semi-
algebraic bijective correspondence, via the map (x, v) 7−→ (x, f(x), v), and
hence these two sets have the same dimension. Combining this observation
with Theorem 3.1, we deduce that the dimension of [∂ˆf ] is n. Thus the local
dimension of [∂ˆf ] at any point is at most n. We must now establish the
reverse inequality.
Consider the subjet [∂ˆf ] and the projection map pi : [∂ˆf ] → Rn, which
projects onto the first n coordinates. Applying Theorem 2.10 to pi, we obtain
a finite partition of [∂ˆf ] into disjoint semi-algebraic manifolds {Mi} and a
finite partition of the image pi([∂ˆf ]) into disjoint semi-algebraic manifolds
{Lj}, such that for each index i, we have pi(Mi) = Lj for some index j.
Assume that the statement of the theorem does not hold. Thus there
exists some point in the subjet [∂ˆf ] at which [∂ˆf ] has local dimension strictly
less than n. Therefore, by Proposition 3.7, there is a maximal stratum M
with dimM < n. We now focus on this stratum.
Lemma 3.9.
dim[∂f ]
∣∣∣
pi(M)
< n.
Proof For each x ∈ pi(M), the set M ∩ pi−1(x) is open relative to pi−1(x),
since the alternative would contradict maximality of M . Thus
dim(M ∩ pi−1(x)) = dim pi−1(x),
for each x ∈ pi(M). Therefore the sets M and [∂ˆf ]
∣∣∣
pi(M)
, along with the
projection map pi, satisfy the assumptions of Proposition 2.19. Hence we
deduce dim[∂ˆf ]
∣∣∣
pi(M)
= dimM < n. Observe [∂f ] \ [∂ˆf ] ⊂ (cl [∂ˆf ]) \ [∂ˆf ].
Hence as a direct consequence of Theorem 3.1, we see dim([∂f ]\ [∂ˆf ])
∣∣∣
pi(M)
≤
dim((cl [∂ˆf ])\[∂ˆf ]) < n. Thus we conclude dim[∂f ]
∣∣∣
pi(M)
< n, as was claimed.
Let U be a nonempty, relatively open subset of pi(M) such that clU ⊂
pi(M) and consider an arbitrary point x¯ ∈ U with (x¯, f(x¯), v¯) ∈M . Combin-
ing Corollary 3.3 and Lemma 3.9, we conclude that there exists a sequence
(xi, f(xi), vi) ∈ [∂ˆf ] converging to (x¯, f(x¯), v¯) where xi /∈ clU . Since x¯ ∈ U ,
we deduce xi /∈ pi(M) for all large enough i. Since there are finitely many
strata, we conclude that the point (x¯, f(x¯), v¯) ∈M is in the closure of some
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stratum other than M , thus contradicting maximality of M . Thus the subjet
[∂ˆf ] has local dimension n around each of its points.
Now for the limiting subjet, observe that for any real number r > 0, we
have Br(x, f(x), v) ∩ [∂ˆf ] 6= ∅. Hence it easily follows that [∂f ] has local
dimension n around each of its points as well.
Remark 3.10. If a semi-algebraic function f : Rn → R is not lower semicon-
tinuous, then the result of Theorem 3.8 can easily fail. For instance, consider
the set S := {x ∈ R2 : |x| < 1} ∪ {(1, 0)}. The local dimension of [∂δS] at
((1, 0), 0, (1, 0)) is one, rather than two.
3.2 Geometry of the Clarke subdifferential mapping
Besides Frechet and limiting subdifferentials, there is another very important
subdifferential, which we now define. In this subsection, we will restrict our
attention to locally Lipschitz continuous functions. Recall that any locally
Lipschitz continuous function f : Rn → R is differentiable almost every-
where, in the sense of Lebesgue measure.
Definition 3.11. Consider a locally Lipschitz function f : Rn → R and a
point x ∈ Rn. Let Ω ⊂ Rn be the set of points where f is differentiable. We
define the Clarke subdifferential of f at x to be
∂cf(x) := conv{ lim
i→∞
∇f(xi) : xi → x, xi ∈ Ω}.
It is a nontrivial fact that for a locally Lipschitz continuous function
f : Rn → R and a point x ∈ Rn, we always have the equality ∂cf(x) =
conv ∂f(x). In particular, the inclusions
∂ˆf(x) ⊂ ∂f(x) ⊂ ∂cf(x),
hold. Some interest in the Clarke subdifferential stems from the fact that this
subdifferential can be easier to approximate numerically. See for example [7].
We should also note that the definition of the Clarke subdifferential can be
extended to functions that are not locally Lipschitz continuous. Since we will
not need this level of generality in this work, we do not pursue this further.
Consider a lower semicontinuous, semi-algebraic function f : Rn → R. It
is shown in [11, Theorem 3.6] that the global dimension of the set gph ∂cf
is n. Since the Clarke subdifferential contains both the Frechet and the
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limiting subdifferentials, it is tempting to think that, just like in the Frechet
and limiting cases, the graph of the Clarke subdifferential should have local
dimension n around each of its points.
It can be shown that this indeed is the case when n ≤ 2. In fact, this
even holds for semi-linear functions for arbitrary n. (Semi-linear function are
those functions whose domains can be decomposed into finitely many convex
polyhedra so that the restriction of the function to each polyhedron is affine.)
However for n ≥ 3, as soon as we allow the function f to have any curvature
at all, the conjecture is decisively false. Consider the following illustrative
example.
Example 3.12. Consider the function f : R3 → R, defined by
f(x, y, z) =

min{x, y, z2} , if (x, y, z) ∈ R3+
min{−x,−y, z2} , if (x, y, z) ∈ R3−
0 , otherwise.
It is standard to verify that f is locally Lipschitz continuous and semi-
algebraic. Let Γ := conv{(1, 0, 0), (0, 1, 0), (0, 0, 0)}. Consider the set of
points Ω ⊂ R3 where f is differentiable. Then we have
conv{ lim
i→∞
∇f(γi) :γi → (0, 0, 0), γi ∈ Ω ∩R3+} =
= conv{(1, 0, 0), (0, 1, 0), (0, 0, 0)} = Γ,
and
conv{ lim
i→∞
∇f(γi) :γi → (0, 0, 0), γi ∈ Ω ∩R3−} =
= conv{(−1, 0, 0), (0,−1, 0), (0, 0, 0)} = −Γ.
In particular, we deduce ∂cf(0, 0, 0) = conv{Γ ∪ −Γ}. Hence the subdiffer-
ential ∂cf(0, 0, 0) has dimension two.
Let ((xi, yi, zi), vi) ∈ gph ∂cf
∣∣∣
R3+
be a sequence converging to ((0, 0, 0), v¯),
for some vector v¯ ∈ R3. Observe vi ∈ conv{(1, 0, 2zi), (0, 1, 2zi), (0, 0, 0)}.
Hence, we must have v¯ ∈ Γ. Now consider a sequence ((xi, yi, zi), vi) ∈
gph ∂cf
∣∣∣
R3−
converging to ((0, 0, 0), v¯), for some vector v¯ ∈ R3. A simi-
lar argument as above yields the inclusion v¯ ∈ −Γ. This implies that for
any vector v¯ in ∂cf(0, 0, 0) \ (Γ ∪ −Γ), there does not exist a sequence
((xi, yi, zi), vi) ∈ gph ∂cf converging to ((0, 0, 0), v¯). Therefore for such a
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vector v¯, there exists an open ball B((0, 0, 0), v¯) such that B((0, 0, 0), v¯) ∩
gph ∂cf ⊂ {(0, 0, 0)} × ∂cf(0, 0, 0). Thus the local dimension of gph ∂cf
around the pair ((0, 0, 0), v¯) is two, instead of three.
3.3 Composite optimization
Consider a composite optimization problem
min
x
g(F (x)),
where g : Rm → R is a lower semicontinuous, semi-algebraic function and
F : Rn → Rm is a smooth, semi-algebraic mapping. It is often computa-
tionally more convenient to replace the criticality condition 0 ∈ ∂(g ◦ F )(x)
with the potentially different condition 0 ∈ ∇F (x)∗∂g(F (x)), related to the
former condition by an appropriate chain rule. See for example the discus-
sion of Lagrange multipliers [20]. Thus it is interesting to study the graph
of the set-valued mapping x 7→ ∇F (x)∗∂g(F (x)). In fact, it is shown in [11,
Theorem 5.3] that the dimension of the graph of this mapping is at most n.
Furthermore, under some assumptions, such as the set F−1(dom ∂g) having
a nonempty interior for example, this graph has dimension exactly n.
In the spirit of our current work, we ask whether under reasonable condi-
tions, the graph of the mapping x 7→ ∇F (x)∗∂g(F (x)) has local dimension n
around each of its points. In fact, the answer is no. That is, subdifferential
calculus does not preserve local dimension. As an illustration, consider the
following example.
Example 3.13. Observe that for a lower semicontinuous function f , if we let
F (x) = (x, x) and g(x, y) = f(x) + f(y), then we obtain ∇F (x)∗∂g(F (x)) =
∂f(x) + ∂f(x). Now let the function f : R → R be f(x) = −|x|. Then we
have
∂f(x) =

1 , x < 0
{−1, 1} , x = 0
−1 , x > 0
The set gph ∂f has local dimension 1 around each of its point, as is predicted
by Theorem 3.8. However, the graph of the mapping x 7→ ∂f(x) + ∂f(x)
has an isolated point at (0, 0), and hence this graph has local dimension zero
around this point, instead of one.
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Furthermore, using Theorem 3.8, we can now conclude that the mapping
x 7→ ∂f(x) + ∂f(x) is not the subdifferential mapping of any semi-algebraic,
lower semicontinuous function.
4 Consequences
In this section, we present some consequences of Theorem 3.8. Specifically,
in Subsection 4.1 we develop a nonconvex, semi-algebraic analog of Minty’s
Theorem, and in Subsection 4.2 we derive certain sensitivity information
about variational problems, using purely dimensional considerations. Both
of these results illustrate that local dimension shows the promise of being a
powerful, yet simple to use, tool in semi-algebraic optimization.
4.1 Analogue of Minty’s Theorem
The celebrated theorem of Minty states that for a proper, lower semicontinu-
ous, convex function f : Rn → R, the set gph ∂f is Lipschitz homeomorphic
to Rn [14]. In fact, for each real number λ > 0, the so called Minty map
(x, y) 7→ λx+y is such a homeomorphism. For nonconvex functions, Minty’s
theorem easily fails. However, one may ask if for a nonconvex, lower semi-
continuous function f : Rn → R, a Minty type result holds locally around
many of the points in the set gph ∂f . In general, nothing like this can hold
either. However, in the semi-algebraic setting, Theorem 3.8 does provide an
affirmative answer.
Proposition 4.1. If Q ⊂ Rp has local dimension q around every point, then
it is locally diffeomorphic to Rq around every point in a dense semi-algebraic
subset.
Proof Applying Theorem 2.10, we obtain a stratification {Mi} of Q. Let D
be the union of the maximal strata in the stratification. By Proposition 3.7,
we see thatD is dense inQ. Now consider an arbitrary point x ∈ D and letM
be the maximal stratum containing this point. Since Q has local dimension
q around x, we deduce that the manifold M has dimension q. By maximality
of M , there exists a real number r > 0 such that Br(x) ∩ Q = Br(x) ∩M ,
and hence Q is locally diffeomorphic to Rn around x, as we claimed.
Consider a lower semicontinuous, semi-algebraic function f : Rn → R.
Combining Proposition 4.1 and Theorem 3.8, we see that gph ∂f is locally
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diffeomorphic to Rn around every point in a dense semi-algebraic subset. In
fact, we can significantly strengthen Corollary 4.1. Shortly, we will show that
we can choose the local diffeomorphisms of Corollary 4.1 to have very simple
form that is analogous to the Minty map.
We will say that a certain property holds for a generic vector v ∈ Rn if
the set of vectors for which this property does not hold is a semi-algebraic set
of dimension strictly less than n. In the semi-algebraic setting, this notion
coincides with the measure-theoretic concept of “almost everywhere”. For a
more in-depth discussion of generic properties in the semi-algebraic setting,
see for example [3, 11].
Definition 4.2. For a set Q ⊂ Rn and a map φ : Q → Rm, we say that φ
is finite-to-one if for every point x ∈ Rm, the set φ−1(x) consists of finitely
many points.
We need the following proposition, which is essentially equivalent to [23,
Theorem 4.9,]. We sketch a proof below, for completeness.
Proposition 4.3. Let Q ⊂ Rn×Rn be a semi-algebraic set having dimension
no greater than n. Then for a generic matrix A ∈ Rn×n, the map
φA : Q→ Rn,
(x, y) 7→ Ax+ y,
is finite-to-one.
Proof Let I ∈ Rn×n be the identity matrix and consider the matrix [A, I].
Let L denote the nullspace of [A, I]. It is standard to check the equivalence
(8) Ax+ y = b⇔ piL⊥(x, y) = piL⊥(0, b),
where piL⊥ denotes the orthogonal projection onto L
⊥. Recall that each
element of a dense collection of n dimensional subspaces of Rn × Rn can
be written uniquely as rge [A, I]T for some matrix A. From [23, Theorem
4.9], we have that for a generic n-dimensional subspace U of Rn ×Rn, the
orthogonal projection map piU : Q → U is finite-to-one. Hence, we deduce
that for a generic matrix A ∈ Rn×n, the corresponding projection map piL⊥
is finite-to-one. Combining this with (8), the result follows.
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Proposition 4.4. Consider a semi-algebraic set Q ⊂ Rn and a continu-
ous, semi-algebraic function p : Q → Rm that is finite-to-one. Then there
exists a stratification of Q such that for each stratum M , the map p
∣∣∣
M
is a
diffeomorphism onto its image.
Proof Applying Theorem 2.18 to the map p, we obtain a partition of the im-
age p(Q) into semi-algebraic sets Ci such that the map p is semi-algebraically
trivial over each Ci. Thus for each index i, and any point c ∈ Ci, there is
a semi-algebraic homeomorphism h : p−1(Ci) → C × p−1(c), such that the
diagram,
p−1(Ci)
h- Ci × p−1(c)
Ci
projCi?p -
commutes.
Fix some index i. We will now show that the map p is injective on any
connected subset of p−1(Ci). To this effect, consider a connected subset
M ⊂ p−1(Ci). Observe that the set h(M) is connected. Since p−1(c) is
a finite set, we deduce that there exists a point v ∈ p−1(c) such that the
inclusion,
(9) h(M) ⊂ Ci × {v}
holds. Now given any two distinct points x, y ∈ M , since h is a home-
omorphism, we have h(x) 6= h(y). Combining this with (9), we deduce
p(x) = projCi ◦ h(x) 6= projCi ◦ h(y) = p(y), as we needed to show.
Applying Theorem 2.10 to the map p, we obtain a finite partition of Q into
connected, semi-algebraic manifolds {Mi} compatible with {p−1(Ci)}, such
that for each stratum Mi, the map p
∣∣∣
Mi
is smooth and p has constant rank on
Mi. Fix a stratum M . Since M is connected, it follows from the argument
above that p is injective on M . Combining this observation with the fact
that p has constant rank on M , we deduce that p
∣∣∣
M
is a diffeomorphism onto
its image.
We are now ready for the main result of this subsection.
Theorem 4.5. Consider a semi-algebraic set Q ⊂ Rn×n that has local di-
mension n around every point. Then for a generic matrix A ∈ Rn×n, the
map
φA : Q→ Rn,
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(x, y) 7→ Ax+ y,
is a local diffeomorphism of Q onto an open subset of Rn, around every point
in a dense semi-algebraic subset of Q.
Proof By Proposition 4.3, we have that for a generic matrix A ∈ Rn×n,
the map φA is finite-to-one. Fix such a matrix A. Consider the stratification
guaranteed to exist by applying Proposition 4.4 to the map φA, and let DA be
the union of the maximal strata in this stratification. By Proposition 3.7, we
see that DA is dense in Q. Consider a point (x¯, y¯) ∈ DA, which is contained
in some maximal stratum M . Since the set Q has local dimension n around
each of its points, we deduce that the stratum M is n-dimensional. Recall
that the mapping φA
∣∣∣
M
is a diffeomorphism onto its image. By maximality
of M , there is a real number  > 0 such that B(x¯, y¯)∩M = B(x¯, y¯)∩Q and
hence the restricted mapping φA
∣∣∣
B(x¯,y¯)∩Q
is a diffeomorphism onto its image.
Consequently the image φA(B(x¯, y¯)∩Q) is an n-dimensional submanifold of
Rn, and hence is an open subset of Rn.
As a direct consequence of Theorem 4.5 and Theorem 3.8, we obtain
Corollary 4.6. Let f : Rn → R be a lower semicontinuous, semi-algebraic
function. Then for a generic matrix A ∈ Rn×n, the map
φA : gph ∂f → Rn,
(x, y) 7→ Ax+ y,
is a local diffeomorphism of gph ∂f onto an open subset of Rn around every
point in a dense semi-algebraic subset of gph ∂f . Analogous statement holds
in the Frechet case.
4.2 Sensitivity
Proposition 4.7. Consider a semi-algebraic set Q and a finite-to-one, con-
tinuous, semi-algebraic map φ : Q→ Rm. Then the map φ does not decrease
local dimension, that is
dimQ(x) ≤ dimrgeφ φ(x),
for any point x ∈ Q. In particular, semi-algebraic homeomorphisms preserve
local dimension.
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Proof By Proposition 4.4, there exists a stratification of Q into semi-
algebraic manifolds {Mi}, such that for each maximal stratum M , the re-
striction φ
∣∣∣
M
is a diffeomorphism onto its image. Fix some point x ∈ Q.
By Proposition 3.7, there is a maximal stratum M satisfying x ∈ clM and
dimM = dimQ(x). Now since φ
∣∣∣
M
is a diffeomorphism onto its image, we
deduce that the manifold φ(M) has dimension dimQ(x). By continuity of φ,
we have φ(x) ∈ clφ(M). Hence,
dimrgeφ φ(x) ≥ dimφ(M) = dimQ(x),
as we needed to show.
Proposition 4.8. Let Q ⊂ Rn×Rn be a semi-algebraic set and suppose that
Q has local dimension n at a point (x¯, y¯). Consider the following parametric
system, parametrized by matrices A ∈ Rn×n and vectors b ∈ Rn.
P (A, b) : (x, y) ∈ Q,
Ax+ y = b.
Define the solution set, S(A, b), to be the set of all pairs (x, y) solving P (A, b).
Suppose that we have (x¯, y¯) ∈ S(A¯, b¯), for some matrix A¯ and vector b¯. Fix
some precision parameter  > 0, and let Ω ⊂ Rn×n×Rn be the set of param-
eters (A, b), for which the solution set S(A, b) is finite and the intersection
S(A, b) ∩ B(x¯, y¯) is nonempty. Then for any real number δ > 0, the set
Ω ∩ Bδ(A¯, b¯) has dimension n2 + n, and in particular has strictly positive
measure.
Proof By Proposition 4.3, for a generic matrix A ∈ Rn×n the map
φA : Q→ Rn,
(x, y) 7→ Ax+ y,
is finite-to-one. Denote this generic collection of matrices by Σ. Let Q′ :=
Q ∩ B(x¯, y¯). Observe that for each matrix A ∈ Σ, the restriction φA
∣∣∣
Q′
is
still finite-to-one. For notational convenience, we will abuse notation slightly
and we will always use the symbol φA to mean the restriction of φA to Q
′,
that is we now have φA : Q
′ → Rn.
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Fix some arbitrary real numbers δ, γ > 0, and let Nδ,γ(A¯, b¯) := Bδ(A¯) ×
Bγ(b¯). We will show that the set Ω ∩ Nδ,γ(A¯, b¯) has dimension n2 + n. To
this effect, observe that the inclusion,
(10)
Ω ∩Nδ,γ(A¯, b¯) ⊃ {(A, b) ∈ Rn×n ×Rn : A ∈ Σ ∩Bδ(A¯), b ∈ rgeφA ∩Bγ(b¯)},
holds. The set on the right hand side of (10) is exactly the graph of the
set-valued mapping,
F : Σ ∩Bδ(A¯)⇒ Rn,
A 7→ rgeφA ∩Bγ(b¯).
Thus, in order to complete the proof, it is sufficient to show that gphF has
dimension n2 + n. We will do this by showing that both the domain and the
values of F have large dimension.
First, we analyze the domain of F . Consider any matrix A ∈ Σ ∩Bδ(A¯).
We have
|φA(x¯, y¯)− b¯| = |(Ax¯+ y¯)− (A¯x¯+ y¯)| ≤ |A− A¯||x¯|.
So by shrinking δ, if necessary, we can assume |φA(x¯, y¯)− b¯| < γ. Hence, we
deduce
(11) φA(x¯, y¯) ∈ rgeφA ∩Bγ(b¯).
In particular, we deduce that F is nonempty valued on Σ∩Bδ(A¯). Combining
this with the fact that the set Σ is generic, we obtain
(12) dim domF = dim Σ ∩Bδ(A¯) = n2.
We now analyze the set F (A). Since the continuous map φA is finite-to-
one and Q′ has local dimension n at the point (x¯, y¯), appealing to Proposi-
tion 4.7, we obtain
(13) dimrgeφA φA(x¯, y¯) = n.
From (11) and (13), we obtain
(14) dimF (A) = dim rgeφA ∩Bγ(b¯) = n,
for all matrices A ∈ Σ ∩ Bδ(A¯). Finally combining (12), (14), and Proposi-
tion 2.20, we deduce
dim gphF = dim domF + dimF (A) = n2 + n,
thus completing the proof.
Thus we have the following corollary.
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Corollary 4.9. Let f : Rn → R be a lower semicontinuous, semi-algebraic
function. Consider the following parametric system, parametrized by matrices
A ∈ Rn×n and vectors b ∈ Rn.
P (A, b) : y ∈ ∂f(x),
Ax+ y = b.
Define the solution set, S(A, b), to be the set of all pairs (x, y) solving P (A, b).
Suppose that we have (x¯, y¯) ∈ S(A¯, b¯), for some matrix A¯ and vector b¯. Fix
some precision parameter  > 0, and let Ω ⊂ Rn×n×Rn be the set of param-
eters (A, b), for which the solution set S(A, b) is finite and the intersection
S(A, b) ∩ B(x¯, y¯) is nonempty. Then for any real number δ > 0, the set
Ω ∩ Bδ(A¯, b¯) has dimension n2 + n, and in particular has strictly positive
measure.
To clarify Corollary 4.9, consider a solution (x¯, y¯) to the system P (A¯, b¯).
Then the content of Corollary 4.9 is that under small random (continuously
distributed) perturbations to the pair (A¯, b¯), with positive probability the
perturbed system P (A, b) has a strictly positive and finite number of solu-
tions arbitrarily close to (x¯, y¯).
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