Temperature is a driving climate variable for grapevine development and grape ripening kinetics. The current study first reports interpolation of daily minimum and maximum temperature data by a weather station network from 2001 to 2005 in the Bordeaux (France) winegrowing region by means of regression kriging using terrain, satellite and land-cover derived covariates. Second it analyses the interpolation procedure errors in agroclimatic indices by means of cross validation and then it compares the field observations of grapevine phenology to temperature-based predicted phenology applied to interpolated data. Finally it proposes a simple method to perform a zoning of Bordeaux vineyards based upon the spatialized prediction of the day on which grape sugar content reaches 200 g.L -1
Introduction
Climate is one of the most important viticultural variables affecting grapevine development and the enological potential of grapes (van Leeuwen et al., 2004) . Air temperature, in particular, plays an essential role in the kinetics of vine growth (Buttrose, 1969 ; Buttrose and Hale, 1973 ; Pouget, 1988) , timing of phenology (Parker et al., 2013) and grape ripening (Spayd et al., 2002; Downey et al., 2006) .
The climatic characterization of winegrowing regions relies heavily on air temperature, as evidenced by the significant amount of literature on the subject (Amerine and Winkler, 1944; Gladstones, 1992; White et al., 2006; Bois, 2007; Jones et al., 2009; Jones et al., 2010) . Most spatial analyses of temperature are mainly performed using point data, that is, weather stations (see, for example, Gladstones, 1992; Tonietto and Carbonneau, 2004) , or gridded data at 1-km resolution or more (Jones et al., 2009; Jones et al., 2010) . Such resolutions are relevant for small spatial and temporal scale zoning (macroclimatic characterization, monthly time steps). However, they do not consider local variations in temperature, which may lead to significant differences in the physicochemical composition of the grapes (Neethling et al., 2011) .
The fine-scale analysis of temperature fields can be achieved through three different methods. The first uses a very fine network of temperature sensors that allows sampling at nearly all topographical positions of the study site. This is made possible through the development of automated temperature monitoring devices (electronic sensors/data loggers, many examples are shown in Quénol, 2014) . The spatial extent of such monitoring networks is, however, limited by the financial and human costs associated with equipment purchase, installation and maintenance. Furthermore, the development of these networks is relatively new and access to historical data is often limited. The second method -which may be complementary to the first one -estimates temperature fields using meso-scale temperature data (typically a network of weather stations). Such interpolation of spatial data at any point in space is based on spatial statistics, possibly with the use of ancillary variables (environmental covariates), which affects the spatial structure of the temperature fields. The ancillary variables can be collected with a denser, or even systematic, sampling scheme. A typical example is the use of a digital terrain model (DTM) whose topographical descriptors (elevation, slope, orientation, etc.) are often highly correlated with temperature. Temperature is then derived from regression models established between the environmental covariates and station data (Jarvis and Stuart, 2001; Joly et al., 2003; Pape et al., 2009) . The third method simulates temperature fields using highresolution dynamic climate models (Bonnardot and Cautenet, 2009) . For the moment, the use of these very high-resolution models requires significant computer resources, and hence long calculation times, thus limiting the extent of climate simulations, both spatially and temporally.
The aim of the present study is to perform a highresolution (50 m) characterization of thermal diversity in the Gironde vineyards -a region with little relief -and to assess the impact of temperature variations on vine development and grape ripening. The impact of thermal spatial variability on grapevine biology is evaluated by applying phenological models to daily interpolated temperature fields. Phenological stage predictions are tested against data collected on Vitis vinifera L. cv. Merlot vine plots. Finally, the 37 AOCs (appellation areas) of the Bordeaux wine region are characterized based on the date on which grape sugar content potentially reaches 200 g.L -1 (as estimated from interpolated temperature data).
Data and methods

Study area
The Bordeaux wine region is located in southwestern France, in the Gironde Department, 20 to 150 km inland from the Atlantic Ocean, between 44.5° and 45.5°N. The vineyards are planted on a wide range of soils, including sand/gravel over Quaternary alluvial deposits, clay over Oligocene calcareous soils, etc. (Wilbert, 1987) . According to the Köppen-Geiger classification system, the region, having a warm temperate climate with moderate summers and no dry season (Peel et al., 2007) , belongs to the "Cfb" type. From a viticultural perspective, it has been characterized as sub-humid temperate with cool nights (Tonietto and Carbonneau, 2004) . Its proximity to the Atlantic Ocean reduces the risk of extreme temperatures (frost or severe heat) for grapevines .
Libournais (including Saint-Emilion and Pomerol), and Blayais-Bourgeais. The AOC areas were delineated using the AOC geographical database provided by the Conseil Interprofessionnel du Vin de Bordeaux and the Institut National de l'Origine et de la Qualité.
The surface area covered by AOC regions (238 531 ha) largely exceeds the actual vine planted area (123200 ha in 2005 and 112 600 ha in 2014; France Agrimer, 2015) . Furthermore, the delineation of the AOC regions includes built-up areas (urban areas, road networks, etc.) and water bodies, which clearly have no present or future use for vine growing. These non-arable lands were identified using the CORINE Land Cover 2006 geographical database (CLC2006; Büttner et al., 2007) . They represent 8332 ha of builtup areas (classes 100 to 142 of CLC2006) and 256 ha of water areas (water streams, water bodies, and part of the estuary; classes CLC2006 500 and above).
Our climate analysis was performed on arable AOC areas (i.e. excluding the lost areas). The vector layer of AOC areas was converted to grid format (raster), at 50-m resolution, on a grid identical to that of the digital elevation model (DEM) used for temperature interpolation (BD ALTI, ©IGN). This conversion led to a raster image of 912 418 pixels, corresponding to 228 104 ha, which is slightly below (1839 ha less) the total arable AOC area calculated from the vector layers.
Temperature data
This study used daily temperature records (minimum and maximum) collected through the DEMETER and Meteo-France networks of CIMEL automated weather stations over the 2001-2005 period (totaling 1826 days; Figure 1b) . In that period, the number of stations increased from 32 (in 2001) to 68 (from 2003 to 2005) . The collected data were thoroughly checked by graphically comparing the temporal dynamics of temperatures by groups of 5 to 10 stations. Several types of outliers were detected (database errors using previous years' data; one-day time lag in data series; growing gap in data collected at one station versus surrounding stations, most likely due to sensor drift; sudden gaps of several degrees that lasted for several days); overall, 221 series (of 1 to 1461 daily data each, 4565 values at total) were discarded. This represents 2.3% of the original dataset.
Spatial interpolation of temperature
Four methods for spatial interpolation of meteorological data were preliminarily evaluated: the nearest neighbor (NN) method, also known as 
" "
Thiessen polygons (Thiessen, 1911) , the ordinary kriging (OK) method (Matheron, 1970) , the multiple linear regression (MLR) method, and the regressionkriging (RK) method (Odeha et al., 1994) , an approach (equivalent to kriging with external drift) widely used in climatology (Holdaway, 1996; Agnew and Palutikof, 2000; Boer et al., 2001; Stahl et al., 2006; Joly et al., 2010; Hengl et al., 2012) . The principle of these techniques is well documented in the literature (for more details, see Cressie, 1993; Wackernagel, 2003) .
RK and MLR methods were performed using ancillary data, herein called "environmental covariates". They consisted in a set of rasters (i.e. grids) at 50-m resolution derived from two sources: a 50-m digital elevation model (already mentioned above) from which several geomorphological rasters have been derived (according to Joly et al., 2012) and a Normalized Difference Vegetation Index (NDVI) derived from a Landsat 7 ETM+ satellite image (Chander et al., 2009) . Following a preliminary benchmark of the methods, RK, clearly performing more efficiently, was retained.
This preliminary comparison of interpolation methods, as well as a full description of environmental covariates used in regression-based interpolation methods are detailed in supplementary material (SM1).
Temperature interpolation validation set was elaborated by means of Leave-One-Out Cross Validation (LOOCV): an interpolation model was built, for each day, using the set of observed temperature data at n stations and withholding the data of one of the n stations. The interpolation was performed at the excluded station coordinates, providing an independent comparison between observed and interpolated temperature data at that site. This was repeated n times, each time with a different weather station (see Stone, 1974 , for discussion about cross validation).
The validation dataset obtained was used both to compare the interpolation methods through a preliminary benchmark and to evaluate interpolation error propagation within agroclimatic indices (see Section 5 below).
The performance of temperature and agroclimatic spatialization procedures was evaluated with three statistical indicators, comparing the data recorded at the stations (observations) with interpolated data (predicted values):
-the coefficient of determination (R²) between observed and predicted values -the modeling efficiency (EF; Mayer and Butler, 1993) , defined as:
( 1) -the root mean square error (RMSE), defined as: (2) where P i is the predicted value, O i is the observed value at station i of the n stations used for LOOCV, and Ō is the mean value of all O i observations.
Phenological observations
A database of phenological observations -midflowering date (112 vine plots) and mid-veraison date (32 vine plots) -was compiled for grapevines (Vitis vinifera L. cv. Merlot) over the period 2001 to 2005 (Lebaron, 2006) , made on commercial vineyards. These were weekly observations collected by three institutions through three grapevine monitoring networks across Gironde: the Faculty of Enology of the University of Bordeaux, the French Institute of Vine and Wine (IFV) and the Gironde Chamber of Agriculture. Observations were made every week, walking through single plots and noting the average stage of the plot by observing inflorescences and grapes. For flowering stage, stages were noted as early flowering, mid-flowering and late flowering. If no mid-flowering was recorded, the mid-flowering stage was determined using linear interpolation between both early and late flowering dates. Veraison was noted similarly, though the approximate percentage of berries having reached veraison was provided for some plots (University of Bordeaux network). The maximum uncertainty of observed data was considered to be 6 days max, and 3.5 days on average. The dataset contained several missing values (data not collected for one or more of the five vintages). Finally, 320 observations for midflowering dates (out of 112 plots x 5 vintages = 560 potential data) and 68 for mid-veraison dates (out of 160 potential data) were available.
Phenological model and agroclimatic indices
Seven types of daily temperature-based agroclimatic indices were selected: -The dates of phenological stages and "grape theoretical maturity" for Vitis vinifera cv. Merlot, as calculated with the GFV (Grapevine Flowering Veraison) model (Parker et al., 2011; Parker, 2012) . "Grape theoretical maturity" corresponds to the day on which grape sugar content reaches 200 g.L -1 for a specific variety. The GFV model was fitted to grape sugar content data collected in various locations and years (Parker, 2012) . The model performance for the cultivar Merlot is 7.98 days (RMSE, see Parker, 2012) . Note that grapes are generally harvested at higher sugar levels (220 -230 g.L -1 ), so the index anticipates real harvest dates by 2 or 3 weeks. However "grape theoretical maturity" modeling remains a relevant tool to compare the delay (in days) between early and late ripening vineyard blocks; -The number of frost days at the start of the growing season, that is, the number of days with minimum air temperature ≤ -1°C, between March 1 and June 30. This methodology assumes that when shade temperature (at 1.5 or 2 m above ground) has reached -1°C, the vegetation closer to the ground is exposed, in case of temperature inversion, to temperatures close to -3°C, which is the damage threshold for young vine shoots (Fuller and Telli, 1999) ; -The number of "high heat" days, that is, the number of days with shade maximum air temperature ³ 35°C, between June 1 and September 30. It is hypothesized that temperatures above 35°C induce a thermal stress for grapevine, limiting grape anthocyanin content and significantly disturbing berry sugar accumulation (Sepulveda and Kliewer, 1986; Mori et al., 2007) . Above 40°C, photosynthetic activity is also impaired (Luo et al., 2011) ; -The mean minimum temperature for the month of September, called the "Cool night Index" (CNI; Tonietto and Carbonneau, 2004) . This index reflects the positive influence of cool night-time temperatures during the ripening period on grape secondary metabolite content (Kliewer and Torres, 1972; Tonietto and Carbonneau, 2004; Mori et al., 2005) . Note that the reference period to calculate CNI is not relevant for warm vintages such as 2003 in Bordeaux, where maturation took place mostly during August and harvest was performed early September. We however stuck to this reference period in order to respect the calculation standards of this index;
-The minimum, maximum and mean daily temperature averages from April to September, the growing season period in Bordeaux, from budburst to harvest. Jones (2006) (Parker et al., 2011; Parker, 2012) . It was used here to estimate the dates of these two phenological stages and the date on which grape sugar content reaches 200 g.L -1 (used as proxy for maturity) for Merlot grapevines (Table 1) .
Results and discussion
Validation of interpolated agroclimatic indices
Considering the performance of the four interpolation methods (see SM1), temperature estimations have been calculated using RK in any point of the study area (i.e. 50-m resolution DEM grid located within the Bordeaux winegrowing region). To assess daily interpolation error propagation within agroclimatic indices mapping, RK cross validation data were used 
to calculate several agroclimatic indices: midflowering date, mid-veraison date and day on which berry sugar content reaches 200 g.L -1 (used as proxy for maturity), as estimated by the GFV model for the Merlot cultivar; the CNI index; the number of frost days (in the spring) and high heat days (in the summer); and minimum, maximum and mean daily temperature averages from April to September. This analysis was restricted to the RK method because of its better fit to observed daily temperature fields over the other interpolation methods.
The agroclimatic indices calculated from daily interpolated Tmin and Tmax data were, in general, close to observed station data ( We compared the relevance of using the IC approach (Interpolate then Calculate), i.e. daily interpolation of temperature data to perform agroclimatic indices, rather than first calculating these indices and then interpolating the results (i.e. the CI approach: Calculate then Interpolate). As shown in 
RK daily efficiency
days, however, calculating first then interpolating clearly provided more accurate spatialization, especially for years during which these heat/frost days where absent or rare (i.e. spring frost days and heat days during 2002, Figure 3 ). These indices are very sensitive to daily temperature spatial interpolation errors. Interpolation generated values beyond the lower (upper) thresholds for heat (frost) days event.
Results previously obtained when comparing both approaches diverge, so that no approach could be initially preferred. When mapping soil characteristics, Stein et al. (1991) systematically obtained lower mean squared errors (MSE) using universal (co-)kriging with CI, while Bosma et al. (1994) had lower MSE with IC using ordinary kriging, but CI and IC differences became nil when the sample size was high (N = 200 and more). Sinowski et al. (1997) Figure 4 .
The estimation of mid-flowering and mid-veraison dates was consistent with observations from year to year. However, the spatial performance (within vintages) of the prediction of mid-flowering dates was mediocre: the percentage of explained variance (R²) did not exceed 36%. Furthermore, the year-toyear variability of the timing of this stage was highly underestimated. We propose two hypotheses to explain this poor result. First, on the one hand, the spatial interpolation underestimates the spatial variability (in Figure 4a , slopes of linear regression models of predicted values as function of observed values are below 1); on the other hand, the GFV model tends to under (over)estimate the timing of the late (early) phenological stages (Parker et al., 2011 
difference between temperature-based spatialized flowering and field observations. The predicted mid-veraison dates also tended to underestimate the spatial variability but to a lesser extent. However, the spatialized predictions of the date of occurrence of this phenological stage were much closer to observations, explaining up to 77% of the variance in observed dates in 2003.
Agroclimatic zoning of the Gironde wine region
As RK daily interpolation error propagation was limited within agroclimatic indices mapping, this spatialization procedure was considered reliable enough to be used for the spatialization of agroclimatic indicators relevant to viticulture in Gironde.
The day on which grape sugar content reaches 200 g.L -1 (GFV model), hereafter referred to as "theoretical maturity", was chosen to characterize the thermal potential of Gironde vineyards. The time of theoretical maturity was calculated for 912 418 pixels (50-m resolution) within Gironde AOCs (total area of 228 104 ha), for each of the five years of the study period (2001) (2002) (2003) (2004) (2005) , using the interpolated daily Tmin and Tmax data. This maturity-based zoning was performed as follows: (i) for each vintage, the estimated maturity days were classified into five equal interval classes: pixels with the earliest potential maturity (earliest day of year) were assigned a value of 1 and the latest a value of 5. (ii) The yearto-year standard deviation in class values was calculated for each pixel. Pixels with a standard deviation > 1 took on a class 6 value ("unstable"). A large standard deviation indeed indicates that the relative ranking of such pixel varies significantly from one year to another, thereby preventing its precise ranking (early vs. late area). (iii) The final ranking of the pixels that remained relatively consistent from year to year (standard deviation ≤ 1) was obtained by averaging the class values (values from 1 to 5) over the 5-year study period (rounded to the nearest integer). As a result, six potential maturity classes were obtained: "very early" (=1), "early" (=2), "intermediate" (=3), "late" (=4), "very late" (=5) and "unstable" (=6).
Year-to-year variation in ranking was low for much of the study area and only 18 ha (i.e. 0.01% of the Bordeaux AOC areas) was classified as "unstable". Table 2 shows the average potential day of theoretical maturity (expressed in day of year) for each class. Differences of 2 to 4 days were observed between classes, with a maximum of 20 days between the "earliest" and "latest" pixels (2001). Standard deviations varied from 0.6 to 1.6 days between classes (excluding the "unstable" class), which is slightly below the RMSE obtained for cross validation (1.6 to 2.9 days). Increasing the number of classes for zoning is therefore not useful, given the uncertainties associated with spatialization. The great majority of the pixels within Bordeaux AOC areas belonged to the "intermediate" class (69.1% of the total area; Table 3 and Figure 5 ). The "very early" and "early" areas were found along the Garonne and Dordogne valleys, in Haut-Médoc (region I), on the Garonne River's left (region II) and right banks (region III), in the Libournais (region IV), and within the Canon Fronsac appellation (region V). The entire Pomerol appellation (region IV) was classified as "very early" (3%) and "early" (97%). A substantial part of the Saint-Emilion and PessacLéognan appellations (7%) was classified as "very early". In the Médoc, Pauillac, Saint-Julien, Margaux and Saint-Estèphe were classified as "early" or "intermediate", while the rest of this area was mainly classified as "intermediate" to "late" This is consistent with empirical knowledge of the Bordeaux wine region.
The areas classified as "late" and "very late" were found in the northwestern part of Médoc (region I) as well as in the northeastern part of the Bordeaux wine region (region IV and region V).
The spatial zoning based upon temperature can be viewed as the result of two combinatory, but different spatial structures of minimum and maximum temperatures during the grapevine growing season ( (Schär et al., 2003) . In the Bordeaux wine region, the spatial ranges in minimum and maximum temperature (April to September 2001-2005 averages) are 2.85°C and 1.95°C, respectively ( Figure 6 ). This spatial variation is close to expected rise in temperature throughout the 21st century (scenarios and multi-models median between +2 and +3°C in southwestern France, compared to the 1986-2005 average, as shown in the regional atlases in IPCC 2014). Our results are consistent with previous studies which have shown large spatial variation in temperature at local scale (see for instance Quénol, 2014 and Le Roux et al., 2017) . They confirm that (1) the impact of climate change differs in a consistent manner in space and (2) adaptation to climate change does not necessarily imply a long range shift in vineyard location towards higher latitudes or altitudes, as cool areas for vine production can be found within the same wine producing region.
Using interpolated temperature data for zoning viticultural potentialities has already been performed in many researches (see for instance section 3.4 in the review by Vaudour et al., 2015) . In most cases, interpolation and agroclimatic models error propagation are not considered. Therefore, it is impossible to confirm if the expected spatial variability of the crop response to climate, as depicted by the zoning procedure, is effective. At meso-scale level, a few studies (such as Failla et al., 2004 or Madelin and Beltrando, 2005) 
production by means of field observations. Our study has shown, using field observations, that despite a series of uncertainties or errors cumulated throughout the potential grapevine phenological spatialization procedure (phenological model errors, climate stations location representativeness, spatial interpolation errors, timing and accuracy of phenological observations in the field), an acceptable prediction of grapevine mid-veraison spatial variability could be achieved at meso-scale level.
Conclusions
In this work, we presented a comprehensive approach to zoning of agroclimatic potential using spatially interpolated daily temperature data.
The extent of interpolation errors within agroclimatic indices calculated each year based on daily temperature interpolations is limited. These indices were therefore used for the spatialization of the dates of two phenological stages in Vitis vinifera cv. Merlot, a grape variety largely grown in Gironde. The phenological timing predicted by a thermal summation model using spatial temperature trends could not reproduce the spatial variability of the midflowering date observed within a vine plot. By contrast, the predicted spatial mid-veraison date was consistent with vine plot observations. ), predicted by cumulated degree-days (GFV model), as an indicator of the impact of spatial climate variability on grape ripening is presented. The high repeatability of the spatial distribution of temperature fields implied high reliability in zoning. Average differences of approximately 10 days were observed over the entire study area. Because our interpolation method underestimates spatial variability in temperatures, real differences in the day when grapes reach full ripeness are likely to be even greater. Such mesoscale climatic differences over a wine producing region with little relief can have a significant impact on the enological potential of the grapes. In light of these results, spatial variability in temperatures should be considered as an integrated component of an appellation's natural terroir factors. Our results can help growers to optimize wine quality by adapting plant material (grapevine variety and rootstock) as well as present and future management practices to spatial temperature variability. 
