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We give here the proof of an inequality originally due to K. 0. Friedrichs [2]. 
If D is a regular bounded open set of I?, each vector-valued function u E L*(P), 
such that div u cLa(Q) and rot u ELM), belongs to H’(Q), if n - u/r = 0 
or n A u/r = 0, r being the boundary of 9. Moreover, for such U, we have 
II u IIHI(Q) Q C[ll u Il~sm + II div u IILw) + II rot u Ikw)l, 
when C does not depend of U. 
Now designons par Q un ouvert borne ‘Wgulier” de Rn dont la frontike I’ 
est une varitte de dimension n - 1 et situ6 d’un m&me c&C, par rapport A l7 
Dans la suite, A(1)) designe un operateur matriciel de derivation du premier 
ordre a coefficients constants et A(I)) sa partie homogene de degre 1. Nous 
considtrons essentiellement les operateurs divergence et rotationnel. L’opCra- 
teur divergence s’ecrit div = (Dzl ,..., D,,) tandis que l’operateur rotationnel 
est don& par une matrice de n(n - 1)/2 lignes et n colonnes, qui, sur une 
m&me ligne, contient Dsi dans la colonne j et - D,, dans la colonne i [3]. 
Ainsi, si u est derivable dans Q, 
div u = i Dz,ui , 
i=l 
rotu = (..., D,,u, - D+ ,...), i,j = l,..., n. 
D’une facon g&r&ale, ces operateurs s’appliquent a des vecteurs-fonctions 
dont la dimension ressort du contexte. 
DCsignons par V,(G), l’espace de Hilbert 
{u d2(Q):A(D)u eY(Q)}, 
muni de sa structure naturelle. 
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Vu l’hypothhe sur la front&e r de 52, on sait [3] que cl(o) est dense dans 
V,(Q) et de plus, il existe A(n) u/r E IFl”(r) tel que 
pour tout v  E W(Q), yv  designant la trace de v  dans ret les crochets designant 
la dualite dans W/a(r); n est la normale unitaire a r dirigee vers I’exterieur 
de 52. 
Si u et v  E C,(a), alors 
(A(n) u, yv) = 1, rf(n) u . yv do. 
En particulier, si A(D) = div, A(n) u = n . u tandis que si 
A(D) = rot, A(n) u = nllu = (..., lziuj - nju, ,... ). 
Designons par v(a), l’espace de Hilbert 
{u ELM : div u EL.~(Q), rot u ELM}, 
muni de sa structure naturelle. 
Pour tout u E V(Q), 
n . U/h fwyr) et nAu/rE fwyr). 
Designons encore par V,(Q) (resp. Ir,(sZ)), le sous-espace de V(Q) tel que 
n. u/r=0 (resp. wlu/r= 0) . 
TH~~OR~ME. Les espaces VI(Q) et V,(Q) sent contenus duns HI(Q) et on a 
pour tout u E V,(Q), i = 1,2, C &ant indkpendant de u. 
Avant de passer a la demonstration du theoreme, nous Ctudions une trans- 
formation 1iCe B l’ouvert Q, qui joue un r81e important dans la suite. 
Nous pouvons supposer qu’il existe un ouvert w 1 r tel que par tout 
x E W, il passe une seule normale 5 r portant la distance de x a r. En plus, les 
relations qui a tout x fz w associent son symetrique x’ sur cette normale 
par rapport B r sont dans C2(w). 
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Nous d&ignons ces relations par xi’ = x;(x) (i = l,..., n) ou encore par 
x’ = x’(x) et la matrice jacobienne par 8(x/)/a(x). 
Nous posons encore 52’ = w n CD et 8” = w n Q. 
LEMME 1. La matrice jacobienne est hermit&me dans w. 
Soit f (x) = 0 SCquation de r au voisinage d’un point x0 de T. Pour tout x 
suffisamment voisin de celui-ci, on a 
puisque 
f [” +;““‘I = 0, 
x 
0 
= x + x’(x) E r 
2 ’ 
VXEUL 
On en deduit que 
gradf(x,) * D&(x) = - &,f(xJ. (*I 
Comme d’autre part, 
grad f (x0) = A(x - x’(x)), 
on obtient 
(x - x’(x)) ’ D,,x’ = - (Xi - xi(x)) 
et en derivant cette relation par rapport a xk (k # i), on a 
- D+x’ . D,,x,’ + Dzdxk) + (x - x’(x)) . DoGkDzix’ = DEkxi’. 
La m&me relation obtenue en permutant K et i, retranchke de celle-ci, donne 
Dz<xk’(x) = D&(x). 
LEMME 2. En tout point x0 E r, la matrice jacobienne a(x’)/a(x) admet la 
valew propre 1. Sa multiplicitk est n - 1 et les vectewspropres sont orthogonaux 
li la normale. 
Soit x0 E r et a un vecteur tel que a * grad f (x0) = 0, si f(x) = 0 est 
l’equation de r au voisinage de x0 . 11 s’agit de prouver que 
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Cette condition sera realisee si le tableau 
est de rang 1, soit done si tous les determinants de dimension 2 extraits du 
tableau 
D,J(%)Y., QJ(%)v.., D,,.f (4 
k+‘(~,,),..., &,x,‘(x,) - I,..., &n4(x,) 
sont nuls, quel que soit k = l,..., ?1. 
Si la normale au point x0 , n’est pas orthogonale au ke axe de coordonnees, 
il en est de m&me au voisinage de x, . Deux points x et x’ images l’un de 
l’autre sont alors tels que xk # xk’ sauf si x = x’ E: r. La surface admet 
done l’equation 
x,‘(x) - Xk = 0, 
au voisinage de x0 . On a done 
gradf(x,) = Wrl~kl(xO),-., RQQ’(xJ - l,..., &,+‘(xo)), 
d’ol la propriete. 
Si, au contraire, la norrnale en x,, est orthogonale au Ke axe de coordonnees 
et si dans tout voisinage de x0 , il existe un point de I’ oh cette propriete 
n’a pas lieu, tous les dCterminants considt5rb sont encore nuls par continuith 
Si enfin, la normale en x,, et la normale en tout point d’un voisinage de x0 
sont orthogonales au ke axe, alors, on a xlc’(x) = xk pour tout x E w 
suffisamment voisin de x0 . Des lors, Dz,xi(x) = &, et la propriM est 
encore vraie. 
Tous les determinants de dimension 2 du tableau a(x’)/a(x,) - I &ant 
nuls, le nombre de vecteurs propres liniiairement independants relatifs a la 
valeur propre 1 est bien 7t - 1. D’ailleurs, il existe n - 1 vecteurs indepen- 
dants orthogonaux a grad f(xs). 
LEMME 3. En tout point x E w, la matrice jacobienne 8(x1)/a(x) admet la 
valeur propre - 1 et les vecteurs propres sont paraWes b la normale passant 
par x. La mutrice jacobienne est done orthogonale en tout point de r. 
Cette propriM resulte du lemme 1 et de la relation (*) etablie dans ce 
lemme. En tenant compte de ce lemme 1, cette relation s’ecrit en effet, 
grad xi * gradf(x,) = - D,,f(x,) 
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ou encore 
64 - gradf(xO) = - gradJ (x0,. 
a@4 
Passons a present a la demonstration du theoreme annond. 
Nous demontrons la propriete pour les fonctions de C,(Q) n V&2) et 
ensuite la densite de ces fonctions dans V,(Q) (i = 1,2). En fait, on peut 
montrer, au prix d’une demonstration assez compliquee et d’apres un travail 
de J. L. Lions non publie, que les fonctions de CI(@ n V,(Q) sont denses 
dans Y*(Q). 
En utilisant ce resultat, on pourrait simplifier quelque peu la demonstration 
qui suit. 
1. PROLONGEMENT DE LA FONCTION u ~C&2)n V,(Q) DANS 9 
Posons 
a(x7 
u’(x) = XII a(x) - u[x’(x)], XEQ, 
oh I’on choisit le signe + ou - selon que i = 1 ou 2. 
On a u’(x) E C,(Q’) et dans Q’, 
f div u’(x) = f D,,{grad xi’ . ubwl> 
i=l 
= gl (grad Q+‘) ~4C41 
Vu la symetrie de la matrice jacobienne dans w et l’orthogonalite de la 
matrice jacobienne sur r, cette relation peut s’ecrire 
f div u’(x) = a(x) * u[x’(x)] + [div u],y,) 
oh 1 a(x)1 < C dans a’ et oh Cjk(x) E C@‘) avec Cik(x) = 0 si x E r. 
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En utilisant la relation 
%4 __- 44 = zk qx’) ~‘W>I, 
on peut finalement Ccrire cette relation sous la forme 
i div u’(x) $ f i C;,(x) Dzxq’(x) = a’(x) * u[x’(x)] + [div u],,(,) , 
j=lkl 
oti les a’ et C;, satisfont aux mCme conditions que les a et Cj, , don&s 
ci-dessus. 
ConsidCrons g p&sent les expressions Dziuj’(x) - Dojui’(x), ;,j = l,..., n. 
Vu la symktrie de la matrice jacobienne, on obtient aiskment, pour tout 
XEP, 
On a done 
* rot u’(x) = B(x) [rot u(x’)Izlfr) , 
oti B(x) dksigne une matrice dont les ClCments sont born& dans fi’. 
2. PROLONGEMENT DES OP~~RATEURS DIV ET ROT 
Posons Cjk(x) = 0, si x E 9, Cjk(x) = Cik(x), si x E II’. 
On a 
Cjk(x) E Co@ u Q’) n W(W u Q’). 
De m&me, posons G(x) = u(x) si x E ~2, ii(x) = u’(x) si x E: Q’ et considkrons 
l’opkrateur 
div -t (c &(X) D,, ,..., c (%k@> h,) 
k k = d(x, D). 
rot 
Cet opkrateur est elliptique dans Q u 9’. Si G(x) EI?(D u i2’) avec 
&‘(x, D) Q EJ?(D u Q’), alors 0 E II,‘,,@ u Q’) et d&s lors u E e(Q) [l]. 
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On va effectivement prouver que 
div u 
= rot u ( ) dans 52 
divu’ + c C&T) D,,uj' 
5,k 
rot u’(x) 
a’(x) * Wb41 + WV uh 
W4 [rot 4dbd 1 dans Q’, 
d’oh son appartenance h La@ u Q’) et l’in~galid 
II u IIH’(R) d CU u llL2tQJ + II div u /IL~(nj + II rot u IlL~J9 
oh C ne dkpendant pas de u E C,(Q) n V,(Q). 
Pour Ctablir ce fait, il suffit de prouver que 
n - u(x)/r = A(x, n) u’(x)/r et nnu(x)/r = nAu’(x)/r. 
ConsidCrons u, E C@) avec u, -u. 
Alors, la suite u,’ associke A la s%e u, selon le processus dCcrit en 1, 
converge vers u’ dans V,(U) associC 2 l’opkateur &(9(x, D), consid& dans 
Q’. 11 s’ensuit que 
en tenant compte du fait que cik(x) = 0 et x’(x) = x si x E T’, que n est un 
vecteur propre de la matrice jacobienne, de valeur propre - 1 et que 
n * u/r = 0 dans le cas i = 1, c’est-h-dire dans le cas oh on considkre le 
signe “suptkieur.” 
De la m&me faqon, 
%-4 ao umw 
= -& lim 
H-‘Ia C 
# rot*(n)] * um(Xyr 
= f H!;Crj rot(n) u,(xyr = f rot(n) u/r 
= dulr, 
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en tenant compte du fait que les vecteurs colonnes de la matrice rot* (n) 
sont orthogonaux i% n et sont done des vecteurs propres de a(x’)/a(x) de valeur 
propre Cgale B 1 et que nllu/P = 0 dans le cas i = 2, c’est-i-dire le cas oh on 
considkre le signe “infkieur.” 
3. DI~MONSTRATION DES TH$OR&MES DE DENSITY? 
Nous dkmontrons ici la densitk de C,(Q) n V,(Q) dans V,(Q), (; = 1,2). 
Les dCmonstrations des deux thkorkmes sont paralkles. 
(a) Siu E VI(Q) est tel que (u, w&(~) = 0 pour tout w, c C,(Q) n V&2), 
alors u = 0. 
Comme C,(G) est dense dans V(Q), il suffit de prouver que 
(u, ~)~(o) = 0, pour tout w E C,(@. Effectivement, nous allons montrer que 
tout w E C,(Q) peut s’Ccrire w = w1 + w2 oh (u, wl)y(pj = 0 parce que 
n * u/r = 0 et oh (u, w,)~(~) = 0 parce que w2 E C,(G) n VI(Q). 
Dans ce but, consid&ons la solution du problkme aux limites 
Cette fonction 0, E C,(Q). 
D’une part, 
(u, grad q,~,,),o, = (u, grad y,)Le(nj + (divw h,)L~o, 
= (u, grad q,)Le(QJ + (div u, w,&(n) = 0 
puisque n * u/r = 0, et d’autre part, 
w - grad w, E C,(Q) n V,(Ll) 
puisque 
dw 
n * (w - grad w,,)/F = n * w/r - -$/I’ = 0. 
La dkomposition 
w = grad w0 + (w - grad wO) 
r&pond done g la question. 
A remarquer que w,, E Cm@), ce qui prouve done que Cm@) n V,(Q) 
est dense dans V,(Q). 
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(b) Si u E V,(D) est tel pe (u, w&qQ) = 0 pour tout W, E c,(g) n v,(a), 
alors u = 0. 
11 suffit encore de prouver que (u, w)~(~) = 0, pour tout w E C,(D). 
On va montrer cette fois que tout w E C,(Q) peut s’kcrire 
w = w1 + w2, 
oh (u, w&(Q) = 0, parce que nAu/r = 0 et (u, w&(~) = 0, parce que 
5 E C,(Q) n W3. 
Dksignons par V*(Q), l’espace de Hilbert 
{v EP(Q) : rot* (- B) v EL2(Q)), 
muni de sa structure naturelle. Pour v E V*(Q), on peut dkfinir 
rot* (- n) v/r E ZW2(T), tel que, si w E Hll”(F), 
D&s lors, pour w don& dans C,(a), la fonctionnelle (rot* (- n) v/r, w) 
est bornCe sur V*(G) et il existe v, E V*(a) tel que 
(rot*(- n) V/r, yw) = (v , v)La(nJ + (rot*(- D) v. , rot*(- D) v)La(QJ , 
pour tout v E V*(Q). 
De plus, si v E W(Q), alors 
(rot*(- n) V/r, yw) = - (rot(n) w/r, r\7). 
En faisant v = cp E D(Q), cette relation montre que 
rot(D) rot*(- D) v0 = - v, 
et par suite (cf. appendice ci-dessous) dv, = v. et v. E C,(Q). 
D&s lors, si v E p(Q), on a 
(rot*(- n) c/r, pv) = - (rot(D) rot*(- D) v0 , v)~~,~) 
+ (rot*(- D) v. , rot*(-- D) v)LBtaj 
= - (rot(n) rot*(- 0) vo/r, jG). 
11 s’ensuit que 
ou encore 
rot(n) w/r = rot(n) rot*( - D) vo/r 
rul(w - rot*(- 0) voyr = 0. 
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D’autre part, 
(u, rot*(- D) v&(o) = (u, rot*(- D) v&(o) + (rotu, rot rot*(- D) v&o, 
= (u, rot*(- D) v&~, - (rot u, vO)L~cRj = 0 
puisque nAu/r = 0 et que div rot* = 0. 
La decomposition 
w = rot*(- D) v, + (w - rot*(- 0) vO) 
r&pond done a la question. 
APPENDICE 
11 est facile de voir que 
OJ, = grad div - rot*(- 0) rot(D), 
ou d, est le laplacien a 7t dimensions et I, la matrice identite dans C”. 
La relation que nous utilisons plus haut est la suivante 
LI&,+~) = A(D) - rot D rot*(- D), 
2 
oh A(D) rot D = 0. 
Cette relation est plus difficile a demontrer. 11 est d’ailleurs vraisemblable 
que A(D) = B*(D)B(D), avec B rot = 0. 
Ainsi, pour n = 2, A(D) = 0; pour n = 3, B = div; pour n = 4 
i 
- D, Dcc3 - Dz, 
D, - Qc, D=1 
B= -D x4 D,, - 4x1 
D, - &, 4 1. 
En langage de polynome caracteristique, la premiere relation s’ecrit 
1 x 121m = (x, x) + rot*(x) rot(x), 
oti (x, x) est la matrice d’C1Cments x,xj et elle se verifie aisement. 
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DCmontrer la seconde revient A prouver que 
1 x I2 rot(x) = rot(x) rot*(x) rot(x) 
ou encore, vu la premike relation, que 
rot(x) (x, x) = 0, 
ce qu’il est aisC de vkifier. 
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