Abstract-To be able to efficiently schedule network transfers on computing platforms such as clusters, grids or clouds, accurate and timely predictions of network transfers completion times are needed. We designed a new metrology and performance prediction framework called Pilgrim which offers a service predicting the completion times of current and concurrent TCP transfers. We describe Pilgrim and show some experimental results comparing the predictions to the real transfer completion times.
I. INTRODUCTION
Data management in distributed environments is currently a topic of major interest to the grid and cloud computing community. Indeed, in many application, high performance computing requires to deal with a large amount of data. Moreover the Big Data management is one of challenges for the next years. Currently, the most widely-used approach for data management for distributed grid computation relies on explicit data transfers between clients and computing servers, but efficient task scheduling may depend on these data management operations.
Our objective is to develop a framework providing a network prediction performance service able to dynamically predict the completion times of TCP transfers. Such a service is mandatory for a good resource management system to take scheduling decisions efficiently. In Section II we discuss about the network forecasting issue. Section III presents related works. Section IV introduces the framework of our study before the experiments and results given in Section V.
II. NETWORK FORECASTING
Different forecasting approaches exists as analytical solution, statistical methods, machine learning, simulation, or some combinations of those and appropriate heuristics. Ideally, a network forecaster needs to take into account (implicitly or explicitly) the link capacities, the network equipment capacities, the interactions both with background traffic and between scheduled transfers themselves. The interactions between network traffics depend on the microscopic behaviors of the network protocols, which in turn, in the case of TCP, may depend on end hosts parameters like congestion window size, congestion avoidance algorithm, and characteristics of the links and equipments on the path, like latencies, packet loss ratios, packets reordering ratios, buffer sizes, etc. Actually all these elements, combined with the state machine of TCP, generate a complex microscopic behavior which is slow to simulate at the scale of a large computing platform. Packet-level simulations are well suited for offline analysis, when we accept the simulation itself to take longer than the simulated phenomenon. In our case, we need the forecasts to be fast enough to be used in scheduling decisions. A promising approach is to model network transfers at the macroscopic, i.e., flow, level. A flow level TCP model is used in the SimGrid 1 simulator and the speed gain is huge compared to packet level simulators.
We have currently chosen to forecast network transfers using simulations in SimGrid, and we will show that SimGrid simulations performances and accuracy are sufficient to get useful online predictions for the reasonably large-scale platform to which we have access: Grid'5000 2 .
III. RELATED WORK
The NWS, Network Weather Service 3 provide accurate forecasts of dynamically changing performance characteristics from a distributed set of metacomputing resources. NWS is setup as a hierarchy of cliques, which represent units of measurements. System and network sensors are run inside these cliques and between them. Both system and network sensors use active probes, to measure availability of computing or network resources. Forecasts are obtained by using different predictors on each probe time-series, and using an algorithm which continuously selects the best among the set of available predictors.
Relying on NWS, FAST [1] offers forecasts of computation times of functions based on benchmarking, at install time, of a representative set of parameters for these functions and polynomial data fitting of actual parameters.
IV. FRAMEWORK: FROM SIMULATION TO NETWORK PREDICTION SERVICES

A. The SimGrid simulator
SimGrid is a toolkit that provides core functionalities for the simulation of distributed applications in heterogeneous distributed environments. Applications are modeled as a set of processes, running on a set of hosts, executing tasks or exchanging data through the network.
The SimGrid TCP bandwidth sharing model is described in [2] and improved in [3] , and models TCP traffic as a RTT-aware Max-Min flow-level model, where the bandwidth allocated to flows competing on a bottleneck link is inversely proportional to the flows' round trip time.
B. The Pilgrim Network Forecast Service (PNFS)
The main service offered by Pilgrim 4 is the network performance prediction service. Given a list of 3-uples (source, destination, size), it will answer with the list of 4-uples (source, destination, size, predicted TCP transfer completion time).
The prediction service implementation relies on having access to a model of the simulated platform. The Grid'5000 Reference API offers a static description of the Grid'5000 platform. We developed a tool which is able to process this Grid'5000 self-description, and convert it to a SimGrid platform description.
Having the SimGrid model of Grid'5000, then, for each network forecast request, a SimGrid simulation is instantiated, containing one send and one receive process for each requested transfers. These processes do nothing except sending the data and waiting for it, and tracking the transfer completion time in the simulated world.
Currently, a typical request to a local Pilgrim instance (minimizing impact of network latency) for a prediction involving 30 concurrent transfers on Grid'5000 takes less than 0.1s.
V. EXPERIMENTS
To validate the Pilgrim network forecasts service, we have run several experiments on Grid'5000. Each experiment consists in starting simultaneously actual TCP transfers between several Grid'5000 compute nodes, recording their completion time, and comparing the results with the Pilgrim forecasts. Each experiment depends on a set of parameters:
• Transfer size: 10 values on a geometrical progression between 0.1 MByte and 10 GBytes.
• Number of transfer sources: 1, 10, 30, 50 or 60.
• Number of transfer destinations: 1, 10, 30, 50 or 60. Two topologies are tested:
• CLUSTER: all source and destination nodes are randomly drew from a single random cluster • GRID_MULTI: all sources and destinations are randomly drew from all clusters and sites of Grid'5000. With the constraint that all transfers are across Grid'5000 site boundaries. For a given parameter combination, each experiment is run 10 times and results are aggregated. The actual transfers are performed using iperf. The automated execution of all these steps is performed using the Execo tool 5 , which allows powerful scripting of the experiments in Python.
We present here only a subset of our results. The aim of the plots is to show the comparison between the actual transfer completion times and the predictions. For each transfer, we define the error as log 2 (prediction) − log 2 (measure). In the plots, the error line joins the medians of the errors for increasing transfer sizes. Error dispersion is showed by the boxes. Additionally, to visually get a better insight of the evolution of transfer duration as a function of transfer size, we also draw on the right axis of the same plots the median of the actual transfer completion times.
1) Cluster experiments:
The sagittaire cluster in Lyon is made of 79 nodes, dual-cpu single-core Opteron 250, 2.4 Ghz, 2 GBytes RAM. The gigabit ethernet cards of all nodes are connected directly to the main Lyon switch/router, which is an ExtremeNetworks BlackDiamond 8810. See Figure 1 . The graphene cluster in Nancy is made of 144 nodes, mono-cpu quadri-core Xeon X3440, 2.5 Ghz, 16 Gbytes RAM. The gigabit ethernet card of all nodes are connected in four groups to four aggregation switches, which are connected to the main Nancy router (see Figure 1) . The results for this cluster are shown in Figure 3 .
These results show that SimGrid's TCP model is accurate for large transfers, size > 1.67 · 10 7 bytes. Its TCP model is not as good for smaller transfers. As was already showed in [2] , [3] , this is mainly due to the improper modelization of TCP slow-start. This is not a problem for us, as we aim to use this network forecast service for scheduling, and we think scheduling small transfers is unneeded. Different cluster topologies have some impact on the forecast quality: the flat topology of sagittaire gives the best results, whereas the hierarchical topology of graphene gives worse results for small transfers. For large transfers, prediction and actual measures converge almost identically in both clusters, except that whereas TCP bandwidth sharing model is very accurate for sagittaire, it does not work so well for graphene, as can be seen in experiments 30 sources to 30 destinations, where for size > 1.67 · 10 7 bytes, predictions are greater than reality by a constant factor ≈ 1.25. For experiment 50 sources to 50 destinations, this constant factor reaches ≈ 1.7.
2) Grid experiments: These experiments involve nodes distributed on three Grid'5000 sites in France: Lille, Lyon and Nancy. All the transfers are done across the grid, between different sites, so all transfer paths go through cluster links, cluster aggregation links, backbone links, and travel through several (a minimum of 3) network equipments. Additionally to the clusters already described for cluster experiments, nodes may be randomly chosen on other clusters of Lille, Lyon and Nancy. Results are shown in Figure 4 . These results show that at the grid scale, the forecasts are still relevant, and we see the same limitations for small transfer sizes.
Globally, if we consider all the results presented here, both in cluster and grid topologies, and if we consider only results for transfer whose size > 1.67 · 10 7 bytes, the median of the absolute value of all the errors is 0.149, with a standard deviation of 0.532. This corresponds to half of the predictions differing from the measure by no more than a factor 0.11. 74% of the predictions have an absolute error less than 0.575, which corresponds to predictions differing from the measure by no more than a factor of 0.5.
VI. CONCLUSION AND FUTURE WORKS
The Pilgrim service, relying on SimGrid simulations, is able to accurately predict network transfer completion times for various network topologies, ranging from low-latency flat clusters to Grid'5000, a grid with a medium latency, country-wide, backbone connecting hierarchical sites. Network contentions are correctly handled.
We will try to improve the generation of the Grid'5000 SimGrid platform model: grouping hosts in clusters, model the network equipments limitations (backplane, linecards).
More clever services could also be added to Pilgrim, e.g., given n different transfer hypotheses, select the fastest one. As Pilgrim has some knowledge of the platform, it could use some heuristic to prune the n hypotheses and only simulate a subset of them, before returning an answer. In the future we plan to add some service which will not only forecast network transfers but also full workflows involving computations and network transfers. This is another reason why we chose SimGrid, as adding the simulation of computation will be straightforward.
The full set of our experiments (from which we have only showed a subset in this article) validates the network model of SimGrid, and at the same time allows further improvements of this network model, especially for the TCP slow start phase.
