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WALLED BRAUER ALGEBRAS AS IDEMPOTENT
TRUNCATIONS OF LEVEL 2 CYCLOTOMIC QUOTIENTS
ANTONIO SARTORI AND CATHARINA STROPPEL
Abstract. We realize (via an explicit isomorphism) the walled Brauer algebra
for an arbitrary integral parameter δ as an idempotent truncation of a level two
cyclotomic degenerate affine walled Brauer algebra. The latter arises naturally
in Lie theory as the endomorphism ring of so-called mixed tensor products,
i.e. of a parabolic Verma module tensored with some copies of the natural
representation and its dual. This provides us a method to construct central
elements in the walled Brauer algebras and can be applied to establish the
Koszulity of the walled Brauer algebra if δ 6= 0.
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1. Introduction
Let δ ∈ C be a fixed parameter. The walled Brauer algebra Br,s(δ) is a subalgebra
of the classical Brauer algebra Br+s(δ). This algebra was introduced independently
by Turaev [T89] and Koike [Ko89] in the late 1980s motivated in part by a Schur-
Weyl duality between Br,s(m) and the general linear group GLm(C) arising from
mutually commuting actions on the “mixed” tensor space V ⊗r ⊗W⊗s, where V is
the natural representation of GLm(C) and W := V
∗; see also [Betal94].
If δ /∈ Z then the algebra Br,s(δ) is semisimple, and its representation theory can
be described using character-theoretic methods analogous to the ones used in the
study of the complex representation theory of the symmetric group; see e.g. [Ko93],
[H96], [N07]. In case δ ∈ Z the algebra is in general not semisimple, but it was
shown in [BS12, Theorem 7.8] that it again can be realized as the endomorphism
ring of mixed tensor space, but now for the general linear Lie superalgebra gl(m|n)
for large enough integersm,n, where δ = m−n is the superdimension of the natural
representation.
Key words and phrases. (Degenerate affine) Walled Brauer algebra, Category O.
A.S. was supported by the EPSRC grant EP/I014071. C.S. was supported by the Max-Planck
Institute for Mathematics in Bonn when writing up this paper. She is very grateful for this
exceptional possibibilty to work in this environment.
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As in the Okounkov-Vershik approach to the representation theory of the sym-
metric groups, [CST10], the Jucys-Murphy elements play an important role and
can be used to lift representations to the associated degenerate affine Hecke alge-
bra. The degenerate affine walled Brauer algebra was introduced independently
in [Sa14] and [RS14] playing the analogous role for the walled Brauer algebra as
the degenerate affine Hecke algebra for the symmetric group. This algebra and its
cyclotomic quotients were studied in [Sa14], [RS14], [BCNR14]. In this paper we
consider a special case of a level 2 cyclotomic quotient VBrr,t(ω;β
↑
1 , β
↑
2 ;β
↓
1 , β
↓
2), see
Definition 2.8 and prove the main theorem:
Theorem 1.1. The walled Brauer algebra Br,s(δ) is isomorphic to an idempotent
truncation fVBrr,t(ω;β
↑
1 , β
↑
2 ;β
↓
1 , β
↓
2)f of our chosen cyclotomic quotient.
We want to stress that the theorem gives in fact an explicit isomorphism, (6.5),
between the idempotent truncation and the walled Brauer algebra. This is a non-
trivial fact, since the idempotent truncation creates an interesting change in the
parameters; the parameter ω0 of the degenerate walled Brauer algebra does not
coincide with the parameter δ of the walled Brauer algebra. In particular, the
isomorphism does not send standard generators to standard generators or to zero,
but to a quite nontrivial expression involving inverses of square roots of formal
power series. The paper contains therefore in Section 4 a small general treatment
about square root and inverses which we believe is of independent interest. They
allow us to make sense of the expressions defined in (6.2) which then appear in
the main isomorphism theorem. The main inspiration on the way of finding these
formulas came from the impressive paper [AMR06] which allowed us to compare
the Young orthogonal forms of the two algebras in the special cases when they are
both semisimple.
As an application we construct, based on the arguments in [DRV14], elements
in the center of the walled Brauer algebra in terms of polynomials satisfying the
Q-cancellation property. We conjecture that these elements generate the center.
The result is slightly surprising, since the center is not generated (as for instance
for the group algebra of the symmetric group) by the symmetric polynomials in
the Jucys-Murphy elements as conjectured in [BS12], see Remark 7.3. It would be
interesting to realize this center as a cohomology ring of some variety in analogy to
e.g. [B08a], [St09], [BLPW12].
The main difficulty in the proof is to make sure that the proposed isomorphism
is well-defined; see Section 8. This requires to verify the compatibility with the
defining relations of the walled Brauer algebra which is done in several separate
lemmas. Here one might prefer to have a more economic presentation of the walled
Brauer algebra (or walled Brauer category). Although a more elegant presentation
can be found in [BCNR14] we stick here to the more classical presentation which
is far from being minimal. Despite the fact that we have to check a longer list of
relations, each of them appears to be rather straight-forward, as soon as we have
set up the correct framework in Section 4. Passing to fewer relations amounts to
substantially more difficult proofs and less routine arguments for each of them.
Moreover our arguments generalize directly to the Brauer algebra case, [ES15], and
we believe also to the quantized walled Brauer algebras from [DDS] and to similar
other examples of diagram algebras or other algebras of topological origin.
The pure existence of an isomorphism as in the main theorem can be deduced
from the results in [BS12], but requires a nontrivial passage between the walled
Brauer algebras, the representation theory of the general linear super group and
finally the generalized Khovanov arc algebras. In this way it is impossible to make
the isomorphism explicit.
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By abstract nonsense our main theorem implies, see Remark 6.4, that the walled
Brauer algebra can be equipped with a grading which can be realized in terms of
the generalized Khovanov algebras from [BS12], but an explicit graded presentation
expressed in the original standard generators is far from being obvious and will be
dealt with in a separate paper.
Conventions. In the following we fix as ground field the complex numbers
C. By an algebra we always mean an associative unitary algebra over C. Note
that every finite-dimensional algebra comes with a unique maximal set of pairwise
orthogonal primitive idempotents. There is then an easy correspondence between
finite-dimensional algebras and C–linear categories with a finite number of objects:
if the algebra A has the set of pairwise orthogonal idempotents 11, . . . ,1N , then it
is natural to identify A with a C–linear category C with N objects, also denoted
by 11, . . . ,1N , and with homomorphism spaces
(1.1) HomC(1j ,1ℓ) = 1jA1ℓ.
In the following we will not distinguish between algebras and the corresponding
categories. For the whole paper we fix natural numbers r, t ∈ N and δ ∈ C.
Acknowledgment. We like to thank Jonathan Brundan and Michael Ehrig for
helpful discussions.
2. The degenerate affine walled Brauer category
We start by recalling the definition of the degenerate affine walled Brauer algebra.
Denote by Sn the symmetric group of permutations of n elements with its simple
transpositions sk = (k, k+1) for k = 1, . . . , n−1 as generators. By an (r, t)–sequence
a = (a1, . . . , ar+t) we mean a permutation of the sequence
(2.1) (↑, . . . , ↑︸ ︷︷ ︸
r
, ↓, . . . , ↓︸ ︷︷ ︸
t
).
Let Seqr,t be the set of (r, t)–sequences and J = {1, . . . , r + t− 1}.
Definition 2.1. The walled Brauer algebra Brr,t(δ) is the C–algebra on generators
(2.2)
1a for all k ∈ J and a ∈ Seqr,t,
sk1a for all k ∈ J and a ∈ Seqr,t such that ak = ak+1,
sˆk1a, ek1a, eˆk1a for all k ∈ J and a ∈ Seqr,t such that ak 6= ak+1,
subject to the following relations (where we use s˙k, e˙k to denote both sk, sˆk and
ek, eˆk respectively; the relations are assumed to hold for all possible choices that
make sense with the convention that expressions like sk1a are zero if a is not as in
(2.2)):
(Br1) {1a | a ∈ Seqr,t} is a complete set of pairwise orthogonal idempotents (in
particular
∑
a∈Seqr,t
1a = 1),
(Br2) (a) (sk1a)1a = sk1a, (sˆk1a)1a = sˆk1a, (ek1a)1a = ek1a and (eˆk1a)1a =
eˆk1a,
(b) sk1a = 1ask1a and ek1a = 1aek1a,
(c) sˆk1a = 1skasˆk1a and eˆk1a = 1skaeˆk1a,
(Br3) s2k1a + sˆ
2
k1a = 1a,
(Br4) (a) s˙ks˙j = s˙j s˙k for |k − j| > 1,
(b) s˙ks˙k+1s˙k = s˙k+1s˙ks˙k+1,
(Br5) e2k = δek,
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1↑↑↓↑ = s11↑↑↓↑ = s21↓↑↑↑ = sˆ21↑↑↓↑ =
e21↑↑↓↑ = eˆ21↑↑↓↑ = e31↑↑↓↑ = eˆ31↑↑↓↑ =
Figure 1. Graphical version of some elements of Br3,1(δ).
= = =
= δ = δ
= = =
Figure 2. Graphical version of some relations of Br3,1(δ), namely
(Br3), (Br5), (Br4b), (Br6d), (Br6c) respectively.
(Br6) (a) s˙ke˙j = e˙j s˙k and e˙ke˙j = e˙j e˙k for |k − j| > 1,
(b) sˆke˙k = e˙k = e˙ksˆk,
(c) s˙ke˙k+1e˙k = s˙k+1e˙k and e˙ke˙k+1s˙k = e˙ks˙k+1, and e˙k+1e˙ks˙k+1 = e˙k+1s˙k
and s˙k+1e˙ke˙k+1 = s˙ke˙k+1,
(d) e˙k+1e˙ke˙k+1 = e˙k+1 and e˙ke˙k+1e˙k = e˙k.
Starting from (Br3) we used here the abbreviation sk =
∑
a∈Seqr,t
sk1a, with the
convention sk1a = 0 unless ak = ak+1, and similarly for ek, sˆk, eˆk with the vanishing
convention unless ak 6= ak+1.
Note that with our convention the product sk 1a coincides with the symbol sk1a.
Remark 2.2. To make the relations more transparent, note that the walled Brauer
algebra Brr,t(δ) is the algebra on basis given by Brauer diagrams on 2(r+t) vertices,
with additionally an orientation of each strand such that there are r upwards point-
ing strands and t downwards pointing strands; multiplication is given by vertical
concatenation, where each closed circle is replaced by δ (see Figures 1 and 2). In or-
der to obtain the presentation given in Definition 2.1, it is enough to consider gener-
ators and relations of the Brauer algebra (see for example [Naz96, Proposition 1.1])
but equip them with orientations in all possible ways, see [ES14b] for the rela-
tion between the Brauer algebras and walled Brauer category. Note that the usual
walled Brauer algebra from [BS11, Section 2] is the subalgebra 1↑r↓tBrr,t(δ)1↑r↓t .
It is possible to consider a more general walled Brauer category OB, which is
called oriented Brauer category in [BCNR14], by letting the number of strands
vary and including oriented Brauer diagrams with a different number of source
and target points (in informal words, one has additionally cups and caps, and our
generators ek and eˆk are obtained as composition of a cap and a cup). We remark
that the category OB contains all our algebras Brr,t(δ) for r, t ≥ 0. Defining the
category OB as a monoidal category requires fewer generators and relations than
our presentation (see [BCNR14, Theorem 1.1]). Nevertheless, our definition will be
more handy for the purposes of our proofs.
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Because of the diagrammatics we call the sequences a orientations. Note that
some orientations can make a relation trivial. For example, it is easy to see that
ekeˆk+1ek = 0. The following says that that the so-called first Reidemeister relation
on diagrams is equivalent to relation (Br6d):
Lemma 2.3. Relation (Br6d) can be replaced with
(2.3) ek+1skek+11a = ek+11a and eksk+1ek1a′ = ek1a′
for all a, a′ ∈ Seqr,t with ak = ak+1 and a′k+1 = a′k+2.
Proof. Observe that by multiplying on both sides with sˆk+1 we have
(2.4) ek+1skek+11a = ek+11a ⇐⇒ eˆk+1skeˆk+11sk+1a = ek+11sk+1a.
First, let us check that (2.3) holds. Indeed,
ek+1skek+1
(Br6d)
= ek+1skeˆk+1ekeˆk+1
(Br6c)
= ek+1sˆk+1ekeˆk+1
(Br6b)
= eˆk+1ekeˆk+1
(Br6d)
= ek+1
Now suppose instead that (2.3) holds. Then
(2.5) ek+1ekek+1
(Br6b)
= eˆk+1sˆk+1ekek+1
(Br6c)
= eˆk+1skeˆk+1
2.3
= ek+1,
and we are done. 
The following allows us to simplify slightly relation (Br4b):
Lemma 2.4. Instead of (Br4b), it suffices to impose sksk+1sk = sk+1sksk+1 and
either sˆksˆk+1sk = sk+1sˆksˆk+1 or sˆksk+1sˆk = sˆk+1sksˆk+1.
Proof. It is immediate to check that the three possibilities given in the statement of
the lemma are the only nontrivial orientations for the braid relation (Br4b). Hence
it is enough to see that the second one and the third one are equivalent. Indeed,
we have
(2.6)
sˆksˆk+1sk = sk+1sˆksˆk+1 ⇐⇒ sˆksˆksˆk+1sksˆk+1 = sˆksk+1sˆksˆk+1sˆk+1
⇐⇒ sˆk+1sksˆk+1 = sˆksk+1sˆk.
as we wanted. 
We define the Jucys-Murphy elements {ξ11a, . . . , ξr+t1a} of the walled Brauer
category by setting ξ11a = 0 and by the following recursive formulas:
(2.7) ξk+11a =
{
skξksk1a + sk1a if ak = ak+1,
sˆkξksˆk1ska − ek1ska if ak 6= ak+1.
where again ξk =
∑
a∈Seqr,t
ξk1a.
Definition 2.5. Let r, t ∈ N and fix a sequence ω = (ωk)k∈N of complex param-
eters. The degenerate affine walled Brauer algebra VBrr,t(ω) is generated by the
generators (2.2) of the walled Brauer algebra and by elements yi for 1 ≤ i ≤ r + t
subject to the above relations (Br1)–(Br6) and additionally to the following
(Br1) (a) yi1a = 1ayi,
(b) yiyj = yjyi,
(Br2) (a) s˙kyi = yis˙k for i 6= k, k + 1,
(b) e˙kyi = yie˙k for i 6= k, k + 1,
(Br3) e1y
r
1e11a = ωre11a for r ∈ N if (a1, a2) = ↑↑,
(Br4) (a) skyk1a − yk+1sk1a = −1a1ska and skyk+11a − yksk1a = 1a1ska,
(b) sˆkyk − yk+1sˆk = eˆk and sˆkyk+1 − yksˆk = −eˆk,
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(Br5) (a) e˙k(yk + yk+1) = 0,
(b) (yk + yk+1)e˙k = 0.
Remark 2.6. Note that by [BCNR14, 5.5] our degenerate affine walled Brauer al-
gebra is isomorphic to the corresponding algebra inside the affine oriented Brauer
category AOB(ω0, ω1, ....). defined in [BCNR14].
For a ∈ Seqr,t, we set
(2.8) Bra(δ) = 1aBrr,t(δ)1a and VBra(ω) = 1aVBrr,t(ω)1a.
Remark 2.7. Let ωi = δ for all i ≥ 0. Note that we have then a surjective homo-
morphism VBrr,t(ω)→ Brr,t(δ) which maps yi1a 7→ ξi1a.
Finally, we give the definition of cyclotomic quotients:
Definition 2.8. Given r, t ∈ N and ω as above and additionally complex numbers
β↑j , β
↓
j for j = 1, . . . , l then the cyclotomic walled Brauer algebra VBrr,t(ω;β
↑
j ;β
↓
j )
is the quotient of VBrr,t(ω) obtained by imposing on the degenerate affine walled
Brauer category VBrr,t(ω) the following additional relations:
(y1 − β↑1)(y1 − β↑2 ) · · · (y1 − β↑l )1a = 0 for every a ∈ Seqr,t with a1 = ↑,(2.9)
(y1 − β↓1)(y1 − β↓2 ) · · · (y1 − β↓l )1a = 0 for every a ∈ Seqr,t with a1 = ↓.(2.10)
The integer l ≥ 0 is called the level of the cyclotomic quotient. We observe
that in the cyclotomic quotient of level l the parameters ωj for j ≥ l are uniquely
determined:
Lemma 2.9. Let r, t ∈ N, let l be a non-negative integer and let ωj−1, β↑j , β↓j ∈ C
for j = 1, . . . , l. Then there is at most one choice of parameters ωh for h ≥ l such
that the cyclotomic walled Brauer algebra VBrr,t(ω;β
↑
j ;β
↓
j ) is non-zero.
Proof. This is straightforward, since by relation (Br3) together with the cyclotomic
equation (2.9) the parameters ωj must satisfy a linear recurrence relation of degree
l, whose characteristic polynomial is exactly (2.9). 
We do not claim however that the choice of the other parameters is free.
3. Generalized eigenvalues and eigenspaces
The elements {yk1a | a ∈ Seqr,t, 1 ≤ k ≤ r + t} generate a commutative subal-
gebra of VBrr,t(ω). We study their simultaneous (generalized) eigenspaces.
Let M be a finite-dimensional (left) VBrr,t(ω)–module with its decomposition
as M =
⊕
a∈Seqr,t
1aM . Then M can be decomposed further into the direct sum
of the generalized simultaneous eigenspaces
(3.1) M =
⊕
a∈Seqr,t
i∈Cr+t
1aMi
where, for N ≫ 0 sufficiently large, (yk − ik)N1aMi = 0 for all k.
Lemma 3.1. For all 1 ≤ k ≤ r + t we have
(3.2) sk1aMi ⊆ 1aMi + 1aMski.
Proof. Without loss of generality let k = 1 and r+ t = 2. Let B ⊆ VBrr,t(ω) be the
subalgebra generated by s = s11a, y11a, y21a. Consider first the case of a vector v
with proper eigenvalues (not just generalized eigenvalues) i1 and i2 for y1 and y2,
respectively. Thanks to (Br4a). the vectors v, sv span a B–submodule of M . Let
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us assume that they are linearly independent (otherwise the claim is obvious). The
action of the elements s, y1 and y2 in the basis {v, sv} is then given by the matrices
(3.3) s =
(
0 1
1 0
)
, y1 =
(
i1 −1
0 i2
)
, y2 =
(
i2 1
0 i1
)
.
This implies that sv is a sum of two simultaneous eigenvectors for y1, y2 with
eigenvalues i1, i2 and i2, i1, respectively.
Let us now turn to the general case. For N ≥ 0 and i ∈ C2 let 1aM (N)i = {w ∈
1aMi | (y1 − i1)Nw = 0 = (y2 − i2)Nw}. Now fix i and let V (N) = 1aM (N)i +
1aM
(N)
s1i
. We show by induction that V (N) is a B–submodule of 1aM , from which
our assertion follows. The case N = 0 is obvious and N = 1 is done already. So
pick a vector v ∈ V (N+1) but v /∈ V (N). Consider the quotient module 1aM/V (N).
The image v of v in this quotient is an eigenvector with eigenvalues i1, i2. Hence
we can apply the first paragraph of the proof to v, and the claim follows. 
Lemma 3.2. For all a ∈ Seqr,t and 1 ≤ k ≤ r + t such that ska 6= a we have
(3.4) ek1aMi ⊆
{
{0} if ik + ik+1 6= 0,⊕
i′∈I 1aMi′ if ik + ik+1 = 0,
where I = {i′ ∈ Cr+t | i′j = ij for j 6= k, k + 1 and ik + ik+1 = 0}. Analogously
(3.5) eˆk1aMi ⊆
{
{0} if ik + ik+1 6= 0,⊕
i′∈I 1skaMi′ if ik + ik+1 = 0.
Proof. This is an immediate consequence of relation (Br5a). 
Lemma 3.3. For all a ∈ Seqr,t and 1 ≤ k ≤ r + t such that ska 6= a we have
(3.6) sˆk1aMi ⊆
{
1skaMski if ik + ik+1 6= 0,⊕
i′∈I 1skaMi′ if ik + ik+1 = 0,
where as before I = {i′ ∈ Cr+t | i′j = ij for j 6= k, k + 1 and i′k + i′k+1 = 0}.
Proof. Again we may assume k = 1 and r = t = 1, and we remove subscripts from
sˆ1, e1 and eˆ1. Note that in this case I = {(i′,−i′) ∈ C2}. Let v ∈ 1aMi. First,
suppose i1 + i2 6= 0. Then by relation (Br4b) and Lemma 3.2 we have y1sˆv = sˆy2v
and y2sˆv = y1sˆv, which implies that sˆv ∈ 1s1aMs1i.
Now suppose that we are in the second case, that is i1 + i2 = 0. Let also E ⊆M
be the submodule generated by the images of e and eˆ. Note that by relations (Br6b)
and (Br4b) each element of E can be written as p(y1)ew
′ + q(y1)eˆw
′′ with p, q ∈
C[y1], and hence it follows by Lemma 3.2 that E ⊆
⊕
i′∈I
(
1aMi′ + 1s1aMi′
)
.
Consider now the image v¯ of v in M/E. Suppose (y1 − i1)Nv = 0 = (y2 + i1)Nv.
Then by [Sa14, eq. (2.12)] we have (y1 + i1)
N sˆv¯ = sˆ(y2 + i1)
N v¯ = 0 and similarly
(y2 − i1)N sˆv¯ = sˆ(y1 − i1)N v¯ = 0, whence sˆv¯ has generalized eigenvalues (−i1, i1).
It follows that sˆv ∈ 1s1aM(−i1,i1) + E, and we are done. 
We end this section with a rather technical result which will be important for
the proof of our main theorem.
Lemma 3.4. Let M be a finite-dimensional VBrr,t(ω)–module, and let 1aMi be a
generalized eigenspace of M . For an index k suppose that either
(a) ak = ak+1, ik+1 6= ik, ik ± 1 and (yk − ik+1)1aMski = 0, or
(b) ak 6= ak+1, ik + ik+1 6= 0 and (yk − ik+1)1skaMski = 0.
Then (yk+1 − ik+1)1aMi = 0, that is yk+1 has proper eigenvalue ik+1 on 1aMi.
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Proof. By contradiction suppose that there is a nonzero vector v ∈ 1aMi with
w = (yk+1 − ik+1)v 6= 0. We can assume (yk+1 − ik+1)2v = 0. First suppose we are
in case (a). Then by Lemma 3.1 we know that skv ∈ 1aMi+1aMski. By hypothesis
we have (yk − ik+1)(yk+1 − ik+1)Nskv = 0 for all N ≫ 0. But then we also have
(3.7)
0 = (yk+1 − ik+1)N (yk − ik+1)skv
= (yk+1 − ik+1)Nsk(yk+1 − ik+1)v − (yk+1 − ik+1)Nv
= sk(yk − ik+1)Nw +
∑
l+h=N−1
(yk+1 − ik+1)l(yk − ik+1)hw
= sk(yk − ik+1)Nw + (yk − ik+1)N−1w,
where for the third equality we used the relation from [Sa14, Lemma 2.9]. Applying
sk we get (yk − ik+1)Nw = −sk(yk − ik+1)N−1w for all N ≫ 0, and hence (yk −
ik+1)
Nw = (yk− ik+1)N−2w. Recall that w 6= 0, and note that since ik+1 is different
from ik, which is the generalized eigenvalue of yk on w, the vectors (yk − ik+1)Nw
are always nonzero for all N . In particular, for N ≫ 0, setting z = (yk− ik+1)N−2w
we get (yk− ik+1)2z = z. This implies that ±1 is an eigenvalue of (yk− ik+1), hence
ik+1 ± 1 is an eigenvalue of yk on 1aMi. But since we are assuming ik 6= ik+1 ± 1,
this is a contradiction.
Now let us suppose we are in case (b). Then by Lemma 3.3 above we have
sˆkv ∈ 1skaMski. By hypothesis, yk has proper eigenvalue ik+1 on 1skaMski, hence
(yk− ik+1)sˆkv = 0. But (yk− ik+1)sˆkv = sˆk(yk+1− ik+1)v+ eˆkv = sˆk(yk+1− ik+1)v
by Lemma 3.2. Hence sˆk(yk+1 − ik+1)v = 0 and also (yk+1 − ik+1)v = 0, which
gives a contradiction. 
4. Inverses and square roots in finite-dimensional algebras
We summarize a few easy, but important facts which tell us when we are allowed
to take inverses and square roots of elements of a finite dimensional algebra. We
start by considering quotients of a polynomial ring.
Lemma 4.1. Let f(x) ∈ C[x], a ∈ C and j ≥ 0. Then f(x) is invertible in
C[x]/(x−a)j if and only if (x−a) ∤ f(x). Moreover, in this case f(x) has a square
root in C[x]/(x− a)j.
Proof. The first claim is clear, since C[x]/(x − a)j is a local ring. Hence assume
f(x) is invertible in C[x]/(x − a)j . By translation it suffices to consider the case
a = 0. Since x ∤ f(x), we can suppose, up to a multiple, that f(x) = 1 + g(x) with
x | g(x). Consider the formal power series
(4.1)
∞∑
n=0
(−1)n(2n)!
(1− 2n)(n!)24n t
n = 1 +
1
2
t− 1
8
t2 +
1
16
t3 − 5
128
t4 + · · ·
in C[[t]]. The expression (4.1) gives an explicit square root of 1 + t. In C[[t]]/tj ∼=
C[t]/tj the sum becomes finite, and (4.1) still gives a square root of 1 + t. Sub-
stituting t = g(x) in (4.1), we have a finite sum in C[x]/xj which squares to
1 + g(x) = f(x). 
The previous lemmas can be applied to arbitrary finite-dimensional algebra:
Proposition 4.2. Let still f(x) ∈ C[x]. Assume B is a finite-dimensional algebra,
and let x0 ∈ B. Suppose that (x − a) ∤ f(x) for all a ∈ C which are generalized
eigenvalues for the action of x0 on the regular representation. Then f(x0) ∈ B has
a (unique) inverse and a (non-unique) square root.
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Proof. Consider the commutative subalgebra C ⊆ B generated by x0. By elemen-
tary linear algebra, C is isomorphic to the quotient of a polynomial ring. Hence, if
a1, . . . , an are the generalized eigenvalues of x0, the Chinese Remainder Theorem
implies
(4.2) C ∼= C[t]/(t− a1)j1 ⊕ · · · ⊕ C[t]/(t− an)jn ,
as algebras via the assignment x0 7→ t ⊕ · · · ⊕ t. By assumption, Lemma 4.1 can
be applied to each summand. Hence the projection of f(t) onto each summand is
invertible. In particular, f(x0) is invertible in C. Moreover, by Lemma 4.1 each
component has a square root, and hence f(x0) has a square root in C. Observe
that the inverse is unique (since if an element inside a non-necessarily-commutative
ring has inverses on both sides then they agree and are unique), while for the
square root we have at least n possibilities, corresponding to choosing a sign in
each summand. 
Let as before x0 ∈ B be an element of a finite-dimensional algebra, and let
a ∈ C. If a is not a generalized eigenvalue of x0 then by Proposition 4.2 we can
write expressions like
(4.3)
1
x0 − a ,
√
x0 − a,
√
1
x0 − a .
As we remarked, the square root is not unique, but we make one choice once and
for all, so that for example (
√
x0 − a)2 = x0 − a.
Suppose now that a is a generalized eigenvalue of x0. What we can do then is
to consider the idempotent ηx0 6=a projecting onto the generalized eigenspaces of x0
with eigenvalues different from a, and define
(4.4)
1
x0 − a =
1
ηx0 6=a(x0 − a)ηx0 6=a
in the idempotent truncation ηx0 6=aBηx0 6=a, and similarly for the square root. Note
that the notation (4.4), although handy, is extremely dangerous since for instance
when we simplify we must remember the idempotent:
(4.5) (x0 − a) 1
x0 − a = ηx0 6=a.
5. Cyclotomic quotients and category O
Fix additionally two positive integers m,n ∈ Z>0 and let now δ ∈ Z. Let
g = glm+n be the complex general linear Lie algebra with standard triangular
decomposition g = n− ⊕ h ⊕ n+. Consider the standard parabolic subalgebra p =
(glm ⊕ gln) + n+ corresponding to the Levi subalgebra glm ⊕ gln ⊆ glm+n. Let
ε1, . . . , εm+n be the standard basis of h
∗, and set
(5.1) ρ = −ε2 − 2ε3 − · · · − (m+ n− 1)εm+n.
Moreover define
(5.2) δ = −δ(ε1 + · · ·+ εm).
Let O(m,n) = Op
int
(glm+n) be the integral parabolic BGG category O that is, see
[H08], the full subcategory of representations of g consisting of finitely generated
gln+m–modules that are locally finite over p, semisimple over h, and have all integral
weights. This category is studied extensively in [BS11]. It is easy to see that the
elements from
(5.3) Λ(m,n) =

λ ∈ h∗
∣∣∣∣∣∣∣
(λ+ ρ, εj) ∈ Z for all 1 ≤ j ≤ m+ n,
(λ+ ρ, ε1) > · · · > (λ + ρ, εm),
(λ+ ρ, εm+1) > · · · > (λ+ ρ, εm+n)


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0 −1 −2 −3
1 0 −1
2 0−1−2−3
10−1
2
Figure 3. A Young diagram and a rotated Young diagram, with
the contents written in the boxes.
are precisely the highest weights of the simple objects in O(m,n). Given λ ∈
Λ(m,n), we denote by Mp(λ) the parabolic Verma module with highest weight λ.
Let also V ↑ = V and V ↓ = V ∗ denote the standard representation of g and its
dual, respectively.
Definition 5.1. Let the cyclotomic parameters be
(5.4)
β↑1 = −δ +
m+ n
2
, β↑2 =
n−m
2
,
β↓1 =
m+ n
2
, β↓2 = δ +
m− n
2
,
ω0 = m+ n, ω1 = −δm+ (m+n)
2
2 .
It follows from Lemma 2.9 that there is at most one choice of the parameters ωj
for j ≥ 2 such that the cyclotomic walled Brauer category VBrr,t(ω;β↑1 , β↑2 ;β↓1 , β↓2)
is nontrivial. We fix from now on this choice and abbreviate
(5.5) VBrcyclr+t = VBrr+t(ω;β
↑
1 , β
↑
2 ;β
↓
1 , β
↓
2 ) and VBr
cycl
a
= 1aVBr
cycl
r+t1a.
We recall the main result of [Sa14]:
Theorem 5.2. Suppose that m,n ≥ r + t. Then for all a ∈ Seqr,t we have an
isomorphism of algebras
(5.6) VBrcycl
a
∼= Endglm+n(Mp(δ)⊗ V a),
where V a = V a1 ⊗ · · · ⊗ V ar+t . In particular, dimC VBrcycla = 2r+t(r + t)!.
Note that Mp(δ) ⊗ V a has a Verma flag, i.e. a filtration with subquotients iso-
morphic to parabolic Verma modules. Although the filtration is not unique, the
multiplicity with which a Verma module occurs is, see [H08, Theorem 9.8 (f)]. Fol-
lowing [Sa14, Section 7] we explain now the combinatorics of these multiplicities
using 4-Young diagrams. (We explain it in detail, since there are a few inaccuracies
in loc. cit.).
Recall that a Young diagram is a collection of boxes arranged in left-justified
rows with the number of boxes per row weakly decreasing from top to bottom. The
content of the box in the r–th row and c–th column (counting from the left to the
right and from the top to the bottom, and starting with 0) is r − c.
A rotated Young diagram is a Young diagram rotated by 180 degrees. The
content of its boxes is by definition the content of the original box in the original
Young diagram (Figure 3).
Consider now an infinite vertical strip consisting of m + n infinite columns,
numbered m+n,m+n− 1, . . . , 2, 1 from the left to the right. Let v be the vertical
line separating the leftmost n columns from the remaining m columns. Fix also a
horizontal line o. The lines o and v divide our strip into four regions. We define
a 4-Young diagram to be a collection of boxes in this strip, such that in the two
regions underneath the horizontal line o we have two Young diagrams and in the
two regions above o we have two rotated Young diagrams, arranged such that no
column contains boxes both above and below o (see Figure 4).
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v
o
m
+
n
m
+
n
−
1
· · ·
m
+
2
m
+
1 m
m
−
1
· · · 2 1
0 −1
1
β↓1 =
m+n
2
0−1
1
2β
↑
2 =
n−m
2
0 −1
1
2 β↓2 =
m−n
2 + δ
0−1
1
2
3
β↑1 =
m+n
2 − δ
Figure 4. A 4-Young diagram with the contents in the boxes.
The corresponding weight is 4ε1 + ε2 − εm−1 − 3εm + 3εm+1 +
εm+2 − εm+n−1 − 2εm+n.
By definition a 4-Young diagram Y is the union of four Young diagrams. We
define the content of a box in Y to be the content in its Young diagram, shifted by
β↓1 , β
↑
2 , β
↓
2 and β
↑
1 as indicated in Figure 4.
Given a 4-Young diagram Y , let bj(Y ) be the number of boxes in the column i
of Y , multiplied by 1 or −1 depending if the boxes are above or below the line o.
Then to the diagram Y we associate a weight w(Y ) ∈ Λ(m,n) defined by
(5.7) w(Y ) = bm+n(Y )εm+n + bm+n−1(Y )εm+n−1 + . . . b1(Y )ε1.
Given a 4-Young diagram Y , we may obtain another 4-Young diagram Y ′ by
adding a box (in this case we also say that Y is obtained by removing a box from
Y ′). We will use the expressions adding and removing boxes only if the result is
again a 4-Young diagram. For an (r, t)–sequence a define Ya to be the set
(5.8) {Y• = (Y0, Y1, . . . , Yr+t)}
of sequences of 4-Young diagrams such that Y0 is the empty diagram and Yi+1 is
obtained from Yj by
• adding a box above o or removing a box below o if aj = 1,
• removing a box above o or adding a box below o if aj = −1.
Proposition 5.3 ([Sa14, Lemma 7.1 and Proposition 7.3]). Suppose m,n ≥ r+ t.
Then there is a bijection between Ya and the parabolic Verma modules appearing
in a Verma filtration of Mp(δ) ⊗ V a (counted with multiplicities) such that the
following holds
(a) The Verma module corresponding to Y• = (Y0, . . . , Yr+t) is isomorphic to
M(δ + w(Yr+t)).
(b) For j = 1, . . . , r + t let νj = 1 if Yj is obtained from Yj−1 by adding a
box of content ij, otherwise let νj = −1 if Yj is obtained from Yj−1 by
removing a box of content ij. Then the Verma module M(δ + w(Yr+t))
corresponding to Y• is contained in the generalized eigenspace for the yk’s
with generalized eigenvalues (ν1i1, . . . , νr+tir+t).
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Definition 5.4. We call a generalized eigenvalue for yk small if it corresponds to
the content of a box belonging to one of the two Young diagrams in the middle,
adjacent to the vertical line v. Otherwise we call it large.
For the rest of the paper, we make the following assumption:
Assumption 5.5. We suppose that m and n are big enough and close enough to
each other, in the sense that
∣∣∣β↑2 ∣∣∣+ r + t < β↑1 and ∣∣∣β↓2 ∣∣∣+ r + t < β↓1 .
For example, one could choose m = n, and r+ t+ |δ| < m. In the combinatorial
partition calculus, this means that the two middle Young diagrams in the 4–Young
diagram are always far away from the external Young diagrams, and the small
eigenvalues are always smaller, in absolute value, than the large ones.
Definition 5.6. For all k = 1, . . . , r + t let ηk1a ∈ VBrcycla be the idempotent
projecting onto the generalized eigenspaces of yk1a with eigenvalues different from
βak1 . Let also fk1a = η1η2 · · · ηk1a and f1a = fr+t1a. Finally, let f =
∑
a
f1a.
Observe that ηk1a can be expressed as a polynomial in yk1a; this will be impor-
tant when we describe its relationship with elements in the algebra.
Remark 5.7. It follows by the partition calculus that if yk1a has a large generalized
eigenvalue on some composition factor, then there exists an index j ≤ k such that
yj1a has generalized eigenvalue β
aj
1 on the same composition factor. In particular,
f projects onto the generalized eigenspaces with small eigenvalues.
Let O(m,n) ⊆ O(m,n) be the full subcategory containing all simple modules
L(λ) for λ ∈ Λ(m,n), where
(5.9) Λ(m,n) = {λ ∈ Λ(m,n) | −(m+ n− 1) ≤ (λ+ ρ, εj) ≤ 0 for all j}.
Note that this set is the union of orbits for the action of the Weyl group of g, hence
it follows, [H08, 4.9] that O(m,n) is a direct summand of O(m,n); in particular,
there is a projection π : O(m,n)→ O(m,n) and an inclusion ι : O(m,n)→ O(m,n).
By the partition calculus, an indecomposable summand S appearing in the de-
composition of M(δ) ⊗ V a as g–module has small generalized eigenvalues for the
action of VBrcycl
a
if and only if S ∈ O(m,n). Let F l : O(m,n) → O(m,n) denote
the functor π ◦ (⊗V l) ◦ ι, where l is either ↓ or ↑, and let F a = F ar+t ◦ · · · ◦ F a1 .
As a direct consequence of Theorem 5.2 using the definitions we obtain:
Corollary 5.8. The isomorphism (5.6) induces an isomorphism
(5.10) f VBrcycl
a
f ∼= Endg(F aMp(δ)).
Lemma 5.9. For all a ∈ Seqr,t we have
(5.11) dimEndg(F
aMp(δ)) = (r + t)!
Proof. Note that we have pairs of biadjoint functors (⊗V ↑,⊗V ↓) and (ι, π). Hence,
the functors F ↑ and F ↓ are biadjoint as well. Let us now prove that the functors
F ↑ and F ↓ commute. Consider X ∈ O(m,n). Then of course π(X ⊗ V ⊗ V ∗) ∼=
π(X ⊗ V ∗ ⊗ V ). Now we have
π(X ⊗ V ⊗ V ∗) = F ↓F ↑(X)⊕ π((1 − π)(X ⊗ V )⊗ V ∗),(5.12)
π(X ⊗ V ∗ ⊗ V ) = F ↑F ↓(X)⊕ π((1 − π)(X ⊗ V ∗)⊗ V ).(5.13)
It follows by the theory of projective functors on category O (see in particular [H08,
Theorem 7.8]) that π
(
(1− π)(X ⊗ V )⊗ V ∗) ∼= X ∼= π((1− π)(X ⊗ V ∗)⊗ V ), and
hence we must have F ↓F ↑(X) ∼= F ↑F ↓(X).
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Since F ↑ and F ↓ commute and are biadjoint, it is enough to consider the case
ak = ↑ for all k. Note that by our assumption the moduleMp(δ) is projective, since
δ is maximal among all weights λ in its dot orbit such that the simple module L(λ)
belongs to the parabolic category O(m,n). By the same argument, all parabolic
Verma which are composition factors of (F ↑)r+t(Mp(δ)) are also projective, hence
Endglm+n((F
↑)r+tMp(δ)) is semisimple. Its dimension is then given by the following
well-known counting formula: if the composition factors areM(λ1), . . . ,M(λN ) and
they appear κ1, · · · , κN times respectively, then the dimension is
∑
κ2j .
In our case, by Proposition 5.3 the summands appearing are parametrized by
Young diagrams with r+t boxes (note that in this particular case we are only adding
boxes in the middle Young diagram above the horizontal line o). The summand
corresponding to the Young diagram Y occurs fY times, where fY is the number
of paths of Young diagrams Y0 = ∅, Y1, . . . , Yr+t = Y such that Yk+1 is obtained
by adding a box to Yk. It is well-known that fY is equal to the number of standard
tableaux of shape Y , and
∑
Y f
2
Y = (r + t)!, see [F97, Chapter 4], and this proves
our claim. 
6. The isomorphism theorem
We still assume that Assumption 5.5 holds. Recall that we defined f1a ∈ VBrcycla
to be the idempotent projecting onto the direct sum of the generalized eigenspaces
with small eigenvalues, see Definitions 5.6 and 5.4.
We let rev(↑) = ↓ and rev(↓) = ↑. Set
(6.1) bk =
∑
a
(β
rev(ak)
1 + yk)1a, ck =
∑
a
(βak1 − yk)1a
and
(6.2) Qk =
√
bk+1
bk
f
where for the definition of inverses and square roots we refer to Section 4.
Definition 6.1. Let a be an (r, s)–sequence. Define
σk1a = −QkskQk1a + 1
bk
f1a, σˆk1a = −QksˆkQk1a,(6.3)
τk1a = QkekQk1a, τˆk1a = QkeˆkQkf1a.(6.4)
We are now ready to state our main result, the following Isomorphism Theorem:
Theorem 6.2. The assignments
(6.5)
1a 7−→ 1a, sk1a 7−→ σk1a, sˆk1a 7−→ σˆk1a,
ek1a 7−→ τk1a, eˆk1a 7−→ τˆk1a
define an isomorphism Φ : Brr,s(−δ) ∼= f VBrcyclr,s f .
Remark 6.3. The main feature of our isomorphism is the change of the walled
Brauer parameter from ω0 to δ, and indeed the most important relation that we
will need to prove is τ2k1a = −δτk1a. Essentially, this amounts to check that
(6.6) ek
1
βak1 + yk
ek1a = ek1a,
see Lemma 8.4. By [Sa14, Proposition 2.13] (following an idea from [Naz96] further
developed in [AMR06]) we can take a formal variable u and write
(6.7) ek
1
u− yk ek1a =
W ak (u)
u
ek1a,
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where W ak (u) is a formal power series in u
−1. We may now be tempted to replace
u = −βak1 and be able to compute W ak (−βak1 ) = βak1 , and hence obtain (6.6) from
(6.7). Now, while this can be made formal in the semisimple case (by using the
eigenvalues of yk, as done several times in [AMR06]), it gets much more tricky in
the non-semisimple case. Hence we need to take another way using the formalism
from Section 4. We believe that our ideas can be useful for extending arguments
from [AMR06] to the non-semisimple case.
Remark 6.4. By [Sa14, Theorem 6.10] the algebra VBrcyclr,s can be equipped with
the structure of a graded cellular and Koszul algebra. Exactly the same arguments
as in [ES14a, Section 5] imply then that Brr,s(−δ) ∼= f VBrcyclr,s f is graded cellular
and, in case δ 6= 0, even Koszul.
Proof of Isomorphism Theorem 6.2. First, we show that the elements in Defini-
tion 6.1 satisfy the defining relations of the walled Brauer algebra, and so (6.5)
give a well-defined map Φ : Brr,s(−δ) ∼= f VBrcyclr,s f . The relations (Br1) and (Br2)
are straightforward. The relation (Br3) is given by Lemmas 8.5 and 8.6. The
relation (Br4a) is straightforward. For the relation (Br4b), by Lemma 2.4 it is
sufficient to consider two possible orientations, which we check in Lemmas 8.17 and
8.18. The relation (Br5) is given by Lemma 8.4. The relations (Br6a) are obvious.
The relation (Br6b) is given by Lemma 8.10. The relations (Br6c) are given by
Lemmas 8.13, 8.14, 8.15 and 8.16. Finally, by Lemma 2.3 the relation (Br6d) can
be replaced by (2.3), which we check in Lemmas 8.11 and 8.12.
We now show that Φ is surjective. From [Sa14, Proposition 6.8] we know that
every element of VBrcyclr,s is a linear combination of elements of the form p1wp21a,
where p1, p2 ∈ C[y1, . . . , yr+s] with degree ≤ 1 in each variable and w = x1 · · ·xN
where xℓ ∈ {sk, ek, sˆk, eˆk | 1 ≤ k ≤ r+s} for 1 ≤ ℓ ≤ N . We call such a presentation
x1 . . . xN1a for w1a a reduced word if N is chosen minimally.
Since by Lemma 6.6 below all the elements ykf1a are in the image of Φ, it suffices
to show that fx1 · · ·xN f1a ∈ ImΦ for any reduced word x1 · · ·xN1a. We show this
by induction on the number N +#{k | xk = sˆk}.
For the base case of the induction the claim is clear, since ykf1a ∈ ImΦ, and
so also all the polynomials expressions in the yk’s (and in particular the elements
bkf1a, their inverses and their square roots) are in the image of Φ, and then it
follows by inverting the expressions in (6.3) and (6.4) that also fskf1a, f sˆkf1a,
fekf1a and f eˆkf1a are in the image of Φ.
Let us now turn to the inductive step. Consider a reduced word x1 . . . xN1a and
assume xN ∈ {sℓ, eℓ, sˆℓ, eˆℓ} for some 1 ≤ ℓ ≤ r + r. By induction, we know that
fx1 . . . xN−1fcℓfxN f1a is in the image of Φ, since all three factors are. We can then
move out the idempotent f thanks to Lemma 8.3 below and we have
(6.8) fx1 · · ·xN−1fcℓfxN f1a = fx1 · · ·xN−1cℓxN f1a
= β1fx1 · · ·xN−1xN f1a − fx1 · · ·xN−1yℓxN f1a
= β1fx1 · · ·xN−1xN f1a ±
{
fx1 · · ·xN−1xNyjf1a for some j, or
yjfx1 · · ·xN−1xN f1a for some j
+ smaller terms,
where β1 can be either β
↑
1 or β
↓
1 , depending on a and on xN . Here the last equality
is possible because the word was assumed to be reduced, hence the element yℓ can
be moved out to one of the two sides by using repeatedly relations (Br4) and (Br5).
By looking at these relations, we see that the smaller terms do not contain any yk’s,
and are moreover either of length smaller than N or of length N but with strictly
less sˆk’s than the word fx1 · · ·xN f1a. Hence by induction we can assume that all
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the smaller terms are contained in the image of Φ. Since 1
β±yj
f ∈ ImΦ, it follows
that fx1 · · ·xN f1a ∈ ImΦ. This concludes the proof of surjectivity.
Finally, it follows that Φ is an isomorphism by comparing dimensions: the di-
mension of 1aBrr+t(−δ)1a′ in the walled Brauer category is well known to be
(r + t)!, [BS11, (2.2)], and we are left to show that this is also the dimension of
1af VBr
cycl
r,t f1a. If a = a
′ then this follows from Corollary 5.8 and Lemma 5.9.
Otherwise, let w = si1 · · · siN be a reduced expression of a permutation w such that
wa = a′. Then pre-composing with σˆi1 · · · σˆiN1a defines an isomorphism of vector
spaces
(6.9) 1af VBr
cycl
r,t f1a′
∼= f VBrcycla f
with inverse σˆiN · · · σˆi1 , and we are done. 
Remark 6.5. Theorem 6.2 can be easily extended to an isomorphism between the
oriented Brauer categoryOB (see Remark 2.2) and an idempotent truncation of the
cyclotomic oriented Brauer categoryOBf of level 2 (which, as defined in [BCNR14],
is a quotient ofAOB, see Remark 2.6). Using the notation ck and dk from [BCNR14,
Section 1] for the cup and the cap with k strands to the left of the cup/cap (so that
eˆk1a = ckdk1a, where ak, ak+1 = ↓↑), one just needs to extend the isomorphism
(6.5) by setting
(6.10) 1skack 7→ 1skaQkck and dk1a 7→ dkQk1a.
The only thing left to prove is that the adjunction relations [BCNR14, (1.4) and
(1.5)] hold, but this is straightforward.
Lemma 6.6. We have Φ
(
(ξk − βak2 )1a
)
= −ykf1a for all k and a.
Proof. We prove the statement by induction. First, consider the case k = 1. Then
−y1f1a = −βa12 f1a and Φ((ξ1 − βak2 )1a) = Φ(−βa12 1a) = −βa12 f1a. Let us now
show the inductive step. First suppose that ak = ak+1. Then
(6.11) Φ
(
(ξk+1 − βak+12 )1a
)
= Φ
(
sk(ξk − βak2 )sk1a + sk1a
)
= −σkykσk1a + σk1a
= QkskQkykσk1a − 1
bk
ykσk1a + σk1a
= Qkyk+1skQkσk1a −Q2kσk1a −
1
bk
ykσk1a + σk1a
= −yk+1
(
−QkskQk + 1
bk
)
σk1a +
yk+1
bk
σk1a − bk+1 + yk − 1
bk
σk1a
= −yk+1σ2k1a = −yk+1f1a.
Otherwise, if ak 6= ak+1 then
(6.12) Φ
(
(ξk+1 − βak+12 )1a
)
= Φ
(
sˆk(ξk − βak+12 )sˆk1a − ek1a
)
= −σˆkykσˆk1a − e˜k1a
= QksˆkQkyk ˜ˆsk1a − e˜k1a
= Qkyk+1sˆkQk ˜ˆsk1a +Qke˜kQk ˜ˆsk1a − e˜k1a
= −yk+1σˆk ˜ˆsk1a + ˜ˆekσˆk1a − e˜k1a
= −yk+1f1a.
The lemma follows. 
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7. The center of the walled Brauer algebra
As an application, we investigate the center of the walled Brauer category (and
of the walled Brauer algebras). Let R = C[y1, . . . , yr+t]. We recall the following
definition:
Definition 7.1 (See also [DRV14]). We say that a polynomial p ∈ R satisfies the
Q–cancellation property with respect to the variables y1, y2 if
(7.1) p(y1,−y1, y3, . . . , yr+t) = p(0, 0, y3, . . . , yr+t).
Analogously we say that p satisfies the Q–cancellation property with respect to
the variables yk, yl if w · p satisfies (7.1), where w ∈ Sr+t is the permutation that
exchanges 1 with k and 2 with l and Sr+t acts on R permuting the variables.
In [Sa14, Theorem 4.2] it is shown that the center of VBrr,t(ω) is isomorphic
the subring of (Sr × St)–invariant polynomials p ∈ RSr×St which satisfy the Q–
cancellation property with respect to the variables yr, yr+1. The isomorphism is
given by the map
(7.2) p 7→
∑
a∈Seqr,t
(wa · p)ida,
where for each a ∈ Seqr,t the element wa is a permutation such that wa ·(↑r, ↓t) = a.
Corollary 7.2. Let p ∈ RSr×St be a polynomial which satisfies the Q–cancellation
property with respect to the variables yr, yr+1. Then the element
(7.3)
∑
a∈Seqr,t
(wa · p)(ξ1, . . . , ξr+t)ida
is central in Brr+t(−δ). In particular, p(ξ1, . . . , ξr+t) is central in the walled Brauer
algebra Br↑r,↓t(−δ).
Proof. The element (7.3) corresponds, under the isomorphism from Theorem 6.2, to
the image of p under (7.2) in VBrcyclr,t , which is central by [Sa14, Theorem 4.2]. 
Remark 7.3. In [BS12, Remark 2.6], it is conjectured that any element in the center
of the walled Brauer category can be expressed as a symmetric polynomial in the
Jucys-Murphy elements. Although the definition of the Jucys-Murphy elements of
[BS12] is slightly different from ours, Corollary 7.2 above suggests that the above
mentioned conjecture points into the wrong direction. Indeed, we believe the fol-
lowing gives a counterexample.
Consider the walled Brauer algebra Br↑↑↓(δ). Note that in the notation of [BS12]
our ↑ corresponds to E and our ↓ corresponds to an F . The Jucys-Murphy elements
of [BS12], using the notation there, are
xEEF1 = 0,(7.4)
xEEF2 = ι
2,1
2,0(x
EE
2 ) = ι
2,1
2,0(x
2,0
1,0) = ι
2,1
2,0((1, 2)) = (1, 2),(7.5)
xEEF3 = x
2,1
2,0 = (1, 3) + (2, 3) = −(1, 3)− (2, 3).(7.6)
In our notation, this translates as
(7.7) xEEF2 = s11↑↑↓, x
EEF
3 = −s1e2s11↑↑↓ − e21↑↑↓.
It is easy to check that xEEF2 + x
EEF
3 = x
EEF
1 + x
EEF
2 + x
EEF
3 is indeed central.
On the other hand, if we consider the second elementary symmetric polynomial in
the Jucys-Murphy elements we obtain
(7.8) xEEF2 x
EEF
3 = −e2s11↑↑↓ − s1e21↑↑↓
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and
xEEF2 x
EEF
3 e21↑↑↓ = −e2s1e21↑↑↓ − s1e2e21↑↑↓ = −e21↑↑↓ − δs1e21↑↑↓,(7.9)
e2x
EEF
2 x
EEF
3 1↑↑↓ = −e2e2s11↑↑↓ − e2s1e21↑↑↓ = −δe2s11↑↑↓ − e21↑↑↓.(7.10)
Since e2s11↑↑↓ 6= s1e21↑↑↓, we have that xEEF2 xEEF3 does not commute with e21↑↑↓.
In our picture, this depends on the fact that the polynomial y2y3 does not satisfy
the Q–cancellation property with respect to y2, y3.
We conjecture the following:
Conjecture 7.4. The center of the walled Brauer category Brr,t(δ) is the subalgebra
generated by the elements (7.3).
8. The proof of the main Theorem 6.2
We collect in this section the lemmas we used in the proof of our main theorem.
If not stated explicitly we always assume the indices k− 1, k, k+1 appearing in the
lemmas to be from J such that the expressions make sense.
First, observe that by our partition calculus we have
(8.1) ekfk+11a = ekfk1a.
Indeed, if the l.h.s. of (8.1) on some composition factor is nontrivial then the gener-
alized eigenvalue of yk+1 is the opposite of the generalized eigenvalue of yk. Forcing
the generalized eigenvalue of yk to be small also implies that the generalized eigen-
value of yk+1 is small.
Moreover, we note that yk+1fk1a has only one generalized big eigenvalue, namely
βak1 , and this is a proper eigenvalue (that is, if (yk+1 − βak1 )N fk1av = 0 for some v
and some N ≥ 0 then (yk+1 − βak1 )fk1av = 0). Indeed, this is true for k = 0, and
follows by induction using Lemma 3.4.
We stress that the idempotent f commutes with the element sk1a:
Lemma 8.1. We have skf1a = fsk1a for all a ∈ Seqr,t.
Proof. This is clear, since it follows by Lemma 3.1 that sk sends generalized eigen-
spaces with small eigenvalues to generalized eigenspaces with small eigenvalues. 
Before going into details, we like to point out that our notation for the following
proofs is a bit risky, although in our opinion it is the best we could figure out. The
problem is that we write inverses and square roots of the bk’s, but we are allowed
to do that only when bk is next to the idempotent f . Nevertheless, for the sake of
readability, we will omit the idempotent as often as possible: for example, thanks
to Lemma 8.1, we write the first equation of (6.3) as
(8.2) σk1a = −
√
bk+1
bk
sk
√
bk+1
bk
f1a +
1
bk
f1a.
Lemma 8.2. Let k ∈ J and let a be an (r, t)–sequence. Then the following formulas
hold for all a, a′ ∈ Seqr,t with ak = ak+1 and a′k 6= a′k+1:
skbk1a = bk+1sk1a − 1a, skbk+11a = bksk1a + 1a,(8.3a)
skck1a = ck+1sk1a + 1a, skck+11a = cksk1a − 1a,(8.3b)
sˆkbk1a′ = bk+1sˆk1a′ + eˆk1a′ , sˆkbk+11a′ = bksˆk1a′ − eˆk1a′ ,(8.3c)
sˆkck1a′ = ck+1sˆk1a′ − eˆk1a′ , skck+11a′ = cksk1a′ + eˆk1a′ ,(8.3d)
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sk
1
bk
f1a =
1
bk+1
skf1a +
1
bkbk+1
f1a,(8.3e)
sk
1
bk+1
f1a =
1
bk
skf1a − 1
bkbk+1
f1a,(8.3f)
sk
1
ck
f1a =
1
ck+1
skf1a − 1
ckck+1
f1a,(8.3g)
sk
1
ck+1
f1a =
1
ck
skf1a +
1
ckck+1
f1a,(8.3h)
f sˆk
1
bk
f1a′ = f
1
bk+1
sˆkf1a′ − f 1
bk+1
eˆk
1
bk
f1a′ ,(8.3i)
sˆk
1
bk+1
1a′ =
1
bk
sˆk1a′ +
1
bk
eˆk
1
bk+1
1a′ ,(8.3j)
f sˆk
1
ck
f1a′ = f
1
ck+1
sˆkf1a′ + f
1
ck+1
eˆk
1
ck
f1a′ ,(8.3k)
f sˆk
1
ck+1
f1a′ = f
1
ck
sˆkf1a′ − f 1
ck
eˆk
1
ck+1
f1a′ .(8.3l)
Proof. Formulas (8.3a), (8.3b), (8.3c) and (8.3d) follow directly from the defining
relations (Br4a) and (Br4b). The other formulas follow by multiplying by the
idempotent f and by some easy algebraic manipulation. For example, (8.3e) follows
from the first equation of (8.3a) by multiplying on the left by 1
bk+1
f and on the right
by 1
bk
f . 
Lemma 8.3. The following equalities hold
(8.4) ckfekf = ckekf , ckf eˆkf = ckeˆkf , ckf sˆkf = cksˆkf .
Proof. We have
(8.5) ckekf = ckfk−1ekf = ckfkfk−1ekf + ck(1− fk)fk−1ekf = ckfkekf ,
since ck(1 − fk)fk−1 = 0 by definition and by our partition calculus. Here, we use
the fact that βak1 is the only big eigenvalue of ykf1a, and this has to be a proper
eigenvalue, as we noticed in the discussion at the beginning of the section. Moreover,
since (yk + yk+1)ek = 0, the generalized eigenvalues of yk+1 on the image of ek are
determined by the generalized eigenvalues of yk. Since ykfk cannot have generalized
eigenvalue −βak+11 1a, it follows that on the image of ek1a the element yk+1fk1a
cannot have generalized eigenvalue β
ak+1
1 . In formulas, we have fkek1a = fk+1ek1a.
This proves the first equality. The second one follows at once. The third one
can be shown by the very same argument, using Lemma 3.3 for eigenvalue consid-
erations. 
The following is the most crucial point of the proof:
Lemma 8.4. We have e˜2k = −δe˜k.
Proof. Let a be such that ak 6= ak+1. We compute using Lemma 8.7 below:
(8.6)
e˜2k1a = Qkek
βak1 + yk+1
bk
fekQk1a = Qkek
βak1 − yk
bk
ekQk1a
= Qkek
(
−βrev(ak)1 − yk
bk
+
βak1 + β
rev(ak)
1
bk
)
ekQk1a
= −Qke2kQk1a + (m+ n− δ)QkekQk1a = −δe˜k1a.
Note that in the second equality we used Lemma 8.3. 
Lemma 8.5. We have σkσk1a = f1a for all a ∈ Seqr,t with ak = ak+1.
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Proof. We compute
(8.7)
σ2k1a =
(
−QkskQk + 1
bk
f
)(
−QkskQk + 1
bk
f
)
1a
= Qksk
bk+1
bk
fskQk1a − 1
bk
QkskQk1a −QkskQk 1
bk
1a +
1
(bk)2
f1a.
Recall that f commutes with sk. We expand the first summand:
(8.8)
Qk
1
bk+1
skbk+1skQk1a +Qk
1
bk
skQk1a
= Qk
bk
bk+1
Qk1a +Qk
1
bk+1
skQk1a +Qk
1
bk
skQk1a
= f1a +Qksk
1
bk
Qk1a −Qk 1
bkbk+1
Qk1a +Qk
1
bk
skQk1a.
Putting (8.8) into (8.7) we are done. 
Lemma 8.6. We have σˆkσˆk1a = f1a for all a with ak 6= ak+1.
Proof. We compute
σˆkσˆk1a = Qksˆkf
bk+1
bk
sˆkQk1a
= Qksˆkfbk+1sˆk
1
bk+1
Qk1a −Qksˆkf bk+1
bk
eˆk
1
bk+1
Qk1a
= Qksˆkf sˆk
bk
bk+1
Qk1a −Qksˆkf eˆk 1
bk+1
Qk1a −Qksˆkf bk+1
bk
eˆk
1
bk+1
Qk1a.
(8.9)
Now note that
(8.10) sˆkcksˆk1a = sˆksˆkck+11a − sˆkeˆk1a = ck+11a − ek1a,
and
(8.11) sˆkfcksˆk1a = sˆkf sˆkck+11a − sˆkf eˆk1a
but since ckf sˆkf1a = cksˆkf1a, we have comparing (8.10) and (8.11):
(8.12) f sˆkf sˆkf1a = f1a − fek 1
ck+1
f1a + f sˆkf eˆk
1
ck+1
f1a.
Now substituting (8.12) in (8.9) we get
(8.13) σˆkσˆk1a = Qk
bk
bk+1
Qk1a −Qkek 1
ck+1
bk
bk+1
Qk1a +Qksˆkf eˆk
1
ck+1
bk
bk+1
Qk1a
−Qksˆkf eˆk 1
bk+1
Qk1a −Qksˆkf
b∗k+1
bk
eˆk
1
bk+1
Qk1a.
Note that the third and the fourth summand cancel together. Let us now compute
(8.14) f sˆkf
bk+1
bk
eˆk1af = f sˆk
bk+1
bk
eˆkf1a = fbksˆk
1
bk
eˆkf1a − f eˆk 1
bk
eˆkf1a
= f
bk
bk+1
sˆkeˆkf1a − f bk
bk+1
eˆk
1
bk
eˆkf1a − f eˆk 1
bk
eˆkf1a = −fekf1a.
Substituting (8.14) in (8.13) we get then
(8.15) σˆkσˆk1a = Qk
bk
bk+1
Qk1a −Qkek 1
ck+1
bk
bk+1
Qk1a +Qkek
1
bk+1
Qk1a = f1a
as we wanted. 
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Lemma 8.7. The following formula holds for all a ∈ Seqr,t and k ∈ J :
(8.16) ek
1
bk
ekfk−11a = ekfk−11a
Proof. First, we observe that the formula makes sense. Indeed since fk−1 commutes
with ek, we have
(8.17) ek
1
bk
ekfk−11a = ek
1
bk
fk−1ekfk−11a.
Since fk−1 projects away from the generalized eigenspace of yk−1 with eigenvalue
βrev(ak), it follows from our partition calculus that it also projects away from the
generalized eigenspace of yk with eigenvalue −βrev(ak). In particular, bkfk−1 is
invertible.
We prove the claim by induction on k. First consider the case k = 1, and suppose
(a1, a−1) = ↑↓. Then it is easy to verify that
(8.18)
1
β↓1 + y1
f1a = − 1
n(m+ n− δ)y1f1a +
3n+m− 2δ
2n(m+ n− δ) f1a.
Hence, recalling that e1y1e11a = ω1e11a, we have
(8.19) e1
1
β↓1 + y1
e1f1a =
(
− ω1
n(m+ n− δ) +
ω0(3n+m− 2δ)
2n(m+ n− δ)
)
e1f1a
=
2δm− (m+ n)2 + (m+ n)(3n+m− 2δ)
2n(m+ n− δ) e1f1a = e1f1a.
Similarly if (a1, a−1) = ↓↑ then
(8.20)
1
β↑1 + y1
= − 1
m(m+ n− δ)y1 +
3m+ n
2m(m+ n− δ) .
Recalling that e1y1e11a = ω
∗
1e11a, where ω
∗
1 = −ω1 + ω20 , we get
(8.21) e1
1
β↑1 + y1
e1f1a =
(
− ω1 − ω0
m(m+ n− δ) +
ω0(3m+ n)
2m(m+ n− δ)
)
e1f1a
=
−2δm− (m+ n)2 + (m+ n)(3m+ n)
2m(m+ n− δ) e1f1a = e1f1a.
Let us now consider the inductive step. Suppose first that ak = ak+1. Then
(8.22) ek+1
1
bk+1
ek+1fk1a = ek+1sksk
1
bk+1
ek+1fk1a
= ek+1sk
1
bk
skek+1fk1a − ek+1sk 1
bkbk+1
ek+1fk1a.
Since ek+1 = sksˆk+1eksˆk+1sk, and since yk commutes with sˆk+1, we can rewrite
the first summand as
(8.23) ek+1sk
1
bk
skek+1fk1a = sksˆk+1ek
1
bk
eksˆk+1skfk1a
= sksˆk+1eksˆk+1skfk1a = ek+1fk1a
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using the inductive hypothesis. For the second summand of (8.22), since yk+1ek+1 =
−yk+2ek+1 and yk+2 commutes with sk, we can write
(8.24) −ek+1sk 1
bk+1bk
ek+1fk1a = −ek+1 1
bk+1
sk
1
bk
ek+1fk1a
= −ek+1sk 1
b2k
ek+1fk1a + ek+1
1
bk+1b2k
ek+1fk1a,
= −ek+1skek+1 1
b2k
fk1a + ek+1
1
bk+1b2k
ek+1fk1a,
= − 1
b2k
ek+1fk1a +
1
b2k
ek+1
1
bk+1
ek+1fk1a.
Putting all together, we obtain
(8.25)
(
1− 1
b2k
)
ek+1
1
bk+1
ek+1fk1a =
(
1− 1
b2k
)
ek+1fk1a.
Notice now that bkfk1a and (1 − b2k)fk1a are invertible in the fk1a–idempotent
truncation, hence we can simplify on both sides and we are done.
Suppose now ak 6= ak+1. Then we have
(8.26) ek+1
1
bk+1
ek+1fk1a = ek+1sˆksˆk
1
bk+1
ek+1fk1a
= ek+1sˆk
1
bk
sˆkek+1fk1a + ek+1sˆk
1
bk
eˆk
1
bk+1
ek+1fk1a
= ek+1eˆk
1
bk
eˆkek+1fk1a + ek+1
1
bk+1
sˆkeˆkek+1
1
ck
fk1a
− ek+1 1
bk+1
eˆk
1
bk
eˆkek+1
1
ck
fk1a
= ek+1ekek+1fk1a + ek+1sˆkeˆkek+1
1
c2k
fk1a − ek+1ekek+1 1
c2k
fk1a
=
(
1 +
1
c2k
− 1
c2k
)
ek+1fk1a.
The claim follows. 
Lemma 8.8. We have for the formula
(8.27) σk1a = −f
√
bk
bk+1
sk
√
bk
bk+1
f1a − 1
bk+1
f1a.
Proof. Multiplying the first of (8.3e) by
√
bk+1 from the left and by
√
bk from the
right we get
(8.28) f
√
bk+1sk
1√
bk
f1a = f
1√
bk+1
sk
√
bkf1a +
1√
bkbk+1
f1a.
Similarly from the second of (8.3f) we get
(8.29) f
√
bksk
1√
bk+1
f1a = f
1√
bk
sk
√
bk+1f1a − 1√
bkbk+1
f1a.
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We can then compute using (8.28) and (8.29):
(8.30) −
√
bk+1
bk
sk
√
bk+1
bk
f1a +
1
bk
f1a
= −
√
1
bkbk+1
sk
√
bk+1bkf1a − 1
bk
f1a +
1
bk
f1a
= −
√
bk
bk+1
sk
√
bk
bk+1
f1a − 1
bk+1
f1a.
The claim follows. 
Lemma 8.9. The following holds for k, k + 1 ∈ J and a ∈ Seqr,t:
(8.31) eksk+1
1
bk
ekf1a = ek
1
bk
sk+1ekf1a = 0.
Proof. Assume ak+1 = ak+2, otherwise the asserted identity is trivial. We have
(8.32) eksk+1
1
bk
ekf1a = eksk+1
1
ck+1
ekf1a
= ek
1
ck+2
sk+1ekf1a − ek 1
ck+1ck+2
ekf1a =
1
ck+2
(
ek − ek 1
bk
ek
)
f1a = 0,
where we use relation (Br5b) of Definition 2.5 in the first and in the third equalities,
(8.3g) in the second equality and (8.16) in the last equality. 
Lemma 8.10. We have σˆkτk1a = τˆk1a and τkσˆk1a = τˆk1a for any a.
Proof. We check only the first equality. The other one can be showed in the same
way. We have:
(8.33) σˆkτk = −Qksˆkf bk+1
bk
ekQk = −Qksˆk bk+1
bk
ekQk
= −Qk(bksˆk − eˆk) 1
bk
ekQk
= −Qk
(
bk
bk+1
sˆkek − bk
bk+1
eˆk
1
bk
ek − eˆk 1
bk
ek
)
Qk
= −Qk
(
bk
bk+1
eˆk − bk
bk+1
eˆk − eˆk
)
Qk = τˆk.
In the second equality, we got rid of the idempotent using Lemma 8.3. In the third
equality, we used Lemma 8.7 thinking of eˆk = sˆkek. 
Lemma 8.11. We have e˜kσk+1 e˜k1a = e˜k1a for all k, k + 1 ∈ J and a ∈ Seqr,t
with ak+1 = ak+2.
Proof. Let 1a be such that ak 6= ak+1, otherwise the claim is trivial. Then we
compute
(8.34) e˜kσk+1e˜k1a = −Qkek
√
bk+1
bk
√
bk+1
bk+2
sk+1
√
bk+1
bk+2
√
bk+1
bk
fekQk1a
−Qkek bk+1
bkbk+2
fekQk1a
= −Qk
√
1
bk+2
ek
bk+1
bk
sk+1bk+1ek
√
1
bk+2
Qk1a − 1
bk+2
e˜ke˜k1a.
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Now, we have
(8.35) ek
bk+1
bk
sk+1bk+1ekf1a
= fek
bk+1bk+2
bk
sk+1ekf1a − ek bk+1
bk
ekf1a
= bk+2ek
bk+1
bk
sk+1ekf1a + δekf1a
= bk+2ek
(
−βrev(ak)1 − yk
bk
+
β
rev(ak)
1 + β1
bk
)
sk+1ekf1a + δekf1a
= −bk+2eksk+1ekf1a + bk+2(βrev(ak)1 + β1)ek
1
bk
sk+1ekf1a + δekf1a
= −bk+2ekf1a + δekf1a
by Lemma 8.9. Hence
(8.36) e˜kσk+1e˜k1a = Qk
√
1
bk+2
bk+2ek
√
1
bk+2
Qk1a
− δQk
√
1
bk+2
ek
√
1
bk+2
Qk1a − 1
bk+2
e˜ke˜k1a = e˜k1a.
The lemma is proved. 
Lemma 8.12. We have e˜kσk−1e˜k1a = e˜k1a for all a with ak−1 = ak.
Proof. We suppose ak 6= ak+1, since otherwise the claim is trivial. Then the term
e˜kσk−1 e˜k1a is equal to
(8.37) −Qkek
√
bk+1
bk−1
sk−1
√
bk+1
bk−1
fekQk1a +Qkek
bk+1
bk−1bk
fekQk1a.
Let us expand the first summand:
(8.38)
−Qkek
√
bk+1
bk−1
sk−1
√
bk+1
bk−1
fekQk1a
= −Qk
√
1
bk−1
eksk−1ckek
√
1
bk−1
Qk1a
= −Qk
√
1
bk−1
ek(ck−1sk−1 − 1)ek
√
1
bk−1
1a
= e˜k1a − (β↑1 + β↓1 )Qk
√
1
bk−1
ek
√
1
bk−1
Qk1a
+ (m+ n)Qk
√
1
bk−1
ek
√
1
bk−1
Qk1a,
where we used −ck−1 = bk−1 − (β↑1 + β↓1 ). If we expand the second summand of
(8.37) we obtain:
(8.39) Qkek
bk+1
bk−1bk
fekQk1a = Qk
√
1
bk−1
ek
ck
bk
ek
√
1
bk−1
Qk1a.
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We use again ck = −bk−1 + (β↑1 + β↓1) and we get:
(8.40) − (m+ n)Qk
√
1
bk−1
ek
√
1
bk−1
Qk1a + (β
↑
1 + β
↓
1 )Qk
√
1
bk−1
ek
√
1
bk−1
Qk1a.
Comparing (8.38) and (8.40) we get the claim. 
Lemma 8.13. We have σˆkτk+1τk = σk+1τˆk for k, k + 1 ∈ J .
Proof. We compute
(8.41) σˆkτk+1τk = −Qksˆk
√
bk+1
bk
f
√
bk+2
bk+1
ek+1
√
bk+2
bk+1
f
√
bk+1
bk
ekQk
= −Qksˆk
√
bk+1
bk
√
bk+2
bk+1
ek+1
√
bk+2
bk+1
√
bk+1
bk
ekQk
= −Qk
√
bk+2
(
1
bk+1
sˆk − 1
bk+1
eˆk
1
bk
)
ek+1ek
√
bk+2Qk
= −f
√
bk+2
bkbk+1
(
sk+1eˆk − eˆk 1
ck+1
ek+1ek
)√
bk+1bk+2
bk
f
= −f
√
bk+2
bkbk+1
(
sk+1eˆk − 1
bk+2
eˆk
)√
bk+1bk+2
bk
f .
We should explain why we can omit the idempotents in the second equality. Let
θk+1 be the idempotent projecting onto the generalized eigenspaces of yk+11a with
eigenvalues different from −βak1 . Note that ekηk1a = ekθk+11a, and that θk+1 can
be expressed as a polynomial in the variable yk+11a. Now, we have
(8.42) f sˆkfek+1fekf1a = f sˆkηk+1ek+1ηkηk+1ekf1a = f sˆkθk+2ek+1θk+1θk+2ekf1a
= fθk+2sˆkθk+2ek+1ekηk+2θk+2f1a = f sˆkek+1ekf1a.
as claimed. On the other hand, we have
(8.43) σk+1τˆk = −Qk+1sk+1
√
bk+2
bk
eˆkQk +Qk+1
1
bk+1
eˆkQk+1
= −Qk+1
√
1
bk
sk+1eˆk
√
bk+1Qk + f
√
1
bkbk+1
eˆkQk.
Here we can again omit the idempotent in the middle, since
(8.44) fsk+1f eˆkf = fsk+1ηkηk+2eˆkf = fηksk+1eˆkηk+2f = fsk+1eˆkf .
So (8.41) and (8.43) are the same and the lemma follows. 
Lemma 8.14. We have σk τˆk+1τk = σˆk+1τk for k, k + 1 ∈ J .
Proof. We compute
(8.45) σk τˆk+1τk =
(
−QkskQk + 1
bk
f
)
Qk+2eˆk+1
√
bk+2
bk
fekQk+1
= Qk
√
bk+2
(
−sk 1
bk
+
1
bkbk+1
)
eˆk+1ek
√
bk+2Qk
= −Qk
√
bk+2
1
bk+1
skeˆk+1ek
√
bk+2Qk
= −Qk+1
√
1
bk
sˆk+1ek
√
bk+2Qk.
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In the second line, we could omit the idempotent as in the previous proof. On the
other side, we have
(8.46) σˆk+1τk = −Qk+1sˆk+1
√
bk+2
bk
ekQk = −Qk+1
√
1
bk
sˆk+1ek
√
bk+2Qk.
hence they coincide. 
Lemma 8.15. We have σˆk+1τkτk+1 = σk τˆk+1.
Proof. We compute
(8.47) σˆk+1τkτk+1 = −Qk+1sˆk+1Qk+1QkekQkQk+1ek+1Qk+1
= −Qk+1
√
1
bk
(bk+1sˆk+1 − eˆk+1) ekek+1
√
1
bk
Qk+1
= −Qk
√
bk+2sˆk+1ekek+1
√
1
bk
Qk+1 +Qk+1
√
1
bk
eˆk
√
1
bk
Qk+1
and
(8.48) σk τˆk+1 = −Qksk
√
bk+2
bk
eˆk+1Qk+1 +Qk+1
1
bk
eˆk+1Qk+1
= −Qk
√
bk+2skeˆk+1Qk+1 +Qk+1
√
1
bk
eˆk
√
1
bk
Qk+1.
So (8.47) and (8.48) agree. 
Lemma 8.16. We have σk+1τˆkτk+1 = σˆkτk+1.
Proof. We compute
(8.49) σk+1τˆkτk+1 =
(
−Qk+1sk+1Qk+1 + 1
bk+1
f
)
Qkeˆk
√
bk+2
bk
fek+1Qk+1
= Qk+1
√
1
bk
(−sk+1bk+2 + 1) eˆkek+1
√
1
bk
Qk+1
= −Qk
√
bk+2sk+1eˆkek+1
√
1
bk
Qk+1
and
(8.50) σˆkτk+1 = −Qksˆk
√
bk+2
bk
fek+1Qk+1 = −Qk
√
bk+2sˆkek+1
√
1
bk
Qk+1.
Since they agree the lemma is proved. 
Lemma 8.17. The braid relation σkσk+1σk = σk+1σkσk+1 holds.
Proof. Let a be a sequence with ak = ak+1 = ak+2. All the summands of the
formulas in this proof are supposed to be multiplied on the right (or on the left)
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with 1a, but we omit it for the sake of clearness. We compute
σkσk+1σk =−Qksk
√
bk+2
bk
sk+1
√
bk+2
bk
skQk(8.51a)
+Qksk
√
bk+2
bk
sk+1
Qk+1
bk
(8.51b)
+Qksk
1
bk
skQk(8.51c)
−Qksk Qk
bkbk+1
(8.51d)
+
Qk+1
bk
sk+1
√
bk+2
bk
skQk(8.51e)
− Qk+1
bk
sk+1
Qk+1
bk
(8.51f)
− Qk
bkbk+1
skQk(8.51g)
+
1
b2kbk+1
f .(8.51h)
Recall that the idempotent f commutes with sk and sk+1, so it is sufficient if it
appears once in every summand (in the term Qk or Qk+1). Now we consider the
various pieces.
(8.51a) = −Qk
√
bk+2sk
1
bk
sk+1sk
√
bk+2Qk(8.52)
= −Qk
√
bk+2
1
bk+1
sksk+1sk
√
bk+2Qk −Qk
√
bk+2
bkbk+1
sk+1sk
√
bk+2Qk.
(8.53) (8.51c)+ (8.51g) = Qk
1
bk+1
Qk +
Qk
bkbk+1
skQk − Qk
bkbk+1
skQk =
1
bk
f .
Moreover, (8.51b) + (8.51f) equals the following
(8.54)
Qk
bk+1
sk
√
bk+2
bk
sk+1Qk+1 +
Qk
bkbk+1
√
bk+2
bk
sk+1Qk+1 − Qk+1
bk
sk+1
Qk+1
bk
=
Qk+1√
bk
sksk+1
Qk+1√
bk
.
Moreover,
(8.55) (8.51e) = Qk+1sk+1
√
bk+2
bk
sk
Qk
bk+1
+Qk+1sk+1
√
bk+2
bk
Qk
bkbk+1
=
Qk+1√
bk
sk+1sk
Qk+1√
bk
+
Qk+1
bk
sk+1
Qk+1
bk
.
and
(8.56) (8.51d) = − Qk
bk+1
sk
Qk
bk+1
− 1
b2kbk+1
f .
So we can rewrite:
(8.57) σkσk+1σk = (8.52)+ (8.54)+
1
bk
f − Qk
bk+1
sk
Qk
bk+1
+ (8.55).
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On the other side, the r.h.s. is:
σk+1σkσk+1 =−Qk+1sk+1
√
bk+2
bk
sk
√
bk+2
bk
sk+1Qk+1(8.58a)
+Qk+1sk+1
√
bk+2
bk
sk
Qk
bk+1
(8.58b)
+Qk+1sk+1
bk+2
bkbk+1
sk+1Qk+1(8.58c)
−Qk+1sk+1 Qk+1
bkbk+1
(8.58d)
+
Qk
bk+1
sk
√
bk+2
bk
sk+1Qk+1(8.58e)
− Qk
bk+1
sk
Qk
bk+1
(8.58f)
− Qk+1
bkbk+1
sk+1Qk+1(8.58g)
+
1
bkb2k+1
f .(8.58h)
Again, we consider some pieces: First of all we have
(8.59) (8.58a) = −Qk+1√
bk
sk+1sksk+1
bk+1Qk+1√
bk
− Qk+1√
bk
sk+1sk
Qk+1√
bk
.
Moreover
(8.58c) =
Qk+1
bk
bk+1sk+1
1
bk+1
sk+1Qk+1 +
Qk+1
bkbk+1
sk+1Qk+1
=
Qk+1bk+1
bkbk+2
Qk+1 +
Qk+1
bkbk+2
sk+1Qk+1 +
Qk+1
bkbk+1
sk+1Qk+1
=
Qk+1bk+1
bkbk+2
Qk+1 +
Qk+1
bk
sk+1
Qk+1
bk+1
− Q
2
k+1
bkbk+1bk+2
+
Qk+1
bkbk+1
sk+1Qk+1
and hence
(8.60) (8.58c)+ (8.58d)+ (8.58g)+ (8.58h) =
1
bk
f .
So we obtain
σkσk+1σk − σk+1σkσk+1 = (8.52)− (8.59)+ (8.54)+ (8.55)− (8.58b)− (8.58e)
= − 1
bk
Qk+1√
bk
sk+1skQk
√
bk+2 +
Qk+1√
bk
sk+1sk
Qk+1√
bk
+
Qk+1
bk
sk+1
Qk+1
bk
= 0. 
Lemma 8.18. The braid relation σˆkσˆk+1σk1a = σk+1σˆkσˆk+11a holds for all a
with ak = ak+1 6= ak+2.
Proof. We omit the idempotent 1a in the following formulas (every summand should
be multiplied by 1a from the right). First we observe that f sˆkf sˆk+1f = f sˆksˆk+1f .
Indeed, since yk+2 commutes with sk and yk commutes with sk+1, both the gener-
alized eigenvalues of yk and yk+2 in the middle have to be small. By Lemma 3.3,
the generalized eigenvalue of yk+1 in the middle has also to be small, hence we can
omit the idempotent f in the middle.
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Now, we have
(8.61) σˆkσˆk+1σk = −Qksˆk
√
bk+2
bk
sˆk+1
√
bk+2
bk+1
(√
bk+1
bk
skQk − 1
bk
f
)
= −Qk
√
bk+2sˆksˆk+1
(
1
bk
sk − 1
bkbk+1
)
Qk
√
bk+2
= −Qk
√
bk+2sˆksˆk+1sk
1
bk+1
Qk
√
bk+2
and
(8.62) σk+1σˆkσˆk+1 =
(
−Qk+1sk+1
√
bk+2
bk+1
+
1
bk+1
)√
bk+1
bk
sˆk
√
bk+2
bk
sˆk+1Qk+1
= Qk
√
bk+2
(
− 1
bk+1
sk+1bk+2 +
1
bk+1
)
sˆksˆk+1
Qk+1√
bk
= −Qk
√
bk+2sk+1sˆksˆk+1
Qk+1√
bk
.
The two terms (8.61) and (8.62) are the same because sˆksˆk+1sk = sk+1sˆksˆk+1. 
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