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Resumo A domo´tica e´ um campo da automac¸a˜o em franca expansa˜o e, hoje
em dia, e´ recorrente veˆ-la incorporada em novas construc¸o˜es habitaci-
onais que pretendem n´ıveis de conforto, seguranc¸a e tecnologia acima
da me´dia. No entanto, um dos problemas desta nova tendeˆncia tec-
nolo´gica, tal como a maior parte delas, reside no seu custo muito
elevado.
Assim, com esta dissertac¸a˜o pretende implementar-se um sistema de
baixo custo, devido ao uso de sensores e ao apoio numa distribuic¸a˜o
open source dedicada a esta a´rea, o LinuxMCE.
Como primeira abordagem, foi estudada a plataforma em questa˜o,
me´todos da sua instalac¸a˜o e compilac¸a˜o e integrac¸a˜o de novos sen-
sores. Depois desta fase inicial, criou-se em C/C++ uma ponte de
comunicac¸a˜o entre eles e o sistema (a gateway ), baseada em sockets
TCP/IP e, por fim, um demonstrador.
Quanto a resultados obtidos, conseguiu-se instalar e configurar a dis-
tribuic¸a˜o referida, estabelecer a conexa˜o entre os va´rios sensores e o
LinuxMCE e assegurar o funcionamento do sistema a n´ıvel geral (nome-
adamente a n´ıvel temporal). Existem, no entanto, algumas limitac¸o˜es,
visto este sistema ja´ implementar um esquema de troca de mensagens
entre ele e os dispositivos externos, que na˜o foi poss´ıvel adaptar aos
sensores.
Key Words Domotics, House of the Future, Smart Home, LinuxMCE
Abstract Domotics is a field of automation in fast growing expansion, and nowa-
days it’s usual to notice it incorporated in new habitacional constructi-
ons that aim for unprecedented levels of comfort, security and techno-
logy. Despite that, one of the issues with this new technological trend,
as with most of them, is related with its high cost.
Therefore, the goal of this dissertation, is to implement a low cost
system of this type, due to the usage of sensors and LinuxMCE, a
support open source software dedicated to this area.
As a first approach, one has studied the platform, his methods of instal-
lation and how to compile and integrate the new sensors. Afterwards,
it was created a bridge in C/C++ based on TCP/IP sockets to ac-
commodate the communication between them and the system and a
showcase of the overall work.
Regarding final results, one has accomplished to properly install and
configure the distribution, establish the connection among the various
sensors and LinuxMCE and having this last one working (regarding
temporal restrains). There are however some limitations, because this
system already implemented a scheme of messaging exchange from and
to the external devices, that was not possible to adapt to the sensors.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Enquadramento
A domo´tica e´ um conceito que visa automatizar e tornar mais eficazes as func¸o˜es de
uma casa que, normalmente, seriam efectuadas de forma manual, desperdic¸ando tempo,
factor de extrema importaˆncia face ao ritmo da vida actual. A palavra domo´tica vem da
junc¸a˜o das palavras domus/domo1 e robo´tica (controlo automatizado de algo) [1].
Esta tecnologia esta´ direccionada para a melhoria da qualidade de vida, nomeadamente,
nas a´reas de seguranc¸a, conforto e gesta˜o te´cnica. E´, por isso, um sistema completo e na˜o
apenas um sistema remoto. Com esta tecnologia, muitas das actividades do dia-a-dia
passam a ser feitas automaticamente porque sa˜o previamente programadas, mantendo, no
entanto, o controlo manual de todo o sistema, cujas definic¸o˜es podem ser alteradas, se
assim o desejarmos.
A domo´tica pode reunir iluminac¸a˜o, entretenimento, seguranc¸a, telecomunicac¸o˜es e
climatizac¸a˜o num so´ sistema. Permite fazer da nossa casa um parceiro crucial na gesta˜o
das tarefas quotidianas e, em parte, da vida em si. A habitac¸a˜o deixa de ser uma estrutura
passiva tornando-se em vez disso, numa ferramenta que ajuda a desfrutar ao ma´ximo do
nosso tempo, aumentando a seguranc¸a e ate´ mesmo poupando energia.
Ela envolve diferentes a´reas, requerendo um vasto conjunto de conhecimentos para a
fazer funcionar. Num sistema comum, um controlador central recebe sinais de dispositivos
controladores e depois reencaminha os mesmos para as aplicac¸o˜es e sistemas distribu´ıdos
pela casa. O servidor central tem o papel de gerir e encaminhar as comunicac¸o˜es por toda a
casa. Como utilizador e´ poss´ıvel interagir com o sistema atrave´s de teclados, touchscreens,
ecra˜s de TV, computadores, telefones, comandos remotos ou outros dispositivos.
Hoje em dia, a domo´tica assenta sobre va´rios protocolos. Entre os mais importantes,
podem destacar-se o Insteon, KNX, LonWorks, X10, Z-Wave e Zigbee.
Os produtos associados a` domo´tica geralmente sa˜o modulares, o que significa que se
podem facilmente adicionar ou remover func¸o˜es ao sistema com pouco ou nenhum efeito
no funcionamento dos outros produtos associados.
1casa (latim)
1
Todas as novas habitac¸o˜es esta˜o a comec¸ar a adoptar a domo´tica e a possuir sistemas
mais ou menos completos de automac¸a˜o. Esta necessidade surge de uma procura, por
parte das pessoas, em adquirirem casas mais inteligentes, seguras, conforta´veis e eficientes
energeticamente e, por conseguinte, em resposta a uma evoluc¸a˜o da sociedade, que esta´
cada vez mais dependente da tecnologia, dentro e fora de casa.
As empresas que trabalham, neste domı´nio, teˆm ainda um mercado reduzido, mas com
grandes possibilidades de expansa˜o e, tendo em conta, o facto de a instalac¸a˜o ser feita, mui-
tas vezes, a` medida para cada cliente e os factores anteriormente mencionados, e´ previs´ıvel
que esta a´rea venha a ter um grande potencial econo´mico e de desenvolvimento. Devido aos
elevados requisitos a n´ıvel de instalac¸a˜o, manutenc¸a˜o, actualizac¸a˜o e, consequentemente,
moneta´rios, a expansa˜o deste tipo de servic¸os e produtos ainda na˜o atinge uma grande
percentagem das casas em territo´rio nacional. Apesar da existeˆncia de um nu´mero con-
sidera´vel de normas (tanto privadas como pu´blicas), ainda na˜o ha´ um standard definido,
nem ta˜o pouco consenso, relativamente ao uso de um tipo de cablagem espec´ıfico para as
variadas vertentes que podem ser contempladas numa instalac¸a˜o deste tipo e que ajuda-
riam, sem du´vida, a baixar os custos do produto final e a permitir uma melhor integrac¸a˜o
entre todos os subsistemas da habitac¸a˜o.
No futuro, pensaremos como foi poss´ıvel viver sem o contributo de, por exemplo, sis-
temas de seguranc¸a e de multime´dia avanc¸ados, diviso˜es atentas ao gosto dos utilizadores
nelas presentes, tarefas banais automatizadas entre toda uma mir´ıade de tecnologias e
inovac¸o˜es destinadas a proporcionar, no fundo, uma melhor qualidade de vida.
1.2 Motivac¸a˜o
Como ja´ foi referido, os elevados custos e a na˜o uniformizac¸a˜o presentes neste segmento
de mercado foram preponderantes para a motivac¸a˜o deste trabalho de dissertac¸a˜o. Com a
quantidade de redes ja´ presentes nas casas, tanto cabladas como na˜o cabladas, surge uma
excelente oportunidade para implementar um sistema de domo´tica de menor custo do que
os existentes actualmente.
Sendo assim, a abordagem a explorar no aˆmbito destes projectos baseia-se na extensa˜o
de um AP(Access Point) 802.11x (com interface Fast/Gigabit Ethernet) de maneira a
incorporar os dispositivos e mecanismos de suporte a` domo´tica e a sua conexa˜o a` rede
de dados cablada e universal. O AP e´ controlado por um software aberto e flex´ıvel, o
OpenWrt, que permite assim executar a associac¸a˜o e integrac¸a˜o com uma plataforma de
gesta˜o domo´tica, o LinuxMCE, tambe´m open source, de modo transparente e baseando-se
no mesmo tipo de comunicac¸o˜es, via sockets.
Com esta opc¸a˜o e´ poss´ıvel atingir uma modularidade e escalabilidade enormes, podendo
ser adicionados va´rios APs (um para cada divisa˜o por exemplo) conectados entre si pela
rede cablada de alto de´bito e assim expandir o alcance/cobertura a toda a casa, garantindo
tambe´m uma elevada largura de banda.
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1.3 Objectivos
Neste projecto pretende-se, enta˜o, integrar a interacc¸a˜o com sensores, isto e´ visuali-
zar o seu estado, numa distribuic¸a˜o open source destinada especificamente a este uso, o
LinuxMCE e, de seguida, executar um demonstrador do sistema.
Para isso, em primeiro lugar, e´ necessa´rio compreender o sistema a n´ıvel de instalac¸a˜o
e configurac¸a˜o. Numa segunda fase, perceber como adicionar novos dispositivos ao Li-
nuxMCE e aplicar conhecimentos a n´ıvel de sockets em C/C++ para estabelecer a co-
nexa˜o entre os dois, constituindo assim a gateway necessa´ria. Por fim, aplicar o sistema
no demonstrador, de modo a ilustrar o funcionamento do mesmo.
1.4 Estrutura da Dissertac¸a˜o
A partir da introduc¸a˜o, esta dissertac¸a˜o esta´ estruturada da seguinte maneira:
• Cap´ıtulo 2 - Estado da Arte - Neste cap´ıtulo e´ feita uma abordagem aos protocolos
mais usados na a´rea da domo´tica, bem como uma ana´lise detalhada do LinuxMCE
e uma apresentac¸a˜o do OpenWrt.
• Cap´ıtulo 3 - Gateway LinuxMCE - OpenWrt - Aqui e´ feita uma apresentac¸a˜o da
instalac¸a˜o e configurac¸a˜o do LinuxMCE, da criac¸a˜o de templates para os dispositivos
a adicionar, bem como a sua compilac¸a˜o. E´ referido ainda como foi implementada a
conexa˜o entre os sensores a correr em OpenWrt e o sistema.
• Cap´ıtulo 4 - Demonstrador - Este cap´ıtulo trata de apresentar como foi montado
e executado o demonstrador, o funcionamento do mesmo e alguns testes. Explica
ainda como interagir com o mesmo, atrave´s da Web GUI (Graphical User Interface)
e de Orbiters2 Por fim sa˜o apresentados tambe´m resultados do demonstrador a n´ıvel
temporal.
• Cap´ıtulo 5 - Concluso˜es - Por fim, neste cap´ıtulo, referem-se os objectivos iniciais
que foram cumpridos, um resumo do trabalho realizado e o que pode ser melhorado
e adicionado em iterac¸o˜es futuras.
• Apeˆndice A - Conte´m a metodologia para instalac¸a˜o e configurac¸a˜o do LinuxMCE.
• Apeˆndice B - Apresenta o co´digo completo da parte cliente da gateway, ja´ integrada
no LinuxMCE e tambe´m do servidor.
• Apeˆndice C - Expo˜e as caracter´ısticas e configurac¸a˜o da placa OpenWrt.
• Apeˆndice D - Aborda as caracter´ısticas e configurac¸a˜o do Kit Powerline.
• Apeˆndice E - Ilustra em forma de uma lista os acro´nimos usados no texto
2Qualquer sistema computacional com ecra˜, usado para controlar o LinuxMCE. Explicado mais a` frente.
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Cap´ıtulo 2
Estado da Arte
2.1 Introduc¸a˜o
A domo´tica, como ja´ foi referido, e´ um conceito que abarca o controlo e monitorizac¸a˜o
inteligente de uma habitac¸a˜o, atrave´s de me´todos automatizados e manuais. Para isso,
qualquer sistema destes precisa de possuir actuadores e sensores espec´ıficos para cada zona
de acc¸a˜o. Por exemplo, ao n´ıvel da iluminac¸a˜o, podem existir interruptores (actuadores)
e sensores de detecc¸a˜o de luminosidade e, quanto a` seguranc¸a, detectores de movimento,
ga´s, fumo, inundac¸o˜es e caˆmaras, entre outros.
A gesta˜o destes dispositivos, ao ser feita de modo individual, apenas com a instalac¸a˜o
do estritamente necessa´rio ao seu funcionamento limita, na˜o so´ o propo´sito de integrar
toda a casa sob um u´nico sistema, como tambe´m a automatizac¸a˜o do projecto global.
Por esta raza˜o, cada vez mais comec¸am a surgir plataformas de gesta˜o de domo´tica, que
suportam um grande conjunto de tecnologias e protocolos, permitem uma integrac¸a˜o global
de todos os dispositivos na habitac¸a˜o (tanto sensores como actuadores) e fornecem ao
utilizador um meio simples para visualizar toda a informac¸a˜o neles contida, bem como
os meios para actuar sobre eles. Para ale´m disso, conferem um maior grau de liberdade
e personalizac¸a˜o ao dono do sistema, pois e´ poss´ıvel tambe´m criar cena´rios com va´rios
tipos de acc¸o˜es, conforme varia´veis externas (como a luminosidade, o tempo, as horas),
interligando sensores e actuadores pertencentes a diferentes zonas de interacc¸a˜o.
O meio de ligac¸a˜o entre os dispositivos na casa e as plataformas de gesta˜o sa˜o os variados
protocolos existentes na a´rea em estudo, cablados e sem fios que, por vezes, embora na˜o
propriamente destinados a` domo´tica, podem ser adaptados e integrados em conjunto com os
que o sa˜o, para permitir uma maior uniformizac¸a˜o e integrac¸a˜o das tecnologias ja´ existentes
na habitac¸a˜o (por exemplo a Ethernet 2.2.1, o Bluetooth 2.2.2, oWi-Fi -Wireless Fidelity).
De seguida ira´ ser feita uma introduc¸a˜o aos protocolos usados na domo´tica em geral e um
resumo de algumas plataformas de gesta˜o existentes, incluindo a usada nesta dissertac¸a˜o, o
LinuxMCE e, por fim, uma apresentac¸a˜o do OpenWrt, que e´ uma distribuic¸a˜o open source
para sistemas embutidos.
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2.2 Protocolos
Na tabela representada pelas figuras 2.7, 2.8 e 2.9, pode ser consultado um resumo
das caracter´ısticas principais de todos os protocolos a seguir enunciados e ainda outros,
relegando para o texto uma apresentac¸a˜o global daqueles mais importantes, na a´rea em
estudo.
2.2.1 Ethernet
A Ethernet e´ o principal protocolo usado actualmente nas redes locais de computadores
(LAN - Local Area Network). Comec¸ou por ser usada apenas em escrito´rios e implementada
em cabos coaxiais com taxas de transmissa˜o na ordem dos 3 Mbps.
A camada f´ısica e de dados da comunicac¸a˜o assenta sobre o conhecido modelo OSI
(Open Systems Interconnection). A parte f´ısica esta´ controlada pelo circuito designado
Phy que tem a func¸a˜o de codificar e descodificar a informac¸a˜o transmitida, enquanto que,
a n´ıvel de dados, e´ utilizada uma subcamada do modelo OSI, a MAC (Medium Access
Control) para controlo de acesso ao meio [2]. Uma comparac¸a˜o da Ethernet com o modelo
OSI esta´ representada na figura 2.1.
Figura 2.1: Comparac¸a˜o da Ethernet com o modelo OSI [2]
Existe ainda um conjunto enorme de standards do IEEE, IEEE 802.3 [3] relativos a
este protocolo que conteˆm as caracter´ısticas das va´rias normas actualizadas ao longo dos
tempos, bem como usos espec´ıficos para a Ethernet (por exemplo, Power Over Ethernet
[4]).
Hoje em dia, esta˜o dispon´ıveis verso˜es optimizadas do protocolo que permitem taxas de
transmissa˜o de 100 Mbps para a fast Ethernet e ate´ 10Gbps para a giga Ethernet. Devido
ao uso extensivo do protocolo, este esta´ sempre em actualizac¸a˜o e preparado para o futuro,
sendo que os padro˜es de 40Gbps e 100Gbps ja´ esta˜o perto de serem finalizados [5][6].
5
2.2.2 Bluetooth
O Bluetooth e´ um protocolo aberto sem fios, de comunicac¸a˜o a curtas distaˆncias. A
sua principal linha de lanc¸amento seguiu o objectivo de substituir os cabos normalmente
usados para interligar dispositivos fixos e porta´teis [7]. As ligac¸o˜es efectuadas entre dis-
positivos baseiam-se na criac¸a˜o de redes ad hoc, mais conhecidas, neste caso, por piconets
[8]. Cada equipamento presente numa rede destas pode comunicar simultaneamente com
outros 7 e pode pertencer a mais que uma piconet. Estas sa˜o estabelecidas automatica e
dinamicamente, sempre que os dispositivos tenham este protocolo activo e se encontrem
dentro do raio de alcance da rede. A topologia esta´ ilustrada na figura 2.2.
Actualmente conta com a especificac¸a˜o de 3 normas principais, ”Versa˜o 2.1 Enhanced
Data Rate (EDR)”[9] , ”Versa˜o 3.0 High Speed (HS)”[10] e ”Versa˜o 4.0 Low Energy”[11],
esta u´ltima finalizada recentemente (Abril 2010 [12] ) e ainda na˜o dispon´ıvel no mercado.
As duas primeiras sa˜o evoluc¸o˜es naturais da versa˜o 1.0 , aumentado o alcance, a largura
de banda, a seguranc¸a e reduzindo o consumo energe´tico. Ja´ a quarta especificac¸a˜o pre-
tende vir colmatar uma grande falha deste protocolo, ou seja, o seu alto consumo para as
aplicac¸o˜es e ambic¸o˜es a que inicialmente se propunha. Assim passara´ a estar dispon´ıvel
com esta norma, para ale´m do Bluetooth standard e o de alta velocidade, uma versa˜o de
baixo consumo energe´tico e, consequentemente, reduzida largura de banda.
Como particularidade em relac¸a˜o a outros protocolos, o Bluetooth possui, para ale´m
dum canal de dados, um canal de voz que pode ser usado em conjunto com o primeiro
e e´, certamente, por esta caracter´ıstica que ele e´ mais conhecido actualmente. O uso
mais difundido deste protocolo esta´ presente, enta˜o, em comunicac¸o˜es audio sem fios entre
terminais mo´veis, computadores e outros equipamentos, e tambe´m na transfereˆncia de
ficheiros de reduzidas dimenso˜es.
Figura 2.2: Topologia do Bluetooth [13]
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2.2.3 ZigBee
Uma tecnologia emergente, o ZigBee esta´ cada vez a ganhar mais forc¸a no campo das
WPANs (Wireless Personal Area Networks), muito devido ao facto de se basear no standard
IEEE 802.15.4-2003.
Apesar de se orientar por um standard global aberto, o ZigBee e´ um protocolo pro-
prieta´rio gerido pela ZigBee Alliance [14] . A sua utilizac¸a˜o na˜o esta´ limitada somente a`
a´rea da domo´tica, mas tambe´m a aplicac¸o˜es para edif´ıcios comerciais e industriais, energia,
telecomunicac¸o˜es, e a´rea da sau´de.
Actua em diversas bandas de frequeˆncia, conforme a regia˜o, e possui uma topologia de
rede mesh. Com esta disposic¸a˜o da rede sa˜o necessa´rios, neste caso, 3 tipos de dispositivos:
o coordenador, ZC (Zigbee Coordinator), o router, ZR (Zigbee Router) e o dispositivo final,
ZED (ZigBee End Device). O primeiro e´ a estrutura principal da rede e pode ate´ servir de
ponto de ligac¸a˜o para outras redes vizinhas; o segundo permite reencaminhar as mensagens
entre dispositivos e o u´ltimo e´ o dispositivo em si, que dispo˜e das funcionalidades estrita-
mente necessa´rias para comunicar apenas com o ZC ou o ZR. Esta simplicidade do ZED
permite que o mesmo esteja em modo ”adormecido”grande parte do tempo, aumentando
em grande escala a bateria u´til do sensor [15]. As va´rias camadas da arquitectura deste
protocolo esta˜o ilustradas na figura 2.3.
Parte do sucesso actual prende-se tambe´m com uma aposta no reduzido consumo
energe´tico, no baixo custo e numa maior simplicidade do protocolo comparativamente,
por exemplo, ao Z-Wave e ao Bluetooth.
Figura 2.3: Arquitectura do ZigBee a n´ıvel de rede [16]
2.2.4 G.hn
De entre todos, este e´ o mais recente e, embora ainda em fase de desenvolvimento pela
reconhecida ITU (International Telecommunication Union) [17], destaca-se pelas altas ta-
xas de transmissa˜o previstas e pela ambic¸a˜o de se tornar o protocolo de pro´xima gerac¸a˜o
para redes dome´sticas, ao definir, por fim, um standard universal para este tipo de comu-
nicac¸o˜es. Conta ja´ com um grande suporte por parte da indu´stria, desde a domo´tica ate´
fornecedores de servic¸os e vendedores finais de equipamento [18][19][20][21][22].
O protocolo assenta na utilizac¸a˜o de um sistema com fios que suporta va´rios tipos de ca-
bos actualmente usados para comunicac¸o˜es, tais como, telefone, coaxiais e rede ele´ctrica. A
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camada f´ısica sera´ implementada atrave´s de modulac¸a˜o FFT OFDM (Fast Fourier Trans-
form Orthogonal Frequency-Division Multiplexing), com possibilidade de ate´ 4096 QAM
(Quadrature Amplitude Modulation) e tera´ um sistema de correcc¸a˜o de erros e imunidade
ao ru´ıdo avanc¸ados. A camada MAC sera´ implementada com base num sistema TDMA
(Time Division Multiple Access) [23][24].
Devido ao alto de´bito esperado (na ordem do Gbit/s [25]), seguranc¸a e robustez geral do
protocolo, a coexisteˆncia de aplicac¸o˜es na a´rea da domo´tica com as necessidades dome´sticas
atendidas actualmente pela Ethernet, e´ uma realidade que pode vir a definir um novo
paradigma de integrac¸a˜o nas habitac¸o˜es do futuro.
2.2.5 X10
O X10 foi o primeiro protocolo de domo´tica a ser desenvolvido e e´ um dos mais comuns
nas instalac¸o˜es domo´ticas.
Decorrente desta situac¸a˜o, esta´ claro que e´ aquele que menos capacidades tem, incluindo
baixa largura da banda e utilizac¸a˜o de dispositivos relativamente simples. Na˜o obstante, o
seu baixo custo permite a entrada no mundo da automac¸a˜o residencial de forma mais fa´cil
e expedita.
Mais uma vez, a simplicidade do protocolo e´ notada na trama dos pacotes transmitidos,
ja´ que e´ constitu´ıda por um co´digo da casa (limitado a`s letras A a P), o co´digo da unidade
em questa˜o (limitada aos nu´meros 1 a 16) e, finalmente, o co´digo do comando a enviar.
Estas instruc¸o˜es que podem ser enviadas sa˜o pre´-definidas pelo X10, como se pode observar
na tabela representada pela figura 2.4, e, portanto, limitadas. O nu´mero ma´ximo de
dispositivos e´ de 256 devido a`s restric¸o˜es impostas para a selecc¸a˜o dos dois primeiros
co´digos [26].
Utiliza a rede ele´ctrica para comunicar com os dispositivos, apesar de estar definido
tambe´m um protocolo ra´dio sem fios, que necessita de um equipamento para transformar
os sinais RF (Radio Frequency), de novo para a rede ele´ctrica.
2.2.6 Insteon
Criado pela empresa SmartLabs, Inc. [28], este protocolo surgiu como forma de col-
matar as limitac¸o˜es presentes no X10, ja´ descritas na secc¸a˜o 2.2.5, na˜o descurando, no
entanto, a retrocompatibilidade com este u´ltimo [29].
Algumas dessas falhas em conjunto com a exagerada complexidade dos protocolos uti-
lizados na domo´tica em geral, na˜o permitiam, para a empresa, que o mercado se desenvol-
vesse e fosse mais ale´m. Assim, ao criar o Insteon, basearam-se num sistema peer-to-peer,
como se pode observar na figura 2.5, que, ao inve´s das restantes abordagens, na˜o necessita
de um Master, agindo todos os dispositivos como peers da rede, podendo assim receber,
transmitir e repetir as mensagens por eles pro´prios.
Outras melhorias em relac¸a˜o ao X10 sa˜o ainda o facto de os dispositivos actuarem como
repetidores e assim repetirem todas as mensagens que lhes chegam de forma sincronizada
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Figura 2.4: Conjunto de comandos do X10 [27]
(atrave´s da frequeˆncia da rede), o que em conjunto com um acknowledgment incorporado
em todas as mensagens, contribui para a maior robustez do protocolo.
O Insteon actua sob a rede ele´ctrica e/ou atrave´s de RF e, tendo em conta a sua sim-
plicidade, a n´ıvel de rede e as capacidades de detecc¸a˜o e repetic¸a˜o de mensagens erro´neas,
tem certamente um futuro risonho.
Figura 2.5: Topologia do Insteon [30]
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2.2.7 Z-Wave
O Z-Wave e´ um protocolo de comunicac¸o˜es sem fios em RF para aplicac¸o˜es em au-
tomac¸a˜o residencial. E´ gerido por um conso´rcio, Z-Wave Alliance [31] e assenta num
modelo fechado/proprieta´rio.
Actua numa banda de frequeˆncias, diferente da maior parte dos protocolos de comu-
nicac¸o˜es de rede sem fios, ou seja, abaixo do Gigahertz, e, por isso, esta´ mais imune ao
ru´ıdo, permitindo, assim, uma aplicac¸a˜o global do mesmo em conjunto com outros sistemas
sem fios na casa.
A n´ıvel de rede, a topologia e´ fundamentalmente uma rede mesh [32], em que os dispo-
sitivos ligados actuam como no´s da rede e permitem reencaminhar as mensagens por va´rios
caminhos na˜o definidos inicialmente pelo emissor. Para adicionar equipamentos a` rede, em
primeiro lugar, e´ necessa´rio regista´-los uma vez, executando uma sequeˆncia pre´-definida
nos boto˜es do aparelho.
Esta tecnologia inclui ainda um modo de poupanc¸a de energia, no qual o consumo
energe´tico e´ reduzido, o que permite que dispositivos, tais como sensores, tenham uma
durac¸a˜o de bateria superior.
2.2.8 LonWorks
Este protocolo e´ um dos mais abrangentes e na˜o esta´ so´ presente na a´rea de automac¸a˜o
residencial, mas tambe´m a n´ıvel industrial, de transportes e mesmo em munic´ıpios. Tem no
historial va´rias certificac¸o˜es a n´ıvel de standard de controlo de automac¸a˜o e, recentemente,
(Janeiro de 2009) a n´ıvel global [33].
A` semelhanc¸a do Insteon (descrito na secc¸a˜o 2.2.6), e´ aqui tambe´m adoptada uma
estrutura de rede peer-to-peer, presente na figura 2.6, de modo a descentralizar o sistema e
a na˜o ser necessa´rio ter na rede um dispositivo master, comunicando assim os dispositivos
directamente uns com os outros.
Como meios de transmissa˜o, utiliza a rede ele´ctrica, cablagem de par cruzado, cabo
coaxial, fibra o´ptica, RF, infravermelhos e Ethernet.
Ao contra´rio de outras soluc¸o˜es no mercado, que apenas disponibilizam partes indi-
viduais do sistema a implementar (como camadas f´ısicas protocolares), a Echelon [34]
apresenta uma plataforma completa de desenvolvimento. Nela esta˜o inclu´ıdos o protocolo
de comunicac¸a˜o, um processador dedicado [35], transdutores, uma base de dados, ferra-
mentas de acesso aos dispositivos, via servic¸os Web e integrac¸a˜o de equipamentos de outros
fabricantes.
2.2.9 KNX
O KNX e´ um dos mais conhecidos e utilizados protocolos na a´rea da domo´tica. Esta´
actualmente referenciado com standards a n´ıvel europeu e internacional e e´ implementado
mundialmente por uma quantidade significativa de fabricantes.
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Figura 2.6: Topologia do LonWorks [36]
Ele resulta da junc¸a˜o de treˆs protocolos, o EHS, o BatiBUS e o EIB. Com esta com-
binac¸a˜o, herdou a pilha protocolar de comunicac¸a˜o do EIB, e parte da camada f´ısica, modos
de configurac¸a˜o e aplicac¸o˜es finais dos outros dois.
O KNX actua em praticamente todos os meios usuais neste tipo de sistemas, tais como
cablagem em par cruzado (a mais usada), rede ele´ctrica, RF, fibra o´ptica e Ethernet.
Tem outra grande vantagem, ja´ que permite ser implementado em praticamente qualquer
plataforma computacional, ou seja, e´ independente do sistema [37].
Como reve´s, praticamente toda a documentac¸a˜o te´cnica e ferramentas de desenvolvi-
mento esta˜o dispon´ıveis apenas mediante registo na KNX Association [38] e pagamento de
uma quota anual.
2.3 Outros Protocolos
Ale´m dos acima mencionados, outros protocolos tais como o Wi-Fi, USB, FireWire,
CAN, esta˜o presentes na tabela representada pelas figuras 2.7, 2.8 e 2.9, servindo apenas
de complemento e termo de comparac¸a˜o.
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Figura 2.7: Primeira parte da tabela de comparac¸a˜o dos protocolos
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Figura 2.8: Segunda parte da tabela de comparac¸a˜o dos protocolos
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Figura 2.9: Terceira parte da tabela de comparac¸a˜o dos protocolos
2.4 Plataformas de Gesta˜o Domo´tica
Um sistema de domo´tica para automatizar uma casa tem por norma um custo muito
elevado e o seu prec¸o de instalac¸a˜o e configurac¸a˜o total varia conforme o(s) tipo(s) de
protocolo(s) usado(s) na soluc¸a˜o e as secc¸o˜es a controlar e monitorizar seleccionadas.
Em conjunto com este investimento, e´ necessa´rio tambe´m adquirir uma plataforma de
gesta˜o de todo o sistema. A maior parte sa˜o comerciais e, como tal, apresentam va´rias
desvantagens, como o facto de, muitas delas precisarem de te´cnicos especializados que
cobram valores elevados por cada intervenc¸a˜o, apenas para adicionar um novo componente
ao sistema. A falta de modularidade, em grande parte das soluc¸o˜es e a instalac¸a˜o do sistema
ter de ser feita em muitos casos, aquando da construc¸a˜o da habitac¸a˜o, completam o leque de
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desvantagens deste tipo de abordagem. Por vezes, muitos dos sistemas dedicam-se apenas
a` a´rea de controlo da habitac¸a˜o, descurando a parte multime´dia ou qualquer integrac¸a˜o
entre as va´rias zonas de acc¸a˜o sobre as quais se pode actuar.
E´ o´bvio que em relac¸a˜o a uma soluc¸a˜o open source, as comerciais ganham em alguns
campos: o apoio especializado para resolver qualquer problema e a garantia de qualidade
da instalac¸a˜o, embora possam apresentar custo elevado, como ja´ foi referido.
Existem va´rias empresas a comercializarem este tipo de produto, como a Creston [39],
a AMX [40] e a HomeSeer [41]. Em todas elas, o cliente compra um pacote definido
previamente, que inclui, na˜o so´ a plataforma de gesta˜o, como tambe´m os dispositivos
requeridos para cada a´rea de intervenc¸a˜o apesar de, na u´ltima, se poder comprar apenas o
software. Os dispositivos podem ir desde servidores de a´udio e v´ıdeo a interruptores, placas
de entrada/sa´ıda para sensores e actuadores de iluminac¸a˜o, climatizac¸a˜o e seguranc¸a, e ate´
ecra˜s touch e outros equipamentos de interacc¸a˜o com o sistema.
Existe, no entanto, outra possibilidade relativamente a este to´pico, que consiste em
apostar numa plataforma de gesta˜o gratuita, baseada, na maior parte dos casos, em distri-
buic¸o˜es de Linux [42]. Uma excepc¸a˜o a` regra e´ o Windows Media Center [43] que apenas
permite gerir aspectos relacionados com multime´dia. Em termos de soluc¸o˜es completas, as
mais conhecidas sa˜o o LinuxMCE e o MisterHouse [44]. A primeira e´ muito mais versa´til,
possui um maior suporte a n´ıvel de tecnologias e protocolos, bem como um conjunto de
funcionalidades mais elevado e uma configurac¸a˜o dos dispositivos mais facilitada e user
friendly, em parte devido a` maior comunidade em volta dele. O MisterHouse, por outro
lado, e´ limitado, tanto a n´ıvel de cena´rios que sa˜o poss´ıveis definir, como de equipamentos
suportados, sendo o seu software mais rudimentar e com menos possibilidades de expansa˜o.
Outras opc¸o˜es como o OpenRemote [45] encontram-se ainda em estado inicial de desenvol-
vimento, com limitac¸o˜es ou custos associados a adicionar ao software livre.
Para ale´m destas duas soluc¸o˜es completas, existem muitas outras gratuitas, mas que
sa˜o espec´ıficas para um tipo de tecnologia e protocolo, na˜o alcanc¸ando assim o objectivo
global de gesta˜o desejado neste trabalho.
Ponderando todos estes factores, o LinuxMCE e´ uma soluc¸a˜o a considerar, e a esco-
lha certa para este trabalho, pois permite adquirir gratuitamente o programa de gesta˜o
de domo´tica, e´ mais completo em comparac¸a˜o com os seus concorrentes mais directos,
nomeadamente a n´ıvel de funcionalidades e protocolos suportados. Na secc¸a˜o seguinte,
e´ efectuada a apresentac¸a˜o desta plataforma gratuita, incluindo as suas caracter´ısticas e
arquitectura espec´ıfica.
2.4.1 LinuxMCE
O LinuxMCE [46] e´ uma distribuic¸a˜o open source especificamente desenvolvida para se
tornar na soluc¸a˜o gratuita nu´mero um na a´rea da domo´tica. Ate´ mesmo o seu logotipo se
apresenta no sentido de uma soluc¸a˜o gratuita nesta a´rea (figura 2.10).
O sistema tem como espinha dorsal a distribuic¸a˜o de Linux, Kubuntu, em conjunto
com uma soluc¸a˜o comercial all-in-one, PlutoHome [47], de automac¸a˜o residencial, entrete-
nimento, seguranc¸a e telecomunicac¸o˜es, e tem vindo a evoluir de modo a incorporar cada
15
vez mais produtos e tecnologias neste domı´nio. Exemplos disso, e sempre tendo em consi-
derac¸a˜o a orientac¸a˜o livre do software, foram incorporados outros projectos open source de
grande relevaˆncia nas a´reas em que actuam, como o Xine [48] (leitor de multime´dia), As-
terisk [49] (para gesta˜o de comunicac¸o˜es de voz), MythTV [50] (um frontend para captura
de v´ıdeo), entre outros.
Possui uma arquitectura de rede baseada em Linux e um sistema simples de troca de
mensagens entre dispositivos permitindo, apesar dessa simplicidade, uma integrac¸a˜o de
alto n´ıvel com outros produtos.
Actualmente, encontra-se na versa˜o 8.10b2, com uma versa˜o RC (Release Candidate)
esperada para breve.
A n´ıvel de desenvolvimento, esta´ dispon´ıvel um reposito´rio SVN [51] (SubVersioN ), com
o co´digo fonte actualizado constantemente, uma Wiki [52], fo´rum e canal de IRC (Internet
Relay Chat) para obter mais informac¸a˜o do sistema, bem como tirar algumas du´vidas.
Como open source que e´, o LinuxMCE esta´ dependente da boa vontade e dedicac¸a˜o da
comunidade, tanto a n´ıvel de correcc¸a˜o de erros e implementac¸a˜o de novas funcionalidades,
mas tambe´m da documentac¸a˜o (algo parca a n´ıvel de desenvolvimento) existente.
Figura 2.10: Logo´tipo do LinuxMCE [53]
2.4.1.1 Funcionalidades
As funcionalidades proporcionadas pelo sistema dividem-se em va´rias a´reas:
- Multime´dia (Figura 2.11):
• Organizar todo o conteu´do multime´dia atrave´s de diferentes identificadores
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• Ver/ouvir conteu´do multime´dia em qualquer divisa˜o
• Possibilidade de qualquer conteu´do multime´dia seguir o utilizador pelas va´rias di-
viso˜es
• Detecc¸a˜o automa´tica de novos itens multime´dia presentes na rede
• Controlo de todos os dispositivos de a´udio e v´ıdeo atrave´s do LinuxMCE
• Cena´rio conjunto com a parte de iluminac¸a˜o e telecomunicac¸o˜es, para gerir luzes e
chamadas conforme acc¸o˜es pre´-definidas.
Figura 2.11: Parte de Multime´dia do LinuxMCE [54]
- Telecomunicac¸o˜es (Figura 2.12):
• Detecc¸a˜o Plug and Play de telefones VoIP (Voice Over Internet Protocol)
• Controlo da casa atrave´s de qualquer telefone
• Redireccionamento das chamadas consoante o modo definido para a casa na parte de
seguranc¸a
• Apresentac¸a˜o de um ID da pessoa que esta´ a telefonar no ecra˜, com possibilidade de
interromper a reproduc¸a˜o de conteu´do multime´dia
• Voicemail interactivo
- Seguranc¸a (Figura 2.13):
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Figura 2.12: Parte de Telecomunicac¸o˜es do LinuxMCE [55]
• Monitorizar caˆmeras de vigilaˆncia
• Activar ou desactivar o alarme, usando os Orbiters
• Activar ou desactivar o alarme, usando sensores de proximidade
• Tirar fotos automaticamente, quando os sensores detectam movimento e actuar em
conjunto com a parte de iluminac¸a˜o para ligar as luzes
• Em conjunto com a parte de telecomunicac¸o˜es, se for detectada uma brecha na segu-
ranc¸a, pode ser feita uma chamada para um nu´mero pre´-definido e enviar tambe´m
uma imagem para o telefone
• Em conjunto com a parte de multime´dia, falar com o intruso e mesmo obter v´ıdeo
em directo do mesmo
- Iluminac¸a˜o (Figura 2.14):
• Ligar e desligar luzes conforme se entra e sai das diviso˜es
• Aceder remotamente a todo o sistema de iluminac¸a˜o atrave´s da interface Web do
LinuxMCE
• Reduzir o impacto a n´ıvel energe´tico, usando va´rios cena´rios de iluminac¸a˜o
• Em conjunto com a parte de telecomunicac¸o˜es, possibilitar que as luzes sejam ligadas
e desligadas quando o telefone tocar, de modo a ajudar as pessoas com deficieˆncias
auditivas
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Figura 2.13: Parte de Seguranc¸a do LinuxMCE [56]
Figura 2.14: Parte de Iluminac¸a˜o do LinuxMCE [57]
- Climatizac¸a˜o (Figura 2.15):
• Controlar dispositivos de climatizac¸a˜o com base em cena´rios pre´-definidos
• Controlar dispositivos de climatizac¸a˜o directamente na imagem da planta da casa
• Fechar e abrir janelas e estores automaticamente, consoante a hora do dia
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Figura 2.15: Parte de Climatizac¸a˜o do LinuxMCE [58]
2.4.1.2 Componentes do sistema
No LinuxMCE, o sistema e´ constitu´ıdo basicamente por treˆs componentes f´ısicos princi-
pais, o Core PC (Personal Computer), os MDs (Media Directors) e os Orbiters. O Core PC
e os MDs esta˜o interligados por LAN atrave´s de switches ou eventualmente por wireless1.
O Core PC tem a func¸a˜o de servidor e, portanto, de controlar e correr todas as
aplicac¸o˜es necessa´rias na rede. As definic¸o˜es de todo o sistema e as informac¸o˜es direcciona-
das aos dispositivos sa˜o guardadas e geridas aqui, mesmo na˜o estando a correr localmente,
mas noutros computadores da rede. Isto permite que esteja dispon´ıvel uma func¸a˜o plug
and play e que, assim, os dispositivos ligados ao sistema, em qualquer parte da casa, sejam
automaticamente detectados. Este servidor disponibiliza ainda uma pa´gina de adminis-
trac¸a˜o na Web ilustrada pelas figuras 2.16 e 2.17, em que se pode controlar todo o sistema,
na˜o so´ a partir deste computador, mas tambe´m de qualquer outro, na rede. Assim, se for
desejado, o PC destinado a esta func¸a˜o pode ter apenas a unidade de processamento, na˜o
necessitando de teclado, rato, ou mesmo ecra˜. Por fim, este Core PC conte´m a possibi-
lidade de correr servic¸os de netboot, o que facilita a integrac¸a˜o de outros computadores
nesta distribuic¸a˜o, pois assim na˜o precisam de correr um sistema operativo, podendo fazer
o boot directamente, a partir da rede.
Os MDs sa˜o todos os outros computadores presentes no LinuxMCE e, ale´m de pode-
rem ter ligados outros dispositivos (embora controlados inequivocamente pelo Core), teˆm
como principal func¸a˜o actuar como terminais para visualizac¸a˜o de conteu´do multime´dia2
e interacc¸a˜o com toda a casa (isto porque existe um Orbiter incorporado em todos os
MDs, representado na figura 2.18). Todo o conteu´do a visualizar e´ gerido pelo servidor,
limitando-se assim os MDs a disponibilizar essa informac¸a˜o para os sistemas de a´udio e
v´ıdeo aos quais esta˜o ligados.
Por fim, os Orbiters sa˜o os dispositivos mais interessantes para controlar o LinuxMCE, a
n´ıvel de utilizador e, consequentemente, a casa, pois na˜o precisam de ser muito complexos,
mas sim porta´teis e, por conseguinte, apresentam uma grande mobilidade e convenieˆncia.
Permitem obter informac¸a˜o dos diversos sensores na casa, agir sobre os actuadores e mudar
os diversos cena´rios dispon´ıveis em cada divisa˜o da habitac¸a˜o. Para funcionarem, precisam
1embora seja recomendado uma ligac¸a˜o com fios devido ao tipo de tra´fego (muitas vezes v´ıdeo) a circular
na rede
2o Core tambe´m pode actuar em modo h´ıbrido como o MD, acumulando assim as duas func¸o˜es
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Figura 2.16: Pa´gina de login na interface de WebAdmin do LinuxMCE
de estar ligados ao LinuxMCE atrave´s dum MD ou, enta˜o, conectados a` LAN interna,
atrave´s dum AP wireless.
A n´ıvel de hardware, como e´ de esperar, o Core e´ a parte do sistema que necessita de
maior poder de processamento, da´ı que o uso de um bom processador e uma quantidade
razoa´vel de memo´ria seja o mais indicado. Para ale´m disso, e´ imperativo ter uma interface
Ethernet Dual NIC (Network Interface Controller)3 devido a` arquitectura imposta pelo
sistema (um NIC destinado exclusivamente a` rede interna de automac¸a˜o e outro para a
rede externa, como a Internet), e tambe´m va´rias portas de expansa˜o, pois e´ aqui que se vai
ligar uma grande parte dos sensores, placas de TV e aquisic¸a˜o de imagem, entre outros.
Os Media Directors, devido a` func¸a˜o de netboot do Core PC, podem ser meros thin
clients, alojados atra´s duma televisa˜o/ecra˜ ou porta´teis/desktops completos com especi-
ficac¸o˜es semelhantes a` de qualquer PC para Home Theater. Teˆm de possuir ainda as
entradas/sa´ıdas necessa´rias a` interligac¸a˜o com o sistema de A/V (Audio/Video) desejado,
e com os me´todos de controlo requeridos (como comandos, ratos, dispositivos bluetooth,
entre outros).
Relativamente aos Orbiters, podem ser desde telemo´veis, PDAs (Personal Digital As-
sistants), tablets, comandos, e ate´ telefones VOIP com ecra˜. Outra opc¸a˜o passa por instalar
o software dum Orbiter num PC normal ou aceder atrave´s de Web, a` interface dum Web
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Figura 2.17: Pa´gina da interface de WebAdmin do LinuxMCE
Figura 2.18: Ecra˜ do Orbiter presente nos MDs [53]
Orbiter, ilustrado na figura 2.19, sem instalar qualquer programa.
Destes componentes, o u´nico que e´ estritamente essencial e´ o Core PC. Os outros
podem ou na˜o estar presentes e apenas adicionam funcionalidades ao sistema, como ja´
vimos acima.
Nas figuras 2.20 e 2.21 e´ poss´ıvel observar exemplos de algumas configurac¸o˜es tipo para
3isto e´, com duas portas de rede
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Figura 2.19: Ecra˜ do WebOrbiter
o LinuxMCE.
Figura 2.20: Diagrama da configurac¸a˜o do LinuxMCE com Core PC dedicado [59]
Uma boa abordagem para a disposic¸a˜o destes componentes na casa (exceptuando os Or-
biters que sa˜o os componentes mais mo´veis), passa por colocar o Core PC ”escondido”num
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Figura 2.21: Diagrama da configurac¸a˜o do LinuxMCE com Core PC h´ıbrido [60]
qualquer lugar da habitac¸a˜o, se em modo dedicado, pois na˜o e´ necessa´rio, posteriormente
a` instalac¸a˜o do sistema, o acesso f´ısico ao mesmo. No caso de actuar em modo h´ıbrido,
deve colocar-se o mesmo numa divisa˜o, na qual se pretenda disponibilizar conteu´do mul-
time´dia (por exemplo na sala). Quanto aos MDs, o usual sera´ colocar um em cada uma das
restantes diviso˜es propensas a servirem de centro multime´dia (como os quartos, cozinha,
escrito´rios).
2.4.1.3 Arquitectura
A n´ıvel de arquitectura, o LinuxMCE baseia-se numa abordagem modular, como se
pode observar na figura 2.22. A parte essencial de todo o sistema, chama-se DCERou-
ter (Data Commands Events Router) e na˜o e´ mais do que um programa, que simula um
router gene´rico de envio e recepc¸a˜o de mensagens. Assim, este na˜o conte´m qualquer tipo
de informac¸a˜o relativa ao LinuxMCE em si, mas apenas encaminha as mensagens troca-
das, entre os dispositivos, que correm em programas independentes dele. Por fim, existe
ainda um tipo especial de dispositivos, os plugins, que, em vez de correrem em programas
separados do DCERouter, esta˜o presentes no seu espac¸o de memo´ria, como bibliotecas
dinaˆmicas.
De resto, todas as definic¸o˜es do sistema, dados de cada utilizador, da instalac¸a˜o habi-
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tacional e dos dispositivos esta˜o armazenados numa base de dados SQL (Structured Query
Language) central, que disponibiliza a informac¸a˜o sempre que for solicitada, tanto pelo
utilizador, como pelo DCERouter (e consequentemente por algum dispositivo). Qualquer
alterac¸a˜o dos dados ja´ referidos e´ comunicada e sincronizada com a base de dados, atrave´s
da ferramenta sqlCVS, que permite realizar operac¸o˜es ato´micas sobre eles e monitorizar
quem fez essas mudanc¸as, elevando assim o n´ıvel de seguranc¸a e robustez do sistema em
geral.
De notar que, tanto o DCERouter como os programas espec´ıficos de cada dispositivo
e ate´ a base de dados SQL, esta˜o armazenados e a correr no Core PC que, como ja´ foi
explicado, e´ a unidade de processamento de todo o sistema.
Figura 2.22: Arquitectura do LinuxMCE [61]
O DCERouter
Numa fase inicial, o papel do DCERouter e´ fornecer os dados de configurac¸a˜o aos
dispositivos que se conectam a ele (desde que tenham o sistema de mensagens DCE imple-
mentado) e, depois disso, ficar responsa´vel por receber e encaminhar qualquer mensagem
de/para o dispositivo. Os tipos mais comuns de mensagens sa˜o os comandos e os even-
tos, incorporados no sistema de mensagems integrado no LinuxMCE (DCE), a explicar
posteriormente.
Um exemplo deste tipo de comunicac¸o˜es seria uma campainha de porta (actuando como
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um dispositivo e ligada a` rede) lanc¸ar um evento contendo a informac¸a˜o que o bota˜o foi
pressionado, evento esse que iria ter ao DCERouter, o qual o reencaminharia para um
plugin destinado a lidar com esta situac¸a˜o. Poderia ainda dar-se o caso do plugin querer
enviar um comando a um leitor de multime´dia, e novamente passaria primeiro pelo router,
so´ depois chegando ao seu destino final.
Como se pode ver, os dispositivos DCE nunca comunicam directamente uns com os
outros, mas sim atrave´s deste elemento fundamental que fomenta toda a simplicidade e
modularidade da arquitectura.
O DCERouter permite ainda que os dispositivos digam que querem pre´-processar men-
sagens que cumpram certos crite´rios. Por exemplo, um plugin de seguranc¸a pode necessitar
de obter todos os eventos relacionados com esse campo, para depois actuar sobre outros
equipamentos, mesmo que sejam controlados por plugins de outra a´rea, como iluminac¸a˜o.
Isto denota outra caracter´ıstica dos plugins, pois ao serem carregados no espac¸o de memo´ria
do DCERouter, partilham tambe´m a memo´ria uns com os outros, podendo assim chamar
me´todos e func¸o˜es que na˜o apenas os deles.
A n´ıvel funcional, o router, descrito pela figura 2.23, apenas abre uma porta para as
ligac¸o˜es dos va´rios dispositivos. Depois, quando um dispositivo se liga, envia o seu ID
ou Mac Address, o DCERouter procura esse ID, na base de dados, e devolve-lhe a sua
configurac¸a˜o. De seguida, o dispositivo abre um mı´nimo de duas ligac¸o˜es via sockets para
o router, uma dedicada a` recepc¸a˜o de mensagens (normalmente comandos) e outra para as
enviar (tipicamente eventos). A biblioteca DCE abre ainda uma terceira ligac¸a˜o de modo
a existirem dois sockets de sa´ıda, um para enviar eventos e o outro para enviar outro tipo
de mensagens, como pedidos e comandos para outros dispositivos.
O sistema de mensagens DCE
O DCE e´ um protocolo leve de rede, que permite que qualquer dispositivo aceda a` sua
configurac¸a˜o (isto e´, aos seus dados espec´ıficos), a partir de uma base de dados central;
enviar e receber comandos, e accionar e responder a eventos.
Este protocolo esta´ escrito em C++, e´ baseado em sockets e corre actualmente sobre
Linux.
As mensagens podem ser enviadas para mais do que um dispositivo e conteˆm informac¸a˜o
sobre o dispositivo de destino, o tipo de mensagem (comando, evento), o identificador da
mensagem e um nu´mero varia´vel de paraˆmetros opcionais.
Todas elas sa˜o enviadas atrave´s das func¸o˜es SendMessage ou QueueMessageToRouter,
quer sejam comandos ou eventos.
2.5 OpenWrt
O OpenWrt [63] e´ uma distribuic¸a˜o gratuita de Linux para sistemas embutidos, tais
como gateways e routers residenciais. Comec¸ou por ser desenvolvido para apenas um
router, mas posteriormente foi expandido para va´rias arquitecturas e chipsets, tais como,
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Figura 2.23: Estrutura do DCERouter no LinuxMCE [62]
atheros, avr32, ixp4xx e x86 entre outras.
O objectivo do projecto e´ fornecer uma estrutura para criar um firmware adaptado a`s
necessidades de cada utilizador. Para isso, a distribuic¸a˜o apresenta um sistema de ficheiros
totalmente edita´vel com um gestor de pacotes incorporado. A n´ıvel de interacc¸a˜o com a
distribuic¸a˜o, esta´ dispon´ıvel a linha de comandos atrave´s de SSH (Secure Shell) ou telnet
e uma interface Web.
Como funcionalidades principais apresenta todas as normais nos equipamentos de ori-
gem, tais como servic¸os de DHCP (Dynamic Host Configuration Protocol), encriptac¸a˜o das
ligac¸o˜es sem fios, WEP (Wireless Encryption Protocol), WPA (Wi-Fi Protected Access) e
WPA 2 (Wi-Fi Protected Access 2 ), reencaminhento atrave´s de porta, UPnP (Universal
Plug and Play), configurac¸o˜es avanc¸adas da firewall, QoS (Quality of service) para va´rios
tipos de tra´fego, configurac¸a˜o do dispositivo como repetidor, AP ou bridge sem fios, servic¸os
de DNS (Domain Name Service) dinaˆmicos, partilha de ficheiros, ligac¸a˜o de impressoras
e outros equipamentos atrave´s de portas USB (Universal Serial Bus) e monitorizac¸a˜o, em
tempo real da rede.
A n´ıvel de pacotes que se podem instalar, tanto depois da instalac¸a˜o como na fase de
compilac¸a˜o do firmware, existem bastantes [64], para espec´ıficas necessidades. Para ale´m
destes oficiais, existem muitos outros, visto este ser um projecto para a comunidade, e, por
conseguinte, com muita participac¸a˜o da mesma.
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Actualmente na versa˜o 10.03, e´ considerada a melhor soluc¸a˜o de firmware dentro da
sua a´rea, ultrapassando as outras soluc¸o˜es a n´ıvel de extensibilidade, robustez e design.
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Cap´ıtulo 3
Gateway LinuxMCE - OpenWrt
3.1 Introduc¸a˜o
Como ponto de partida, o objectivo do trabalho passava por integrar um ou va´rios APs
802.11x (possuindo interface Fast/Gigabit Ethernet), com sensores diversos em redes ja´
existentes numa habitac¸a˜o, mas que pudessem ser usadas no aˆmbito da domo´tica, como se
pode observar na figura 3.1.
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Figura 3.1: Diagrama de uma poss´ıvel rede domo´tica
O recurso a`s redes de comunicac¸a˜o de dados gene´ricas, ja´ dispon´ıveis numa casa, e´ uma
maneira de simplificar a arquitectura e baixar os custos de instalac¸a˜o de um sistema deste
ge´nero que, de outra forma, teria de ser baseado em va´rios tipos de protocolos para cada
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a´rea de acc¸a˜o e para cada fabricante. A junc¸a˜o de redes na˜o cabladas e cabladas justifica-se
pois, apesar das primeiras poderem ser usadas com enormes vantagens na implementac¸a˜o de
sistemas domo´ticos em ed´ıficios pre´-existentes, as redes cabladas sa˜o tambe´m uma soluc¸a˜o
interessante quando instaladas durante a construc¸a˜o, e ate´ posteriormente, com recurso por
exemplo, a` rede ele´ctrica, possuindo enormes vantagens ao n´ıvel da seguranc¸a, desempenho
e manutenc¸a˜o.
As func¸o˜es deste “AP Integrado”va˜o permitir, a montante, a utilizac¸a˜o de uma rede de
dados cablada e, a jusante, disponibilizar uma rede de dados na˜o cablada (ambas standard
de uso geral) e integrar os componentes e mecanismos para fornecer os servic¸os adicionais,
assim como as respectivas interfaces para acesso a` rede. Para atingir este objectivo, o
LinuxMCE surge como mediador entre a habitac¸a˜o e os sensores dispon´ıveis e que, em
conjunto com a gateway implementada, gere todo o sistema e disponibiliza a sua informac¸a˜o
aos utilizadores da casa.
Os APs sa˜o equipamentos de rede standard que devem permitir adicionar dispositivos,
me´todos de entrada e sa´ıda de dados e apresentar uma grande customizac¸a˜o via software,
de modo a facilitar a integrac¸a˜o com a plataforma de gesta˜o, que e´ igualmente flex´ıvel. Num
cena´rio ideal, desejar-se-ia que o AP se comportasse como parte integrante do LinuxMCE,
e os diversos dispositivos deveriam correr totalmente no AP em vez de, no CorePC. No
entanto, devido a` quantidade de trabalho, tempo requerido, complexidade e o facto de
o LinuxMCE na˜o suportar a sua instalac¸a˜o em plataformas mais modestas, teve de se
seguir uma abordagem alternativa, mas igualmente va´lida para os objectivos pretendidos.
Assim, partindo desta plataforma de gesta˜o aberta, integraram-se os sensores dos APs no
LinuxMCE e criou-se um denominador comum de comunicac¸a˜o entre esta distribuic¸a˜o e
os Access Points a correr OpenWrt, a gateway.
A necessidade da execuc¸a˜o de uma gateway prende-se com o facto de na˜o existir um
me´todo simples e eficaz de integrar os dispositivos no LinuxMCE, como ja´ foi falado. Assim,
foram utilizados sockets como meio de comunicac¸a˜o entre o LinuxMCE e o OpenWrt (nos
APs), de modo a atingir uma simbiose adequada entre as duas plataformas, permitindo
facilmente o suporte e integrac¸a˜o de dispositivos de ambos os lados.
De modo a executar esta parte do trabalho, estabeleceu-se uma arquitectura simples
para o sistema, procederam-se aos passos necessa´rios para a criac¸a˜o e instalac¸a˜o de novos
dispositivos no LinuxMCE e, finalmente, implementaram-se as func¸o˜es da gateway.
3.2 Arquitectura
Devido a` complexidade de implementar o sistema de mensagens DCE nos sensores,
optou-se por seguir uma aproximac¸a˜o mais simples, baseada num sistema de sockets em
C/C++.
O conceito geral das ligac¸o˜es da gateway e´ apresentado na figura 3.2. Segundo uma
perspectiva top-down, no lado esquerdo esta´ presente o sistema LinuxMCE, e do lado
direito os APs com OpenWrt. Quanto ao LinuxMCE, sa˜o ilustrados os seus componentes
caracter´ısticos: o CorePC, o DCERouter e paralelamente os Orbiters. Os dispositivos
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propriamente ditos (sensores neste caso) esta˜o ligados do lado dos APs, os quais tambe´m
correm o seu co´digo.
A gateway e´ representada pelas setas entre estes dois subsistemas, e a interligac¸a˜o entre
eles e´ feita pela mesma atrave´s de um sistema de sockets. Ela foi constru´ıda sobre uma
topologia cliente-servidor. Na parte referente ao LinuxMCE, corre a parte do(s) cliente(s),
espec´ıfica a cada dispositivo e no lado dos APs e´ executada a porc¸a˜o de co´digo do servidor
(que gere os sensores em cada AP).
AP OpenWrt
AP OpenWrt
Sockets
Sockets
Orbiters
DCE 
Router
Linux MCE
Core PC
Figura 3.2: Diagrama dos componentes de todo o sistema
A parte do servidor desenvolveu-se de modo a simular a actividade de sensores gene´ricos,
com as respectivas func¸o˜es. Este corria localmente num porta´til e actuava em conjunto com
o co´digo do cliente, que e´ efectivamente a parte residente no LinuxMCE. Posteriormente,
o co´digo do servidor foi migrado para os APs para integrar o demonstrador final.
Ja´ a n´ıvel temporal, como se pode observar na figura 3.3, a arquitectura da gateway
conte´m va´rias etapas bem definidas.
Tudo se inicia com um pedido (accionado pelo utilizador), do lado do LinuxMCE, direc-
cionado a um sensor espec´ıfico. Esta requisic¸a˜o pode variar desde um comando para ligar o
dispositivo ou qualquer outra acc¸a˜o para actuar sobre ele, ate´ um simples reconhecimento
do estado, da posic¸a˜o ou outra varia´vel relevante para o sensor.
Depois do pedido ser efectuado, o cliente reconhece-o automaticamente (algo que e´
intr´ınseco ao LinuxMCE ) e executa a porc¸a˜o de co´digo referente a esse comando. Nesta
fase, e´ aberta uma ligac¸a˜o para o servidor e enviado o ID espec´ıfico do sensor em questa˜o.
O cliente aguarda pela confirmac¸a˜o da existeˆncia do ID (enviada pelo AP) e, em caso
afirmativo, envia neste momento o comando que foi requisitado pelo utilizador. Posto isto,
o servidor verifica e executa-o, reportando de volta o resultado, como esta´ ilustrado na
figura 3.4. Finalmente, o cliente recebe o resultado do comando e fornece-o ao LinuxMCE,
via um popup.
De modo a concluir o processo, o cliente fecha a ligac¸a˜o estabelecida no in´ıcio, ao
contra´rio do AP, que continua a executar o co´digo, de modo a estar dispon´ıvel para fornecer
informac¸a˜o a qualquer instante.
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Envio do ID
CLIENTE SERVIDOR
ACK do ID
Envio do Comando
Envio do Resultado do Comando
Figura 3.3: Diagrama temporal da Gateway
Em resumo, com este tipo de arquitectura, e´ poss´ıvel enviar varia´veis obtidas a partir
dos sensores e actuar sobre eles de maneira simples e inequ´ıvoca. O tipo de varia´veis a
controlar e observar pode ir desde nu´meros fixos (ID do sensor), varia´veis de estado (”0”ou
”1”, ”ON”ou ”OFF”) e dinaˆmicas.
3.3 Criac¸a˜o de templates e compilac¸a˜o de novos dis-
positivos
A primeira etapa consiste em instalar e configurar o LinuxMCE com as instruc¸o˜es
indicadas no apeˆndice A.1. Depois de ter o LinuxMCE configurado, o passo natural foi
perceber como se adicionavam dispositivos ao sistema. A sua arquitectura exige que todo
e qualquer equipamento seja acrescentado via um modelo (template), previamente criado,
que define o dispositivo, ou seja, os seus dados, comandos e eventos.
Para criar um template, e´ necessa´rio aceder a` interface de WebAdmin, atrave´s do
enderec¸o http://dcerouter, ir ao menu ”Advanced - Configuration - Device Templa-
tes”(figura 3.5). A partir daqui, selecciona-se o fabricante (Manufacturer) do dispositivo a
adicionar, ou cria-se um novo, escolhe-se a categoria a que este pertence (Device Category)
e carrega-se em (Add device template).
De seguida, e´ aberta uma janela nova para editar o modelo (figura 3.6) onde, no
caso dos sensores envolvidos neste projecto, e´ preciso definir o nome do sensor, tirar o
”visto”da opc¸a˜o ”Implements DCE”, activar a que diz ”Is IP Based”e seleccionar como
me´todo de comunicac¸a˜o, ”Comm Method”Ethernet. No campo ”Device Data”, adicionam-
se os paraˆmetros espec´ıficos do sensor, neste caso, sa˜o apenas ”Port/Channel”e a opc¸a˜o
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Figura 3.4: Diagrama geral da Gateway
”PK FloorplanObjectType”que indicam, respectivamente, a porta onde o sensor esta´ a cor-
rer e o tipo de objecto que deve aparecer na planta da casa para o ilustrar.
Das opc¸o˜es que restam, tambe´m espec´ıficas a cada dispositivo, e´ necessa´rio indicar os
comandos e eventos que cada um deles implementa (figura 3.7). Para finalizar o processo,
basta gravar as alterac¸o˜es neste ecra˜, aceder atrave´s da WebAdmin a ”Advanced - sqlCVS
- Update”, e executar um SqlCVS Update com os paraˆmetros origem, para actualizar a
base de dados carregando em Next.
Apo´s esta etapa, resta saber como gerar o esqueleto do co´digo a partir do modelo e
como compilar o dispositivo.
Em termos gerais, e´ preciso instalar um ambiente de desenvolvimento no Core PC de
modo a poder compilar co´digo para os novos dispositivos.
Posto isto, e´ preciso utilizar as ferramentas DCEGen e sql2cpp para gerar o esqueleto
do co´digo do dispositivo, a partir do template definido anteriormente.
O primeiro programa serve para, a partir do modelo do sensor, criar uma pasta contendo
os va´rios ficheiros necessa´rios para a implementac¸a˜o do mesmo, isto e´, os .cpp e os .h. O
33
Figura 3.5: Pa´gina gene´rica dos device templates do LinuxMCE
Figura 3.6: Primeira parte da pa´gina de um novo device template do LinuxMCE
nome da pasta e´ igual ao nome do dispositivo e os ficheiros conteˆm a declarac¸a˜o de todos os
comandos previamente definidos que, originalmente, apenas imprimem uma string para a
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Figura 3.7: Segunda parte da pa´gina de um novo device template do LinuxMCE
janela de terminal. Caso se adicione mais algum tipo de informac¸a˜o ao template atrave´s da
interface de WebAdmin, e´ preciso voltar a correr o DCEGen, para este juntar as alterac¸o˜es
pedidas ao co´digo.
Com a outra ferramenta, e´ poss´ıvel sincronizar a base de dados com os comandos e a
informac¸a˜o relativa ao sensor, presente nos ficheiros .cpp. Por exemplo, se ha´ uma alterac¸a˜o
na base de dados, e´ preciso correr o sql2cpp de novo e assim, a porc¸a˜o de co´digo que for
referente a` versa˜o anterior da base de dados ja´ na˜o e´ executada, mantendo, desta maneira,
o co´digo sempre actualizado e sincronizado.
Resta implementar agora as func¸o˜es relativas aos comandos definidos previamente, es-
crevendo o co´digo C++ adequado e compila´-lo para finalizar a criac¸a˜o do template.
Em apeˆndice (na parte A.2), e´ poss´ıvel consultar uma descric¸a˜o mais detalhada dos
passos atra´s referidos (instalac¸a˜o de um ambiente de desenvolvimento; utilizac¸a˜o das fer-
ramentas DCEGen e sql2cpp e ainda a compilac¸a˜o definitiva do template do dispositivo).
Por fim, deve incluir-se o sensor no sistema, adicionando um novo dispositivo baseado
no template criado, acedendo a ”Advanced - Configuration - Devices”na janela a` direita
no WebAdmin, e seleccionando o device template, anteriormente feito. Ainda nesta pa´gina,
indica-se tambe´m o IP do sensor e, finalmente, acrescenta-se o mesmo.
Nota:
A informac¸a˜o recolhida nesta secc¸a˜o esta´ presente de
modo resumido numa pa´gina criada por mim, na Wiki
do LinuxMCE e aprovada pelos developers.
3.4 Func¸o˜es implementadas
As func¸o˜es criadas foram essencialmente o programa de envio (servidor) e o de recepc¸a˜o
(cliente) de informac¸a˜o dos sensores. Como ja´ foi referido na secc¸a˜o da arquitectura, o lado
do servidor corre na placa OpenWrt, onde tambe´m esta´ presente o co´digo do sensor em
si. A parte do cliente reside no Core PC, ou seja, no LinuxMCE e ambos comunicam
via sockets. A aprendizagem da configurac¸a˜o e programac¸a˜o destas entidades exigiu uma
leitura pre´via de [65] e [66].
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De ambos os lados existem dois buffers, um para recepc¸a˜o e outro para envio, que
actuam como mediadores dos dados dentro de cada programa. A n´ıvel geral, a informac¸a˜o,
neles contida, e´ enviada pela rede como strings, quer seja a identificac¸a˜o por ID, quer seja a
requisic¸a˜o dos comandos, ou ate´ o resultado dos u´ltimos. Cabe, depois, aos dois programas
efectuarem as converso˜es do tipo de varia´vel adequadas ao seu uso.
3.4.1 Servidor
O servidor baseia-se num modelo de programac¸a˜o simples, como se pode constatar na
figura 3.8.
Recebe o comando
Recebe o ID
Inicialização dos parâmetros
Aguarda por novo Cliente
Envia resultado para o Cliente
Há ligação?
S
ID existe?
Executa o comando
Envia confirmação ao Cliente
S
C
ic
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N
Envia notificação ao 
Cliente
N
Figura 3.8: Diagrama de fluxo do Servidor
A n´ıvel funcional, o servidor pode ser descrito atrave´s dos seguintes pontos:
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• Inicialmente e´ feita a configurac¸a˜o dos paraˆmetros espec´ıficos da conexa˜o, como a
porta onde o servidor ira´ correr, a inicializac¸a˜o das estruturas necessa´rias a` criac¸a˜o
do socket e consequente ligac¸a˜o;
• De seguida, o servidor entra em modo de espera, atrave´s dum ciclo infinito (while(1)),
no qual aguarda a chegada duma conexa˜o por parte do cliente. Caso essa ligac¸a˜o
ocorra, e´ aceite, e e´ gerado um novo processo, atrave´s da func¸a˜o fork() que chama
a func¸a˜o (architecture()) responsa´vel pelo funcionamento da arquitectura descrita.
Assim, dentro desta, ha´ uma definic¸a˜o de cinco sensores de teste, cada um contendo
informac¸o˜es diferentes (na varia´vel info) e com o estado e a varia´vel dinaˆmica a mudar
constantemente para conferir um cara´cter real aos mesmos;
• E´ enta˜o feita a aquisic¸a˜o do ID do cliente conectado, a comparac¸a˜o dele com os
existentes e, se o mesmo existir, e´ iniciado o pro´ximo passo (caso contra´rio, o servidor
envia uma notificac¸a˜o ao cliente que, neste momento, se desliga do sistema);
• Nesta pro´xima etapa, e´ recebido o comando desejado e, se este estiver presente no
programa, e´ executado (adquirindo ou alterando o valor das varia´veis da estrutura
espec´ıfica do sensor em questa˜o) e o seu resultado enviado de volta para o cliente;
A simulac¸a˜o dos sensores e´ feita atrave´s da definic¸a˜o de um novo tipo de estrutura
(device), constitu´ıda pelo ID do sensor, o seu estado, uma outra varia´vel, que muda ao
longo do programa (ilustrando a mudanc¸a de algum paraˆmetro do sensor) e uma string de
informac¸a˜o gene´rica sobre ele.
De notar que o servidor suporta ligac¸o˜es simultaˆneas, podendo assim gerir situac¸o˜es
como a conexa˜o de mais do que um cliente, muito comuns num AP, que contenha va´rios
sensores.
Para o iniciar, basta executa´-lo com o nu´mero da porta onde se pretende que ele corra:
./server 1234
3.4.2 Cliente
Quanto ao cliente, descrito na figura 3.9, e´ na esseˆncia parecido com o servidor, mas
tem como grande diferenc¸a o facto de, apo´s obter o resultado do comando desejado, fechar
a ligac¸a˜o aberta inicialmente.
Todo o co´digo do cliente corre na func¸a˜o main() do programa, e a parte inicial e´ igual ao
servidor. Em primeiro lugar, e´ realizada a conexa˜o atrave´s da func¸a˜o connect() e enviado
um pedido de confirmac¸a˜o da existeˆncia do ID deste sensor. Se a resposta vier negativa, o
cliente aborta e gera uma notificac¸a˜o para o terminal; caso contra´rio, a execuc¸a˜o prossegue
e e´ enviado o comando desejado. Por fim, e´ recebido o resultado do comando, os dados sa˜o
tratados, se assim for necessa´rio, e a ligac¸a˜o existente terminada.
Na integrac¸a˜o com o LinuxMCE, a parte de comunicac¸a˜o via sockets e´ igual, diferindo
apenas no facto de, o pedac¸o de co´digo referente a` indicac¸a˜o do comando e a` recepc¸a˜o do
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Figura 3.9: Diagrama de fluxo do Cliente
resultado do mesmo, ser colocada no esqueleto do template em cada comando desejado,
como se pode verificar no co´digo completo do modelo do sensor no apeˆndice B.1 (a preto
esta´ o esqueleto original do co´digo e a azul um comando exemplo adicionado).
Ale´m desta alterac¸a˜o, e´ adicionada tambe´m no template, a func¸a˜o espec´ıfica do Li-
nuxMCE, para enviar a informac¸a˜o do sensor requisitada. Esta e´ tratada do mesmo modo
que todas as outras no sistema DCE (ja´ explicado em 2.4.1.3) e, como tal, e´ executada com
o envio do comando SendPopupToAllOrbiters, atrave´s do SendMessage. Os paraˆmetros de
entrada neste caso sa˜o:
• a origem da mensagem (m_dwPK_Device, que se refere ao dispositivo representado
por este template);
• o destinata´rio da mensagem (DEVICETEMPLATE_VirtDev_All_Orbiters_CONST, valor
que corresponde a todos os Orbiters instalados no sistema);
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• a prioridade (PRIORITY_NORMAL);
• o tipo de mensagem (MESSAGETYPE_COMMAND);
• o comando em questa˜o (COMMAND_Display_Alert_CONST).
Para ale´m destes paraˆmetros sa˜o tambe´m definidos alguns adicionais, espec´ıficos do
comando:
• a frase a enviar no popup (COMMANDPARAMETER_Text_CONST);
• um token de controlo (COMMANDPARAMETER_Tokens_CONST, que pode ser qualquer
texto);
• o tempo de permaneˆncia nos ecra˜s do popup (COMMANDPARAMETER_Timeout_CONST);
• o valor da interrupc¸a˜o (COMMANDPARAMETER_Interruption_CONST, que se usa 0 neste
caso).
Ao contra´rio do servidor, o cliente possui, dentro do programa, a porta a` qual se deve
ligar, para facilitar a integrac¸a˜o com o LinuxMCE, podendo executa´-lo somente com:
./client
Para poˆr em pra´tica este co´digo, foi montado um demonstrador descrito no cap´ıtulo
seguinte.
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Cap´ıtulo 4
Demonstrador
4.1 Introduc¸a˜o
O demonstrador foi pensado com vista a ilustrar e poˆr em pra´tica todo o funcionamento
do sistema tanto a n´ıvel de LinuxMCE, como da gateway entre este e os APs. Na figura 4.1 e´
poss´ıvel observar o diagrama geral do demonstrador, contendo os componentes necessa´rios
ao LinuxMCE e os espec´ıficos a este projecto, bem como o tipo de ligac¸o˜es entre os AP’s
e o Core PC.
Atrave´s da gateway criada, que estabelece a ponte entre os dispositivos e a plataforma
de gesta˜o domo´tica, o LinuxMCE, pretende-se incorporar e posteriormente aceder a`s in-
formac¸o˜es relativas aos dispositivos atrave´s de va´rios me´todos de interacc¸a˜o (como We-
bAdmin, visualizac¸a˜o em floorplan, e em Orbiters, tanto a n´ıvel local como remotamente).
Ale´m disso, tambe´m e´ necessa´rio avaliar se o sistema funciona de forma satisfato´ria, no-
meadamente a n´ıvel de resultados temporais.
4.2 Estrutura do Demonstrador
A n´ıvel macrosco´pico esta˜o presentes, no demonstrador, va´rios componentes de hard-
ware: o ja´ conhecido Core PC, apresentado anteriormente, a gateway para a internet, os
sensores e treˆs placas da OpenRB[67].
Placas OpenRB
Como ja´ foi referido, as placas correm OpenWrt, o que possibilita uma configurac¸a˜o
a` medida para o tipo de utilizac¸a˜o pretendida em cada caso. A primeira delas (ligada
directamente ao Core PC atrave´s da porta eth1 ) tem as funcionalidades de origem e actua
como um switch que interliga o resto do sistema, em que a u´nica particularidade alterada
foi desactivar o servidor DHCP do firmware (os detalhes desta operac¸a˜o e da placa em
geral esta˜o presentes no apeˆndice C), porque o pro´prio LinuxMCE ja´ fornece um servidor
DHCP para utilizar na sua rede interna. Deste modo, evitam-se eventuais conflitos de
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Figura 4.1: Diagrama geral do Demonstrador
atribuic¸a˜o de IPs a novas entidades que sejam ligadas na LAN.
As outras duas placas, uma ligada ao switch via Ethernet (AP2) e a outra atrave´s
de Powerline (AP2), foram configuradas como APs e com o objectivo de albergarem e
comunicarem com os sensores a elas conectados. Por actuarem como Access Points, estas
placas permitem o acesso sem fios ao LinuxMCE para, por exemplo, aceder ao sistema em
qualquer parte da casa, atrave´s dum Orbiter ou por WebGUI .
Ligac¸o˜es
Quanto a ligac¸o˜es, todo o demonstrador e´ interligado via Ethernet, a` excepc¸a˜o do AP1
que estabelece a comunicac¸a˜o entre ele e o sistema pela rede ele´ctrica. A utilizac¸a˜o deste
tipo de meio foi pensada de modo a ilustrar que e´ poss´ıvel estender facilmente o alcance
do sistema ao resto da casa, incluindo outras diviso˜es, mantendo o seu funcionamento
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integral e usando diversas tecnologias de comunicac¸a˜o. Outro factor reside no facto de,
apesar de existirem nos edif´ıcios outras redes de transporte de informac¸a˜o, a rede ele´ctrica
e´ omnipresente e pode ser apelativa nos casos em que na˜o seja economica e/ou fisicamente
via´vel a utilizac¸a˜o de uma rede de dados cablada em determinados locais, e as redes na˜o
cabladas na˜o sejam as mais adequadas.
A ligac¸a˜o e´ executada com um Kit Powerline da Asoka [68] , que conte´m um adaptador
de rede ele´ctrica para Ethernet. Mais detalhes sobre a configurac¸a˜o e testes do kit podem
ser consultados no apeˆndice D.
4.3 Interacc¸a˜o com o LinuxMCE
Depois do demonstrador configurado e montado, e´ necessa´rio saber como iniciar os
sensores e interagir com o sistema.
Ale´m de se poder visualizar directamente a informac¸a˜o acerca dos sensores e da ha-
bitac¸a˜o atrave´s do Core PC, configurando um Web Orbiter, tambe´m e´ poss´ıvel aceder a`
mesma em qualquer parte da casa, atrave´s de um computador ou dispositivo que possa ser
ligado a` rede interna do LinuxMCE ou por acesso remoto atrave´s de qualquer outro PC,
mesmo da rede externa.
Para configurar um Web Orbiter, tem de se aceder a` pa´gina de Web Admin, carregar
em ”Show devices tree - CORE”e, na pa´gina que aparece a` direita, clicar em Create Child
Device. E´ aberta uma nova frame (figura 4.2) em que, na parte da descric¸a˜o, se insere o
nome desejado para o novo Orbiter e, posteriormente, se selecciona Pick device template.
Na janela que aparece, escolhe-se, como categoria do dispositivo (Device Category), pe-
rife´ricos (Peripherals) e na lista dos Device Templates, o Generic Web Device. Por fim,
carrega-se ainda nesta janela, em Pick device template, o que faz com que ela se feche e o
novo Web Orbiter seja adicionado ao sistema. Este processo ainda demora algum tempo
e, por isso, deve-se esperar que o sistema exiba uma notificac¸a˜o que acabou de criar o dis-
positivo. Quando tal facto acontecer executa-se um ”Quick Reload Router”(por exemplo
atrave´s do Orbiter do Core PC, na parte Advanced) e esta´ pronto a funcionar.
De modo a verificar que oWeb Orbiter se encontra correctamente instalado, basta ir ate´
”Wizard - Devices - Orbiters”(ilustrado na figura 4.3), onde se pode observar que esta˜o ja´
presentes dois Orbiters : o Onscreen Orbiter pertencente ao Core PC e um Generic Proxy
Orbiter relativo ao u´ltimo adicionado.
O acesso aoWeb Orbiter e´ feito atrave´s dum web browser com a introduc¸a˜o do enderec¸o
http://192.168.80.1/lmce-admin/weborbiter.php. Tem de se efectuar a autenticac¸a˜o
com o utilizador e senha de um dos habitantes da casa, seleccionar o nome do Web Orbiter
criado e, por fim, o utilizador e´ presenteado com a sua interface (ja´ ilustrada na figura
2.19).
Outro complemento interessante reside no facto de poder associar o sensor a uma divisa˜o
espec´ıfica da casa, e posiciona´-lo no s´ıtio desejado, na planta dessa divisa˜o. Para isso,
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Figura 4.2: Ecra˜ de criac¸a˜o dum Web Orbiter no LinuxMCE
Figura 4.3: Ecra˜ de apresentac¸a˜o dos Orbiters no LinuxMCE
executa-se o conjunto de acc¸o˜es:
1. Acede-se atrave´s da Web Admin, no menu da esquerda, a` categoria ”Devices”
2. Clica-se em ”Floorplan Wizard”
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3. Carrega-se uma imagem com a planta da divisa˜o
4. Selecciona-se o sensor em questa˜o e arrasta-se o mesmo para a posic¸a˜o final na planta.
(nas figuras 4.4 e 4.5 e´ ilustrado como e´ apresentada a pa´gina antes e depois de inserir
o sensor na planta, respectivamente)
Figura 4.4: Ecra˜ de edic¸a˜o do floorplan no LinuxMCE antes de adicionar um sensor
Apo´s configurados os meios necessa´rios para visualizar informac¸a˜o sobre o sistema, resta
iniciar o sensor atrave´s do conjunto de passos seguintes:
• Aceder a` pasta do dispositivo:
cd /usr/src/lmce/LinuxMCE-0810/src/nomedodispositivo
• Executar o comando seguinte numa janela de terminal, no Core PC, para o iniciar:
./nomedodispositivo -r dcerouter -d devicenumber
O paraˆmetro devicenumber pode ser consultado atrave´s da interface de WebAdmin,
no menu ”Advanced - Configuration - Devices”, seleccionando o dispositivo desejado e
observando o nu´mero a` frente de Device Info, como e´ apresentado na figura 4.6.
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Figura 4.5: Ecra˜ de edic¸a˜o do floorplan no LinuxMCE depois de adicionar um sensor
Figura 4.6: Ecra˜ de informac¸a˜o de um dispositivo no LinuxMCE
E´ de notar que pode estar a correr no sistema mais do que um sensor, como seria de
esperar, ja´ que o servidor, criado no cap´ıtulo 3, foi preparado para suportar de raiz esta
situac¸a˜o.
A n´ıvel de interacc¸a˜o propriamente dita, do lado do LinuxMCE, existe a possibilidade
de enviar os comandos previamente definidos no template para o sensor. Para isso, depois
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de aceder via Web Admin, a ”Advanced - Configuration - Devices”, carrega-se no sensor e
na frame da direita, em Send Command to Device. E´ aberta enta˜o uma nova janela (figura
4.7) que permite enviar um dos comandos presentes no modelo do sensor.
Figura 4.7: Ecra˜ referente ao envio de comandos no LinuxMCE
No caso do trabalho efectuado, como na˜o foi implementado o sistema DCE nos disposi-
tivos, na˜o e´ necessa´rio preencher os campos PK_Pipe e PK_Device_Pipes, sendo suficiente
enviar o comando, que e´ executado segundo a porc¸a˜o de co´digo que estiver definida no
template.
Posteriormente a` requisic¸a˜o do comando, espera-se uma resposta por parte do sensor.
Como ja´ foi explicado anteriormente, estas notificac¸o˜es sa˜o reportadas ao LinuxMCE sob
a forma de popups, e podem ser visualizadas, tanto no Orbiter do Core PC, como no Web
Orbiter criado no in´ıcio desta secc¸a˜o (figura 4.8).
Finalmente, tambe´m se pode consultar a planta da divisa˜o em que se encontra o sensor,
nos dois ambientes referidos, na posic¸a˜o indicada anteriormente, aquando da colocac¸a˜o
deste no floorplan (figura 4.9).
Caso seja pretendido, tambe´m e´ poss´ıvel aceder a` distribuic¸a˜o atrave´s de acesso remoto.
Para isso, e´ preciso activar, no separador ”Wizard - Security - Outside Access”, a opc¸a˜o
”Allow outside access to the website on port 80”, como e´ ilustrado na figura 4.10.
Consegue aceder-se, enta˜o, a todo o conteu´do do LinuxMCE, tal como se estivesse a
trabalhar na sua rede interna, como por exemplo entrar na WebAdmin atrave´s da inserc¸a˜o
do enderec¸o http://IPexterno/lmce-admin, ou no WebOrbiter criado, acess´ıvel no URL
(Uniform Resource Locator) http://IPexterno/lmce-admin/weborbiter.php, e assim
poder verificar o estado de toda a casa de forma transparente, ate´ em locais exteriores a`
mesma.
E´ evidente que, ao expor todo o controlo de uma casa ao exterior, e´ preciso ter
conscieˆncia que, qualquer falha de seguranc¸a que possa permitir o acesso a` rede, pode
ser fatal para a integridade do sistema. No caso de uma instalac¸a˜o de domo´tica, como e´
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Figura 4.8: Ecra˜ da recepc¸a˜o dum popup num Web Orbiter no LinuxMCE
Figura 4.9: Ecra˜ de visualizac¸a˜o do floorplan num Web Orbiter no LinuxMCE
fa´cil imaginar, isso implica poder controlar actuadores vitais ao funcionamento da casa, os
quais podem poˆr em perigo a seguranc¸a dos seus habitantes. Para colmatar esta falha ou,
pelo menos, reduzir a possibilidade de intrusa˜o no sistema, pode adquirir-se um certificado
SSL (Secure Sockets Layer) de uma empresa de seguranc¸a como a Verisign [69], embora
todo o processo possa atingir custos elevados.
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Figura 4.10: Ecra˜ de configurac¸a˜o do acesso remoto no LinuxMCE
4.4 Resultados
A n´ıvel de funcionamento geral do sistema, foi poss´ıvel comprovar que ele se comporta
adequadamente em relac¸a˜o aos objectivos iniciais do projecto, que passavam por aceder e
visualizar no LinuxMCE, a informac¸a˜o de dispositivos presentes em placas com OpenWrt.
Para uma ana´lise mais cuidada, em termos de resposta temporal do sistema como
um todo, foram feitas va´rias experieˆncias. Depois do demonstrador estar completamente
montado e a funcionar, inseriu-se co´digo na parte do cliente (a verde no apeˆndice B.2),
portanto do lado do LinuxMCE ), de um dispositivo, de modo a medir o tempo gasto entre a
requisic¸a˜o e visualizac¸a˜o de informac¸a˜o do mesmo. O me´todo usado baseou-se na utilizac¸a˜o
da func¸a˜o gettimeofday() do Linux, que assegura uma precisa˜o na ordem dos milissegundos.
Para assegurar a fiabilidade dos resultados foram efectuadas 1000 medidas para cada uma
das situac¸o˜es, recorrendo a um script criado, que envia o pedido dum comando mil vezes
seguidas.
Numa primeira experieˆncia, apontaram-se os valores referentes ao envio de treˆs coman-
dos diferentes para o dispositivo, como se pode ver na tabela ilustrada pela figura 4.11,
recorrendo apenas a ligac¸o˜es Ethernet entre todo o sistema.
Posteriormente, a conexa˜o entre o Core PC e o AP foi substitu´ıda por uma ligac¸a˜o
powerline para tentar perceber se a rede ele´ctrica seria muito limitativa neste cena´rio.
Estas medidas esta˜o apresentadas na tabela representada pela figura 4.12.
Da ana´lise entre as duas tabelas, podemos inferir que, apesar da rede ele´ctrica introduzir
algum atraso, como seria de esperar, na˜o e´ de modo algum um factor limitativo para o
caso em estudo. O sistema continua a ter uma resposta bastante ra´pida (na ordem dos
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Figura 4.11: Tabela comparativa das medic¸o˜es temporais dos comandos sem powerline
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Figura 4.12: Tabela comparativa das medic¸o˜es temporais dos comandos com powerline
8.4 ms), comparativamente a` situac¸a˜o em que toda a rede estava coberta por Ethernet
(na ordem dos 14.4 ms). Em relac¸a˜o aos va´rios comandos, todos se comportam de forma
relativamente semelhante pois na˜o exigem grande poder/tempo de processamento.
Os histogramas apresentados abaixo foram o recurso utilizado para melhor ilustrar
todas as experieˆncias. As medic¸o˜es temporais sem recorrer a` utilizac¸a˜o de powerline esta˜o
presentes na figura 4.13, e a experieˆncia com a powerline integrada na rede e´ representada
pela figura 4.14.
Os valores fora da me´dia podem explicar-se, porque o Linux executa o escalonamento
dos processos de forma na˜o linear durante o decorrer do tempo. Como tal poderia ocorrer
um atraso na execuc¸a˜o dos comandos, em determinados momentos em que existisse uma
maior carga no processador. O facto da func¸a˜o GetDyn ser recorrentemente mais ra´pida e´
justificado apenas por ser aquela que necessita de menor poder de processamento.
Comparando os casos da inserc¸a˜o de powerline na rede e sem este, e´ poss´ıvel dizer que
existe uma diferenc¸a de sensivelmente o dobro do tempo para as medidas mais comuns,
factor que na˜o e´ de forma alguma limitativo para este trabalho, como ja´ foi referido.
Tendo em conta todos os resultados, o sistema comporta-se de forma aceita´vel supor-
tando sem problemas, va´rios pedidos em catadupa sem se deteriorar a n´ıvel temporal, e
em me´dia com uma capacidade de reposta muito ra´pida.
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Figura 4.13: Histograma das medic¸o˜es temporais dos comandos sem powerline
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Figura 4.14: Histograma das medic¸o˜es temporais dos comandos com powerline
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Cap´ıtulo 5
Concluso˜es
5.1 Resumo do trabalho realizado
O trabalho desenvolvido, nesta tese, focou-se na integrac¸a˜o de dispositivos a correr
sobre APs numa plataforma de gesta˜o de domo´tica baseada em Linux, o LinuxMCE e
posterior visualizac¸a˜o do estado dos dispositivos atrave´s de va´rios formas de interacc¸a˜o.
A ideia surgiu, por um lado, devido a` quantidade de soluc¸o˜es e normas existentes, sem
existir, no entanto, uma uniformizac¸a˜o entre elas, oferecendo por isso aos interessados
apenas soluc¸o˜es dispendiosas e limitadas. Por outro lado, a parca utilizac¸a˜o das redes ja´
existentes na maior parte das habitac¸o˜es (tanto cabladas como sem fios), fomentou a sua
adopc¸a˜o para suporte deste trabalho.
Inicialmente, efectuou-se um estudo da distribuic¸a˜o em questa˜o e foram adquiridos os
me´todos necessa´rios para a sua instalac¸a˜o e configurac¸a˜o inicial. A etapa seguinte consistiu
na criac¸a˜o de um modelo do dispositivo a adicionar ao sistema e em perceber qual a
abordagem que deveria ser seguida para criar uma comunicac¸a˜o fia´vel entre os dispositivos
e o LinuxMCE. Decidiu-se, enta˜o programar em C++, um cliente e um servidor gene´ricos
baseados em sockets, contendo me´todos de identificac¸a˜o dos dispositivos (ID), envio e
recepc¸a˜o de comandos. O servidor corre nos APs que conteˆm os sensores e o cliente foi,
posteriormente, integrado em cada template do lado do LinuxMCE.
Quanto a resultados, a gateway actua como um todo e possibilita, assim, a simbiose
adequada entre os sensores e o LinuxMCE. A arquitectura de troca de mensagens criada
funciona perfeitamente dentro dos requisitos (possuindo uma boa resposta tambe´m a n´ıvel
temporal), permitindo estabelecer uma comunicac¸a˜o robusta entre os dois meios. Relati-
vamente a` interacc¸a˜o com o sistema, e´ poss´ıvel enviar comandos a partir do LinuxMCE e
receber a resposta proveniente dos sensores, atrave´s de um popup que aparece em todos os
ecra˜s (Orbiters) instalados. A n´ıvel de informac¸a˜o, esta´ dispon´ıvel tambe´m a localizac¸a˜o
dos dispositivos numa planta da divisa˜o da habitac¸a˜o, a` qual se pode aceder igualmente
atrave´s de qualquer PC conectado a` LAN interna do sistema.
Um factor limitativo do trabalho efectuado prendeu-se com a falta de integrac¸a˜o do sis-
tema de mensagens DCE e, assim, na˜o foi poss´ıvel atingir um maior n´ıvel de interacc¸a˜o com
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os sensores a partir do LinuxMCE, bem como receber eventos accionados pelos dispositivos.
5.2 Trabalho futuro
Tendo em conta o trabalho realizado, ainda existem alguns aspectos que podem ser
desenvolvidos e melhorados em estudos futuros.
Implementac¸a˜o do sistema DCE
Como foi referido na secc¸a˜o anterior, e´ necessa´rio existir uma maior interacc¸a˜o com os
sensores a partir da distribuic¸a˜o utilizada e, por isso, podera´ optar-se por implementar o
sistema de mensagens do LinuxMCE nos pro´prios APs, como e´ ilustrado na figura 5.1. Tal
facto permitiria que pudessem ser recebidos comandos e eventos com um maior n´ıvel de
minu´cia no sistema, apresentando a informac¸a˜o da´ı proveniente, na˜o so´ via popups mas
tambe´m integrada na planta de cada divisa˜o. Com esta evoluc¸a˜o, seria poss´ıvel controlar
os sensores e, portanto, enviar comandos e receber eventos, directamente na floorplan. No
entanto, a abordagem utilizada neste trabalho de dissertac¸a˜o tem a vantagem de permitir
incorporar o co´digo relativo aos dispositivos em equipamentos com especificac¸o˜es mais mo-
destas, o que na˜o aconteceria se o sistema DCE estivesse implementado, pois este necessita
dum maior poder de processamento.
Orbiters
DCE 
Router
Linux MCE
Core PC
AP OpenWrt
AP OpenWrt
DCE
DCE
Figura 5.1: Diagrama do sistema com as mensagens DCE incorporadas
Criac¸a˜o de Eventos
Outro ponto interessante a adicionar, seria dotar os sensores de capacidades para enviar
eventos time-triggered ou action-triggered. Para esse efeito, deveria adaptar-se o co´digo
dos sensores, de modo a reportarem essa informac¸a˜o que, em conjunto com o sistema
de mensagens DCE, remeteria para o LinuxMCE o tratamento e ana´lise desses mesmos
eventos e permitiria criar cena´rios mais avanc¸ados de controlo e seguranc¸a, com a facilidade
da interface de administrac¸a˜o Web GUI da distribuic¸a˜o.
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Apeˆndice A
Instalac¸a˜o e Configurac¸a˜o do
LinuxMCE
A.1 Geral
Antes de iniciar a programac¸a˜o da gateway, foi preciso instalar e configurar minima-
mente o LinuxMCE. Este processo e´ ilustrado detalhadamente neste apeˆndice, de modo a
solidificar o factor de reprodutibilidade do trabalho.
Para comec¸ar, e´ imperativo efectuar a descarga da versa˜o 8.10 do Kubuntu e grava´-la
em CD (Compact Disc). Quanto a` instalac¸a˜o em si, existem dois me´todos, mais ou menos
semelhantes para a efectuar: um modo automa´tico e um semi-automa´tico.
Dado que, no momento em que esta tese foi escrita, o modo automa´tico na˜o produzia
os efeitos desejados, seguiu-se o me´todo semi-automa´tico:
1. Inserir o CD na drive e entrar no menu da BIOS (Basic Input/Output System), para
activar como primeiro dispositivo de arranque (First boot device) o leitor de CDs;
2. Quando o CD carregar, seguir os passos do ecra˜, para proceder a` instalac¸a˜o normal
do Kubuntu;
3. Depois de instalada esta distribuic¸a˜o, e´ preciso abrir uma janela de terminal e execu-
tar a seguinte sequeˆncia de comandos, que descarregara´ a u´ltima versa˜o do instalador
do LinuxMCE e o instalara´,1:
sudo su
apt-get update
sudo apt-get dist-upgrade
wget -c http://deb.linuxmce.org/ubuntu/new-installer-latest.tar.gz
tar xvf new-installer-latest.tar.gz
1Nota: E´ aconselha´vel correr os va´rios comandos (incluindo os scripts .sh), de forma faseada e na˜o em
catadupa, executando o co´digo todo de uma so´ vez
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cd new-installer
./pre-install-from-repo.sh
./mce-install.sh
./post-install.sh
4. Por fim reinicia-se o computador e passa-se a` parte da configurac¸a˜o.
Nota:
Este me´todo configura automaticamente o Core PC em
modo h´ıbrido, permitindo assim actuar sobre o sistema
com apenas um computador, pois tem-se acesso a`s funci-
onalidades dum MD, sendo a mais relevante, neste caso,
o Orbiter integrado.
De modo a na˜o danificar a instalac¸a˜o, na˜o se deve voltar a executar o comando ”sudo
apt-get dist-upgrade”, pois a versa˜o actual do LinuxMCE esta´ preparada e compilada ape-
nas para correr em cima do Kubuntu 8.10.
Finda esta parte e depois de reiniciado o computador, a tarefa seguinte e´ a de configurar
o sistema. A configurac¸a˜o e´ efectuada em duas fases, o A/V Wizard e o House Wizard.
A primeira e´ o A/V Wizard e apresenta-se inicialmente com o ecra˜ representado na
figura A.1.
Figura A.1: Ecra˜ inicial do A/V Wizard no LinuxMCE [70]
De seguida (figura A.2), escolhe-se atrave´s de que ligac¸a˜o esta´ conectado o ecra˜ usado
no PC, a sua resoluc¸a˜o, taxa de refrescamento (se aplica´vel) e confirmam-se as definic¸o˜es
escolhidas.
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Figura A.2: Ecra˜ de escolha das resoluc¸o˜es no A/V Wizard do LinuxMCE [71]
No menu seguinte (figura A.3), e´ poss´ıvel definir qual o aspecto gra´fico da interface de
utilizador e, de entre as opc¸o˜es dispon´ıveis, deve seleccionar-se a adequada a` placa gra´fica,
presente no PC. A primeira escolha ”Static images, no overlay” funciona em praticamente
todas as placas gra´ficas, pois na˜o necessita de um grande poder de processamento, ja´ que
as imagens sa˜o todas esta´ticas e na˜o e´ mostrado nenhum conteu´do multime´dia2. A segunda
ja´ apresenta conteu´do multime´dia, os menus sa˜o dinaˆmicos e, como tal, necessita de uma
gra´fica com suporte para OpenGL. Para utilizar a u´ltima opc¸a˜o, e´ necessa´ria uma placa
da nVidia das se´ries 6xxx, 7xxx, 8xxx, 9xxx e, possivelmente, superiores, com pelo menos
128MB de RAM (Random-Access Memory). Como bo´nus, este modo confere uma interface
com transic¸o˜es suaves e efeitos mais avanc¸ados, como a reproduc¸a˜o dos conteu´dos sempre
em ecra˜ inteiro e, quando na˜o estiver a ser visualizado v´ıdeo, o sistema descarrega fotos do
s´ıtio online Flickr e apresenta-as em slideshow.
De seguida sa˜o apresentados mais alguns ecra˜s, que permitem ajustar o tamanho da
imagem em relac¸a˜o ao monitor do PC, seleccionar o tipo de ligac¸a˜o de som a utilizar (figura
A.4), o volume, os testes de som , Dolby e DTS (Digital Theater Systems) e, por fim, um
outro que apresenta o resumo das escolhas efectuadas (figura A.5).
Depois de seleccionar a opc¸a˜o ”I Agree”e´ dada por conclu´ıda a parte de configurac¸a˜o das
componentes de som e v´ıdeo do PC, e entramos no segundo wizard referente a` habitac¸a˜o
propriamente dita (figura A.6).
Num primeiro passo, e´ preciso definir os nomes dos habitantes da casa que va˜o usar o
2Tem um aspecto igual ao de um WebOrbiter 2.19
55
Figura A.3: Ecra˜ de escolha do aspecto gra´fico no A/V Wizard do LinuxMCE [72]
Figura A.4: Ecra˜ de selecc¸a˜o da ligac¸a˜o de som no A/V Wizard do LinuxMCE [73]
sistema (figura A.7) e responder a algumas questo˜es sobre a localizac¸a˜o onde se encontra
a habitac¸a˜o.
Posteriormente, estipula-se o tipo e quantidade de diviso˜es da casa (figura A.8), e se
ha´ interfaces de luzes, sistemas de alarme ou servic¸os VoIP (no caso de na˜o haver, basta
seleccionar ”Continue without one” e ”Next”).
Para terminar, o utilizador e´ informado que, para adicionar uma planta de cada divisa˜o
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Figura A.5: Ecra˜ de resumo final do A/V Wizard no LinuxMCE [74]
Figura A.6: Ecra˜ inicial do House Wizard no LinuxMCE [75]
da habitac¸a˜o, deve fazeˆ-lo, posteriormente, atrave´s da interface deWebAdmin. Ao carregar
em ”Next” conclui-se a configurac¸a˜o da habitac¸a˜o no House Wizard (figura A.9)3.
Este u´ltimo ecra˜ tem como opc¸a˜o seguinte iniciar oMedia Wizard, que ainda faz parte do
House Wizard, como se pode ver pela semelhanc¸a dos menus. Para a instalac¸a˜o efectuada
no aˆmbito da tese, na˜o e´ necessa´rio definir muitas opc¸o˜es neste ecra˜, bastando seleccionar a
sala em que estamos, como e´ pedido, e ir respondendo negativamente a`s questo˜es que sur-
3E´ poss´ıvel mais tarde, mudar as definic¸o˜es escolhidas
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Figura A.7: Ecra˜ de definic¸a˜o dos utilizadores da casa no House Wizard do LinuxMCE
[76]
Figura A.8: Ecra˜ de selecc¸a˜o das diviso˜es da casa no House Wizard do LinuxMCE [77]
gem relacionadas basicamente com selecc¸a˜o de equipamento audiovisual, como televiso˜es,
amplificadores e outros.
Finalmente, e´ apresentada uma u´ltima imagem, na qual se deve clicar na opc¸a˜o ”Start
using the system”, o que fara´ com que o DCERouter seja reiniciado e o sistema iniciado
com as configurac¸o˜es desejadas.
A partir daqui, o utilizador e´ presenteado com o ecra˜ inicial dos MDs representado na
figura 2.18, e deve ir a ”Advanced - KDE Desktop”, abrir uma pa´gina Web no enderec¸o
http://dcerouter ou aceder ao mesmo, atrave´s de outro PC na rede interna do LinuxMCE
4, para definir o u´ltimo aspecto essencial do sistema: as definic¸o˜es de rede. Depois de
4ou ainda em ” (Advanced - Computing - WebAdmin)”de modo a na˜o sair da interface do LinuxMCE
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Figura A.9: Ecra˜ do resumo final do House Wizard no LinuxMCE [78]
efectuada a autenticac¸a˜o, e´ preciso carregar em ”Advanced - Network - Network Settings”na
frame principal e na pa´gina semelhante a` figura A.10, verificar se a interface a` qual esta´
ligada a Internet e a rede interna do sistema esta˜o correctas. Se na˜o estiverem, basta clicar
em ”Swap Interfaces”para efectuar a troca.
Nota:
Para voltar ao LinuxMCE e´ suficiente aceder ao ambi-
ente de trabalho 5, no Kubuntu.
E´ necessa´rio ainda ter em atenc¸a˜o que, depois de cada alterac¸a˜o, e´ aconselhado fazer um
”Quick Reload Router”e, se esta implicar diferenc¸as nos ecra˜s dos Orbiters (como mudanc¸a
da posic¸a˜o dos sensores na planta ou modificac¸a˜o de algum outro aspecto gra´fico), um
”Regen All Orbiters”, a partir do bota˜o Advanced na interface principal.
A.2 Configurac¸a˜o e criac¸a˜o de templates e novos dis-
positivos
A instalac¸a˜o do ambiente de desenvolvimento no Core PC pode ser atingido com os
seguintes passos, numa janela de terminal:
1. Instalar os pacotes essenciais para a configurac¸a˜o deste ambiente:
sudo apt-get install pluto-dcegen pluto-sql2cpp build-essential subversion
59
Figura A.10: Pa´gina de definic¸o˜es de rede do LinuxMCE
libmysqlclient15-dev
2. Criar uma pasta para onde se ira˜o descarregar os ficheiros e atribuir as permisso˜es
correctas ao utilizador (substituir o paraˆmetro ”seututilizador”) do sistema:
cd /usr/src
sudo mkdir lmce
sudo chown seutilizador lmce
cd lmce
3. Efectuar a descarga dos ficheiros:
svn co http://svn.linuxmce.org/svn/branches/LinuxMCE-0810/
4. Copiar as bibliotecas da nossa instalac¸a˜o para o ambiente de desenvolvimento:
cp /usr/pluto/lib/* /usr/src/lmce/LinuxMCE-0810/src/lib
5. Exportar as varia´veis de compilac¸a˜o seguintes:
export SNR_LDFLAGS=" "
export SNR_CPPFLAGS="-DKDE-LinuxMCE"
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O passo 4 pode ser substitu´ıdo, colocando as varia´veis e valores indicados no ficheiro
.profile do Kubuntu. Caso isto na˜o seja feito, cada vez que o Core PC for reiniciado, e´
preciso voltar a exporta´-las.
Para executar as ferramentas DCEGen e sql2cpp os passos sa˜o os seguintes:
1. Aceder a` pasta onde esta˜o as ferramentas:
cd /usr/src/lmce/LinuxMCE-0810/src/
2. Executar o DCEGen com o paraˆmetro ”numerodotemplate”que pode ser consultado
na pa´gina de edic¸a˜o do template:
DCEGen -d numerodotemplate
3. Executar o sql2cpp, que na˜o necessita de argumentos, na pasta do modelo:
cd /usr/src/lmce/LinuxMCE-0810/src/nomedodispositivo
sql2cpp
Por fim, para compilar efectivamente o co´digo criado para o novo dispositivo basta
executar as instruc¸o˜es:
1. Aceder a` pasta onde se localiza o modelo:
cd /usr/src/lmce/LinuxMCE-0810/src/nomedodispositivo
2. Atribuir permisso˜es de execuc¸a˜o ao script post_make.sh:
sudo chmod +x post_make.sh
3. Executar o comando seguinte para proceder efectivamente a` compilac¸a˜o:
make bin
4. Copiar o dispositivo para a pasta indicada (este passo so´ precisa de ser efectuado
uma vez):
cp /src/nomedodispositivo /usr/pluto/bin
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Apeˆndice B
Co´digo do Template LinuxMCE
B.1 Cliente
/*
Copyright (C) 2004 Pluto, Inc., a Florida Corporation
www.plutohome.com
Phone: +1 (877) 758−8648
This program is free software; you can redistribute it and/or modify it
under the terms of the GNU General Public License.
This program is distributed in the hope that it will be useful, but
WITHOUT ANY WARRANTY; without even the implied warranty
of MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.
See the GNU General Public License for more details.
*/
//<−dceag−d−b−>
#include "switchteste.h"
#include "DCE/Logger.h"
#include "PlutoUtils/FileUtils.h"
#include "PlutoUtils/StringUtils.h"
#include "PlutoUtils/Other.h"
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <pthread.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>
#include <netdb.h>
#include <iostream>
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using namespace std;
using namespace DCE;
#include "Gen Devices/AllCommandsRequests.h"
#include "pluto main/Define DeviceTemplate.h"
#include "pluto main/Define Event.h"
#include "pluto main/Define EventParameter.h"
#include "pluto main/Define DeviceData.h"
#include "pluto main/Define Command.h"
#include "pluto main/Define CommandParameter.h"
#define MAXDATASIZE 100
//<−dceag−d−e−>
//<−dceag−const−b−>
switchteste::switchteste(int DeviceID, string ServerAddress,bool
bConnectEventHandler,bool bLocalMode,class Router *pRouter)
: switchteste Command(DeviceID, ServerAddress,bConnectEventHandler,
bLocalMode,pRouter)
//<−dceag−const−e−>
{
}
//<−dceag−const2−b−>
switchteste::switchteste(Command Impl *pPrimaryDeviceCommand,
DeviceData Impl *pData, Event Impl *pEvent, Router *pRouter)
: switchteste Command(pPrimaryDeviceCommand, pData, pEvent, pRouter)
//<−dceag−const2−e−>
{
}
//<−dceag−dest−b−>
switchteste::˜switchteste()
//<−dceag−dest−e−>
{
}
//<−dceag−getconfig−b−>
bool switchteste::GetConfig()
{
if( !switchteste Command::GetConfig() )
return false;
//<−dceag−getconfig−e−>
return true;
}
//<−dceag−reg−b−>
bool switchteste::Register()
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//<−dceag−reg−e−>
{
return Connect(PK DeviceTemplate get());
}
//<−dceag−createinst−b−>
switchteste Command *Create switchteste(Command Impl *pPrimaryDeviceCommand,
DeviceData Impl *pData, Event Impl *pEvent, Router *pRouter)
{
return new switchteste(pPrimaryDeviceCommand, pData, pEvent, pRouter);
}
//<−dceag−createinst−e−>
//<−dceag−cmdch−b−>
void switchteste::ReceivedCommandForChild(DeviceData Impl *pDeviceData Impl,
string &sCMD Result,Message *pMessage)
//<−dceag−cmdch−e−>
{
sCMD Result = "UNHANDLED CHILD";
}
//<−dceag−cmduk−b−>
void switchteste::ReceivedUnknownCommand(string &sCMD Result,Message *
pMessage)
//<−dceag−cmduk−e−>
{
sCMD Result = "UNKNOWN COMMAND";
}
void switchteste::Get State(int iPK Pipe,string sPK Device Pipes,string &
sCMD Result,Message *pMessage)
//<−dceag−c192−e−>
{
//parte temporal
FILE *fp;
if((fp = fopen("temposmedidos", "a"))==NULL) {
printf("Cannot open file.\n");
exit(1);
}
struct timeval t1, t2;
double elapsedTime;
char tempo[20] = { ’\0’ };
//fim
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int sockfd, portno, nbytes;
struct sockaddr in serv addr;
struct hostent *server;
char buffersend[256], bufferrecv[256;
string ip addr,id;
portno = GetPort(); //leˆ valor da porta do sensor a partir do template
sockfd = socket(AF INET, SOCK STREAM, 0); //abre o socket
if (sockfd < 0) cout << "ERROR opening socket" << endl;
ip addr = GetIpAddress(); //leˆ o IP do sensor indicado no template do
device
id = GetID(); //leˆ o ID do sensor indicado no template do device
if ((server = gethostbyname(ip addr.c str())) == NULL) { //adquire
hostname
fprintf(stderr,"ERROR, no such host\n");
exit(0);
}
//Define parametros dos sockets
bzero((char *) &serv addr, sizeof(serv addr));
serv addr.sin family = AF INET;
bcopy((char *)server−>h addr, (char *)&serv addr.sin addr.s addr,server−>
h length);
serv addr.sin port = htons(portno);
/* Start timer */
gettimeofday(&t1, NULL);
if (connect(sockfd,(struct sockaddr *) &serv addr,sizeof(serv addr)) < 0)
{ //efectua ligac¸a˜o
fprintf(stderr,"ERROR connecting\n");
exit(0);
}
//Envia Request de presenc¸a do ID deste dispositivo
bzero(buffersend,256);
strcpy(buffersend,id);
if(send(sockfd,buffersend,strlen(buffersend),0) == −1) {
fprintf(stderr,"ERROR writing to socket\n");
exit(0);
}
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//Recebe Confirmac¸a˜o se o ID existe
bzero(bufferrecv,256);
if ((nbytes = recv(sockfd, bufferrecv, MAXDATASIZE−1, 0)) == −1) {
fprintf(stderr,"ERROR reading from socket\n");
exit(0);
}
cout << bufferrecv << endl;
if (strcmp(bufferrecv,"ID Fail")) {
fprintf(stderr,"ERROR, no such ID\n");
exit(0);
}
//Definicao do comando a enviar
bzero(buffersend,256);
strcpy(buffersend,"GetState");
if(send(sockfd,buffersend,strlen(buffer),0) == −1) { //envio do comando
fprintf(stderr,"ERROR writing to socket\n");
exit(0);
}
bzero(bufferrecv,256);
if ((nbytes = recv(sockfd, bufferrecv, MAXDATASIZE−1, 0)) == −1) { //
recepc¸a˜o do resultado do comando
fprintf(stderr,"ERROR reading from socket\n");
exit(0);
}
//tratamento do resultado do comando e comunicac¸a˜o ao LinuxMCE
if (strcmp(bufferrecv, "ON")==0){
printf("Esta Ligado\n");
m pEvent−>SendMessage( new Message(m dwPK Device,
DEVICETEMPLATE VirtDev All Orbiters CONST, //envio de popup para o
LinuxMCE
PRIORITY NORMAL,
MESSAGETYPE COMMAND,
COMMAND Display Alert CONST,
4,
COMMANDPARAMETER Text CONST, "Sensor Ligado",
COMMANDPARAMETER Tokens CONST, "switchteste",
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COMMANDPARAMETER Timeout CONST, "10",
COMMANDPARAMETER Interruption CONST, "0")
);
}
else if (strcmp(bufferrecv, "OFF")==0){
printf("Esta Desligado\n");
m pEvent−>SendMessage( new Message(m dwPK Device,
DEVICETEMPLATE VirtDev All Orbiters CONST, //envio de popup para o
LinuxMCE
PRIORITY NORMAL,
MESSAGETYPE COMMAND,
COMMAND Display Alert CONST,
4,
COMMANDPARAMETER Text CONST, "Sensor Desligado",
COMMANDPARAMETER Tokens CONST, "switchteste",
COMMANDPARAMETER Timeout CONST, "10",
COMMANDPARAMETER Interruption CONST, "0")
);
}
/* Stop timer */
gettimeofday(&t2, NULL);
elapsedTime = (t2.tv sec − t1.tv sec) * 1000.0; // sec to ms
elapsedTime += (t2.tv usec − t1.tv usec) / 1000.0; // us to ms
sprintf( tempo, "%.3f", elapsedTime );
strcat(tempo,"\n");
printf("Run time: %s\n", tempo);
fputs(tempo,fp);
fclose(fp);
close(sockfd);
}
B.2 Servidor
#include <s t d i o . h>
#include <s t d l i b . h>
#include <s t r i n g . h>
#include <pthread . h>
#include <sys / types . h>
#include <sys / so cke t . h>
#include <ne t i n e t / in . h>
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#define MAXDATASIZE 256
#define NSENSORES 5
typedef struct {
int id ;
int s t a t e ;
int dyn ; // va l o r v a r i a v e l t e s t e
char i n f o [ 2 0 ] ; // t i po de sensor , luminosidade , motion sensor , swi t ch , e t c
ou outra in fo , apenas para t e s t a r s t r i n g s
} dev i c e ;
void a r c h i t e c t u r e ( int ) ;
void e r r o r ( char ∗msg)
{
pe r r o r (msg ) ;
e x i t (1 ) ;
}
int main ( int argc , char ∗argv [ ] )
{
int sockfd , newsockfd , portno , c l i l e n , pid ;
struct s o ckaddr in serv addr , c l i a d d r ;
i f ( argc < 2) {
f p r i n t f ( s tde r r , ”ERROR, no port provided \n” ) ;
e x i t (1 ) ;
}
sock fd = socke t (AF INET , SOCK STREAM, 0) ;
s i g n a l (SIGCHLD, SIG IGN) ; // e v i t a r zombies
i f ( sock fd < 0) e r r o r ( ”ERROR opening so cke t ” ) ;
//Def in i c¸ a˜o de paraˆmetros do s e r v i do r
bzero ( ( char ∗) &serv addr , s izeof ( s e rv addr ) ) ;
portno = a to i ( argv [ 1 ] ) ;
s e r v addr . s i n f am i l y = AF INET ;
s e rv addr . s in addr . s addr = INADDR ANY;
s e rv addr . s i n p o r t = htons ( portno ) ;
//At r i bu i c¸ a˜ o do socke t ao s e r v i do r
i f ( bind ( sockfd , ( struct sockaddr ∗) &serv addr ,
s izeof ( s e rv addr ) ) < 0)
e r r o r ( ”ERROR on binding” ) ;
l i s t e n ( sockfd , 5 ) ;
c l i l e n = s izeof ( c l i a d d r ) ;
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// Cic lo da func¸a˜o a r c h i t e c t u r e ;
p r i n t f ( ”Aguardando Comando \n” ) ;
while (1 ) {
newsockfd = accept ( sockfd , ( struct sockaddr ∗) &c l i a dd r , &c l i l e n ) ;
i f ( newsockfd < 0)
e r r o r ( ”ERROR on accept” ) ;
pid = fo rk ( ) ;
i f ( pid < 0)
e r r o r ( ”ERROR on fo rk ” ) ;
i f ( pid == 0) {
c l o s e ( sock fd ) ;
a r c h i t e c t u r e ( newsockfd ) ;
e x i t (0 ) ;
}
else c l o s e ( newsockfd ) ;
}
return 0 ;
}
void a r c h i t e c t u r e ( int sock )
{
int nbytes , n , id , check=0;
char bu f f e r s end [ 2 5 6 ] , bu f f e r r e c v [ 2 5 6 ] ;
dev i c e dev [NSENSORES] ;
srand ( time (NULL) ) ; // gerar seed para o rand ( )
// I n i c i a l i z a c a o Teste ///////////////////
dev [ 0 ] . id =0;
dev [ 1 ] . id =1;
dev [ 2 ] . id =2;
dev [ 3 ] . id =3;
dev [ 4 ] . id =4;
s t r cpy ( dev [ 0 ] . i n fo , ” switch” ) ;
s t r cpy ( dev [ 1 ] . i n fo , ”motion ” ) ;
s t r cpy ( dev [ 2 ] . i n fo , ” luminos idade ” ) ;
s t r cpy ( dev [ 3 ] . i n fo , ”som” ) ;
s t r cpy ( dev [ 4 ] . i n fo , ” switch” ) ;
for (n=0; n<NSENSORES; n++) {
dev [ n ] . dyn=rand ( ) % 100 ;
dev [ n ] . s t a t e=rand ( ) % 2 ;
}
//////////////////////////////////////////
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//Recepc¸a˜o do ID
bzero ( bu f f e r r e cv , 2 5 6 ) ;
i f ( ( nbytes = recv ( sock , bu f f e r r e cv , MAXDATASIZE−1, 0) ) == −1) e r r o r ( ”
ERROR reading from socke t ” ) ;
p r i n t f ( ”\n\rID = %s\n\ r ” , bu f f e r r e c v ) ;
id=a to i ( bu f f e r r e c v ) ;
//Confirmacao de e x i s t e n c i a do sensor ( e correspondentemente de ID) e
envio do ACK
bzero ( buf fe r send , 2 5 6 ) ;
for (n=0; n<NSENSORES; n++) {
i f ( id==dev [ n ] . id ) {
s t r cpy ( buf fe r send , ”ID ex i s t e , aguardando comando” ) ; //ou pode
responder com o campo in fo , com o t i po de sensor
i f ( send ( sock , buf fe r send , s t r l e n ( bu f f e r s end ) , 0 ) == −1) e r r o r ( ”ERROR
wr i t ing to so cke t ” ) ;
check=1;
}
else i f (n==NSENSORES−1 && check==0) {
s t r cpy ( buf fe r send , ”ID Fa i l ” ) ;
p r i n t f ( ”ID nao e x i s t e \n\ r ” ) ;
i f ( send ( sock , buf fe r send , s t r l e n ( bu f f e r s end ) , 0 ) == −1) e r r o r ( ”ERROR
wr i t ing to so cke t ” ) ;
}
}
//Recepcao de Comando e envio de Resu ltado
bzero ( bu f f e r r e cv , 2 5 6 ) ;
i f ( ( nbytes = recv ( sock , bu f f e r r e cv , MAXDATASIZE−1, 0) ) == −1) e r r o r ( ”
ERROR reading from socke t ” ) ;
p r i n t f ( ”Recebido o Comando : %s\n\ r ” , bu f f e r r e c v ) ;
bzero ( buf fe r send , 2 5 6 ) ;
i f ( strcmp ( bu f f e r r e cv , ”GetState ” )==0){
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p r i n t f ( ”Estado do Device : %d\n\ r ” , dev [ id ] . s t a t e ) ;
i f ( dev [ id ] . s t a t e==1) s t r cpy ( buf fe r send , ”ON” ) ;
else i f ( dev [ id ] . s t a t e==0) s t r cpy ( buf fe r send , ”OFF” ) ;
//ou enviar l ogo o estado , s n p r i n t f ( bu f f e r s end , s i z e o f ( bu f f e r s end ) , ”%d
” , dev [ id ] . s t a t e ) ; //mesmo que i t oa
i f ( send ( sock , buf fe r send , s t r l e n ( bu f f e r s end ) , 0 ) == −1) e r r o r ( ”ERROR
wr i t ing to so cke t ” ) ;
p r i n t f ( ”%s \n\ r ” , bu f f e r s end ) ;
}
else i f ( strcmp ( bu f f e r r e cv , ”GetInfo ” )==0){
s t r cpy ( buf fe r send , dev [ id ] . i n f o ) ;
i f ( send ( sock , buf fe r send , s t r l e n ( bu f f e r s end ) , 0 ) == −1) e r r o r ( ”ERROR
wr i t ing to so cke t ” ) ;
p r i n t f ( ”%s \n\ r ” , bu f f e r s end ) ;
}
else i f ( strcmp ( bu f f e r r e cv , ”GetDyn” )==0){
s n p r i n t f ( buf fe r send , s izeof ( bu f f e r s end ) , ”%d” , dev [ id ] . dyn ) ;
i f ( send ( sock , buf fe r send , s t r l e n ( bu f f e r s end ) , 0 ) == −1) e r r o r ( ”ERROR
wr i t ing to so cke t ” ) ;
p r i n t f ( ”%s \n\ r ” , bu f f e r s end ) ;
}
p r i n t f ( ”Comando Enviado \n\ r ” ) ;
}
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Apeˆndice C
Placa OpenRB
A placa da OpenRB utilizada como switch no demonstrador foi o modeloWP18 (figura
C.1), que tem as seguintes caracter´ısticas:
• Processador: Intel XScale IXP425 Operating at 533MHz
• Memo´ria RAM: 64MB SDRAM (Up to 128MB max.)
• Memo´ria Flash: 8MB FLASH (Up to 32MB max.)
• Ligac¸o˜es dispon´ıveis:
– 2 x Type III Mini-PCI Slots
– 4 x 10/100 Base-TX Ethernet Ports (with Auto MDI/MDIX)
– 1 x 10/100 Base-TX WAN Port
– 1 x RS232 Serial Port
Figura C.1: Placa OpenRB WP18 [79]
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A n´ıvel de configurac¸a˜o, foi apenas necessa´rio desactivar o servidor DHCP, como foi
referido anteriormente, acedendo ao firmware OpenWrt presente na placa.
Como me´todo de acesso foi usado o SSH, executando num terminal o comando,
ssh root@ip
e introduzida a password ”domotica”.
De seguida, com os comandos abaixo apresentados, desactivou-se o DHCP.
uci set dhcp.lan.ignore=1
uci commit dhcp
/etc/init.d/dnsmasq restart
Assim a placa ficou pronta a funcionar em conjunto com o LinuxMCE.
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Apeˆndice D
Kit Powerline
O Kit Powerline da Asoka usado no aˆmbito deste projecto foi o modelo PL9660-ETH
(figura D.1), que possui as caracter´ısticas descritas de seguida:
• Protocolos de rede suportados:
– TCP/IP
– CSMA/CA
– TDMA
• Interfaces de rede: Ethernet RJ-45 (1 10/100M port), PLC
– Ethernet RJ-45 (1 10/100M port)
– PLC
• Largura de banda: PLC 200 Mbps
• Seguranc¸a incorporada na Powerline: 128-bit AES Encryption
• Frequeˆncia de trabalho daPowerline: 2-30 MHz
• Tipos de modulac¸a˜o suportados:
– OFDM
– QAM 1024/256/64/16
– QPSK
– BPSK
• Qualidade de servic¸o:
– ToS
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Figura D.1: Kit Powerline PL9660-ETH [80]
– 802.1q
– TDMA
O kit e´ formado por uma caixa branca com uma ficha de corrente, uma porta de
Ethernet e possui tambe´m um bota˜o para restituir o firmware de origem e outro para fazer
o mesmo com o Network ID.
Nesta tese, foram usados dois kits destes, para permitir estabelecer uma ligac¸a˜o ponto-
a-ponto entre o switch e o AP.
Quanto a` configurac¸a˜o, existem algumas opc¸o˜es que podem ser personalizadas atrave´s
do programa de gesta˜o de rede inclu´ıdo (PlugLink AV Power Manager), tais como, a
modificac¸a˜o do nome dos dispositivos e da palavra de seguranc¸a, mas na˜o foi necessa´rio
altera´-las. Assim, bastou apenas conectar os dois kits a`s tomadas da corrente, e do outro
lado, os cabos de rede aos dispositivos pretendidos.
Com o software disponibilizado, executaram-se ainda alguns testes qualitativos, que
demonstraram que o produto atingia velocidades bastante boas dentro da rede (4 a 6
MB/s), e com lateˆncia relativamente baixa, podendo assim ser usado neste trabalho sem
causar bottlenecks.
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Apeˆndice E
Lista de Acro´nimos
A/V Audio/Video
AP Access Point
BIOS Basic Input/Output System
CD Compact Disc
DCE Data Commands Events
DHCP Dynamic Host Configuration Protocol
DNS Domain Name Service
DTS Digital Theater Systems
EDR Enhanced Data Rate
FFT Fast Fourier Transform
GUI Graphical User Interface
HS High Speed
IP Internet Protocol
IRC Internet Relay Chat
ITU International Telecommunication Union
LAN Local Area Network
MAC Medium Access Control
MD Media Director
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NIC Network Interface Controller
OFDM Orthogonal Frequency-Division Multiplexing
OSI Open Systems Interconnection
PC Personal Computer
PDA Personal Digital Assistants
QAM Quadrature Amplitude Modulation
QoS Quality of Service
RC Release Candidate
RF Radio Frequency
SQL Structured Query Language
SSH Secure SHell
SSL Secure Sockets Layer
SVN SubVersioN
TDMA Time Division Multiple Access
URL Uniform Resource Locator
USB Universal Serial Bus
VoIP Voice over Internet Protocol
WEP Wireless Encryption Protocol
Wi-FI Wireless Fidelity
WPA Wi-Fi Protected Access
WPA2 Wi-Fi Protected Access 2
WPAN Wireless Personal Area Network
ZC Zigbee Coordinator
ZR Zigbee Router
ZED ZigBee End Device
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