spatial resolution is about 20 m, and the image covers an area of approximately 125 km2. When the area to be Remotely sensed hyperspectral imagery has vast data covered is larger, the data size increases dramatically. volume, for which data compression is a necessary
complexity.
performance can be significantly improved by employing principal component analysis (PCA), a well-known dataindex Termse-Hyperspectral-image compression, decorrelation method, for spectral decorrelation. In [8] , the principal component analysis (PCA), JPEG2000, discrete resulting algorithm is referred to as PCA+JPEG2000, which is distinct from DWT+JPEG2000 wherein a DWT is used for spectral decorrelation. This observation further demonstrates that efficient spectral decorrelation is critical A hyperspectral imaging sensor collects data in hundreds of for hyperspectral-image compression.
contiguous spectral bands with very narrow bandwidth over
When only a subset of principal components (PCs) is the same spatial area on the Earth. As a relatively new preserved for compression, the rate-distortion performance technique in remote sensing, hyperspectral imaging has can be further improved [8] as opposed to the case in which attracted great interest due to its potential to provide more all PCs are retained and coded. It is argued that this powerful diagnosis in material detection, classification, and phenomenon arises from the fact that the minor PCs contain quantification than traditional multispectral imaging. The Table I . We see that PCA+JPEG2000 brings about a 5-10 dB increase in SNR as compared to When performing PCA, the data mean is estimated and DWT+JPEG2000, whose SNR in turn is about 0.5 dB subtracted. Then the key procedures of PCA follow which greater than those of 3D-SPIHT and 3D-SPECK.
include estimating the covariance matrix E of the whole SubPCA+JPEG2000 further enhances performance, image, solving eigenvector problems, and computing particularly for low bitrates. Fig. 2 shows how the rate-matrix-vector products, all of which are numerically distortion changes with the number of PCs maintained for intensive. Because of the data-dependent nature of PCA, the compression when using SubPCA+JPEG200. We see that transform matrix has to be recomputed for each dataset. the maximum SNR does not occur when all 224 PCs are Given a hyperspectral image with L bands and N pixel used and that the SNR improvement is more significant for vectors, the complexity of PCA comprising the three low bitrates. As a consequence of these observations, for the processes can be calculated as follows. The first process is remainder of this paper, we focus on SubPCA+JPEG2000 the estimation of the covariance matrix, wherein the number using, for each bitrate under consideration, the number of of multiplications is L2N; the second process is the PCs producing maximum SNR for that bitrate. With this determination of eigenvectors, wherein the typical number coder, we examine implementation of low-complexity PCA of multiplications is on the order of L3 with a certain matrixanderelatedxsystem-designtissues.
operation method [9] reduced by using only a small subset of pixels [10] . This l SubPCA+JP2K = spatial down-sampling can be conducted randomly and 1% 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 of the pixels can provide a very accurate estimation of the Rate (bpppb) covariance matrix [10] . Such subsampling will reduce the Fig. 1 . The rate-distortion performance using different algorithms number of multiplications in the first step to 0.01L2N. The to encode the Jasper Ridge radiance dataset.nubromutpiaosinhefs tpto01LNTe resulting compression scheme is denoted with a "RDS" 50 lprefix, standing for Random Down-Sampling. to a Hebbian learning rule. When the neural network is small. As for K, it can be determined by a user-defined converges, w approaches the first eigenvector and the accuracy because a larger K corresponds to a closer estimate output, y, approaches the first eigenvalue. Denote the input of an eigenvector. It has been observed that the value of K as x (a pixel vector from the hyperspectral image) and the can be typically chosen as small as 5 without introducing output as y = wTx . According to Hebbian learning, much degradation to the performance of the spectral Aw = ayx, where a is the learning rate; for simplicity here, decorrelation.
NN-based PCA is preferable due to its simple hardware we set a t 1. Thereed to e alizednto implementation and the high potential for parallelization prevent unlimited growth. Therefore, the additional [11] . In next section, the design of a system including these equationfor th update are: w* -w+A an schemes for low-complexity PCA will be discussed.
w X-w /||wJ . Both sequential and batch modes can be used for learning. In the sequential mode, w is adjusted after each
IMPLEMENTATION OF LOW-COMPLEXITY
pixel is presented to the network. On the other hand, in the PRINCIPAL COMPONENT ANALYSIS batch mode, w is not updated until after all pixels from the image are presented to the network. We find that batch 3.1 System overview mode provides more accurate results; i.e., the final result is As illustrated in Fig. 3 , the transform matrix of PCA is sent closer to the actual eigenvector. As a consequence, we to the JPEG2000 coder, the encoder applies the spectral consider batch-mode training exclusively in the following.
transform (reducing the dimensionality as well in the case of After the first eigenvector w, is estimated, the second SubPCA+JPEG2000), and then the inverse-transform eigenvector w2 can be determined similarly. However, the matrix is embedded into the bitstream. The encoder dataset is first projected onto the subspace constructed by automatically allocates rate simultaneously across the PCs the first eigenvector wl, and the projection is removed from to be coded; i.e., the post-compression rate-distortion the data before w2 is determined. Likewise, to estimate (PCRD) process (see, e.g., [5] ) is applied to all codeblocks eigenvector i, wi, projections along the previous i-I in all PCs, optimally truncating the bitstream for each eigenvectors are removed before the data is presented to the codeblock. This process produces, in theory, an optimal rate neural network. In other words, the data update equation allocation yielding maximum SNR. In the reconstruction when estimating wi for any i>1 is x -x -w iwTx. process, the decoder automatically extracts the inverseThis process, similar to Gram-Schmidt orthogonalization, transform matrix and applies it appropriately after the guarantees the extraction of additional orthogonal bitstream has been decoded. The implementation of eigenvectors. Each weight vector can be randomly JPEG2000 has been widely studied, such as in [14] [15] [16] The primary route to low-complexity PCA as described in Sec. 2 is spatial down-sampling. If the subsampling is performed at random, then a random-number generator original SubPCA+JPEG2000 (using all pixels and singular needs to be designed using a technique such as in [17] [18] . value decomposition, thereby finding the true eigenvectors); To further simplify the hardware design, uniform down-RDS_SubPCA+JPEG200 and UDS_SubPCA+JPEG2000 sampling (UDS) can be used instead. For instance, when a with 1% sampling ratio; and RDS_SubPCA_NN+JPEG200 sampling ratio 1% is used, the training set keeps one out of and UDS_SubPCA_NN+JPEG2000 with the neural every hundred pixels. This uniform subsampling process is network to estimate the eigenvectors (with K=5). We see easily accomplished by using a digital counter with the that the SNR does not vary much across the various period of 100. Every time the counter reaches 100, algorithms. Table III lists the SNR when non-zero mean controlled switches are closed to let the input pixel vector data is used. In this case, the SNR does decrease slightly, pass. If, on the other hand, the sampling ratio is 2%, the and the maximum reduction is about 0.6 dB at 0.1 bpppb. counter period is simply changed to 50.
However, the SNR values are still much larger than those of This same idea is used for initialization of NN-based DWT+JPEG2000, 3D SPIHT, and 3D SPECK. PCA, where the initial vectors are not the chosen at random.
In addition to SNR as a measure of the fidelity of the Rather, a pixel vector is uniformly chosen from the training data, spectral angle mapper (SAM) is also used to measure set as an initial weight. In this case, the counter period is spectral fidelity, a quality of paramount importance in approximately equal to the ratio between the number of hyperspectral applications. SAM computes a spectral angle pixels in the training sets and the number of PCs to be between two pixel vectors the smaller the spectral angle determined. A block diagram of this low-complexity PCA is, the more similar the two pixels are. The angle between implementation is illustrated in Fig. 4 Opeak iS the peak value of spectral angles between the original and reconstructed pixel vectors; astd isthe standard deviation of spectral angles between the original and reconstructed pixel vectors.
