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Abstract
This paper derives the limit experiment for nonlinear GMM models with weak and partial
identification. We propose a theoretically-motivated class of default priors on a nonparametric
nuisance parameter. These priors imply computationally tractable Bayes decision rules in the
limit problem, while leaving the prior on the structural parameter free to be selected by the
researcher. We further obtain quasi-Bayes decision rules as the limit of sequences in this class,
and derive weighted average power-optimal identification-robust frequentist tests. Finally, we
prove a Bernstein-von Mises-type result for the quasi-Bayes posterior under weak and partial
identification.
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1 Introduction
Weak and partial identification arise in a wide range of empirical settings. The prob-
lem of weak identification in linear IV is well-studied, but much less is known about
weak identification in nonlinear models. In particular, while there is clear evidence of
identification problems in some nonlinear applications, with objective functions that have
multiple minima or are close to zero over non-trivial regions of the parameter space, there
are not yet commonly-accepted methods for detecting weak identification. Even less is
known about optimality: while there are some results on optimal tests for parameters in
weak IV settings (e.g. D. Andrews, Moreira, and Stock 2006, Moreira and Moreira 2019,
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Moreira and Ridder 2019) we are unaware of similar testing results for nonlinear GMM,
much less results on optimal decision rules for general decision problems.
This paper develops a theory of optimality under weak and partial identification in
nonlinear GMM. We first derive the limit experiment for weakly identified GMM.We then
study Bayes decision rules in the limit problem and propose a theoretically-motivated
class of priors that implies computationally tractable decision rules. This class yields the
quasi-Bayes decision rules studied by Kim (2002) and Chernozhukov and Hong (2003) as
their diffuse-prior limit. We further prove a Bernstein-von Mises-type result establishing
the asymptotic properties of quasi-Bayes under weak and partial identification.
Our results show that the quasi-Bayes approach has a number of appealing prop-
erties regardless of the identification status of the model. Kim (2002) suggested the
quasi-Bayes approach based on maximum entropy arguments, while Chernozhukov and
Hong (2003) discussed it as a computational device for strongly-identified, point-identified
settings, where they showed that quasi-Bayes procedures are asymptotically equivalent
to optimally-weighted GMM, and so are efficient in the usual sense. We show that quasi-
Bayes is the limit of a sequence of Bayes decision rules for theoretically motivated priors
even under weak identification. In addition to quasi-Bayes decision rules, we also derive
new weighted average power-optimal, identification-robust frequentist tests.
There are three main results in this paper. The first derives the limit experiment for
weakly and partially identified models, laying the foundation for our analysis of optimal-
ity. The observation in the limit experiment is a Gaussian process corresponding to the
normalized sample average of the GMM moments. Consistent with the semiparametric
nature of GMM, the parameter space is infinite dimensional. The parameter consists of
the structural parameter (i.e. the parameter that enters the GMM moments) and the
non-parametric mean function of the moments, which lies in a reproducing kernel Hilbert
space (RKHS). For convex loss functions, a complete class theorem from Brown (1986)
implies that all admissible decision rules in the limit experiment are the pointwise limits
of Bayes decision rules, so we focus our attention on Bayesian approaches.
For the second main result, we motivate and derive a class of default priors in the limit
experiment. We first reparameterize the limit experiment to better separate the struc-
tural parameter from an infinite-dimensional nuisance parameter governing the mean of
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the moments. For computational tractability we put independent priors on the two com-
ponents, with Gaussian process priors on the nuisance parameter. Since researchers may
know something about the structural parameter, we leave this prior free to be specified
on a case-specific basis. By contrast, researchers seem unlikely to know much about
the infinite-dimensional nuisance parameter, so we seek default priors there. Default
priors should deliver reasonable decision rules when combined with a wide variety of
researcher-selected priors on the structural parameter. This suggests a particular in-
variance restriction, which we show dramatically reduces the class of candidate priors,
generically down to a one-parameter family that we term proportional priors. Taking the
diffuse (prior variance to infinity) limit in this family yields the quasi-posterior of Kim
(2002) and Chernozhukov and Hong (2003).
The third main result in the paper is an analog of the Bernstein von Mises theorem
for quasi-Bayes in weakly and partially identified models. We show two results: that the
quasi-posterior concentrates on the subset of the parameter space where identification is
problematic, and that it is asymptotically equivalent to quasi-Bayes with priors supported
on the set of problematic parameters and a modified moment condition. Our results
complement prior work by Chen, Christensen, and Tamer (2018) who show that quasi-
Bayes highest posterior density sets have correct coverage of the identified set in partially
(but not in general weakly) identified settings.
Though our main focus is on Bayesian procedures, similar derivations are applicable
to the problem of optimal frequentist hypothesis testing. We thus derive weighted average
power optimal similar tests, which can be inverted to form robust confidence sets.
We illustrate our results with an application to quantile IV using data from Graddy
(1995) on the demand for fish. The GMM objective function in this example is highly non-
quadratic, suggesting weak identification. We compute the quasi-posterior distribution,
contrast the posterior mean with GMM, and compare the highest posterior density set
to the frequentist identification-robust confidence set. We find that the confidence set is
slightly smaller than the credible set, but has a similar shape.
The next section introduces our setting and derives the limit experiment. Section 3
motivates and derives the class of proportional priors, shows that quasi-Bayes procedures
arise as the diffuse limit of proportional priors, and constructs optimal frequentist tests.
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Section 4 discusses feasible quasi-Bayes decision rules and characterizes their large-sample
behavior. Finally, Section 5 provides a numerical illustration, considering quantile IV
applied to data from Graddy (1995).
2 Limit Experiment for Weakly Identified GMM
2.1 Weak Identification in Nonlinear GMM
Suppose we observe a sample of independent and identically distributed observations
{Xi, i = 1, ..., n} from an unknown distribution P ∗. The true structural parameter value
θ∗ ∈ Θ satisfies the moment equality EP ∗ [φ(X, θ∗)] = 0 for φ(·, ·) a known function of
the data and parameters with φ(x, θ) ∈ Rk. We aim to choose an action a ∈ A, and will
incur a loss L(a, θ∗) that depends only on a and the structural parameter θ∗.
We are interested in settings where identification is weak, in the sense that the mean
of the moment function EP ∗ [φ(X, θ)] is close to zero relative to sampling uncertainty, or
exactly zero, over a non-trivial part of the parameter space Θ. To obtain asymptotic
approximations that reflect this, we adopt a nonparametric version of weak identifica-
tion asymptotics and model the data generating process as local to identification failure.
Specifically, we assume that the true distribution P ∗ is close to some (unknown) distri-
bution P where the identified set for the structural parameter,
Θ0 = {θ ∈ Θ : EP [φ(X, θ)] = 0}
contains at least two distinct elements, and further assume that θ∗ ∈ Θ0.3 To derive
results that reflect proximity to identification failure, we embed P ∗ in a sequence of
distributions Pn,f converging to P in the sense that∫ [√
n(dP
1/2
n,f − dP 1/2)−
1
2
fdP 1/2
]2
→ 0 (1)
as n → ∞, where P ∗ = Pn,f for the observed sample size n. A measurable function f
in equation (1) is called score, and (1) implies that EP [f(X)] = 0, and that EP [f
2(X)]
3 The more general assumption that θ∗ is local to Θ0 yields a limit experiment similar to that derived
below, at the cost of heavier notation. Hence, we focus on the case with θ∗ ∈ Θ0.
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is finite (see Van der Vaart and Wellner, Lemma 3.10.10). Denote the space of score
functions by T (P ), and note that this is a linear subspace of L2(P ).
While θ∗ is the structural parameter of interest, it does not fully describe the distri-
bution of the data, even in large samples. Instead, asymptotic behavior under Pn,f is
governed by the score f . Identifying information about θ∗ then comes from the fact that
not all elements of T (P ) are consistent with a given θ∗. Specifically, one can show that
the scaled sample average of the moments has (asymptotic) mean zero at θ∗ under Pn,f
if and only if EP [f(X)φ(X, θ
∗)] = 0. Correspondingly, define the sub-space of scores
consistent with θ∗ as
Tθ∗(P ) = {f ∈ T (P ) : EP [f(X)φ(X, θ∗)] = 0} .
We are now equipped to define the finite sample statistical experiment.
Definition 1 The finite sample experiment for sample size n, E∗n,P , corresponds to ob-
serving an i.i.d. sample of random variables Xi, i = 1, ..., n distributed according to Pn,f ,
with parameter space {(θ∗, f) : θ∗ ∈ Θ0, f ∈ Tθ∗(P )}.
Note that the parameter space for this experiment is infinite-dimensional, consistent with
the semi-parametric nature of the GMM model.
We next introduce two running examples, based on linear and quantile IV respectively.
While our focus is on nonlinear models, we include the linear IV example to illustrate
the implications of our approach in a more familiar setting.
Example 1. Linear IV. Assume that the observed data Xi = (Yi,Wi, Z
′
i) consists
of an outcome variable Y , a scalar regressor W , and a k-dimensional instrument Z.
The moment function is φ(X, θ) = Z(Y − θW ). Let P be a distribution such that
EP [ZY ] = EP [ZW ] = 0, so the mean of the moments is identically zero under P and the
structural parameter is unidentified. We model the true distribution of the data as part
of a sequence Pn,f local to P in the sense of (1). This implies that there exists a k × 1
first stage vector δ (which depends on score f) such that
(
ζ ′1,n, ζ
′
2,n
)′
=
(
1√
n
n∑
i=1
Z ′iYi,
1√
n
n∑
i=1
Z ′iWi
)′
⇒ (ζ ′1, ζ ′2)′ ∼ N ((θ∗δ′, δ′)′,Σ) .
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Here Σ is (2k)× (2k) reduced-form covariance matrix that is consistently estimable and
unaffected by f . We assume for simplicity that Σ is full rank, but impose no other
restrictions and so allow heteroskedastic errors. Hence, in this setting our approach nests
the weak-instrument asymptotics introduced by Staiger and Stock (1997). 
Example 2. Quantile IV. Consider the moment condition
φ (X,α, β) = (I{Y − α−W ′β ≤ 0} − 0.5)Z, (2)
introduced by Chernozhukov and Hansen (2005). The observed data Xi = (Yi,Wi, Zi)
consist of an outcome Y , a (p−1)-dimensional vector of potentially endogenous regressors
W , and k-dimensional vector of instruments Z. The structural parameters θ = (α, β) lie
in a set Θ ⊂ Rp. A variety of different distributions P give rise to non-trivial identified
sets Θ0 in this model. Correspondingly, there are many ways weak identification may
arise. For this example, suppose that the first element of Z is a constant, while the
remaining elements of Z can be written as the element-wise product U · Z∗, for U a
k-dimensional mean-zero random vector independent of (Y,W,Z∗) and Z∗ a potentially
informative, but unobserved, instrument. In this setting, the last k − 1 elements of
EP [φ (X,α, β)] are identically zero on Θ, while the first element of EP [φ (X,α, β)] is zero
if and only if α is equal to the median of Y −W ′β. Hence the identified set under P is
Θ0 = {θ = (α, β) ∈ Θ : α = medianP (Y −W ′β)}.
2.2 Asymptotic Representation Theorem
This section shows that in order to construct asymptotically optimal decision rules for
weakly identified GMM, it suffices to derive optimal decision rules in a limit experiment.
This limit experiment corresponds to observing a Gaussian process g(·) with unknown
mean function m(·) and known covariance function Σ(·, ·), where θ∗ satisfies m(θ∗) = 0.
Intuitively, g(·) corresponds to the scaled sample average of the moments, since as we
discuss below, under mild regularity conditions
1√
n
n∑
i=1
φ(Xi, ·)⇒ g(·) ∼ GP(m,Σ), (3)
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on Θ0 under Pn,f , where m(·) = EP [f(X)φ(X, ·)], Σ(θ1, θ2) = EP [φ(X, θ1)φ(X, θ2)′], and
Σ is consistently estimable.
To derive the limit experiment, we first discuss the parameter space for the mean
function m(·), and its connection to the space of scores f . We next discuss a standard
non-parametric limit experiment, which we then use to derive our Gaussian process limit
experiment. At each stage, we follow the usual limits-of-experiments approach and relate
the experiments studied in terms of the attainable risk functions.
Functional parameter space. Consider the set of k × 1 vector-valued functions∑s
j=1Σ(·, θj)bj : Θ0 → Rk, defined for any finite set of constant vectors {bj} ⊂ Rk,
parameters {θj} ⊂ Θ0 and a covariance function Σ(·, ·). Define a scalar product on this
set by 〈∑sj=1Σ(·, θj)bj ,∑s˜l=1Σ(·, θ˜l)cl〉H =∑sj=1∑s˜l=1 b′jΣ(θj , θ˜l)cl.
Definition 2 The Reproducing Kernel Hilbert Space (RKHS) H associated with Σ is the
completion of the space spanned by functions of the form
∑s
j=1Σ(·, θj)bj with respect to
the scalar product 〈·, ·〉H.
LetH∗ be the completion of the space spanned by scores of the form f(X) =∑sj=1 φ(X, θj)′bj
in L2(P ). This is a linear subspace of T (P ). Let (H∗)⊥ be the orthogonal complement
to H∗. For any score f ∈ T (P ), denote by f ∗ and f⊥ its projections onto H∗ and (H∗)⊥
respectively.
Lemma 1 Define a linear transformation mapping scores f ∈ T (P ) to functions m(·):
m(·) = EP [f(X)φ(X, ·)]. (4)
The image of T (P ) under this transformation is H. The null space of this transformation
is (H∗)⊥. The transformation (4) restricted to H∗ establishes an isomorphism between
H and H∗. In particular, for any two f1, f2 ∈ H∗ and the corresponding m1(·), m2(·), we
have 〈m1, m2〉H = EP [f1(X)f2(X)] .
Lemma 1 states that all mean functions implied by f ∈ T (P ) lie in H, and all mean
functions in H correspond to some f ∈ T (P ). The correspondence between scores and
mean functions is many-to-one, however, as all scores with the same projection f ∗ onto
H∗ imply the same mean function.
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Definition of limit experiments. We next introduce two limit experiments. The
first, E∗∞, is a variant of a Gaussian sequence experiment discussed in Van der Vaart
(1991), adapted to incorporate the moment restriction. The second, E∗GP , is our final goal.
Let {ϕj} be a complete orthonormal basis in T (P ), and let Hθ∗ = {m ∈ H : m(θ∗) = 0}
denote the subset of H with a zero at θ∗.
Definition 3 The limit experiment E∗∞ corresponds to observing the (infinite) sequence
of independent random variables Wj ∼ N (EP [f(X)ϕj(X)], 1) , with parameter space
{(θ∗, f) : θ∗ ∈ Θ0, f ∈ Tθ∗(P )}.
Definition 4 The Gaussian process experiment E∗GP corresponds to observing a Gaussian
process g(·) ∼ GP(m(·),Σ) with known covariance function Σ(·, ·), unknown meanm, and
parameter space {(θ∗, m) : θ∗ ∈ Θ0, m ∈ Hθ∗}.
The parameter space in E∗∞ is the same as in the finite-sample experiment, while by
Lemma 1 the parameter space in E∗GP is smaller. In all experiments the true value θ∗
corresponds to a zero of the moment function, in the sense that EP [f(X)φ(X, θ
∗)] = 0
or m(θ∗) = 0.
Attainable risk functions. Following the literature on limits of experiments (c.f. Le
Cam 1986) we will compare the experiments described above in terms of attainable risk
functions. We begin with an asymptotic representation theorem.
Lemma 2 (Theorem 3.1 in Van der Vaart (1991)) Consider a sequence of statistics Sn
which has a limit distribution under E∗n,P , in the sense that under any Pn,f for f ∈ T (P ),
Sn (X1, ..., Xn) ⇒ Sf as n → ∞. Assume there exists a complete separable set S0 such
that Sf (S0) = 1 for all f ∈ T (P ). Then in the experiment E∗∞ there exists a (possibly
randomized) statistic S∗ = s∗ ({Wj} , U) for a random variable U ∼ U [0, 1] independent
of Wj such that S
∗ ∼ Sf under f for all f ∈ T (P ).
Lemma 2 implies that for well-behaved loss functions, the set of risk functions in the
limit experiment E∗∞ nests that in the finite sample experiment E∗n,P asymptotically.
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Corollary 1 If L(a, θ∗) is bounded and continuous in a for all θ∗ ∈ Θ0, and the sequence
of decision rules Sn satisfies the conditions of Lemma 2, then there exists a statistic S
∗
in the limit experiment E∗∞ such that
lim
n→∞
EPn,f [L(Sn, θ
∗)] = Ef [L(S∗, θ∗)] for all {(θ∗, f) : θ∗ ∈ Θ0, f ∈ Tθ∗(P )} .
We next compare the experiments E∗∞ and E∗GP . By Lemma 1 any score can be written
as f = f ∗ + f⊥, where f⊥ ∈ (H∗)⊥ has no effect on the mean function. We can re-write
the parameter space of the limit experiment E∗∞ as a Cartesian product
{θ∗ ∈ Θ0, f = (f ∗, f⊥) ∈ Tθ∗(P )} = {θ∗ ∈ Θ0, f ∗ ∈ H∗θ∗} × {f⊥ ∈ (H∗)⊥}
forH∗θ∗ = {f ∈ H∗ : EP [f(X)φ(X, θ∗)] = 0}. The parameter f⊥ is unrelated to the struc-
tural parameter θ∗, and the restriction of the experiment E∗∞ that fixes this parameter is
equivalent to the experiment E∗GP .
Theorem 1 Fix any f⊥ ∈ (H∗)⊥. For any statistic S∗ in E∗∞, there exists a (possibly
randomized) statistic S in E∗GP such that for all f ∗ ∈ H∗, the distribution of S∗ under
(f ∗, f⊥) is the same as that of S under m(·) = EP [f ∗(X)φ(X, ·)]. Identifying f ∗ and m,
the set of risk functions
{
E(f∗,f⊥) [L(S
∗, θ∗)] : θ∗ ∈ Θ0, f ∈ H∗θ∗
}
in E∗∞ is equal to the set
of risk functions {Em [L(S, θ∗)] : θ∗ ∈ Θ0, m ∈ Hθ∗} in E∗GP .
The idea of holding f⊥ fixed is similar to the “slicing” argument of Hirano and Porter
(2009). Specifically, f⊥ is a nuisance parameter that neither interacts with the parameter
of interest θ∗, nor enters the loss function. Thus, to derive optimal procedures it suffices
to study optimality holding f⊥ fixed, which in turn implies equivalence with the simpler
Gaussian process experiment E∗GP . Hence, the performance of optimal decision rules in
E∗GP bounds asymptotic performance in E∗n,P . Thus, if a sequence of decision rules Sn has
risk converging to an optimal risk function in E∗GP , it must be asymptotically optimal.
Theorem 1 gives a criterion which may be checked to verify asymptotic optimality. In
many cases, a plug-in approach further suggests the form of an asymptotically optimal
rule. Suppose we know an optimal decision rule S = s(g(·),Σ, U) in the Gaussian process
experiment E∗GP , where we now make dependence on the covariance function explicit. If
a uniform central limit theorem holds under P and we have a consistent estimator Σ̂ for
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Σ (e.g. the sample covariance function Σ̂(θ, θ˜) = Ĉov(φ(Xi; θ), φ(Xi; θ˜))), then Le Cam’s
third lemma implies that the weak convergence (3) holds and Σ̂ remains consistent under
Pn,f . Hence, provided s(g(·),Σ, U) is almost-everywhere continuous in (g(·),Σ, U), the
Continuous Mapping Theorem implies that
Sn = s
(
1√
n
n∑
i=1
φ(Xi, ·), Σ̂, U
)
⇒ s(g(·),Σ, U)
under Pn,f , so the sequence of rules Sn is asymptotically optimal so long as the loss
satisfies the conditions of Corollary 1.
The idea of solving the limit problem in order to derive asymptotically optimal deci-
sion rules is of course not new (see e.g. Le Cam, 1986). More recently, Mueller (2011)
proposed an alternative approach to derive asymptotically optimal tests based on weak
convergence conditions like (3). Relative to the approach of Mueller (2011) applied to our
setting, the benefits of Theorem 1 are (i) to show that there is, in a sense, no asymptotic
information loss from limiting attention to the sample average of the moments and (ii)
the ability to consider general decision problems in addition to tests. The weak conver-
gence (3) was the starting point of Andrews and Mikusheva (2016), where we proposed a
general approach to constructing identification-robust, but not necessarily optimal, tests.
Example 1. Linear IV (continued). The Gaussian process experiment corresponds
to observing the linear-in-θ process g(θ) = ζ1 − θζ2. For Σij k × k sub-blocks of the
(2k)× (2k) covariance matrix Σ, this process has covariance function
Σ(θ1, θ2) = EP [(Y − θ1W )ZZ ′(Y − θ2W )] = Σ11 − θ1Σ12 − θ2Σ21 + θ1θ2Σ22.
The corresponding RKHS consists of Rk-valued linear functions of θ. Theorem 1 im-
plies that the performance of optimal decision rules in the limit experiment bounds the
attainable asymptotic performance. Moreover, given an optimal rule in the limit experi-
ment we can construct an asymptotically optimal rule by plugging in ζ1,n =
1√
n
∑n
i=1 ZiYi
ζ2,n =
1√
n
∑n
i=1 ZiWi, and a covariance estimator Σ̂, in place of ζ1, ζ2, and Σ. 
Example 2. Quantile IV (continued). Our analysis in this section treats the iden-
tified set Θ0 under P as known, and limits attention to θ ∈ Θ0. Under Pn,f the scaled
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sample average of the moments converges as a process on Θ0. Specifically,
gn(β) =
1√
n
n∑
i=1
(
I{Yi − α(β)−W ′iβ ≤ 0} −
1
2
)
Zi ⇒ g(β), g(·) ∼ GP(m,Σ)
where α(β) = medianP (Y −W ′β). According to Theorem 1, to derive asymptotically
optimal decision rules in this setting, it suffices to derive optimal decision rules based on
observing g(·).We cannot calculate gn(β) in practice, since P , and thus α(β) and Θ0, are
unknown. Section 4 discusses feasible procedures, showing that they implicitly estimate
Θ0 based on a subset of the moments and behave like their Gaussian process experiment
analogs based on the remaining moments. 
2.3 A Complete Class Theorem
Theorem 1 allows us to characterize the class of asymptotically admissible decision rules.
A decision rule s(g) in the experiment E∗GP is admissible if there exists no rule s′(g)
with weakly lower risk for all parameter values, and strictly lower risk for some. The
infinite-dimensional parameter space for E∗GP puts it beyond the scope of many complete
class theorems (theorems characterizing the set of admissible rules), but for convex loss
functions a result from Brown (1986) applies.
Theorem 2 (Brown, 1986) Suppose that A is closed, with A ⊆ Rda for some da, that
L (a, θ) is continuous and strictly convex in a for every θ, and that either A is bounded
or lim‖a‖→∞ L(a, θ) = ∞. Then for every admissible decision rule s in E∗GP there exists
a sequence of priors πr and corresponding Bayes decision rules sπr ,∫
Eθ∗,m[L(sπr(g), θ)]dπr(θ
∗, m) = min
s˜
∫
Eθ∗,m[L(s˜(g), θ)]dπr(θ
∗, m),
such that sπr(g)→ s(g) as r →∞ for almost every g.
Hence, for convex loss functions all admissible decision rules in the limit experiment are
pointwise limits of Bayes decision rules.
3 Priors for GMM Limit Problem
The previous section shows that we can reduce the search for asymptotically optimal de-
cision rules to a search for optimal rules based on the Gaussian process g(·) ∼ GP(m,Σ),
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with a known covariance function Σ(·, ·) and an unknown mean function m such that
m(θ∗) = 0. Motivated by the complete class result in Theorem 2, we concentrate our
attention on Bayes decision rules.
The parameter in the limit experiment consists of the finite-dimensional parameter
of interest θ∗, and the infinite-dimensional nuisance parameter m that determines the
identification status of θ∗. Researchers may have prior information about θ∗, but it
seems impractical to elicit priors about the infinite-dimensional parameter m. We thus
aim to propose a class of default priors on the infinite-dimensional component.
We proceed in three steps. First, we re-parameterize the limit experiment to further
separate the structural parameter θ∗ from the infinite-dimensional nuisance parameter.
Second, we leave the choice of prior on θ∗ free, and consider a class of Gaussian process
priors on the infinite-dimensional parameter which lead to tractable decision rules. Third,
we argue that it is natural to impose a particular invariance property for default priors,
and find that this restriction dramatically reduces the class of candidate priors. This
leads to our suggested default priors.
We assume from this point on that Θ0 is compact and Σ is continuous. By Corollary
4 of Berlinet and Thomas-Agnan (2004), this implies that H is a separable space of
continuous functions. Lemma 1.3.1 of Adler and Taylor (2007) implies we can take g to
be everywhere continuous almost surely.
3.1 Linear Reparameterization
The parameter space {(θ∗, m) : θ∗ ∈ Θ0, m ∈ Hθ∗} requires that for fixed θ∗, the mean
function m must lie in the linear subspace Hθ∗ . Hence, the marginal parameter space for
m, leaving θ∗ unrestricted, is the subset of H with at least one zero on Θ0. This set is
highly non-convex, as it is easy to find pairs of functions, each of which has a zero, such
that the average has no zeros.
To simplify the construction of the prior, we re-parameterize the model to disentangle
θ∗ and the infinite-dimensional nuisance parameter. Our reparameterization is based on
what we term an anchor functional. Denote by C the space of continuous functions from
Θ0 to R
k, and let A be a linear functional from C to Rk. Let G(·) = g(·)−m(·) denote the
mean-zero Gaussian process with covariance function Σ. The regression of the process G
12
on the anchor A(G) defines a Pettis integral
ψ(·) = [ψ1(·), ..., ψk(·)] = E [G(·)A(G)′] (E [A(G)A(G)′])−1 ∈ Hk,
where each column is again a function in H (see Van der Vaart and Van Zanten, 2008,
for discussion). Since ψ(·) depends only on Σ and A, it is known in the limit experiment.
An example of an anchor functional is the point-evaluation functional at a point θ0 ∈ Θ0,
A(G) = G(θ0). For this anchor ψ(·) = Σ(·, θ0)Σ(θ0, θ0)−1.
Let Hµ be the linear sub-space of H orthogonal to {ψ1(·), ..., ψk(·)}. Assume that the
k × k matrix ψ(θ) has full rank for all θ ∈ Θ0. For each m(·) ∈ H, define µ(·) to be the
projection of m on the linear sub-space Hµ. The properties of Pettis integrals imply that
〈ψ,m〉H = A(m) and 〈ψ, ψ〉H = 1, which yields the orthogonal decomposition
m(·) = µ(·) + ψ(·)A(m).
For any θ∗ and m ∈ Hθ∗ , m(θ∗) = 0, so A(m) = −[ψ(θ∗)]−1µ(θ∗). We can conse-
quently re-write m(·) as a function of (θ∗, µ),
m(·) = µ(·)− ψ(·)[ψ(θ∗)]−1µ(θ∗).
This establishes a one-to-one correspondence between {(θ∗, m) : θ∗ ∈ Θ0, m ∈ Hθ∗} and
(θ∗, µ) ∈ Θ0 ×Hµ. Hence, the transformation from (θ∗, m) to (θ∗, µ) is a reparameteri-
zation of the model. The parameter space in the reparameterized model is a Cartesian
product, Θ0 ×Hµ. Moreover, Hµ is the RKHS generated by the covariance function
Σ˜(θ1, θ2) = Σ(θ1, θ2)− ψ(θ1)E [A(G)A(G)′]ψ(θ2)′,
and thus is a linear space. The combination of Cartesian product structure and linearity
for the infinite-dimensional component greatly simplifies the task of constructing priors.
There is a stochastic decomposition associated with this re-parametrization. Define
the random vector and stochastic process ξ and h, respectively, by
ξ = A(g) and h(·) = g(·)− ψ(·)ξ. (5)
By construction ξ ∼ N(A(m),Σξ) for Σξ = E[A(G)A(G)′], while h(·) ∼ GP(µ, Σ˜).
Moreover, ξ and h are jointly normal and uncorrelated, and therefore independent. Note
that the distribution of h(·) does not depend on θ∗. In Andrews and Mikusheva (2016) we
showed that when A is the point evaluation functional at θ0, h(·) is a sufficient statistic
for the nuisance parameter in the problem of testing H0 : θ
∗ = θ0.
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Example 1. Linear IV (continued). The linear process g(θ) = ζ1 − θζ2 is a one-
to-one transformation of the k × 1 Gaussian vectors ζ1 and ζ2, where the mean vectors
of ζ1 and ζ2 are proportional with constant of proportionality θ
∗. For any anchor, the
corresponding process h is also linear, and can be fully described by a single k × 1
Gaussian vector, equal to a full rank linear transformation of ζ1 and ζ2. The mean µ of h
is correspondingly described by a k×1-vector µ˜, equal to the same linear transformation
applied to the means of ζ1 and ζ2. See Section S1 of the Supplementary Appendix for
details. Different choices of anchor yield different re-parameterizations (θ∗, µ˜), where one
natural option is to select the anchor that implies µ˜ equal to the first stage coefficient.
Example 2. Quantile IV (continued). Many different anchor functionals may be
used in this example. For instance, in many econometric applications β = 0 is a point
of particular interest. Correspondingly, one could take the anchor to equal the point-
evaluation functional at β = 0, A(g) = g(0). 
3.2 Structure of the Prior
We next derive a class of default priors on the infinite-dimensional nuisance parameters
µ, leaving the prior on θ∗ free to be specified based on context-specific knowledge. We
seek priors on µ that (i) yield analytically and computationally tractable Bayes decision
rules and (ii) behave reasonably when combined with many different priors on θ∗.
Our specification of the prior is guided in part by the structure of the likelihood. The
last section decomposed the observed process g(·) as g(·) = h(·)+ψ(·)ξ, for ξ = A(g). By
construction ξ and h(·) are independent. Thus, the likelihood function ℓ (µ, θ∗; g) based
on the observed data g(·) factors as4
ℓ (µ, θ∗; g) = ℓ (µ, θ∗; ξ) ℓ (µ; h) ,
where ℓ (µ, θ∗; ξ) and ℓ (µ; h) are the likelihood functions based on ξ and h, with the latter
depending only on µ but not on θ∗. Since the loss function depends only on θ∗, to derive
Bayes decision rules it suffices to construct the marginal posterior distribution for θ∗.
4All Gaussian processes with covariance function Σ and mean functions in H are mutually absolutely
continuous, so we can define the likelihood with respect to any base measure in this class.
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For analytical tractability we consider only independent priors π(θ∗)π(µ) on θ∗ and
µ. Under such priors the marginal posterior for θ∗ is
π(θ∗|ξ, h) = π(θ
∗)
∫
ℓ (µ, θ∗; ξ) ℓ (µ; h) dπ(µ)∫ ∫
ℓ (µ, θ; ξ) ℓ (µ; h) dπ(µ)dπ(θ)
=
π(θ∗)
∫
ℓ (µ, θ∗; ξ) dπ(µ|h)f(h)∫ ∫
ℓ (µ, θ; ξ)dπ(µ|h)dπ(θ)f(h) .
Here f(h) =
∫
ℓ (µ; h) dπ(µ) denotes the marginal density of h, and π(µ|h) the posterior
for µ given h. Prior independence of θ∗ and µ ensures that f(h) does not depend on θ∗,
and so drops out. Thus, the posterior simplifies to
π(θ∗|g) = π(θ
∗)ℓ∗ (θ∗)∫
π(θ)ℓ∗ (θ) dθ
, for ℓ∗ (θ) =
∫
ℓ (µ, θ; ξ)dπ (µ|h) . (6)
Cartesian product structure of the parameter space Θ0×Hµ is necessary for independent
priors and so plays a crucial role in this result. The restriction to independent priors is
made less stringent than it might appear by the freedom to choose the anchor functional
A, which in turn determines the content of independence.
We further restrict attention to Gaussian process priors µ ∼ GP(0,Ω), where Ω(·, ·)
is a continuous covariance function. This allows us to exploit conjugacy results, greatly
simplifying the form of the posterior. Specifically, ℓ∗ (θ∗) is based on the conditional
distribution of ξ ∼ N(−[ψ(θ∗)]−1µ(θ∗),Σξ) conditional on the realization of h = µ +
GP(0,Σ), where µ ∼ GP(0,Ω). For a Gaussian process prior on µ, ℓ∗ (θ∗) corresponds
to a Gaussian likelihood for observation ξ with mean given by the best linear predictor
of ξ based on h. The solution to this linear prediction problem is obtained in Parzen
(1962), and details appear in the proof of Theorem 3 stated below. See Berlinet and
Thomas-Agnan (2004) Ch. 2.4 for a textbook treatment.
3.3 Invariance Restriction
The posterior (6) depends on the researcher-specified prior π(θ∗) and the Gaussian like-
lihood ℓ∗ (θ∗). The latter in turn depends on ξ, along with the best linear predictor
for the vector ξ based on the process h. While the best linear predictor is mathemati-
cally well-defined, direct calculation involves infinite-dimensional objects and will often
be practically unappealing. In most cases one would need to approximate the best linear
predictor numerically, for instance using discretization or eigenvector expansions. See e.g.
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Parzen (1962) for discussion. A further challenge is that the form of the best linear pre-
dictor depends on the precise specification of the prior covariance function Ω. The space
of such covariance functions is enormous, and it seems challenging to directly evaluate
whether a given covariance function is reasonable or not.
To derive default priors, we thus take a different approach, and ask what choices of
prior covariance Ω lead to decision rules with desirable properties. Since the prior on
θ∗ may be specified based on application-specific knowledge, it is particularly important
that a default prior on µ produce reasonable results when combined with many different
choices of π(θ∗). To this end, we require that if a researcher rules out some parameter
values ex-ante, limiting the support of π(θ∗), the implied Bayes decision rules should not
depend on the behavior of the moments at the excluded parameter values.
Formally, we require that for priors π(θ∗) with restricted support Θ˜ ⊂ Θ0, Bayes
decision rules based on the prior π(θ∗)π(µ) should depend on the data only through ξ
and the restriction of g to Θ˜. For this invariance property to hold for all possible priors
π(θ∗) and all loss functions L(a, θ∗), however, it must be that ℓ∗(θ) depends on the data
only through (ξ, g(θ)) for all θ ∈ Θ0.5 This restriction dramatically narrows the class of
candidate covariance functions Ω.
Theorem 3 Consider the setting described above with a Gaussian process prior on µ,
where the covariance function Ω is continuous. For all θ∗ ∈ Θ0 such that Σ˜(θ∗, θ∗) and
Ω(θ∗, θ∗) have full rank, the integrated likelihood ℓ∗ (θ∗) depends on the data only through
(ξ, g(θ∗)), or equivalently through (ξ, h(θ∗)), if and only if
Ω(θ∗, θ∗)−1Ω(θ∗, θ) = Σ˜(θ∗, θ∗)−1Σ˜(θ∗, θ) for all θ ∈ Θ0. (7)
One implication of (7) is that HΩ, the RKHS generated by Ω, coincides with Hµ,
the parameter space for µ. It is natural to require that HΩ ⊆ Hµ. On the other hand,
covariance functions that imply HΩ ⊂ Hµ rule out parts of the parameter space a-priori,
and, as discussed in Florens and Simoni (2012), this can be understood as a smoothing
assumption. Specifically, if HΩ is strictly contained in Hµ, then HΩ can be expressed
as the image of Hµ under an integral, or smoothing, operator related to the covariance
5We provide a formal invariance argument in Section S2 of the Supplementary Appendix.
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functions Ω and Σ˜. In such cases, it is intuitive that the best linear predictor of µ(θ∗)
will smooth the realized process h, using values of the process at points other than θ∗.
Thus, it makes sense that the requirement to use only h(θ∗) forces HΩ = Hµ.
The next lemma shows that invariance generically reduces the class of candidate priors
to a one dimensional family, namely covariance functions Ω proportional to Σ˜. We first
recall a definition. A linear subspace V ⊆ Rk is invariant for a linear operator L if for
any v ∈ V we have Lv ∈ V . Invariant sub-spaces for a symmetric matrix L are the
sub-spaces spanned by subsets of its eigenvectors.
Lemma 3 Fix some θ0 ∈ Θ0 such that Σ˜(θ0, θ0) is full rank. Assume there does not exist
a non-trivial (non-empty, but strictly smaller than Rk) linear subspace V ⊆ Rk that is
invariant for the whole family of symmetric operators
D =
{
D(θ) = R(θ0, θ)R(θ0, θ)
′, θ ∈ Θ0 : det(Σ˜(θ, θ)) > 0
}
,
where R(θ0, θ) = Σ˜(θ0, θ0)
−1/2Σ˜(θ0, θ)Σ˜(θ, θ)−1/2 is a correlation function. Then condi-
tion (7) is equivalent to Ω(·, ·) = λΣ˜(·, ·) for some λ > 0.
Two positive-definite matrices share a common subspace if and only if several eigenvectors
of one matrix span the same sub-space as several eigenvectors of the other. The set of
matrix pairs that share a non-trivial invariant subspace is of lower dimension than the
set of positive-definite matrix pairs, so generically (that is, everywhere but on a nowhere-
dense subset) two positive-definite matrices share no non-trivial invariant subspace. For
the condition of Lemma 3 to fail requires something still stronger, namely that the same
subspace be invariant for a whole family of matrices indexed by θ. This often entails
special structure on the moment conditions. Such structure arises naturally in some cases.
For instance, suppose a researcher forms moments based on two independent datasets,
where one dataset is used to form the first block of moments, while the other is used for the
rest. In this case Σ will be block-diagonal, and will imply two orthogonal invariant sub-
spaces that are common across all θ. If these are the only nontrivial invariant subspaces,
the family of Ω satisfying condition (7) is two-dimensional, allowing a researcher to put
different coefficients of proportionality on two invariant sub-spaces.
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Example 1. Linear IV (continued). Our analysis allows a researcher-selected
marginal prior θ∗ and an independent Gaussian prior N(0,Ω) on µ˜. Interestingly, in
this setting our invariance condition imposes no restrictions, and any k × k covariance
matrix Ω is allowed. This reflects the parametric and low-dimensional nature of the
model: (ξ, h(θ∗)) is an invertible linear transformation of (ζ1, ζ2), so ℓ∗ (θ∗) necessarily
depends on the data only through (ξ, h(θ∗)).
Choosing the anchor such that µ˜ is the first stage coefficient leads to independent
priors on the structural and first-stage parameters (θ∗, δ). The class of priors we consider
therefore nests some independent priors discussed in the literature, including the MM1
prior of Moreira and Moreira (2019) and (taking the diffuse limit for Ω) the relatively
invariant prior of Moreira and Ridder (2019). Our class of priors is wider than this,
however, and also allows some form of dependence between (θ∗, δ). See Section S1 of the
Supplementary Appendix for details. 
Example 2. Quantile IV (continued). Assume without loss of generality that
V ar(U) = Ik and denote Z˜
′ = (1 Z∗′). Absent further restrictions on the joint distribu-
tion of (Y,W,Z∗), in general, the covariance function
Σ(β, β˜) = EP
[(
I{Y − α(β)−Wβ ≤ 0} − 1
2
)(
I{Y − α(β˜)−Wβ˜ ≤ 0} − 1
2
)
Z˜Z˜ ′
]
.
does not have non-trivial invariant subspace and satisfies assumptions of Lemma 3, so only
the proportional prior yields invariant decision rules. However, if P imposes independence
of Z∗ from (Y,W ), then Σ(β, β˜) is the product of a scalar function of β, β˜ with the k× k
matrix EP
[
Z˜Z˜ ′
]
. In this special case, invariance only determines Ω up to a k×k positive
definite matrix. 
3.4 Bayes Decision Rules for Proportional Priors
Motivated by Theorem 3 and Lemma 3, we focus on proportional prior covariance func-
tions, Ω(·, ·) = λΣ˜(·, ·). Bayes decision rules minimize the posterior risk,
s(g) = argmin
a∈A
∫
Θ0
L(a, θ∗)π(θ∗|g)dθ∗ (8)
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for almost every realization of the data (see e.g. Chapter 3 of Lehmann and Casella
(1998)), for π(θ∗|g) as defined in (6). Under proportional priors,
ℓ∗ (θ) = ℓ(θ; g,Σ, λ) = |Λ(θ)|− 12 · exp
(
−1
2
u(θ)′Λ(θ)−1u(θ)
)
,
where u(θ) = λ
1+λ
ψ (θ)−1 g (θ)+ 1
1+λ
ξ, Λ(θ) = λ
1+λ
[
ψ (θ)−1
]
Σ (θ, θ)
[
ψ (θ)−1
]′
+ 1
1+λ
V ar(ξ),
and ξ = A(g) is the value of the anchor functional applied to the process g. Hence, for
proportional priors and a given choice of λ, the posterior distribution takes a simple form.
Standard numerical techniques like Markov chain Monte Carlo can be used to sample
from the posterior and implement Bayes decision rules using (8).
Intuitively, the constant of proportionality λ controls the strength of identification
under the prior. When λ = 0 the prior implies that the mean function m is zero with
probability one, so nothing can be learned from g and the posterior on θ∗ is equal to the
prior. Under the diffuse limit, λ → ∞, by contrast, the prior implies that m diverges
everywhere it is nonzero, and dominates sampling uncertainty. Note that
lim
λ→∞
ℓ(θ; g,Σ, λ) = λ(θ; g,Σ,∞) = |ψ(θ)| · |Σ(θ, θ)|− 12 · exp
(
−1
2
g(θ)′Σ(θ, θ)−1g(θ)
)
. (9)
Hence, as λ → ∞, ℓ∗ (θ) converges to a transformation of the continuously updating
GMM objective function, multiplied by factors that do not depend on g and so may be
absorbed into the prior. Chernozhukov and Hong (2003) advocate the quasi-likelihood
(9) (without the first two terms) as a computational device for point-identified, strongly-
identified settings where Bayesian techniques are more tractable than minimization, and
show that the resulting estimators are asymptotically efficient. We obtain the same
quasi-likelihood as a diffuse-prior limit in a setting that allows for weak and partial
identification. Since Bayes decision rules with respect to full-support priors are admissible
under mild conditions, quasi-Bayes decision rules based on (9) are the limit of a sequence
of admissible decision rules. See Section S3 of the Supplementary Appendix. Indeed,
since the limit (9) arises for any choice of anchor A and the term |ψ(θ)| may be absorbed
into the prior, a given quasi-Bayes decision rule corresponds to the limit of many different
sequences of priors. Given these desirable properties for quasi-Bayes rules, together with
the asymptotic results discussed in Section 4 below, we recommend choosing λ =∞.
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3.5 Bayesian Approaches to GMM
Several other papers have justified quasi-Bayes decision rules based on (9) from a Bayesian
perspective. Closest to our approach, Florens and Simoni (2019) consider Bayesian infer-
ence based on an asymptotic normal approximation to a transformation of the data, and
obtain the quasi-likelihood (9) as a diffuse-prior limit. Unlike our analysis, however, they
specify a Gaussian process prior on the finite-sample density of the data X , rather than
on the mean function in the limit experiment. Earlier work by Kim (2002) obtained the
same quasi-likelihood via maximum entropy arguments, while Gallant (2016) obtains it
as a Bayesian likelihood based on a coarsened sigma-algebra. Unlike our analysis, none
of these papers speak to questions of optimality.
Other authors have considered alternative Bayesian approaches for moment condi-
tion models that do not run through the quasi-likelihood (9). Chamberlain and Imbens
(2003) consider inference for just-identified moment condition models with discrete data,
while Bornn et al. (2019) consider discrete data and potentially over-identified moment
conditions. Both procedures have a finite-sample Bayesian justification, unlike our ap-
proach. Kitamura and Otsu (2011) and Shin (2015) consider Bayesian approaches based
on Dirichlet process priors and exponential tilting arguments, while Schennach (2005)
shows that a particular generalized empirical likelihood-type objective arises in the limit
for a family of nonparametric priors.
3.6 Optimal Tests
While we focus on Bayes decision rules, the calculations needed to derive weighted average
power optimal tests are nearly the same. Such tests provide a natural complement to
Bayesian approaches to uncertainty quantification such as credible sets. Hence, we briefly
describe how our results may be used to construct optimal tests.
Consider the problem of testing H0 : θ
∗ = θ0 against the composite alternative H1 :
θ∗ 6= θ0. There generally exists no uniformly most powerful test in this setting, so let
us instead maximize average power with respect to weights (i.e. prior) π (θ, µ) over
the alternative. The problem is further complicated by the presence of the infinite-
dimensional nuisance parameter µ under the null. Andrews and Mikusheva (2016) show
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that the process h based on anchor A (g) = g (θ0) is sufficient for µ under the null.
Building on this result, if we limit attention to tests that are similar, with rejection
probability equal to α under the null for all values of µ, optimal test takes a simple form.
Theorem 4 Consider anchor A (g) = g (θ0) and h defined in (5). Let π (θ, µ) = π (θ) π (µ)
be the weight function over Θ0 ×Hµ. Define the test ϕ∗ (θ0) = I
{∫
ℓ∗(θ)π(θ)dθ
ℓ∗(θ0)
> cα (h)
}
,
for testing the null hypothesis H0 : θ
∗ = θ0, where ℓ∗(·) is defined in (6) and cα (h) is
the 1 − α quantile of the random variable
∫
ℓ∗(θ)π(θ)dθ
ℓ∗(θ0)
conditional on h under the null,
provided the last distribution is almost surely continuous. Then ϕ∗ (θ0) is a similar test,
with Eθ0,µ [ϕ
∗ (θ0)] = α for all µ ∈ Hµ. Moreover, ϕ∗ (θ0) maximizes π (θ, µ)-weighted
average power over the class of similar tests, in the sense that for any other test ϕ with
Eθ0,µ [ϕ] = α for all µ ∈ Hµ,
∫
Eθ,µ [ϕ
∗ (θ0)− ϕ] dπ (θ, µ) ≥ 0.
For further discussion of similarity and the construction of the conditional critical
value cα (h) , see Andrews and Mikusheva (2016). Note that while the test ϕ
∗ (θ0) depends
on the weight function π, it controls the rejection probability for all parameter values
consistent with the null. Hence, the confidence set CS = {θ ∈ Θ : ϕ∗ (θ) = 0} formed by
inverting this family of tests will have coverage 1− α no matter the choice of π.
4 Feasible Procedures
The limit experiment studied in the previous sections treats Θ0 as known. In practice,
however, the structure of weak identification, and thus the set Θ0, is often unknown. Fea-
sible quasi-Bayes procedures use the normalized sample moment gn(·) = 1√n
∑n
i=1 φ(Xi, ·)
and estimated covariance Σ̂n in place of the limit process g and known covariance Σ.
The researcher specifies a prior over the whole parameter space Θ, and for Qn(θ) =
gn (θ)
′ Σ̂−1n (θ) gn (θ) uses the decision rule
sn(gn) = argmin
a∈A
∫
Θ
L(a, θ)π(θ) exp
{−1
2
Qn (θ)
}
dθ∫
Θ
π(θ) exp
{−1
2
Qn (θ)
}
dθ
. (10)
This section shows that feasible decision rules (10) are asymptotically equivalent to
infeasible rules based on knowledge of Θ0. In particular, the feasible quasi-posterior
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π(Θ˜|gn) =
∫
Θ˜
π(θ) exp{− 12Qn(θ)}dθ∫
Θ
π(θ) exp{− 12Qn(θ)}dθ concentrates on neighborhoods of Θ0.
6 Moreover, there
exist infeasible decision rules that are asymptotically equivalent to (10) for a large class of
loss functions. These rules correspond to a prior π0 supported on Θ0 and a transformation
of the moments.7 Specifically, some of the original moments are used to estimate Θ0,
while the remainder are used to form the posterior on Θ0.
Assumption 1 The distribution P is such that Φ (θ) = EP [φ (Xi; θ)] and Σ(·, ·) are
continuous, and the determinant of Σ(θ) = Σ(θ, θ) is nonzero. Further, under P
Gn(θ) = gn (θ)−
√
nΦ (θ)⇒ G ∼ GP (0,Σ) ,
and the covariance estimator Σ̂n is uniformly consistent, supθ∈Θ
∥∥∥Σ̂n (θ)− Σ (θ)∥∥∥→p 0.
Assumption 2 There exists a continuously differentiable function ϑ(β, γ) : Ξ→ Θ∗ ⊆ Θ
where Θ0 ⊆ Θ∗, Ξ = {(β, γ) : β ∈ B, γ ∈ Γ (β) ⊆ Rpγ} is compact, ϑ (β, γ) ∈ Θ0 if and
only if γ = 0, and 0 lies in the interior of Γ (β) for all β ∈ B. There exist a positive
measure π (β, γ) on Ξ such that π (θ) on Θ∗ is the pushforward of π (β, γ) under ϑ. The
conditional prior on γ given β has uniformly bounded density πγ (γ|β) that is uniformly
continuous and positive at γ = 0, and
∫
B
dπ(β) > 0.
We adopt the shorthand Φ(β, γ) = Φ(ϑ(β, γ)) and Φ(β) = Φ(β, 0) for all functions.
Assumption 3 The function Φ(β, γ) is uniformly (over β ∈ B) differentiable in γ at
γ = 0. Further, for ∇ (β) = ∂
∂γ
Φ (β), J (β) = 1
2
∇ (β)′Σ (β)−1∇ (β) is everywhere positive
definite.
Assumption 1 standard for asymptotic analysis. Assumption 2 imposes that on a
neighborhood of Θ0 there exists some (unknown to the researcher) re-parameterization
of the model in terms of β and γ, where β indexes the weakly or partially identified
parameter, while γ can be called strongly identified. The set Θ0 corresponds to γ = 0,
and is parameterized by β ∈ B. Han and McCloskey (2019) provide sufficient conditions
6Liao and Jiang (2010) establish a similar consistency result for the case where the weighting matrix
does not vary with θ. Chen, Christensen, and Tamer (2018) characterize the behavior of the quasi-
posterior when the GMM objective depends on a finite-dimensional reduced-form parameter.
7We focus on unconstrained decision rules for brevity, but a similar analysis applies for tests.
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for such a reparameterization to exist. The mapping from (β, γ) to θ can be many-to-one,
and we impose very little structure on the set B, which may, for example, be a collection
of points or intervals. We also note that π(β, γ) need not integrate to one, since Θ∗ may
be a strict subset of Θ. Assumption 3 requires that γ be strongly identified, in the sense
that the Jacobian of the moments with respect to γ has full rank at γ = 0.
Theorem 5 Assume that P satisfies Assumptions 1, 2, and 3. If the prior π(θ) has
bounded density on the set Θ, then for any sequence cn →∞, under sequences Pn,f local
to P in the sense of (1) we have
π
({
θ ∈ Θ : Φ(θ)Σ(θ)−1Φ(θ) ≥ cn
n
}
|gn
)
= op(1). (11)
Moreover, for any bounded function c(θ) uniformly continuous at Θ0∫
Θ
c(θ)dπ(θ|gn)−
∫
B
c(ϑ(β)) exp
{−1
2
Qβn(β)
}
dπ0(β)∫
B
exp
{
−1
2
Q
β
n(β)
}
dπ0(β)
→p 0, (12)
where dπ0(β) = πγ(0|β)|J(β)|− 12dπ(β), Qβn(β) = gn (β)′M (β) gn (β), and
M (β) = Σ (β)−1 − Σ (β)−1∇ (β)J(β)−1∇ (β)′Σ (β)−1 .
Theorem 5 is a version of the Bernstein-von Mises theorem for weakly and partially
identified quasi-Bayesian settings. The GMM objective function Qn(θ) is bounded on Θ0
but diverges away from Θ0. As (11) highlights, this forces the posterior to concentrate on
infinitesimal neighborhoods of Θ0, corresponding to consistent estimation of the strongly
identified parameter γ. The rank k−pγ matrixM(β) then selects the linear combination
of moments orthogonal to those used to estimate γ, and this combination is used to form
the posterior on β. Unlike in the classical Bernstein-von Mises theorem, the prior on Θ0
(i.e. on B) matters asymptotically, and is adjusted based on the precision of the estimate
for γ as measured by J(β). Overall, we obtain that feasible quasi-Bayes posteriors are
asymptotically equivalent to infeasible posteriors based on a transformation of the prior
and moment conditions. This likewise implies asymptotic equivalence of feasible and
infeasible decision rules.
Corollary 2 Let the assumptions of Theorem 5 hold. Assume that the loss function
L(a, θ) is Lipschitz in a and continuous in θ over Θ∗, and that A is compact. Assume
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further that for almost all realization of process G(β) ∼ GP(0,Σ), the process L(a) =∫
B
L(a, ϑ(β)) exp
{−1
2
G (β)′M (β)G (β)
}
dπ0(β) has a unique minimizer over A. Then
s0n(gn) = argmin
a∈A
∫
B
L(a, ϑ(β)) exp
{−1
2
Qβn(β)
}
dπ0(β)∫
B
exp
{
−1
2
Q
β
n(β)
}
dπ0(β)
→p sn(gn).
Uniqueness of the minimizer L(a) is guaranteed to hold if the loss function is convex in
a. Sufficient conditions for uniqueness in non-convex cases are discussed in Cox (2020).
Overall, we obtain that feasible quasi-Bayes decision rules, computed without knowl-
edge of Θ0, converge to infeasible quasi-Bayes rules based on knowledge of Θ0 and a
transformation of the moments and prior. These rules are, in turn, the limit of sequences
of proper-prior Bayes decision rules in the limit problem by our previous results.
5 Empirical Illustration
Following Kim (2002) and Cherzhukov and Hong (2003), quasi-Bayes procedures have
been used in a range of applications. Here, we briefly illustrate our results with an
application of quantile IV to data from Graddy (1995) on the demand for fish at the
Fulton fish market. Following Chernozhukov et al. (2009), who discuss finite-sample
frequentist inference in this setting, we consider the quantile IV moment conditions stated
in equation (2) with Y the log quantity of fish purchased, W the log price, and Z a vector
of instruments consisting of a constant, a dummy for whether the weather offshore was
mixed (with wave height above 3.8 feet and windspeed over 13 knots), and a dummy for
whether the weather offshore was stormy (with wave height above 4.5 feet and windspeed
over 18 knots). For further details on the data and setting, see Graddy (1995) and
Chernozhukov et al. (2009).
The results of Chernozhukov et al. (2009) suggest that the data are not very infor-
mative when we consider inference on the 0.25 or 0.75 quantiles, consistent with weak
identification. Here we discuss results for the 0.75 quantile. Following Chernozhukov
et al. (2009), we restrict attention to α ∈ [0, 30] and β ∈ [−10, 30], and consider a
flat prior π (θ∗) on θ = (α, β).8 We calculate the quasi-Bayes posterior distribution dis-
cussed in Section 4 using random-walk Metropolis Hastings with ten million draws. We
8These choices are discussed in the working paper version, Chernozhukov et al. (2006).
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Figure 1: Results for Graddy (1995) data
plot 500 draws from the quasi-Bayes posterior in panel (a) of Figure 1. Panel (b) plots
the marginal quasi-Bayes posterior distribution for the price coefficient β, with vertical
lines marking the (continuously-updating) GMM estimate and the quasi-posterior mean.
Panel (c) plots the 95% highest posterior density set, while panel (d) plots the conditional
frequentist confidence set discussed in Section 3.6, along with the GMM estimate.
A few aspects of these results warrant discussion. Given the flat prior, the quasi-
posterior is a monotonic transformation of the GMM objective function. Figure 1 thus
highlights that the GMM objective is far from quadratic in this case, so conventional
asymptotic results based on quadratic approximations may be unreliable. By contrast,
the results in Figure 1 are entirely consistent with weak and partial identification. Panel
(a) shows that the quasi-posterior is concentrated around a lower-dimensional set, in line
with the asymptotic results of Theorem 5, and the form of Θ0 in Example 2. Panel
(b) shows that the GMM estimate is quite different from the quasi-posterior mean and
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that the quasi-posterior is highly non-normal, again contrary to what we would expect
in the point-identified, strongly-identified case (see Chernozhukov and Hong, 2003). The
quasi-posterior mean seems a more reasonable summary than the GMM estimate, as the
latter ignores the large region of uncertainty to the right.
We also report credible and confidence sets. Panel (c) reports the quasi-Bayesian
highest posterior density credible set, which has no frequentist coverage guarantees in
the current setting.9 Panel (d) reports the frequentist confidence set obtained through
inversion of the weighted average power optimal conditional tests discussed in Section
3.6, using the quasi-Bayes objective. The quasi-Bayesian credible set and the frequentist
confidence set have a quite similar shape, but the frequentist confidence set is slightly
smaller, covering 4.74% of the parameter space, as compared to 4.82% for the highest
posterior density set.
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7 Appendix
Proof of Lemma 1. A score f(X) =
∑s
i=1 φ(X, θi)
′ai corresponds to the function
m(·) = EP [f(X)φ(X, ·)] =
s∑
i=1
EP [φ(X, ·)φ(X, θi)′ai] =
s∑
i=1
Σ(·, θi)ai.
For two scores f1(X) =
∑s
i=1 φ(X, θi)
′ai and f2(X) =
∑s∗
j=1 φ(X, θ
∗
j )
′bj and corresponding
mean functions m1(·) =
∑s
i=1Σ(·, θi)ai and m2(·) =
∑s∗
j=1Σ(·, θ∗j )bj we have
EP [f1(X)f2(X)] =
s∑
i=1
s∗∑
j=1
a′iEP
[
φ(X, θi)φ(X, θ
∗
j )
′] bj = s∑
i=1
s∗∑
j=1
a′iΣ(θi, θ
∗
j )bj = 〈m1, m2〉H.
This implies that there is an isomorphism between H and H∗.
It remains to show is that for any f⊥ ∈ T (P ) that is orthogonal (in L2(P ) sense) to
H∗ we have EP [f⊥(X)φ(X, ·)] ≡ 0k ∈ Rk. Indeed, f⊥ is orthogonal to a′φ(X, θ) ∈ H∗
for any vector a ∈ Rk and any θ ∈ Θ0. Thus EP [f⊥(X)a′φ(X, θ)] = a′m(θ) = 0.
Proof of Theorem 1. Define the orthonormal basis {φj(X)} of T (P ) to consist of
the union of an orthonormal basis {φ∗j(X)} of H∗ and an orthonormal basis {φ⊥j (X)}
of (H∗)⊥. The limit experiment E∗∞ corresponds to observing the union of two sets of
mutually independent random variables:
W ∗j ∼ N
(
EP [f(X)ϕ
∗
j(X)], 1
)
and W⊥j ∼ N
(
EP [f(X)ϕ
⊥
j (X)], 1
)
.
Due to Lemma 1 EP [f(X)ϕ
∗
j(X)] = 〈m,ϕ∗j〉H. The experiment of observing only W ∗j ∼
N
(〈m,ϕ∗j〉H, 1) is equivalent to the Gaussian Process experiment E∗GP by the Karhunen-
Loeve theorem.
By independence dPf(W
∗,W⊥) = dPf∗(W ∗)×dPf⊥(W⊥). The loss function depends
only on θ∗, and the parameter space for (θ∗, f ∗, f⊥) is the Cartesian product {θ∗ ∈
Θ0, f
∗ ∈ H∗θ∗} × {f⊥ ∈ (H∗)⊥}. The risk of a decision rule δ is
R˜(θ∗, f) = R˜(θ∗, f ∗, f⊥) = Ef
[
L(δ(W ∗,W⊥), θ∗)
]
.
We claim that for any fixed value f⊥ there exists a decision rule in the experiment
E∗GP with risk R(θ∗, m) = R˜(θ∗, f ∗, f⊥) for all (θ∗, f ∗) ∈ {θ∗ ∈ Θ0, f ∗ ∈ H∗θ∗}, where
m corresponds to f ∗ as in Lemma 1. Indeed, since experiment E∗GP is equivalent to
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observing only the W ∗j variables, it is enough for each realization W
∗ = w to draw a
random variable (W⊥) from distribution dPf⊥ (which is fixed) and produce a randomized
decision as δ˜(w) = δ(w,W⊥).
Proof of Theorem 2. The distribution of g for any m ∈ H is dominated by the
distribution under m = 0. Moreover, the form of the likelihood ratio for Gaussian
processes (see e.g. Theorem 54 in Berlinet and Thomas-Agnan) implies that condition
(1) in Section 4A.1 of Brown (1986) holds. Our assumptions likewise imply condition (2)
of Brown (1986). This result is thus immediate from Theorem 4A.12 of Brown (1986).
Proof of Theorem 3. We first find the conditional mean of ξ ∼ N(−[ψ(θ∗)]−1µ(θ∗),Σξ)
given the realization of h = µ+GP (0, Σ˜), assuming µ ∼ GP (0,Ω). Neveu (1968) proves
that for the Gaussian family the conditional mean coincides with the best linear predictor.
Note next that
E[ξh(·)] = −[ψ(θ∗)]−1Ω(θ∗, ·) = ρ(·), and E[h(θ1)h(θ2)] = Ω(θ1, θ2) + Σ˜(θ1, θ2).
Denote by K the RKHS corresponding to the covariance function Ω+Σ˜, and by L(h) the
subspace of L2(P ) random variables obtained as the closure of linear combinations of h.
Define ξ∗ as the projection of ξ on to L(h). By definition it is the best linear predictor
of ξ given h, and E[ξh(·)] = E[ξ∗h(·)] = ρ(·). Lemma 13 in Berlinet and Thomas-Agnan
(2004) implies that ρ(·) ∈ K. Denote by Ψ the canonical congruence between L(h) and
K, defined by
Ψ
(∑
j
ajh(θj)
)
=
∑
j
aj(Ω(θj , ·) + Σ˜(θj , ·)) ∈ K,
and extended by continuity. Then ξ∗ = Ψ−1(ρ(·)). See Section 3 of Berlinet and Thomas-
Agnan (2004) for further discussion.
We next fix θ∗, assume that condition (7) holds, and show that the best linear pre-
dictor depends on (ξ, g(θ∗)) only. Condition (7) implies that
Ω(θ∗, ·) + Σ˜(θ∗, ·) =
(
Ik + Σ˜(θ
∗, θ∗)Ω(θ∗, θ∗)−1
)
Ω(θ∗, ·).
Thus,
ρ(·) = −[ψ(θ∗)]−1
(
Ik + Σ˜(θ
∗, θ∗)Ω(θ∗, θ∗)−1
)−1 [
Ω(θ∗, ·) + Σ˜(θ∗, ·)
]
,
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and the canonical congruence has the form
ξ∗ = Ψ−1(ρ(·)) = −[ψ(θ∗)]−1
(
Ik + Σ˜(θ
∗, θ∗)Ω(θ∗, θ∗)−1
)−1
h(θ∗),
which depends on the data only through h(θ∗) = g(θ∗)− ψ(θ∗)ξ.
Finally, we prove the converse, assuming that for each θ∗ the likelihood depends only
on (ξ, g(θ∗)) and proving that (7) holds. Since the conditional distribution of ξ given
θ∗ and ξ∗ is N(ξ∗,Σξ), ξ∗ must depend only on (ξ, g(θ∗)) or, equivalently, on (ξ, h(θ∗)).
Linearity of ξ∗ in h then implies that there exists a non-random k× k matrix B(θ∗) such
that
Ψ−1(ρ(·)) = B(θ∗)h(θ∗).
By the definition of the canonical congruence this implies ρ(·) = B(θ∗)
[
Ω(θ∗, ·) + Σ˜(θ∗, ·)
]
.
Since ρ(·) = −[ψ(θ∗)]−1Ω(θ∗, ·), however, [ψ(θ∗)]−1Ω(θ∗, ·) = B(θ∗)
[
Ω(θ∗, ·) + Σ˜(θ∗, ·)
]
.
Since ψ(θ∗) has full rank, both sides are invertible when evaluated at θ∗, and some rear-
rangement yields (7).
Proof of Lemma 3. Let B = Ω(θ0, θ0). Condition (7) implies that
Ω(θ0, θ) = BΣ˜(θ0, θ0)
−1Σ˜(θ0, θ) and Ω(θ, θ)−1Ω(θ, θ0) = Σ˜(θ, θ)−1Σ˜(θ, θ0).
The transposed equations are
Ω(θ, θ0) = Σ˜(θ, θ0)Σ˜(θ0, θ0)
−1B and Ω(θ0, θ)Ω(θ, θ)
−1 = Σ˜(θ0, θ)Σ˜(θ, θ)
−1.
We can calculate Ω(θ0, θ)Ω(θ, θ)
−1Ω(θ, θ0) in two ways, so
Σ˜(θ0, θ)Σ˜(θ, θ)
−1Σ˜(θ, θ0)Σ˜(θ0, θ0)−1B = BΣ˜(θ0, θ0)−1Σ˜(θ0, θ)Σ˜(θ, θ)−1Σ˜(θ, θ0).
Pre and post multiply the last equation with Σ˜(θ0, θ0)
−1/2 and let
B˜ = Σ˜(θ0, θ0)
−1/2BΣ˜(θ0, θ0)−1/2.
We obtain that B˜ commutes with a whole family of symmetric matrices : D(θ)B˜ =
B˜D(θ). Assume B˜ has r distinct eigenvalues. Since B˜ is symmetric, all eigenvectors
corresponding distinct eigenvalues are orthogonal. Let V1,..., Vr be the orthogonal sub-
spaces spanned by eigenvectors of the B˜ corresponding to eigenvalues λ1, ..., λr, respec-
tively. Consider a symmetric matrix D(θ) ∈ D that commutes with B˜. Take any vi ∈ Vi
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and vj ∈ Vj :
v′iD(θ)B˜vj = λjv
′
iD(θ)vj = v
′
iB˜D(θ)vj = λiv
′
iD(θ)vj.
This implies v′iD(θ)vj = 0 for any i 6= j. Thus D(θ)vj ∈ Vj , and V1,..., Vr are invariant
subspaces for D(θ). Thus, we proved that V1,...,Vr are invariant spaces for the whole
family of operators D. Under the conditions of the lemma this implies that B˜ has single
eigenvalue λ > 0, and thus Ω(·, ·) = λΣ˜(·, ·).
Proof of Theorem 4. Similarity of ϕ∗ (θ0) follows from Lemma 1 in Andrews and
Mikusheva (2016). Theorem S2.1 in the supplement to Andrews and Mikusheva (2016)
implies that any similar test in this setting must be conditionally similar given h, with
Eθ0,µ [ϕ|h] = α almost surely. For any µ ∈ Hµ and any test ϕ,∫ ∫
Eθ,µ [ϕ] dπ (µ) dπ (θ) = Eπ [ϕ] = Eθ0,µ
[∫
ℓ∗ (θ) dπ(θ)f (h)
ℓ (µ, θ0; ξ) ℓ (µ; h)
ϕ
]
.
Since ξ = g (θ0) , ℓ (µ, θ0; ξ) does not depend on µ, and is equal to ℓ
∗ (θ0) . Lemma
2 of Andrews and Mikusheva (2016) implies that ϕ˜ (θ0) = 1
{∫
ℓ∗(θ)dπ(θ)f(h)
ℓ∗(θ0)ℓ(µ;h)
> c˜α (h)
}
maximizes Eπ [ϕ] over the class of size-α similar tests, where c˜α (h) is the 1− α quantile
of
∫
ℓ∗(θ)dπ(θ)f(h)
ℓ∗(θ0)ℓ(µ;h)
conditional on h under the null. The test statistic in ϕ˜ (θ0) differs from
that in ϕ∗ (θ0) only through terms depending on h. These can be absorbed into the
critical value, so ϕ˜ (θ0) = ϕ
∗ (θ0) .
Proof of Theorem 5. By contiguity it is enough to prove the statement under P .
Denote Q(θ) = Φ(θ)′Σ(θ)−1Φ(θ). Due to Assumption 1, Σ̂n(θ)−1 is uniformly bounded
in probability and Gn(·) ⇒ GP(0,Σ), thus maxθ∈ΘGn(θ)′Σ̂n(θ)−1Gn(θ) = Op(1). Since
gn(θ) =
√
nΦ(θ) +Gn(θ) we have
1
2
Qn(θ) ≤ nQ(θ)(1 + op(1)) + max
θ∈Θ
Gn(θ)
′Σ̂n(θ)−1Gn(θ);
1
2
Qn(θ) ≥ n
2
Q(θ)(1 + op(1))−max
θ∈Θ
Gn(θ)
′Σ̂n(θ)−1Gn(θ).
Define a set Θδ,n =
{
θ ∈ Θ : Q(θ) ≤ δ
n
}
for some δ > 0 and Θccn = {θ ∈ Θ : Q(θ) ≥ cnn }.
π
(
Θccn|gn
) ≤ ∫Θccn π(θ) exp{−12Qn (θ)} dθ∫
Θδ,n
π(θ) exp
{−1
2
Qn (θ)
} ≤ Op(1) ·
∫
Θccn
π(θ) exp{−n
2
Q(θ)}dθ∫
Θδ,n
π(θ)dθ
.
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Due to uniform differentiability of Φ(β, γ) there exist positive constants C1, C2 and small
enough ε > 0 such that for all θ ∈ Θ∗ε = {θ = ϑ(β, γ) : ‖γ‖ < ε} we have C1‖γ‖2 ≤
Q(β, γ) ≤ C2‖γ‖2 . For large enough n we have Θδ,n ⊆ Θ∗ε. Thus,∫
Θδ,n
π(θ)dθ =
∫
B
∫
Q(β,γ)≤ δ
n
πγ(γ|β)dγdπ(β) ≥ C
∫
‖γ‖2≤ δ
C2n
dγ ≥ Cn− pγ2 .
Divide the integral over Θccn into integrals over Θ
c
cn ∩ Θ∗ε and over Θccn ∩ (Θ∗ε)c, where
(Θ∗ε)
c = (Θ \ Θ∗ε). We have Θccn ∩ Θ∗ε ⊆ {θ = ϑ(β, γ) : C2‖γ‖2 ≥ cnn }. Denote by Q¯ the
non-zero minimum of Q(θ) over (Θ∗ε)
c. Thus,∫
Θccn
π(θ) exp
{−n
2
Q(θ)
}
dθ∫
Θδ,n
π(θ)dθ
≤ Cn pγ2
(
exp
{
−n
2
Q¯
}
+
∫
C2‖γ‖2≥ cnn
exp{−nC1‖γ‖2}dγ
)
≤
≤ o(1) +
∫
C2‖y‖2≥cn
exp{−C1‖y‖2}dy → 0.
In the last line we used the change of variables y =
√
nγ and integrability of exp{−‖y‖2}.
This proves (11), and implies that for πΘcn the prior restricted to Θcn, the posterior
πΘcn (Υ|gn) = π(Υ∩Θcn |gn)π(Θcn |gn) defined on sets Υ ⊆ Θ is asymptotically the same as π(Υ|gn).
If cn
n
→ 0, then due to compactness of Θ∗, for large enough n we have Θcn ⊆ Θ∗. Thus,
we can treat the parameterization described in Assumption 2 as applying to the whole
parameter space Θ.
The above implies that for any ε > 0 there exists δ large enough such that
P
{
sup
β
n
pγ
2
∫
δ
n
≤‖γ‖2
exp
{
−1
2
Qn(β, γ)
}
≥ ε
}
≤ ε, (13)
and also supβ P {‖N(0, J−1(β))‖ ≥ δ} < ε. Define g0n(β, γ) = gn(β) +
√
n∇(β)γ and
Rn(β, γ) = gn(β, γ)− g0n(β, γ). Let us show that
sup
β
sup
‖γ‖2≤ δ
n
‖Rn(β, γ)‖ →p 0. (14)
Indeed, ‖Rn(β, γ)‖ ≤
√
n‖Φ(β, γ) − ∇(β)γ‖ + ‖Gn(β, γ) − Gn(β)‖. We have that
supβ sup‖γ‖2≤ δ
n
‖Gn(β, γ)− Gn(β)‖ →p 0 due to stochastic equicontinuity. Uniform dif-
ferentiability implies supβ sup‖γ‖2≤ δ
n
√
n‖Φ(β, γ)−∇(β)γ‖ → 0.
Denote Q0n(β, γ) = g
0
n(β, γ)Σ
−1(β)g0n(β, γ). Equation (14) implies that
sup
β
sup
‖γ‖2≤ δ
n
∣∣∣∣1− exp{−12(Qn(β, γ)−Q0n(β, γ))
}∣∣∣∣→p 0. (15)
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Indeed, the left-hand side is bounded above by
sup
β
sup
‖γ‖2≤ δ
n
|Qn(β, γ)−Q0n(β, γ)| ≤
≤ sup
β
sup
‖γ‖2≤ δ
n
{
|(gn + g0n)Σ̂−1n Rn|+ |g0n(Σ̂−1n (β, γ)− Σ−1(β))g0n|
}
→p 0.
The last convergence follows from continuity of covariance function Σ, equation (14), and
boundedness in probability of gn, g
0
n and Σ̂
−1 over {‖γ‖2 ≤ δ
n
}.
Denote Qβn(β) = gn (β)
′
M (β) gn (β). Let us define a projection operator P (β) =
Σ−
1
2 (β)∇(β)J(β)−1∇(β)′Σ− 12 (β). Notice that M(β) = Σ− 12 (β)(Ik − P (β))Σ− 12 (β).
Q0n(β, γ) =g
0
n(β, γ)
′M(β)g0n(β, γ) + g
0
n(β, γ)
′Σ−
1
2 (β)P (β)Σ−
1
2 (β)g0n(β, γ) =
=Qβn(β) +
(
G∗(β) +
√
nγ
)′
J (β)
(
G∗(β) +
√
nγ
)
,
where G∗(β) = J(β)−1∇(β)′Σ−1(β)Gn(β). Integration of the Gaussian pdf gives
n
pγ
2
∫
‖γ‖2≤ δ
n
exp
{
−1
2
(
G∗(β) +
√
nγ
)′
J(β)
(
G∗(β) +
√
nγ
)}
dγ =
=|J(β)|− 12P
{∥∥∥∥N ( 1√nG∗(β), J−1(β)
)∥∥∥∥ ≤ δ}→p |J(β)|− 12P {‖N (0, J−1(β)) ‖ ≤ δ} ,
where δ was chosen large enough that q(δ) = P {‖N(0, J−1(β))‖ ≤ δ} ≥ 1− ε. Thus,
sup
β
∣∣∣∣∣n pγ2
∫
‖γ‖2≤ δ
n
exp
{
−1
2
Q0n(β, γ)
}
dγ − |J(β)|− 12 q(δ) exp
{
−1
2
Qβn(β)
}∣∣∣∣∣→p 0.
Joining together last statement with equations (13) and (15) we get
sup
β
∣∣∣∣n pγ2 ∫
Γ(β)
exp
{
−1
2
Qn(β, γ)
}
dγ − |J(β)|− 12 exp{−1
2
Qβn(β)}
∣∣∣∣→p 0.
Given statement (13), for c(β, γ) satisfying assumptions of Theorem 5 we have
sup
β
∣∣∣∣n pγ2 ∫
Γ(β)
c(β, γ) exp
{
−1
2
Qn(β, γ)
}
dγ − c(β, 0)|J(β)|− 12 exp
{
−1
2
Qβn(β)
}∣∣∣∣→p 0.
Assumption 2 implies
∫
B
πγ(0|β)|J(β)|− 12 exp{−12Qβn(β)}dπ(β) is stochastically bounded
aways from zero. Thus, (12) holds. 
Proof of Corollary 2. For each a ∈ A we can apply (12) to c(θ) = L(a, θ). Since
L(a, θ) is Lipschitz in a and A is compact, this implies
sup
a∈A
∣∣∣∣∣∣
∫
Θ
L(a, θ)dπ(θ|gn)−
∫
B
L(a, ϑ(β, 0)) exp
{−1
2
Qβn(β)
}
dπ0(β)∫
B
exp
{
−1
2
Q
β
n(β)
}
dπ0(β)
∣∣∣∣∣∣→p 0.
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We also have weak convergence of the process∫
B
L(·, ϑ(β, 0)) exp{−1
2
Qβn(β)
}
dπ0(β)∫
B
exp
{
−1
2
Q
β
n(β)
}
dπ0(β)
⇒ L(·)
on A. This implies ∫
Θ
L(·, θ)dπ(θ|gn) ⇒ L(·). Due to Theorem 3.2.2 in Van der Vaart
and Wellner (1996), (sn(gn), s
0
n(gn))⇒ (argmina∈AL(a), argmina∈AL(a)). Thus, sn(gn)−
s0n(gn)→p 0. 
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