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Abstract:  In this work a rationalized algorithm for Dirac numbers multiplication is presented. This 
algorithm has a low computational complexity feature and is well suited to parallelization 
of computations. The computation of two Dirac numbers product using the naïve method 
takes 256 real multiplications and 240 real additions, while the proposed algorithm can 
compute the same result in only 128 real multiplications and 160 real additions. During 
synthesis of the discussed algorithm we use the fact that Dirac numbers product may be 
represented as vector-matrix product. The matrix participating in the product has unique 
structural properties that allow performing its advantageous decomposition. Namely this 
decomposition leads to significant reducing of the computational complexity. 
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1. Introduction 
Recently hypercomplex numbers [1] are used in various fields of data processing includ-
ing digital signal and image processing, machine graphics, telecommunications and espe-
cially in public key cryptography [2-10]. The most popular are quaternions, octonions and 
sedenions [1]. Perhaps the less popular are the Pauli, Kaluza and Dirac numbers [11]. This 
numbers are mostly used in solving different physical problems in electrodynamics, field 
theory, etc. Anyway, hypercomplex arithmetic is a very important issue in modern data pro-
cessing applications.  
Among other operations in hypercomplex arithmetic, multiplication is the most time 
consuming one. The reason for this is, because the addition of  N -dimensional hypercom-
plex numbers only requires N real additions, the multiplication of these numbers already 
requires  ) 1 ( − N N  real additions and 
2 N  real multiplication. It is easy to see that the increas-
ing of dimensions of hypercomplex number increases the computational complexity of the 
multiplication. Therefore, reducing the computational complexity of the multiplication of 
hypercomplex numbers is an important scientific and engineering problem. 
Efficient algorithms for the multiplication of quaternions, octonions and sedenions al-
ready exist [12-16]. No such algorithms for the multiplication of the Dirac numbers have 
been proposed. The aim of the present paper is to suggest an efficient algorithm for this pur-
pose. An algorithm for multiplication of Dirac numbers  27 
2. Preliminary Remarks 
A Dirac number is defined as follows: 
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where  0 d  and  15 ,..., 1 }, { = n d n  are real numbers, and  15 ,..., 1 }, { = n in  are the imaginary units.  
The results of all possible products of the Dirac numbers imaginary units can be summa-
rized in the following table [11]: 
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Suppose we want to compute the product of two Dirac numbers. 
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The operation of multiplication of Dirac numbers can be represented more compactly in 
the form of vector-matrix product: 
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￿ ￿  is a sign of horizontal concatenation of matrices, which are numbered in accordance 
with the increase of the subscript value [17].  
3. Synthesis of a rationalized algorithm for computing the Dirac numbers 
product 
The direct multiplication of two Dirac requires 256 real multiplications and 240 real ad-
ditions. We shall present the algorithm, which reduce arithmetical complexity to 128 real 
multiplications and 160 real additions. 
At first, we rearrange the rows of the matrix in the following order {1, 2, 3, 6, 7, 4, 7, 5, 
8, 9, 12, 10, 13, 11, 14, 15, 16}. Next, we rearrange the columns of obtained matrix in the 
same manner. As a result, we obtain the following matrix: An algorithm for multiplication of Dirac numbers  29 
Then we can rewrite expression (2) in following form: 
1 16 16 16 16 1 16 × × = X P B P Y
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If we interpret the resulting matrix as a block-matrix, it is easy to see that each block of 
this matrix (or more precisely, each  ) 2 2 ( × -submatrix) is bisymmetric, i.e. has the properties 
of pair wise symmetry about both of its main diagonals. There is an effective method of 
factorization of this type matrices, which allows during the calculation of the vector-matrix 
products halve the number of multiplications, that is to perform only two, not four multipli-
cations  at  the  expense  of  triple  increasing  the  number  of  additions  (from  two  to  six) 
[16], [17]: 
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- is the  ) 2 2 ( × -Hadamard matrix. 
Fig. 1 shows a data flow diagram of the rationalized algorithm for  ) 2 2 ( × -bisymmetric 
matrix-vector multiplication in according to (3). The circles in this figure show the opera-
tion of multiplication by a value inscribed inside a circle. In turn, the rectangles indicate the 
matrix-vector multiplications with matrices inscribed inside rectangles.  In this paper the 
data flow diagrams are oriented from left to right. Straight lines in the figure denote the op-
eration of data transfer. We use the solid lines without any arrows, so as not to clutter up the 
presented diagrams. 
Now it is easy to show that using the above method of  ) 2 2 ( × -bisymmetric matrix factor-
ization we can construct an efficient algorithm for multiplying the Dirac numbers. In such 
algorithm will be reduced by half the number of real multiplications compared with naive 
way to implementation of calculations. However, if we directly use an expansion (3) for 
each of the submatrices of matrix  16 B
(
, the number of real additions will increases dramati-
cally. In this case, the total value of computation complexity becomes even greater than in 
the case of naive method of computations. However, if we pay attention to the fact that the 
multiplication of the  ) 2 2 ( × -Hadamard matrix on the corresponding subvector (the fig. 1 is 
positioned before of multiplications) is a common operation for all submatrices disposed in 
a same vertical of matrix  16 B
(
, and a similar operation (in the fig.1, it follows by multiplica-An algorithm for multiplication of Dirac numbers  31 
tions) is a common operation for all submatrices disposed in a same horizontal of matrix 
16 B
(
, the number of real additions can be significantly reduced. Consider the synthesis of an 
efficient algorithm for multiplying the Dirac numbers in more detail. 
 
Figure 1. Data flow diagram of the rationalized algorithm for  ) 2 2 ( × -bisymmetric matrix-vector 
multiplication in according to (3) 
Let us first introduce some matrices 
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where  N I  is an identity  N N ×  matrix, signs „⊗” and „⊕ ” denote tensor product and direct 
sum of two matrices respectively and  M N× 1  is an integer matrix consisting of all 1s [17], 
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Using the above matrices and notations the computational procedure for calculating the 
Dirac numbers product can be written as follows:  
  1 16 16 16 16 128 128 128 16 16 16 1 16 × × × × = X P W P D A W P Y   (4) 
It is easy to see that the diagonal matrix  128 D  contains only 16 elements differing by its 
value. The remaining 112 elements coincide with these sixteen elements up to a sign. Let us 
create a column vector 
Τ
× = ] ,..., , [ 15 1 0 1 16 c c c C , consisting of the all 16 elements of matrix  128 D  
which possess different values. Then it is easy to see that the elements } { k c ,  15 ,..., 1 , 0 = k  can 
be calculated using the following vector–matrix procedure: 
1 16 2 8 1 16 ) (
2
1
× × ⊗ = B H I C , 
Τ
× = ] ,..., , [ 15 1 0 1 16 b b b B . 
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Figure 2. Data flow diagram for rationalized Dirac numbers multiplication algorithm in accordance 
with the procedure (4) An algorithm for multiplication of Dirac numbers  33 
Fig. 2 shows a data flow diagram representation of the rationalized algorithm for com-
putation of the Dirac numbers product and Fig. 3 shows a data flow diagram of the process 
for calculating the vector  1 16× C  elements. In Fig. 2, the points where lines converge denote 
summation. As follows from Fig. 3, calculation of elements of diagonal matrix  128 D  requires 
performing only trivial multiplications by the power of two. Such operations may be im-
plemented using convention arithmetic shift operations, which have simple realization and 
hence may be neglected during computational complexity estimation [13]. 
 
Figure 3. The data flow diagram describing the process of calculating elements of the vector  1 16× C . 
4. Evaluation of computational complexity 
We calculate how many real multiplications (excluding multiplications by power of two) 
and real additions are required for realization of the proposed algorithm, and compare it 
with the number of operations required for a direct evaluation of matrix–vector product in 
Eq. (2). As already mentioned the number of real multiplications required using the pro-
posed algorithm is 128. Thus using the proposed algorithm the number of real multiplica-
tions to calculate the Dirac number product is halved. The number of real additions required 
using our algorithm is 160. Therefore, the total number of arithmetic operations for pro-
posed algorithm is approximately 42% less than that of the direct evaluation. 
5. Conclusion 
In this paper, we have presented an original algorithm allowing to multiply the Dirac 
numbers with reduced both multiplicative and additive complexity. Furthermore, the total 
number of operations in our algorithm is almost two times less than the total number of op-
erations in the compared algorithm. Therefore, the proposed algorithm is better than the 
naive algorithm, both in terms of hardware implementation and in terms of its software im-
plementation on a conventional computer too. 
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