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Abstract 
 In a recent paper in this Journal, Dynarski (2008) used data from the 1-percent 2000 
Census Public Use Microdata Sample (PUMS) files to demonstrate that merit scholarship 
programs in Georgia and Arkansas increased the stock of college-educated individuals in those 
states.  This paper replicates the results in Dynarski (2008) but we also find important differences 
in the results between the 1-percent and 5-percent PUMS, especially for women. We also 
demonstrate that the author’s use of clustered standard errors, given the small number of clusters 
and only two policy changes, severely understates confidence intervals.  
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I. Introduction 
 
  Beginning in the early 1990s, several states introduced merit-based financial aid 
programs for students pursuing higher education within their state of residence.  These programs 
usually have three related goals.  First, they aim to increase access to higher education and 
incline some high achieving high school students to go to college who might not have been able 
to afford to do so otherwise.  Second, merit programs aim to encourage more students to go to 
college in-state.  Third, these merit programs aspire to increase the completion rate.  Several 
studies have examined the various effects of these merit aid programs, with much of the research 
focusing on Georgia’s HOPE Scholarship program.  Dynarski (2000; 2004) finds that the HOPE 
Scholarship increased the probability of enrollment for young people in Georgia.1  In a 
frequently cited paper in this Journal Dynarski (2008) examines microdata from the 2000 
Census and concludes that merit aid programs in Georgia and Arkansas have increased the share 
of young people who have obtained a college degree (either an associate’s or bachelor’s) by 
three percentage points.   
  This paper replicates Dynarski (2008) and explores the sensitivity of her results to using 
a different sample and different estimation procedures.  Several interesting results emerge.  First, 
coefficient estimates differ between the 2000 Census 1-percent Public Use Microdata Sample 
                                                 
1 Cornwell, Mustard, and Sridhar (2006) find that HOPE increased enrollment in Georgia 
postsecondary institutions by 5.9 percent, but that two-thirds of that effect is due to fewer college 
students leaving the state.  Their results suggest that HOPE had at best a small effect on young 
people attending college at all. Henry, Rubenstein, and Bugler (2004) compare “borderline” 
HOPE and non-HOPE recipients and find that the probability that HOPE recipients graduated 
within four years was 72 percent higher than non-HOPE recipients attending 4-year schools. 
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(PUMS) and the 5-percent PUMS.  Using the 1-percent PUMS with Dynarski’s estimation 
procedures (which are explained in detail in her article), we are able to replicate her results 
exactly.  However, when Dynarski’s estimation procedure is applied to the 5-percent PUMS, the 
coefficient estimates are considerably smaller.  The estimated effect of the state merit aid 
programs on degree completion is 0.0298 using the 1-percent PUMS, but falls to 0.0091 when 
the 5-percent PUMS is used.  Further analysis reveals that the differences across the samples are 
mostly concentrated among women.  Given that the 1-percent and 5-percent PUMS are drawn 
from the same underlying population, differences across the two samples are largely unexpected. 
Our second main result is that the statistical significance levels in Dynarski (2008) are 
greatly overstated because of her use of clustered standard errors with only two policy changes 
and with a small number of clusters.  Clustered standard errors are often an improvement over 
Ordinary Least Squares (OLS) standard errors in many applications because conventional OLS 
standard errors do not account for intra-cluster correlation and can be downwardly biased.  With 
clustered standard errors there is also the issue of at what level the data should be clustered, e.g., 
at the state level or the state-age level.  If there is correlation within states across ages, then 
clustering at the state level might be preferable for some applications.  However, clustered 
standard errors can also be substantially downwardly biased when the number of clusters is small 
(MacKinnon and White 1985; Bertrand, Duflo, and Mullainathan 2004) or the number of treated 
groups (e.g., policy changes) is small (Bell and McAffrey 2002; Abadie, Diamond, and 
Hainmueller 2010; Conley and Taber 2011).  This small sample bias for clustered standard errors 
is likely to be especially severe in difference-in-differences models with only a few policy 
changes (Conley and Taber 2011).  To obtain valid inferences, we follow two separate 
approaches for examining significance levels. First, we address the issue of the small number of 
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policy changes using the approach suggested by Conley and Taber (2011).  We then address the 
small number of clusters using the approach suggested by Cameron, Gelbach and Miller (2008).  
Using each of these methods, we find a statistically insignificant effect of merit programs on 
degree completion for both the 1-percent and 5-percent PUMS.  In other words, while the 
coefficient estimates are positive, we cannot be reasonably confident that the true effects are 
statistically different from zero. 
The paper proceeds as follows.  In the next section we briefly summarize Dynarski 
(2008).  In Section III we discuss our results using her procedures for the 1-percent and 5-percent 
PUMS.  In Sections IV and V we employ two alternative procedures for inferences suggested by 
Conley and Taber (2011) and by Cameron, Gelbach and Miller (2008), respectively.  Section VI 
further investigates differences between the census samples, and a final section concludes. 
 
II. Summary of Dynarski (2008) 
Arkansas and Georgia introduced large, broad-based merit-based student aid programs in 
1991 and 1993, respectively.2  Dynarski examines the effects of these two broad-based merit aid 
programs on degree completion using a treatment-comparison research design.  She treats the 
adoption of merit aid programs in Arkansas and in Georgia as natural experiments.  Students 
who finished high school in Arkansas and Georgia after the programs were adopted are 
considered the treatment group, while the comparison group consists of students in states that did 
not adopt merit programs during the period under study and students in Arkansas and Georgia 
who finished high school before the merit programs were implemented.   
                                                 
2 Dynarski (2008) provides a discussion of the two aid programs and the relevant literature.  
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As a practical matter, the Census microdata do not report when or in what state a student 
completes high school.  Since she does not know who received student aid, Dynarski uses a 
variable, denoted merit, that measures whether the student would have been exposed to a merit-
based aid program while in high school.  This variable is determined by place of birth, not place 
of residence at the time of the Census since a change in the percentage of the population with a 
college degree in a state could be due to migration of college graduates. Given that most students 
graduate high school at age 18, she assumes that high school graduation occurs at age 18, and 
thus defines the treatment group as persons who were either 1) born in Arkansas and age 27 or 
younger at the time of the Census or 2) born in Georgia and age 25 or younger at the time of the 
Census.  Dynarski notes that this assignment of the treatment status will cause measurement 
error and result in downwardly biased estimates of the effects of merit programs on degree 
completion.  The sample is then restricted to persons between the ages of 22 and 34 at the time of 
the 2000 Census, who were born in the United States and have non-imputed information for age, 
state of birth and education.  The sample also excludes persons born in Mississippi because 
Mississippi adopted a merit program in 1996 and is therefore not a legitimate control group. 
 yn aD arksi’s baseline empiric l model is represented as follows: 
(1) ௔௕ ൌ ߚ݉݁ݎ݅ݐ௔௕ ൅ ߜ௔ ൅ ߜ௕ ൅ ߝ௔ ,   ݕത ௕
where ݕത௔௕ is the share of persons of age ܽ born in state ܾ who have completed a college degree 
(either an associate’s or bachelor’s), ݉݁ݎ݅ݐ௔௕ is an indicator variable equal to one for the 
treatment group and zero otherwise, ߜ௔ and ߜ௕ are age and state of birth fixed effects, and ߝ௔௕ is 
an idiosyncratic error term.  If the model is correctly specified, then ߚ measures the effect of 
merit programs on degree completion.  Dynarski (2008) estimates equation (1) using Weighted 
Least Squares where age-state observations are weighted by the number of persons in the age by 
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state of birth cells and standard errors are clustered by state of birth.3  To estimate equation 1 she 
uses the 1-percent PUMS file from the 2000 Census of Population.  
In her baseline results Dynarski obtains a coefficient on the treatment dummy of 0.0298 with 
a standard error of 0.0040, implying that the merit-based aid programs had a positive and 
statistically significant effect on college degree attainment.  She runs several robustness checks, 
including the use of different sets of control variables, and obtains similar results, i.e., a 
coefficient of about 0.03 and a standard error of about 0.004.  
 
III. Replication of Dynarski’s Results 
 We first replicate Dynarski (2008) using the 1-percent PUMS, and then replicate her 
procedure using the 5-percent PUMS and five 1-percent subsamples created from the 5-percent 
PUMS.  These data were extracted from the IPUMS (Ruggles et al. 2008).  For the dependent 
variable, Dynarski focuses on the completion of an associate’s degree or higher, and we do so as 
well.  We also explore using bachelor’s degrees or higher as the dependent variable (not shown) 
and find qualitatively similar results.  Table 1 presents our replication results for the 1-percent 
PUMS, the 5-percent PUMS, and five 1-percent subsamples created from the 5-percent PUMS.  
The first column presents results for the total population, while the second and third columns 
present separate results for females and males.  The results for the 1-percent PUMS are presented 
first.  We obtain a coefficient estimate for the total population of 0.0298, which is exactly the 
same as in Dynarski’s baseline specification in Column (1) of her Table 3.  Estimating standard 
errors by clustering by state of birth yields a standard error of 0.0040, the same as in Dynarski 
                                                 
3 Dynarski, however, does not use person weights to construct the age by state of birth means. 
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(2008).  This results in a 95 percent confidence interval between 0.0223 and 0.0374 and implies 
a statistically significant effect of merit aid programs on degree completion. 
 When we replicate Dynarski’s procedure, but use the 5-percent PUMS, the coefficient 
estimate for the total population decreases considerably to 0.0091.  Clustering by state of birth 
produces a standard error of 0.0034, which gives a 95 percent confidence interval between 
0.0026 and 0.0157, i.e., the effect of merit programs on degree completion is still statistically 
different from zero using clustered standard errors.  However, the difference in the results 
between the two samples is a bit puzzling.  In fact, the difference in the coefficients is 
sufficiently large and the clustered standard errors are sufficiently small that we would reject the 
null hypothesis that the two samples produce the same merit program coefficient with a p-value 
less than 0.01.  Similarly, the 95 percent confidence intervals for the two estimates do not 
overlap when based on clustered standard errors. 
Given that the Census samples are drawn from the same underlying population, this 
difference in coefficients is unexpected.  However, there is likely a problem with using clustered 
standard errors to make inferences in this setting.  Inferences using clustered standard errors are 
based on the assumption of a large number of treatment groups.  However, clustered standard 
errors are considerably downwardly biased in difference-in-differences models that are based on 
a small number of policy changes (Conley and Taber 2011).  Thus, it is likely that the clustered 
standard errors are underestimated and lead to invalid inferences.  Furthermore, larger standard 
errors could help explain the differences in coefficient estimates for the different samples.  
Larger standard errors could mean that the differences across the samples are not statistically 
significant, and we would be less surprised to find moderately different coefficient estimates 
from different samples.   
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As further evidence that results might differ across samples, we explored dividing the 5- 
percent PUMS into five 1-percent subsamples using the PUMS subsample variable.  Both the 1-
percent and the 5-percent PUMS divide the population into 100 random subsamples numbered 
from 0 to 99 (U.S. Bureau of the Census 2003).  The 5-percent PUMS can, therefore, be divided 
into five 1-percent subsamples using this variable.  We follow Census recommendations and 
construct five 1-percent subsamples by grouping subsamples ending in 1 and 6, 2 and 7, 3 and 8, 
4 and 9, and 5 and 0 (p. 95).  We then estimate the effect of merit-aid programs on degree 
completion using the same procedure as Dynarski (2008) for each sample.  These results are also 
presented in Table 1.  For the first three constructed 1-percent subsamples, the estimated 
coefficients for the merit variable are very small and not statistically significant using clustered 
standard errors.  For the fourth and fifth constructed 1-percent subsamples, however, the 
coefficient estimates are 0.0222 and 0.0215, respectively, and are significant at the 5 percent 
level using clustered standard errors.  Again, these constructed samples are drawn from the same 
underlying population and should not give statistically significantly different results.  However, 
because clustered standard errors are likely underestimated, we should not use them for making 
inferences in this instance; we return to this in the next section.4   
                                                 
4 We also explored estimating simple bootstrap standard errors for a 1-percent sample by 
drawing 1000 random samples with replacement from the combined 1-percent and 5-percent 
PUMS, estimating the merit coefficient for each, and computing the standard error of the pseudo-
sample coefficients.  The resulting standard error for females was 0.0079, but this approach does 
not properly account for the small number of policy changes and may also lead to invalid 
inferences.   
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Dynarski (2008) also suggests that there are important differences by gender in the 
effects of merit programs on degree completion.  She finds that the effect for women is roughly 
twice as large as the effect for men.  We next estimate separate effects by gender for the various 
samples that we use.  An interesting result emerges in that most of the difference between the 1-
percent and 5-percent PUMS is due to females.  The merit coefficient for females is 0.0377 in 
the 1-percent PUMS, but only 0.0022 in the 5-percent PUMS.  This is an even bigger difference 
than for the total population.  For males, though, the merit coefficient estimates are only slightly 
different across the two samples at 0.0201 and 0.0157 for the 1-percent and 5-percent PUMS, 
respectively.  However, coefficient estimates differ across the five constructed 1-percent 
subsamples for both females and males.  The merit coefficients range from -0.0071 to 0.0167 for 
females and from -0.0050 to 0.0342 for males.  Importantly though, conventional clustered 
standard errors should not be used to determine if the differences across the samples are 
statistically significant.  In the next two sections we follow two approaches intended to provide 
correct inferences about the effects of merit programs on degree completion.  These approaches 
will also help us discern whether the differences across samples are significant. 
 
IV. Inferences Based on the Conley and Taber Procedure 
As an alternative to using clustered standard errors to make inferences, we first 
implement a procedure suggested by Conley and Taber (2011) using code available from 
Conley’s website.  The Conley-Taber procedure is especially useful in applications where there 
are a large number of control groups but only a small number of policy changes.  Their 
procedure can be used to estimate confidence intervals in difference-in-differences models based 
on the distribution of residuals across the control groups.  Monte Carlo analysis confirms that 
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their approach outperforms conventional clustering methods when the number of treatment 
groups is small and does no worse in more general settings.  They also illustrate their procedure 
using the effect of merit aid programs on college enrollment along the lines of Dynarski (2000; 
2004) and show that inferences based on their method differ from those based on conventional 
clustered standard errors.  We refer the reader to their paper for further details.   
We apply the Conley-Taber (CT) procedure to construct 95 percent confidence intervals 
for the effect of merit programs on degree completion.  These confidence intervals for each merit 
coefficient estimate are also reported in Table 1.  In clear contrast to the standard cluster 
confidence intervals, the CT confidence intervals include zero for all of the samples considered.  
In other words, the CT procedure suggests that the effect of the merit programs on degree 
completion is not significant at the 5 percent level.  The effects are also not significant at the 10 
percent level (not shown).  Furthermore, the CT confidence intervals for the 1-percent and 5-
percent PUMS have considerable overlap, suggesting that the differences between the 
coefficients are not statistically significant.  The same is true for the five 1-percent subsamples 
from the 5-percent PUMS.  These results hold for the total population as well as females and 
males separately.  This supports the earlier hypothesis that the use of typical clustered standard 
errors causes significance levels to be considerably overstated and results in invalid inferences. 
 
V. Inferences Using the Cameron, Gelbach and Miller Wild Cluster Bootstrap 
 To address the issue of making inferences based on clustered standard errors when the 
number of clusters is small, we next implement the wild cluster bootstrap-t procedure suggested 
by Cameron, Gelbach and Miller (2008).  Bootstrap methods compute significance levels by 
creating many pseudo-samples, estimating the model parameters for each pseudo-sample, and 
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then examining the distribution of the parameters across the various pseudo-samples.  The wild 
cluster bootstrap-t constructs pseudo-samples by holding the regressors constant while re-
sampling with replacement group-specific residuals to form new dependent variables.  The 
procedure also uses Rademacher weights of +1 and -1, each with a probability of 0.5.  This 
creates pseudo-samples with dependent variables created using randomly drawn residuals half 
the time and the negative of the randomly drawn residuals the other half of the time.  For each 
pseudo-sample, the dependent variable is then regressed on the explanatory variables.  
Significance levels are computed based on the number of times the pseudo-sample coefficients 
differ from the null hypothesis.  Cameron, Gelbach and Miller (2008) show using Monte Carlo 
simulations that tests based on the wild cluster bootstrap-t procedure have the appropriate size 
and provide valid inferences.  See their paper for further details. 
 Table 1 also reports p-values using the Cameron, Gelbach and Miller (CGM) wild cluster 
bootstrap-t procedure.  For all of the samples considered, the p-values are at least greater than 
0.10, suggesting that the effect of the merit programs on degree completion is not statistically 
significant at the 10 percent level.  In other words, we cannot be reasonably confident that merit-
aid programs have an effect on completion of at least an associate’s degree.  In results not 
shown, we also used the wild cluster bootstrap-t procedure to examine whether the differences in 
coefficients between the 1-percent and 5-percent PUMS are statistically significant.  The 
differences are insignificant at the 10 percent level for the total population and for females and 
males separately.  The CGM wild cluster bootstrap-t procedure thus provides inferences similar 
to the Conley-Taber procedure, but very different from using clustered standard errors.  
 
VI. Sample Means and Differences across Samples 
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 While the differences in the merit coefficients across samples are not statistically 
significant using the CT and CGM methods, the differences are still large in magnitude, 
especially for females, and seem to warrant further exploration of the data.  Table 2 presents 
sample means and standard errors for females ages 22-34 for several variables by state of birth 
for the 1-percent and 5-percent samples.5  The upper panel (A) reports means and standard errors 
constructed without using person weights, while the lower panel (B) does use person weights.  
There are often important differences between the weighted and un-weighted means.  While 
there is not agreement on this, many applied econometricians argue that when possible, 
researchers should use the person weights.  Dynarski (2008) does not use person weights and 
neither do our results in Table 1.  We also re-estimated our main results using the person weights 
to ensure that this is not the cause of the differences in the coefficients (Table 3).  The estimates 
change only slightly and the qualitative results are the same (i.e., smaller merit coefficients using 
the 5-percent PUMS than using the 1-percent PUMS, with most of the difference driven by 
females, but the differences are not statistically significant).   
The differences in means (both un-weighted and weighted) between the 1-percent and 5-
percent PUMS in Table 2 are often moderately large in magnitude for Arkansas, but are 
generally smaller for Georgia and for the rest of the U.S.  However, differences across samples 
are not statistically significant at conventional levels using a two-sample t-test except for the 
share of females that are non-white or Hispanic for the rest of the U.S., which is significant at the 
5 percent level.6  The significance here is an unexpected result and not easily explained.  It could 
                                                 
5 Standard errors equal the standard deviation divided by the square root of the sample size.  
Standard errors for the 5-percent PUMS are thus less than half that of the 1-percent PUMS. 
6 Most of this difference is attributable to differences in the share of females who are Black. 
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be due to sampling error (if we examine enough variables, we might expect roughly 5 percent of 
them to have differences significant at the 5 percent level) or perhaps non-sampling error.  Non-
sampling error might arise because the Census does confidentially scrubs in which they alter 
individual records in the public use data in order to prevent individuals from being identifiable 
(U.S. Bureau of the Census 2003).  For example, Alexander, Davern and Stevenson (2010) show 
that non-sampling error in the 2000 PUMS results in very inaccurate age-specific gender ratios 
for persons age 65 and older. 
We also calculate chi-square test statistics of whether the difference in means across the 
1-percent and 5-percent PUMS are jointly zero for all five variables for Arkansas and Georgia 
and all but the merit variable for the rest of the U.S.  None of the differences is statistically 
significant at the 5 percent level, but the differences for the rest of the U.S. are statistically 
significant at the 10 percent level. 
Table 4 presents sample means for females by state of birth separately for persons ages 
22-27 and 28-34 in Arkansas and the rest of the U.S. and ages 22-25 and 26-34 in Georgia and 
the rest of the U.S.  The younger groups in Arkansas and Georgia are the ones exposed to the 
merit programs and the older groups and the rest of the U.S. are the controls.  Again there are 
some differences between the un-weighted and weighted means, and some differences between 
the 1-percent and 5-percent PUMS.  For brevity, we focus on the differences in weighted means 
between the 1-percent and 5-percent PUMS.  The difference in the share of non-white or 
Hispanic is significant for the rest of the U.S. for ages 22-27 and ages 22-25, though we are 
again unsure why.  More importantly for our purposes, the differences in the shares with an 
associate’s degree or higher are significant for Arkansans ages 28-34 and for Georgians ages 22-
12 
 
25.  These differences are driving the differences in the merit coefficient between the 1-percent 
and 5-percent PUMS.  However, it is not clear which sample is “correct”.   
Table 4 also reports the chi-square test statistic for the age groups by state of birth.  The 
test reports that the differences in means across the 1-percent and 5-percent PUMS for Georgians 
ages 22-25 are jointly significantly at the 5 percent level.  Differences across the samples for all 
other groups in Table 4 are jointly insignificant except for the weighted means for the rest of the 
U.S. ages 22-27, which is significant at the 10 percent level.  Finally, Table 5 reports means for 
the five constructed 1-percent subsamples.  The chi-square test statistics report that the 
differences across the five 1-percent subsamples are not jointly statistically significant. 
 
VII. Conclusion 
 States spend a substantial amount of money on aid programs, both need-based and merit.  
For example, in FY 2009, Georgia made 223,389 HOPE Scholarship awards and spent nearly 
$400 million. But we know very little about the effects of aid programs, particularly regarding 
their effects on college completion.  Dynarski (2008) finds that the merit aid programs in 
Arkansas and Georgia increased college completion by about three percentage points.   
In this paper we revisit Dynarski’s results using a different data sample (the 5-percent 
PUMS file rather than the 1-percent file) and find much smaller effects.  Dynarski’s clustered 
standard errors are downwardly biased and lead to invalid inferences.  We use two alternative 
approaches for computing significance levels due to Conley and Taber (2011) and Cameron, 
Gelbach and Miller (2008).  Both procedures suggest statistically insignificant effects of merit 
programs on degree completion.  However, we do find some important differences between the 
1-percent and 5-percent PUMS that could be due to either sampling or non-sampling error.     
13 
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Table 1: OLS Estimates of the Effect of Merit Aid Programs on College Degree Attainment, 
Adults Aged 22-34, 2000 PUMS 
 
Coefficient Estimate on the Merit Aid Program Dummy Variable 
(Standard Cluster by State 95% Confidence Interval) 
{Conley and Taber 95% Confidence Interval} 
[Cameron, Gelbach and Miller Wild Cluster P-Value] 
Sample Total Population Females Only Males Only 
1% PUMS 0.0298 0.0377 0.0201 
(Replication of Dynarski 2008) (0.0223, 0.0374) (0.0270, 0.0485) (0.0053, 0.0349) 
{-0.0110, 0.0798} {-0.0317, 0.0925} {-0.0206, 0.0865} 
[p=0.168] [p=0.194] [p=0.222] 
5% PUMS 0.0091 0.0022 0.0157 
(0.0026, 0.0157) (-0.0057, 0.0102) (0.0096, 0.0218) 
{-0.0183, 0.0489} {-0.0205, 0.0435} {-0.0186, 0.0628} 
[p=0.216] [p=0.722] [p=0.178] 
5% Subsamples ending 1 & 6 -0.0034 -0.0014 -0.0050 
(-0.0095, 0.0026) (-0.0266, 0.0238) (-0.0298, 0.0198) 
{-0.0291, 0.0665} {-0.0379, 0.0747} {-0.0346, 0.0602} 
[p=0.764] [p=0.282] [p=0.866] 
5% Subsamples ending 2 & 7 0.0034 -0.0071 0.0114 
(-0.0026, 0.0093) (-0.0321, 0.0179) (-0.0133, 0.0360) 
{-0.0370,  0.0466} {-0.0475, 0.0380} {-0.0426, 0.0889} 
[p=0.224] [p=0.232] [p=0.198] 
5% Subsamples ending 3 & 8 0.0017 -0.0064 0.0123 
(-0.0139, 0.0173) (-0.0320, 0.0191) (-0.0130, 0.0376) 
{-0.0405, 0.0497} {-0.0453, 0.0377} {-0.0498, 0.0749} 
[p=0.942] [p=0.702] [p=0.286] 
5% Subsamples ending 4 & 9 0.0222 0.0167 0.0260 
(0.0054, 0.0390) (-0.0083, 0.0417) (0.0010, 0.0510) 
{-0.0171, 0.0946} {-0.0194, 0.0942} {-0.0227, 0.1100} 
[p=0.204] [p=0.594] [p=0.208] 
5% Subsamples ending 5 & 0 0.0215 0.0082 0.0342 
(0.0050, 0.0380) (-0.0170, 0.0333) (0.0089, 0.0595) 
{-0.0085, 0.0643} {-0.0406, 0.0425} {-0.0074, 0.0949} 
  [p=0.212] [p=0.208] [p=0.214] 
Notes: Degree completion is defined as an associate's or higher degree.  All models include age 
and state of birth fixed effects. 
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Table 2: Means and Standard Errors for Females by State of Birth, 1% and 5% Samples 
State of Birth: Arkansas Georgia Rest of U.S. 
  Mean St. Error Mean St. Error Mean St. Error
A. Un-weighted 
1% Sample  
Associate's Degree or Higher 0.2379 0.0096 0.2874 0.0061 0.3555 0.0011 
Bachelor's Degree or Higher 0.1776 0.0086 0.2166 0.0056 0.2662 0.0010 
Non-white or Hispanic 0.2318 0.0095 0.3577 0.0065 0.2507 0.0010 
Living in Birth State 0.6437 0.0108 0.7446 0.0059 0.6686 0.0011 
Merit 0.4372 0.0112 0.2921 0.0062 0.0000 0.0000 
5% Sample  
Associate's Degree or Higher 0.2544 0.0044 0.2816 0.0027 0.3567 0.0005 
Bachelor's Degree or Higher 0.1872 0.0039 0.2179 0.0025 0.2677 0.0005 
Non-white or Hispanic 0.2409 0.0043 0.3556 0.0029 0.2481** 0.0004 
Living in Birth State 0.6599 0.0047 0.7476 0.0027 0.6669 0.0005 
Merit 0.4571 0.0050 0.2898 0.0028 0.0000 0.0000 
Chi-square test statistic 9.04 4.26  
  
8.46  
Chi-square test p-value 0.107 0.513 0.076 
B. Weighted 
1% Sample 
Associate's Degree or Higher 0.2566 0.0115 0.3052 0.0071 0.3696 0.0012 
Bachelor's Degree or Higher 0.1954 0.0105 0.2337 0.0066 0.2819 0.0012 
Non-white or Hispanic 0.2576 0.0117 0.3597 0.0074 0.2664 0.0012 
Living in Birth State 0.6427 0.0125 0.7275 0.0069 0.6579 0.0012 
Merit 0.4609 0.0131 0.3004 0.0071 0.0000 0.0000 
5% Sample  
Associate's Degree or Higher 0.2699 0.0052 0.2997 0.0032 0.3706 0.0006 
Bachelor's Degree or Higher 0.2038 0.0047 0.2354 0.0029 0.2835 0.0005 
Non-white or Hispanic 0.2698 0.0053 0.3593 0.0033 0.2632** 0.0005 
Living in Birth State 0.6560 0.0055 0.7292 0.0031 0.6563 0.0005 
Merit 0.4690 0.0058 0.2983 0.0032 0.0000 0.0000 
Chi-square test statistic 4.04 2.95 8.23 
Chi-square test p-value 0.543 0.708 0.084 
Note: Chi-square statistic tests the hypothesis that differences in means across the 1-percent 
and 5-percent PUMS are zero for all five variables for Arkansas and Georgia and all but the 
merit variable for the rest of the U.S. The resulting chi-square statistic has five degrees of 
freedom for Arkansas and Georgia and four degrees for freedom for the rest of the U.S. 
**Difference between 1-percent and 5-percent PUMS is significant at the 5% level. 
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Table 3: Estimates for Merit Programs on Degree Attainment Using Person Weights,  
Adults Aged 22-34, 2000 PUMS  
Coefficient Estimate on the Merit Aid Program Dummy Variable  
(Standard Cluster by State 95% Confidence Interval) 
{Conley and Taber 95% Confidence Interval} 
[Cameron, Gelbach and Miller Wild Cluster P-Value]  
Sample Total Population Females Only Males Only 
1% PUMS 0.0343 0.0394 0.0286 
(0.0246, 0.0439) (0.0181, 0.0607) (0.0048, 0.0524) 
{-0.0087, 0.0850} {-0.0188, 0.0975} {-0.0214, 0.0868} 
[p=0.174] [p=0.182] [p=0.222] 
5% PUMS 0.0080 -0.0015 0.0173 
(-0.0006,  0.0166) (-0.0102, 0.0072) (0.0075, 0.0271) 
{-0.0245, 0.0419} {-0.0298, 0.0339} {-0.0247, 0.0647} 
  [p=0.230] [p=0.792] [p=0.206] 
Notes: Degree completion is defined as an associate's or higher degree.  All models include age 
and state of birth fixed effects and are weighted using the person weight variable. 
 
Table 4: Sample Means for Females by State of Birth and Age Group, 1% and 5% Samples 
State of Birth: Arkansas Rest of U.S. Georgia Rest of U.S. 
Ages: 22-27 28-34 22-27 28-34 22-25 26-34 22-25 26-34 
A. Un-weighted Means 
1% Sample  
Associate's Degree or Higher 0.226 0.247 0.324 0.379 0.267 0.296 0.302 0.377 
Bachelor's Degree or Higher 0.167 0.186 0.241 0.285 0.193 0.226 0.221 0.284 
Non-white or Hispanic 0.211 0.248 0.278 0.231 0.381 0.348 0.283 0.238 
Living in Birth State 0.647 0.641 0.690 0.652 0.756 0.740 0.698 0.657 
5% Sample  
Associate's Degree or Higher 0.228 0.276** 0.326 0.379 0.236*** 0.300 0.304 0.378 
Bachelor's Degree or Higher 0.165 0.206 0.243 0.286 0.178 0.234 0.223 0.285 
Non-white or Hispanic 0.238* 0.243 0.274** 0.229 0.373 0.348 0.279** 0.236** 
Living in Birth State 0.675 0.647 0.689 0.651 0.765 0.741 0.697 0.655 
Chi-square test statistic 6.18 4.41 6.40 3.14 9.54 1.66 4.60 5.11 
Chi-square test p-value 0.186 0.354 0.171 0.535 0.049 0.797 0.331 0.277 
B. Weighted Means                 
1% Sample  
Associate's Degree or Higher 0.246 0.265 0.339 0.394 0.288 0.313 0.317 0.392 
Bachelor's Degree or Higher 0.190 0.200 0.257 0.301 0.211 0.243 0.236 0.301 
Non-white or Hispanic 0.236 0.276 0.290 0.248 0.389 0.347 0.294 0.255 
Living in Birth State 0.655 0.632 0.680 0.641 0.744 0.721 0.689 0.645 
5% Sample  
Associate's Degree or Higher 0.243 0.294* 0.340 0.394 0.250*** 0.321 0.316 0.393 
Bachelor's Degree or Higher 0.180 0.225 0.259 0.302 0.193 0.254 0.238 0.302 
Non-white or Hispanic 0.266 0.273 0.286** 0.246 0.379 0.351 0.289** 0.252 
Living in Birth State 0.673 0.641 0.678 0.640 0.749 0.721 0.687 0.644 
Chi-square test statistic 3.78 3.45 8.50 1.73 9.76 1.79 6.74 3.78 
Chi-square test p-value 0.437 0.485 0.075 0.785 0.045 0.774 0.150 0.437 
Note: Chi-square statistic is to test the hypothesis that differences in means across the 1-percent and 5-percent PUMS are zero for 
all four variables.  The resulting chi-square statistic has four degrees of freedom. 
*Difference between 1- and 5-percent PUMS is significant at 10% level; **Significant at 5% level; ***Significant at 1% level. 
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Table 5: Un-weighted and Weighted Means for Females, Five 1% Subsamples 
State of Birth: Arkansas Georgia Rest of U.S. 
Weighted: No Yes No Yes No Yes 
5% Subsamples ending 1 & 6 
Associate's Degree or Higher 0.258 0.277 0.285 0.303 0.357 0.370 
Bachelor's Degree or Higher 0.188 0.202 0.223 0.241 0.268 0.283 
Non-white or Hispanic 0.266 0.296 0.362 0.370 0.249 0.265 
Living in Birth State 0.661 0.654 0.741 0.721 0.667 0.656 
Merit 0.452 0.465 0.293 0.298 0.000 0.000 
5% Subsamples ending 2 & 7 
Associate's Degree or Higher 0.251 0.278 0.285 0.306 0.356 0.371 
Bachelor's Degree or Higher 0.183 0.207 0.220 0.243 0.268 0.284 
Non-white or Hispanic 0.223 0.246 0.351 0.354 0.248 0.263 
Living in Birth State 0.647 0.639 0.749 0.734 0.667 0.656 
Merit 0.458 0.471 0.293 0.307 0.000 0.000 
5% Subsamples ending 3 & 8 
Associate's Degree or Higher 0.238 0.254 0.280 0.299 0.358 0.373 
Bachelor's Degree or Higher 0.170 0.187 0.217 0.233 0.269 0.286 
Non-white or Hispanic 0.229 0.259 0.356 0.354 0.246 0.261 
Living in Birth State 0.657 0.652 0.753 0.731 0.668 0.657 
Merit 0.452 0.457 0.282 0.291 0.000 0.000 
5% Subsamples ending 4 & 9 
Associate's Degree or Higher 0.263 0.272 0.272 0.291 0.357 0.370 
Bachelor's Degree or Higher 0.195 0.212 0.211 0.228 0.268 0.283 
Non-white or Hispanic 0.238 0.267 0.354 0.363 0.249 0.265 
Living in Birth State 0.673 0.673 0.744 0.729 0.666 0.656 
Merit 0.461 0.483 0.290 0.300 0.000 0.000 
5% Subsamples ending 5 & 0 
Associate's Degree or Higher 0.261 0.268 0.286 0.299 0.355 0.369 
Bachelor's Degree or Higher 0.200 0.211 0.219 0.231 0.266 0.282 
Non-white or Hispanic 0.250 0.283 0.355 0.356 0.247 0.262 
Living in Birth State 0.661 0.661 0.750 0.731 0.667 0.656 
Merit 0.461 0.467 0.290 0.295 0.000 0.000 
Chi-square test statistic 27.90 27.81 12.06 14.86 13.81 15.74 
Chi-square test p-value 0.111 0.114 0.914 0.784 0.613 0.471 
Note: Chi-square statistic is to test the hypothesis that differences in means across the 
subsamples are zero for all five variables for Arkansas and Georgia and all but the 
merit variable for the rest of the U.S.  The chi-square statistic has 20 degrees of 
freedom for Arkansas and Georgia and 16 degrees of freedom for the rest of the U.S. 
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