This paper develops Jellyfish, an algorithm for solving data-processing problems with matrix-valued decision variables regularized to have low rank. Particular examples of problems solvable by Jellyfish include matrix completion problems and least-squares problems regularized by the nuclear norm or γ 2 -norm. Jellyfish implements a projected incremental gradient method with a biased, random ordering of the increments. This biased ordering allows for a parallel implementation that admits a speed-up nearly proportional to the number of processors. On large-scale matrix completion tasks, Jellyfish is orders of magnitude more efficient than existing codes. For example, on the Netflix Prize data set, prior art computes rating predictions in approximately 4 hours, while Jellyfish solves the same problem in under 3 minutes on a 12 core workstation.
Introduction
Manipulating and processing large, incomplete data-matrices constitutes a large component of contemporary data analysis. Recent results in matrix completion have demonstrated that if the underlying data-matrix is low rank, then the missing entries can be inferred from a vanishingly small fraction of the entries [9, 32] . This body of work demonstrates that the low-rank matrix can be determined as the minimizer of a convex programming problem. These theoretical results have spawned a surge of interest in data-processing algorithms for solving the associated convex programs [8, 17, 23, 26, 39] , but none of these methods can currently operate on the scale of data commonly acquired by internet retailers and social networking websites. In response, we present Jellyfish, a parallel incremental gradient algorithm, which can solve problems with millions of rows and columns in minutes on commodity multicore technology.
For moderately sized matrix completion problems (less than 5000 columns), first-order methods based on convex programming are both fast and effective. However, these algorithms require computation of singular values at every iteration and become prohibitively expensive to run when the size of the matrices and number of observations grows beyond a few thousand. To scale to larger data sets, a different paradigm of algorithms is required. Recently, there have been a variety of techniques proposed to factor large scale matrices using incremental, non-convex heuristics [14, 21, 22, 33, 35] . These algorithms obviate the singular value decomposition by explicitly factoring the decision variable and use incremental gradient methods that operate upon very small batches of data at each iteration. Non-convex methods have been quite successful on real problems, including the Netflix Prize problem, and theoretical analyses suggest that these heuristics succeed in similar sampling regimes as their convex programming counterparts [18, 32] .
In this paper, we demonstrate how to implement high-dimensional matrix factorization heuristics in parallel using incremental gradient descent on multicore processors. In particular, using a specially biased ordering of the incremental gradients, we can achieve paralellization with no finegrained memory locking. This in turn results in speed-ups that are nearly linear in the number of processors assigned to the problem.
We describe the elements of our algorithm, Jellyfish, in Section 2 and describe the algorithm in full detail in Section 3. Here we also describe certain aspects of multicore technology that we can take full advantage of in our framework. For instance, we devote an entire core just to ordering and partitioning the problem data for each pass over the matrix. We demonstrate experimentally that our biased orders do not introduce any reduction in speed or accuracy over standard sampling schemes and show that we get nearly linear speed-up with the number of cores.
Our experiments demonstrate that on small-scale problems, Jellyfish is competitive with existing matrix completion algorithms in accuracy but is 5 to 20 times faster. On large-scale matrix completion tasks, Jellyfish is orders of magnitude more efficient than existing codes. We show that on a multicore workstation, we can solve for matrices with millions of rows and columns in under 18 minutes. On the Netflix Prize data set, Jellyfish solves the associated inference problem in under 3 minutes while prior art required hours.
Algorithmic Framework
We briefly review the mathematical foundations of our algorithmic approach. In Section 2.1, we begin by defining the main optimization problems we seek to solve, and describe several convex penalty functions that encourage low-rank matrix solutions. We proceed to show in Section 2.2 that these matrix regularizers can be implemented by explicitly factoring the decision variable into a product of two low-dimensional matrices. This factorization results in a dramatic reduction in the dimension of the search space. In Section 2.3, we then summarize the elements of the projected incremental gradient method which we will employ in the sequel to solve our factored matrix regularization problems.
Factorization norms and matrix regularizers
Our focus is on a particular class of optimization problems that have a separable cost and constraint structure. Our decision variable X will be a matrix with n r rows and n c columns. Without loss of generality, we will assume n r ≤ n c throughout. We consider problems of the form
Here Ω is a subset of {1, . . . , n r } × {1, . . . , n c } denoting pairs of entries to process. f ij will be a convex function of a scalar. For example, f ij could measure the squared distance from X ij to another scalar M ij , i.e., f ij (X ij ) = (X ij − M ij ) 2 .
P : R nr×nc → R will be a matrix regularizer which will control some measure of complexity of the matrix X. We will be particularly interested in matrix regularizers that promote low-rank decompositions, motivating our heuristic factorization of X. The first regularizer we will study is the nuclear norm
where σ k are the singular values of X. The nuclear norm (also known as the Schatten 1-norm, the Ky Fan 1-norm, and the trace-norm) forms the foundation for the work on matrix completion, and has been demonstrated to recover low-rank matrices from highly incomplete, noisy data in both theory and practice [9, 10, 15, 31, 32] . A particularly attractive feature of the nuclear norm is that it can be reformulated as a penalty over all possible factorizations of X:
where
is the Frobenius or Euclidean norm of A [32] . That is, the nuclear norm is equal to the minimum Frobenius norm factorization of X. This minimum is achieved by the singular value decomposition: if X = U ΣV * , then L = U Σ 1/2 and R = V Σ 1/2 achieve the minimum value of (2). A quick calculation reveals that the pair (L, R)
To see that no lower value is achievable requires an appeal to semidefinite programming and is proven in Recht et al [32] .
The other main regularizer of interest is the γ 2 -norm [16] (also known as the max-norm [22, 36, 37] ). Like the nuclear norm, the γ 2 -norm is defined as a minimization over all possible factorizations of X:
where · 2,∞ denotes the maximum-row-norm of a matrix:
To compute a factorization LR * which minimizes (3), one can solve the semidefinite program
and factor the optimizer using an eigenvalue decomposition. Such γ 2 -norm regularized problems appear in applications in collaborative filtering [37] , genetic networks [38] , and combinatorial optimization [1] . We can thus interpret both the nuclear norm and γ 2 -norm as penalties on the rows of factorizations of X. The nuclear norm penalizes the average squared Euclidean norm of the rows of L and R while the γ 2 -norm penalizes the maximum row-norm. The techniques we detail below can be generalized to any convex function of the row-norms of the factors of X.
Low rank approximations
The first approximation that we make is to assume the decision variable X has rank at most r. If this is the case then X can be written as LR * where L is n r × r, R is n c × r. This reformulation dramatically reduces the number of primal decision variables from n r n c to (n r + n c )r. With this reduction, we can store the entire decision variable in memory even if n r and n c are in the millions.
Using this explicit factorization, we can approximate the nuclear norm problem
with the optimization problem
and L i (resp. R j ) denotes the ith (resp. jth) row of L (resp. R).
Similarly, the γ 2 -norm constrained problem
is approximated by the factored problem
These factored optimization problems have fewer explicit decision variables than their counterparts in Section 2.1. However, the new formulations are nonconvex and potentially subject to stationary points that are not globally optimal. Fortunately, under relatively mild assumptions, one can show that the optimal values of (5) and (7) coincide with the optimal values of (4) and (6) respectively. For instance, Proposition 4 of Bach et al implies that if f ij in (4) are twice differentiable, and (L, R) is a local minimum of (5) where both L and R are rank deficient, then LR * is a global minima of (4) [2] .
More generally, using the analysis of Burer and Monteiro, all of the local minima of (5) and (7) are global solutions provided the f ij are quadratic and that r is chosen to be larger than the rank of the optimal solution of (4) and (6) respectively [7] . This follows because when the f ij are quadratic, both (4) and (6) can be written as semidefinite programming problems. Applying the factorizationheuristic of Burer and Monteiro to the associated semidefinite programs result in the optimization problems (5) and (7) (see [22, 32] for more details).
Projected incremental gradient methods
Shifting gears for a moment, consider a general optimization problem of the form
where the f i are differentiable and P is a convex extended-real valued function. P could be the indicator function of a set C,
P (x) might also be a regularization penalty such as a norm, total-variation, or negative entropy. Projected incremental gradient methods are a class of optimization algorithms ideally suited to solve (8) . These methods are summarized by the following iterative rule that describes how one produces the (k + 1)-th iterate, x (k+1) , given x (k) .
In this expression, η(k) is a subset of {1, . . . , N }, chosen at each iteration.
. α k is a positive step-size parameter. The function Π αP is given by the expression Π αP (x) = arg min
Π αP is called a proximal-point operator. When P is an indicator function, Π αP is simply the Euclidean projection onto C [34] . When P is the squared 2 -norm, Π αP (x) = (1+2α) −1 x. A variety of other functions P , including the 1 -norm, the nuclear norm, and the negative logarithm, have simple closed form expressions for Π αP [11] . These methods are called incremental because they minimize an objective function by examining an item or a small subset of items, modifying the model, and then fixing (projecting) the model to satisfy priors or constraints (e.g., norm constraints). In incremental methods, one tries to improve the cost function by following an approximate gradient constructed from a very small subset of the summands. When the functions n i=1 f i (x) and P (x) are both convex, the incremental projected gradient method is guaranteed to converge to a globally optimal solution [29] . Commonly, the set η is chosen by sampling a subset of a given size, but the method converges even if η k is chosen deterministically, although at a possibly slower rate [4, 24, 25, 27, 40] .
Many authors have proposed using projected subgradient methods on problems (5) and (7) [14, 21, 22, 35] . Indeed, one of the first publicly announced methods for attacking the Netflix Prize [14] . In what follows, we describe a novel sampling scheme for problems (5) and (7) that allow for dramatic speed-ups over this prior art.
Algorithm Description and Implementation Details
The basic operation of our algorithm is that of incremental projected gradient sampling one pair (i,j) from Ω at each iteration. We sample a term (i, j) according to some distribution and then apply step (9) . Our main contribution lies in exactly how we sample the entries. As we now describe, we choose a biased permutation of the set Ω which allows for massive parallelization of the gradient computations. In Section 4, we demonstrate that on large data sets, this bias introduces minimal loss in the convergence rate while enabling eleven-fold speed-ups on a twelve-core machine.
Elements of individual iterations
For (5), we write the problem as
where Ω i− = {j : (i, j) ∈ Ω} and Ω −j = {i : (i, j) ∈ Ω}|. That is, we weight penalty of L i by the number of terms involving the ith row of the decision variable and the penalty of R j by the number of terms involving the jth column of the decision variable. Under this reformulation, (10) is a of the form (8) with P = 0. In this case, step (9) with |η(k)| = 1 becomes
and all the other entries in L and R are unchanged. For (7), step (9) becomes
Again, all of the other rows of L and R are unchanged. Each of these iterations can be computed in time linear in r and the time it takes to compute the gradient of the univariate function f i k j k .
Epochs
Computing a solution to desired tolerance typically requires several passes over the data set. We call each of these passes an epoch. Classically, incremental gradient schemes are described as a twopart process: (1) given a data set, perform a with-replacement sample from that data set to obtain a single data item, and (2) take an (incremental) gradient step with respect to that data item. As we discussed in Section 2.3, part (1) of this procedure is unnecessary to guarantee convergence as any ordering of the elements of Ω will converge. On the other hand, with-replacement sampling currently admits the best provable convergence rates. In fact, the provable rates for without-replacement sampling are significantly slower: for example, Nedic and Bertsekas show that one cannot guarantee closer proximity to the optimal solution than after a full gradient step [28] . However, there are reasons to suspect that withoutreplacement sampling is actually better on large data sets [6] . One reason is related to the coupon collector phenomenon. Informally, the coupon collector phenomenon says that if there are a large number of data values, say N , then it will require on average N log N samples to simply see each data item once (collect each coupon). Obviously, in without replacement sampling, all of the items will have been touched after exactly N samples. On small data sets, this log N is discrepancy not an issue. However, on the Netflix Prize data set analyzed in our experiments log N ≈ 18. One can construct instances, where with-replacement sampling would need 18 times more passes over a similarly sized data set to reach the same convergence as a without-replacement sample. Estimating the discrepancy between with and without-replacement sampling is a long-standing problem in numerical optimization and machine learning [5, pg. 628] and is out of the scope of this paper. We defer such theoretical investigations to future work.
Parallelization via cyclic partitioning
We now describe our biased, without-replacement, sample ordering that allows us to parallelize stochastic gradient descent while obviating fine-grained locking. We describe our scheme, called cyclic partitioning, that achieves these goals.
Note that both of the basic iterations (11) and (12) act on very local portions of the matrix L and R. Indeed, if we knew in advance that we were going to first take a gradient of f i 1 j 1 and then of f i 2 j 2 , i 1 = i 2 , j 1 = j 2 , then we could calculate these two steps in parallel. Neither has any bearing on each other. More aggressively, if we were going to run a series of gradient steps from a set S 1 = {(i, j) : i ∈ I 1 , j ∈ J 1 } and S 2 {(i, j) : i ∈ I 2 , j ∈ J 2 } with I 1 ∩ I 2 = ∅ and J 1 ∩ J 2 = ∅, we could run these operations completely in parallel. This observation underlies our main contribution.
Suppose we have access to p parallel processors. First, Jellyfish generates a permutation the rows and columns of the matrix, i.e., generates two (random) permutations of integers: π row , a permutation on the row indexes, and π col , a permutation on the column indexes. We then partition Ω into p 2 sets C a,b for a, b = 1, . . . , p. Each C a,b is called a chunk. We define the contents of a chunk by the following rule. Given (i, j) ∈ Ω it is put in chunk C a,b where
This partitioning can be done using our without-replacement sampler: first select an element (i, j) from the remaining pool, then determine which chunk to assign it to. We say that two chunks C ab and C a b overlap if a = a or b = b . For example, C 11 overlaps C 12 but C 11 does not overlap C 22 . Our scheme groups non-overlapping chunks into rounds. Figure 1 shows an example: chunks in the same round are shaded in the same way.
For each round, Jellyfish processes each chunk in that round in a separate process. Finegrained locks are not needed on either L or R. Figure 1 illustrates the case p = 3. Suppose that two different processes both need to update the same row of L or R. From the update rule, this Algorithm 1 Given (L, R) and data a training set, update (L, R) using p partitions
for C a,b in Round[ ] in parallel do 6: for
apply (11) for the nuclear norm or (12) for the max norm to the (L, R) pair. end for 10: end for implies that there is a data item (i, j) in one chunk and there is a data item (i , j ) in a different chunk such that either i = i or j = j . This is contradiction: the chunks in a given round do not overlap. Thus, we are able to process all the chunks in a given round without fine-grained locking. Algorithm 1 summarizes the preceding discussion giving the execution of one epoch of the Jellyfish algorithm.
Permutations
As one can see, much of the effort of the computation is devoted to permuting and arranging the data. Such data arrangement gives rise to the lock-free parallelism that is fundamental to our approach. Consequently, to maximize the benefits of parallelism, it is imperative that the movement and permutation of the data also be as efficient as possible.
We keep two copies of the data necessary to compute the gradients of the f ij in memory. Our permutation of this data proceeds in two phases. First, the data set, row order, and column order is shuffled in place (the subroutine generate perms() in Algorithm 1). Next, the data is moved in its shuffled order into collocated parts of memory corresponding to the block partition defined by the row and column permutations. That is, the data is collected into the appropriate chunks, and the ordering inside these chunks is that of the global data set order assigned by the generate perms() subroutine. The data is only moved when it is put in the appropriate bucket for the next iteration. This is executed as permute data() in Algorithm 1.
Our permutations are implemented using the Knuth shuffle [19, pg. 145 ]. An entry is selected at random from {1, . . . , m} and is swapped with the first element in the list. Then an entry is selected at random from {2, . . . , m} and swapped with the second element in the list. Proceeding in this fashion, a uniform permutation is generated after a single pass over the indices. Importantly, this operator does not require a sort of any kind. This allows us to avoid use of excess random bits or superlinear time algorithms.
Pipeline data parallelism
A straightforward optimization is to overlap the gradient computations of the current epoch with the determinations of the row, column, and data permutations for the subsequent epoch. Suppose the data shuffling takes time s, and an epoch of gradient steps takes time G. In this case, one can see that executing m epochs sequentially (assuming linear speedup) on p processors takes m(G/p + s) since the shuffling and permutations cannot be partitioned per epoch.
In contrast, suppose we run an interleaved plan where we devote k processors to permuting the data and p − k to computing gradients. Each permutation thread operates on an independent copy of the data, and thus this will require a k-fold increase in memory. However, it can also result in a dramatic increase in speed.
Suppose, for instance, that the time to compute one epoch of gradient calculations, G/(p − k) is greater than s/k. In this case, the interleaved plan will require a total time of mG/(p − k) + s: we wait a total time s for the initial permutation, but then never wait for the permutation during the gradient computations. Hence, the interleaved plan has lower end-to-end time whenever
The optimal value for k can be computed automatically by running a few sample epochs, computing G and s empirically, and then solving a discrete optimization problem. In our experiments, we set k = 2 on a 12 core machine.
Choosing the rank
Our algorithm requires an estimate for the rank of the decision variable. This rank can be used as an algorithm parameter and tuned by the user. However, it is often times advantageous to have the rank selected automatically. For such an automatic rank selection, we use the following heuristic algorithm.
Ideally, we would like to guarantee that the optimal solution is a local minimum of our cost function. In particular, we would like to guarantee that the Hessian at the optimal solution is strictly positive definite. For an individual f ij , we have
The global Hessian is thus the sum of |Ω| rank one matrices plus a rank indefinite matrix. In order for the Hessian to have any chance of being full rank about the optimal solution, the sum of rank one matrices must be positive definite, and the number of summands thus must exceed r(n r + n c ). Using this intuition, Jellyfish begins with an initial guess of the rank to be r = |Ω| 3(nr+nc) . The additional factor of 3 is used to guaranteed a sufficient amount of redundancy in the data terms to encourage local strong convexity.
Jellyfish prunes this initial guess of the rank by running for a few epochs, and then estimating the singular values of the individual factors. If a significant gap in the singular values is detected, the rank is reduced and the algorithm is rerun from scratch with this smaller rank. We note that in our implementation, rather than computing an exact SVD of L and R, we sample 2r log r rows of L and compute the SVD of this considerably smaller matrix. This sampling scheme has been shown by many authors to provide high quality estimates of the true spectrum of the larger matrix (see, for example, [13] ). The main advantage of this approximate SVD is that it can be computed in time O(r 3 log(r)), which is nearly instantaneuous when compared to the other subroutines of Jellyfish.
Experiments
We first verify our most important conceptual claim: that our parallel incremental gradient algorithm can achieve state-of-the-art performance on large scale matrix factorization problems orders of magnitudes faster than existing techniques. We then validate our technical contributions using scalability, scale-up, and lesion studies.
Experimental setup: All experiments are run on an identical configuration: a dual Xeon X650 CPUs (6 cores each x 2 hyperthreading) machine with 24GB of RAM and a software RAID-0 over 4 2TB Seagate Constellation 7200RPM disks. The kernel is Linux 2.6.18-128. All experiments were run using a random seed generated by the machine clock, and experiments were repeated several times (as described below) to emphasize that there was little dependence on the random number generator.
Random low-rank matrices
In our first batch of experiments, we generated hundreds of different problem instances. We experimented with different sizes of matrices, different ranks, and different amounts of noise. For a fixed choice of the number of rows n r , number of columns n c , rank r, and noise level σ 2 , we generated a
R where Y L and Y R have i.i.d. Gaussian entries and are normalized so the average squared magnitude of M is 1.
A train set was generated by sampling βr(n r + n c − r) entries from M and adding noise with variance σ 2 . β is a parameter and chosen to be either 3, 5, or 10. These entries were provided to Jellyfish and used to fit the unknown low-rank matrix. The number of samples is chosen to be a multiple of the number of parameters in the hidden low-rank model, r(n r + n c − r). A test set was generated with 1% of the number of examples as in the training set and created without any additive noise. This set is used to validate that the algorithm does not overfit the train set and provides evidence that we correctly reconstruct M .
The goal of these experiments was to minimize the nuclear norm regularized problem
where Ω denotes the training set. On each instance ran Jellyfish for 40 epochs using the rank detection heuristic described in Section 3.6. We always dedicated 10 cores to gradient computations and 2 cores to permuting and organizing the data. We chose the gradient step-size to start at 0.1 and then reduced this step-size by a factor of 0.9 after each epoch. We found empirically that when we used our rank identification heuristic, Jellyfish was very insensitive to the choice of the regularization parameter µ. That is, we were able to achieve the same error on the validation set for all sufficiently small µ. See Figure 2 . We conjecture that this is because our explicit matrix factorization serves to regularize the problem by reducing the size of the parameter space. We emphasize that this insensitivity to the rank appears special to these random gaussian problems, and is not a general feature. Here, we report results with µ = 1e-5. The total CPU time and the root-mean-square error (RMSE) achieved on both the train and test sets were recorded at each epoch. The results are tabulated in the appendix, scanning 243 different instances.
We compared our Jellyfish implementation to the fastest freely distributed code that we could find NNLS [39] . While there are many codes for matrix completion, NNLS consistently Figure 2 : Sensitivity to µ in random matrix completion experiments. This is for a fixed sampling of a fixed 1000 × 5000, rank 10 matrix (β = 5, σ 2 = 10 −2 ). The same experiment was run 5 times for each value of µ. We plot the average test error here.
test RMSE
returns the fastest results most accurately (see [3] for a comparison of several different matrix completion codes). NNLS runs an implementation of Nesterov's accelerated method for composite gradient descent [30] . The code employs several heuristics to accelerate the individual iterations which use iterative singular value decompositions and implements a continuation scheme for the regularization parameter µ. NNLS was written in Matlab, and some of the functions are available as mex files to speed up processing time. Unfortunately, the mex version is somewhat unstable and frequently crashes. Though we have been in contact with the authors, we have not been able to get a consistent build of NNLS with mex optimizations at the time of this submission. Hence, we compare Jellyfish against the non-mex version of NNLS, compiled using Matlab's mcc compiler. 1 We plot performance profiles comparing NNLS and Jellyfish in Figure 3 [12] . Recall that a performance profile is an empirical cumulative distribution comparing some statistic α(s, i) indexed by a set of solvers (s) and a set of instances (i). For a fixed solver, s, the performance profile f s is given by f s (τ ) = |{i : α(s, i) < τ min s α(s, i)}| number of instances That is, how frequently is α less than τ times the minimum achievable value of the test statistic. We plot the profiles of train RMSE, test RMSE, and total computation time. Jellyfish is always faster than NNLS, and is up to 25 times faster even on these small problems. On over 86% of the instances, the Jellyfish returns either lower test RMSE than NNLS or at most a factor of 2 worse.
The discrepancy in the performance profiles for RMSE can be explained by four instances where Jellyfish yields test RMSE more than 10 times worse than NNLS. However, when we rerun all of these instances, the minimum training error is always better than NNLS. That is, Jellyfish converges to a local optimum in some instances, but the quality of this solution can always be improved by running with a different random seed. We demonstrate this phenomenon in Figure 4 . Since Jellyfish is always at least 5 times faster than NNLS, it makes sense to restart the computation if a suspiciously high RMSE is acquired. Moreover, such a restart is trivially parallelizable, as we can run from different starting points on completely different machines or on disjoint sets of cores. Note that the performance profiles are for only for very small problems (1000 rows). On larger problems, the speedups are far more dramatic. For instance, on a problem with 100K rows and 500K columns, NNLS takes 8 hours to complete, while Jellyfish takes a mere 3 minutes. Even with the mex optimization, NNLS will always be at least an order of magnitude slower than Jellyfish. We were even able to run Jellyfish on an instance with 1 million rows and columns, with rank 10 and β = 5. This instance required less than 18 minutes to run.
Dataset
Dim #Example Size 
Collaborative filtering experiments
Recommendation Tasks. We also tested our formulation at solving movie recommendation tasks on the Movielens (1M and 10M rating data sets) and Netflix Prize data sets. In these sets, tables indexed by movie id and user id are provided, and the goal is to infer the values in an unseen test set. The ratings are on an integer scale from 1 to 5. While it is not clear that matrix factorization is the only solution to this problem, several researchers have shown that this approach can yield high quality predictions [14, 21] . In our experiments, we test a γ 2 -norm formulation
with B = 1.5 and c set to be the mean of M ij on Ω. In Figure 6 , we plot on the x-axis the time during execution (in log scale) and the y-axis the current quality of the solution. We run all algorithms for a total of 20 epochs. The gradient stepsize is initialized at 5e-2 and is reduced by a factor of 0.8 after each epoch. The rank 30 is chosen throughout as it provides a nearly optimal test error on all data sets. The rank selection heuristic suggested in Section 3.6 did not provide an improvement over the fixed rank of 30. We compare against implementations in Matlab that we hand tuned to be as fast as possible and then compiled using mcc. This same Matlab code was used to perform the experiments in Lee et al [22] . Rather than using one example per incremental gradient step, this code uses randomly sampled batches of size 100, 000 to estimate the gradient of the least-squares costs and additionally implements a "momentum" parameter for over-relaxation. This method is referred to in the figures as ML-RBS (MatLab, Regularized, Batch Stochastic). We also compare against a straightforward implementation with only modest tuning called ML-PFS (Projected Fully Stochastic). Jellyfish is much faster than all competitor implementations. Figure 7(A) shows that the trend continues as we scale up to the larger Netflix data set. This suggests that the gap between our algorithms and the competitors will increase with the data set size.
Sampling and scheduling
We validate the technical details of contributions. Thread scaling . We validate our scheduling algorithms with a thread scale-up experiment. In Figure 7 (B), we force the scheduler to use the number of worker threads (i.e., threads running gradients) indicated on the x axis and measure the average time per single epoch for Jellyfish on MovieLens1M (reported on the y axis). We also verify that the worker threads do not wait on shuffling. Moving from left-to-right in the graph, we see that as we add threads, the running time decreases to a sweet spot around 11 threads. This downward trend verifies our claim that our approach to factored models provides a large improvement over the sequential approach (which is 1-thread on this graph). Recall that our experiment machine has 12 physical cores. Since we use 1 core for shuffling, this gives evidence that our scheduling algorithm of saturating the available cores can provide substantial improvement. Continuing after 11, the graph starts to trend upward indicating longer epochs (although the operating system reports 24 processors). If our scheduling algorithm were to use these processors, our performance would substantially degrade. This suggests that our performance is essentially data access bound (hyperthreading splits the caches between the two threads that operate on the same core). This experiment also confirms that it is worthwhile, if available, to dedicate a core to shuffling. If we do not use that core then each epoch is lengthened here on average by almost 0.1 seconds which is approximately 90% of an epoch. That is, a sequential shuffle would almost double the time of a single epoch (we separately confirmed this assertion).
Without-replacement sampling . We validate that without-replacement sampling allows faster rates of convergence (we describe this in theoretical detail in the next section). To verify this assertion, we run the Netflix data set in Jellyfish and force it to shuffle the data in three ways: (1) without-replacement at each epoch (WO), (2) with-replacement shuffling (WR), and (3) a deterministic order (No Shuffle). In the No Shuffle approach, since there is no need to shuffle data, we can and do use an additional core for computation. The other two approaches use 11 cores to compute the gradient and 1 core for shuffling using the appropriate shuffling algorithm. Figure 8(B) shows the running time (x-axis) versus the RMSE while (A) plots each epoch versus RMSE. We can see is that No Shuffle converges substantially slower than either random order in terms of epochs. Moreover, without-replacement shuffle converges notably faster per epoch. The reported runs above are averaged, but on every run, without-replacement sampling had a lower RMSE than with-replacement sampling on every epoch. We also observed that the shuffle phase for with-replacement shuffling took significantly more time than without-replacement shuffling (almost 20s to shuffle Netflix). This further justifies our decision to pursue without-replacement sampling.
Discussion and Open Questions
Our stochastic block partitioning scheme should have many applications to different model geometries that arise in data analysis. Our techniques could be applied to different matrix factorization techniques, such as the over-relaxation scheme proposed by Wen et al [41] . Another straightforward extension would be to data mining of low-rank tensors [20] where the block partitioning would be over high dimensional data cubes. We are also interested in adapting our code to enable near-real time updating of factor models under changing conditions. Such an adaptation could be useful in recommender systems where users are constantly updating their preferences and could also be extended to finding anomalies in network traffic behavior [3] .
The success of our stochastic parallelization heuristic also raises several interesting theoretical questions. A key insight that underlies our algorithm is that we can constrain the ordering of the steps in the incremental gradient method to yield parallelism. But, this begs a simpler (and far deeper) question: What effect does the ordering have on the convergence rate of the incremental gradient method? To answer this question, we first need to understand the discrepancy in convergence rate between with-and without-replacement sampling for incremental gradients (which, as mentioned above, is long-standing open problem in optimization [5, pg. 628] ). Certainly, withreplacement sampling may suffer from a coupon collector's penalty, i.e., with-replacement sampling may require a logarithmic factor more samples just to touch all of the summands in the objective function. When the number of terms is in the billions, the log factor is substantial and can lead to significant slow-downs. However without-replacement sampling is an empirically superior sampling regime even for small numbers of summands. Is there a straightforward analysis that can explain such a discrepancy? We believe an answer to such a question would provide a first step toward understanding how to trade quality and runtime performance in sampling for gradient methods. Figure 17 : 100000 × 1000000
