Abstract. Attribute Grammars (AGs) are a domain-specific language for functional and composable descriptions of tree traversals. Given such a description, it is not immediately clear how to state and prove properties of AGs formally. To meet this challenge, we apply dependent types to AGs. In a dependently typed AG, the type of an attribute may refer to values of attributes. The type of an attribute is an invariant, the value of an attribute a proof for that invariant. Additionally, when an AG is cycle-free, the composition of the attributes is logically consistent. We present a lightweight approach using a preprocessor in combination with the dependently typed language Agda.
Introduction
Functional programming languages are known to be convenient languages for implementing a compiler. As part of the compilation process, a compiler computes properties of Abstract Syntax Trees (ASTs), such as environments, types, error messages, and code. In functional programming, these syntax-directed computations are typically written as catamorphisms
1 . An algebra defines an inductive property in terms of each constructor of the AST, and a catamorphism applies the algebra to the AST. Catamorphisms thus play an important role in a functional implementation of a compiler.
Attribute Grammars (AGs) [3] are a domain-specific language for composable descriptions of catamorphisms. AGs facilitate the description of complex catamorphisms that typically occur in complex compiler implementations.
An AG extends a context-free grammar by associating attributes with nonterminals. Functional rules are associated with productions, and define values for the attributes that occur in the nonterminals of associated productions. As AGs are typically embedded in a host language, the rules are terms in the host language, which may additionally refer to attributes. Attributes can easily be composed to form more complex properties. An AG can be compiled to an eAEcient functional algorithm that computes the synthesized attributes of the root of the AST, given the root's inherited attributes.
It is not immediately clear how to formally specify and write proofs about programs implemented with AGs. Dependent types [1] provide a means to use types to encode 1 Catamorphisms are a generalization of folds to tree-like data structures. We consider catamorphisms from the perspective of algebraic data types in functional programming instead of the equivalent notion in terms of functors in category theory. A catamorphism cata (f 1 f n ) replaces each occurrence of a constructor c i of in a data structure with f i . The product (f 1 f n ) is called an algebra. An element f i of the algebra is called a semantic function.
properties with the expressiveness of (higher-order) intuitionistic propositional logic, and terms to encode proofs. Such programs are called correct by construction, because the program itself is a proof of its invariants. The goal of this paper is therefore to apply dependent types to AGs, in order to formally reason with AGs.
Vice versa, AGs also o«er benefits to dependently typed programming. Because of the Curry-Howard correspondence, dependently typed AGs are a domain-specific language to write structurally inductive proofs in a composable, aspect-oriented fashion; each attribute represents a separate aspect of the proof. Additionally, AGs alleviate the programmer from the tedious orchestration of multi-pass traversals over data structures, and ensure that the traversals are total: totality is required for dependently typed programs for reasons of logical consistency and termination of type checking. Hence, the combination of dependent types and AGs is mutually beneficial.
We make the following contributions in this paper:
-We present the language AG (Section 3), a light-weight approach to facilitate dependent types in AGs, and vice versa, AGs in the dependently typed language Agda. AG is an embedding in Agda via a preprocessor. In contrast to conventional AGs, we can encode invariants in terms of dependently typed attributes, and proofs as values for attributes. This expressiveness comes at a price: to be able to compile to a total Agda program, we restrict ourselves to the class of ordered AGs, and demand the definitions of attributes to be total. -We define a desugared version of AG programs (Section 4) and show how to translate them to plain Agda programs (Section 5). -Our approach supports a conditional attribution of nonterminals, so that we can give total definitions of what would otherwise be partially defined attributes (Section 6).
In Section 2, we introduce the notation used in this paper. However, we assume that the reader is both familiar with AGs (see [10] ) and dependently typed programming in Agda (see [7] ).
Preliminaries
In this warm-up section, we briefly touch upon the Agda and AG notation used throughout this paper. As an example, we implement the sum of a list of numbers with a catamorphism. We give two implementations: first one that uses plain Agda, then another using AG . This example does not yet use dependently typed attributes. These are introduced in the next section. In the following code snippet, the data type List represents a cons-list of natural numbers. The type T ¼ List is the type of the value we compute (a number), and A ¼ List is the type of an algebra for List. Such an algebra contains a semantic function for each constructor of List, which transforms a value of that constructor into the desired value (of type T ¼ List), assuming that the transformation has been recursively applied to the fields of the constructor. The catamorphism cata List performs the recursive application.
data List : Set where --represents a cons-list of natural numbers nil : List --constructor has no fields
