ABSTRACT Successive cancellation-based decoding algorithm and corresponding polarization theorems for polar codes over channels with deletions have been proposed recently. In that decoding algorithm, each node in the conventional successive cancellation decoding trellis is divided into many different scenarios according to different deletion patterns. The number of scenarios increases with the square of the number of deletion errors d which results in high decoding complexity. In this paper, to reduce the decoding complexity, we propose the scenario-simplified successive cancellation decoding algorithm for the polar codes over the deletion channel. In the proposed decoding algorithm, we use exact upper and lower bounds to identify the feasible scenarios of each node in the decoding trellis and avoid calculating the impossible scenarios. And by rearranging the scenario index table, the operations of calculating indices of scenarios can be simplified. We also investigate the joint-weight for each scenario. By setting a threshold τ to prune the scenarios with low joint-weight probabilities, the complexity can be reduced further. For polar codes of length N = 512 and d = 10, we can reduce 42.5% stored scenarios and 46.8% computed scenarios when τ = 10 −5 with a negligible performance loss.
I. INTRODUCTION
Polar codes, proposed by Arıkan [1] , are the first channel codes which can be proven to achieve the symmetric capacity of binary-input discrete memoryless channels with low decoding complexity. With successive cancellation list (SCL) decoder [2] , polar codes outperform many conventional channel coding scheme, e.g., Turbo codes [3] , LDPC codes [4] . Recently, polar codes have been adopted by 5G standard [5] . Since then, many researchers focus on the researches of application of polar codes in 5G, e.g., polar coded blind detection [6] - [9] .
Synchronization problems, usually caused by imperfect sampling devices, may lead to the losing of a few symbols or the insertion of some random symbols in the received sequence [10] . For example, in 5G standard, the peak data rate is up to 20 Gbit/s [11] . In this case, the perfect synchronization will become more and more difficult to achieve.
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We often call these types of error as deletion or insertion errors. Insertion or deletion errors also happen in other areas, especially in storage system, e.g., DNA storage [12] , cloud storage [13] and magnetic storage [14] . For DNA storage, the integrity of the data carried by DNA suffers from the DNA mutations, e.g., insertions or deletions of base pair. Since more errors may be introduced during DNA replication, the data will be entirely destroyed [12] . Synchronization errors also happen in cloud storage systems. For example, Dropbox needs to synchronize edited local copies, some words may be deleted or inserted by user, with the cloud backups [13] . For Magnetic storage, e.g., racetrack memory, which is an emerging non-volatile memory based on spintronics [15] , also suffers from synchronization errors. In racetrack memory, the read/write operation is completed by the shift current driving the domain wall to pass the read/write port. However, the insertion or deletion errors may happen due to unsuccessful shift of domain wall. The error rate is about 10 −4 ∼ 10 −5 [16] .
So far, there are numerous coding schemes used to correct deletion or insertion errors [17] [18] .The first codes designed to correct synchronization error is VarshamovTenengolts (VT) codes [19] , which were originally used to correct one asymmetric error. Levenshtein proved that VT codes are asymptotically optimal single synchronizationcorrecting codes. He also introduced the Levenshtein distance which became an important metric for many following algebraic coding schemes correcting synchronization errors [20] .
Recently, Srinivasavaradhan et al. [21] introduced maximum likelihood decoding for sequence reconstruction problem through multiple deletion channels. The proposed algorithm outperforms the majority voting method. WachterZeh [22] investigated the list decoding for synchronization errors in Levenshtein distance. The proposed decoder can return nearby codewords of a given sequence. The Johnsonlike upper bound of list size is derived. The list size is at most N d/2 , where N is the code length and d is the number of deletion errors. The proposed algorithm can also correct any constant number of insertion and deletion errors. Hanna and Rouayheb [23] constructed Guess & Check codes to correct d deletions with high probability. The decoding complexity is O(
, where k is the length of information bits. Guruswami and Li [24] showed that there is an explicit family of codes correcting deletion errors, which are encodable in time O(N ) and decodable with high probability in time O(N 2 ). Brakensiek et al. [25] proposed non-linear codes to correct deletion errors. The encoding and decoding can be performed in O d (N (log N ) 4 ) time, where O d means that the constant depend on d. Sok et al. [26] constructed lattice codes in Manhattan metric which can correct deletion and repetition errors when the number of consecutive deletion errors is below a predefined threshold.
Recently, Thomas et al. [27] proposed polar coding scheme for the binary erasure channel with deletions and corresponding ''list decoding''. In the so called ''list decoding'', we need to generate a candidate set including all possible vectors which generate the received sequence after deletion. Then we perform successive cancellation (SC) decoding for each candidate and find the valid information bits by cyclic redundancy check. The complexity of the proposed decoding algorithm is O (N d+1 log N ) . The complexity is too high even for small N and d. Then in [28] , the modified SC decoding algorithm for polar codes over deletion channel is proposed. The decoding complexity is O(d 2 N log N ). The proposed decoding algorithm still follows the SC decoding rule. The main idea of that proposed algorithm is that the repetitive computation of the nodes in the decoding trellis is ignored by jointly considering different scenarios of each nodes. The number of different scenarios of each node is at most (d + 1)(d + 2)/2. Furthermore, in [29] , polarization theorems for channels with deletions is proven based on the modified SC decoding algorithm [28] . The proposed decoding algorithm and theorems can be directly extended to additive noisy channel with deletion errors. However in practice, the complexity of the modified SC decoding algorithm is still too high even for mediate d and N . In this paper, we propose the scenario-simplified successive cancellation (SSSC) decoding of polar codes for channels with deletions. In the proposed algorithm, we use exact upper and lower bounds to avoid calculating impossible scenarios. Then we rearrange the order of stored scenarios. In the index table of scenarios, we firstly fix d 1 , then traverse all possible values of d 2 instead of firstly fixing d 2 [28] . In this way, we do not need to recalculate the scenario indices of some nodes. Furthermore, we also investigate the joint-weights of scenarios of each node. By pruning the scenarios with very low joint-weights, we can further reduce the memory requirement and computational complexity with almost no performance loss.
The rest of this paper is organized as follows. In section II, we present some preliminaries about polar codes, model of deletion channel and the modified SC decoding of polar codes over deletion channel. In section III, we firstly introduce the exact upper and lower bounds for feasible scenarios and the new index function. Then we propose the threshold method to prune the low joint-weight scenario to further reduce the complexity. Finally, we present the proposed algorithm in detail. In section IV, some simulation results are presented. In section V, we conclude this paper.
II. PRELIMINARIES A. POLAR CODES
The generator matrix of polar codes is G N = B N 1 0 1 1 ⊗n , where n ∈ Z and N = 2 n . B N is an N ×N permutation matrix and '⊗' denotes the Kronecker power. Let u N 1 = (u 1 , . . . , u N ) and u i be the uncoded sequence and the ith uncoded bit, respectively. x N 1 = u N 1 G N is defined as the codeword of polar codes, where x i is uniformly distributed over {0,1}. By channel polarization, we obtain N polarized bit-channels. We select the bit-channel with relatively lower Bhattacharyya parameter to carry the information bits.
B. CHANNEL WITH DELETIONS
The model of d-deletion channel is shown in Fig. 1 
C. MODIFIED SC DECODING OVER CHANNEL WITH DELETIONS
For polarization theorems over d-deletion channel, the bitchannel is defined as [29] :
which can be recursively calculated by [29, eq. (6) and (7)]:
and
In the modified SC decoding trellis, each node has many different scenarios according to different deletion patterns.
To explain it, let us forget the deletion channel and focus on the memoryless channel temporarily to define the notations we will use in the following part. Here we follow the notations in [2] which used λ, φ, β to locate the node in the trellis. Let λ, φ, β be the layer, phase and branch, respectively, where 0 ≤ λ ≤ n, 0 ≤ φ < 2 λ and 0 ≤ β < 2 n−λ . Then the node v <φ,β> λ is defined as the βth node in the φth phase of the λth layer. In SC decoding, the coded bits corresponding to v <φ,β> λ are x
, which means that the corresponding channel outputs of x (β+1)2 λ β2 λ +1 are involved in the calculation of v <φ,β> λ during decoding. Here, the ''calculation of node v <φ,β> λ '' means that we calculate the likelihood information of v <φ,β> λ . The ''store of node v <φ,β> λ '' means that we store the likelihood of node v <φ,β> λ in memory since we will invoke it during decoding. We can divide the codeword x N 1 into three parts:
. The length of these three parts are
respectively. For example, the decoding trellis of polar codes of length 4 over memoryless channel is shown in Fig. 2 . Here we useỹ 4 1 to denote the outputs of memoryless channel when inputs are x 4 1 . The outputs of the decoder areû 4 1 . There are three layers in the trellis. Node v <0,0> 1 is the β = 0th branch of the φ = 0th phase of the λ = 1th layer. The coded bits corresponding to node v <0,0> 1 are x 2 1 . For v <0,0> 1 , we have 
, respectively. We have [28] :
When we want to calculate v <φ,β> λ , the corresponding outputs of x (β+1)2 λ β2 λ +1 are needed. However, for deletion channel, the received symbols corresponding to x
In this case, we can only determine the corresponding outputs after we fix
. For simplicity, we define a node with a specific deletion pattern as a scenario of this node. Then we can define v . For each scenario of node v <φ,β> λ , we can calculate a pair of likelihood information.
For each node, the number of the scenarios is at most (d + 1)(d + 2)/2. During decoding, we need to calculate and store the likelihood information for all scenarios of nodes. For simplicity, in the following part, when we say ''calculate or store a scenario'', we mean that we calculate or store the likelihood information of this scenario. [28] . All scenarios of v <φ,β> λ are listed. The underlying channel is d -deletion channel.
All scenarios of node v <φ,β> λ are listed in Table 1 . In Table 1 , d 2 is fixed firstly and then d 1 is traversed according to (4) .
The index of the tth scenario is [28] :
which is used as the index function when the algorithm is implemented. Then the total number of stored scenario is
III. SCENARIO-SIMPLIFIED SC DECODING OVER DELETION CHANNEL A. THE IMPOSSIBLE SCENARIOS OF NODES
Note that not all scenarios listed in Table 1 are feasible for each node in the decoding trellis. Let us use a simple example to explain it. Assume that N = 4, d = 1, according to the Table 1 , there will be three scenarios for node v <0,0> 1 which is listed in Table 2 . And the second scenario is v
. However, this scenario is impossible. Since for v <0,0> 1 , the corresponding coded bits are x 2 1 and we cannot have d 1 = 1 deletion errors before x 1 since x 1 is the first bit we transmit. In this case, y 0 is meaningless. Therefore, v
is an impossible scenario for v <0,0> 1 .
In this case, it will involve a lot of unnecessary computational complexity and storage requirements during decoding if we use Table 1 and index function (8) to implement the algorithm. We need to derive the exact bound to limit the variation range of d 1 and d 2 in order to avoid impossible scenarios. 
B. THE EXACT UPPER AND LOWER BOUNDS OF SCENARIOS
For each node in the trellis, a specific scenario can be deter-
By (4), we can determine the scenario by fixing any two of these three parameters. In [28] According to (4), we have:
By setting d 2 = 0, d 3 = 0, we have:
Then combining (5) (9) and (10), we have:
After d 1 is fixed, we need to determine the range of d 2 .
According to (4), we have:
By setting d 3 = 0, we get the upper bound of d 2 :
Then combining (6) (12) and (13), we have:
After fixing d 1 and d 2 , a specific scenario of node can be determined.
C. THE NEW INDEX FUNCTION
In this subsection, we firstly introduce the new index function and then show the reason that why we fix d 1 firstly instead of d 2 .
Let us consider the index of scenario of node v <φ,β> λ . Considering (11) (14), the index t of v
can be calculated VOLUME 7, 2019 FIGURE 3. During recursion, the corresponding coded bits of nup is divided into two parts. The first half is the corresponding bits of nlo1 and the second half is the corresponding bits of nlo2.
by: (15) where
In the trellis of SC decoding, when we calculate the node at upper level, two adjacent nodes in the same phase at lower level are invoked. For example, when we calculate node v <φ,β> λ at level λ, two adjacent nodes v <ϕ,2β> λ−1 and v <ϕ,2β+1> λ−1 at level λ − 1 are invoked, where ϕ = φ/2 . The coded bits corresponding to v <φ,β> λ are x For simplicity, we use nup, nlo1, nlo2 to denote v <φ,β> λ , v <ϕ,2β> λ−1 and v <ϕ,2β+1> λ−1 , respectively. During recursion, the decomposition of the corresponding coded bits of nup is shown in Fig. 3 and the decomposition of a specific scenario of nup is shown in Fig. 4 , respectively. Then we have:
Note that different from Table 1 , in Fig. 4 we firstly fix d 1 and then vary d 2 . In this case, after fixing a specific scenario of node nup, the scenarios of nlo1 which will be invoked are placed in ascending order. Then we do not need to recalculate the scenario index of nlo1.
For nlo2, the scenarios we want to invoke are not placed in order. therefore, we need to calculate the index of specific scenario of nlo2 by (15) every time when we want to invoke it.
D. THRESHOLD-BASED PRUNING OF SCENARIO
Note that (2) (3) can be considered as weighted summation formula. For the tth factor, the tth weight is:
where t = 0, . . . , d. For weighted summation formula, an intuitive method to reduce the computational complexity is to ignore the factor with lower weight when we perform summation. Furthermore, since the factors in (2) (3) are also needed to be calculated recursively. If we ignore the low-weight factor, we also do not need to calculate it. Then the computational complexity can be further reduced. In this paper, we focus on the reduction of calculation of low-weight factors.
However, the above idea cannot be applied on (2) (3) directly. Since when we calculate different scenarios of a specific upper node, the same scenario of the lower node . y ∅ is an null symbol. P(y ∅ |x i ) means that x i is deleted given a specific deletion pattern.
invoked may be assigned with different weights. For example, in Fig. 5 , we show a part of decoding trellis of the proposed algorithm when N = 4, d = 1. And this part corresponds to the red-line part shown in Fig. 2 when the underlying channel is 1-deletion channel. Obviously, nup, nlo1 and nlo2 correspond to node v <0,0> 1 , v <0,0> 0 and v <0,1> 0 , respectively. Let nup 1 and nup 2 be two scenarios of node nup. Similarly, we define nlo1 1 , nlo1 2 for node nlo1 and nlo2 1 , nlo2 2 , nlo2 3 for node nlo2. The red lines show that when we calculate nup 1 , the weight we assign to nlo1 1 is 1. But when we calculate nup 2 , the weight we assign to nlo1 1 is 1/2. Therefore, if we stipulate that the calculation of the factor whose weight is equal or lower than 1/2 is ignored, we still need to calculate nlo1 1 , because one of its weights is 1. In this case, the computational complexity cannot be reduced. Therefore, all weights assigned to a scenario should be jointly considered when we decide that whether or not the calculation of this scenario can be ignored.
The joint-weight of a specific scenario should be considered. When we calculate the joint-weight of the scenario v
, we should also consider the weights of scenarios of nodes which are linked with v <d 1 ,d 2 > <φ,β> λ in the (λ + 1), . . . , (n − 1)-th layers. Since when we calculate those scenarios, v
is invoked. Here we do not consider the node in the n-th layer, since n-th layer is the left-most layer and the nodes in this layer will not be invoked by other layers.
For example, in Fig. 5 , when we want to calculate the jointweight of nlo1 1 , we should also consider the weights assigned to nup 1 and nup 2 . Assume that the weights of nup 1 and nup 2 are w nup 1 and w nup 2 , respectively. Then the joint-weight of nlo1 1 is:
For v
, the joint-weight can be calculated by:
where q i and t i satisfy: (25) is derived. t i should be less than q i and 2 n−i . Then similar with (11), we can derive (26) .
In (21), by the summation over all t 1 , . . . , t n−λ which satisfy (22)- (26), the joint-weight J w (v
Although the above formulations look very complicated, by generalized Vandermonde's identity [30] , (21) can be transformed into:
where d 1 , d 2 , d 3 satisfy the constrains (4) (11) (14) . Note that according to (27) , the joint-weight of v
is equal to the occurring probability of v
. This is reasonable since the essence of joint-weight is to calculate margin distribution of v
which is equal to the occurring probability. So we can also call J w (v d varies from 8 to 10. We can find that as d increases, the number of scenarios with low occurring probabilities grows rapidly.
In this case, we do not need to calculate this kind of scenario since the occurring probability is too low. We can directly ignore the calculation of this kind of scenarios with almost no performance loss. During decoding, we can set a threshold τ . If P(v
) is less than τ , then we do not calculate it.
E. THE IMPLEMENTATION OF THE PROPOSED ALGORITHM
The proposed algorithm are stated in Alg. 1 -Alg. 8 in detail. The main improvements are Alg. 1, 4, 5 and 7. Note that, Alg. 3, 6 and 8 are almost the same with [28] . But for integrity, we still present the whole algorithm here.
In Alg. 1, we calculate the joint-weights for all possible scenarios of nodes in the λ = 0, . . . , (n−1)-th layer. We store the results in the joint-weight matrix J . Note that the phase φ is not involved in the calculation of J w (v 
where φ 1 , φ 2 ∈ [0, 2 λ ). Therefore, for each layer in the trellis, we only need to calculate the joint-weights for the scenarios of the nodes in the first phase. Then the results can be shared with other phases. In Alg. 2, we present the main loop of the proposed algorithm. Firstly we initialize the partial-sum matrix B and the probability matrix P by y N −d 1 in line 2-21. Then in line 22-35, we decode the information bits sequentially.
Following with the original structure of SC decoding trellis, Alg. 3 is used to recursively calculate the nodes in the decoding trellis. But here, we invoke UpdataePfnode (Alg. 4) or UpdataePgnode (Alg. 5) to calculate the likelihood information for all possible scenarios of each node. 
5:
i = 0;
8:
10:
; 13: i + +;
14:
end for 15: end for 16: end for 17: end for 18: Output joint-weight matrix J In Alg. 4 and Alg. 5, we apply the proposed exact upper and lower bounds (11) (14) t is the index of scenario of nup we are computing. And t nlo1 , t nlo2 are the indices of scenarios of nlo1, nlo2 we need to invoke during the calculation of the tth scenario of nup, respectively. In the line 5 of Alg. 4 and Alg. 5, we firstly fix d 1 and then traverse d 2 as it is shown in line 8. Here we do not need to calculate t any more and we only need to calculate t nlo1 one time after fixing d 1 , d 2 . But we have to calculate t nlo2 every time we invoke the scenario of nlo2. In the line 9 of Alg. 4 and Alg. 5, we judge that if the occurring probability of scenario we are calculating is larger than the preset threshold τ . If not, we directly set the likelihood information of this scenario as 0. In this case, the calculation of this scenario can be reduced. Alg. 6 is used to calculate the weight for each factor in (2) (3). Alg. 7 is used to calculate the index of the scenario we want to invoke according to (15) . The same with original SC decoding, Alg. 8 is used to update the partial-sum matrix B recursively.
F. COMPLEXITY ANALYSIS
In Alg. 1, for each node, the number of scenarios is at most (d + 1)(d + 2)/2. The total number of nodes in the first phase of 0, . . . , (n − 1)-th layer is 2N − 2. Therefore, the computational complexity of the joint-weights is O(d 2 N ) .
Note that, since J w (v 
else 15 :
16:
end if 18: j + +; advance and store it in memory to avoid the real-time computation. In Alg. 2-8, since the proposed algorithm still follows the basic structure of conventional SC decoding, the asymptotic complexity is still O (d 2 N log N ) , which is the same with [28] . However, in the next section, we can find that when N and d are finite, the decoding complexity of the proposed algorithm is much lower than [28] .
IV. SIMULATION RESULTS
In this section, we show some simulation results. The underlying channel used here is noisy deletion channel which 
if φ mod 2 = 0 then 11:
12:
14:
end if 16 : end for
d 2 _nlo1_ min = max(d 2 − N 2 /2, 0); 11:
12: end if 24: t + +; 25: end for 26: end for can be considered as the cascade between an additive white Gaussian noise channel and a d-deletion channel. The polar codes are constructed by Monte-Carlo method [28] . The VOLUME 7, 2019
14: 47.2% compared with [28] . Note that the percent of reduced scenarios grows when we fix N and increase d or fix d and decrease N . This is because in this case, restrictions (11) (14) are activated more frequently.
In Table 4 , 1 we compare the number of computed scenario in [28] and the proposed method with different τ . The corresponding block error ratio (BLER) performances are shown in Fig. 7 -10 , where the code rate is 0.5. When we set τ as 0, the performance of the proposed SSSC decoding is the same with [28] . As we increase the threshold τ , the number of computed scenarios decreases. Meanwhile, the performance will be degraded as τ increases since more and more factors in the weighted summation formulas (2) (3) are ignored. In Fig. 7 -10 , by simulations, we find that if we set τ as 10 −5 , the performance is almost unchanged. In this case, as it is shown in the last row of Table 4 , the computational complexity can be reduced up to 46.8% when N = 512, d = 10. Note that compared with mediate SNR range, the curves fall slower in the high SNR range since the underlying channel involves two types of noises: additive noise and deletion error. Therefore, an error floor-like phenomenon will appear in high SNR range because of the fixed deletion errors. The blue lines, in Fig. 7 -10 , show the performances when there are only d deletion errors in the underlying channel. These lines can be considered as the performance lower bound when underlying channel is noisy d-deletion channel.
In Fig. 11 , we compare the proposed SSSC decoding with the method proposed by Thomas [27] . The underlying channel is binary erasure channel (BEC) with 1 deletion error which can be considered as the cascade between a BEC with a 1-deletion channel. The erasure probability is 0.3. The code rates R are 0.5, 0.55, 0.6. The code length is N = 2 n , where n = 6, . . . , 11. We can find that even though we set the threshold τ as 0, Thomas's algorithm still outperforms our algorithm in almost all code-length range. However, just like we mentioned in Section I, the decoding complexity of Thomas's algorithm is much higher than our algorithm. For example, when N = 2048 and d = 1, Thomas's algorithm need to perform SC decoding on almost all N d = 2048 candidates and use CRC to check the correct path. Therefore, when d > 1, the Thomas's algorithm is not practical but the proposed algorithm still works well because of the low complexity.
V. CONCLUSION AND FUTURE WORK
In this paper, a scenario-simplified successive cancellation decoding algorithm is proposed. In the proposed algorithm, VOLUME 7, 2019 redundant scenarios are deleted by the proposed upper and lower bounds. Furthermore, we calculate the joint-weights of scenarios and use a threshold to prune the scenarios which happen with very low joint-weight. The simulation results show that the number of scenarios we need to calculate and store can be reduced significantly which means that the decoding complexity and memory requirements are reduced. Meanwhile the performance only suffers from negligible loss. Since in SSSC decoding, the basic structure of SC decoding is reserved, almost all simplified methods of conventional SC decoding can be used in the proposed SSSC decoding to further reduce the complexity, e.g., fast-simplified SC decoding [31] - [33] . Furthermore, the relation between the threshold τ and the N , d is also deserved to be investigated in the future.
