Dense Rydberg gases are out-of-equilibrium systems where strong density-density interactions give rise to effective kinetic constraints. They cause dynamic arrest associated with highly-constrained many-body configurations, leading to slow relaxation and glassy behavior. Multi-component Rydberg gases feature additional long-range interactions such as excitation-exchange. These are analogous to particle swaps used to artificially accelerate relaxation in simulations of atomistic models of classical glass formers. In Rydberg gases, however, swaps are real physical processes, which provide dynamical shortcuts to relaxation. They permit the accelerated approach to stationarity in experiment and at the same time have a strong impact on the structure of the non-equilibrium stationary state. In particular their interplay with radiative decay processes amplifies irreversibility of the dynamics, an effect which we quantify via the entropy production at stationarity. Our work highlights an intriguing analogy between real dynamical processes in Rydberg gases and artificial dynamics underlying advanced Monte Carlo methods. Moreover, it delivers a quantitative characterization of the dramatic effect swaps have on the structure and dynamics of their stationary state. arXiv:1812.02819v1 [cond-mat.stat-mech] 
Introduction -Glasses are out of equilibrium systems typically produced by lowering the temperature of a liquid until the relaxation time exceeds experimentally accessible time scales [1] [2] [3] . Close to the glass transition, the physics is different from that of a high-temperature fluid, displaying dynamic heterogeneity (i.e. the coexistence of space-time regions with remarkably different time scales) arising from effective kinetic constraints [4, 5] . What makes the dynamics interesting, however, renders the simulation of glassy fluids challenging, as the computational equilibration times also increase dramatically. A method to reduce these times in Monte Carlo simulations is to artificially introduce swaps between particles of different species. This approach was proposed in Ref. [6] , and later refined in e.g. Refs. [7, 8] . It enabled the numerical equilibratation of strongly arrested systems [9] , giving insights into length scales characterizing glassiness at low temperatures [10, 11] , the jamming transition at high densities [12] or the configurational entropy of deeply supercooled states [13] .
In the domain of cold atomic gases Rydberg atoms have emerged as a platform [14] [15] [16] for studying collective dynamical behavior [17] [18] [19] [20] [21] [22] which is closely linked to that of glasses [23] [24] [25] . The physics of interacting Rydberg atoms is governed by blockade effects [26, 27] reminiscent of the excluded volume interactions underlying the dynamics of glass-forming liquids and jammed systems of hard objects [1, 2, 28] . Also, in both Rydberg gases [29] and glassy soft-matter models [30] [31] [32] [33] dynamical phase transitions have shown to be at the heart of the observed collective dynamical effects.
In this work we investigate the role of excitations swaps in the relaxation dynamics and the emerging stationary state of Rydberg gases. Swaps are caused by resonant dipole-dipole interactions [15, 34] which effectuate state exchanges over long distances. This is strongly reminiscent of the above-mentioned advanced Monte Carlo approaches in which particle swaps accelerate the approach of highly arrested systems to stationarity. In Rydberg gases swaps are physical and their strength and range can be controlled. We show that their inclusion indeed shortens the characteristic timescales by several orders of magnitude, which allows to experimentally introduce shortcuts to relaxation. We also show that swaps drive the system further away from equilibrium conditions, in particular in conjunction with radiative decay processes. We quantify the resulting irreversibility of the dynamics via the entropy production. We outline how this quantity may be experimentally accessed and deduce the presence of an irreversibility bound for large swap rate.
System -We consider a system of N atoms. The ground state |0 of each atom is resonantly coupled by a laser field to the Rydberg states |1 , |2 , . . . , |p , see Fig 1 (a) for an illustration of the p = 2 case. The Hamiltonian is H = H 0 + H 1 includes the densitydensity interactions in H 0 and the exchange interactions and the driving in H 1 . Atoms in the Rydberg states |s and |s at positions r k and r l interact through a power-law potential V ss kl = C ss α /|r k − r l | α (we denote intra-level interactions by V s kl instead of V ss kl ). We thus have H 0 = The impact of excitation swaps on the dynamics of Rydberg gases. (a) Illustration of an excitation swap in a 2D Rydberg gas (above), and list of relevant processes (below): (i) (de-)excitations, (ii) swaps, and (iii) decay. (b) Representative trajectory of a chain of N = 20 atoms for R = 4 and Rc = 1 with exchange interactions, U = 1 (without decay, κ = 0). Colors indicate the state of atoms following the legend in (a). (c) Persistence as a function of time for different values of U (see legend) for R = 1.5 (left) and R = 4 (right). (d) Persistence time as a function of R for different values of U . All the results correspond to κ = 0 (without decay), except for U = 0, which is also shown for κ = 10 −6 . Results in panels (c) and (d) are based on a chain of N = 50 atoms (200 realizations starting from randomly selected initial conditions have been averaged).
frequency of the coupling between |s and |0 ), and the exchange interactions, with E ss kl = E ss β /|r k −r l | β . Below we focus on van der Waals interactions, α = β = 6.
The dynamics is governed by a quantum master equation ∂ t ρ = −i[H, ρ]+ D(ρ). The Lindblad term D(ρ) describe incoherent processes: dephasing (arising from the laser linewidth, thermal effects, etc. [17] [18] [19] ) affecting each excited level |s at a rate γ s , and spontaneous decay from |s at a rate κ s . A derivation of the effective dynamics in the strongly dissipative limit [23, [35] [36] [37] [38] [39] is given in the Supplemental Material (SM) [40] . For simplicity, we focus on the case of two species, p = 2, with interaction parameters (which combine the dispersion coefficients C ss 6 and dephasing rates γ s [40]) R 1 = R 2 ≡ R and R 12 ≡ R c . These are microscopic (reduced) length scales (normalized by the interparticle distance) that pa-rameterize the effective range of intra-level and interlevel interactions, respectively, and they determine the dynamical regime of the system [21, 29] . We further assume that Ω 1 = Ω 2 ≡ Ω, γ 1 = γ 2 ≡ γ and κ 1 = κ 2 ≡ κ.
The resulting Markovian dynamics proceeds along classical (diagonal) states, e.g. |012100 · · · , and includes the following processes [see Fig. 1 
and (iii) spontaneous decay from |1 or |2 to |0 , with (constant) rate κ. Time is rescaled by 4Ω 2 γ , which is the natural (inverse) time scale for type (i) processes. The parameter U ≡ (E 12 β ) 2 /4Ω 2 gives the overall swap strength [40] . Similarly derived effective dynamics involving a single Rydberg level (thus excluding excitation swaps) were recently studied experimentally, yielding an excellent agreement with theoretical predictions [17] [18] [19] .
According to Eq. (1), transitions between the ground state and each of the excited states -type (i) processes -must slow down in the vicinity of previously excited atoms. This excitation blockade leads to dynamic bottlenecks [18, 21, 23] , analogous to kinetic constraints in glassy systems [4, 5] . Following the rationale behind the swap Monte Carlo studies discussed in the introduction, we expect that type (ii) processes may unblock otherwise highly constrained configurations, see Fig 1 (a) .
Impact of exchange processes on dynamics -To gain insight into the role of excitation swaps, we study a chain with periodic boundary condition of N atoms, via continuous-time Monte Carlo (CTMC) [41, 42] . The atoms 1 ≤ k ≤ N/2 are initially in state |1 and atoms N/2 < k ≤ N are initially in state |2 . For R appreciably larger than R c , such an initial configuration is highly arrested, see Eq. (1): in the absence of exchange processes (U = 0), it takes a long time for the system to 'forget' its initial configuration. When exchange interactions are included (U > 0), the relaxation time is drastically reduced -see a representative trajectory in Fig. 1 (b) . Swaps start being effective at the domain boundaries and rapidly propagate through the chain, eventually erasing all trace of the initial configuration. By contrast, trajectories of the same duration for U = 0 hardly show any departure from the initial configuration.
To quantify this acceleration, we use the persistence function P (t), defined as the fraction of atoms that have not changed state since t = 0. It is displayed in Fig. 1 (c) for several values of R > 1 and U (R c = 1, κ = 0). Swaps dramatically shorten the time that the system needs to move away from its highly-arrested (R = 4) initial state as the exchange strength U increases. This effect is attenuated when the dynamical arrest is reduced, as in the curve for R = 1.5, which is only moderately larger than R c . In both cases, the decay of P (t) is approximately logarithmic for large U . This dependence can by understood from the statistics of local persistence times τ , i.e. the time it takes an atom to undergo a state change. The distribution of τ in logarithmic scale π[log(τ )] (not shown) is highly peaked for U = 0 but becomes wider and flatter for larger U . As the persistence is
, for log(τ ) uniformly distributed across an interval, we would have P (t) ∼ − log(t) for t within that interval [for shorter (longer) times P (t) = 1 (0)]. This suggests that the logarithmic decay is connected to the broad distribution of local persistence times caused by excitation swaps. Further information on the relaxation dynamics can be deduced from the global persistence time t p , defined as the time it takes for the persistence function P (t) to reach zero, which corresponds to the longest local persistence time τ in the system. It is shown in Fig. 1 (d) . A nonzero U is seen to cause a departure from the persistence line without swaps, U = 0, when surpassing a threshold value of R (which becomes smaller with increasing U ). This leads to shorter persistence times and a slower (seemingly linear) growth with R. Reductions of time scales of up to 4 orders of magnitude are observed.
Interplay of exchange and decay processes -The presence of spontaneous decay, which annihilates excitations irrespective of the state of their neighbours, imposes a further time scale which is relevant for the effectiveness of swaps. This is illustrated in Fig. 1 (d) : when the typical decay time κ −1 , is longer than the persistence time t p in the absence of decay, the persistence is not affected by decay processes. This is why the role of decay is negligible for U = 0.01 and U = 1 in the range of R considered as well as for U = 0 and small R. If, as R is increased, t p in the absence of decay starts to exceed κ −1 , it becomes independent of R when decay is present [grey curve in Fig. 1 (d) ]. This shows that here the effect of swaps may become attenuated by decay processes.
Irreversibility and entropy production -In the absence of spontaneous decay, the (uncorrelated) stationary state is such that each atom is in any energy level |0 , |1 , |2 with the same probability [40] . As the rate between any two connected configurations is the same in either direction, see Eqs. (1) and (2), the dynamics trivially satisfies detailed balance, therefore is reversible [43] . This changes for non-vanishing decay (κ > 0): the excitation of atom k from the ground state |0 to e.g. state |1 occurs with a rate Γ
To study the degree to which the dynamics is out of equilibrium we employ the Kolmogorov criterion. It states that a stationary Markov process is reversible if and only if the product of its transition rates along any cycle is the same whether the path is traced in one or the other direction [43, 44] . In Fig. 2 (a) we show a simple cycle in configuration space along where two atoms successively de-excite and get excited back to their initial state. The pictorial notation used for the excitation rates depicts the states of first and second nearest neighbors to either side of the atom undergoing a transition (atoms immediately to the left and right of those shown, are assumed to be excited). For finite decay rate, κ > 0, the product of the transition rates depends on the direction taken along the cycle, see Fig. 2 (a). Thus, detailed balance is violated and the dynamics is irreversible.
The degree of irreversibility is captured by the entropy production rate [44, 45] 
. Here µ and ν are two configurations (e.g. |0121 · · · and |1121 · · · ), Γ µ→ν is the rate of the transition µ → ν, and p µ is the probability of configuration µ in the stationary state. Π is zero for reversible dynamics and positive otherwise, and its expression is simplified by removing the probabilities p µ from the logarithm, as they are related to the internal entropy production rate, which vanishes in the stationary state [45] . The entropy production is accessible experimentally by continuously monitoring the states of each atom in a small cold-atomic lattice system or tweezer array [46] [47] [48] [49] [50] [51] [52] , and inferring the probabilities p µ , and also the rates Γ µ→ν via the so-called empirical currents, which count the number of transitions in a given time window.
The transition rates Γ µ→ν are: (A) Γ Here, µ is a given configuration and µe (k0) is a configuration that is reached from µ by the excitation of site k 0 to level |e . (Strictly speaking, µ must have at least one atom in the ground state |0 or the corresponding term will be zero.) This transition occurs at a rate Γ (k0) e . As the stationary probability distribution depends on the values of U and κ, we explicitly write this dependence in p µ (U, κ) and p µe (k 0 ) (U, κ). In the sums, k 0 goes over all atoms in the ground state in µ, and e = 1, 2 denotes excitations to state |1 or |2 . For κ = 0, the logarithm vanishes, and so does Π; otherwise the logarithm is positive, and p µ (U, κ) ≥ p µe (k 0 ) (U, κ).
In Fig. 2 (b) , we show the entropy production as a function of the decay rate κ for different values of the exchange interaction strength U . To calculate the entropy production, we obtain numerically the stationary distribution {p µ }, and then apply Eq. (3) [the rates for a given µ are given in Eq. (1)]. We estimate {p µ } by running a CTMC simulation for a sufficiently long time so that the system has visited every configuration at least 10000 times. As this is computationally demanding, we base our results on a small ring of N = 4 atoms. As expected, the entropy production Π is zero for κ = 0 (reversible dynamics) and increases for larger κ. More interestingly, for U > 0 the existence of excitation swaps leads to a sig-nificant increase in Π, which becomes more pronounced as U gets larger. Somewhat counterintuitively, this is connected to the appearance of "reversible" shortcuts [in the sense that their associated probability currents, Γ µ→ν p µ − Γ ν→µ p ν , vanish [44] ] between states with several excitations that are not connected by a single transition when U = 0.
While swaps by themselves do not produce entropy, they open alternative routes to highly inaccessible states. For example, a state with many excitations may be practically unreachable from the highly constrained states that have just excitation less, given the very small rates Γ (k) 1,2 , but it may be reached through an appropriate sequence of excitation swaps. Exchange processes thus lead to a stationary distribution where on average the population p µe (k 0 ) (U, κ) is larger and closer to p µ (U, κ), which means that the positive term in brackets in Eq. (3) is larger and the absolute value of the negative term is smaller. The basic mechanism is illustrated with a simple model in the SM [40] .
As the stationary probabilities are the only variables in Eq. (3) that are affected by swaps, the entropy production grows with U . To give numerical support to this observation, we show in Fig. 2 (c) the average number of excitations in the stationary state n = µ p µ (U, κ) n µ . Here the sum goes over all configurations and n µ gives the number of sites that are in states |1 or |2 in µ, as a function of the decay rate κ for different values of the swap strength U . Spontaneous decay suppresses the probability of configurations with a large number of excitations, but swaps counteract this effect [53] .
We obtain an upper bound for the entropy production in the limit of large swapping strength U . Here, p µ ≈ p µe (k 0 ) ≈ 1/3 N , and the term in brackets in Eq. (3) reaches its maximum, κ/3 N . The entropy production then approaches
which includes the average value of log(1+κ/Γ (k0) e
) taken over all 2N 3 N −1 possible excitations processes. This bound increases with the decay rate κ [ Fig. 2 (b) ].
Outlook -Excitation swaps dramatically shorten the relaxation time scales of dissipative Rydberg gases. This is analogous to glassy soft-matter models, with one crucial difference: while swaps in those systems are just a numerical trick to reduce computational times, in atomic ensembles they are part of the physical dynamics. This shortening of time scales should be observable in modern cold atomic settings. Moreover, in the case where spontaneous excitation decay is present we have shown that excitation swaps increase the entropy production, moving the system further away from equilibrium. This quantity is in principle accessible in Rydberg quantum simulators which may enable a new handle for the characterization of non-equilibrium states in open quantum systems.
We are grateful to M. Marcuzzi 
SUPPLEMENTAL MATERIAL Physical swap dynamics, shortcuts to relaxation and entropy production in dissipative Rydberg gases
In the first section of this Supplemental Material, we derive the effective dynamics of Rydberg gases with several excited levels for strong dephasing including exchange effects and spontaneous decay. Such dynamics is used in all the numerical explorations in the main text. In the second section we propose an analytically-solvable model that illustrates the role of excitation swaps in the redistribution of probabilities among states with different number of excitations. The connection between this effect and the entropy production is clarified in the main text.
DERIVATION OF THE EFFECTIVE DYNAMICS IN THE LIMIT OF STRONG DEPHASING

Description of the model
We consider a system of N atoms in a lattice in the presence of dephasing and radiative decay.
[? ] The ground state |0 of each atom is resonantly coupled by laser fields to the Rydberg states |1 , |2 , . . . , |p (with energies E 0 < E 1 < · · · < E p ). The Hamiltonian of the system H can be decomposed into two terms, H = H 0 + H 1 , where H 0 includes the direct interactions and is diagonal in the one-body eigenbasis (|00 . . . 0 , |00 . . . 1 , etc.) and H 1 includes the exchange interactions and the driving and is not diagonal. Atoms in the Rydberg states |s and |s at positions r k and r l interact through a power-law potential V ss kl = C ss α /|r k − r l | α with exponent α. For simplicity we denote the intra-level interactions by V s kl instead of V ss kl . As a result, the direct interactions H 0 can be written as
where n 
Here, σ (k) sx = |0 k s| + |s k 0| is the Pauli matrix for a given transition and σ (k) ss = |s k s |. The first term includes the driving in the rotating wave approximation, where Ω s is the Rabi frequency of the coupling between |s and |0 . The second term contains the exchange interactions, with E ss kl = E ss β /|r k − r l | β , with exponent β (we allow for the possibility that β = α, though in the main text these exponents will be considered to be equal).
The dynamics of the dissipative system is governed by a quantum master equation ∂ t ρ = L 0 ρ + L 1 ρ, where the diagonal part L 0 contains not only the interaction Hamiltonian H 0 but also a dissipator that governs dephasing, while L 1 gives the time evolution due to the non-diagonal terms in H 1 and a dissipator that includes the effect of spontaneous decay in the system. The Liouvillian superoperator L 0 is defined as
where γ s is the dephasing rate of |s w.r.t. |0 . The superoperator L 0 therefore consists of a Hamiltonian part and a dissipator whose individual terms commute. On the other hand, the Liouvillian L 1 has the following form
where σ , and κ s is the decay rate of excited level |s .
Perturbative analysis based on projection operators
Our aim is to derive the effective dynamics in the limit of strong dissipation and strong (density-density) interactions, where the non-diagonal terms of the Hamiltonian can be treated perturbatively, Ω s , κ s , E ss β γ s , C ss α . We start by working out the effect of the dephasing on the dynamics. Using the notation,
The action of the dissipator e L0t ρ is
where the dissipative evolution of site k has been made explicit using the basis states |0 k , |1 k , |2 k , . . . , |p k , and ρ (k) mn are the p N −1 × p N −1 matrices defined by ρ (k) mn = k n|ρ |m k . The off-diagonal entries of the density matrix are seen to decay exponentially, a fact that is not altered by the action of the coherent dynamics e −iH0t . Therefore, the evolution under L 0 becomes, at time scales much larger than the inverse of the dephasing rates, a projector P on the diagonal of ρ in that same basis
as happens in the case of just one Rydberg level [1] . The removal of all coherences leads to a diagonal density matrix, where each classically accessible configuration (e.g. |00100203 · · · 1 ) is given a certain probability of occurrence. By using the projector operator P and its complement Q = 1 − P, we can formulate the effective evoluton equation for the diagonal density matrix µ = Pρ describing the slow evolution of the excitation dynamics. To second order in L 1 , the general Nakajima-Zwanzig expression [2] is given by
In our case, the first term simplifies to
as H 1 take diagonal terms of the density matrix off the main diagonal. We next calculate the integrand in Eq. (S8), The decay process does not influence this expression, as the action of the dissipator on a matrix previously acted upon with P remains in the diagonal subspace, which then gives zero when projected under Q. As the cross terms, i.e. the second and third terms in Eq. (S10), contain operators such as σ
s s that move out of the diagonal the projection of µ on two different sites, and they are followed or preceded by operators such as σ (k) s x that act on just one site, they vanish when acted upon by P. A similar reasoning helps to simplify the two remaining terms. The first term simplifies because the action of σ (S11) For simplicity we have denoted the first term, arising from the driving, D[µ, t] and the second, related to excitation exchange, E[µ, t], so that Eq. S8 can be rewritten as
(S12)
Effective dynamics: driving
The laser driving term given by ∞ 0 dt D[µ, t] in Eq. S12 gives rise to the excitations and de-excitations in the system. While this has already been calculated before [3] , we include the details here for completeness. D[µ, t] can be expanded as
In the following, we must work out the terms in Eq. (S13). For concreteness, we focus on the contribution corresponding to level |1 . The first term yields
The other terms can be similarly calculated. We will use V k s = m V s km n (m) s + s =s V ss km n (m) s as shorthand to refer to the increment in the interaction energy that one has to pay for the excitation of atom k to level |s , which plays the role of an oscillation frequency in the exponential factors. The term corresponding to s = 1 in Eq. (S13) is
and the contributions due to the other levels take an analogous form. The effective dynamics due to the driving H 1 can therefore be given by
where the projection operator I (k) s = n (k) s + |0 k 0| cancels all the elements in µ that do not correspond to the ground state or |s at site k. This can be rewritten as a classical stochastic generator
with rates for a transition |0 → |s or |s → |0 at site k
(S18) 
where ρ (k,l) s s ,ss ss ,s s denotes the p N −2 × p N −2 matrix defined by ρ (k,l) s s ,ss = ( k s | ⊗ l s|) ρ (|s k ⊗ |s l ) located in the position of the (non-diagonal, and therefore rapidly decaying due to the action of the dissipation) matrix element ρ (k,l) ss ,s s , with all the other projected matrix elements being zero. We next work out the second, third and fourth term in Eq. (S19). 
The remaining four terms in (S19) can be easily worked out from the first four terms (S20,S21,S22,S23) by switching the excited levels s ↔ s . Plugging all these expressions into Eq. (S19) we obtain The term that appears in the effective dynamics, Eq. (S12), due to the exchange interactions in H 1 can thus be written as
s . The rate for an exchange s ↔ s between sites k and l is given by
Transition rates
According to Eqs. (S17) and (S18), excitations and de-excitations between |0 and |s occur with an (inverse) time scale (S27)
We have made explicit the power-law dependence on the distance of the interactions by giving the positions of atoms in the lattice in terms of reduced position vectorsr k = r k /a, where a is the lattice constant.
Exchange transitions |s k |s l ↔ |s k |s l occur, according to Eq. (S25), with an (inverse) time scale
Here, the power law supression of exponent 2β severely limits the possibility of exchanges between highly distant atoms. The configuration dependent rates, see Eq. S26, contain in the denominator the difference between the energy associated with the presence of an excitation |s at site k and an excitation |s at site l, and that resulting from an exchange of the excitated levels of k and l (i.e. the energy before and after an excitation swap). If we redefine the excitation rates as to include all relevant prefactors Υ
(S28) In order to explore the implications of the competition between (de)excitation processes and exchange interactions in numerical simulations, we make the simplifying assumption that all driven transitions dephase with the same rate
Following Ref. [3] , we define an intra-level interaction parameter R s = a −1 [2C s α /γ] 1/α (for interactions between atoms in the same level), and an inter-level interaction parameter R ss = a −1 [2C ss α /γ] 1/α (for interactions between atoms in different levels). These paremeters correspond to the (reduced) lengths at which particles become strongly correlated. The excitation/de-excitation rates can be written in terms of them as
and the exchange rates as
In some cases, the interaction exponents α and β could depend on the specific atomic levels involved in the interactions or excitation swaps. Such more general cases can be easily accommodated into our framework.
Full equations of motion for a two-component Rydberg gas
In order to gain some insight into the dynamical effects of the exchange interactions, our numerical results focus on the simplest imaginable case of two species with R 1 = R 2 ≡ R and R 12 ≡ R c , which was already explored in a preliminary fashion in Ref. [3] . We next give the full equations governing the effective dynamics in this setting:
The (constant) rates for decay from state |1 and |2 are respectively κ 1 and κ 2 . The (configuration-dependent) rates for the different (de)excitations simplify to
and those for the excitation swaps become
(S34) In the main text we consider a situation where Ω 1 = Ω 2 ≡ Ω, and therefore the time variable can be rescaled by 4Ω 2 /γ, which is the common factor appearing in all excitation and de-excitation processes in Eq. (S32). In that situation, the factor (E 12 β ) 2 /γ in Eq. (S34) becomes (E 12 β ) 2 /4Ω 2 ≡ U , which we take as the effective swap strength in the main text.
EXCITATION SWAPS AND REDISTRIBUTION OF STATIONARY-STATE PROBABILITIES
We consider a simple model that illustrates how excitation swaps lead to a redistribution of probabilities in the stationary state. The state space comprises four different states, two "ground" states and two "excited states", which are denoted by |g 1 , |g 2 , |e 1 and |e 2 . When thinking of the analogy between this abstract model and a Rydberg chain, "ground" states may actually have excitations, as long as their number is smaller than the number of excitations in the "excited" states. The transitions between states are as follows [see Fig. S1 (a) ]. • The system can excite from |g 1 to |e 1 with a rate Γ 1 , and from |g 2 to |e 2 with a rate Γ 2 .
• The system can de-excite from |e 1 to |g 1 with a rate Γ 1 + κ, and from |e 2 to |g 2 with a rate Γ 2 + κ. Here κ plays the role of a decay rate.
• The system can undergo an exchange process from |e 1 to |e 2 with a rate U e , and from |g 1 to |g 2 with a rate U g . The exchange rate is smaller in the excited states U g ≥ U e , but both are assumed to be proportional to the overall swap strength U .
We denote the probabilities of each of the four states simply as g 1 , g 2 , e 1 and e 2 . They evolve in time as followṡ g 1 = (Γ 1 + κ)e 1 + U g g 2 − (Γ 1 + U g )g 1 (S35) g 2 = (Γ 2 + κ)e 2 + U g g 1 − (Γ 2 + U g )g 2 (S36) e 1 = Γ 1 g 1 + U e e 2 − (Γ 1 + κ + U e )e 1 (S37) e 2 = Γ 2 g 2 + U e e 1 − (Γ 2 + κ + U e )e 2 .
These equations are not independent, since they satisfyġ 1 +ġ 2 +ė 1 +ė 2 = 0, as they should by probability conservation. By setting three of the time derivaties to zero, we obtain the stationary state values of e.g. g 2 , e 1 and e 2 as functions of g 1 . The normalization g 1 + g 2 + e 1 + e 2 = 1 provides the remaining condition that is needed, giving g ss 1 = U e (Γ 1 + κ)Γ 2 + (κ 2 + Γ 1 Γ 2 + U e (Γ 1 + Γ 2 ) + κ(2U e + Γ 1 + Γ 2 ))U g U e (4Γ 1 Γ 2 + κ(Γ 1 + Γ 2 )) + (2κ 2 + 4κU e + 4Γ 1 Γ 2 + 3κ(Γ 1 + Γ 2 ) + 4U e (Γ 1 + Γ 2 ))U g (S39)
g ss 2 = U e (Γ 2 + κ)Γ 1 + (κ 2 + Γ 1 Γ 2 + U e (Γ 1 + Γ 2 ) + κ(2U e + Γ 1 + Γ 2 ))U g U e (4Γ 1 Γ 2 + κ(Γ 1 + Γ 2 )) + (2κ 2 + 4κU e + 4Γ 1 Γ 2 + 3κ(Γ 1 + Γ 2 ) + 4U e (Γ 1 + Γ 2 ))U g (S40)
e ss 1 = U e Γ 1 Γ 2 + Γ 1 (Γ 2 + κ)U g + U e (Γ 1 + Γ 2 )U g U e (4Γ 1 Γ 2 + κ(Γ 1 + Γ 2 )) + (2κ 2 + 4κU e + 4Γ 1 Γ 2 + 3κ(Γ 1 + Γ 2 ) + 4U e (Γ 1 + Γ 2 ))U g (S41)
e ss 2 = U e Γ 1 Γ 2 + Γ 2 (Γ 1 + κ)U g + U e (Γ 1 + Γ 2 )U g U e (4Γ 1 Γ 2 + κ(Γ 1 + Γ 2 )) + (2κ 2 + 4κU e + 4Γ 1 Γ 2 + 3κ(Γ 1 + Γ 2 ) + 4U e (Γ 1 + Γ 2 ))U g .
For κ = 0 we recover detailed balance, and the fully mixed state g ss 1 = g ss 2 = e ss 1 = e ss 2 = 1 4 .
From this point onwards, we assume that Γ 1 κ Γ 2 . This means that transitions between |g 1 and |e 1 occur almost as frequently in one direction as in the opposite direction, while excitations from |g 2 to |e 2 occur much less frequently than the opposite (de-excitation) process. This is an idealization of the full Rydberg chain dynamics, where we find both highly mobile (as |g 1 and |e 1 ) and highly arrested (as |g 2 and |e 2 ) configurations. To obtain the stationary state probability distribution in the absence of exchange processes, we set U e = U g = 0 in Eqs. (S35) and (S36) [one can equivalently simplify Eqs. (S39) and (S40)], which yields e ss 1 = Γ 1 Γ 1 + κ g ss 1 ≈ g ss 1 , e ss 2 = Γ 2 Γ 2 + κ g ss 2 g ss 2 ,
