Abstract. We present a numerical study of rotating spiral waves in a partial integro-differential equation defined on a circular domain. This type of equation has been previously studied as a model for large scale pattern formation in the cortex and involves spatially nonlocal interactions through a convolution.
There is another class of pattern-forming systems that has been studied recently as a model of large scale pattern formation in the cortex for which spatial interactions are nonlocal, as a result of a spatial convolution [9, 20, 21, 32, 33] . These systems have mostly been studied on one-dimensional domains and are known to support stationary "bumps" of activity [20, 33] , multibump solutions [20, 22] , travelling wavefronts, and travelling pulses [7, 32] .
Some study of these models in two-dimensional domains has recently been done by Laing and Troy [21] . These authors studied circularly symmetric solutions and their stability with respect to perturbations that broke that symmetry, concentrating on spatially localized solutions ("bumps"). Folias and Bressloff [11] have also studied two-dimensional neural field equations, looking specifically at circular solutions that are centered at the maximum of a spatially localized input current. They study the stability of such pulses and find saddle-node and Hopf bifurcations, the latter leading to localized "breathers." Kistler, Seitz, and van Hemmen [19] studied similar equations, analytically treating plane waves and circular rings. They also performed simulations of large (10 6 neurons) networks of spiking neurons and observed spiral waves, among other patterns.
However, as far as we know, spiral waves have not been studied in nonlocal continuum models of this form, and that is what we begin to do in this paper. Spiral waves have been seen previously in two-dimensional networks of model spiking neurons with nonlocal coupling [10, 17, 19] but have not been analyzed in any detail. In this paper we use a neural field model rather than a network of spiking neurons, which enables us to perform some mathematical analysis.
Spiral waves have been observed in numerical simulations of reaction-diffusion systems with nonlocal terms. For example, Middya and Luss [28] consider the effects of adding a term to the "reaction" part of such an equation that is proportional to the difference between the average value over the domain of one variable and a reference value. This averaging introduces a nonlocal coupling. Zykov et al. [43, 44] consider a similar term but one that is time-delayed.
Also, Roth has studied the meandering of spirals in the bidomain model of cardiac electrophysiology [35, 36] . This model is intrinsically anisotropic, to model the effects of cardiac fibers running in a preferred direction, and thus cannot support rigidly rotating spiral waves. Its point of similarity with the model studied here is that it can be rewritten as a reactiondiffusion system with a nonlocal term involving an integral over the domain, although this integral does not perform a simple averaging as in the work of Zykov et al. [43, 44] .
In a neural context, spiral waves have been observed in the turtle visual cortex [34] and the chicken retina [8] and hippocampal slices [14] and are widely thought to occur in the disinhibited human visual cortex, where they are perceived as hallucinatory images [9, 10, 39] . There is also speculation that spiral waves may be involved in epileptic seizures [41] . Epilepsy is associated with the synchronization of large numbers of neurons [29] , and a spiral wave, being a large scale structure, will manifest itself as the local synchronization of large groups of neurons. Taking recordings from a group of nearby neurons, one will see their activity rise together, as the wave passes by, and then subside together, as the wave moves to a different area.
The rest of the paper is structured as follows. Section 2 discusses the types of models we are interested in and shows how a particular model of interest can be transformed to a PDE. Section 3 contains the main results of the paper, while section 4 is a conclusion and discussion.
Models.
A typical example of a neural field equation of interest in one spatial dimension is
where u(x, t) represents the average synaptic drive of a neuronal population at a point x ∈ R at time t, w is a distance-dependent function describing the connectivity between different neuronal populations, and f is a nonlinear function describing the firing rate of a neuron, given its activity relative to threshold θ [9, 11, 32] . Models of this form are valid under the assumption that the spatial patterns of interest occur on much larger spatial scales than those of a single neuron.
The variable v represents a recovery variable that acts as a slow, delayed, activitydependent negative feedback. It acts to limit the activity of the network and represents a process such as spike frequency adaptation [26] or synaptic depression. The parameters ε and α control its time-course and strength. Typically, w is a bounded, nonnegative, even function which is usually normalized so that ∞ −∞ w(x) dx = 1, and f is a saturating sigmoidal function, e.g., f (u) = 1/[1 + exp (−βu)] for some positive β [7] . Note that a model like (1)- (2) does not include the effects of any spatially coupled inhibitory neurons and thus models a situation in which the effects of excitation greatly outweigh the effects of inhibition (for example, when inhibition has been pharmacologically blocked). Note also that the nonlinearity in (1)-(2) appears in the integral, while all other terms are linear. This is in contrast to systems like those of Zykov et al. [43, 44] , which have nonlinear reaction terms and the integral appears in a term like −B ( u − a), where u = Ω u dx, B and a are constants, and Ω is the domain.
In this paper we describe spiral waves that occur in the analogue of (1)-(2) on a twodimensional domain. We will use a technique similar to that used by Laing and Troy [20, 21] , whereby a particular coupling function w which has specific properties is chosen. The function w is chosen so that it is qualitatively correct (in this case, nonnegative, decaying to zero as |x| → ∞) and so that its Fourier transform is a rational function of s 2 , where s is Euclidian distance in the Fourier space. If this is the case, taking the Fourier transform of (1) leads to
where F [·] denotes the Fourier transform, and the Fourier transform of w is G(s 2 )/H(s 2 ), where G and H are polynomials. Taking the inverse Fourier transform of (3) and using
where L and K are linear combinations of differential operators of even order, related in a simple way to H and G, respectively. The advantages of doing this are that in one dimension, spatially localized patterns then correspond to homoclinic orbits of a differential equation.
Also, in two dimensions, discretizing differential operators results in sparse matrices, as opposed to the full matrices that result from discretizing an integral operator. Techniques for solving sparse matrix equations can then be used to study finely discretized systems on a workstation. See [20, 21] for more details on this approach.
Specific model.
The specific equations we study are
where x ∈ R 2 . Equation (4) is formally equivalent to the integral equation
where Ω ⊆ R 2 is the domain of interest, and
where J 0 is the Bessel function of the first kind of order zero. This equivalence is easily seen by taking the two-dimensional Fourier transform in space of (6) , resulting in
where F [·] is the Fourier transform. If
where s is Euclidian distance in Fourier space, then multiplying both sides of (8) by the denominator of F [w] and taking the inverse two-dimensional Fourier transform result in (4) . The coupling function w is given by the inverse Fourier transform of (9), which is (7), and is plotted in Figure 1 . See [20, 21] for more details.
The pair of equations (5)- (6) is of the same form as those studied in [11, 32] , but the domain is now assumed to be two-dimensional. The function f we use is
where H is the Heaviside step function. In the limit as
We consider the domain Ω to be a circular disk of radius R and take boundary conditions We look for spiral waves that undergo rigid rotation about the center of the disk. For these solutions, we can replace ∂/∂t in (4)- (5) with −ω × ∂/∂θ, where ω is the angular velocity of the spiral [2, 3] . This results in the equations
We can rearrange (11) to
u, (12) where I is the identity, which gives a in terms of u. We can substitute this into (10), obtaining one equation for u that must be solved:
Because of the rotational symmetry of the problem, there is a continuous family of solutions of (13), each member of which is obtained from another in the family by an angular rotation. This degeneracy can be eliminated by augmenting (13) by another equation which pins the phase of the spiral [2, 3] . The inclusion of this extra equation allows us to treat ω as an unknown in (13) and to find the pair (u, ω) together.
In section 3 we will find one solution of (13) by direct numerical integration of (4)- (5) and then numerically continue this solution as a parameter is varied, generating a parametrized family of solutions.
Note that for the default parameters used (A = 2, B = 3.5, ρ = 0.1, θ = 0.2), the system (4)- (5) has three fixed points in the absence of spatial coupling (these are roots of (A + 1)u = Bf (u, θ, ρ)) at u ≈ 0, 0.58 and 1. The first and third of these fixed points are stable foci, whereas the second one is a saddle.
One point we do not address here is the mathematical proof of the existence of spiral wave solutions of (4)- (5). Scheel [37] has recently proven the existence of spiral waves in reaction-diffusion systems on an infinite plane, while Paullet, Ermentrout, and Troy [31] prove their existence in an oscillatory reaction-diffusion system on a disk with Neuman boundary conditions. The obvious difficulty with trying to use results of these authors is the nonlocal nature of (4)- (5).
Stability.
To find the stability of a spiral wave, we write the evolution equations (4)- (5) as
after moving to the rotating coordinate frame. Solutions of (16)- (17) are also solutions of (12) and (13) . The Jacobian of (16)-(17) at a solution u of (13) is
where I is the identity and Df (u) is the Jacobian of f at u. The eigenvalues λ and eigenfunctions ν giving the stability of a spiral are related by
Note that ν has two components, both a "u" part and an "a" part. By differentiating (16)- (17) with respect to θ, it is clear that
is an eigenfunction with eigenvalue zero, where u is a solution of (13) and a = A(I −ωτ ∂ ∂θ ) −1 u. The existence of this eigenpair is a result of the rotational symmetry of the problem [2, 3] .
Results.
Here we discuss the numerical results of continuing solutions of (13) . The domain was discretized in polar coordinates, and finite-difference approximations to the derivatives were used. Second-order approximations were used in both the angular and radial directions, and the results were found to be insensitive to increases in this order. Generally, 80 points in the radial direction and 160 points in the angular direction were used. Several checks with different discretizations indicated that this discretization accurately approximated solutions of (13) . Code was implemented in MATLAB 6.1 [27] and the eigenvalues of J(u) with the most positive real parts were found using the "lr" option of the "eigs" function. Numerical integration was performed with a fourth-order Runge-Kutta method with a time step of 0.3. 
Varying A.
In Figure 2 we show ω as a function of A, the adaptation strength. Other parameters are τ = 5, R = 35, B = 3.5, ρ = 0.1, θ = 0.2. We see that ω reaches a maximum for a value of A ≈ 1.7. Also, there are two saddle-node bifurcations (in which stable and unstable spiral waves annihilate one another) at A ≈ 1.5, and another pair at A ≈ 2.9. The curve was followed as far as possible, and the ends of the curve shown indicate the point at which the continuation stepsize dropped below some preset limit, indicating a lack of convergence. Presumably, the curves could have been extended if a finer or higher-order finite-difference mesh had been used. Figure 3 shows two spirals from the curve in Figure 2 . The first is from the leftmost end of the curve, and the second is from the rightmost end of the curve. We see that as the adaptation strength is increased the domain becomes less active, and vice versa. These two panels also indicate what happens at the points at which the continuation breaks down. At high A, the wave becomes narrow in the direction of travel, and the tip moves away from the center of the domain. For small A, most of the domain becomes active, with only a small region unexcited. The tip of this unexcited region also withdraws from the center of the domain, leaving the center always active.
To better illustrate what happens at the ends of the curve in Figure 2 , we simulated (4)-(5) on a 100 × 100 square domain, abruptly changing A once several spiral waves had become established. In the first simulation, 61289 02.mpg, we switch A from A = 2 to A = 1.3, which is almost the smallest value of A for which spiral waves are supported (given the values of the other parameters). We see the rotation speed drop and the wavelength increase, and there remains only a small region of unexcited domain. In the second simulation, 61289 03.mpg, we switch A from A = 2 to A = 3, close to the upper bound for which spiral waves are supported. We again see a drop in rotation speed and a lengthening of the wavelength. Only a small part of the domain remains active. Both simulations run for 150 time units and use a 130 × 130 mesh.
The solutions on the branch shown in Figure 2 are stable, except for the short sections between the saddle-node bifurcations at A ≈ 1.5 and A ≈ 2.9, where the solutions are unstable. Typical rightmost eigenvalues associated with the stable branch are shown in the complex plane in Figure 4 , at A = 1.655. Three of the eigenfunctions corresponding to the three rightmost eigenvalues are shown in Figure 5 , along with the spiral at this parameter value. The eigenfunction corresponding to λ = 0 clearly shows the structure of ∂u/∂θ, where u is the u-component of the spiral wave.
In the study of spiral waves in reaction-diffusion systems for which the spatial interactions are local, a complex conjugate pair of eigenvalues close to ±iω is typically seen [2, 3, 4] . These eigenvalues are related to the translational invariance of the problem in an infinite domain, for which there are eigenvalues of exactly ±iω and eigenfunctions ∂u/∂x ± i∂u/∂y, where u is the spiral wave, expressed in the concentration of one of the variables. (More generally, since we are working in polar coordinates, we expect the real and imaginary parts of the eigenfunction to be spatial derivatives of u but in orthogonal directions.) Interestingly, we do not observe such eigenvalues in our system, with the real parts of the next rightmost eigenvalues after the zero one being −0.1182. However, the eigenfunctions corresponding to this complex conjugate pair, shown in Figure 5 , do seem to have the expected structure-the real and imaginary parts are approximately the spatial derivatives of u but in orthogonal directions. This discrepancy seems likely to be due to one of two possibilities. First, the domain may be "small" relative to the size of the spiral wave, and so the approximation of an infinite domain may be a poor one. The effects of the boundaries might then be to move the eigenvalues at ±iω into the left half plane, as has been observed in a reaction-diffusion system [2] . The second possibility is that there may be some intrinsic differences between nonlocal systems such as the one studied here and reaction-diffusion systems, and these differences are the cause of the unusual eigenvalue structure. We return to this point in section 4.
Varying B.
Here we keep A = 2, with other parameters as in section 3.1, and vary B, the strength of the nonlinear term. A plot of ω as a function of B is shown in Figure 6 . The behavior is very similar to that when A is varied, although increasing A corresponds to decreasing B and vice versa. There are two saddle-node bifurcations shown in Figure 6 which separate the curve of solutions into three branches. The upper and lower branches are stable, while the "middle" branch is unstable. Thus there is bistability over a range of values of B, for appropriate values of the other parameters. As in Figure 2 , the curve was followed as far as possible, and the behavior of the spirals at either end is very similar to that discussed in section 3.1. Figure 7 we show ω as a function of θ, the threshold in the nonlinearity. We again have two saddle-node bifurcations. The middle branch, between the two bifurcations, is unstable, while the rest of the branch is stable. Figure 8 we show ω as a function of ρ, the "steepness" of the nonlinear term. Interestingly, we find a Hopf bifurcation along this branch. In Figure 9 we show the real and imaginary parts of the rightmost few eigenvalues of the stability matrix as a function of ρ. We can clearly see a complex pair of eigenvalues passing through the imaginary axis from left to right as ρ is decreased. From direct simulation, we find that this is a supercritical Hopf bifurcation, with a branch of quasi-periodic spirals emanating from the Hopf bifurcation as ρ is decreased. In the bottom panel of Figure 9 we also show ω, the rotational speed, as a function of ρ. At the bifurcation, ω and the imaginary part of the eigenvalues are relatively close; i.e., the second frequency is similar to the underlying frequency of oscillation. This is manifested as a slow modulation of the oscillations seen in the numerical simulations to the left of the bifurcation (not shown). This "meandering" resulting from Hopf bifurcations has been observed before in reaction-diffusion systems [2, 4] , and the Hopf bifurcation shown here seems to be similar in every way to those bifurcations.
Varying θ. In

Varying ρ. In
There are also two pairs of saddle-node bifurcations on the curve of solutions shown in Figure 8 , and the stability is indicated in that figure. Figure 10 . Qualitatively, in terms of the appearance of the spiral, increasing τ is similar to decreasing A and vice versa. All of the spirals on the curve in Figure 10 are stable.
Varying τ . A plot of ω as a function of τ is shown in
Varying R.
Here we vary R, the radius of the domain. Figure 11 shows ω as a function of R, with data from both numerical continuation of (13) and from direct simulation of (4)-(5) for large R. We see that as the domain size increases, the rotational speed drops. This type of dependence has been seen before in a reaction-diffusion system [2, 15] . All spirals on the curve shown in Figure 11 are stable, as determined by numerical integration. This is in contrast with the system studied by Bär, Bangia, and Kevrekidis, in which decreasing the radius first stabilized the spiral (by moving a pair of complex eigenvalues into the left half plane) and then destabilized it (the eigenvalues then moved into the right half plane). Interestingly, there is no saturation in the frequency as R is increased for the particular parameter values used. This indicates that the influence of the boundaries is still significant, even at R = 150. For the parameters used, the spiral wavelength is approximately 50, so the results shown in Figure 11 indicate that the domain size still affects the rotation frequency, even when the radius is approximately three times the spiral wavelength. This is in marked contrast to the results of Bär, Bangia, and Kevrekidis [2] who observe that the boundaries seem to no longer affect the frequency once the radius is more than half the spiral wavelength.
3.7. Multiarmed spirals. Spiral waves with more than one arm are known to exist in reaction-diffusion systems [40, 42] , and we have observed similar multiarmed spiral waves in the system (4)-(5). Two-armed and three-armed examples are shown in Figure 12 . Both of these particular spiral waves are unstable. The two-armed spiral lost stability through a Hopf bifurcation as R was increased. Figure 13 shows the real part of the rightmost few eigenvalues associated with this family of solutions near the bifurcation. The imaginary parts of the eigenvalues crossing the real axis are approximately ±0.55i.
The eigenfunction at this bifurcation is spatially localized at the center of the domain, so it is expected that the secondary oscillation caused by this bifurcation will appear near the spiral tips. This is indeed what happens, and the spiral tips start to oscillate toward and away from the center of the domain (as well as rotating around it) as R is increased through R ≈ 21.5. Clicking on Figure 13 shows a movie of the evolution of a two-armed spiral at R = 25. Initially, the spirals rotate about the center of the domain, but later in the simulation this is not the case.
The two-armed spiral is stable for small domain size, which seems to be an effect similar to that of the boundary-induced stabilization seen by Bär, Bangia, and Kevrekidis [2] . Although there is still some controversy about the instability of multiarmed spirals, the instability we observe for a moderate-sized domain is in general agreement with observations by others in reaction-diffusion systems [13, 42] .
In Figures 2, 6 , 7, and 8, showing the ranges over which stable spiral waves exist, there are upper and lower limits to those ranges. For all parameters investigated, similar behavior is seen once the system is pushed past those limits. Decreasing A, increasing B, or decreasing θ or ρ causes the whole domain to become active. Spiral waves are not supported, as the recovery variable (a) is not strong enough to return the activity variable (u) to a low value from which it can be excited again. Similarly, increasing A, decreasing B, or increasing θ or ρ causes the whole domain to become quiescent. In this case, the effects of the variable a overpower those of the u, and sustained patterns are not possible. While all of the figures in this paper have been generated for spiral waves on a circular domain, the upper and lower bounds on parameters for existence mentioned above have all been checked on larger square domains and have been found to be correct (data not shown).
The bifurcation diagrams shown all relate to varying one parameter while keeping all of the others at particular default values. By varying any of these default values, different diagrams-perhaps qualitatively different ones-may be found, so we have by no means completely understood the system under study. Another possible step in the study of this model would be to follow the codimension-one saddle-node or Hopf bifurcations in two parameters. This would help in determining regions of parameter space in which the system was bistable, for example, and might reveal higher-codimension bifurcations which could have interesting behavior associated with them. Although we have considered only spiral waves that rotate about the origin of the domain, which we can analyze, the system (4)- (5) is also capable of supporting spiral waves that do not rotate about the origin and the simultaneous existence of more than one of these waves, phenomena that have been observed previously [28, 30] . Spiral waves are generic phenomena, and the system studied is quite robust. We have successfully simulated spiral waves in domains with inhomogeneities, e.g., domains for which the value of θ at each grid point is chosen from a normal distribution (not shown).
We have also observed target patterns, formed by outwardly moving concentric rings of active neurons. These are commonly observed in systems which also support spiral waves [16] and have been seen in simulations of large networks of spiking neurons [19] . In order for these waves to continue to be emitted from the center of the domain, some inhomogeneity must be present there. We created this inhomogeneity by decreasing the threshold, θ, in a small circular neighborhood of the origin. We have also observed plane waves in the absence of inhomogeneities in the domain.
Conclusion.
In this paper we have numerically demonstrated the existence of spiral waves in a spatially nonlocal integro-differential equation of the form commonly used to model two-dimensional neural fields. For this model, we investigated the dependence of spiral waves on the parameters of that system. We have determined the ranges of those parameters over which stable spirals exist. This information could be used in two different ways. If spiral waves are viewed as undesirable (in the same way as in cardiac systems [5, 12] ), we can use this information to determine how sensitive the system is to a change in a particular parameter, by knowing how wide the parameter range is in which stable spirals exist. We can also determine the necessary change in a particular parameter to make the system no longer capable of supporting a stable spiral wave. Conversely, if spiral waves are desirable, we could use this information to steer the system toward a region in parameter space far from any bifurcations, thus making it robust to perturbations in those parameters. Of course, for this to be useful in a particular system we would need to know the relationships between the manipulable parameters in the system and the parameters of the model we are studying. However, this study does provide the first understanding of the dependence of spiral waves in these systems on generic parameters such as strength and timescale of the recovery variable. This model could also be used to study the general problem of the destruction of spiral waves by applying appropriate transient stimuli instead of changing bulk parameters of the system.
We have also found two supercritical Hopf bifurcations of spirals, one that occurs for a single-armed spiral as ρ is decreased, and one for a two-armed spiral as R is increased. These seem very similar to Hopf bifurcations found in reaction-diffusion systems [2, 3] . We have not investigated these in any depth, but it would be interesting to see what happens to the quasi-periodic patterns created in these bifurcations as parameters are changed. We also observed multiarmed spirals which are unstable for moderate domain sizes, in agreement with results observed in reaction-diffusion systems.
Most of the results we have seen are not dissimilar to those observed in reaction-diffusion systems with local interactions. However, the issue of the influence of domain size seems to be unresolved. In section 3.1 we saw that the complex conjugate pair of eigenvalues of the Jacobian with the most positive real part were well away from the imaginary axis, in contrast to the situation for reaction-diffusion systems [2, 3] . This may indicate that even for this domain size, the boundaries are affecting the stability of the spiral wave. In Figure 11 we showed the rotation speed as a function of domain size and observed no saturation even when the radius was approximately three times the wavelength, indicating that even for such a large domain, the effects of the boundary were being felt. Unfortunately, due to numerical limitations we could not reliably trace the eigenvalues of the Jacobian as the domain size was increased.
Regarding possible extensions of the work presented here, one interesting feature to include in the type of model we have presented would be the effects of propagation delays [7] . Although including these in models in one spatial dimension does not seem to change the stability of travelling waves, this does not seem to carry over to two spatial dimensions [6] . Another feature to include is the presence of inhibitory neurons, which also have spatially extended coupling [9] .
There exist many results relating to spiral waves in reaction-diffusion systems; these include their response to temporally periodic forcing [24, 25] or anisotropies of the domain [36] , their motion near boundaries [38] , the effects of differently shaped domains [43] , and the interaction between two or more spirals [1] . A large open issue is to determine whether or not generic behavior of spiral waves in reaction-diffusion systems also occurs in systems with nonlocal spatial interactions. Our work suggests that in at least one aspect it does not.
