Abstract. We introduce the reduction of the rank of a linear differential system as the unique solution of a natural problem and we relate it to the formal meromorphic classification (normal forms) and to the convergent meromorphic classification (Stokes matrices). The reduction of the rank makes sense for connections as well.
The reduction of the rank is a procedure which, to a linear differential system dY dz = z r−1 A(z)Y , where A is analytic at z = ∞, with Poincaré rank r, associates a linear differential system dY dt = 1 r A(t)Y , where A is analytic at t = ∞, with Poincaré rank one. One chooses the variable t = z r and enlarges the dimension of the system r times by letting Y = (Y, zY, . . . , z r−1 Y ) ( [T63] , [Lu72] , [BJL82] ).
In Section 1 we introduce the reduction of the rank as the unique solution of a natural problem (Thm. 1.1). We develop a few properties of those systems which are rank-reduced and we show that the notion makes sense on connections.
In Section 2, we observe that the formal classification (without using any algebraic extension of the base field) can be stated in terms of rank-reduced systems of a special type. Using the properties of rank-reduced systems we reformulate the proof of the theorem of formal classification by W. Balser, W.B. Jurkat, D. Lutz ([BJL79] ).
In Section 3, we make explicit in matrix form the connection between formal fundamental solutions of the initial system and of the rank-reduced system. The fundamental solutionV (t) (Thm. 1.1) which is the most natural from a theoretical point of view is not adapted to certain calculations. Using the formal fundamental solution denoted byŶ (t) (Prop. 3.3.2) we describe an explicit easy algorithm to answer the following question: how to determine linear differential equations satisfied by the seriesŷ j = m a j+rm z −m whenŷ = m a m z −m satisfies a given differential equation?
In Section 4, we make explicit the connection for Stokes matrices. Date: February, 12, 2001. All over this paper we denote byK = C[[z −1 ]][z] the field of formal meromorphic series in z −1 and by K = C{z −1 }[z] the subfield of the convergent ones and we consider linear differential systems with coefficients in K.
Recall that a K-connection (V, ∇) is a finite dimensional K-vector space V with a C-linear map ∇ : V −→ V satisfying the Leibniz rule ∇(f Y ) = df dz Y +f ∇Y for all f ∈ K and Y ∈ V . It is represented by a linear differential system operator ∆ = d dz − A(z) with coefficients in K in any K-basis of V . A change of K-basis with matrix P changes ∆ into ∆ ′ = P −1 ∆P and this corresponds to applying a gauge transformation Y → P Y to the system ∆Y = 0. A K-connection (V, ∇) determines a formal connection, i.e., aK-connection, (V ,∇) by extending the scalars:V = V ⊗ KK and∇ = ∇ ⊗ KK . The connections (V, ∇) and (V ,∇) are represented by the same system operator if one chooses inV theK-basis (ε 1 ⊗ 1, . . . ε 1 ⊗ 1) when the chosen K-basis of V is (ε 1 , . . . , ε n ).
Two systems ∆Y = 0 and ∆ ′ Y = 0 of dimension n are said K-equivalent (resp.K-equivalent) if there is a gauge transformation Y → F Y where F ∈ GL(n, K) (resp. F ∈ GL(n,K)) changing ∆ into ∆ ′ , i.e., if ∆ ′ = F −1 ∆F . This means that they represent K-isomorphic (resp.K-isomorphic) connections, or, a same connection in two different K-basis (resp.K-basis). We denote ∆ ∼ = K ∆ ′ (resp. ∆ ∼ =K ∆ ′ ).
In the sequel, having effective calculations in mind, we preferably work with systems.
r-reduction of differential systems and of connections
We choose r ∈ N * and we denote now the given n-dimensional system by Let t = z r and z = t 1/r be a r th root of t. For ℓ = 0, 1, . . . , r − 1, we denote A ℓ (t) = m A[ℓ + rm]t −m so that A(z) = A 0 (z r ) + z −1 A 1 (z r ) + · · · + z −(r−1) A r−1 (z r ).
Theorem 1.1. There exists a unique system
having meromorphic coefficients at t = ∞ and n linearly independent vector solutions of the form
. . .
is a fundamental solution of the system ∆ r Y = 0 and the matrix A reads 
where, for short, A 0 , A 1 , . . . stands for A 0 (t), A 1 (t), . . . In compact notation, the matrix A(t) = [A j,k (t)] is blocked into the n × n matrices
Proof. Existence: Once we know the matrix A a direct verification shows that it satisfies the required conditions. To set up the matrix A itself one can proceed by elimination: split Y into r column vectors y 0 , . . . , y r−1 of size n and compute dY dt in terms of t and Y . The elimination of the fractional powers of t using the relations
Unicity : Let ∆ r Y = 0 be a system satisfying the required conditions. As the system ∆ r Y = 0 has meromorphic coefficients and the columns of V (t) are solutions of ∆ r Y = 0 then, for all k ∈ Z, the columns of V (te 2kπi ) are also solutions. Since the columns of V (t) are linearly independent then, also are the columns of V (te 2kπi ) for all k ∈ Z. It is sufficient to prove that, all together, the columns of V (te 2kπi ) for k = 0, 1, . . . , r − 1 are linearly independent.
To this end, we consider the fractional gauge transformation S with matrix
and we note that, for all k ∈ Z and denoting ω = e 2πi/r , S and V satisfy the relation
Thus, the gauge transformation S(t 1/r ) acts linearly on the vector space of the solutions generated by the columns of V (t) and, for k = 0, 1, . . . , r − 1, the columns of V (te 2kπi ) are n linearly independent eigenvectors of S(t 1/r ) corresponding to the distinct eigenvalues ω −k . Hence the result.
Note that ∆ r Y = 0 is uniquely determined whatever the choice of a r th root z = t 1/r of t has been made. Definition 1.2. We call ∆ r Y = 0 the r-reduced system associated to ∆Y = 0. We call V (t) a r-reduced initial solution and V (t) a r-reduced fundamental solution.
When the system ∆Y = 0 has Poincaré rank r the system ∆ r Y = 0 has Poincaré rank one. To a solution of ∆Y = 0 with levels r 1 < r 2 < · · · < r s (hence (r 1 , r 2 , . . . , r s )-summable) there correspond r solutions of ∆ r Y = 0 with levels r 1 r < r s r < · · · < r s r (hence r 1 r , r 2 r , . . . , r s r -summable); one such solution appears in each set V (te 2kπi ) for k = 0, 1, . . . , r − 1.
coefficients is a r-reduced system if and only if, for any choice of a r th root t 1/r of t, it is left invariant by the fractional gauge transformation S(t 1/r ), i.e., it satisfies the invariance equation
Proof. In the proof of Theorem 1.1 we showed that ∆ r Y = 0 is invariant under the gauge transformation S(t 1/r ) for a given but arbitrary choice t 1/r of a r th root of t. Actually, since for all k, S(ω k t 1/r ) = ω k S(t 1/r ) the invariance for one choice t 1/r is equivalent to the invariance for any other choice ω k t 1/r . Conversely, if ∆ r Y = 0 is left invariant by the gauge transformation S(t 1/r ), then S(t 1/r ) acts linearly and bijectively on the space of the formal solutions of ∆ r Y = 0. The induced linear map is diagonalizable (it has minimal polynomial T r − 1 = 0) and has the eigenvalue 1 with multiplicity n (it has characteristic polynomial (T r − 1) n = 0). There exist then n linearly independent formal solutions that are also left invariant hence of the required form V (t). The existence of a fundamental solution like V (t) results from the analyticity of A(t) in the variable t. Proposition 1.4. r-reduction of equivalent systems r-reduction is compatible with meromorphic (resp. formal meromorphic) equivalence.
Proof. LetŶ (z) andŶ ′ (z) = F (z)Ŷ (z) where F (z) ∈ GL(n, K) (resp. GL(n,K)) be formal fundamental solutions of two given equivalent systems. Since F has no formal monodromyŶ andŶ ′ have the same matrix of formal monodromy defined byŶ (ze 2πi ) =Ŷ (z)M . Consequently, the associated rreduced fundamental solutions V (t) and V ′ (t) of the r-reduced systems have the same matrix of formal monodromy equal toM =
this means that F (t) has no formal monodromy. On another hand, due to the form of V (t) and V ′ (t), the factor F (t) does not depend on Y but only on F and is a series in t 1/r . These two properties imply that F is a series in t. Obviously, when F is convergent, F also.
With this result the following definition makes sense:
is the r-reduced connection of a connection (V, ∇) if it can be represented by the r-reduced system of a system representing (V, ∇).
We state now a few elementary properties of r-reduced systems. Let ∆, ∆ ′ , . . . denote system operators meromorphic at z = ∞.
Recall that the notation ∆ ∼ = C ∆ ′ means that ∆ and ∆ ′ are C-equivalent, i.e., they are related by a gauge transformation in GL(n, C). Proposition 1.6. Elementary properties of r-reduced systems
to a permutation of their rows. We conclude using the unicity in Theorem 1.1 .
(ii) Let u = z r ′ and t = u r ′′ = z r ′ r ′′ and let Y (z) denote a fundamental solution of ∆Y = 0. 
. We conclude again using the unicity in Theorem 1.1.
In the case of systems in special forms we can state more precise formulae. We formulate some that we will use in the next sections.
Given p a polynomial or a function of z let D p denote the operator deduced from D by the scalar shift
Proposition 1.7. Further properties in special cases Let D be an operator regular singular at z = ∞.
(iii) Minimal algebraic extension:
• r = r ′ r ′′ (r, r ′ , r ′′ are integers) and
(iv) Changing p in its orbit under z → e 2πi/r z without changing Λ:
(v) Changing the matrix Λ without changing p:
Then, D p r and D ′p r are C-equivalent.
is a reformulation of (ii) and (v) is a special case of Proposition 1.4.
(iv) Denote ω = e 2πi/r and consider the fundamental solution
. And these are changed into the r-reduced initial solutions
by means of the contant gauge transformation Y = ⊕ r−1 j=0 (ω j I m )Z. We conclude using the unicity in Theorem 1.1.
We ask now the question of turning back to the initial system.
Let the unknown nr-dimensional column vector Y in ∆ r Y = 0 split into r column vectors y 0 , . . . , y r−1 of dimension n. Then, ∆Y = 0 is the system in the unknown n-dimensional column vector
Proof. Split the set of the first n column vectors in A(t) in square blocks
. Hence its unicity.
Given a column vector Y (t) and a r th root z = t 1/r of t the column vector
is a fixed point of S(t 1/r ). Therefore, the first n component of X(z r ) satisfy ∆Y = 0 when
In conclusion of this section, we make the following remarks. We call, as usually, level of a system any of the (may be fractional) degrees of its determining polynomials (See Theorem 2.1) and we say that the system belongs to the unramified case if none of its determining polynomials requires an algebraic extension of the variable z.
We note that, by means of r-reduction, we can change any integer level to 1. Since an adequate ramification z = t ν can change all levels into integers, we are then able to normalize any given level to 1. However, it must be noticed that, doing so, the other levels are not kept integers in general and, evenso we start with a system ∆Y = 0 belonging to the unramified case, the r-reduced system ∆ r Y = 0 belongs to the ramified case in general.
We note also that, since ∆ r Y = 0 is uniquely determined from ∆Y = 0 and reciprocally, the systems ∆ r Y = 0 and ∆Y = 0 are equivalent datas. In particular, fundamental solutions of both systems can be seen as a rewriting of each other (Prop. 3.1). Also, as algebraic and meromorphic operations preserve a Stokes phenomenon, their Stokes phenomenon are equivalent; however these Stokes phenomena appear in different forms (Prop. 4.2).
Formal classification
In this section we link the formal meromorphic classification together with r-reduction and we rewrite a proof of the unramified version of the formal classification theorem close to those in (BJL79) .
denotes the field of formal meromorphic series in z −1 and K = C{z −1 }[z] the subfield of the convergent ones. Two systems ∆Y = 0 and ∆ ′ Y = 0 are said K-equivalent (resp.K-equivalent) if there exists F ∈ GL(n, K) (resp. F ∈ GL(n,K)) such that F −1 ∆F = ∆ ′ . The formal (meromorphic) classification of differential systems is the classification moduloK-equivalence. We recall that ∆ q denotes the operator deduced from ∆ by the scalar shift Y → e q Y and division by e q .
We denote byK r =K(u) (resp. K r = K(u)) the finite algebraic extension ofK (resp. K) by u = z 1/r , r ∈ N * .
The formal classification has first been made by allowing gauge transformations with coefficients in an adequate finite algebraic extensionK r . In terms of systems this approach is mostly due to Turrittin ([T55] We choose here the language of systems. The method consists then in choosing in each class a system called a normal form with a fundamental solution adequately normalized. One can state:
Theorem 2.1. Classification over a finite algebraic extension ofK.
Given a system operator ∆ = d dz − A(z) with coefficients inK there exist:
-a finite algebraic extensionK r of minimal degree r, -finitely many polynomials q j (u) either 0 or in uC [u] where u = z 1/r , -and regular singular operators
where Λ j is a constant matrix, such that ∆ isK r -equivalent to a direct sum
The decomposition is unique up to K r -equivalence.
The unicity up to K r -equivalence means that the determining polynomials q j are uniquely determined, also their multiplicity m j , hence, the dimension of D j ; the Jordan form of the matrices Λ j is uniquely determined except for the eigenvalues that are determined in each Jordan block up to an integer.
In terms of solutions, Theorem 2.1 asserts that there exists a formal fundamental solution of ∆Y = 0 of the form
where
; we assume, in addition, that q j = q k when j = k, that for all j, r j is chosen minimal and the roots are chosen in a compatible way: if r denotes the l.c.m. of the r j 's then z 1/r j = (z 1/r ) r/r j ; • Λ = ⊕ j∈J Λ j is a constant matrix commuting with Q; •Ĥ belongs to GL(n,K r ).
In the unramified case, i.e., the case where all q j 's belong to C[z], then, r is equal to 1, the factorĤ(z) belongs to GL(n,K) and the system (I) iŝ
is meromorphic in the variable z. Otherwise, this property does not hold.
The classification overK is somewhat more involved. It has been first proved by W. Balser, W. Jurkat, D. Lutz ([BJL79] ) that, with an adequate choice of Λ, the matrixĤ(z) can be chosen in GL(n,K). This, in turn, gives rise to more complicated normal forms where, for instance, Λ and Q do not commute anymore.
Alternative treatments can be found in ( [BV83] ) or in ([Le99] ).
Theorem 2.2. Classification overK itself.
-and regular singular operators
The decomposition is unique up to K-equivalence.
In the case when p k ∈ zC[z] including the case when
Thus, in the unramified case where all p k belong to zC[z], the two theorems coincide. Definition 2.3. Any system in the K-equivalence class of ∆ 0 is called a normal form for ∆.
Proof of Theorem 2.2. Existence:
We start with a formal fundamental solutionŶ (z) =Ĥ(z)z Λ e Q(z) of ∆Y = 0 given by Theorem 2.1 and we want to change it into an adequate one by means of gauge transformations inK.
We note first that, because ∆ has coefficients inK and not inK r , the substitution z → ze 2πi (a formal loop around ∞) acts on Q as a permutation R. In particular, the determining polynomials q j in a same orbit appear with a same multiplicity. We order the q j 's so that this permutation R is decomposed into (multi-dimensional) cycles R = ⊕ k R k and, correspondingly, Q = ⊕ k Q k . To be precise, we choose each R k of the form
and where m ′ is the multiplicity of the polynomials q j involved in this cycle. The direct sum ⊕ k Q k is compatible with the splitting ⊕ j∈J q j I n j of Q into the different q j 's; i.e., each Q k is a sum ⊕ j∈J ′ q j I n j where J ′ is a subset of J.
We reduce then the problem to the case when R itself is cyclic: R = ρ⊗I m (ρ a cyclic permutation) by showing that, up toK-equivalence, we can split the matrixŶ (z) according to the splitting Q = ⊕ k Q k of Q.
DenoteΨ(z) =Ĥ(z)z Λ andM the matrix of the formal monodromy of
The matrix e Q(z)M e −Q(ze 2πi ) ≡ e Q(z)M R −1 e −Q(z) R being equal to the formallogarithmic matrixΨ −1 (z)Ψ(ze 2πi ) has no exponential terms and, consequently,M R −1 readsM R −1 = ⊕ j∈JMj according to the splitting Q = ⊕ j∈J q j I n j of Q in the different q j 's. Then,M = ⊕ j∈JMj R splits into a direct sumM = ⊕ kMk according to the splitting R = ⊕ k R k of R. Choosing a logarithm 2πiL = ⊕ k 2πiL k of ⊕ kMk thenΨ(z)z −L has no formal monodromy and necessarily belongs toK. This means thatŶ (z) iŝ
and, therefore, answers the claim. Note, in addition, thatΨ itself satisfiesΨ(ze 2πi ) =Ψ(z)M .
From now, we assume that R is cyclic : R = ρ r ⊗ I m where ρ r is a r-dimensional cyclic permutation as above. Consequently,Ŷ readŝ
We begin by normalizingŶ so that its monodromy be of the form M = (⊕ r−1 j=0 γ)R where γ is a m × m constant invertible matrix as follows: LetΨ = [Ψ 0 . . .Ψ r−1 ] denote a splitting ofΨ into r sets of m columns. We can chooseΨ so thatΨ j (ze 2πi ) =Ψ j+1 (z) for all j = 0, . . . , r − 2 and since q r−1 (ze 2πi ) = q 0 (z), necessarily, there exists a constant invertible matrix C ∈ GL(m, C) such thatΨ r−1 (ze 2πi ) =Ψ 0 (z)C. If C is the identity then the claim is fulfilled by taking γ = id. If not, we choose a r th root γ of C and we replaceŶ (z) byŶ 
commute. We keep denotingŶ (z) andΨ(z).
We consider now a logarithm 2πiλ of γ and the logarithm 2πiJ = 2πiU −1 ⊕ r−1 j=0 j r I m U of R. We denote here by U the matrix U = V(1, e 2πi/r , . . . , e 2πi(r−1)/r ) ⊗ I m where V(1, e 2πi/r , . . . , e 2πi(r−1)/r ) is the Van der Monde matrix built on 1, e 2πi/r , . . . , e 2πi(r−1)/r . Using the fact that the matrices ⊕ r−1 j=0 γ and U commute the matrix of monodromy ofΨ(z)U −1 turns out to be exp2πi ⊕ Im) U wherê Φ(z) ∈ GL(rm,K).
In conclusion, under the hypothesis that a formal loop z → ze 2πi acts cyclically on the different q j 's, the system ∆Y = 0 isK-equivalent to the system ∆ 0 Y = 0 having the fundamental r-reduced solution Note that, clearly, the system ∆ 0 Y = 0 has coefficients in C[z, z −1 ].
Unicity:
Using Proposition 1.7.iii we can assume that the algebraic extensions u k = z 1/r k are of minimal degree r k so that, for all k, p k (u k ) is not a polynomial in any higher fractional power u k = z 1/s , s < r k of u k and the orbit of p k (u k ) under u k → e 2πi/r k u k has length r k . Using Proposition 1.7.iv and Proposition 1.6.i we can assume that the orbits of the different p k are distinct. Since, from Theorem 2.1, systems with different determining polynomials cannot beK-equivalent, it is sufficient to consider the case of just one term ∆ 0 = D p r . The unicity results then from Lemma 2.4 below.
Suppose we are given
where the matrices Λ and Λ ′ are m × m constant matrices. Let r ≥ 1 and let p(u) and p ′ (u) be polynomials in uC [u] with an orbit of length r under u → e 2πi/r u.
Denote z the variable in D p r and D ′p ′ r .
Lemma 2.4. The following assertions are equivalent:
Moreover, when these conditions are satisfied then
Proof.
• ii =⇒ i is trivially true.
• i =⇒ ii : From Theorem 2.1, p and p ′ generate the same orbit under z → e 2πi z and, by means of a constant gauge transformation, we can assume that p = p ′ (Proposition 1.7.iv).
Let 
Necessarily, C commutes with e Q(z) , otherwise e Q(z) Ce −Q(z) would contain exponential terms, and (2.4.1) implies
Thus, D r and D ′ r areK-equivalent. Since they are regular singular they are then K-equivalent andF (z) is convergent. Hence the Lemma.
Recall that a r-reduced system is r-reduced for a unique system. Thus, given the system D p r , then p and D are unique. However, we can give
actually, we can give p any of the r values in its orbit under u → ue 2πi/r and Λ can be any matrix C-equivalent to a given Jordan matrix, except for the eigenvalues which can differ from integers in each Jordan irreducible block. 
and, for all k,
and u k = z 1/r k is an algebraic extension of minimal degree,
In particular, to any system ∆Y = 0 there is a formal fundamental solutionF (z)z Λ e Q(z) where the matrix Λ is constant, Q is polynomial and diagonal and whereF (z) belongs to GL(n,K). However, except in the unramified case where r k = 1 for all k, the matrices Λ and Q do not commute.
The 4-tuples
• r k and m k are positive integers and k m k = n,
• λ k ∈ C satisfies 0 ≤ Reλ k < 1 r k form a full set of formal meromorphic invariants for ∆Y = 0.
where, for all k, the degree r k of the extension u k = z 1/r k is minimal and where
by Theorem 2.2. By means of a constant gauge transformation, each Λ k can be put in Jordan form and each D p k k r k can be split according to the various irreducible Jordan blocks (Proposition 1.6.i). A monomial diagonal transformation allows then to satisfy the conditions 0 ≤ r k Reλ k < 1. In the proof of the Theorem 2.2 a normal solution has been found as a direct sum of matrices H 0 (z) like given in Formula (2.2). The C-equivalent normal solutions U −1 H 0 (z) provide solutions of the required form. Reciprocally, any such finite collection of 4-tuples determines a normal form (2.5).
Formal fundamental solutions with an algorithmic application
In this section, we state the previous results in matrix form making explicit special sets of formal solutions and we give an algorithmic answer avoiding factorizations to the following problem:
−m solution of a linear differential equation Dy ≡ a 0 y (n) + · · · + a n y = 0 and given an integer j, 0 ≤ j < r − 1, to determine a differential equation D j y = 0 satisfied by the "subseries" of the terms r by rf
We denote by • I ℓ the identity matrix of dimension ℓ,
• V(1, ω, . . . , ω r−1 ) the Van der Monde matrix built on 1, ω, . . . , ω r−1 ,
• U r,ℓ (ω) = V(1, ω, . . . , ω r−1 ) ⊗ I ℓ which we call multi-Van der Monde.
• P = P r,n ′ ,n ′′ the permutation that takes
We consider a meromorphic system
having dimension n and a formal fundamental solutionŶ (z) =F ( Given r and taking the terms r by r we writê
where, for all j, we denoteF j (z r ) = mF [j + mr]z −mr . We denote t = z r ; we let z = t 1/r be an arbitary r-root of t.
We are interested in the solutions of the r-reduced system ∆ r Y = 0 associated to ∆Y = 0. We begin by givingV (t) in matrix form in the general case. We give a simpler form in the case when ∆Y = 0 is unramified. We look then at the situation when ∆Y = 0 is "partly" unramified and finally, at the situation when ∆ r Y = 0 is "partly" unramified with a level r.
is the r-reduced fundamental solution of ∆ 0 r Y = 0 corresponding tô Y 0 (z) and wherê
2. When ∆Y = 0 belongs to the unramified case then ∆ r Y = 0 admits the fundamental solution
Proof. 1. The proof is straightforward from the expression ofV (t) in Theorem 1.1. 2. In the case when ∆Y = 0 is unramified then Λ and Q(ω j t 1/r ) commute for all j and we can take away the constants ⊕ r−1 j=0 ω jΛ .
Remark 3.2. A formal fundamental solution of a given system can always be chosen as a direct sum of matrices of typeŵ.
We suppose that the normal form ∆ 0 Y = 0 splits into two sub-systems ∆ ′ 0 Y = 0 and ∆ ′′ 0 Y = 0 of dimension n ′ and n ′′ respectively: (z) . We also use the obvious notationŝ 
(The constant matrix ω jΛ ′ can be cancelled). 
If
(The constant matrices ω jΛ ′ and U r,n ′ (ω) can be cancelled).
Proof. 1. results from the relations
and from the fact that ω 
and from the fact that, since Q ′ (ω j t 1/r ) = Q ′ (t 1/r ) for all j, the matrices U r,n ′ (ω) and e
This simplified form is useful for the calculation of the Stokes multipliers and suggests the following algorithm.
An algorithmic application.
Let Dy ≡ a 0 (z)y (n) + · · · + a n (z)y = 0 be a linear differential equation meromorphic at z = ∞ and having a power series solutionf (z) =
Given r and j ∈ N such that 0 ≤ j ≤ r − 1 we look for a differential equation satisfied byf
Algorithm:
• Write down the companion system ∆Y = 0 of Dy = 0 and its r-reduced system ∆ r Y = 0.
• 
Stokes matrices
In this section we compare the Stokes phenomenon of a system ∆Y = 0 and the Stokes phenomenon of the corresponding r-reduced system ∆ r Y = 0.
We begin by recalling a good normalization for characterizing the Stokes phenomenon. Given ∆ we fix a normal form ∆ 0 Y = 0 and we consider a formal fundamental solutionŶ (z) =F (z)z Λ e Q(z) of ∆Y = 0 where
fundamental solution of ∆ 0 Y = 0. The Stokes phenomenon ofŶ or, preferably, ofF is due to the possible divergence of the seriesF (z) and can be described as follows:
Given a pair (q k , q ℓ ) of determining polynomials the anti-Stokes directions attached to (q k − q ℓ )(z) = az s + O(z s−1 ) are the s directions α 0 , . . . , α s−1 regularly distributed about z = ∞ where az s is real negative. For these directions we choose arguments α 0 , . . . , α s−1 satisfying 0 ≤ α 0 < · · · < α s−1 < 2π.
Let Sol α denote the space of germs of solutions of ∆Y = 0 at ∞ in the direction α.
Given a non anti-Stokes direction α and a choice of an argument of α, say α ∈ [0, 2π[, we consider the natural realization ofŶ given by
where, in z Λ , we choose argz close to α and where F α (z) denotes the uniquely determined (multi-)sum ofF at α. Such a realization determines a germ in Sol α that we keep denoting Y α and that we call the sum ofŶ at α. Given an anti-Stokes direction α and the choice of α ∈ [0, 2π[, we consider the two lateral sums Y α − and Y α + obtained by letting ε > 0 go to zero in Y α−ε and Y α+ε .
The Stokes phenomenon ofF is characterized by the collection, for all anti-Stokes directions α, of the automorphisms
that we call Stokes automorphisms relative toF or toŶ . Note that these automorphisms are not any possible asymptotic automorphism but special ones attached in a special way to the anti-Stokes directions. They are easily seen to be unipotent, i.e., the (u α − id) are nilpotent. They classify not exactly the systems ∆Y = 0 in a given formal class but, a normal form ∆ o Y = 0 being fixed, they classify all possible formal gauge transformationsF modulo the convergent ones, i.e., the classes {fF |f ∈ GL(n, K)} for allF ∈ GL(n,K) which changes ∆ 0 into a ∆ with convergent coefficients.
The classification of the systems ∆Y = 0 themselves up to K-equivalence results from the previous classification by conjugacy by the (small) group of all gauge transformations f ∈ GL(n, K) leaving
To be effective it is convenient to give the automorphisms u α a matrix form by choosing, for all α, a C-basis in Sol α . We make the choice of the lateral sums Y α − where α = argα is the principal argument 0 ≤ α < 2π.
Definition 4.1. We call Stokes matrices ofŶ the matrices of the Stokes automorphisms u α in the basis Y α − and we denote them by I n + C α .
The Stokes matrices are uniquely determined by the relations
and they also characterize the Stokes phenomenon ofF but they depend on the choice of a determination of the argument when the Stokes automorphisms do not. Since the automorphisms u α are unipotent the matrices C α are nilpotent. Denoting temporarily Q = ⊕ r−1 j=1 q j with possible equal q j 's, a Stokes matrix C α has the form C α = [c j,k ] where c j,k = 0 when j = k and when α is not an anti-Stokes direction attached to q j − q k ; otherwise c j,k is arbitrary.
We extend the Stokes notation to any argument α by letting Y α + = Y α − (I n + C α ). But, unless otherwise specified, we assume that α is the principal determination 0 ≤ α < 2π. In case α is not anti-Stokes then C α = 0 since then, Y α + = Y α − . We use a similar convention for the rreduced system ∆ r Y = 0 and its r-reduced fundamental solutionV (t):
Proposition 4.2. With the previous convention and, for all α ∈ R, the Stokes matrix C α at α = rα satisfies
Proof. The choice of arg(z = t 1/r ) close to α implies argt close to rα and arg(ω ℓ t 1/r ) close to α + 2πℓ r . Then, the relation
holds for ℓ = 0, 1, . . . , r − 1 and, consequently,
We look now at the contributions of a given pair (q k , q ℓ ) of determining polynomials in the case when q k and q ℓ are unramified and q k −q ℓ has degree r. By means of a permutation we can assume that the pair is (q 1 , q 2 ) and we are interested in the part of the Stokes phenomenon due to q 2 − q 1 .
We split a normal solution in
and q 1 and q 2 are not in Q ′′ .
We can even further normalize q 1 and q 2 to    q 1 (z) = 0
Indeed, a transformation Y → e −q 1 (z) Y changes q 1 into 0 and the new system still has meromorphic coefficients. Then, taking a new variable u =
r . We keep denoting the variable z. Under such a normalization, the r anti-Stokes directions α 0 , α 1 , . . . , α r−1 attached to (q 2 −q 1 )(z) have as principal arguments α 0 = 0, α 1 = 2π r , . . . , α r−1 = (r −1) 2π r . and there corresponds a unique anti-Stokes direction α 0 attached to (q 2 − q 1 )(ω j t 1/r ) for all j with principal argument α 0 . For j = 0, 1, . . . , r − 1, the matrix C α j relative to the solutionŶ (z) = F (z)z Λ e Q(z) of the initial system ∆Y = 0 at α j has the form
where the stars contain the Stokes multipliers due to all q k − q ℓ attached to α j other than q 2 − q 1 ; in case no other q k − q ℓ is attached to α j then the stars are zero matrices. We denote
From Proposition 4.2 we know that C α 0 = ⊕ r−1 j=0 C α j and thus, we know how to read C ′ α j in the Stokes matrix I nr + C α 0 relative to the r-reduced fundamental solutionV (t) of the r-reduced system ∆ r Y = 0 at α 0 = 0. We want now to make explicit how to find C ′ α 0 , . . . , C ′ α r−1 in the Stokes matrix I +B α 0 relative to the fundamental solutionŶ (t) (Cf. Prop. 3.3.2).
To better see the part due to q 2 − q 1 we again apply the permutation P (Cf. the begining of Section 3) so that C α 0 is changed into for k = 0, 1, . . . , r − 1.
In conclusion, there are simple explicit formulae between the Stokes multipliers of the initial system ∆Y = 0 and the Stokes multipliers of the r-reduced system ∆ r Y = 0 both relatively to the r-reduced fundamental solutionV (t) and to the simpler fundamental solutionŶ (t). Recall that the choice ofŶ (t) is useful for certain numerical calculations.
