Abstract. The Entity Name System (ENS) is a service aiming at providing globally unique URIs for all kinds of real-world entities such as persons, locations and products, based on descriptions of such entities. Because entity descriptions available to the ENS for deciding on entity identity-Do two entity descriptions refer to the same real-world entity?-are changing over time, the system has to revise its past decisions: One entity has been given two different URIs or two entities have been attributed the same URI. The question we have to investigate in this context is then: How do we propagate entity decision revisions to the clients which make use of the URIs provided by the ENS?
Introduction
Given a description of an entity as, for example, persons, locations or products, the Entity Name System (ENS) [4] provides globally unique URIs for such real-world entities. Because entity descriptions available to the ENS for deciding whether two entity descriptions refer to the same real-world entity (i.e., entity identity) are changing over time, the system sometimes has to revise its past decisions: One real-world entity has been given two different URIs 1 (e.g., http://dbpedia.org/resource/Tim_Berners-Lee and http://data. semanticweb.org/person/tim-berners-lee) or two entities have been attributed the same URI. For example, http://dbpedia.org/page/Paris could be the URI assigned to the city in France but, in DBpedia, it currently "disambiguates" (that is, refers) to 57 different entities. This could happen when not enough information is available when assigning a URI to an entity. When other entities called Paris are discovered new URIs should be assigned and the information be propagated. Our main research question in this paper is how to propagate entity decision revisions to the clients, which make use of the URIs provided by the ENS.
Providing a solution to the problem of propagating entity decision revisions is a crucial aspect of Semantic Web when the goal is to enable the Web of Entities. When software applications exchange information about entities it is essential to uniquely resolve the entities so that all the agents in the Web refer to the same real world entity using the same name, that is, the same URI. As entities can change over time, URI can be used multiple times by different sources to refer to the same entity, it is important to provide a framework for handling such identity revisions.
A lot of work have been done in the area of data provenance [9, 11, 6] and lineage retrieval [3] . However, today new challenges are present: with the growing size of the Semantic Web and with the spreading of semantic-aware user applications managing identity, the Web has to face the problem of scalability and efficiency. In this paper we analyse how to optimise identity management on the Web. In this paper:
-We describe a model for entity identifiers evolution on the Web (Section 2).
-We propose different labelling schemes allowing to dramatically reduce the number of identifier update requests to the Entity Name Service the client needs to perform, while preserving a reasonable uniqueness quality for its identifiers (Section 4). -We perform extensive experiments measuring the quality of identifier uniqueness. The experiments, using both artificial and real revision history from Wikipedia, also measure the drop in identifier update requests when using the proposed labelling schemes (Section 5). -We conclude the paper and describe possible future work in Section 6.
Application Setting and Scenarios

Motivation
It is known that "the Semantic Web can become an open and scalable space for publishing knowledge (in the form of RDF data) only if there will be a reliable (and trustworthy) support for the reuse of URIs" [5] . The ENS is providing such an infrastructure to the Semantic Web users.
It is also clear that in the current Web there is a proliferation of different URIs for the same real world entity. It is then necessary to provide a way of notifying the Semantic Web users of changes in the URIs. For example, a person such as Tim B. Lee has many different URIs assigned by different sources: it is desirable for applications and/or people on the Web referring to him to use the same identifier.
In this paper we present methods for the propagation of Identity Decision Revisions where such decision is taken by the ENS. In the following section we describe the context of Identity Decision Revisions and introduce different approaches for propagating such information to the interested clients.
The Entity Name System
The main goal of the ENS is to enable the Web of Entities. This is accomplished by supporting the use of globally unique IDs for entities. It is important to clarify that the information about entities (i.e., attribute names and values) stored in the ENS serves solely the purpose of distinguishing entities between themselves. The ENS is defined in [4] as: "a service which stores and makes available for reuse URIs for any type of entity in a fully decentralised and open knowledge publication space." The main functionalities of the ENS are: search for the identifier of an entity, generation of entity identifiers, matching entities present in the repository with external ones, and ranking entities by similarity to a given one. Notice that the question of how the ENS actually disambiguates entity identities is out of scope of this paper and will therefore not be discussed here.
Setting
We now describe by way of an example the possible operations that can be applied to an entity. A knowledge-based system, at some point in time, might have a wrong representation of an entity: for example, initially, a system has the knowledge that a person is called John Doe, but, after having acquired more evidence, the system knows that another entity representation, with name John J. Doe, refers actually to the same entity. In this case the two entity representations as well as their identifiers need to be merged. Also, the entity itself can change over time (e.g. semantic evolution, evolution of documents [1] ): for example, the attribute affiliation of a person can change over time. For these reasons, we need to define the possible changes that the entity identifiers might undergo. The following operations can be applied on an entity:
Creation. When an entity is first encountered, a new ID is generated. Split. When the system discovers that the same entity representation describes two different real world entities, two new IDs have to be created. For example, the system knows that a person is called "Andrea Rossi" but, at some point, it discovers that there are actually a man and a woman with the same name, in the dataset. Merge. When two entities are matched, and recognised to be the same, they are merged, and the same has to be done to their IDs.
In the following we present a real word example where the propagation of Identity Decision Revision (IDR) is important. 
Models for Propagating Identity Decision Revisions
When we want to propagate the information of IDRs there are two main possibilities of doing it: by pushing or by pulling such information. In the push model the ENS server notifies all the clients of an IDR. In this scenario the ENS must be aware of all the clients using a given URI. It is easy to see that this solution is not feasible for all clients 2 on the Semantic Web It is impossible for the ENS to keep track of which client uses which ID. More, in this case there would certainly be a problem of network traffic overload: a lot of communication would be needed for propagating IDRs.
In the pull model a client has to ask the ENS about changes for a given ID. In this case it is a duty of the client to decide when it is time to request for an update of the ID. That is, the client has to understand when an ID is obsolete. For example, if the client receives an e-mail which contains the ID of an entity, it as to discover that it is a newer version of an ID it already has (e.g., as a result of a split operation on the ENS). In this case it is necessary to query the ENS for an up-to-date version the ID.
It is clear that the trade-off between the two models is set by how often the IDs change. If there are few IDRs, then the push approach is more efficient as all the effort is centralised.
Concept Definitions for Identity Revision Management
In this section we define the concepts and relative notation which are needed for describing the approaches presented in Section 4.
In this paper we assume that the ENS, named in the following as server, is one central machine only. It will be future work to consider the effects of a distributed ENS platform on the identity management.
Additionally, several applications using entity identifiers are present and are asynchronously submitting entity resolution requests to the server. These can be end-user application like, e.g., e-mail clients or batch processes as web crawlers. We refer to applications that submit requests to the server as clients. The server will respond to requests using the knowledge available in the server's central repository: a container of all the up-to-date entities and identifiers. When more than one ID is up-to-date for a given deprecated ID, the ENS has to use entity matching 3 techniques to disambiguate between those candidates. Moreover, each client has its own local repository containing only the identifiers known by the client, that is, all the entities encountered up to now.
Clients are exchanging information about entities and their IDs as well. This means that clients are encountering new IDs as they receive new information from other clients.
As presented in Section 2.3, split and merge operations are possible on entity identifiers. We define as Identity Revision Graph the directed acyclic graph representing the history of one or more entity identifiers. Using the part of such a graph that it knows, a client can detect deprecated identifiers with no need of sending a request to the server.
Limiting the Number of Update Requests
A quick computation shows that if 50,000 clients request updates to the server for 3,000 IDs only once a day, it represents more than 1,500 requests per second, which is already significant, and it would be interesting to be able to limit this number of request. We propose to do so by trying to update only the IDs which most need to, with the idea that, as long as one ID in a client's local repository of entities refer to only one entity in this repository, it does not need an update since local uniqueness would be preserved. This is true whether the ID in question has been deprecated (split or merged) on the ENS server.
In the following we expose different techniques allowing to limit the number of update requests while preserving local uniqueness.
Lineage Preserving ID Labelling (LPID)
Wu et al. proposed in [10] a labelling scheme for transitive closure computation on Directed Acyclic Graphs (DAGs). Computing a transitive closure in a graph is used for identifying all ancestors (or descendants) of a given node in the graph. We describe hereafter the Lite version of Prime Numbers Labelling Scheme for DAGs (PLSD) proposed by Wu et al.
Considering the entity IDs evolution as a DAG, we can use the PLSD labelling scheme described in [10] to locally detect if an ID has been deprecated. As in Fig. 1(a) , if an ID A is deprecated by another ID B, then there exists a directed edge A → B. As a consequence the merge and split operations mentioned in Section 2.3 are modelled as illustrated in Fig. 1(b) and 1(c) respectively.
We annotate each node of the DAG such built with a pair of natural numbers: the self-label, and the ancestors-label. The self-label is a unique prime number (i.e., from all the self-labels, a self-label appears once and only once), and the ancestors-label of a vertex is the product of its self-label with the least common multiple of the ancestors-labels of its ancestors (i.e., its in-component). Formally this gives:
be a DAG with I a set of vertices representing IDs, and D a set of edges representing deprecation. We identify a vertex i ∈ I by a pair (i self , i ancestors ) with i self , i ancestors ∈ N + , where i) i self is a prime number such that there exists a bijection between I and the set
We call i = (i self , i ancestors ) the Lineage Preserving ID (LPID), i self the selflabel of i, and i ancestors its ancestors-label.
Lemma 1 shows that, given two LPIDs as defined in Definition 1, the fact that the self-label of one LPID divides the ancestors-label of the other LPID implies that the former is deprecated. Lemma 1. Let i = (i self , i ancestors ) and j = (j self , j ancestors ) be two LPIDs. j ancestors /i self ∈ N implies that i is deprecated.
This approach is described in more detail in [7] .
List Labelling
The LPID labelling uses an integer to encodes the ancestors' self-labels in an integer, product of those self-labels. This has the advantage to require only one division to find out whether an ID is an ancestor of another ID. On the other hand, it has the disadvantage to require the use of prime numbers as selflabels, which is costly to generate when the number of IDs is high. The obvious alternative is to use any natural number as a self-label, and store the ancestors simply in a list, separated by commas for example.
The difference with Definition 1, is that self-labels are ordinary natural numbers, and not restricted to prime numbers. And the definition of the ancestorslabel is changed to:
ii) i ancestors = {a 1 self , . . . , a n self } is set of the self-labels of a 1 , . . . , a n , the ancestors (in-component) of i Since this labelling is equivalent to the LPID labelling, Lemma 1 can be slightly modified for list labelling: and identifier a is an ancestor of b iff a ∈ b ancestors .
The list labelling being equivalent to the LPID labelling in terms of selection of the identifiers to ask the ENS server for un update, the only difference between the two labellings is the storage space and and the selection performance.
Merge Epochs Labelling
The LPID and List Labellings allow to limit identifier update requests to some identifiers being in conflict. Once the identifiers to be updated have been selected, the client has no other choice to contact the ENS server to do so. This is because the client does not know whether there was a split or not between an identifier and its descendant. Consider Figure 2(b) . The client has in its repository only identifier A, and he receives identifier C. Since A has been split, the client has to ask the ENS server whether to replace A with B or with C. However, if the IDR graph is the one in Figure 2 (a) and if the client knew that A has been merged with another identifier into C, it could replace A with C directly, without contacting the ENS server. In this section, we introduce an additional label, the merge-label, allowing the client to know whether a split occurred between any identifier and any of its descendant. (c) C has been deprecated Fig. 2 . IDR graphs. In (a) the client can replace A with C without contacting the ENS server. In (b), however, the client has to ask the ENS server to find out whether to replace A with B or C. And in (c) if the client uses the merge-label to replace A with C, it would use C which is deprecated. Whereas if the client contacted the ENS server, it would now use E which is the most up-to-date identifier for the entity considered.
As with the ancestors-label, recording which of the ancestors of an identifier can be replaced by it without asking the ENS server can be done using the lcm of the prime number self-labels of the ancestors, or simply the list of the ancestors. Thus, the Definitions 1 can be completed to include the merge-label as follows: the label for an identifier i is changed to (i self , i ancestors , i merge ), and the following definitions are added:
iii) i merge = lcm(m 
two LPID labellings i = (i self , i ancestors , i merge ) and j = (j self , j ancestors , j merge ): i self /j merge ∈ N implies that i can be replaced with j without risking to attribute an identifier to an entity which this identifier does not refer to. Similarly for List Merge labellings.
Drawbacks. As already mentioned, the merge labelling present the advantage to allow the client, in some cases, to replace an identifier with its descendant without contacting the ENS server. This comes at the price of two things: 1) the additional merge-label require more space to store the labelling of an identifier, and 2) the client might use deprecated identifiers, where if it contacted the ENS server, it would use the most up-to-date identifier. See Figure 2 (c) for an illustration of the second point.
Baseline: No Labelling
As far as we know, since the ENS is a relatively new concept, the problem considered in this paper has not been approached before. For this reason, the baseline method which we use for comparing the above-presented techniques is the most straight forward one; that is, no labelling at all. In this case, when the client receives a description on an entity referred to by an identifier unknown to the client, the only way to make sure the new identifier does not conflict with another identifier in its repository is to simply ask the ENS server for each and every ID in its local repository.
This obviously would generate a lot of update requests to the ENS server, but it also has advantages over the labelling techniques we proposed. The first advantage is that a bigger part of the identifiers used by the client are up-to-date, since it more often asks for identifier updates. This implies that less identifiers in its repository refer to two or more entities in the world, and that less entities in its repository have more than one identifier. The second advantage is that since no labelling at all is used, the space requirement is less than when using lineage labelling.
Experiments
We conducted experiments aiming at comparing the different proposed labelling approaches to the baseline where no labelling is used. We compared the different approaches with respect to two main characteristics: network traffic and quality of the identifiers.
The network traffic is measured in terms of number of update requests a client addresses to the ENS server, and the size of the labelling metadata. The quality of the identifiers answers the question: how unique are the identifiers? Ideally the identifiers are globally unique, i.e. for each entity there exists exactly one identifier, and each identifier identifies exactly one entity. To measure this we used at the client level: the number of deprecated identifiers, the repository size, the number of entities per identifier, and the number of identifiers per entity.
Scenario
In our experiments, we considered the situation where a client receives semantic annotations describing different kind of entities. As the client encounters new identifiers, it first selects the identifiers in its repository which need update, according to the considered labelling scheme. The labelling scheme is one of the ones presented in Section 4: LPID, LPID Merge, List, List Merge, or the baseline without labelling. In each case it does its best to request update for all identifiers the scheme detects as deprecated. In the baseline case, since it does not have any information on which identifiers are outdated or not, it requests updates for all identifiers in its repository, plus the newly received identifiers. Once no more identifier is detected as outdated by the considered labelling scheme, it waits for a new arrival of identifiers, and repeats the process.
Before requesting for identifier updates, the merge labelling schemes perform the local replacements when applicable. Once the ENS receives an update request for identifier i, it returns one random 4 leaf identifier of the IDR graph which is a descendent of i. Howerver, for each identifier i to update, the returned up-todate identifier is the same independently of the labelling scheme evaluated; this is important for the results to be comparable. The sets of identifiers added to the client are the same and in the same order for all evaluated labelling schemes as well.
Evaluation
In the remainder of this section we will use the following abbreviations for referring to the labelling schemes: LPID (Lineage Preserving IDentifier labelling), LPIDMerge (Lineage preserving identifier labelling with Merge labelling), List (List identifier lineage labelling), ListMerge (List identifier lineage labelling with Merge Labelling), and Classic for the Baseline without labelling.
Measuring Uniqueness. When identifiers are unique, it means there is a bijection between the set of identifiers and the set of entities. Informally this means there is exactly one identifier for each entity, and only one entity referred by each identifier. As we see unicity depends on the set of identifiers and the set of entities. We will talk about local uniqueness when considering the set of entities in a client's local repository and the set of identifiers related to those entities. And we will talk about global uniqueness when considering the set of entities in ENS server's repository and the set of identifiers related to those entities.
We will focus in this paper on global uniqueness. The reason is that we started to consider the problem of how to transmit identity decision revisions from the ENS server to the client, taking the point of view of the server, that is, global. We will then assume that each identifier in the client's repository refers to exactly one entity in the same repository, and devise a measure for how globally unique the identifiers in the client's repository are. This means we want to know how many entities in the world an identifier used in the client's repository refers to; and how many distinct identifiers there is in the client's repository for one entities in that repository. Those are the measures we will use in those experiments to compare the impact on uniqueness quality of the evaluated labelling schemes. We call them number of entities per ID and number of IDs per entity.
Measuring Network Traffic and ENS Server Workload. Identifier update requests makes use of two resources of concern in our scenario: 1) network bandwidth, and 2) ENS server workload. Each update request from a client needs to be sent over the network, including the identifiers to update, and if required the description of the entities whose identifier is to be updated. For each identifier update request the ENS server receives, if there is more than one leaf descendent, the server has to perform an entity matching process to find out which is the present up-to-date identifier for the requested entity.
In this paper we are not concerned with the details of the process the ENS server follows to return the up-to-date identifier. However we know that both network bandwidth consumption and ENS server workload are functions on the number of identifiers whose update is requested. This is what we will call in the remainder number of update requests. Note that, in practice, all identifiers needed to be updated might be sent to the server in one bulk update request. In this paper we assume that one update request concerns one identifier only.
In addition, impacting on the network bandwidth consumption, the size of the lineage labelling metadata will be reported.
Measuring Performance. As already mentioned, the reason why we introduced the identifier lineage labelling is to allow to reduce the number of request updates, while keeping a reasonable uniqueness quality. This is mainly a performance concern, and is therefore a central measure in this paper.
We report two durations. The first is the time it takes the client, using a given labelling scheme, to select which identifiers it needs to ask the ENS server for update. We call this the selection time, which is null for the baseline, since all identifiers are always updated. To be able to compare performance between the baseline and the labelling schemes, we thus need to consider also the total time it takes a client to update it's identifiers. This comprises the selection time, plus the transmission time (of the requests), plus the possible entity matching time of the ENS server, plus the transmission time back. We approximated the whole to be the selection time, plus some time constant per identifier update request. We chose arbitrarily 200 ms for this time constant, which is not an uncommon round trip time for an intercontinental internet connection. It makes it a low constant for our case, considered that it also includes the time the server needs to process the request. We call it total matching time.
Comparing the Labelling Schemes. Since most of the above proposed measures will yield different values for the different labelling schemes (and the baseline), we need some measure common to all of them to be able to compare them. For this we chose the the number of new identifiers added to the client.
Datasets
We experimented with 3 different IDR graphs. The two first based on the revisions history of the Dutch and the Simple English Wikipedia datasets, and the third one artificially generated. As introduced in Section 2.3, an IDR graph is defined by a sequence of three events: identifier creations, merges and splits.
Here is how we interpreted the Wikipedia revision history in terms of those three actions. When a Wikipedia page is created, it obviously corresponds to an identifier creation. The first revision of a Wikipedia page where a redirect appears is considered as a merge between the two identifiers corresponding to the Wikipedia page and its redirect target page. And the first revision of a page where a disambiguation tag appears is interpreted as a split for this page's identifier to the ones corresponding to its targets.
The artificial IDR graph was generated with the following probability distributions. At each iteration, we first choose what action to perform 5 : creation (p = 0.77), split (p = 0.08) and merge (p = 0.15). If split or merge was picked, the identifier(s) to which the action applies are picked at random (uniform distribution); and the number of identifiers into which the identifier is split, or the number of identifiers to merge follow a Zipf distribution with σ = 2, a maximum of 5, and a minimum of 2.
Experiment Results
We present in this section the results of our experiments. When significant difference is mentioned, this has been confirmed with a one-way ANOVA 6 with 5% of significance. For most of the graphs we present the results for each of for IDR graphs: artificially generated, simple English Wikipedia, and Dutch Wikipedia. For each we added to the client 100 times 500 (= 50,000) identifiers, and since the Dutch Wikipedia is the only having enough entities to allow it, we also tried 200 times 500 (= 100,000) identifiers for this IDR graph. Which gives us 4 different simulation for each scheme, which we note 'artificial', 'simplewiki', 'nlwiki100' and 'nlwiki200' respectively.
Identifiers Uniqueness. We show in Figure 3 (a) the average number of entities per identifier at different steps (number of identifiers received by the client) in the simulation. The value for the classic scheme is one, as expected. For all datasets, the difference between using or not the merge-label happens to be non significant. The difference between the classic and the labelling schemes is visibly significant. In Figure 3(b) we present the average number of identifiers per entity for each iteration step. Whereas for the classic scheme we have the expected values of one, it is significantly different from the others, but merge-labelling makes a significant difference only for the IDR graphs of Simple English and Dutch Wikipedia on 100,000 identifiers.
We note that the number of entities per identifier tends to decrease over time, which is a good sign in the sense that it converges to the ideal case of one entity existing on the ENS server per identifier in the client's repository. However the number of identifiers per entity tends to augment over time, and this more rapidly while using merge-labels as not using them. This is problematic, even though it is easier to detect duplicate entities in the client's repository than reverse an accidental merge of two distinct entities because they erroneously shared a same identifier. Note however that, even if the differences are significant, the values are still quite low, which indicates that the problem would occur rarely.
Network Traffic and ENS Server Workload. We present in Figure 4 the number of identifiers the client is requesting the ENS server for update for the baseline, as well as for the labelling schemes without merge-labels (LPID and List). The merge labelling schemes are similar to the ones without, except that, as expected, the number of updates is reduced from a factor 2 approximately. Because the values for the baseline are so huge compared to the labelling schemes, we present the plots per scheme instead of per dataset as for the other measures. In addition to the obvious significant explosion of updates of the classic scheme compared to using lineage labelling-approximately 50 to 500 more than with lineage labelling-the one-way ANOVA revealed that using merge-labels or not does not change significantly the number of update requests. Figure 5 present the cumulative size of the lineage labelling for all the identifier schemes on the artificial IDR graph. For example, the total size needed to store the lineage labelling for one million IDs using the LPIDMerge scheme is 13 MBytes (109,124,363 bits). Since the baseline is not using any labelling, its size is zero for all datasets. Additionally, we notice that the list labelling scheme uses less space than the LPID one, and naturally, adding merge-labels augments the size of the labelling. All differences are statistically significant, and similar for other IDR graphs.
More interestingly, the size of the lineage labelling schemes augments almost exponentially. In our case the biggest labelling is of 4,500 bits for one identifier in the artificial IDR graph, which has a bit more than one million identifiers. This is still reasonable, but this size always increases over time, and this will be even more pronounced as new identifiers will be created and new split and merge operations will occur.
Performance. Figure 6(a) shows the selection time. The main observation we can make regarding those figures, is that LPID selects the identifiers to be updated significantly faster than LPIDMerge, and the two List labellings. The classic is trivially different from the others since it is null, and all other labelling perform similarly. This analysis is confirmed by one-way ANOVA. In Figure 6 (b), we see the total matching times, i.e. the total time needed to update a clients repository, in average, for one identifier to update. It shows clearly that the classic scheme is much slower. This is mainly due to the very high number of identifier update requests it generates. Also, there is not a significant difference between the other schemes. This is confirmed by a one-way ANOVA.
Conclusions and Further Work
We proposed to use identifier lineage labelling, and experiments confirmed that they allow to reduce the number of identifier update requests to the ENS server, while keeping an acceptable quality of uniqueness at the level of client's local repository. We also proposed merge-labels to further reduce the number of update requests by allowing the clients to replace an identifier by one of its descendants when this does not decrease the local uniqueness quality of the identifiers on the client's repository, which was also confirmed by the experiments. In the future we need to address the exponential growth of the identifier labelling. To reduce the size of the labelling, we intend to investigate the use bloom filters [2] to summarise list of IDs. As well, avoiding to duplicate an ID in the merge-label and in the ancestors-label should also allow to reduce the size
