Identifying the dominant controls on Earth's surface topography is of critical importance to understanding both the short-and long-term evolution of geological processes and past-and present-day dynamics of Earth's coupled mantle-lithosphere system. The ability to simulate a stress free -or a so-called 'free surface' -boundary condition is required to examine such processes via numerical models. However, at present, geodynamical models incorporating a free surface are limited, as most underlying free surface algorithms place severe restrictions on the computational timestep. Consequently, the simulations are often intractable. In this study, we introduce a new approach for incorporating a free surface within geodynamical models: an algorithm, in which free surface elevation is treated as an independent variable and is solved for in conjunction with the momentum and continuity equation, using implicit time integration. We demonstrate that the method is straightforward to implement in existing models and, using a series of analytical and benchmark comparisons, we show that it does not suffer from the timestep constraints of previous schemes. Furthermore, the scheme can be made second order accurate in time, at no additional cost. The method therefore dramatically improves the computational efficiency of geodynamical simulations including a free surface, whilst maintaining solution accuracy.
1. Introduction 1 demonstrate the computational efficiency and physical accuracy of our method. We end by 
Equations

76
To explain the boundary conditions employed at the free surface, we start from the Stokes equations with a pressure that includes the hydrostatic component. Consider a density distribution ρ = ρ 0 + ρ , where ρ 0 is the reference density and ρ a perturbation density. The incompressible Stokes equations forced by a corresponding gravity term are given by:
with velocity u i , stress tensorσ ij = τ ij −pδ ij , wherep is the full pressure and τ ij the deviatoric 77 stress tensor, gravitational acceleration g and k i a unit vector in the upward direction. The 78 deviatoric stress tensor is given by:
where µ is the dynamic viscosity. These equations are considered together with the following 80 boundary conditions:
81
No slip:
Free slip:
Free surface:
(5b)
82
Here, n i is the outward pointing normal vector to the boundary and t i any tangential vector.
83
At the free surface, the kinematic boundary condition (5a) relates the normal velocity to 
Because i,j n i σ ij n j = i,j n iσij n j + ρ 0 g(z 0 − z), the normal component of (5b) changes to: 96 i,j n i σ ij n j | z=z 0 +η = −ρ 0 gη.
Now the hydrostatic component has been removed, the vertical variation of σ ij near the 97 free surface boundary has become significantly smaller. As a result, we can approximate 98 the influence of topography in our model without actually changing the geometry, and apply 99 boundary condition (7) at the reference level z = z 0 . Since the local density ρ may differ from z = z 0 + η leads to a non-linearity. However, the difference between the two formulations is only significant if the amplitude of the topography is of the same order as the horizontal 112 lengthscales involved (as shown in Crameri et al., 2011).
113
To model the case where the zero normal stress condition is evaluated at exactly z = z 0 +η, 114 the computational mesh must be moved with the free surface, using, for example, ALE is used as moving the mesh would have a negligible influence on the cases examined.
124
Finally, rather than assuming a zero external pressure, we may also consider the movement 125 of a free surface into a region of different density ρ ext . Examples include an ocean above
126
Earth's crust and the higher density core below Earth's mantle. In such cases, we assume 127 an ambient hydrostatic pressure,p ext = −ρ ext gz, which modifies the normal stress boundary 128 condition as follows:
where ∆ρ = ρ − ρ ext .
130
Discrete method
131
For the weak form of (6) we multiply the momentum equation and continuity equation by test functions N and M respectively, and integrate over the domain Ω. Furthermore, we integrate by parts the deviatoric stress and velocity divergence terms, yielding surface integrals across the boundary Γ. The resulting equations are:
On free slip and no slip boundaries, the normal velocity, i n i u i , is zero and the boundary integral drops out from the continuity equation. However, for free surface boundaries this integral remains. On these boundaries, we wish to weakly impose (9) and do so by substitution of this equation into the τ ij boundary integral in the momentum equation: 
This leads to a discrete linear system of equations:
where u and p are vectors of the coefficients u b i and p a . The matrices K and G and right-hand side vectors f and h are given by:
Note that the pressure boundary integral in the momentum equation (11) and the normal 139 velocity boundary integral in the continuity equation (both are integrals over the free surface)
140
give rise to the same contribution to the discrete pressure gradient operator G and the discrete 141 divergence operator G T , so that the system remains symmetric. The η boundary integral in 142 the momentum equation has been added as an additional term −h on the right-hand side.
143
The boundary integrals for no-slip and free slip disappear through the application of strong 
146
The explicit free surface method tracks free surface elevation η by a simple backward
147
Euler time integration of the kinematic boundary condition, meaning that at the end of a 148 timestep the free surface is updated using the latest velocity:
This new η n+1 is used in the next timestep to compute the right-hand side term h.
150
For consistency with the implicit method introduced in the next section, we define a 151 rescaled free surface variableη = ∆ρgη, and discretize it by a linear combination of basis
The 
where F is a free surface mass matrix:
It should be noted that this linear system, associated with matrix F can be easily solved,
159
either with only a few iterations of a linear solver (used herein), or by lumping the matrix.
160
Likewise, the actual free surface elevation η can be recovered fromη in an equally trivial
161
Galerkin projection. In all results presented here, we use a piecewise quadratic representation
162
for velocity u i (P2) and a piecewise linear representation (P1) for pressure p and free surface 163 variableη. When the density is constant along the free surface (as is the case in all simulations 164 examined herein), this implies that free surface elevation η is also piecewise linear.
165
Explicit method with non-linear iterations
166
As will be shown in the following sections, the explicit method is only first order accurate. 
For θ = 0 we maintain the same fully explicit method. As will be shown in the following 175 sections, setting θ = 1/2 leads to a scheme that is second order accurate in time.
176
Implicit free surface
177
For an implicit treatment of the free surface, the free surface valuesη d are stored in a 178 vectorη and solved for in conjunction with u and p. The free surface integral term h is moved
179
to the left-hand side of (13) and written in matrix form:
The same matrix H can be used to write the discretized kinematic boundary condition (16) 181 as:
This leads to the combined system:
Comparing (13) and (21) 
The same Schur complement matrix can be used in preconditioners for a fully coupled solution 194 approach. Therefore the implicit free surface method may be implemented in a manner that
195
is minimally invasive to solver strategies in existing geodynamical models.
196
Crank Nicolson time integration
197
In (21) onlyη carries a superscript n and n + 1 to indicate the previous and current (to in the discrete momentum equation, the first row of (21). Therefore, we also interpret the 204 pressure solved for in the current timestep to be at this time level and write p = p n+1/2 .
205
The free surface elevation used in the momentum equation is weighted between between the 206 beginning and end of timestep value: (1 − θ)η n + θη n+1 . The system can now be rewritten,
207
while maintaining the same symmetric form as before:
In the following section we will show that for θ = 1/2 (Crank Nicolson) we indeed obtain a 209 second order accurate scheme, while for θ = 1 we obtain a scheme that is first order accurate We consider the idealized geometry, shown in Figure C .1, of a two-dimensional box, 
where k = 2π/λ is the wavenumber. For very large scale features, where λ is of the same order 231 as D, the formulae for the exact relaxation timescales are presented in Appendix A. We will 232 demonstrate that the relaxation time is an important indicator for the stability criterion of 233 the explicit method, whereas the stability of the implicit method appears independent of the 234 chosen timestep.
235
Single free surface
236
In the first case, we consider a single free surface, η(x, t), at the top, z = 0, of the domain.
237
All other external boundaries have free slip conditions applied while no condition is applied 238 at the internal boundary. The perturbation density, ρ , is zero throughout the simulation.
239
However, an initial free surface is prescribed, given by:
where F 0 = 1 × 10 3 m is the initial free surface amplitude. The simulation is run for 241 λ = D/4, D/2, D, 2D and 4D using both the explicit and implicit free surface methods.
242
The relaxation timescale (used for non-dimensionalization) for each wavelength considered 243 is presented in Table B .2 along with the approximate relaxation timescale, τ 0 (24), for com- boundary. This is initialized to:
where G 0 = 1 × 10 3 m is the initial free surface amplitude. The simulation is run for 
294
Bounding the domain at the top and bottom by two free surfaces introduces a null space 295 into the z component of velocity, w. We remove this by pinning w to zero at the stationary
. All other details of the simulation set-up remain the same as in 297 the single free surface case.
298
Temporal convergence results for the top free surface η are presented in Figure C .3 (results
299
for the lower free surface ζ are identical). Again the errors in the explicit free surface method 300 are evaluated over four minimum relaxation timescales. However, at the larger timesteps 301 considered, simulations were also performed over a time period of t = 64τ − . These were found 302 to be unstable when the timestep exceeded τ − /8 or τ − /16, depending on the wavelength.
303
Simulations above these timesteps are excluded from the graph.
304
For the single free surface case, the largest stable timestep for the explicit method (as 305 presented in Figure C .2(a)) was found to be ∆t = τ when run for the same, longer time, error, the ratio is still about 50 across a range of wavelengths.
318
Two free surfaces with density anomaly
319
The final analytical comparison was proposed by Zhong et al. (1996) . This keeps the top 320 and bottom free surfaces from the previous case but with initial amplitudes of F 0 = 0 and 321 G 0 = 0 respectively. In addition, a buoyancy anomaly is introduced such that:
where g, ρ 0 and α are the gravity magnitude, reference density and thermal expansivity 323 respectively (see Table B .1) and ∆T is a temperature anomaly:
where Q is a scaling parameter (see Table B .1) and δ(z + d) is a Dirac delta function located anomaly, simulations with ∆t τ − /16 were found to be unstable with the explicit method.
334
The relaxation timescales are identical to the case with no buoyancy and are given in Table   335 B.3 for λ = D.
336
Temporal convergence results are presented in Figure 
357
All three analytical cases demonstrate that, when configured with θ = 1/2, the implicit 
Over time this unstable stratification produces two dense drips of material that flow down the sides of the domain. The free surface, initialized with no topography, responds to the 375 internal deformation by warping down above the drips and up in the center of the domain.
376
The locations of the different materials are indicated by a volume fraction, φ, which is equal to one in the dense upper material and zero in the lower material. The density and viscosity are then given by:
Taking the hydrostatic reference density as that of the dense upper material bordering the 377 free surface, ρ 0 = ρ 1 , the perturbation density is given by:
The volume fraction, φ, is advected using a linear advection equation:
which is discretized in space on a dual mesh using a finite volume flux-limited scheme (Hy- in the timestep do not occur at the start of the simulation when the velocity is initially zero.
390
Iterations between the velocity/pressure/free surface and volume fraction solution steps are 391 used to converge the non-linearity in the coupled system. The domain is discretized using a 392 structured triangular mesh with equal 5 × 10 3 m vertical and horizontal edge lengths.
393
Simulations employing an explicit free surface treatment with one non-linear iteration 394 were found to be stable at ∆t ≤ 4000 years. At these timesteps the topography amplitude 
Conclusions
421
We have presented a new algorithm for simulating a free surface in geodynamical models.
422
The method couples the equation for the evolution of free surface elevation to the Stokes In this appendix we work out the analytical solutions for the benchmarks of Section 
(A.5)
These five equations form a linear system for the variables A, B, C, E and F which we can 482 solve for. In particular, the kinematic boundary condition introduces a time derivative of F 483 so that we obtain the simple ODE:
where τ is the relaxation time:
Using the initial condition F (0) = F 0 , the solution is given by:
(A.8)
Two free surfaces
487
In this case we also consider a free surface at the bottom of the domain, given by
In addition to replacing the no-normal flow condition at the bottom with the kinematic 490 boundary condition, this introduces a sixth equation in the form of a no-normal-stress con-491 dition, which we express in the form of (9) using ∆ρ = ρ ζ − ρ ext where ρ ext represents the 492 approximate density in the outer core. Note that this implies ∆ρ < 0. Here, we use ρ η and 493 ρ ζ for the densities at (the inside of) the top and bottom boundary respectively.
494
Again, the boundary condition forms a linear system of equations, which we can solve for and G so that we obtain a 2 variable ODE:
where we use the following timescales τ η and τ ζ associated with the free surface at the top 498 and bottom respectively, and a factor γ:
The eigenvalues of the ODE matrix gives two relaxation times:
Note that 0 ≤ γ ≤ 1 and that for λ D, γ rapidly goes to zero, so that, as expected, the 501 top and bottom free surface time scales become independent.
502
For initial conditions F (0) = F 0 and G(0) = G 0 , we obtain:
(A.13)
Two free surfaces with density anomaly
504
This is the benchmark given in Zhong et al. (1996) , where in addition to a bottom and 505 top free surface, we now also consider a density anomaly ρ = −αρ 0 Q cos(kx)δ(z + d) at a 506 depth z = −d which gives a right-hand side term in the momentum equation:
where Q represents the amplitude scaling of the temperature anomaly. The solution for this 508 case is derived, following Zhong et al. (1996) , by splitting the generic solution in two parts:
(A.15) In addition to the six equations associated with the top and bottom free surface boundary 510 condition, we need four further equations to solve for A 1 , B 1 , C 1 , E 1 , A 2 , B 2 , C 2 , E 2 , F and G.
511
Three of those are given by requiring continuity of the horizontal and vertical velocity, using 512 (A.1), and continuity of shear stress:
Continuity is therefore enforced through:
Finally, a jump condition for the third derivative of ψ can be derived from:
The solution of the ten-equation linear system again gives rise to an ODE in F and G.
514
where the inhomogeneous part is given by:
When reaching a steady state, the time derivatives vanish and therefore the steady solution is given by F (t → ∞) = M and G(t → ∞) = N . Note that the homogeneous part of the ODE is the same as in the previous case with no forcing. This means the solution for F and G is the same when considered as a deviation from the t → ∞ steady state limit:
The coefficients for the solution of ψ are given by:
where ξ is given by: Thermal expansivity α 2 × 10
Temperature anomaly scale Q 1 K m Error, Free surface height, Figure C .2: (a) Error between the numerical, η, and analytical, η * , free surface elevations versus timestep size, ∆t, for the case with a single free surface. The error is normalized by domain depth, D, and measured both across the top of the domain and through time using an L2 norm. The timestep is normalized by the free surface relaxation timescale, τ (see Table B .2). The explicit method is first order while the implicit method is second order for a range of wavelengths (domain widths), λ. (b) Normalized error in the free surface elevation versus normalized timestep for a wavelength equal to the domain depth, λ = D. The explicit method from (a) can be made second order by taking two iterations per timestep while the implicit method becomes first order when the implicitness factor, θ, is set to one. In both (a) and (b) explicit simulations were run until t = 4τ while implicit simulations were run until t = 64τ before the temporal error was calculated. (c) The normalized free surface elevation at x = 0 versus normalized time using the implicit method with different timesteps and θs. The timesteps selected represent the cross-over in error in (b). At timesteps significantly larger than the relaxation time, θ = 1/2 results in oscillatory behavior and a smoother solution is achieved with θ = 1. At a timestep equal to the relaxation time, θ = 1/2 is almost indistinguishable from the analytical solution while with θ = 1 a larger error is still clearly present. All numerical solutions were calculated with a normalized grid resolution, ∆x/L = ∆z/D, of 1/80. Error,
Figure C.3: Error between the numerical, η, and analytical, η * , free surface elevations versus timestep size, ∆t, for the case with two free surfaces. The error is normalized by domain depth, D, and measured both across the top of the domain and through time using an L2 norm. The timestep is normalized by the minimum relaxation timescale, τ − (see Table B .3). The explicit method is first order accurate while the implicit method is second order accurate for a range of wavelengths (domain widths), λ. As both free surfaces are initialized with the same elevation the graph for the lower free surface is identical. All numerical solutions were calculated with a normalized grid resolution, ∆x/L = ∆z/D, of 1/80. Explicit simulations were run until t = 4τ − while implicit simulations were run until t = 64τ − before the temporal error was calculated. Error, Free surface height,
analytical solutions Figure C .4: (a) Error between the numerical, η (or ζ for z = −D), and analytical, η * (or ζ * for z = −D), free surface elevations versus timestep size, ∆t, for the case with two free surfaces and a density anomaly. The error is normalized by domain depth, D, and measured both across the domain boundary and through time using an L2 norm. The timestep is normalized by the minimum relaxation timescale, τ − (see Table  B .3). The explicit method is first order while the implicit method is second order for a range of density anomaly depths, d, and for the upper, z = 0, and lower, z = −D, free surfaces. For the d = D/2 case the top and bottom errors are identical. Explicit simulations were run until t = 4τ − while implicit simulations were run until t = 64τ − before the temporal error was calculated. Figure C.5: (a) Error between the numerical, η, and analytical, η * , free surface elevations versus timestep for the explicit and implicit methods at a range of spatial resolutions in the case with two free surfaces and a density anomaly. The meshes were refined in both horizontal and vertical direction, such that in all cases ∆x/L = ∆z/D. The error is normalized by domain depth, D, and measured both across the top of the domain and through time using an L2 norm. The timestep is normalized by the minimum relaxation timescale, τ − (see Table B .3). High spatial resolution is necessary to ensure convergence to the correct analytical solution. Explicit simulations were run until t = 4τ − while implicit simulations were run until t = 64τ − before the temporal error was calculated. (b) A profile through the pressure solution at x = λ/2 demonstrating the presence of a sharp discontinuity around the density anomaly, which must be adequately resolved. Numerical solutions are shown at two spatial resolutions after a time, t, of 64τ − . The analytical solution is at a steady state. (c) Normalized spatial error in the free surface elevation versus normalized grid spacing after the simulation has reached a steady state. Both implicit and explicit methods achieve second order accuracy using piecewise linear finite elements for pressure and the free surface and piecewise quadratic elements for velocity. All results were calculated using an anomaly depth, d, of half the domain depth, D/2, and a wavelength equal to the domain depth, λ = D. This targets the same Courant number as the simulation with an implicit free surface. Note that the implicit free surface simulation remains stable at substantially larger timesteps than the explicit simulation, while results remain consistent. It also evolves at timesteps similar to the free slip case.
