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Notation
Verwendete mathematische Notation
N, Z, Q, R Menge der natürlichen, ganzen, rationalen resp.
reellen Zahlen.
R+0 = { r ∈ R | r ≥ 0 } Menge der nicht-negativen reellen Zahlen.
B = { true, false } Menge der booleschen Wahrheitswerte.
x =
(
x1...
xn
)
∈ Rn n-dimensionaler Spaltenvektor x, bestehend aus den
reellwertigen Vektorkomponenten x1, . . . , xn.
xT mit x ∈ Rn Transponierter Spaltenvektor x (xT ist Zeilenvektor).
x = (x1, . . . , xn)T ∈ Rn n-dimensionaler Spaltenvektor x, bestehend aus den
reellwertigen Vektorkomponenten x1, . . . , xn.
x = 〈xj〉j∈J ∈ R|J | n-dimensionaler Spaltenvektor x mit Komponenten-
Indexmenge J in aufsteigender Reihenfolge der
Indizes, d.h. x = (x1, . . . , xn)T ∈ Rn für
J = {1, . . . , n}.
x1, . . . , xp ∈ Rn p durchnummerierte n-dimensionale Spaltenvekto-
ren x1, . . . , xp mit xk = (xk1, . . . , x
k
n)
T ∈ Rn für alle
k ∈ {1, . . . , p}.
S1, . . . , Sp ⊂ Rn p durchnummerierte Vektormengen S1, . . . , Sp mit
Sk = {xk, 1, . . . , xk, |Sk |} und xk, i ∈ Rn für alle
k ∈ {1, . . . , p} und i ∈ {1, . . . , |Sk|}.
H1, . . . , Hp ∈ Rn×m p durchnummerierte n×m-Matrizen Hk mit
k ∈ {1, . . . , p}.
ε1, . . . , εp ∈ R p durchnummerierte reellwertige Skalare εk mit
k ∈ {1, . . . , p}.
‖x‖ = √(x1)2 + · · ·+ (xn)2 Euklidische Norm des Vektors x ∈ Rn.
|ε | Absolutbetrag des reellwertigen Skalars ε.
v
vi
|M| Kardinalität der Menge M.
P(M) Potenzmenge der Menge M.[
M → N
]
Menge aller möglichen Abbildungen von der Menge
M in die Menge N.
a¿ b Es ist amehrere Größenordnungen kleiner als b.
ϕ ≡ ψ Semantische Äquivalenz der logischen Formeln ϕ
und ψ.
Typographische Hervorhebungen
»zitierter Text« (Quelle) Wörtliches Zitat aus angegebener Quelle.
kursiver Text Im Text erstmalig eingeführte Fachbegriffe und
Bezeichnungen, englische Begriffe, Eigennamen von
Produkten und Programmen, Betonungen, Text von
mathematischen Definitionen, Sätzen und Lemmata.
Festbreitenschrift Quellcodefragmente, Inhalt von Konfigurations-
dateien, Dateinamen und -pfade, URLs.
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— TEIL I —
Einleitung
1

— KAPITEL 1 —
Einführung und Zielsetzung
Die vor allem in den letzten zwei Jahrzehnten stattgefundene rasante Verbreitung digitaler
Informations- und Kommunikationstechnologien (IKT) in Gesellschaft und Wirtschaft zeig-
te nachhaltige Effekte auf die Struktur von Märkten und im Speziellen auf die Anforderun-
gen, die sowohl Endkunden als auch gewerbliche Abnehmer an die Produkte und Dienst-
leistungen von Unternehmen stellen (Freitag et al. 2004). Die Anbindung von Logistik- und
ERP-Systemen – einschließlich Produktkatalogen, Warenhaltungs- und Produktionssystemen
etc. – an das stationäre wie mobile Internet ermöglicht schnelle Interaktionen zwischen Kun-
den und Anbietern über Ländergrenzen, Zeitzonen und Kontinente hinweg und unterstützt
damit bereits zuvor eingeleitete Trends wie Lean Manufacturing und Just-in-Time-Produktion
(Monden 1994), Make-to-Order-Fertigung (Gulledge undWomer 1986; Parry undGraves 2008),
Mass Customization (Kull 2015; Bellemare et al. 2017) sowie kundenindividuelle Kleinstserien
bis hinunter zur Losgröße eins selbst bei geringpreisigen Artikeln, bei denen eine hochange-
passte Einzelfertigung bis dahin mit erheblichenMehrkosten verbunden bzw. schlicht unrenta-
bel war (Pine 1993; Vincze et al. 2008). Darüber hinaus erfolgt die Automatisierung von immer
mehr betrieblichen Tätigkeiten, u.a. in Produktion, Wartung, Verkauf und Verwaltung, die zu-
vor eine manuelle Ausführung durch einen Menschen erforderten. Bisher in Industrie und Lo-
gistik eingesetzte zentralisierte Planungs- und Steuerungsverfahren, die eine strikte Trennung
von planender und ausführender Arbeit vornehmen, erweisen sich vor dem Hintergrund die-
ser Entwicklungen in der betrieblichen Praxis sowohl hinsichtlich ihrer beschränkten Informa-
tionsflüsse als auch ihrer unzureichenden Reaktionsfähigkeit als zunehmend ungeeignet, da
sie ursprünglich für eine starre Massenproduktion mit wenig flexiblen Fertigungsparametern
konzipiert wurden (Pine 1993; Freitag et al. 2004).
Gerade eine große Anzahl an möglichen Produktvarianten in Verbindung mit kleinen Losgrö-
ßen steigert den Planungs- und Steuerungsaufwand nicht selten drastisch und verhindert eine
mittel- bis längerfristige Planung im Voraus: Für die Lösung immer komplizierter werdender
Planungs- undOptimierungsprobleme steht in der betrieblichen Praxis immerweniger Zeit zur
Verfügung. In hochdynamischen Szenarien wäre bei zentralisierter Planung ein erstellter Plan
oftmals zum Zeitpunkt seiner Fertigstellung bereits wieder veraltet. Um unter den veränderten
Marktbedingungen wettbewerbsfähig zu bleiben, entwickelte sich ein Trend hin zu dezentra-
lisierten, softwarebasierten Planungs- und Steuerungsverfahren. Die Dezentralisierung unter
Modellierung von physischen und digitalen betrieblichen Entitäten als eigenständige, z.B. auf
miniaturisierten eingebetteten Systemen laufende, Softwarekomponenten führte zum Ansatz
der intelligenten Objekte (Herzog und Schildhauer 2009) und, unmittelbar damit verbunden,
zum Konzept der cyber-physischen Systeme (Cyber-Physical Systems, kurz: CPS; siehe Broy 2010;
acatech 2011; Geisberger und Broy 2012). Der von Kagermann, Wahlster und Lukas geprägte
Begriff der Industrie 4.0 bezieht sich auf den Einsatz von CPS in industriellen Anwendungsfel-
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4dern und die damit verbundene Forschungsagenda des Bundesministeriums für Bildung und
Forschung (Kagermann et al. 2013). Einige Autoren schreiben den CPS ein derart großes Ver-
änderungspotential zu, dass ihr Einfluss auf industrielle und logistische Prozesse als vierte in-
dustrielle Revolution betrachtet werden könne (Bauernhansl et al. 2014; Obermaier 2016; Roth
2016; Vogel-Heuser et al. 2017a, b, c, d). Dementsprechend ist der Terminus der Industrie 4.0
(in den USA: des Industrial Internet; Gilchrist 2016) in den letzten Jahren regelrecht zu einem
Modebegriff avanciert, der von einigen Autoren hinsichtlich seiner Realisierbarkeit und den
mit ihm verbundenen Erwartungen und Versprechungen mittlerweile auch kritisch hinterfragt
wird (Syska und Lièvre 2016). Der 2004 an der Universität Bremen gestartete und 2012 ab-
geschlossene Sonderforschungsbereich (SFB) 637 »Selbststeuerung logistischer Prozesse – Ein
Paradigmenwechsel und seine Grenzen«, in dessen Kontext auch die vorliegende Arbeit ent-
stand, trug bereits lange vor Veröffentlichung der CPS- und Industrie-4.0-Forschungsagenda
(Geisberger und Broy 2012; Kagermann et al. 2013) die Fragestellung nach den theoretischen1
und praktischen Limitationen von verteilten Selbststeuerungsverfahren im Titel (Freitag et al.
2004; Gehrke et al. 2010).
Die mit demAnsatz der cyber-physischen Systeme verfolgten allgemeinen Zielsetzungen über-
schneiden sich, z.B. in Bezug auf die angestrebten autonomen Steuerungsverfahren, nicht un-
erheblich mit den Forschungsfeldern der Künstlichen Intelligenz (Artificial Intelligence, kurz:
KI resp. AI) und der Robotik. Zur praktischen Umsetzung von Selbststeuerung kommt daher
softwareseitig nicht selten die auf dem Gebiet der KI entwickelte Agententechnologie zum Ein-
satz (Kirn et al. 2006; Bussmann 2004; Timm 2004; Schuldt 2011; Gath 2016; Russell und Norvig
2010; Wooldridge 2000; Weiss 1999).
Multiagentensysteme (MAS) werden in diesem Kontext bevorzugt dort eingesetzt, wo ein ein-
zelner intelligenter Agent eine zu lösendeAufgabe, etwa aufgrund ihrer zu hohen Komplexität,
nicht mehr bewältigen kann oder als Herangehensweise nicht adäquat erscheint, z.B. bei einer
vorliegenden natürlichen Verteiltheit des Problems (Durfee 1996, 1999; Müller 1997). Emergenz
in Verhalten und Organisation des MAS ist dabei häufig ein beabsichtigter Nebeneffekt: Ein Sys-
tem aus mehreren autonomen Agenten wird zu mehr als der Summe seiner Teile und weist Ei-
genschaften auf, über welche die einzelnen Bestandteile nicht verfügen.2 So kann z.B. aus dem
Zusammenschluss vieler sehr einfacher Agenten ein Verhalten entstehen, welches der mensch-
liche Betrachter als »intelligent« bezeichnen würde (vgl. z.B. Brooks 1990, 1991a, b). Bei der
Betrachtung von außen, d.h. ohne die internen Zustände der Agenten zu kennen, erscheint das
emergente Verhalten von deliberativen, selbst planenden Agenten nichtdeterministisch, da es
vom Systemdesigner nicht im Voraus geplant resp. implementiert wurde und somit zu einem
bestimmten Grad nicht vorhersagbar ist (Wooldridge und Jennings 1995). In Anwendungs-
bereichen, die eine dynamische Umgebung aufweisen und daher keine fixe Vorabzuordnung
von Aufgaben zu Akteuren bzw. Vorausplanung von Abläufen vorsehen oder erlauben, kann
durch den Einsatz von autonomen Agenten prinzipiell eine hohe Flexibilität und Robustheit
in der Problemlösung erreicht werden (Müller 1997; Gehrke et al. 2008). Der Autonomie eines
MAS müssen allerdings auch Grenzen gesetzt werden können, spätestens dort, wo die Ent-
scheidungen der Agenten direkte Auswirkungen auf die reale Welt haben, wie beispielsweise
auf die Finanzen und weiteren Erfolgsfaktoren eines Unternehmens oder auf das Wohlergehen
von Lebewesen (z.B. Bradshaw et al. 2004, 2005). Ein menschlicher Benutzer, der eine Aufgabe
an ein MAS delegiert, hat in der Regel bestimmte Anforderungen an das von diesem gelie-
ferte Ergebnis resp. eine gewisse Vorstellung, wie sich das System zu verhalten hat, bzw. wie
1Zum Beispiel aufgrund von Unentscheidbarkeit der zu lösenden Planungs- und Optimierungsprobleme (Helmert
2002; Jones und Matijasevicˇ 1991; Wang 1974) oder einer zu hohen Zeitkomplexität und/oder Speicherkomplexität der
zu ihrer Lösung einsetzbaren Algorithmen (Wegener 2003; Zelewski 1989).
2Emergente Eigenschaften (Axelrod 1997), emergente Organisation (Ferber 1999), emergente Normen und soziale
Gesetze (Wooldridge 2002).
5es sich nicht verhalten soll. Diese Anforderungen und Ziele müssen bei der Implementierung
des MAS berücksichtigt werden oder diesem zur Laufzeit in irgendeiner Form übergeben wer-
den können. Bei in Unternehmen eingesetzten MAS sind dies in erster Linie die qualitativen
und quantitativen Ziele der Organisation, z.B. modelliert als Key Performance Indicators (KPI) in
einem betriebswirtschaftlichen Kennzahlensystem (Franceschini et al. 2007).
1.1 Operationalisierung betriebswirtschaftlicher Ziele inMAS
Die Zerlegung eines komplexen Problems in mehrere kleinere, von einzelnen Agenten mit den
ihnen zur Verfügung stehenden Ressourcen lokal lösbare, Teilprobleme kann dieses erst bewäl-
tigbar machen. Dabei ist aber im Allgemeinen nicht garantiert, dass die vorliegende Aufgabe
so dekomponierbar ist, dass die aus den (optimalen) Lösungen der Teilprobleme zusammen-
gesetzte Lösung auch eine (optimale) Lösung des Gesamtproblems darstellt (vgl. etwa Conejo
et al. 2006). Es ist möglich, dass über die Zielkriterien der gebildeten Teilproblemstellungen
hinaus nach wie vor Anforderungen an die Gesamtlösung existieren, die von den Teilproble-
men, z.B. zugunsten deren Bewältigbarkeit, nicht betrachtet werden sollen bzw. können. So
betrachten beispielsweise Xuan und Lesser (Xuan et al. 2001; Xuan und Lesser 2002) die Situa-
tion, in der die Agenten lediglich über eine partielle Sicht auf ihre Umgebung verfügen und
das Gesamtproblem nur effektiv lösen können, indem sie ihre lokalen Zustände, einschließlich
ihrer Überzeugungen über den aktuellen Zustand der Umgebung, regelmäßig untereinander
austauschen, um eine stets aktuelle Gesamtsicht auf das Problem zu konstruieren. Ist eine sol-
che fortlaufende Kommunikation aufgrund ihres Volumens oder Aufwands in der Praxis nicht
durchführbar, müssen ggf. Einschränkungen bezüglich der Güte des Ergebnisses hingenom-
men werden.
Die Zielkriterien (Objectives) können zudem bereits in der ursprünglichen Problemstellung zu-
einander inkonsistent sein,3 was dazu führt, dass verschiedene Agenten entgegengesetzte Zie-
le verfolgen, oder ein einzelner Agent mehrere widersprüchliche. Dies kann die Erreichung
optimaler Ergebnisse sowohl auf Gesamtproblem- als auch auf Teilproblemebene erschweren
bis ganz verhindern. Die Bewältigbarkeit eines Problems wird also gegebenenfalls dadurch
erreicht, dass die Optimalität der Lösung als Anforderung fallen gelassen wird, und als Ziel
nur noch die Erreichung eines »möglichst guten« Ergebnisses angestrebt wird, unter Bildung
von Kompromissen wo nötig. Die Beurteilung von Lösungen ist stets domänen- und problem-
abhängig vorzunehmen. Mit entsprechendem Domänenwissen können hierzu, sei es vom Sys-
temdesigner oder -anwender, qualitative und quantitative Kriterien formuliert werden, anhand
derer die Güte eines Ergebnisses bewertbar ist.
Die Konfigurierbarkeit von Zielkriterien ist in MAS von Vorteil, in denen pro Probleminstanz
unterschiedliche Benutzerpräferenzen bezüglich des Agentenverhaltens denkbar und unter-
schiedliche Sichtweisen auf das System möglich sind. Die Repräsentation der Informationen,
die ein Agent über den Zustand seiner Umgebung besitzt, sowie die Form des Zielsystems,
welches ihm vorgegeben wird, bilden ein Modell der realen Umgebung, in welcher sich der
Agent befindet. Krcmar schreibt Modellen folgende Eigenschaften zu (Krcmar 2015, S. 32):
»Modelle sind
• subjektrelativ, da Auswahl des Originals und der Abbildungsregeln auf den Erzeuger
zugeschnitten,
• zweckrelativ, da auf Belange des Erzeugers ausgerichtet, und
3Wie es in wirtschaftlichen Szenarien nicht selten der Fall ist (vgl. Freitag et al. 2004; Domschke et al. 2015).
6• perspektivisch, da der Blickwinkel des Erzeugers eingeht ([Steinmüller 1993, S. 198ff]).«
Bezüglich der Treue der Abbildung des Modellierten auf das Modell schreibt er (Systemischer
Modellbegriff nach Krcmar):
»Dem allgemeinen Modellbegriff gegenüber steht der systemische Modellbegriff. Durch die
Aktivitäten Beobachtung und Gestaltung wird das Modell durch den Modellierer, durch
dessen subjektive Einstellungen und Interessen beeinflusst. Allein durch die Wahl der Mo-
dellierungsmethode und des Abstraktionsgrads trifft der Modellierer eine subjektive Ent-
scheidung bezüglich der Darstellung und der dem Modell innewohnenden Komplexität.
Er muss für die Erstellung eines Modells einen geeigneten Grad der Abbildungstreue der
Realität finden. Hieraus resultiert eine Divergenz zwischen Realität und Modell. Für den
Verwender eines Modells bedeutet dies, dass die Ergebnisse, die aus der Analyse eines Mo-
dells gezogen werden, nicht unmittelbar auf das Modellierte übertragbar sind.« (Krcmar
2015, S. 33)
Vor diesem Hintergrund scheint es ratsam, ein Bewertungsmodell, welches die Zielkriteri-
en des MAS sowie die Zusammenhänge zwischen den einzelnen Zielgrößen beschreibt, aus-
tauschbar und frei konfigurierbar zu machen. Unterschiedliche Benutzer können sowohl ver-
schiedene Sichten auf das System als auch unterschiedliche Präferenzen bezüglich des System-
verhaltens haben. Es ist gemeinhin nicht gewährleistet, dass die von einem Benutzer vorge-
nommene Modellierung der Ziele auch wirklich zutreffend die Eigenschaften und Wirkungs-
zusammenhänge im realen System und dessen Umgebung beschreibt. Durch die Schaffung
einer geeigneten Konfigurationsschnittstelle bekommt der Benutzer die Möglichkeit, mehrere
unterschiedliche Modellierungen vorzunehmen und zu evaluieren, um ein Bewertungsmodell
zu finden, welches in der Praxis nach seinen Vorstellungen die besten Ergebnisse erzielt. Es
kann hierbei für ihn hilfreich sein, wenn für das von ihm erstellte Modell keine Konfliktfreiheit
gefordert wird, sondern Widersprüche zwischen einzelnen Zielen ausdrücklich erlaubt sind
und deren Feststellung und Auflösung vom MAS vorgenommen wird.
Nicht immer ist es einem Agenten dabei möglich, das mit seinem Wissen bestmögliche Ergeb-
nis zu erzielen, d.h. seine Effektivität zu maximieren. Hierzu nötige Berechnungen können so
aufwändig sein, dass sie das Problem in der für die Aufgabe zur Verfügung stehenden Zeit
nicht lösen können, oder der Nutzen der Lösung sinkt, je später sie erlangt wird, d.h., je länger
die Deliberation des Agenten dauert. Zudem kann die Feststellung der Lösbarkeit des Pro-
blems schlicht unentscheidbar sein. Eine andere Betrachtungsweise von rationalem Verhalten
ist die der beschränkten Rationalität (Bounded Rationality) nach Herbert Simon (Simon 1959;
Russell et al. 1993; Russell und Norvig 2010, S. 1049f). Dieser argumentiert, dass sich Menschen
in komplexen Entscheidungssituationen üblicherweise nicht perfekt rational verhalten, son-
dern dem Prinzip des Satisficing4 folgen. Anstelle eines Ergebnisses, das unter stark erhöhtem
Aufwand die Performanzkriterien maximiert, neigen sie dazu, unter vertretbarem Aufwand
die Erreichung eines (prinzipiell variablen) Anspruchsniveaus (Aspiration Level) anzustreben,
welches ihnen unter den gegebenen Bedingungen ausreicht (Simon 1959, S. 262f). Er schreibt
über diesen Ansatz:
»The alternative interpretation rests on the observation that, even with the powerful new
tools andmachines, most real-life choices still lie beyond the reach of maximizing techniques—
unless the situations are heroically simplified by drastic approximations. If man, according
to this interpretation, makes decisions and choices that have some appearance of rationali-
ty, rationality in real life must involve something simpler than maximization of utility or
profit.« (Simon 1959, S. 259f)
4Ein Portmanteau, zusammengesetzt aus den englischen Wörtern satisfying und sufficing.
7Die Verfolgung eines Bounded-Rationality-Ansatzes ist daher insbesondere bei MAS von Vor-
teil, in denen mit begrenzten Ressourcen ein komplexes Problem zu lösen ist, beispielsweise
unter Echtzeitanforderungen. Russell und Koautoren bezeichnen ein Agentenprogramm für
eine gegebene Architektur mit gegebenen Ressourcen als beschränkt optimal (bounded optimal),
wenn die von ihm erzielten Ergebnisse unter den gegebenen Performanzkriterien mindestens
so gut sind, wie alle anderen denkbaren Agentenprogramme zur Lösung des Problems für die-
se Architektur (Russell et al. 1993; Russell und Norvig 2010, S. 1050). Im unternehmerischen
Kontext kann eine durch ein MAS erreichte Problemlösung im Grunde bereits dann als hin-
reichend gut klassifiziert werden, wenn sie die vorgegebenen Performanzkriterien, empirisch
betrachtet, im Schnitt besser als eine menschliche Fachkraft oder ein bisher zu diesem Zweck
eingesetztes (z.B. zentralisiertes) technisches System erfüllt und sich das operative Rollout des
MAS zudem auch finanziell amortisiert (vgl. etwa Sundermeyer und Bussmann 2001; Schild
und Bussmann 2007).
1.2 Zielsetzung der Arbeit
Die effektive Operationalisierbarkeit, leichte Konfigurierbarkeit und flexible Anpassbarkeit
von kennzahlenbasierten quantitativen Zielsystemen unter möglichst guter Ausnutzung der
diesbezüglichen Optimierungspotentiale durch die intelligenten Agenten ist damit ein wich-
tiger Erfolgsfaktor für die Umsetzung von MAS-basierten cyber-physischen Systemen, insbe-
sondere im Kontext der Industrie 4.0. Während bereits Ansätze existieren, die organisatorische
Struktur eines MAS mittels domänenspezifisch konfigurierbarer quantitativer Performanzkri-
terien – hauptsächlich offline vor Inbetriebnahme in der Entwurfs- und Implementationsphase,
z.B. von verteilten drahtlosen Sensornetzen – zu optimieren (Horling 2006; Horling und Lesser
2008), wurde bislang kein vollständiges Softwareframework konzipiert und umgesetzt, wel-
ches eine Steuerung und Koordination des Agentenverhaltens zur Laufzeit des MAS anhand
von benutzerkonfigurierten (betriebswirtschaftlichen) Kennzahlensystemen in unterschiedli-
chen Anwendungsgebieten ermöglicht und dabei vor allem auch die Handlungsplanung der
Agenten mit einschließt. Die vorliegende Arbeit nimmt sich dieses zum Ziel.
Die Vorarbeit dafür erfolgte in der Diplomarbeit des Autors (Pantke 2008), in der ein benut-
zerkonfigurierbares quantitatives Multikriterienmodell zur Bewertung des lokalen5 und glo-
balen6 Agentenverhaltens auf der Basis von im MAS zur Laufzeit erhobenen Kennzahlen ent-
wickelt wurde, welches numerischenMethoden der (Multikriterien-)Optimierung7 zugänglich
ist. Dieses Kennzahlenbewertungsmodell (KBM) wurde als zentraler Bestandteil eines domänen-
unabhängigen Kennzahlenframeworks formal spezifiziert, in einer Programmierbibliothek um-
gesetzt und mit dem Ziel seiner Optimierung unter Bildung möglichst »guter« Kompromisse
in eine existierende Agentensteuerung eingebunden. Die vorliegende Arbeit soll die in Java
implementierte Kennzahlenbibliothek auf die Handlungsplanung, d.h. die Aktionsselektion, der
Agenten ausweiten, indem das von Pantke (2008) eingeführte allgemeine Kennzahlenframe-
work um ein neues Kennzahlenplanungsmodell (KPM) erweitert wird, mit dem beschrieben und
im Detail geplant werden kann, wie mit den Handlungen und Interaktionen der Agenten die
Werte der im MAS erhobenen Kennzahlen im Laufe der Zeit verändert werden können, um
für einen möglichst hohen Erreichungsgrad der benutzerdefinierten Performanzkriterien zu
sorgen.
5Das heißt: Das individuelle Verhalten eines einzelnen Agenten.
6Das heißt: Das kollektive Verhalten einer Gruppe von mehreren Agenten und deren Zusammenspiel.
7Siehe u.a. Domschke und Drexl (2005); Avriel (1976); Ehrgott (2005); Price et al. (2005).
8Der in Pantke (2008) implementierte Teil der Kennzahlenbibliothek erlaubt die Erhebung von
Kennzahlen über Einzelagenten als auch über Gruppen von mehreren Agenten und enthält
Komponenten, die einen Austausch von Bewertungsmodellkonfigurationen und Kennzahlen-
werten zwischen den Agenten ermöglichen und letztere bei der Koordination, Überwachung
und Verbesserung der Bewertung ihres Gruppenverhaltens unterstützen.
Die in Pantke (2008, S. 4f) aufgeführten Anforderungen an das Kennzahlenframework, Kenn-
zahlenbewertungsmodell und an die Kennzahlenbibliothek lassen sich (geringfügig umformu-
liert) wie folgt zusammenfassen:
(i) Lokale und globale Betrachtung des Agentenverhaltens
Das Framework soll sowohl die Erhebung lokaler Kennzahlen durch die individuellen
Agenten selbst erlauben als auch eine Bildung von MAS-weiten globalen Kennzahlen
aus den lokalen Kennzahlen mehrerer Agenten.
(ii) Flexibilität bezüglich der Bewertungskriterien
Zusätzlich zu einer, vom konkreten Anwendungsszenario abhängigen, Basismenge von
durch die Agenten im Rahmen einer regelmäßigen Betriebsdatenerfassung selbststän-
dig erhobenen quantitativen Messgrößen sollen durch den Benutzer weitere Kennzahlen
definiert werden können, die sich anhand einer von ihm vorgegebenen Berechnungsvor-
schrift aus anderen Kennzahlen undMessgrößen ergeben. Kennzahlen dieser Art werden
in der Arbeit als zusammengesetzte Kennzahlen bezeichnet. Zudem soll eine Definition von
Zielvorgaben für die lokalen und globalen Kennzahlen durch den Benutzer möglich sein.
Für diese Kennzahlenziele sei keine Widerspruchsfreiheit gefordert, d.h. die Menge aller
vom Benutzer formulierten Zielvorgaben muss nicht in sich konsistent sein und darf ins-
besondere miteinander konfligierende Ziele enthalten. Die Konfiguration soll zur Lauf-
zeit des MAS erfolgen können und in Form von abspeicherbaren Profilen wechselbar
sein.
(iii) Textuelle Form der Kennzahlendefinition
Die Angabe der Berechnungsvorschriften der zusammengesetzten Kennzahlen soll durch
den Benutzer in einer an die Notation von mathematischen Formeln angelehnten textu-
ellen Form erfolgen.
(iv) Allgemeingültigkeit in möglichst vielen Komponenten
Das Kennzahlenframework ist so zu entwickeln, dass es eine domänenunabhängige
Kennzahlenbibliothek als Zentrum hat und in möglichst vielen praktischen Anwen-
dungsszenarien einsetzbar ist. Es soll in unterschiedliche Arten von Agentensteuerungen
integrierbar sein, z.B. sowohl in Steuerungen, welche eine quantitative Nutzenfunktion
optimieren, als auch in BDI-Steuerungen nach Rao und Georgeff (1991, 1995).
(v) Implementierung in Java
Die Kennzahlenbibliothek ist weitestgehend in Java zu implementieren undmuss zusam-
men mit dem verbreiteten Java-Agententoolkit »JADE«8 funktionieren.
8Siehe Bellifemine et al. (1999, 2008).
9Für die vorliegende Arbeit sind diese Anforderungen um die folgenden Punkte zu erweitern:
(vi) Entwicklung eines benutzerkonfigurierbaren Kennzahlenplanungsmodells
Aufbauend auf dem Kennzahlenbewertungsmodell aus Pantke (2008) soll ein Kenn-
zahlenplanungsmodell entwickelt werden, das die koordinierte vorausschauende Hand-
lungsplanung der Agenten unter Berücksichtigung aller benutzerdefinierten Kennzah-
lenziele, d.h. unter Optimierung deren Erreichungsgrade, ermöglicht. Das KBM ist zu
diesem Zweck – wo nötig – geeignet anzupassen, z.B. sodass mit ihm von den Agenten
proaktiv herbeigeführte Veränderungen der Kennzahlenwerte entlang einer Zeitachse be-
schrieben werden können. Das KPM soll wie das KBM sowohl durch den Entwickler als
auch den Benutzer des MAS in der Entwicklungsphase resp. zur Laufzeit für die konkret
vorliegende Anwendungsdomäne konfiguriert werden können und dabei insbesondere
eine direkte Bezugnahme auf die benutzerdefinierten Kennzahlen und Kennzahlenziele
des KBM erlauben. Seine Struktur und Funktionsweise soll sich daher an geeigneten kon-
figurierbaren Modellierungstechniken aus dem Forschungsfeld der KI-Aktionsplanung
(Automated Planning)9 orientieren. Die Funktionstüchtigkeit des KPM ist exemplarisch im
Sinne eines Proof of Concept nachzuweisen. Dies soll, wie bereits in Pantke (2008), in der
Fertigungsdomäne des »IntaPS«-MAS von Timm (2004) erfolgen, welches die integrierte
Produktionsplanung und -steuerung in einer Fabrikhalle simuliert.
(vii) Nutzung einer verbreiteten Beschreibungssprache für KI-Aktionsplanungsprobleme
KI-Aktionsplanungsprobleme können im Allgemeinen in vielen unterschiedlichen For-
malismen modelliert und gelöst werden, etwa als Constraint-Satisfaction-Probleme
(CSP),10 Erfüllbarkeitsprobleme der Aussagenlogik (SAT),11 mathematische Optimie-
rungsprobleme,12 in Model-Checking-Formalismen,13 SAT-Modulo-Theorien (SMT)14
oder Formalismen der algebraischen Graphtransformation.15 Damit das Framework in
möglichst vielen Anwendungsszenarien einsetzbar ist, soll zur Konfiguration des KPM
eine geeignete Beschreibungssprache verwendet werden, die im Forschungsfeld der KI-
Aktionsplanung hinreichend etabliert und weit verbreitet ist. Dementsprechend fällt im
Rahmen dieser Arbeit die Wahl auf eine Konfiguration in der Planning Domain Definition
Language (PDDL). Die (automatische) Übersetzbarkeit des entwickelten KPM in andere
Formalismen und eine Evaluation der dort erreichbaren Planungsperformanz kann im
Rahmen weiterführender Arbeiten untersucht werden.
(viii) Optimierbarkeit von kontinuierlichen Einstellparametern operativer Vorgänge
Das Framework soll bei der kennzahlenbasierten Koordination, Steuerung und Aktions-
planung insbesondere auch die operativen betrieblichen Prozesse einschließen, damit
diese unter ständiger Berücksichtigung der formulierten Kennzahlenziele in flexibler und
koordinierter Weise auf unerwartete Ereignisse kurzfristig reagieren können. Da operati-
ve industrielle Prozesse kontinuierliche Einstellparameter haben können (wie beispiels-
weise in dem in der Arbeit evaluierten Fertigungsszenario, bei Steuerungsaufgaben in
der chemischen Industrie u.v.m.), muss das KPMdie Lösung von nichtlinearenmathema-
tischen Optimierungsproblemen auf Ebene der einzelnen Aktionen der Agenten ermögli-
chen. Die Kennzahlenbibliothek ist in der vorliegenden Arbeit insbesondere hinsichtlich
dieser Fähigkeit zu evaluieren.
9Siehe Ghallab et al. (2004, 2016); Geffner und Bonet (2013).
10Siehe z.B. Kambhampati (2000); Do und Kambhampati (2001); Frank und Jónsson (2003).
11Siehe z.B. Kautz und Selman (1992); Wolfman und Weld (1999); Robinson et al. (2008).
12Siehe z.B. Kautz und Walser (1999); Vossen et al. (1999); Wolfman und Weld (1999).
13Siehe z.B. Giunchiglia und Traverso (2000); Cimatti et al. (2014).
14Siehe z.B. Gregory et al. (2012); Bryce et al. (2015).
15Siehe z.B. Rozenberg (1997); Ehrig et al. (2006).
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(ix) Planung mit Kennzahlen über veränderliche Gruppen von Objekten
Als direkte Konsequenz aus der Tatsache, dass die Agenten eines MAS zumeist in ei-
ne dynamische Umgebung eingebettet sind, erlaubt das in Pantke (2008) entwickelte
KBM die automatische Erhebung von benutzerdefinierten Kennzahlen über veränder-
liche Gruppen von Objekten. Dieser Vorgang wird dort als automatische Kennzahlenaggre-
gation bezeichnet. Die zu den unterschiedlichen Zeitpunkten während der Laufzeit des
MAS gegebenen Gruppenzusammensetzungen haben im Allgemeinen einen Einfluss auf
die Zielerreichungsgrade der benutzerdefinierten Kennzahlenziele. Ihre Veränderungen
im Laufe der Zeit müssen dementsprechend in geeigneterWeise auch innerhalb des KPM
dargestellt werden können, damit sie von den Agenten proaktiv planbar sind.
(x) Unterstützung von Satisficing bei der Planung
Weil die KI-Aktionsplanung mit numerischen Größen gemeinhin nicht nur äußerst zeit-
und speicheraufwändig ist, sondern – wie die restringierte nichtlineare Optimierung – im
Allgemeinen auch unentscheidbar,16 soll das Framework und insbesondere dessen KPM
einen Satisficing-Planungsansatz unterstützen, bei dem die in die Aktionsplanung inves-
tierte Gesamtrechenzeit gegen die Güte der zu erwartenden Ergebnisse (d.h. gegen die
am Erreichungsgrad der Kennzahlenziele bemessene Planqualität) flexibel abgewogen
werden kann.
(xi) Beschränkung auf ein diskretes Zeitmodell
Das in Pantke (2008) entwickelte Kennzahlenframework sieht eine regelmäßige Erhe-
bung der aktuellen Kennzahlenwerte zu diskreten Zeitpunkten während der Laufzeit
des MAS vor. Etwaige in der tatsächlichen physischen Entsprechung des KBM zwischen
diesen Zeitpunkten erfolgende kontinuierliche Veränderungen der Kennzahlenwerte be-
trachtet es zugunsten einer Abstraktion nicht näher. Das KPM soll sich daher, z.B. bei
der Beschreibung der möglichen Agentenaktionen, ebenfalls ausdrücklich auf zeitdiskrete
Veränderungen der Kennzahlenwerte beschränken. Zeitkontinuierliche Aktionseffekte er-
fordern bei ihrer operativen Ausführung in einem MAS, z.B. in Verbindung mit dabei
stets einzuhaltenden numerischen Restriktionen, im Allgemeinen zwischen den Agen-
ten ausgefeilte und prinzipiell echtzeitfähige Synchronisationsmechanismen, welche im
Rahmen der vorliegenden Arbeit nicht behandelt werden sollen. Sie können dem KPM
im Rahmen weiterführender Arbeiten hinzugefügt werden.
(xii) Keine Festlegung auf einen spezifischen Planungsalgorithmus
Der Erfolg und die Leistungsfähigkeit von numerischen Optimierungsverfahren und
von KI-Planungsalgorithmen ist z.T. stark von der Struktur der zu lösenden Probleme
abhängig.17 Für bestimmte Planungsprobleme können daher insbesondere hochspezia-
lisierte informierte Suchverfahren hinsichtlich Lösungsqualität und Zeiteffizienz besser
abschneiden als allgemeinere Planungsalgorithmen, die in vielen unterschiedlichen An-
wendungsszenarien funktionieren.18 Weil das Kennzahlenframework in möglichst vie-
len Domänen einsetzbar sein soll, ist es ausdrücklich nicht Ziel der Arbeit, detaillierte
Suchstrategien undHeuristiken für die Aktionsselektion bei der Planung zu spezifizieren
und miteinander zu vergleichen. Das KPM soll vielmehr so konstruiert werden, dass der
auf ihm arbeitende Suchalgorithmus MAS-spezifisch variierbar ist. Insbesondere dürfen
beim experimentellen Nachweis der prinzipiellen Funktionstüchtigkeit des KPM in die-
ser Arbeit domänenspezifische Aktionsselektions- und Pruning-Strategien zum Einsatz
kommen.
16Siehe oben sowie Kapitel 3–4.
17Siehe u.a. Hoffmann (2003b); Boddy (2003); Geffner (2003) sowie Kapitel 3–4.
18Vergleiche u.a. die allgemeinen Anmerkungen dazu bei Boddy (2003) und Geffner (2003).
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Damit die vorliegende Arbeit alle Bestandteile und die Funktionsweise des erweiterten Kenn-
zahlenframeworks vollumfänglich und in nachvollziehbarer Weise beschreibt, werden einige
Teile von Pantke (2008) übernommen und substantiell überarbeitet. Die dortige experimentelle
Auswertung wird in dieser Arbeit nicht wiederholt, da die diesbezüglichen Ergebnisse bereits
an anderer Stelle (Pantke 2011) veröffentlicht wurden. In Kapitel 11 dieser Arbeit werden aus-
schließlich die neu hinzugekommenen Planungsaspekte evaluiert.
1.3 Aufbau der Arbeit
Die vorliegende Arbeit ist in vier Teile gegliedert. Der auf die Einführung in die Problemstel-
lung und Zielformulierung durch dieses Kapitel folgende zweite Teil geht auf die theoretischen
Grundlagen ein, die für die Entwicklung des Kennzahlenframeworks und insbesondere des
KPM von Interesse sind. Kapitel 2 stellt zunächst Kennzahlensysteme als betriebswirtschaftli-
ches Werkzeug zur Analyse und Steuerung vor. Es illustriert damit die Motivation hinter dem
Einsatz von benutzerdefinierten Kennzahlen in MAS zum Zweck der zielgerichteten Optimie-
rung des Agentenverhaltens. Kapitel 3 widmet sich danach den Grundlagen der domänen-
übergreifenden Modellierung von KI-Aktionsplanungsproblemen mit logischen und numeri-
schen Zielen unter Verwendung der in mehreren Hauptversionen und Ablegern existierenden
Planning Domain Definition Language. Es bildet das konzeptionelle Bindeglied zwischen der
instrumentellen Nutzung betriebswirtschaftlicher Kennzahlensysteme in einemMAS und der ef-
fektiven Operationalisierung der mit ihnen ausgedrückten quantitativen Ziele über die Hand-
lungsplanung und Aktionsselektion der Agenten. Wie in dem Kapitel deutlich wird, ist die
Struktur des KPM in nicht unerheblichemMaße von der Wahl der zur Modellierung eingesetz-
ten PDDL-Sprachbestandteile abhängig. Kapitel 4 behandelt im Anschluss, wie multivariate
numerische Zielfunktionen in einer für das Kennzahlenframework geeigneten Weise durch di-
gitale Rechner repräsentiert und zusammenmit ihren partiellen Ableitungen berechnet werden
können. Es widmet sich darüber hinaus detailliert den theoretischen Grundlagen restringier-
ter nichtlinearer Maximierungs- und Minimierungsprobleme, welche einen zentralen Betrach-
tungsgegenstand des mathematischen Themenfelds des Operations Research darstellen und im
Kontext des Kennzahlenframeworks sowohl bei der Koordination als auch der Aktionsplanung
der Agenten zu lösen sind. Vor allem die Planung mit kontinuierlichen numerischen Einstell-
parametern auf Aktionsebene erfordert den Einsatz von Intervallarithmetik innerhalb des KPM.
Die diesbezüglichen theoretischenHintergründe und Techniken kommen inmehreren Kompo-
nenten des Kennzahlenframeworks zu unterschiedlichen Zwecken zum Einsatz und werden
daher in Kapitel 5 umfänglich behandelt. Dieses schließt den Grundlagenteil der Arbeit ab.
Im dritten Teil erfolgt die Konzeption und formale Spezifikation des Kennzahlenframeworks.
Zuerst gibt Kapitel 6 einen Überblick über die einzelnen Bestandteile des Kennzahlenframe-
works und deren Zusammenspiel. Am Ende des Kapitels werden vier verschiedene Ansätze
vorgestellt, wie ein MAS-weites KBM in mehrere Teilmodelle zerlegt, auf mehrere Agenten
verteilt, optimiert und zur Interagentenkoordination eingesetzt werden kann. Im Zentrum des
dritten Teils steht die mathematische Formalisierung des KBM und des KPM. Dazu werden
in Kapitel 7 zunächst die sowohl vom KBM als auch vom KPM verwendeten grundlegenden
Mengen und Abbildungen eingeführt. Darauf aufbauend erfolgt in Kapitel 8 die formale Be-
schreibung des KBM und in Kapitel 9 die des KPM. Eine weiter ins Detail gehende Spezi-
fikation der Frameworkkomponenten, einschließlich der von der textuellen Konfigurations-
schnittstelle der Kennzahlenbibliothek verwendeten Syntax, wird schließlich in Kapitel 10 vor-
genommen. Dieses endet mit einer kurzen Übersicht über den Aufbau der realisierten Java-
Implementierung der Kennzahlenbibliothek anhand einiger UML-Diagramme.
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Im vierten und letzten Teil der Arbeit wird die mit dem entwickelten KPM im Fertigungsszena-
rio des IntaPS-MAS erreichbare Planungsperformanz in Kapitel 11 experimentell ausgewertet
und die Arbeit mit einer kurzen Zusammenfassung und einemAusblick hinsichtlichmöglicher
zukünftiger Weiterentwicklungen des Kennzahlenframeworks in Kapitel 12 abgeschlossen.
Der Anhang besteht aus einer detaillierten Spezifikation aller in der evaluierten Version der
Kennzahlenbibliothek enthaltenen arithmetischen Basisoperationen, einer vollständigenDoku-
mentation der zur Einrichtung des KBM verwendeten XML-Konfigurationsschnittstelle und
einer Übersicht aller im IntaPS-MAS vordefinierten Standardkennzahlen.
Teile der Einleitung sowie das gesamte Kapitel 2 wurden, mit einigen wenigen Anpassungen,
aus Pantke (2008) übernommen. Bei Kapitel 4 handelt es sich um eine stark gekürzte und an
einigen Stellen ergänzte Fassung des Kapitels mit der gleichen Nummer ebenda. Die Übersicht
resp. Spezifikation des Frameworkbestandteile in den Kapiteln 6 und 10 ist im Wesentlichen
eine um die in der vorliegenden Arbeit hinzugekommenen Komponenten ergänzte, an ande-
ren Stellen gekürzte und stark überarbeitete Fassung von Abschnitt 5.1 resp. Abschnitt 5.3 und
Kapitel 6 aus Pantke (2008). Der dortige Abschnitt 5.2 mit der formalen Beschreibung des KBM
wurde in großem Umfang erweitert, modifiziert und auf die zwei Kapitel 7 und 8 dieser Arbeit
verteilt. Gänzlich neu hinzugekommen sind die Inhalte der Kapitel 3, 5, 9 und 11. Das letzt-
genannte Evaluationskapitel ersetzt das Kapitel 7 von Pantke (2008) und übernimmt lediglich
einige Textfragmente zu IntaPS aus Abschnitt 1.3 ebenda. Teile der Zusammenfassung in Kapi-
tel 12, die sich auf die Ergebnisse von Pantke (2008) beziehen, wurden gleichfalls aus Kapitel 8
ebenda übernommen. Die drei Anhänge A bis C sind z.T. stark überarbeitete und ergänzte
Fassungen entsprechender Anhänge in Pantke (2008).
1.4 Bisherige Veröffentlichungen der Ergebnisse
Die Ergebnisse der Arbeit wurden auf mehreren Konferenzen und in einem Fachzeitschriften-
beitrag veröffentlicht, namentlich auf der 2nd CIRP Robust Manufacturing Conference (RoMaC;
Pantke und Herzog 2014), der 2nd International Conference on System-Integrated Intelligence
(SysInt; Pantke et al. 2014a) und der 12th German Conference on Multiagent System Technologies
(MATES; Pantke et al. 2014b) sowie in Mechatronics (Pantke et al. 2016). Letztgenannter Arti-
kel wurde zudem im Juni 2016 im Journal Presentation Track der 26th International Conference on
Automated Planning and Scheduling (ICAPS) vorgestellt.19 Die Veröffentlichung der Evaluations-
ergebnisse aus Pantke (2008) erfolgte auf der 2nd International Conference on Dynamics in Logistics
(LDIC; Pantke 2011).
19Siehe http://icaps16.icaps-conference.org/schedule.html und http://icaps16.icaps-conference.org/
Programme.pdf (zuletzt abgerufen am 19.12.2016).
— TEIL II —
Theoretische Grundlagen
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— KAPITEL 2 —
Grundlagen betriebswirtschaftlicher
Kennzahlensysteme für die
Betriebsdatenerfassung und
Zieloperationalisierung in
Multiagentensystemen
Kennzahlen sind ein Werkzeug zur quantitativen Verdichtung von Informationen, wie sie bei-
spielsweise in einem wirtschaftlichen Betrieb im Rahmen der Betriebsdatenerfassung (BDE)
erhoben werden. Sie können Sachverhalte verdeutlichen, die aus den reinen Messwerten der
Betriebsdaten nicht direkt ersichtlich sind und sowohl zu vergangenheits- und gegenwarts-
bezogenen Analysezwecken als auch zur zukunftsorientierten Planung, Steuerung sowie Ent-
scheidungsunterstützung eingesetzt werden (Gladen 2005; Vollmuth 2006; Brown 1997). Die
»Gesamtheit von geordneten Kennzahlen, die Zusammenhänge zwischen verschiedenen Größen aufzei-
gen und so betriebswirtschaftlich sinnvolle Aussagen über Unternehmungen und ihre Teile vermitteln«
(Gladen 2005, S. 68) wird als Kennzahlensystem bezeichnet. Als Bestandteil des betrieblichen
Informationssystems versorgen diese die Leitung undMitarbeiter eines Unternehmensmit von
ihnen benötigten Informationen, folglich ist bei ihrer Konzeption stets der jeweils individuel-
le Informationsbedarf der Anwender zu berücksichtigen (Gladen 2005). Das einem Kennzah-
lensystem zugrunde liegende Prinzip ist es, eine große Anzahl von Daten, z.B. mehrere Tau-
send Messwerte, zu einer kleinen Anzahl an aussagekräftigen Kennzahlen, beispielsweise ein
Dutzend pro Entscheidungsträger, zu verdichten. Kennzahlen können somit eingesetzt wer-
den, um »komplexe Sachverhalte kurz und prägnant dar[zu]stellen« (Vollmuth 2006, S. 7) und zu
verhindern, dass einem menschlichen Entscheidungsträger zur Lösung seiner Aufgabe mehr
Informationen zur Verfügung gestellt werden, als dieser überschauen und bewältigen kann
(Verhinderung eines sog. Information Overload).
Betriebswirtschaftliche Kennzahlensysteme sind unter Berücksichtigung der kritischen Erfolgs-
faktoren zu gestalten, d.h. der Sachverhalte, die das Unternehmen als entscheidende Einflüsse
des Unternehmenserfolgs (Chancen) sowie etwaiger Kernprobleme (Schwächen) ansieht (Gla-
den 2005). Sie sind hierbei nicht als statische Infrastruktur zu verstehen, welche, einmal kon-
zipiert, dauerhaft in unveränderter Form genutzt wird, sondern sind stets der Umgebung und
den aktuellen Gegebenheiten im Betrieb anzupassen. So nennt Brown (1997, S. 9) das Beispiel
eines Unternehmens, welches eine zunehmende Unpünktlichkeit der Mitarbeiter bei Bespre-
chungen für eine verringerte Produktivität verantwortlich machte. Als Konsequenz wurde der
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Prozentsatz der Meetings, die pünktlich begannen, solange als Kennzahl geführt, bis durch die
Implementierung geeigneter organisatorischerMaßnahmen eine deutliche Verbesserung zu be-
obachten war. Nachdem das Problem als gelöst galt, wurde die Kennzahl nicht länger erhoben.
Um Kennzahlen sinnvoll einzusetzen, müssen mit ihnen stets geeignete Ziel- oder Referenz-
werte verbunden werden, mit denen die erhobenen Istwerte verglichen werden können. Dies
ermöglicht die Berechnung von Zielerreichungsgraden und somit den Einsatz von Kennzahlen
zur Performanzkontrolle. Ohne Vergleichswerte besitzen Kennzahlen nur wenig Aussagekraft
(Gladen 2005). Der Ansatz des Management by Exception besteht in der Führung des Betriebs
durch die Behandlung von Ausnahmesituationen. Er erfordert z.B. die Betrachtung einer erho-
benen Kennzahl durch einen Entscheidungsträger nur dann, wenn ihr aktueller Wert von dem
für sie vorgesehenen Zielwert zu stark abweicht. Gladen zitiert diesbezüglich Lachnit (1976,
S. 229) wie folgt:
»Der Grundgedanke des Management by Exception ist, die Führungskräfte von Routinean-
gelegenheiten zu entlasten, indem ihnen nur Dinge von Wichtigkeit vorgelegt werden – auf
die Planabweichung von untergebenen Stellen bezogen nur Abweichungen ab einer gewis-
sen Größe, eben die Exception-Fälle. Zu diesem Zweck werden zusätzlich zu den Stellenzie-
len Toleranzen für die Zielabweichung festgelegt. Nur wenn der Istwert die Toleranzgrenze
überschreitet, wird die übergeordnete Stelle eingeschaltet, damit sie sich um die Regelung
dieser ›Ausnahme‹ kümmert. Abweichungen innerhalb der Toleranzgrenzen werden von der
Ausführungsstelle selbst geregelt.« (Gladen 2005, S. 12f)
Kennzahlen können nach Brown (1997, S. 29) in einem Betrieb bezüglich Sachverhalten der
folgenden Kategorien erhoben werden:
• Kundenzufriedenheit
• Mitarbeiterzufriedenheit
• Finanzielle Performance
• Betriebliche Performance
• Produkt- und Servicequalität
• Lieferanten-Performance
• Sicherheit, Umweltschutz und Verantwortung gegenüber der Öffentlichkeit
Kennzahlen können somit nicht nur Interessen der Anteilseigner (Shareholder) eines Unterneh-
mens in Form von ökonomischen Zielinhalten repräsentieren, sondern auch die anderer Par-
teien (Stakeholder), z.B. der Gesellschaft, in Form von außerökonomischen Zielinhalten (Gladen
2005). Diese Ziele können zum Teil inWiderspruch zueinander stehen. Beispielsweise kann das
ökonomische Ziel, möglichst kostengünstig zu produzieren, in Konflikt mit dem außerökono-
mischen Ziel stehen, dies auch möglichst umweltschonend zu tun.
Die oben genannten Kategorien zeigen auf, dass Kennzahlen unterschiedliche semantische
Aussagekraft besitzen können, abhängig von den Sachverhalten, die sie beschreiben. Kennzah-
len zur betrieblichen Performance wie mittlere Durchlaufzeiten, Termintreue oder finanzielle
Kennzahlen wie Eigenkapitalquote oder monatlicher Umsatz repräsentieren sehr genau einen
Sachverhalt, der vollständig durch messbare oder bekannte Betriebsdaten beschrieben wird
(sog. »harte Faktoren«, Brown 1997). Sie werden von Gladen (2005) als Kennzahlen im engeren
Sinne bezeichnet. Andere Merkmale wie Kunden- oder Mitarbeiterzufriedenheit sind hingegen
nicht direkt messbar. Sollen sie quantitativ erhoben werden, so muss auf messbare Eigenschaf-
ten ausgewichen werden, die kausal mit dem nicht direkt messbaren Merkmal in Verbindung
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Abbildung 2.1: Kennzahlentaxonomie nach Gladen (2005, S. 17).
stehen und einen Hinweis auf dessen Ausprägung geben können. Quantitative Informationen
dieser Art heißen Indikatoren:
»[Indikatoren] sind Ersatzgrößen, deren Ausprägung oder Veränderung den Schluss auf
die Ausprägung und Veränderung einer anderen als wichtig erachteten Größe zulassen.
Zum Teil werden durch Indikatoren stellvertretend nicht direkt messbare oder nicht direkt
beobachtbare Tatbestände bzw. Größen abgebildet (sog. ›weiche Faktoren‹). Die Stellver-
tretergrößen lassen sich leichter messen, aber haben auch eine geringere Validität als die
Messgrößen der Originaltatbestände [. . . ].« (Gladen 2005, S. 14f)
So können z.B. die Anzahl der Beschwerden und Reklamationen oder die Besuchsfrequenz
von Stammkunden als Hinweise auf die Kundenzufriedenheit dienen. Bei dem von der Ge-
sellschaft für Konsumforschung (GfK) aus Einzelbefragungen von Verbrauchern erhobenen
Konsumklimaindex handelt es sich ebenfalls um einen Indikator. Kennzahlen im engeren Sin-
ne und Indikatoren werden von Gladen (2005) unter dem Begriff Kennzahlen im weiteren Sinne
subsumiert.
2.1 Arten von Kennzahlen
Der Oberbegriff der Kennzahl lässt sich, abhängig von der Art der statistischen Aussage ihres
Werts, in weitere Unterkategorien zerlegen. Im Folgenden sei die in Abbildung 2.1 dargestellte
Kennzahlentaxonomie nach Gladen (2005) erläutert. Bei Kennzahlen kann zwischen absolu-
ten Zahlen und relativen Zahlen unterschieden werden. Absolute Zahlen geben die Anzahl
der Elemente einer bestimmten Menge in Form einer einzelnen Mengenangabe, einer Summe,
Differenz oder eines Mittelwerts an. Sie können sich entweder auf den Zustand zu einem ein-
zelnen Zeitpunkt beziehen oder auf einen Zeitraum. Im ersteren Fall werden sie als Bestands-
größen bezeichnet, zeitraumbezogene Größen heißen Stromgrößen. Relative Zahlen hingegen
setzen mehrere Größen durch Bildung eines Quotienten in Beziehung zueinander. Sie können
weiter in Gliederungszahlen, Beziehungszahlen sowie Messzahlen unterteilt werden.
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Gliederungszahlen drücken den Anteil einer Teilmenge an einer Gesamtmenge aus. Teilmenge
und Gesamtmenge sind hierbei gleichartig. Bei Beziehungszahlen ist dies nicht der Fall, die
durch den Quotienten in Relation zueinander gestellten Größen sind dort »wesensverschieden«
(Vollmuth 2006, S. 11), d.h., sie beziehen sich auf unterschiedliche Mengen zwischen denen
keine Teilmengenbeziehung besteht. Messzahlen hingegen stellen den zeitlichen Verlauf einer
Größe dar. Während einfache Messzahlen die Veränderung einer einzelnen Größe aufzeigen
und üblicherweise in Prozent relativ zu einem gegebenen Anfangswert zu Beginn der Ver-
gleichsreihe angegeben werden, veranschaulichen Indexzahlen den Verlauf mehrerer zusam-
mengehörenderMessreihen (Gladen 2005). So illustrieren beispielsweise Aktienindizes wie der
Dow Jones Industrial Average den Verlauf der Kurse mehrerer Aktien in einem ausgewählten
Paket durch eine gewichtete Summierung der Einzelkurse (Dow Jones Indices 2016). Messzah-
len besitzen den Vorteil, dass sie in der öffentlichen Berichterstattung eines Unternehmens zur
Beschreibung vonWerteverläufen anstelle der zugrunde liegenden absoluten Zahlen eingesetzt
werden können, wenn letztere nicht veröffentlicht werden sollen.
2.1.1 Kennzahlenbeispiele
Es seien an dieser Stelle einige veranschaulichende Beispiele zu den oben beschriebenen Kenn-
zahlenkategorien genannt.
Absolute Kennzahlen: Bei der durchschnittlichen Anzahl DAE der monatlichen Auftragsein-
gänge innerhalb eines Jahres handelt es sich um eine absolute Kennzahl:
DAE =
1
|M| · ∑i∈M
Ai (2.1)
Hierbei ist M = {1, ..., 12} die Menge der zu betrachtenden Monate und Ai die Anzahl
der im Monat i ∈ M eingegangenen Aufträge. Letztere ist ebenfalls eine absolute Kenn-
zahl, welche als Einzelwert oder als Summe der täglichenAuftragseingänge erhobenwer-
den kann.
Gliederungszahlen: Die Eigenkapitalquote EKQ eines Betriebs ist eine Gliederungszahl (Voll-
muth 2006):
EKQ =
KE
KG
· 100 (2.2)
Es ist KE das Eigenkapital und KG das Gesamtkapital des Betriebs. Zwischen beidenMen-
gen besteht eine Teilmengenbeziehung. Den Anteil der Untermenge an der Obermenge
gibt EKQ in Prozent an.
Beziehungszahlen: Als Beispiel für eine Beziehungszahl sei der Pro-Kopf-Umsatz PKU ge-
nannt, welcher den GesamtumsatzU des Unternehmens in Relation zu der Anzahl B der
Beschäftigen stellt (Gladen 2005):
PKU =
U
B
(2.3)
Zwischen Umsatz und Beschäftigten besteht keine Teilmengenbeziehung. Beide Mengen
sind verschiedenartig, beschreiben aber zueinander in Relation gesetzt einen speziellen
Sachverhalt.
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Einfache Messzahlen: Die Veränderung UV des Jahresumsatzes im Vergleich zum Vorjahr
kann als einfache Messzahl in Prozentpunkten ausgedrückt werden:
UV =
Ui
Ui−1
· 100 (2.4)
Hierbei ist Ui−1 der Jahresumsatz des Vorjahres und Ui der aktuelle Jahresumsatz. Der
Wert UV = 110 zeigt somit eine Umsatzsteigerung um 10% an.
Indexzahlen: Als Beispiel für eine Indexzahl sei die Veränderung Dt1,t2 des Dow-Jones-Aktien-
index zwischen zwei Zeitpunkten t1 und t2 genannt:
Dt1,t2 =
DJIAt2
DJIAt1
· 100 mit DJIAt =
1
qt
·∑
i∈S
Pi,t (2.5)
Es ist dabei DJIAt der Wert des Dow Jones Industrial Average zum Zeitpunkt t, der sich
aus den Preisen aller Aktien im Dow-Jones-Aktienpaket S berechnet. Es ist Pi,t der Preis
der Aktie i ∈ S zum Zeitpunkt t sowie qt der sog. Dow-Jones-Quotient (vgl. Dow Jones
Indices 2016) zu diesem Zeitpunkt.
2.2 Einsatz von Kennzahlen
In der Betriebswirtschaft können Kennzahlen sowohl analytisch als auch instrumentell verwen-
det werden. Unter instrumenteller Nutzungwird die Planung und zielgerichtete Steuerung eines
Betriebs unter Verwendung von Kennzahlen verstanden, mit deren Hilfe Entscheidungen ge-
troffen werden. Sindmit einer Kennzahl keine betrieblichen Ziele verbunden, sondern dient sie
lediglich zur Aufdeckung und Beurteilung von Wirkungszusammenhängen, spricht man von
einer analytischen Nutzung dieser Kennzahl. Im Folgenden seien diese beiden Verwendungs-
weisen von Kennzahlen näher betrachtet. Als Quelle dient Gladen (2005).
2.2.1 Instrumentelle Nutzung
In arbeitsteiligen Systemen wie einem wirtschaftlichen Unternehmen ist dafür zu sorgen, dass
alle Organisationseinheiten und Mitarbeiter den gleichen übergeordneten Zielen des Betriebs
folgen und sich dabei nicht gegenseitig behindern oder unkontrolliert in entgegengesetzte
Richtungen steuern. Kennzahlen können hier eine Koordinationsfunktion übernehmen, indem
sie gemeinsame Ziele kommunizieren und für deren Kontrollierbarkeit sorgen. Gladen (2005)
nennt diesen Ansatz, bei dem die gewünschten Ergebnisse von betrieblichen Prozessen vor-
gegeben und kontrolliert werden, Koordination durch Pläne. Den Mitarbeitern wird hierbei ein
gewisser Entscheidungsspielraum gegeben, wie sie die Ziele letztendlich erreichen. Die auszu-
führenden Aktionen von ihnen sind so zuwählen, dass sie den quantitativen Kennzahlenzielen
zuträglich sind. Dem gegenüber steht die Koordination durch Programme, bei denen die Prozes-
se von einer den ausführenden Mitarbeitern übergeordneten Stelle strikt vorgegeben werden
und Abweichungen von dieser Spezifikation nicht erwünscht sind. Der Prozessablauf ist dabei
so zu konzipieren, dass durch seine Einhaltung eine konsistente Verfolgung der betrieblichen
Ziele erreicht wird. Dies ist in der Regel nur für Routineaufgaben wie beispielsweise getaktete
Produktionsprozesse praktikabel.
»[Kennzahlen zu Steuerungszwecken] haben normativen Charakter. Es handelt sich um
besonders wichtige, hervorzuhebende Ziele. Damit Steuerungs-Kennzahlen im Rahmen der
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Durchsetzung der Planungen oder Entscheidungen übergeordneter Instanzen das Verhalten
der jeweils untergeordneten Stellen bzw. Mitarbeiter beeinflussen können, müssen sie für
diese stellenspezifisch konkretisiert werden. Um die Durchsetzbarkeit der Ziele zu erhöhen,
setzt die Instanz die Steuerungs-Kennzahlen außerdem für Kontrollen ein. Die beauftragten
Mitarbeiter ziehen Steuerungs-Kennzahlen für Ausführungshandlungen und für weitere
Entscheidungen (Bewertung von Alternativen) heran.« (Gladen 2005, S. 30)
Bei der Konzeption von Steuerungskennzahlensystemen sind die Ziele des Unternehmens in
Unterziele zu zerlegen, die den einzelnen Unternehmenseinheiten, speziell zugeschnitten auf
derenAufgabenbereich und Position in der Organisationshierarchie des Betriebs, als quantitati-
ve Sollvorgaben zugeordnet werden können (sog. Zieloperationalisierung). So entsteht, analog
zur Organisationshierarchie, eine kennzahlenbasierte Zielhierarchie mit unternehmensweiten
Kennzahlzielen oben in der Hierarchie und stellenspezifischen Kennzahlenzielen weiter unten.
Die Stellenziele dienen dabei als Mittel zum Zweck, die Ziele übergeordneter Organisations-
einheiten zu erreichen. Abbildung 2.2 zeigt ein Beispiel einer solchen Zielhierarchie.
Die Erstellung von Kennzahlensystemen zu Steuerungszwecken erfordert Kenntnis darüber,
wie sich die Werte der Kennzahlen gegenseitig beeinflussen. Es muss sichergestellt – oder
zumindest sehr wahrscheinlich – sein, dass Kennzahlenziele, die als Mittel zur Erreichung
eines übergeordneten Kennzahlenziels in der Zielhierarchie eingesetzt werden, die Zielerrei-
chung des übergeordneten Ziels auch wirklich fördern. Die Zweck-Mittel-Beziehungen zwi-
schen den Kennzahlenzielen sind somit auf belegten oder angenommenen Ursache-Wirkungs-
Beziehungen zwischen den jeweiligen Kennzahlen zu basieren. Letztere können entweder de-
finitionslogischer oder sachlogischer Natur sein. Definitionslogische Beziehungen sind den Berech-
nungsvorschriften der Kennzahlen direkt entnehmbar. So fließt z.B. in Formel (2.2) zur Be-
rechnung der Eigenkapitalquote EKQ einerseits das Eigenkapital KE und andererseits das Ge-
samtkapital KG des Betriebs ein. Der Wert dieser Kennzahl kann daher entweder durch eine
Steigerung von KE oder eine Senkung von KG erhöht werden. Welchen Einfluss Kennzah-
len auf andere Kennzahlen haben, in deren Berechnungsvorschriften sie vorkommen, kann
durch die Bildung von partiellen Ableitungen der Kennzahlenformeln bestimmt werden. Ab-
schnitt 4.2 dieser Arbeit beschäftigt sich mit dem Verfahren der automatischen Differentiation
zu diesem Zweck. Kennzahlensysteme, bei denen die Beziehungen zwischen den Kennzahlen
ausschließlich definitionslogischer Art sind, werden als Rechensysteme bezeichnet. Allerdings
sind nicht alle Beziehungen zwischen Kennzahlen auf diese Weise mathematisch beschreibbar.
Z1
M1
Z2
M2
Z3
M3
Mn
Zn Oberziel: z.B. Gewinn
für Kostenstelle X1
bzgl. Bauteil a1
Unterziel: z.B. Leistungsziel für Mitarbeiter
der Kostenstelle X1 bzgl. Arbeitsgang
im Rahmen der Fertigung von a1
Unterziel: z.B. Produktivitätsziel
für Fertigungsbereich X
bzgl. Baugruppe a
Unterziel: z.B. Produktivität
= ...
=
=
Abbildung 2.2: Beispiel für Zweck-Mittel-Beziehungen zwischen Kennzahlenzielen (Quelle:
Gladen 2005, S. 166).
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Es können auch empirisch begründbare sachlogische Beziehungen zwischen Kennzahlen beste-
hen, die sich nicht aus den Berechnungsvorschriften der Kennzahlen ergeben. Gladen (2005,
S. 159) nennt den Einfluss der Werbekosten auf den Periodenerfolg als Beispiel für sachlogi-
sche Kennzahlenbeziehungen: Aus definitionslogischer Sicht handelt es sich bei Ausgaben zu
Werbezwecken um Kosten, die den Periodengewinn des Unternehmens reduzieren. Aus den
Berechnungsvorschriften der Kennzahlen allein mag sich ein negativer Einfluss dieser Kos-
ten auf den Gewinn herleiten, der den Schluss nahe legt, Ausgaben für Werbung zugunsten
des Periodenerfolgs gänzlich zu unterlassen. Dem gegenüber steht eine empirisch belegbare
Beziehung zwischen Werbemaßnahmen und den Absatzzahlen der beworbenen Produkte des
Unternehmens. Ausgaben für Werbung können den Umsatz signifikant erhöhen und zu ei-
ner erheblichen Steigerung des Unternehmensgewinns der aktuellen sowie zukünftiger Rech-
nungsperioden beitragen. Dieser sachlogische positive Einfluss auf den Periodenerfolg kann in
der Praxis stärker ins Gewicht fallen, als der definitionslogisch negative Einfluss der zunächst
anfallendenWerbekosten. Er ist allerdings nicht genau quantifizierbar, denn es ist im Vorhinein
nicht bekannt, mit einer wievielprozentigen Absatzsteigerung ein bestimmter Betrag an Wer-
beausgaben einhergehen wird. Kennzahlensysteme, die sachlogische Beziehungen zwischen
Kennzahlen aufweisen, welche sich nicht aus deren Berechnungsvorschriften herleiten lassen,
heißen Ordnungssysteme.
Da bei einem betriebswirtschaftlichen Einsatz von Kennzahlen viele mathematisch nicht exakt
beschreibbare sachlogische Beziehungen zwischen Kennzahlen existieren, sind nach Gladens
Auffassung Rechensysteme für Steuerungszwecke nicht ausreichend, es müsse hier zu Ord-
nungssystemen gegriffen werden, welche auch nicht quantifizierbare, empirisch begründete
Kennzahlenbeziehungen berücksichtigen. Zu der Problemstellung deren Bestimmung im Rah-
men der Zieloperationalisierung schreibt er:
»Die Aussagen zu Kennzahlenbeziehungen in Steuerungs-Kennzahlensystemen sind in der
Literatur häufig recht knapp. Mit der Erläuterung, im Sinne der Idee des Management by
Objectives müssten Stellenziele im Rahmen von partizipativen Zielvereinbarungsprozes-
sen ermittelt werden, lässt man es nicht selten bewenden. ›Das Formulierungsverfahren
selbst bleibt völlig im Dunkel: die key results sind auf geheimnisvolle und unerklärte Weise
einfach da‹ ([Berthel 1973], S. 97; key results = Bereichsziele). Das wesentliche Element,
die Zweck-Mittel-Beziehung zwischen den Kennzahlen, die die vertikale Koordination der
Bereiche hinsichtlich der übergeordneten Ziele gewährleistet, wird vernachlässigt oder in
missverständlicher Weise angesprochen.« (Gladen 2005, S. 163)
In Bezugnahme auf die Zielsetzung der vorliegenden Arbeit bleibt vor diesem Hintergrund
insbesondere unklar, wie eine automatisierte Zieloperationalisierung durch ein Computersys-
tem wie ein MAS erfolgen kann, wenn nicht ausschließlich definitionslogische Beziehungen
zwischen den Kennzahlen zu berücksichtigen sind, sondern einige Kennzahleneinflüsse (zu-
nächst) nicht näher quantifizierbar sind. Die Herangehensweise einer computerassistierten
resp. (teil-)automatisierten Aufdeckung derartiger Wirkungszusammenhänge überschneidet
sich mit den allgemeinen Zielen des »Big Data«-Ansatzes (siehe u.a. Fasel undMeier 2016; King
2014): Bei diesem werden Daten unterschiedlichen Strukturierungsgrads1 in großem Umfang
innerhalb eines Unternehmens – und z.T. bei Dritten wie etwa dessen Kunden – gesammelt
und archiviert, u.a. um sie mit statistischen Verfahren auf Muster und Korrelationen untersu-
chen zu können (sog. Data Mining). In diesem Rahmen ist es prinzipiell technisch möglich, ein
MAS die sachlogischen Beziehungen zwischen Kennzahlen als mathematische Funktionenmit-
tels statistischer Lernverfahren der Künstlichen Intelligenz im Laufe seiner Tätigkeit erlernen
1Beispielsweise rangierend von stark strukturierten Inhalten relationaler Datenbanken bis hin zu schwach struktu-
rierten Daten wie E-Mail-Texten sowie digitalen Bild- und Videodaten aus der betrieblichen Prozessüberwachung.
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zu lassen (vgl. hierzu z.B. Izenman 2008; Mitchell 1997; Russell und Norvig 2010, Kap. 18–21).
Eine solche Vorgehensweise steht in engemZusammenhangmit der analytischen Funktion von
Kennzahlen, die Betrachtungsgegenstand des folgenden Abschnitts ist.
2.2.2 Einsatz zu Analysezwecken
Bei der instrumentellen Nutzung werden Kennzahlen nicht nur verwendet, um quantitative
Ziele vorzugeben, sondern auch um den Grad der Zielerreichung zu dokumentieren. Die er-
hobenen Kennzahlenwerte geben Auskunft darüber, wie weit implementierte organisatorische
Maßnahmen ihren Zweck erreicht haben oder in Begriff sind, dies zu tun. Eine Anpassung
der eingesetzten Mittel ist vorzunehmen, sobald sich ein Misserfolg, möglicherweise bereits
im Vorfeld, in den Kennzahlenwerten abzeichnet. So sind strategische Ziele, die eine organisa-
torischen Wandel erfordern, stets in einem Zyklus der Planung, Realisation und Kontrolle zu
verfolgen, bis sich ein Erfolg einstellt.2 Kennzahlen können einen Lernprozess bei den Mitar-
beitern unterstützen, indem sie Vorstellungen über Ursache-Wirkungs-Beziehungen bestätigen
oder falsifizieren. Führt eine getroffene Entscheidung nicht zu dem erwarteten Ergebnis, kön-
nen sie verwendet werden, um nach Ursachen für einen Erfolg oder Misserfolg zu suchen und
eine Anpassung der mentalen Modelle der Mitarbeiter zu unterstützen. Dies ermöglicht besser
informierte Entscheidungen in der Zukunft.
Zur Beurteilung von Sachverhalten sowie zur Darstellung und Aufdeckung von Wirkungszu-
sammenhängen können Kennzahlen auch eingesetzt werden, ohne dass mit ihnen quantita-
tive Ziele verbunden sind. Man spricht dann von Analysekennzahlensystemen. Kennzahlen
zu Analysezwecken können entweder vergangenheits- oder zukunftsbezogen sein. Im letz-
teren Fall erlauben sie eine Früherkennung zukünftiger Entwicklungen, indem sie bereits in
der Gegenwart messbare Hinweise auf diese erheben. Kennzahlen dieser Art werden daher
als Vorlaufindikatoren bezeichnet (vgl. Definition des Begriffs Indikator auf Seite 17). Vergan-
genheitsbezogene Kennzahlen können zur Beurteilung vergangener Entwicklungen und zur
gerichteten Untersuchung deren Ursachen-Wirkungs-Beziehungen verwendet werden (s.o.).
Rechnergestützte, automatisierte Verfahren wie Data Mining erlauben zudem eine ungerichte-
te Suche nach Beziehungen, Einflüssen und Strukturen in aufgezeichneten Betriebsdaten und
Kennzahlenwerten. Beim sog. Browsing oder Scanning durchsucht ein menschlicher Benut-
zer den Datenbestand manuell, in der Hoffnung auf neue, für ihn nützliche Erkenntnisse. Ge-
nau wie es bei statistischen Erhebungen im Kontext wissenschaftlicher Studien der Fall ist,
besteht dabei aber stets die Gefahr des Vorliegens von Scheinkorrelationen (Simon 1954): Die in
den analysierten Daten gefundenen Zusammenhänge müssen nicht immer in einer tatsächli-
chen direkten Ursache-Wirkungs-Beziehung zwischen den korrelierenden Größen begründet
liegen, sondern können im Allgemeinen auch völlig zufällig sein oder durch andere, weiter-
hin verdeckte und deutlich komplexere als zunächst angenommene Einflüsse ausgelöst wer-
den. Bei der Regressionsanalyse durch maschinelle Lernverfahren existiert darüber hinaus das
Problem des Overfittings. Dieser Begriff bezeichnet eine Situation, in der das gelernte Modell
zu schlecht generalisiert, d.h., dieses zwar die Trainingsdatensätze sehr genau reproduziert,
für zuvor unbekannte Datenpunkte allerdings keine ausreichende3 Vorhersagequalität erreicht
(vgl. Izenman 2008, S. 13f).
Abbildung 2.3 setzt Kennzahlen zu Analyse- und Steuerungszwecken in Beziehung zu den
sonstigen qualitativen Zielen (z.B. Vision, Mission) eines Unternehmens.
2Vergleiche Gladen (2005, S. 18f sowie S. 26f).
3Nach den Anforderungen des jeweils vorliegenden Anwendungsszenarios.
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Abbildung 2.3: Kennzahlen zur Analyse und Steuerung (Quelle: Gladen 2005, S. 30).
2.3 Kennlinien
Während, wie in Abschnitt 2.2.1 besprochen, definitionslogische Beziehungen zwischen Kenn-
zahlen direkt durch Differentiation aus deren Berechnungsvorschriften folgen, ist dies bei sach-
logischen Beziehungen nicht der Fall. Kennlinien stellen eine Möglichkeit dar, sachlogische
Ursache-Wirkungs-Beziehungen, die quantifizierbar sind, mathematisch zu modellieren. Ny-
huis und Wiendahl definieren sie wie folgt:
»Eine Kennlinie ist eine graphische Darstellung des Zusammenhangs zwischen einer un-
abhängigen Einflußgröße und einer sich ergebenden Zielgröße in Form einer Kurve. Eine
bestimmte interessierende Größe (die Zielgröße bzw. abhängige Variable) wird als Funkti-
on einer unabhängigen Variablen (der Einflußgröße) dargestellt. Für jeden Wert der durch
äußere Bedingungen veränderbaren Einflußgröße läßt sich so (mindestens) ein Wert für die
Zielgröße ermitteln.« (Nyhuis und Wiendahl 1999, S. 11)
Bezüglich der freien Veränderbarkeit der Werte unterscheiden sie zwischen unmittelbar beein-
flussbaren Größen, deren Wert direkt gewählt und eingestellt werden kann, und nur mittelbar
beeinflussbaren Größen, deren Wert das Ergebnis eines Prozesses ist. Letztere sind somit nur
durch eine bestimmte Steuerung resp. Ausgestaltung dieses Prozesses veränderbar, z.B. durch
eine Veränderung des Prozessablaufs oder der äußeren Einflüsse auf diesen. In Hinblick auf
MAS kann der Wert einer Kennzahl beispielsweise von der Sequenz der von einem Agenten
gewählten Aktionen abhängig sein sowie von den Objekten, auf denen diese operieren.
Abbildung 2.4 zeigt ein Beispiel für Kennlinien aus dem Bereich der Fertigungssteuerung.
Dargestellt ist die Abhängigkeit der Durchlaufzeit eines Fertigungsauftrags und der Leistung
der diesen bearbeitenden Arbeitssysteme (z.B. Werkzeugmaschinen) von dem an ihnen aufge-
laufenen Bestand. Die Durchlaufzeit gibt für einen Auftrag die Länge der Zeitspanne – z.B. in
Betriebskalendertagen (BKT) – an, die zwischen der Auftragsfreigabe und der Fertigstellung
der Bearbeitung aller seiner Arbeitsvorgänge verstreicht.4 Sie beinhaltet die Durchführungszeit,
welche die tatsächliche Bearbeitungsdauer an den Arbeitssystemen einschließlich Rüstzeiten
beziffert und keine Warte- und Transportzeiten enthält.5 Die Leistung gibt die Stunden pro Be-
triebskalendertag an, die ein Arbeitssystem mit der Bearbeitung von Aufträgen verbringt. Die
Auslastung ist der Prozentsatz dieser Leistung an der maximalen Anzahl der Stunden, die es
pro Betriebskalendertag arbeiten kann.6 Der Bestand gibt den Arbeitsinhalt aller Aufträge, die
auf ihre Bearbeitung warten sowie gerade bearbeitet werden, in Stunden an.7 Als Betriebspunkt
4Lödding (2005, S. 29).
5Nyhuis und Wiendahl (1999, S. 22).
6Lödding (2005, S. 35f).
7Lödding (2005, S. 32f).
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Abbildung 2.4: Produktionskennlinien nach Nyhuis und Wiendahl (1999, S. 85).
wird der Wert der Einflussgröße zu einem momentanen Zeitpunkt bezeichnet.8 Die zu diesem
Zeitpunkt zu erwartendenWerte der Zielgrößen können an ihm von den Kennlinien abgelesen
werden.
Produktionslogistische Kennzahlenziele sind z.B. die Maximierung der Leistung bzw. Auslas-
tung aller beteiligten Arbeitssysteme und die Minimierung der Durchlaufzeiten der Aufträge.
Ein idealer Produktionsprozess weist die Eigenschaft auf, dass zu keinem Zeitpunkt ein Ar-
beitssystem auf den Zugang eines als nächstes von ihm zu bearbeitenden Auftrags warten
muss und kein Auftrag nach der Fertigstellung eines Arbeitsschritts auf die Bearbeitung durch
den nächsten Arbeitsvorgang. Die Auslastung beträgt also 100% und die Durchlaufzeit ent-
spricht der Durchführungszeit (Lödding 2005, S. 65f). Aufgrund unterschiedlicher Auftrags-
und Bearbeitungszeiten sowie nicht immer ausreichend genauer Einhaltbarkeit von zeitlichen
Vorgaben sind reale Produktionsprozesse allerdings selten ideal (Lödding 2005, S. 67f). Der Be-
triebspunkt der Einflussgrößen (in Abbildung 2.4 der Bestand) ist so zu wählen, dass nach den
Vorstellungen des jeweiligen Entscheidungsträgers ein geeigneter Kompromiss zwischen den
zwei Zielen erreicht wird.
Die Ermittlung von Kennlinien kann entweder durch Simulation oder durch die Herleitung aus
mathematischenModellen wie z.B. derWarteschlangentheorie erfolgen. Eine Erhebung im rea-
len Betrieb ist üblicherweise nicht praktikabel, da z.B. dort nicht ohne weiteres eine Abdeckung
des gesamten Wertebereichs der Einflussgrößen durch stichprobenweise Einstellung verschie-
dener Einflussgrößenwerte möglich ist (Nyhuis und Wiendahl 1999). Bei der Simulation wird
ein dynamisches Originalsystem in Form eines Computerprogramms nachgebildet und unter
gezielt veränderbaren Bedingungen in mehreren Simulationsläufen ausgeführt. Die gelieferten
Ergebnisse lassen, bei hinreichender Nähe des Simulationsmodells zum realen System, Schlüs-
se auf Zusammenhänge in letzterem zu. Erhobene Kennlinien können durch Näherungsglei-
chungen beschrieben werden. Auf diese Weise können sachlogische Beziehungen zwischen
Kennzahlen definitionslogisch approximiert werden. Für Details zur Kennlinientheorie nach
Nyhuis und Wiendahl (1999) siehe dort.
8Nyhuis und Wiendahl (1999, S. 37f).
— KAPITEL 3 —
PDDL-basierte Aktionsplanung für
Agenten mit numerischen Zielen
Selbststeuernde technische Systeme sind dadurch charakterisiert, dass sie während ihres Be-
triebs nach den Rahmenvorgaben ihres Benutzers in autonomer und proaktiver Weise Ent-
scheidungen treffen und Handlungen durchführen. Üblicherweise sollen sie dabei in der Lage
sein, hinreichend1 flexibel auf äußere Einflüsse und dynamische Veränderungen in ihrer Um-
gebung zu reagieren.2 Weil derartige Systeme oft Eigenschaften wie eine natürliche Verteiltheit
ihrer Komponenten, einen Bedarf an flexiblen Interaktionen zwischen diesen sowie eine Ein-
bettung in eine dynamische Umgebung (vgl. Müller 1997, S. 218) aufweisen, werden sie nicht
selten unter Anwendung des MAS-Ansatzes realisiert (siehe u.a. Koehler und Schuster 2000;
Paetow 2002; Bussmann 2004; Timm et al. 2006; Scholz-Reiter und Höhns 2006; Shen et al. 2006;
Wang und Shen 2007; Gehrke et al. 2010; Schuldt 2011; Gath 2016).
Während die von einem Agenten eines MAS zeitlich nacheinander getroffenen Entscheidun-
gen und ausgeführten Handlungen (sog. Aktionen) in episodischen Aufgabenumgebungen voll-
kommen unabhängig voneinander wirksam werden, besitzen sie in sequentiellen Aufgabenum-
gebungen Auswirkungen (sog. Effekte) auf die nachfolgenden Zustände des Agenten sowie des
von ihm beeinflussbaren Umfelds und damit auch auf seine zukünftigen Entscheidungen und
Handlungen (Russell und Norvig 2010, S. 41ff). Die in praktischen Anwendungsszenarien von
Selbststeuerung gegebenenAufgabenumgebungen – etwa in Industrie und Logistik – sind häu-
fig sequentieller Natur, d.h., in ihnen müssen die von den Agenten auszuführenden Aktions-
abfolgen (sog. Pläne) in zielführender und z.T. sehr präziser Weise aufeinander abgestimmt
werden. Die theoretisch anspruchsvollen und daher im Kontext der vorliegenden Arbeit in-
teressanten Anwendungsfälle sind jene, in denen sich für diese Steuerung und Feinabstim-
mung des Agentenverhaltens im Voraus3 kein stets zu optimalen Ergebnissen führender regel-
basierter4 Steuerungszyklus von geringer algorithmischer Komplexität angeben und fest in die
Agenten integrieren lässt.5 Vor allem dann, wenn das lokale und globale Agentenverhalten in-
nerhalb des MAS über benutzerkonfigurierbare Kennzahlen undmit diesen verbundene quan-
titative Ziele beeinflussbar sein soll, benötigt man in derartigen sequentiellen Aufgabenumge-
bungen üblicherweise eine Flexibilität in der Handlungsfähigkeit der Agenten, wie sie durch
KI-Aktionsplanung (Artificial Intelligence Planning, auch als Automated Planning bezeichnet; vgl.
1Gemäß den jeweils zu erfüllenden anwendungsspezifischen Anforderungen, Zielkriterien und Qualitätsmaßen.
2Diese Merkmale überschneiden sich mit der Weak Notion of Agency nach Wooldridge und Jennings (1995), welche
die vier Eigenschaften Autonomie, soziale Befähigung, Reaktivität und Proaktivität umfasst.
3Das heißt: Vor dem Start des MAS in dessen Implementationsphase.
4Regelbasiert im Sinne von »auf einer Menge von Regeln basierend« (rule-based).
5Zum Beispiel im Sinne eines reaktiven Agenten (vgl. Russell und Norvig 2010, S. 48ff und S. 1001ff sowie die Sub-
sumption-Architektur von Brooks 1986, 1990, 1991a, b).
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Ghallab et al. 2004, 2016 sowie Geffner und Bonet 2013) ermöglicht wird. Diese operiert stets
auf einer deklarativen, modellbasierten Beschreibung, die festlegt, welche Aktionen die Agenten
des MAS unter welchen Bedingungen und mit welchen Effekten ausführen können, und wel-
che (z.B. kennzahlenbezogene) Zielvorgaben durch das Agentenverhalten im MAS letztlich
erreicht werden sollen. Mit welchen konkreten Aktionsabfolgen – d.h. wie genau – diese Ziel-
vorgaben tatsächlich erfüllt werden, ist zunächst unbekannt und wird zur Laufzeit des Sys-
tems durch einen (hinsichtlich Zeit- und Speicherkomplexität zumeist aufwändigen) Planungs-
algorithmus bestimmt. Eine solche planungsbasierte Agentensteuerung erlaubt insbesondere
die in den Designzielen des Kennzahlenframeworks vorgesehene Anpassung der formulier-
ten Zielvorgaben zur Laufzeit des MAS durch dessen Benutzer in einem deutlich größeren
Umfang, als es z.B. im Allgemeinen mit einem fixen einfachen Regelkreis6 möglich wäre. Weil
das Framework die kennzahlenorientierte Steuerung von Agenten in möglichst vielen prak-
tischen Anwendungsgebieten des MAS-Ansatzes ermöglichen soll, sind im Kontext der vor-
liegenden Arbeit vorrangig domänenunabhängige Planungsformalismen relevant, d.h. Forma-
lismen, in denen sich Planungsprobleme aus vielen unterschiedlichen Anwendungsgebieten
(sog. Planungsdomänen) beschreiben und lösen lassen. Die Kennzahlenprogrammierbibliothek
soll den Agenten eines das Framework verwendenden MAS ein Planungsmodell zur Verfü-
gung stellen, welches in einer dafür geeigneten Form zur Laufzeit konfiguriert werden kann
und danach beschreibt, wie sich u.a. die Werte der im MAS erhobenen Kennzahlen domänen-
spezifisch bei Ausführung der konkret zur Auswahl stehenden Aktionen verändern werden
(in einer deterministischen Aufgabenumgebung) bzw. verändern können (in einer stochastischen
Aufgabenumgebung).
In hinsichtlich der Informationslage der Agenten deterministischen Aufgabenumgebungen sind
bereits während des Planungsprozesses die tatsächlich eintretenden Auswirkungen aller Ak-
tionen vollständig vorhersagbar (Russell und Norvig 2010, S. 43). In solchen Anwendungsfäl-
len kann die Agentensteuerung durch zentrale oder verteilte (vgl. Durfee 1996, 1999) deter-
ministische Aktionsplanung erfolgen, welche gemeinhin auch als klassische (domänenunabhän-
gige) KI-Planung bezeichnet wird (vgl. Geffner und Bonet 2013, Kap. 2–3). Eines der ersten Pla-
nungssysteme dieser Kategorie war der Stanford Research Institute Problem Solver (kurz: STRIPS;
siehe Fikes und Nilsson 1971; Nilsson 1980; Lifschitz 1987). Der von dieser Software zur Be-
schreibung von Planungsproblemen verwendete STRIPS-Formalismus diente als Grundlage
für später entwickelte Beschreibungssprachen für Planungsprobleme wie die Action Descrip-
tion Language (kurz: ADL; siehe Pednault 1987) und die Planning Domain Definition Language
(PDDL). Letztere basiert auf der von dem in Lisp implementierten Planungssystem UCPOP
(Penberthy und Weld 1992; Barrett et al. 1995) genutzten Notation und beinhaltet die Seman-
tik und Ausdrucksmächtigkeit (wenngleich nicht die Syntax) von STRIPS und ADL als Teil-
mengen. Einen tabellarischen Vergleich der von den zwei letztgenannten Formalismen unter-
stützten Sprachbestandteile geben Russell und Norvig (2003, S. 379).7 PDDL existiert mittler-
weile in mehreren Versionen und Varianten und ist seit der ersten veröffentlichten Version 1.2
(McDermott et al. 1998) die offizielle Beschreibungssprache des Classical Planning Tracks der
International Planning Competition (IPC), welche seit 1998 regelmäßig in zwei- bis dreijähri-
gen Abständen im Rahmen großer Planungskonferenzen wie der International Conference on
Automated Planning and Scheduling (ICAPS)8 abgehalten wird. Im Rahmen der IPC haben die
Entwickler von KI-Planungssystemen die Gelegenheit, ihre neuesten Implementierungen in
6Regelkreis im Sinne von »regeln« (Closed-Loop Control).
7Diese Übersicht ist in der neueren dritten Auflage des Buchs (Russell und Norvig 2010) nicht mehr enthalten.
8Ehemals International Conference on Artificial Intelligence Planning and Scheduling (AIPS) und European Conference on
Planning (ECP) vor deren Zusammenlegung zur ICAPS; vgl. http://icaps-conference.org/ (zuletzt abgerufen
am 19.12.2016).
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Benchmark-Planungsproblemen gegeneinander antreten lassen.9 PDDL hat dementsprechend
große Verbreitung im Forschungsfeld der KI-Planung gefunden und wird in mindestens einer
der veröffentlichten Versionen von vielen deterministischen Planungssystemen unterstützt.
In stochastischen Aufgabenumgebungen sind die Agenten während des Planungsprozesses – z.B.
aufgrund inhärenter Zufälligkeit oder lediglich partieller Beobachtbarkeit ihres Umfelds – mit
einer gewissen Unsicherheit hinsichtlich des aktuellen gesamtheitlichen Zustands ihres Um-
felds und des tatsächlichen Eintretens der beabsichtigten Effekte der von ihnen zur Ausfüh-
rung in Erwägung gezogenen Aktionen konfrontiert. Ich solchen Anwendungsfällen können
probabilistische Planungstechniken zum Einsatz kommen, z.B. solche, welche die Unsicherheit
über zukünftige Entwicklungen mit Markov-Entscheidungsprozessen (Markov Decision Proces-
ses, kurz:MDPs) bzw. partiell beobachtbarenMDPs (Partially Observable MDPs, kurz: POMDPs)
modellieren (siehe etwa Ghallab et al. 2004, Kap. 16 sowie Geffner und Bonet 2013, Kap. 6–7).
Zur Beschreibung derartiger Planungsdomänen erweitert Probabilistic PDDL (kurz: PPDLL; sie-
he Younes und Littman 2004) das klassische deterministische PDDL um reellwertige Eintritts-
wahrscheinlichkeiten, die für jeden einzelnen Effekt einer Aktion separat spezifiziert werden
können.10 PPDDL kam in der Vergangenheit zur Beschreibung der Benchmark-Probleme in
dem seit 2004 stattfindenden Probabilistic Track11 der IPC zum Einsatz. Mittlerweile wird dort
allerdings die Relational Dynamic Influence Diagram Language (kurz: RDDL; siehe Sanner 2010)
als offizielle Beschreibungssprache für die probabilistischen Benchmarks verwendet (Vallati
et al. 2015). Während die Syntax von PDDL und PPDDL an Lisp angelehnt ist und sich der
gleichen Präfix-Notation für Operatoren bedient, orientiert sich RDDL hingegen an der Syntax
von C-ähnlichen Programmiersprachen. RDDL stellt damit anders als PPDDL keine syntak-
tische Erweiterung von PDDL dar, sondern ist stattdessen als eine von PDDL unabhängige,
neuentwickelte Beschreibungssprache einzuordnen.
Eine zu probabilistischen (etwa MDP-basierten) Planungsmodellen alternative Herangehens-
weise an die Aktionsplanung in stochastischen Aufgabenumgebungen ist die Ausführungs-
überwachung und Neuplanung (Execution Monitoring and Replanning; Russell und Norvig 2010,
S. 422ff). Dabei wird zunächst das Planungsproblem deterministisch, z.B. in klassischemPDDL,
repräsentiert und gelöst. Anschließend wird mit der »optimistischen« Ausführung der Lösung
begonnen und diese abgebrochen, sobald zwischenzeitlich ein unerwartetes Ereignis einge-
treten ist, welches die Ausführung der nächsten vorgesehenen Aktion verhindert (d.h. deren
Bedingungen verletzt). Ausgehend von dem zu diesem Zeitpunkt tatsächlich festgestellten Zu-
stand des Agenten und seines Umfelds wird dann deterministisch neu geplant. Dabei wird der
nicht mehr ausführbare Teil der bisherigen Lösung verworfen und durch neue voraussichtlich
zielführende Aktionsabfolgen ersetzt. Dieser Vorgang wird auch als Planreparatur (Plan Repair;
vgl. Russell und Norvig 2010, S. 423) bezeichnet. Die Software FF-Replan von Yoon, Fern und
Givan hat mit dieser Strategie 2004 den ersten Probabilistic Track der IPC gewonnen:
»FF-Replan was the winner of the 2004 International Probabilistic Planning Competition
(IPPC-04) [. . . ] and was also the top performer on IPPC-06 domains, though it was not
an official entry. This success was quite surprising, due to the simplicity of the approach.
In particular, FF-Replan calls FF on a carefully constructed deterministic variant of the
planning problem and selects actions according to the plan until observing an unexpected
9Siehe http://icaps-conference.org/index.php/main/competitions für Details zu den bereits terminierten noch
anstehenden sowie zu allen bisher stattgefundenen Wettbewerben. Die Liste wird regelmäßig aktualisiert. Zuletzt
abgerufen am 19.12.2016.
10Weil die einzelnen auf dieseWeise als unsicher spezifizierten Effekte bei der Aktionsausführung getrennt voneinan-
der entweder wirksam oder nicht wirksam werden können, wächst die Menge der möglichen Nachzustände einer
PPDDL-Aktion im Allgemeinen exponentiell mit der Anzahl dieser Effekte.
11In den ICAPS-Proceedings zuweilen auch als International Probabilistic Planning Competition (IPPC) bezeichnet.
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effect, upon which it replans. Despite the obvious shortcomings of the approach and its
strawman nature, it is the state-of-the-art in probabilistic planning as measured on recent
competition benchmarks.« (Yoon et al. 2007, S. 325)
Gerade für eine Aktionsplanung in MAS mit zur Laufzeit konfigurierbaren und modifizier-
baren kennzahlenbezogenen Zielsystemen erscheint ein solcher auf einer klassischen PDDL-
Beschreibung operierender Ansatz relevant. So schreiben Little und Thiébaux in ihrem auf dem
IPC-Workshop der ICAPS 2007 veröffentlichten Beitrag zur praktischen Anwendbarkeit von
probabilistischen Planen und von deterministischen Planen unter Ausführungsüberwachung
und Planreparatur:
»Another popular belief about probabilistic planning is that it involves computing a plan
that handles many or even all foreseeable contingencies. Or rather, such a contingent plan
comes as a by-product of doing the required analysis. Therefore, probabilistic planning is
particularly appropriate to generate plans for close-loop [sic] control situations, where the
executive must react quickly. [. . . ]
Replanning is an online process while probabilistic planning is typically performed offline.
There are situations where there is no other choice but online planning and replanning. For
instance, this occurs when goals dynamically change or when the probabilistic problem is
too large to be solved at once.« (Little und Thiébaux 2007, S. 1)
Das in der vorliegenden Arbeit entwickelte KPM sei nicht zuletzt aus diesem Grund auf eine
Verwendung mit Ausführungsüberwachung und Neuplanung zugeschnitten. Eine Beschrän-
kung auf eine ausschließlich deterministische Aktionsrepräsentation reduziert zugleich den
Umfang seiner formalen Darstellung in Kapitel 9. Es wird dort allerdings so konstruiert, dass
es während des Planungsprozesses der Agenten (mittels einer internen Baumstruktur) mehrere
zueinander alternative Planfortsetzungen beschreiben kann. Dieses Design sorgt für eine leich-
te nachträgliche Erweiterbarkeit des KPM um zusätzliche Effekteintrittswahrscheinlichkeiten
und Zustandsübergangswahrscheinlichkeiten durch zukünftige weiterführende Arbeiten.
Der Rest des Kapitels widmet sich somit ausschließlich den für den Entwurf eines determinis-
tischen KPM wesentlichen Grundlagen der klassischen PDDL-basierten Planung.
3.1 Modellierung klassischer Planungsprobleme mit PDDL
Bei einem KI-Aktionsplanungsproblem besteht die zu lösende Aufgabenstellung darin, aus ei-
ner konkreten domänenspezifischen Aktionsgrundmenge eine hinsichtlich der Ausführungs-
reihenfolge total oder partiell geordnete Aktionsabfolge – einen Plan12 – zu konstruieren, wel-
che von einem ebenfalls vorgegebenen Startzustand über eine geeignete Reihe (häufig noch
nicht näher festgelegter) Zwischenzustände zu einem Zielzustand führt, der bestimmte gefor-
derte Eigenschaften aufweist. Weil diese Zustände13 die Gesamtheit der aktuellen relevanten
12Ein total geordneter Plan (Total-Order Plan, kurz: TOP) besteht aus einer zeitlich strikt sequentiellen Aktionsab-
folge. Ein partiell geordneter Plan (Partial-Order Plan, kurz: POP) hingegen erlaubt die zueinander nebenläufige
Ausführung bestimmter Aktionen (häufig im Sinne eines Least Commitment, zuweilen um die Lösbarkeit über-
haupt erst zu erreichen). In vielen Planungsdomänen (aber längst nicht allen; vgl. etwa Wooldridge 2000, S. 118ff
zum koordinierten Agentenverhalten mittels Joint Commitment sowie die dazu passende Beispiel-Planungsdomäne
»ma-lift-table« von Kovacs 2012) lässt sich ein POP zu mehreren verschiedenen TOPs linearisieren (Minton et al.
1994; Russell und Norvig 2003, S. 387ff; Russell und Norvig 2010, S. 390f). Analog können manche TOPs und POPs
zu einem hinsichtlich der Ausführungsreihenfolge weniger strikten POP relaxiert werden (Do und Kambhampati
2003; Muise et al. 2016).
13Im Sinne der Zustände einer Zustandsmaschine (State Machine) resp. eines Markov-Entscheidungsprozesses; vgl.
Pednault (1994).
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Abbildung 3.1: Grundprinzip der Lösung vonKI-Aktionsplanungsproblemen durch geeignete
Plankonstruktion (Beispiel).
Eigenschaften und Sachverhalte des planenden Agenten, anderer Agenten sowie der Umge-
bung, in der die Agenten agieren, umfassen können, werden sie im Kontext der Planung auch
alsWeltzustände (World States) bezeichnet. Die Aktionen eines solchen Planungsproblems verfü-
gen üblicherweise über Bedingungen, welche von denWeltzuständen, die zu bestimmten Zeit-
punkten oder Zeitintervallen unmittelbar vor, während oder am Ende der Aktionsausführung
gegeben sind, erfüllt werden müssen, damit die Aktion ausgeführt werden kann.14 Die Akti-
onseffekte15 beschreiben, wie die Weltzustände zu den betreffenden Zeitpunkten (resp. in den
betrachteten Zeitintervallen) während der Ausführung der Aktion von dieser verändert wer-
den.16 Abbildung 3.1 veranschaulicht dieses allgemeine Grundprinzip der KI-Aktionsplanung.
Weil sich die klassische KI-Planung nicht ausschließlich auf eine Anwendung innerhalb von
MAS beschränkt, ist bei der Planungsproblemmodellierung eine explizite Repräsentation der
operativen Details, etwa von welchen konkreten Akteuren (im MAS-Kontext: Agenten) eine
bestimmte geplante Aktion schließlich ausgeführt wird und wie genau diese Ausführung in
14Diese Aktionsbedingungen werden gemeinhin als Vorbedingungen (Preconditions) bezeichnet, wenn sie sich auf ein-
zelne Zeitpunkte (nicht notwendigerweise zu Beginn der Aktionsausführung; vgl. etwa die Begriffsverwendung bei
Boddy 2003, S. 135 sowie Fox und Long 2003, S. 73 und S. 89) beziehen und als Invarianten (Invariant Conditions),
wenn sie Zeitintervalle positiver Dauer betreffen (Fox und Long 2003; Gerevini und Long 2006).
15Mitunter auch Nachbedingungen (Postconditions) genannt; vgl. etwa Boddy (2003, S. 135).
16Bei Einsatz eines Zeitmodells mit diskreten (nicht notwendigerweise uniformen) Zeitschritten zwischen den Welt-
zuständen: im Sinne eines Übergangs zu einem unmittelbaren Nachzustand dieser Weltzustände.
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der Praxis realisiert wird,17 nicht zwingend erforderlich. Bei der Beschreibung in STRIPS, ADL
und allen bisherigen offiziellen PDDL-Hauptversionen18 von 1.2 (McDermott et al. 1998) bis
einschließlich 3.1 (Kovacs 2011) wird davon ausgegangen, dass die domänenspezifische Inter-
pretation und Ausführung eines vom Planungssystem generierten Plans in geeigneter Weise
außerhalb des jeweils verwendeten (abstrakten) Planungsformalismus implementiert ist.
In der von Nilsson (1980, Kap. 7) beschriebenen Fassung des STRIPS-Planungsformalismus
werden die in den einzelnen Weltzuständen eines Planungsproblems geltenden domänenspe-
zifischen Sachverhalte jeweils in Gestalt einer Menge funktions- und variablenfreier positiver
prädikatenlogischer Literale modelliert. Alle in der Literalmenge eines Weltzustands s enthal-
tenen Aussagen gelten in diesem, d.h., sie besitzen in s den Wahrheitswert true. Alle nicht in
der Menge enthaltenen Literale besitzen in s hingegen den Wahrheitswert false. Dieser An-
satz, dass alle nicht explizit als wahr definierten Aussagen automatisch als unwahr zu in-
terpretieren sind, wird als Abgeschlossene-Welt-Annahme (Closed World Assumption, kurz: CWA;
vgl. Russell und Norvig 2003, S. 354f) bezeichnet. Die einzelnen STRIPS-Aktionen umfassen
jeweils drei Mengen funktionsfreier positiver prädikatenlogischer Literale, welche die posi-
tiven Vorbedingungen sowie die positiven Effekte (sog. Add-Effekte) und negativen Effekte
(sog. Delete-Effekte) der Aktion beschreiben. Bei Anwendung der Aktion in einem Plan erfolgt
die Transformation des unmittelbaren Vorzustands der Aktion in deren unmittelbaren Nach-
zustand dadurch, dass die Add-Effekte der positiven Weltzustandsliteralmenge hinzugefügt
und die Delete-Effekte aus dieser Menge entfernt werden. Anders als die Literale der Weltzu-
stände dürfen die Vorbedingungs- und Effektliterale der Aktionen im Allgemeinen Variablen
enthalten (sog. Lifted Representation). Variablenbehaftete Aktionsbeschreibungen werden in der
Literatur auch Aktionsschemata (Action Schemas; vgl. etwa Russell und Norvig 2003, S. 377 sowie
Russell und Norvig 2010, S. 367) oder Planungsoperatoren (Planning Operator; vgl. etwa Ghallab
et al. 2004, S. 28ff) genannt. Eine STRIPS-Aktion a ist genau dann im direkten Anschluss an
einen gegebenen Weltzustand s anwendbar (d.h. ausführbar), wenn eine konsistente Menge
von Variablenersetzungen existiert, die alle positiven und negativen Effektliterale von a in va-
riablenfreie Prädikatinstanzen überführt und zugleich alle (positiven) Vorbedingungsliterale
von amit (positiven) Literalen unifiziert, welche in der Literalmenge von s enthalten sind.
ADL (Pednault 1987, 1994) erweitert diesen Formalismus u.a. um negative Aktionsvorbedin-
gungen und explizit repräsentierte negative Literale in den Weltzuständen. Ein Weltzustand
s wird in einem ADL-basierten Planungsmodell mittels zweier disjunkter Literalmengen dar-
gestellt: Die erste enthält alle Prädikatgrundinstanzen, welche in s zu true auswerten und die
zweite all jene, die in s zu false auswerten. Die Wahrheitswerte aller Prädikatgrundinstanzen,
die in keiner der beiden Mengen von s enthalten sind, gelten dort als unbekannt. Diese Inter-
pretation wird als Offene-Welt-Annahme (Open World Assumption, kurz: OWA; vgl. Russell und
Norvig 2003, S. 402f) bezeichnet. Sie erleichtert insbesondere die Aktionsplanung in nicht voll-
ständig einsehbaren Aufgabenumgebungen, in denen sich der Initialzustand des zu lösenden
Planungsproblems lediglich partiell angeben lässt. Darüber hinaus erlaubt ADL komplexe all-
quantifizierte und existenzquantifizierte prädikatenlogische Formeln mit Disjunktionen in den
Aktionsvorbedingungen sowie der Zielspezifikation. Zudem können ADL-Aktionen um zu-
sätzliche bedingte Effekte (Conditional Effects) erweitert werden, die bei der Aktionsanwendung
17Zum Beispiel über die Schrittmotorsteuerung eines physischen Roboters oder über den Aufruf von Betriebssystem-
funktionen bei reinen Softwareagenten, welche mitunter auch als Softbots bezeichnet werden.
18Als PDDL-Hauptversionen seien in diesem Kapitel alle in der Form »PDDL x.y« versionierten Fassungen von PDDL
bezeichnet, die als offizielle Beschreibungssprache einer IPC ausgerufen wurden. Auf den PDDL-Hauptversionen
aufbauende unnummerierte Fassungen (wie beispielsweise MA-PDDL; siehe Kovacs 2012) sowie Erweiterungen
und Abwandlungen, die bisher nicht in einem Track der IPC zum Einsatz kamen (wie etwa PDDL+; siehe Fox und
Long 2006) werden im Folgenden PDDL-Varianten genannt.
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nur dann wirksam werden, wenn im Vorzustand der Aktion bestimmte weitere Vorbedingun-
gen erfüllt sind.
Gazen und Knoblock (1997) zeigen, dass eine ADL-Beschreibung eines Planungsproblems stets
automatisiert in eine reine STRIPS-Beschreibung unter der CWA übersetzt werden kann. Bei ei-
nem solchen »Wegkompilieren« (»compiling [. . . ] away« ; Nebel 1999, S. 183) der zusätzlichen
ADL-Sprachbestandteile19 kann allerdings im Allgemeinen die resultierende Gesamtanzahl
der zur Modellierung notwendigen Planungsoperatoren, die Größe von deren Vorbedingungs-
und Effektliteralmengen sowie die minimal notwendige Aktionsanzahl der Lösungen des Pla-
nungsproblems exponentiell wachsen. Nebel (2000a, b, 1999) klassifiziert ein Modellierungs-
feature eines Planungsformalismus als die Ausdrucksmächtigkeit des Formalismus steigernd,
wenn sich dieses nicht unter höchstens polynomieller Vergrößerung der Planungsoperator-
menge und Planlänge wegkompilieren lässt.20 Wenngleich syntaktische Erweiterungen von
Beschreibungssprachen für Aktionsplanungsprobleme bereits dann in der Anwendungspraxis
von Vorteil sein können, wenn sie die von einem menschlichen Benutzer zur Modellierung be-
stimmter Probleme zu erbringende Schreibarbeit signifikant reduzieren, sind Nebels Betrach-
tungen hauptsächlich für die Entscheidung relevant, auf welcher programminternen Problem-
darstellung eine zu entwickelnde Planungssoftware die eigentliche Lösungssuche vornehmen
soll (Nebel 2000b, S. 295). Tatsächlich überführen viele der im klassischen Track der IPC bis-
her erfolgreichen Planungssysteme21 die von ihnen eingelesene Beschreibung des zu lösenden
Planungsproblems in eine einfachere – häufig vollständig variablenfreie (sog. normalisierte und
grundierte) – interne Repräsentation, die sich stärker an der STRIPS-Modellierung nach Nils-
son (1980) orientiert (Younes und Simmons 2002; McDermott 2003b; Boddy 2003). Verbreitete
Varianten eines derartigen Übersetzungsalgorithmus beschreiben u.a. Koehler und Hoffmann
(1999, 2000) sowie Helmert (2008, Kap. 9) im Detail.
Weder STRIPS noch ADL erlauben numerische Zustandsvariablen in den Weltzuständen. Ein-
fache numerische Sachverhalte hinsichtlich (kleiner) endlicher Teilmengen der ganzen Zahlen
– wie z.B. das schrittweise Erhöhen und Verringern eines Zählers – können in der Praxis aller-
dings über die Modellierung einer geeigneten Nachfolgerrelation zwischen diskreten Objek-
ten eines prädikatenlogischen Universums mittels eines binären Prädikats ausgedrückt wer-
den. Diese Herangehensweise wird von dem in Abbildung 3.2 gezeigten PDDL-Code verfolgt.
Er spezifiziert die zur Benchmark-Sammlung der zweiten IPC (Bacchus 2001) gehörende Pla-
nungsdomäneMiconic-Simple22 (Koehler und Schuster 2000; vgl. auchHoffmann 2003b, S. 221f)
zur Fahrtenplanung von Fahrstuhlkabinen und verwendet zu diesem Zweck die mit dem
Sprachumfang von ADL korrespondierende Teilmenge von PDDL 1.2 (Bacchus 2000). Anhand
des Beispiels soll die Grundstruktur von PDDL-Beschreibungen nachfolgend kurz erläutert
werden.
Die Spezifikation eines Planungsproblemsmit PDDL erfolgt stets in zwei voneinander getrenn-
ten Teilen. Die verfügbaren Objekttypen, Prädikate und Aktionen, mit denen die allgemeinen
Sachverhalte und Handlungsmöglichkeiten beschrieben werden, welche in allen tatsächlich
möglichen, relevanten Problemausprägungen der jeweiligen Planungsdomäne gegeben sind,
werden in einer Domänenbeschreibung (Domain Description) zusammengefasst. Die betreffende
Quellcodedatei wird auch als Domänendatei (Domain File) bezeichnet und üblicherweise ein-
19Etwa die Übersetzung eines Planungsoperators mit einer in disjunktiver Normalform vorliegenden Vorbedingung
in mehrere zueinander komplementäre Planungsoperatoren mit ausschließlich konjunktiv verknüpften Vorbedin-
gungsliteralen.
20Der Übersetzungsvorgang selbst darf gemäß Nebels Konzept der Kompilationsschemata (Compilation Schemes) aller-
dings exponentiellen Zeitaufwand erfordern (siehe Nebel 2000a, S. 280).
21Wie z.B. die Planer FF (Hoffmann undNebel 2001), Metric-FF (Hoffmann 2003a), Sapa (Do undKambhampati 2003),
Fast-Downward (Helmert 2008, Kap. 8–12) und LPG (Gerevini et al. 2004, 2008).
22Benannt nach dem Fahrstuhlsteuerungssystem Miconic™ der Schindler Aufzüge AG, Schweiz.
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malig manuell erstellt; im MAS-Kontext etwa vor der Inbetriebnahme des MAS. Spezifische
Ausprägungen des so modellierten Szenarios (die sog. Probleminstanzen) können sich prin-
zipiell in ihrem Startzustand, den genauen Zielbedingungen und/oder der Menge der kon-
kret vorhandenen Objekte unterscheiden. Sie werden daher in separaten Problembeschreibungen
(Problem Descriptions) spezifiziert. In einem MAS können letztere beispielsweise automatisch
zur Laufzeit aus dem aktuellen Zustand und Informationsstand der planenden Agenten gene-
riert werden. Die betreffenden Quellcodedateien heißen Problemdateien (Problem Files). Bei der
Miconic-Simple-Planungsdomäne z.B. variieren die einzelnen zu lösenden Probleminstanzen in
der Anzahl der vorhandenen Stockwerke, der initialen Position der Kabine sowie der Menge
der zu bedienenden Passagiere und deren anfänglichen Aufenthaltsorten und Zielstockwer-
ken. Eine zu der Domänenbeschreibung in Abbildung 3.2 passende Problembeschreibung mit
drei Passagieren und drei Stockwerken ist in Abbildung 3.3 zu sehen.
PDDL-Domänenbeschreibung »miconic-simple.pddl«:
(define (domain miconic)
(:requirements :adl :typing)
(:types
passenger floor - object)
(:predicates
(origin ?p - passenger ?f - floor)
(destin ?p - passenger ?f - floor)
(above ?f1 ?f2 - floor)
(boarded ?p - passenger)
(served ?p - passenger)
(lift-at ?f - floor))
(:action stop
:parameters (?f - floor)
:precondition (lift-at ?f)
:effect (and (forall (?p - passenger)
(when (and (boarded ?p) (destin ?p ?f))
(and (not (boarded ?p)) (served ?p))))
(forall (?p - passenger)
(when (and (origin ?p ?f) (not (served ?p)))
(boarded ?p)))))
(:action up
:parameters (?f1 ?f2 - floor)
:precondition (and (lift-at ?f1) (above ?f1 ?f2))
:effect (and (lift-at ?f2) (not (lift-at ?f1))))
(:action down
:parameters (?f1 ?f2 - floor)
:precondition (and (lift-at ?f1) (above ?f2 ?f1))
:effect (and (lift-at ?f2) (not (lift-at ?f1))))
)
Abbildung 3.2: PDDL-1.2-Code der IPC-2-Benchmark-Planungsdomäne Miconic-Simple (Vari-
ante der Fahrstuhldomäne nach Koehler und Schuster 2000; vom Autor refor-
matierte, rearrangierte und um Kommentare gekürzte Bearbeitung der Quelle
http://fai.cs.uni-saarland.de/hoffmann/ff-domains.html; zuletzt abge-
rufen am 19.12.2016).
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PDDL-Problembeschreibung »miconic-problem.p0.pddl«:
(define (problem mixed-f3-p3-u0-v0-d0-a0-n0-A0-B0-N0-F0)
(:domain miconic)
(:objects person0 person1 person2 - passenger
floor0 floor1 floor2 - floor)
(:init
(above floor0 floor1)
(above floor0 floor2)
(above floor1 floor2)
(origin person0 floor0)
(origin person1 floor1)
(origin person2 floor1)
(destin person0 floor2)
(destin person1 floor0)
(destin person2 floor2)
(lift-at floor0))
(:goal (forall (?p - passenger) (served ?p)))
)
Abbildung 3.3: PDDL-1.2-Code einer mit dem offiziellen Problemgenerator für die Bench-
mark-Planungsdomäne Miconic-Simple erzeugten konkreten Probleminstanz
(vom Autor reformatierte und rearrangierte Bearbeitung; C-Quellcode
des Generators verfügbar unter http://fai.cs.uni-saarland.de/hoffmann/
ff-domains.html; zuletzt abgerufen am 19.12.2016).
Weil sich die bisher veröffentlichten Hauptversionen von PDDL und deren Ableger in ih-
rem Sprachumfang unterscheiden,23 werden am Anfang einer PDDL-Domänenbeschreibung
in einem:requirements-Block alle Sprachbestandteile und semantischen Annahmen24 in Form
einer Liste von benannten Anforderungen (Requirements) angegeben, welche die Planungssoft-
ware unterstützen und beim Parsen des restlichen PDDL-Codes aktivieren muss, um diesen
korrekt zu verarbeiten. Das im Beispiel verwendete Requirement :adl schaltet alle in ADL
enthaltenen Modellierungsfeatures frei. Wird das Requirement:typing angeführt, dann kann
anschließend in einem:types-Block eine benutzerdefinierte Typhierarchie festgelegt werden,
welche der Einschränkung der zulässigen Wertemengen von diskreten Objektvariablen (durch
den Verfasser des PDDL-Codes) und zur automatischen Typinferenz (durch das Planungssys-
tem, z.B. im Rahmen der Normalisierung und Grundierung) dient. Die Beispieldomäne de-
klariert auf diese Weise die zwei (zueinander disjunkten) Objekttypen passenger und floor.
Diesen werden am Anfang der Problembeschreibung mittels eines:objects-Blocks spezifische
Objektinstanzen zugeordnet.25
Die in der Planungsdomäne zur Repräsentation der Weltzustände zur Verfügung stehenden
Prädikate werden im Anschluss in einem:predicates-Block hinsichtlich ihres Namens, ihrer
Arität und, sofern das Requirement:typing aktiv ist, der zulässigen Wertemengen ihrer Para-
meter festgelegt. Die Namen von Variablen und Parametern sind in der Syntax von PDDL stets
mit einem führenden Fragezeichen zu notieren. Im Miconic-Simple-Beispiel wird die Nachfol-
gerrelation zwischen den Stockwerken mit dem zweistelligen Prädikat above modelliert und
23Neuere Versionen führen in der Regel neue Sprachelemente ein.
24Wie z.B. CWA oder OWA.
25Probleminstanzübergreifende Objekte können in der Domänenbeschreibung analog mit einem (optionalen und im
Beispiel nicht verwendeten):constants-Block eingeführt werden.
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die aktuelle Position der Fahrstuhlkabine mit dem einstelligen Prädikat lift-at. Die Spezifi-
kation der initialen Weltzustände der Probleminstanzen erfolgt auf Basis der in der Domänen-
beschreibung eingeführten Prädikate im :init-Block der jeweiligen PDDL-Problembeschrei-
bungen. In Abbildung 3.3 wird z.B. angegeben, dass sich das Stockwerk floor2 unmittelbar
über dem Stockwerk floor1 befindet, welches wiederum direkt über dem Stockwerk floor0
liegt, in welchem sich die Kabine anfänglich befindet. Die Zielbedingung der Probleminstanz
wird im Anschluss in einem:goal-Block als prädikatenlogische Formel angegeben.
Eine PDDL-1.2-Domänenbeschreibung enthält für jede verfügbare Aktion einen individuel-
len:action-Block, welcher die Aktion üblicherweise in ihrer parametrisierten (d.h. variablen-
behafteten) Form spezifiziert. Er gliedert sich in eine zu den Prädikatdeklarationen analo-
ge (ggf. typisierte) Aktionsparameterliste, eine prädikatenlogische Vorbedingungsformel und
eine (stets disjunktionsfreie) Effektformel. Die stop-Aktion des Beispiels veranschaulicht die
Verwendung des prädikatenlogischen Allquantors (Schlüsselwort forall) sowie von beding-
ten Effekten (Schlüsselwort when) in PDDL. Sie sorgt dafür, dass sich alle bisher noch nicht ab-
schließend bedienten Passagiere, welche im Stockwerk ?f auf den Fahrstuhl warten, dort die
Kabine betreten und zugleich alle imAufzug anwesenden Passagiere, welche das Stockwerk ?f
als Zielort haben, dort die Kabine verlassen. Sie ist in allenWeltzuständen ausführbar, in denen
sich die Kabine in diesem Stockwerk befindet. In der abgedruckten Probleminstanz kann der
Aktionsparameter ?f mit den drei Objekten floor0, floor1 und floor2 instanziiert werden
und die Variable ?p der beiden Allquantoren jeweils mit person0, person1 und person2.
Die in Abbildung 3.2 gezeigten Aktionen up und down bewegen die Fahrstuhlkabine aufwärts
resp. abwärts in das in dieser Richtung direkt an die aktuelle Kabinenposition angrenzende
Stockwerk. Diese Modellierung emuliert die Erhöhung resp. Verringerung eines ganzzahligen
Stockwerkzählers. In Hinblick auf eine möglichst kurze und leicht verständliche (im Wesentli-
chen: »benutzerfreundliche«) Notation numerischer Sachverhalte wirkt diese Art der Beschrei-
bung allerdings nicht notwendigerweise erstrebenswert: Sie mag einem menschlichen Benut-
zer, welcher den PDDL-Code zu verfassen hat, unnötig umständlich erscheinen. In kompli-
zierteren Planungsdomänen birgt sie damit prinzipiell die Gefahr, die Wahrscheinlichkeit von
Modellierungsfehlern zu erhöhen und das diesbezügliche Debugging zu erschweren. Sie ist
daher insbesondere für die direkte Notation von betriebswirtschaftlichen Kennzahlensystemen
durch die Benutzer eines MAS zu dessen Laufzeit wenig geeignet.
3.1.1 Planen mit numerischen Zustandsvariablen und Planmetriken
Über die Grundbestandteile des ADL-Formalismus hinausgehende Sprachelemente zur expli-
ziten Modellierung numerischer Sachverhalte in Aktionsplanungsproblemen wurden in die
erste offizielle PDDL-Version 1.2 aufgenommen. Die Spezifikation von McDermott et al. (1998)
erweitert zu diesem Zweck die ADL-Weltzustände um zusätzliche Variablen (sog. Zustands-
variablen, in der Planungsliteratur gemeinhin auch als Fluents bezeichnet), derenWerte im Rah-
men der Zustandstransformationen durch die Aktionen verändert werden können. PDDL-1.2-
Fluents werden wie die oben beschriebenen Prädikate mit einer (typisierten) Parameterliste
vorgegebener Länge notiert und können anstelle der zwei Wahrheitswerte true und false
ganzzahlige26 oder reellzahlige27 Werte annehmen. Die Aktionsvorbedingungen können in
PDDL 1.2 dementsprechend auch logische Verknüpfungen von numerischen Gleichungen und
Ungleichungen enthalten. Vorgesehen sind dazu die binären Relationen <, <=, =, >= und > so-
wie die arithmetischen Operationen +, -, * und / (McDermott et al. 1998, S. 16). Bereits vor
26Fluent-Typ integer in PDDL 1.2.
27Fluent-Typ float in PDDL 1.2.
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der Veröffentlichung von PDDL 1.2 unterstützten einzelne Planungssysteme wie Prodigy (Car-
bonell et al. 1992), SHOP (Nau et al. 1999) und das auf dem Graphplan-Ansatz von Blum und
Furst (1997) basierende IPP-System (Koehler 1998, 2000) das Planen mit numerischen Größen,
verwendeten dazu aber ihre eigenen Beschreibungssprachen resp. ADL-Erweiterungen.
In der ersten IPC, für welche PDDL 1.2 ursprünglich entworfen wurde, kam ein Großteil der
von McDermott et al. (1998) spezifizierten Modellierungsfeatures nicht zum Einsatz. Die in
diesem Wettbewerb verwendeten Benchmark-Probleme und evaluierten Planungssysteme be-
schränkten sich ausschließlich auf die semantische STRIPS- und ADL-Teilmenge von PDDL
und das darüber hinausgehende:typing-Requirement. Von Sprachbestandteilen wie abgelei-
teten Prädikaten (Derived Predicates, in der Planungsliteratur zuweilen auch prädikatenlogische
Axiome resp. Axioms genannt; vgl. auch Thiébaux et al. 2005), Sicherheitsrestriktionen, Fluents
und allen anderen numerischen Aspektenwurde kein Gebrauch gemacht (Geffner 2003, S. 139).
Dies mag z.T. an der Nichttrivialität der Semantik und praktischen Implementierung dieser
PDDL-1.2-Konzepte gelegen haben; vgl. dazu Abschnitt 3.2 unten. Für die darauffolgende
zweite IPC wurde aus diesem Grund eine um die bisher ungenutzten Sprachelemente redu-
zierte Teilmenge von PDDL 1.2 als offizielle Beschreibungssprache ausgerufen (Bacchus 2000),
in der insbesondere die Fluents und somit auch die numerischen Vorbedingungen und Effek-
te nicht mehr enthalten waren. Alle späteren PDDL-Hauptversionen bis einschließlich der bei
Drucklegung der vorliegenden Arbeit aktuellen Version 3.1 (Kovacs 2011) basieren auf dieser
reduzierten Fassung von PDDL 1.2.
Unter umfänglicher Überarbeitung und Vereinfachung der Notation der numerischen Vor-
bedingungen und Effekte der Planungsoperatoren wurden Fluents mit numerischem Werte-
bereich in der nächsten28 PDDL-Hauptversion 2.1 von Fox und Long (2003) erneut eingeführt.
Die diesbezügliche Syntax und Semantik wurde in die nachfolgenden Hauptversionen 2.2
(Edelkamp und Hoffmann 2004), 3.0 (Gerevini und Long 2005, 2006) und 3.1 (Kovacs 2011)
übernommen29 und ist damit auch Ende 2016 immer noch aktuell. Sie wird von vielen im
Rahmen der IPC erfolgreichen Planungssystemen wie z.B. Metric-FF (Hoffmann 2003a), Sa-
pa (Do und Kambhampati 2003), LPG (Gerevini et al. 2004, 2008) und MIPS-XXL (Edelkamp
und Jabbar 2006) unterstützt. Das in Kapitel 9 der Arbeit formal entwickelte KPM orientiert
sich daher an der Form der numerischen Zustandsvariablen, wie sie durch die offizielle PDDL-
2.1-Spezifikation (Fox und Long 2003) festgelegt wird.
Abbildung 3.4 zeigt eine einfache PDDL-2.1-Domänenbeschreibungmit einem Planungsopera-
tor pour, dessen numerische Vorbedingungen und Effekte das Umfüllen des flüssigen Inhalts
mehrerer Krüge mit individuellen Füllständen und Kapazitäten modellieren. Bei dieser ein-
fachen Variante der Jug-Pouring-Planungsdomäne aus dem Artikel von Fox und Long (2003,
S. 67) wird der Krug ?jug1 stets vollständig in den Krug ?jug2 entleert. Die Ausführung der
pour-Aktion erfordert somit stets, dass in dem zu befüllenden Krug ?jug2 noch ausreichend
28PDDL-Hauptversionen 1.0 und 2.0 wurden nicht veröffentlicht und existieren damit offiziell nicht. Version 1.1 exis-
tiert lediglich als vorläufiger Entwurf der später als Technical Report veröffentlichten Version 1.2 und ist verfügbar
unter http://ipc98.icaps-conference.org/pddl-manual.ps (zuletzt abgerufen am 19.12.2016).
29Seit PDDL 3.1 können für Fluents beliebige nicht-numerische Objekttypen als zulässige Wertemengen angegeben
werden. Fluents, deren Typ in der PDDL-3.1-Domänenbeschreibung nicht explizit spezifiziert wird, haben wie
in den vorherigen PDDL-Versionen 2.1, 2.2. und 3.0 automatisch die Menge der reellen Zahlen (im exakten ma-
thematischen Modell) resp. die seitens der Planungssoftware repräsentierbare Teilmenge der rationalen Zahlen
(in Implementierungen mit endlicher Präzision auf einem Computer) als zulässigen Wertebereich. Die PDDL-3.1-
Grammatikspezifikation von Kovacs (2011) empfiehlt allerdings, den Fluent-Typ stets ausdrücklich anzugeben und
markiert das Weglassen desselben in der Fluent-Deklaration als deprecated (d.h. als Kandidat für eine zukünftige
Entfernung aus der Grammatik).
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PDDL-2.1-Domänenbeschreibung »jug-pouring.pddl« mit numerischen Fluents:
(define (domain jug-pouring)
(:requirements :typing :fluents)
(:types jug)
(:functions
(amount ?j - jug)
(capacity ?j - jug))
(:action pour
:parameters (?jug1 ?jug2 - jug)
:precondition (>= (- (capacity ?jug2) (amount ?jug2)) (amount ?jug1))
:effect (and (assign (amount ?jug1) 0)
(increase (amount ?jug2) (amount ?jug1))))
)
Abbildung 3.4: PDDL-2.1-Code der Beispiel-Planungsdomäne Jug-Pouring mit numerischen
Fluents (Quelle: Fox und Long 2003, S. 67; reformatiert).
Platz für den gesamten Inhalt von ?jug1 vorhanden ist.30 Die numerischen Fluents, Vorbedin-
gungen und Effekte werden über das (bereits in PDDL 1.2 eingeführte und in PDDL 2.1 redefi-
nierte) Requirement:fluents aktiviert. In einem auf den:types-Block folgenden:functions-
Block werden anschließend die unären numerischen Fluents (amount ?j) und (capacity ?j)
deklariert, deren reelleWerte den aktuellen resp. maximalen Füllstand des Krugs ?j angeben.31
Numerische Effekte werden ab PDDL 2.1 stets in der Form (upd fluent expr) notiert. Dabei
steht upd∈ {assign, increase, decrease, scale-up, scale-down} für eine von fünf möglichen
Modifikationsoperationen, fluent für das von dem Effekt veränderte Fluent und expr für einen
numerischen Ausdruck, auf dessen Wert das Fluent gesetzt werden soll (falls upd= assign)
bzw. um den der unmittelbar vor Wirksamwerden des Effekts aktuelle Fluent-Wert erhöht
(falls upd= increase) oder verringert (falls upd= decrease) resp. mit dem er multipliziert
(falls upd= scale-up) oder durch den er geteilt (falls upd= scale-down) werden soll.
In der gleichen Form, in der die numerischen Aktionsvorbedingungen unter Verwendung der
Relationen <, <=, =, >= und > notiert werden, können innerhalb des:goal-Blocks einer PDDL-
2.1-Problembeschreibung numerische Planungsziele vorgegeben werden, die von einer Lö-
sung stets erreicht werden müssen. Darüber hinaus ist in der Problembeschreibung mittels
eines optionalen :metric-Blocks ein sekundäres quantitatives Planungsziel in Gestalt einer
Planmetrik (Plan Metric) definierbar. Bei dieser handelt es sich um einen numerischen Aus-
druck, dessen Wert im letzten Weltzustand des vom Planungsalgorithmus als Lösung gelie-
ferten Plans – ähnlich der in Kapitel 4 betrachteten Zielfunktionen mathematischer Optimie-
rungsprobleme – entweder zu maximieren oder minimieren ist. Die Planmetrik wird üblicher-
weise als Nutzenfunktion (Utility Function) bezeichnet, wenn sie maximiert werden soll und
als Kostenfunktion (Cost Function), wenn sie minimiert werden soll. Ist in dem zu lösenden
Jug-Pouring-Problem etwa der Füllstand eines konkreten Krugs jug-A zu maximieren, dann
wird dies in der PDDL-Problembeschreibung wie folgt notiert:
30Kompliziertere Versionen der Jug-Pouring-Domäne erlauben auch das partielle Ausleeren des ersten Krugs; vgl.
etwa Schmid (2002, S. 155f) sowie den PDDL-Code unter http://ii.tudelft.nl/trac/goal/wiki/Projects/
Planning/Planners#jug-pouring (zuletzt abgerufen am 19.12.2016).
31Konkrete Objekte des Typs jug sind im:objects-Block einer dazu passenden PDDL-2.1-Problembeschreibung zu
instanziieren. Im:init-Block derselbenwerden danach die anfänglichen Fluent-Werte mit demGleichheitsoperator
= festgelegt.
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(:metric maximize (amount jug-A))
Ist hingegen die Gesamtausführungsdauer (Makespan) der Lösung zu minimieren, dann kann
dies in PDDL 2.1 mit dem ausschließlich im:metric-Block verwendbaren speziellen numeri-
schen Ausdruck (total-time) spezifiziert werden:
(:metric minimize (total-time))
Bei der bisher beschriebenen einfachen Art der Aktionsmodellierung in PDDL 2.1 mit sog.
Simple Actions (siehe Fox und Long 2003, S. 86ff) wird für jede Aktion implizit eine Ausfüh-
rungsdauer von exakt einer Zeiteinheit angenommen. Damit entspricht die als (total-time)
notierte Makespan eines TOP-Plans der Anzahl der Aktionen in diesem Plan und die Make-
span eines POP-Plans der minimalen Anzahl an Happenings, in denen dieser ausgeführt wer-
den kann. Ein Happening fasst ein bis mehrere Aktionen zur nebenläufigen Ausführung zu-
sammen (für Details siehe Fox und Long 2003, S. 73ff und S. 92ff).
Unterscheiden sich die Aktionen der zu beschreibenden Planungsdomäne in ihrer individu-
ellen Ausführungsdauer, welche ggf. zudem von den unmittelbar vor der Aktionsausführung
gegebenen Weltzuständen abhängig ist, dann kann dies ab PDDL 2.1 mit Hilfe von durativen
Aktionen (Durative Actions; siehe Fox und Long 2003, S. 94ff) modelliert werden. Diese wer-
den über das Requirement:durative-actions aktiviert und verfügen über einen zusätzlichen
numerischen :duration-Ausdruck, der die Aktionsdauer festlegt. Sie werden, anders als die
Simple Actions, in jeweils einem:durative-action-Block spezifiziert. Ein Beispiel für derartige
PDDL-2.1-Aktionen zeigt Abbildung 3.5. Es ist ebenfalls dem Artikel von Fox und Long (2003,
S. 76) entnommen und beschreibt den Fortbewegungs- und Ladevorgang eines solarbatterie-
betriebenen planetarischen Erkundungsfahrzeugs. Die Bedingungen, die gelten müssen, damit
die betreffende durative Aktion innerhalb eines Plans ausgeführt werden kann, werden nach
dem Schlüsselwort:condition (statt des bei Simple Actions zu verwendeten:precondition)
Durative Aktionen in der Variante der IPC-3-Domäne Rover nach Fox und Long (2003):
(:durative-action navigate
:parameters (?x - rover ?y - waypoint ?z - waypoint)
:duration (= ?duration (travel-time ?y ?z))
:condition (and (at start (available ?x))
(at start (at ?x ?y))
(at start (>= (energy ?x) (* (travel-time ?y ?z) (use-rate ?x))))
(over all (visible ?y ?z))
(over all (can_traverse ?x ?y ?z)))
:effect (and (at start (decrease (energy ?x) (* (travel-time ?y ?z) (use-rate ?x))))
(at start (not (at ?x ?y)))
(at end (at ?x ?z))))
(:durative-action recharge
:parameters (?x - rover ?w - waypoint)
:duration (= ?duration (recharge-period ?x))
:condition (and (at start (at ?x ?w))
(at start (in-sun ?w))
(at start (<= (energy ?x) (capacity ?x)))
(over all (at ?x ?w)))
:effect (at end (increase (energy ?x) (* ?duration (recharge-rate ?x)))))
Abbildung 3.5: Beispiel für durative PDDL-2.1-Aktionen mit zeitdiskreten numerischen Vor-
bedingungen und Effekten (Quelle: Fox und Long 2003, S. 76; reformatiert).
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als prädikatenlogische Formel angegeben und können neben Vorbedingungen, welche unmit-
telbar vor Beginn oder Ende der Aktionsausführung gelten müssen, auch Invarianten enthal-
ten, die im gesamten Zeitintervall dazwischen ununterbrochen erfüllt sein müssen. Die in der
:condition-Formel enthaltenen numerischen Vergleichsrelationen und prädikatenlogischen
Literale ϕ sind dementsprechend hinsichtlich der Zeit, zu der die gelten müssen, zu kennzeich-
nen. Dazu sind sie einzeln in jeweils einen geklammerten Ausdruck (at start ϕ), (at end
ϕ) oder (over all ϕ) einzuschließen.32 Die Eintrittszeitpunkte der Effektliterale und Fluent-
Veränderungen sind analog dazu ebenfalls mittels at start oder at end anzugeben. In den
numerischen Bedingungen und Effekten der Aktion kann die Aktionsdauer über die spezielle
Variable ?duration referenziert werden. Im Beispiel ist etwa der increase-Effekt der recharge-
Aktion linear von der Ausführungsdauer derselben abhängig.
Ist es in der vorliegenden Planungsdomäne darüber hinaus erforderlich, die auf operativer
Ebene tatsächlich gegebenen aktionsbedingten Veränderungen der Fluent-Werte zu allen Zeit-
punkten innerhalb der over-all-Zeitspanne der Aktion genau bestimmen zu können (etwa
aufgrund von zeitlich kontinuierlichen Synergien und/oder Konflikten zwischen den durati-
ven Aktionen bei deren real-paralleler Ausführung; siehe Fox und Long 2003, S. 79ff für ent-
sprechende Beispieldomänen), dann kann dies in PDDL 2.1 mittels (zeit)kontinuierlicher Effekte
([Time-]Continuous Effects) modelliert werden. Zu diesem Zweck kann mit dem Requirement
:continuous-effects der spezielle temporale Parameter #t zur Verwendung in den numeri-
schen Vorbedingungen und Effekten aktiviert werden, dessen reeller Wert die bisher verstri-
chene Aktionsdauer angibt und während der Aktionsausführung in zeitlich kontinuierlicher
und linearer Weise von 0 auf ?duration ansteigt. Für Details dazu siehe den Artikel von Fox
und Long (2003).33 Der Einsatz eines derart detaillierten Zeitmodells in einem MAS erfordert
im Allgemeinen eine sehr genaue Zeitsynchronisation zwischen den Agenten. Als technisch
anspruchsvoll kann sich dabei in erster Linie die praktische Umsetzung der strengen Anforde-
rung erweisen, dass zu keinem Zeitpunkt während der tatsächlichen Ausführung der geplan-
ten Aktionenmit zeitkontinuierlichen Effekten eine im Plan vorhandene numerische Vorbedin-
gung oder Invariante verletzt werden darf. Gemäß den in Kapitel 1 festgelegten Zielsetzungen
beschränkt sich die vorliegende Arbeit daher auf die Entwicklung eines KPMmit Aktionseffek-
ten, welche ausschließlich zu diskreten Zeitpunkten (wie at start und at end in PDDL 2.1 bis
3.1) wirksam werden. Eine Erweiterung des Kennzahlenframeworks um ein kontinuierliches
Zeitmodell kann in weiterführenden Arbeiten erfolgen.
Wie Helmert (2002, S. 48f) zeigt, ist die deterministische KI-Aktionsplanung mit numerischen
Zustandsvariablen34 turing-vollständig und daher im Allgemeinen hinsichtlich der Lösungs-
existenz unentscheidbar.
3.1.2 Weitere PDDL-Versionen
Der Sprachumfang von PDDL 2.1 wird von den nächsten drei Hauptversionen PDDL 2.2 (Edel-
kamp und Hoffmann 2004), PDDL 3.0 (Gerevini und Long 2005, 2006) und PDDL 3.1 (Kovacs
2011) sukzessive um weitere Modellierungsfeatures erweitert. Weil auch in den Benchmarks
der vierten und fünften IPC (siehe Hoffmann et al. 2006 resp. Gerevini et al. 2009) das Requi-
rement :continuous-effects nicht zum Einsatz kam, wurden die von Fox und Long (2003)
32Es markiert at start eine Vorbedingung vor Beginn, at end eine Vorbedingung vor Ende und over all eine Inva-
riante dazwischen.
33Eines der ersten KI-Planungssysteme, welches ein Planen mit zeitkontinuierlichen Effekten erlaubte, war ZENO
von Penberthy und Weld (Penberthy 1993; Penberthy und Weld 1994), das PDDL 2.1 um ein Jahrzehnt vorausging
und die zeitkontinuierlichen Veränderungen mit Prädikatenlogik und Differentialgleichungen beschrieb.
34Zum Beispiel mit Simple Actions in PDDL 2.1.
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eingeführten zeitkontinuierlichen Aktionseffekte allerdings nicht in die Versionen 2.2 und 3.0
übernommen. Erst in die offizielle Spezifikation von PDDL 3.1 halten sie in ihrer ursprüng-
lichen Form aus PDDL 2.1 wieder Einzug. Diese neueste Hauptversion enthält den gesamten
Sprachumfang von PDDL 2.1 (sowohl syntaktisch als auch semantisch) als Teilmenge. Alle gül-
tigen PDDL-2.1-Beschreibungen sind damit stets auch gültige PDDL-3.1-Beschreibungen.
PDDL 2.2 führt die auch als prädikatenlogische Axiome bezeichneten abgeleiteten Prädikate von
McDermott et al. (1998)mit vereinfachter Syntax unter demRequirement:derived-predicates
erneut ein und darüber hinaus vorab terminierte Zeitfenster für Literale (Timed Initial Literals) un-
ter dem entsprechend benannten Requirement :timed-initial-literals. Erstere werden in
der Domänenbeschreibung nach den gemeinsam in einem einzigen:predicates-Block dekla-
rierten regulären Prädikaten (welche von Edelkamp und Hoffmann Basic Predicates genannt
werden) in individuellen:derived-Blöcken spezifiziert. Ein abgeleitetes Prädikat P kann null-
bis mehrstellig sein undwertet (in grundierter Form) in jedemWeltzustand automatisch zu true
aus, in dem eine bestimmte, als Bedingung von P angegebene (mit der jeweiligen Parameterbe-
legung von P grundierte) prädikatenlogische Formel φ zu true auswertet. Insbesondere darf die
Bedingung φwiederum das abgeleitete Prädikat P enthalten, d.h., dieses darf rekursiv definiert
sein (vgl. Edelkamp und Hoffmann 2004, S. 5). Vor allem transitive Relationen zwischen den
diskreten Objekten des Planungsproblems können so in knapper Weise beschrieben werden.
Die Wahrheitswerte der abgeleiteten Prädikate sind stets vom Planungssystem in jedem von
ihm betrachteten Weltzustand über geeignete Inferenzverfahren zu bestimmen und können
daher nicht unmittelbar als Add- oder Delete-Effekte von Aktionen angegeben werden. Wenn-
gleich prädikatenlogische Axiome35 stets wegkompiliert werden können, zeigen Thiébaux et
al. (2005), dass dies nicht immer effizient im Sinne von Nebels Kompilationsschemata, d.h. mit
höchstens polynomiellemWachstum der Aktionsgrundmenge oder der Planlänge, möglich ist.
Timed Initial Literals sind positive oder negative Prädikatgrundinstanzen, die zu bestimmten,
im :init-Block der PDDL-Problembeschreibung angegebenen, reellwertigen Zeitpunkten in
einem Plan automatisch, d.h. ohne jegliches Zutun der den Plan ausführenden Agenten, wahr
werden. Mit ihnen können von den Agenten unabhängige und nicht beeinflussbare externe
Ereignisse modelliert werden, die bei der Plankonstruktion zu berücksichtigen sind.36
In PDDL 3.0 kommen Präferenzen (Preferences, auch Soft Goals genannt) und Zustandsverlaufs-
restriktionen (State Trajectory Constraints, zuweilen auch als Plan Constraints bezeichnet; vgl.
Gerevini und Long 2006) als neue Sprachelemente hinzu. Sie werden über das Requirement
:preferences resp. :constraints aktiviert. Bei erstgenannten handelt es sich um mit dem
Schlüsselwort preference gekennzeichnete prädikatenlogische Formeln, die im :goal-Block
der Problembeschreibung als optionale Planungsziele oder in den Aktionsschemata der Do-
mänenbeschreibung als optionale Vorbedingungen angegebenwerden können und zur Lösung
des Planungsproblems resp. Ausführung der betreffenden Aktion nicht zwingend erfüllt wer-
den müssen. Ihre ein- bis mehrfache Verletzung in einem Plan geht allerdings mit im:metric-
Block der Problembeschreibung festlegbaren Strafkosten (sog. Penalty-Terme; vgl. Abschnitt 4.3
zu den Grundlagen der mathematischen Optimierung) einher und führt damit zu einer Minde-
rung der erreichten Planqualität. Präferenzen sollen dafür sorgen, dass die Planungssoftware
bei der Lösungssuche jene Pläne bevorzugt, welche die geringsten Strafkosten aufweisen.
Zustandsverlaufsrestriktionen sind prädikatenlogische Bedingungen, die innerhalb eines Lö-
sungsplans in einer bestimmten zeitlichen Abfolge zu erfüllen sind (oder deren Erfüllung in
dieser Abfolge bevorzugt wird, falls sie als Präferenzen ausgedrückt werden). Im Gegensatz zu
35Der Begriff »Axiom« bezieht sich in diesem Kontext auf die axiomatisch festgelegte Herleitungsregel φ⇒ P.
36Bei dem Rover-Beispiel in Abbildung 3.5 etwa das Aufgehen und Untergehen der Sonne, welches eine Auswirkung
auf die Ausführbarkeit der recharge-Aktion hat.
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den Timed Initial Literals muss diese Abfolge in der Regel von den Agenten proaktiv herbeige-
führt werden. Zustandsverlaufsrestriktionen werden in einem speziellen:constraints-Block
in der Domänen- und/oder Problembeschreibung aufgeführt und unter Verwendung von tem-
poralen Modallogikoperatoren wie beispielsweise sometime-after, hold-during oder within
notiert. Mit dem letztgenannten Operator lassen sind zeitliche Fristen (Deadlines) in knapper
Weise spezifizieren. Die Semantik der in PDDL 3.0 formulierbaren modallogischen Ausdrücke
ist, z.B. in Hinblick auf die möglichen Schachtelungen (Nesting) der Teilausdrücke, die auto-
matischen Formelauswertungs- und Inferenzverfahren sowie die Normalisierung und Grun-
dierung der Planungsoperatoren, auf theoretischer Ebene vergleichsweise anspruchsvoll.37
Über die Wiederaufnahme der in PDDL 2.2 und 3.0 nicht berücksichtigten PDDL-2.1-Sprach-
bestandteile hinaus führt PDDL 3.1 schließlich Objekt-Fluents ein, welche Geffners Functional-
STRIPS-Formalismus (Geffner 2000) entliehen sind. Bei diesen handelt es sich um Zustands-
variablen, die anstelle von numerischen Werten beliebige Objekte (eines festgelegten Typs)
aus dem prädikatenlogischen Universum der Probleminstanz annehmen können. Sie werden
über das Requirement:object-fluents aktiviert, das in dieser Sprachversion automatisch von
dem bereits aus PDDL 2.1 bekannten:fluents-Requirement impliziert wird. Im Besonderen er-
laubt PDDL 3.1 die mehrfache Schachtelung von Objekt-Fluent-Ausdrücken, d.h., ein Objekt-
Fluent-Ausdruck kann als Parameter eines anderen Objekt-Fluent-Ausdrucks angeführt wer-
den. Zudem definiert PDDL 3.1 das neue Requirement:action-costs, welches eine stark ein-
geschränkte Teilmenge der numerischen PDDL-2.1-Fluents freischaltet, die sich lediglich zum
Hochzählen eines reellwertigen Aktionskostenzählers in einem Plan eignet (Kovacs 2011).38
Eine Multiagentenerweiterung von PDDL 3.1 existiert mit MA-PDDL (Kovacs 2012). Dieser
PDDL-Ableger erlaubt die Verwendung von Aktionsliteralen in den prädikatenlogischen Be-
dingungen von Aktionen, um die Notwendigkeit der real-parallelen Ausführung bestimm-
ter weiterer Aktionen im Plan auszudrücken. Bei den MA-PDDL-Aktionsliteralen handelt es
sich im Prinzip um eine notationelle Vereinfachung der nebenläufigen Aktionslisten (Concur-
rent Action Lists) von Boutilier und Brafman (2001). Mit ihnen kann ein Joint Commitment (sie-
he Wooldridge 2000, S. 118ff) zu gleichzeitig stattfindender Teamarbeit zwischen den Agen-
ten eines MAS modelliert werden, bei der ausdrücklich logische Precondition-Postcondition-
Interferenzen (siehe Russell und Norvig 2010, S. 381) zwischen den betreffenden Aktionen
zugelassen werden. Solche Joint Actions erzeugen dementsprechend weniger gegenseitige In-
terferenz-Aktionsausschlüsse im Plan, als es im Nebenläufigkeitsmodell von Fox und Long
(2003) der Fall wäre.39 MA-PDDL sieht zudem in den:action- resp.:durative-action-Blocks
der einzelnen Planungsoperatoren eine explizite Spezifikation des ausführenden Agenten (in
Gestalt eines bestimmten Objekttyps oder einer konkreten Objektinstanz) mittels des Schlüs-
selworts:agent vor. Diese Angabe steigert allerdings die Ausdrucksmächtigkeit der Sprache
nicht weiter: Letztlich handelt es sich lediglich um eine explizite semantische Auszeichnung,
die zwar im Kontext des von Kovacs (2012, S. 26) vorgeschlagenen Multiagenten-IPC-Tracks in
beschränktem Maße hilfreich sein kann (zum Beispiel als Übersetzungshinweis für domänen-
37Vergleiche dazu auch die temporalen Aspekte der LORA-Modallogik von Wooldridge (2000, S. 55ff) und ihren
Einsatz in der Arbeit von Timm (2004).
38Für Details zum:action-costs-Requirement in PDDL 3.1 siehe auch die diesbezüglichen Hinweise auf der Web-
seite der ICAPS 2008 unter http://icaps-conference.org/ipc2008/deterministic/PddlActionCosts.html (zu-
letzt abgerufen am 19.12.2016).
39Die Einführung der Aktionsliterale hat zur Folge, dass sich in MA-PDDL die Namen der n-ären Prädikate im Allge-
meinen nicht mehr mit den Namen der (n−1)-stelligen Planungsoperatoren überschneiden dürfen, wie es noch bis
einschließlich PDDL 3.1 zulässig war. Im direkten Vergleich zu der Grammatik von PDDL 3.0 stellt sich die Frage,
ob die Verwendung eines speziellen Modallogikoperators happens (vgl. Wooldridge 2000, S. 61ff) zu diesem Zweck
nicht ein konzeptionell konsistenterer Ansatz gewesen wäre.
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agnostische Kompilationsschemata für ein faktorisiertes40 verteiltes Planen für verteilte Pläne41),
aber keine merklich einfachere oder knappere Notation der Domänenbeschreibung ermöglicht
oder durch die gegebene Zusatzinformation einen effizienteren Planungsvorgang in Aussicht
stellt. Wie Kovacs (2012, S. 25) selbst schreibt, erfordert die operative Ausführung eines auf
Basis einer MA-PDDL-Beschreibung erzeugten Plans nach wie vor eine domänenspezifische
Interpretation der konkreten Aktionsparameter, Fluents, Prädikatinstanzen und Objekte.42
Von allen bisher veröffentlichten PDDL-Hauptversionen ist PDDL 2.1 rückblickend jene, die
auf das Forschungsfeld der KI-Aktionsplanung den prägendsten Einfluss ausübte und auf die
größte – sowohl positive als auch kritische – Resonanz in den Fachpublikationen zum Thema
stieß. So ist es durchaus bemerkenswert, dass in Volume 20 des Journal of Artificial Intelligence
Research (JAIR) auf den Artikel von Fox und Long (2003) direkt fünf mehrseitige Kommen-
tarartikel von anderen auf diesem Gebiet etablierten Wissenschaftlern folgen. Während sich
alle fünf Kommentatoren (Bacchus 2003; Boddy 2003; Geffner 2003; McDermott 2003b; Smith
2003) darin einig sind, dass die PDDL-2.1-Spezifikation von Fox und Long (2003) eine bedeu-
tende Leistung und einen wichtigen fachlichen Beitrag seiner Autoren darstellt, ist vor allem
die in PDDL 2.1 verfolgte Modellierungsweise der durativen Aktionen und im Speziellen der
zeitkontinuierlichen numerischen Aktionseffekte ein mehrfach vorgebrachter Kritikpunkt am
Sprachdesign. Bereits in der Entwurfsphase von PDDL 2.1 gab es einige Stimmen, die anstel-
le der mit dem:continuous-effects-Requirement aktivierten Sprachelemente eine Modellie-
rung mittels autonomer Prozesse und Ereignisse (Autonomous Processes and Events; siehe u.a.
McDermott 2003a) favorisierten, welche von den planenden resp. den die geplanten Aktio-
nen ausführenden Agenten unabhängig sein können (McDermott 2003b, S. 147; vgl. dazu auch
Boddy 2003 und Smith 2003). Prozesse und Ereignisse sind in PDDL+ enthalten, einer PDDL-
Variante von Fox und Long (2006), die parallel zu PDDL 2.1 entwickelt wurde und inzwischen
in mehreren Planungssystemen zur Modellierung zeitkontinuierlicher Prozesse zum Einsatz
kommt (Della Penna et al. 2009, 2012; Coles und Coles 2014; Bryce et al. 2015; Piotrowski et al.
2016). In ihrem JAIR-Artikel zu PDDL+ fassen Fox und Long die kritischen Reaktionen auf die
zeitkontinuierlichen numerischen Effekte in PDDL 2.1 kurz zusammen:
»The most frequently used subset of PDDL2.1 is the fragment modelling discretised change.
This is the part used in the 3rd International Planning Competition and used as the basis
of PDDL2.2. The continuous modelling constructs of PDDL2.1 have not been adopted by
the community at large, partly because they are not considered an attractive or natural
way to represent certain kinds of continuous change ([McDermott 2003b; Boddy 2003]).
By wrapping up continuous change inside durative actions PDDL2.1 forces episodes of
change on a variable to coincide with logical state changes. An important limitation of the
continuous durative actions of PDDL2.1 is therefore that the planning agent must take full
control over all change in the world, so there can be no change without direct action on the
part of the agent.« (Fox und Long 2006, S. 114)
Weil der im Rahmen der vorliegenden Arbeit entwickelte und evaluierte Softwareprototyp der
Kennzahlenprogrammierbibliothek gemäß den in Kapitel 1 formulierten Anforderungen zeit-
kontinuierliche numerische Veränderungen nicht unterstützen muss, wird der Sprachumfang
von PDDL+ für die Modellierung von benutzerdefinierten Kennzahlen und kennzahlenbezo-
40Siehe die Webseite der Competition of Distributed and Multiagent Planners (CoDMAP; Komenda et al. 2015), welche
im Rahmen des 3rdWorkshop on Distributed and Multi-Agent Planning (DMAP) auf der ICAPS 2015 stattfand, unter
http://agents.fel.cvut.cz/codmap/ (zuletzt abgerufen am 19.12.2016).
41Siehe Durfee (1996, 1999).
42Eine Kodierung des jeweiligen Akteurs durch einen regulären Aktionsparameter kann imKontext der vorliegenden
Arbeit als gemeinhin vollkommen ausreichend angenommen werden.
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genen quantitativen Planungszielen in diesem Kontext nicht benötigt. In Hinblick auf eine ver-
teilte kennzahlenbasierte Steuerung von Agenten in einemMAS ist PDDL 2.1 mit zeitdiskreten
Effekten (d.h. ohne das:continuous-effects-Requirement) als die für das Kennzahlenframe-
work relevanteste PDDL-Fassung einzuordnen. Die in den PDDL-Hauptversionen 2.2 bis 3.1
sowie in MA-PDDL hinzugekommenen Sprachelemente sind für einen sinnvollen praktischen
Einsatz des Frameworks im Allgemeinen nicht essentiell und lassen sich z.T. mittels geeigneter
Kompilationsschemata nach PDDL 2.1 übersetzen. Um für eine schnellere Implementierbarkeit
des Softwareprototyps zu sorgen, werden sie von diesem daher zunächst nicht unterstützt und
können bei Bedarf in weiterführenden Arbeiten sukzessive ergänzt werden.
Für die automatische Kennzahlenerhebung in einemMAS und dessen effektive Steuerung mit-
tels kennzahlenbezogener Ziele sind allerdings zwei weitere numerische Modellierungsaspek-
te wesentlich, die in den bisher veröffentlichten Hauptversionen und Varianten von PDDL
keine adäquate Berücksichtigung fanden bzw. augenscheinlich noch nicht von existierenden
KI-Planungssystemen implementiert wurden. Sie sind Betrachtungsgegenstand der folgenden
zwei Abschnitte.
3.2 Planen mit automatischer numerischer Aggregation
Ein wichtiges Merkmal von betrieblichen Kennzahlensystemen ist, dass sich mit ihnen Statis-
tiken über im Laufe der Zeit veränderliche Gruppen von betrieblichen Objekten (wie Organi-
sationseinheiten, Betriebsmittel, Verbrauchsmaterial, Kundenaufträge etc.) erheben lassen. So
können bei dem in Kapitel 11 evaluierten industriellen Fertigungsszenario etwa der aktuel-
le Auftragsbestand, die mittlere Durchlaufzeit aller in einem festen Zeitfenster fertiggestellten
Aufträge (z.B. in BKT) sowie der Median deren monetärer Stückkosten als Kennzahlen erfasst
werden. Eine derartige Berechnung von Kennzahlen über dynamische Gruppen von organisa-
torischen Entitäten wird in dieser Arbeit als automatische Kennzahlenaggregation bezeichnet.
Es ist dabei davon auszugehen, dass die Aktionen der Agenten bei ihrer Ausführung im MAS
Auswirkungen darauf haben können, welche Gruppenzugehörigkeiten einzelne Objekte zu
bestimmten Zeitpunkten aufweisen. Besitzen die über dynamische Objektgruppen aggregier-
ten Kennzahlen einen direkten oder indirekten Einfluss auf die Planmetrik der Agenten oder
kommen sie in den numerischen Formeln der Aktionsbedingungen, Aktionseffekte oder Ziel-
bedingungen der im MAS zu lösenden Planungsprobleme vor, müssen ihre jeweils aktuellen
Werte in jedem bei der Aktionsplanung betrachteten Weltzustand in geeigneter Weise inner-
halb des KPM repräsentiert werden. Es ist nicht notwendigerweise trivial, solche Kennzahlen
als reguläre PDDL-2.1-Fluents zu führen und ihre Werte bei jeder Veränderung der Mitglieder-
mengen der jeweiligen Gruppen auf geeignete Weise über die oben beschriebenen fünf nume-
rischen Effekttypen zu aktualisieren: Während ein Summand mit einem decrease-Effekt leicht
nachträglich aus einer bereits gebildeten Summe entfernt werden kann, scheitert ein derart ein-
faches nachträgliches Entfernen eines Faktors aus einem Produkt z.B. im Allgemeinen an der in
R nicht definierten Division durch Null. Dies spricht dafür, eine Kennzahlenaggregation über
veränderliche Objektgruppen im KPM nicht in den Aktionseffekten, sondern stets dynamisch
in den einzelnenWeltzuständen vorzunehmen, d.h., sie analog zu den oben besprochenen prä-
dikatenlogischen Axiomen als nicht-rekursive »numerische Axiome« auszudrücken.43
43Die detaillierte Klärung der Frage, inwiefern ein Planungsmodell mit numerischen Axiomen stets effizient im Sin-
ne von Nebels Kompilationsschemata, d.h. mit höchstens polynomiellemWachstum der Aktionsgrundmenge oder
der Planlänge, in ein strukturell einfacheres Planungsmodell kompiliert werden kann, soll als möglicher Unter-
suchungsgegenstand zukünftiger Arbeiten verbleiben. Es liegt zunächst die Vermutung nahe, dass dies im All-
gemeinen nicht der Fall ist, da für eine Gruppe mit n potentiellen Mitgliedern insgesamt 2n mögliche konkrete
43
Derartige dynamische numerische Berechnungsvorschriften werden in PDDL bisher nicht un-
terstützt. In der ersten offiziellen Fassung von PDDL 1.2 (McDermott et al. 1998, S. 16ff) exis-
tierte mit dem Schlüsselwort fluent-eval allerdings ein verwandtes Konzept, welches von
existierenden Planungssystemen aber offenbar nie in der dort spezifizierten Form implemen-
tiert wurde.44
McDermott et al. veranschaulichen die intendierte Funktionsweise dieses Sprachelements an-
hand eines Beispiels, das der Fahrstuhldomäne aus Abbildung 3.2–3.3 entlehnt ist: Die Summe
der aktuellen Körpergewichte aller sich im Weltzustand s in der Fahrstuhlkabine elevator auf-
haltenden Personen p lässt sich unter Verwendung der Menge Person, des ternären Prädikats
Aboard sowie der binären Funktion weight in der verbreiteten mathematischen Summennotati-
on als
∑
p∈Person ,
Aboard(s, p, elevator)
weight
(
s, p
)
(3.1)
aufschreiben. In den numerischen Formeln der Vorbedingungen und Effekte von PDDL-1.2-
Aktionen kann diese Summe mit dem fluent-eval-Schlüsselwort wie folgt ausgedrückt wer-
den (McDermott et al. 1998, S. 18):
(fluent-eval (sum (?p - person ?w - (fluent number))
(and (aboard ?p ?elevator) (weight ?p ?w))
?w))
Der Weltzustand s ist dabei implizit durch den Auswertungskontext des Ausdrucks gegeben.
In Hinblick auf die Variablenbindung im Code-Beispiel ist es auffällig, dass sich diese Notati-
on offenbar an der speziellen Arbeitsweise von Partial-Order-Planern wie UCPOP orientiert,
die mittels prädikatenlogischer Unifikation einer variablenbehafteten (lifted) Aktionsrepräsen-
tation mit den Literalen und Fluent-Belegungen der einzelnen Weltzustände operieren (siehe
Russell und Norvig 2003, S. 387ff; Penberthy und Weld 1992 für Details zu diesem Planungs-
prinzip sowie Barrett et al. 1995, S. 28ff zu den diesbezüglichen Interna von UCPOP). Auf
semantischer Ebene iteriert der mit dem Schlüsselwort sum beginnende Summenausdruck wie
ein Allquantor über alle im prädikatenlogischen Universum des Planungsproblems möglichen
Belegungen der beiden Variablen ?p und ?w. Weil für ?w allerdings unendlich viele Zahlenwerte
Mitgliedermengen existieren: Bezüglich der Anzahl der möglichen Fälle der Berechnungsvorschriften ähnelt die
Kennzahlenaggregation über zustandsabhängige Objektgruppen damit den bedingten Effekten, welche sich nicht
effizient wegkompilieren lassen (Nebel 2000a; Gazen und Knoblock 1997). In bestimmten einfachen Fällen ist eine
effiziente Übersetzung unter Einführung zusätzlicher Hilfs-Fluents möglich; vgl. das Beispiel dazu in Abschnitt 3.3
unten. In Hinblick auf eine möglichst knappe, verständliche und leicht wartbare (»benutzerfreundliche«) Nota-
tion von Planungsproblemen in kennzahlengesteuerten MAS erscheinen numerische Axiome allerdings in deut-
lich offenkundigerer Weise sinnvoll: Wenngleich bereits einfache Aktionsplanungsformalismen mit numerischen
Fluents Turing-Vollständigkeit aufweisen (Helmert 2002), ist es üblicherweise nicht zeiteffizient, die einzelnen Be-
rechnungsschritte zur Auswertung statistischer Funktionen wie der Standardabweichung oder des Medians vom
Planungsalgorithmus erst minutiös planen zu lassen, da für diese Funktionen seit Langem schnelle und numerisch
stabile Berechnungsalgorithmen bekannt sind (vgl. etwa Knuth 1998, S. 232). Die dafür benötigte PDDL-Kodierung
der möglichen Einzelschritte als Planungsoperatoren ließe sich zudem nicht als knapp kategorisieren. Es dürfte sich
stattdessen in nahezu allen praktischen Fällen als effizienter erweisen, die Berechnungsalgorithmen dieser Funk-
tionen in Gestalt von sog. Basisoperationen (siehe Kapitel 7) innerhalb des Planungssystems fest vorzugeben.
44Weder der Lisp-Quellcode der Version 4.1 des UCPOP-Planers (Barrett et al. 1995), auf dessen Problembeschrei-
bungsnotation PDDL 1.2 basiert, noch eine am 1.11.2016 durchgeführte Google-Suche nach dem PDDL-1.2-Schlüs-
selwort "fluent-eval" lieferten einen einzigen Hinweis auf eine tatsächlich erfolgte praktische Verwendung dieses
Sprachbestandteils.
44
aus Q resp. R eingesetzt werden können, wird zusätzlich mit dem Schlüsselwort fluent spe-
zifiziert, dass ?w in eindeutiger Weise mit einem numerischen Fluent-Wert im jeweiligen Aus-
wertungskontext s unifizierbar sein muss. Der sum-Ausdruck summiert alle Grundinstanzen
des in seinem dritten geklammerten Argument angegebenen numerischen Ausdrucks (Sum-
manden), für welche jeweils der im zweiten Argument angegebene logische Ausdruck (die
Summationsbedingung) zu true auswertet. Diese Art der Notation mag in Hinblick auf die
Rolle der Variablen ?w nicht nur unnötig umständlich wirken, sondern ist zudem in jenen Fäl-
len überaus problematisch, in denen der Wahrheitswert der Summationsbedingung aufgrund
einer OWA nicht für alle möglichen Variablenbelegungen bekannt ist. Unter einer OWA ist
der Wert einer solchen numerischen Summenformel daher im Allgemeinen nicht eindeutig be-
stimmbar. Insbesondere aufgrund der unklaren Semantik einer derartigen lokalen Variablen-
verwendung innerhalb der PDDL-1.2-Aktionsschemata wurde dieses Sprachelement nicht in
PDDL 2.1 übernommen:
»[The PDDL2.1 language] is not a strict superset of PDDL1.x. For example, the use
of local variables within action schemas has been left out of this specification. It is not a
widely used part of the language and has not been used in any of the competition domains.
The interpretation of local variables as proposed by McDermott is subtle, since it demands
confirmation that a unique instantiation exists for each such variable. It is non-trivial to
confirm that this is the case during plan validation for domains with significant expressive
power and the fact that it has been largely ignored suggests that it is poorly understood.«
(Fox und Long 2003, S. 114)
Gegen eine Unterstützung dieses Sprachbestandteils in seiner ursprünglichen, vonMcDermott
et al. (1998) beschriebenen Form durch die Kennzahlenbibliothek spricht darüber hinaus die
Tatsache, dass – wie oben erläutert – viele neuere Planungssysteme die eigentliche Lösungs-
suche nicht mehr auf einer variablenbehafteten Aktionsrepräsentation durchführen, sondern
auf einer zuvor grundierten Aktionsnormalform: Bedingt durch die hohe Ausdrucksmächtig-
keit von ADL und PDDL hat es sich mittlerweile als häufig zeiteffizienter herausgestellt, eine
einmalig generierte statische Lookup-Tabelle (LUT) von normalisierten und in allen Objekt-
variablen grundierten Aktionsinstanzen im Sinne eines großen, schnellen Cache einzusetzen,
anstatt die ursprünglichen variablenbehafteten prädikatenlogischen Formeln der Aktionssche-
mata in jedem betrachteten Weltzustand auf Erfüllung zu testen und sie währenddessen wie-
derholt und in z.T. zeitaufwändiger45 Weise implizit über den Programmablauf (»on the fly«)
zu grundieren (Younes und Simmons 2002;McDermott 2003b). Im Rahmen der einmaligen Vor-
verarbeitung lässt sich meist eine umfangreiche Vereinfachung46 der logischen Formeln vor-
nehmen, die während der darauffolgenden Lösungssuche oft mit deutlichen Zeitersparnissen
einhergeht und sich damit hinsichtlich der anfallenden Gesamtrechenzeit rentiert (Koehler und
Hoffmann 2000). Werden fluent-eval-Ausdrücke in den Planungsoperatoren zugelassen, ver-
kompliziert dies im Allgemeinen den Grundierungsvorgang.47 Ein Beibehalten ausschließlich
dieser Ausdrücke in objektvariablenbehafteter Form in den Vorbedingungen und Effekten der
Aktionen wiederum konterkariert den Zweck der Aktionsnormalisierung und -grundierung
und die mit ihr einhergehenden Vorteile: Die Aktionsanwendbarkeit und Abwesenheit von
45Zum Beispiel ist das Unrolling von Quantoren exponentiell in der Anzahl der Variablen (Koehler und Hoffmann
1999, 2000).
46Unter anderem durch Pruning von Kontradiktionen und Entfernen von Tautologien und unveränderlichen Fakten
(sog. Inertia; siehe Koehler und Hoffmann 1999).
47Die obige fluent-eval-Beispielformel verhält sich hinsichtlich ihrer Summationsbedingung im Wesentlichen wie
eine Konjunktion bedingter increase-Effekte, welche sich im Allgemeinen nicht effizient im Sinne von Nebels Kom-
pilationsschemata übersetzen lassen (Nebel 2000a; Gazen und Knoblock 1997). Vergleiche dazu auch Fußnote 43
zur prinzipiellen Übersetzbarkeit von numerischen Axiomen.
45
gegenseitigen Aktionsausschlüssen in einem Plan lässt sich in einer in den Objektvariablen
lediglich partiell grundierten Form nicht mehr so schnell durch Nachschlagen in der LUT fest-
stellen.
Für die angestrebte Realisierung einer automatischen Kennzahlenaggregation imKPMdes Fra-
meworks fällt die Wahl daher auf eine Repräsentation dieses Konzepts mittels von den Ak-
tionen getrennter numerischer Axiome, da dieser Ansatz eine leichtere Normalisierung und
Grundierung der Planungsoperatoren in allen Objektvariablen erlaubt. Damit die automati-
sche Kennzahlenaggregation kompatibel mit einer OWA bezüglich der in den Weltzuständen
geltenden logischen Literale ist, soll es dabei insbesondere nicht möglich sein, die Berechnungs-
vorschriften der numerischen Axiome von beliebigen prädikatenlogischen Bedingungen ab-
hängig zu machen. Um Mehrdeutigkeiten hinsichtlich der Kennzahlenwerte zu vermeiden,
erfolgt die Repräsentation der Mitgliedermengen der Objektgruppen in den Weltzuständen
eines Planungsproblems stattdessen unabhängig von den regulären prädikatenlogischen Lite-
ralen und stets unter der CWA.
3.3 Planen mit kontinuierlichen Aktionsparametern
Die klassische tayloristische Entkoppelung von planender und ausführender Arbeit beschränkt
in der betrieblichen Praxis nicht selten die kurzfristige – inner- und außerorganisatorisch hin-
reichend koordinierte – Reaktionsfähigkeit auf unerwartete Ereignisse. Weil dadurch eine ge-
wisse Flexibilität samt dem damit verbundenen Optimierungspotential verloren geht,48 soll
das Kennzahlenframework hinsichtlich der von ihm ermöglichten kennzahlenbasierten Ko-
ordination und Steuerung insbesondere auch die operativen Prozesse des Unternehmens mit
einschließen. Auf der operativen Ebene existieren nicht selten betriebliche Prozesse mit kon-
tinuierlichen Einstellgrößen (wie bei dem in Kapitel 11 evaluierten Fertigungsszenario, bei
Anlagensteuerungen der chemischen Industrie49 u.v.m.). Die Bestimmung der bezüglich der
festgelegten Kennzahlenziele optimalen Parameterwerte stellt ein mathematisches Optimie-
rungsproblem dar, dessen Zielfunktion in realen Anwendungsszenarien nichtlinear ausfallen
kann. Sollen die operativen Prozesse über Agententechnik gesteuert werden, müssen diese Op-
timierungsprobleme folglich in dem in Kapitel 9 formal entwickelten KPM des Frameworks
geeignet repräsentiert und gelöst werden können. Über die Festlegung der initialen Fluent-
Werte im :init-Block der Problembeschreibung hinaus existieren in den zum Zeitpunkt der
Drucklegung der vorliegenden Arbeit veröffentlichten PDDL-Hauptversionen keine weiteren
Möglichkeiten, allgemeine reellwertige Einstellgrößen darzustellen, geschweige dennwährend
des Planungsvorgangs hinsichtlich quantitativer Zielvorgaben zu optimieren: In PDDL 1.2
bis 3.1 sowie PDDL+ und MA-PDDL sind ausschließlich nicht-numerische diskrete Objekte
in die Aktionsparameter einsetzbar. Für eine praktisch brauchbare Abbildung von reellwerti-
gen Einstellgrößen innerhalb des KPM wären kontinuierliche numerische Aktionsparameter aus R
zweckdienlich, welche (in der benötigten allgemeinen Form) von keiner bisher veröffentlichten
PDDL-Fassung unterstützt werden.
Ab PDDL 2.1 ist es lediglich möglich, die im :duration-Ausdruck einer durativen Aktion
spezifizierte Aktionsdauer nicht wie in Abbildung 3.5 mittels des Gleichheitsoperators = auf
48Siehe dazu die in Kapitel 11 beschriebene Motivation hinter dem IntaPS-Ansatz zur integrierten Produktionspla-
nung und -steuerung nach Timm (2004) und Tönshoff et al. (2000).
49Siehe z.B. Bonvin et al. (2002, 2006) sowie Henderson et al. (2014) zumEinsatzmathematischer Optimierungsverfah-
ren bei der operativen Steuerung von chemischen Prozessen und Masoumi et al. (2013, 2015) zur PDDL-basierten
Planung von chemischen Reaktionsabläufen (unter Verwendung von ausschließlich nicht-numerischen diskreten
Aktionsparametern).
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einen bestimmten, ggf. zustandsabhängigen, reellen Wert zu setzen, sondern die Dauer statt-
dessen mit den Relationen <, <=, >= und > auf ein Intervall der reellen Zahlen zu beschränken,
aber ansonsten nicht näher festzulegen. Derartige Duration Inequalities sind insbesondere für
Scheduling-Probleme50 hilfreich, bei denen der Planungsalgorithmus den Aktionen möglichst
zielführende resp. optimale Start- und Endzeitpunkte zuordnen muss und dabei nicht an ein
diskretes Zeitraster gebunden ist. Da der (final gewählte) reelle Wert der Aktionsdauer in den
numerischen Effektformeln über die lokale ?duration-Variable der Aktion referenzierbar ist,51
kann die konkrete Wahl dieses Werts damit auch einen Einfluss auf die Werte der Fluents in
allen Nachfolgerzuständen der Aktion haben. Um dieses Modellierungsfeature zu nutzen, ist
das von Fox und Long (2003, S. 78ff) eingeführte Requirement:duration-inequalities zu ak-
tivieren. Allgemeine von kontinuierlichen Aktionsparametern abhängige numerische Effekte,
deren Ausprägung nicht eine Funktion der Aktionsdauer ist,52 können damit allerdings nicht
emuliert werden. Duration Inequalities werden bisher von nur wenigen Planungssystemen,
wie z.B. UPMurphi (Della Penna et al. 2009, 2012), implementiert. COLIN von Coles et al. (2012)
unterstützt sie ausschließlich in linearer Form53 und setzt für die Prüfung der Erfüllbarkeit
der Aktionsvorbedingungen in einem Plan und für das am Ende des Planungsvorgangs statt-
findende Scheduling der Aktionen (unter Optimierung der Planmetrik) lineare Mixed-Integer-
Optimierungsverfahren ein.
Einen zu Duration Inequalities gegensätzlichen Ansatz verfolgt das Kongming-Planungssys-
tem (Li und Williams 2008; Li 2010).54 Es unterstützt ausschließlich numerische Effekte, die
zeitkontinuierlich sind, und modelliert diese, anders als es in PDDL 2.1 und PDDL+ anhand
von explizit spezifizierten Funktionen der Zeit #t erfolgt, über eine sehr einfache Form von
unterbestimmten Differential(un)gleichungen: Während die Aktionen im Planungsmodell von
Kongming immer eine feste Dauer aufweisen, können dort dieWerte der ersten,55 zweiten56 oder
höherer Zeitableitungen57 der increase-Effekte vom Planungsalgorithmus frei aus in der Akti-
onsbeschreibung spezifizierten Intervallen der reellen Zahlen gewählt werden. Speziellere For-
meln bzw. konkrete Berechnungsvorschriften sind für die numerischen Effekte dabei nicht fest-
legbar; sie ergeben sich automatisch aus dem Lösungsraum der Differentialgleichungen. Bei
COLIN hingegen sind die Werte der ersten Zeitableitungen dieser Effekte entweder zustands-
unabhängig fix oder über die Fluent-Werte im Vorzustand der Aktion eindeutig bestimmt und
bilden damit keinen zusätzlichen Freiheitsgrad bei der Aktionsselektion. Die zeitkontinuier-
lichen Effekte werden in der von Kongming verwendeten, an PDDL orientierten, Notation
nicht im:effect-Ausdruck der Aktionen spezifiziert, sondern stattdessen in einem speziellen
:dynamics-Ausdruck, mit dem die zulässigen Wertebereiche der betreffenden Zeitableitungen
der numerischen Effekte angegeben werden.58 DieWerte dieser Ableitungen stellen die einzige
Form von kontinuierlichen numerischen Aktionsparametern dar, die das System unterstützt.
Somit sind auch bei Kongming alle von diesen Parametern abhängigen numerischen Effekte
50Siehe z.B. Zweben und Fox (1994) sowie Pinedo (2016).
51Bei zeitkontinuierlichen Effekten ist dort zudem die bisher verstrichene Aktionsausführungszeit über die lokale
#t-Variable referenzierbar, welche am Ende der Aktionsausführung stets den Wert von ?duration annimmt.
52Oder eine Funktion der bisher verstrichenen Aktionsausführungszeit bei zeitkontinuierlichen Effekten.
53Insbesondere sind die numerischen Effekte bei COLIN damit jeweils bijektive Funktionen von ?duration oder #t.
54Kongming wird auch in dem Artikel von Coles et al. (2012) als eine hinsichtlich der zeitkontinuierlichen Aspekte
mit COLIN verwandte Arbeit angegeben.
55Die erste Ableitung (Steigung) nach der Zeit gibt die Veränderungsgeschwindigkeit des numerischen Fluent-Werts
an (in Einheiten des Fluents pro Zeiteinheit).
56Die zweite Ableitung (Krümmung) nach der Zeit gibt die Beschleunigung der Veränderung des numerischen
Fluent-Werts an (in Einheiten des Fluents pro Zeiteinheit pro Zeiteinheit).
57In der Notation von PDDL 2.1: Ableitungen nach #t.
58Die genaue Syntax des:dynamics-Ausdrucks wird weder bei Li und Williams (2008) noch bei Li (2010) vollständig
spezifiziert (z.B. in Gestalt von eindeutigen BNF-Regeln) und bleibt damit unklar.
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notwendigerweise Funktionen der bisher verstrichenen Aktionsausführungszeit. Allgemeine
reellwertige Aktionsparameter, welche die numerischen Effekte beeinflussen, ohne dass letzte-
re zugleich von der Aktionsdauer abhängig sind, können daher auch in diesem Planungssys-
tem nicht immer in geeigneter Form emuliert werden. Eine, z.B. von kontinuierlichen Aktions-
parametern abhängige oder durch Duration Inequalities beschränkte, variable Aktionsdauer
ist dort ebenfalls nicht darstellbar.
Einen Formalismus für das Planen mit numerischen Zustandsrestriktionen (Numerical State
Constraints), mit denen u.a. Flüsse und Kapazitäten in Graphen (sog. Flow Networks) wie
beispielsweise elektrischen Leitungsnetzen, Pipelinesystemen oder Verkehrsnetzen modelliert
und bei der Aktionsselektion berücksichtigt werden können, stellen Ivankovic et al. (2014)
vor. Das Besondere an diesem Ansatz ist, dass er in den Weltzuständen reellwertige Variablen
vorsieht, die konzeptionell mit frei aus Teilmengen von R wählbaren Aktionsparametern ver-
wandt sind. Es handelt sich im Wesentlichen um eine Erweiterung des STRIPS-Formalismus
nach Nilsson (1980) um reellwertige sekundäre Zustandsvariablen (Secondary State Variables) und
numerische Restriktionen zwischen diesen, welche über logische Bedingungen aktiviert wer-
den (sog. Switched Constraints).59 DieAktionen des Formalismus könnenmit ihren Effekten aus-
schließlich die primären Zustandsvariablen des Planungsproblems modifizieren: Mit diesem Be-
griff bezeichnen die Autoren die aus STRIPS bekannten logischen Zustandsvariablen60 und die
aus Functional STRIPS (Geffner 2000) bekannten Objekt-Fluents.61 Die sekundären Zustands-
variablen können mit den primären Zustandsvariablen nur über die Switched Constraints in-
teragieren. Insbesondere können erstgenannte nicht in den Effektformeln der Aktionen ver-
wendet werden oder in irgendeiner Weise die Dauer der Aktionen beeinflussen. Die Switched
Constraints können in den Aktionsvorbedingungen, Planungszielen sowie als für alle Weltzu-
stände geltende Sicherheitsrestriktionen angegeben werden und haben stets die Form ϕ⇒ γ,
d.h., sie sind logische Implikationen, die in allenWeltzuständen einer Lösung des Planungspro-
blems erfüllt sein müssen, auf die sie sich jeweils beziehen. Dabei ist ϕ eine logische Verknüp-
fung von Aussagen bezüglich ausschließlich primärer Zustandsvariablen und γ eine logische
Verknüpfung von numerischen Relationen zwischen ausschließlich sekundären Zustandsva-
riablen. Über die Switched Constraints hinaus können die Aktionen primäre Vorbedingungen
besitzen, die sich ausschließlich auf die primären Zustandsvariablen beziehen und für die Ak-
tionsausführbarkeit in einemWeltzustand stets erfüllt sein müssen.
Eine Aktion a ist in diesem Formalismus in einem Weltzustand s ausführbar, wenn in s alle
primären Vorbedingungen von a erfüllt sind, darüber hinaus in s alle Sicherheitsrestriktio-
nen des Planungsproblems zusammen mit allen Switched Constraints ϕ⇒ γ von a gemein-
sam erfüllbar sind und in dem aus der Aktionsausführung resultierenden Nachzustand s′ alle
Sicherheitsrestriktionen des Planungsproblems gemeinsam erfüllbar sind. Insbesondere ist es
möglich, dass die für den Test auf Aktionsausführbarkeit in s und s′ zu lösenden62 Systeme
von Gleichungen und Ungleichungen bezüglich der sekundären Zustandsvariablen mehrere
Lösungen besitzen, d.h. unterbestimmt sind. Welche dieser Lösungen bei der Ausführung der
Aktion in der Praxis tatsächlich zu beobachten sein wird, ist im Rahmen des Planungsvorgangs
irrelevant und wird vom Planungssystem daher nicht betrachtet.
Eine einfache automatische Kennzahlenaggregation mittels Summenbildung lässt sich im Pla-
nungsformalismus von Ivankovic et al. (2014) unter Nutzung von zusätzlichen sekundären Zu-
standsvariablen als Hilfsvariablen emulieren: Für das Fahrstuhlbeispiel (3.1) aus Abschnitt 3.2
mit Person = {p1, . . . , pm} verwendet man dazu eine feste Summenformel
59Eine konkrete PDDL-Notation für diese neuen Elemente schlagen Ivankovic et al. (2014) nicht vor.
60Diese haben den zulässigen Wertebereich {true, false}.
61Diese haben alle Objekte eines bestimmten nicht-numerischen diskreten Objekttyps als zulässige Wertemenge.
62Der Planer von Ivankovic et al. (2014) ruft zu diesem Zweck einen externen numerischen Constraint Solver auf.
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x1 + . . .+ xm
über m sekundäre Zustandsvariablen x1, . . . , xm. Wessen Körpergewicht tatsächlich als Sum-
mand in die Summe einfließt, lässt sich über die 2m Switched Constraints
(aboard pi e)⇒ xi = wi, (not (aboard pi e))⇒ xi = 0
mit 1 ≤ i ≤ mmodellieren, wobei die sekundäre Zustandsvariable wi das konstante Körperge-
wicht der Person pi bezeichnet und e das Objekt, das die betrachtete Fahrstuhlkabine reprä-
sentiert. Für die analoge Emulation von Funktionen wie Mittelwert oder Standardabweichung
werden weitere Hilfsvariablen und Switched Constraints benötigt. Inwiefern Funktionen wie
Minimum, Maximum und Median in diesen Formalismus übersetzt werden können, ist aller-
dings weniger offensichtlich und soll an dieser Stelle als offene Fragestellung verbleiben.
Es ist zu beachten, dass sich die sekundären Zustandsvariablen konzeptionell klar von den
numerischen Fluents in PDDL 2.1 bis 3.1 unterscheiden. Im Formalismus von Ivankovic et
al. können die Werte der sekundären Zustandsvariablen lediglich über Manipulation der pri-
mären Zustandsvariablen, z.B. nach dem im obigen Summenbeispiel angewandten Prinzip,
verändert werden. Es ist hingegen nicht möglich, konkrete Berechnungsvorschriften (etwa in
Gestalt von numerischen Effekten des Typs assign, increase, decrease, scale-up oder scale-
down) zu spezifizieren, die in allgemeiner Form beschreiben, wie sich die Werte der sekun-
dären Zustandsvariablen in einem Zustand s′ aus den Werten dieser Variablen im Vorzustand
s ergeben: Da die numerischen Zustandsrestriktionen immer nur innerhalb des betrachteten
einzelnen Weltzustand gelöst werden und nicht weltzustandsübergreifend, müssen die Werte
aller sekundären Zustandsvariablen des Weltzustands s′ ausschließlich von diesem abhängig
und von seinen Vorzuständen unabhängig sein. Soll sich das Körpergewicht der Personen im
Fahrstuhlbeispiel in einer bestimmten Art und Weise im Laufe eines Plans verändern, muss
dies vergleichsweise umständlich über ausschließlich logische Aktionseffekte und geeignete
Switched Constraints abgebildet werden. Von kontinuierlichen Aktionsparametern abhängi-
ge numerische Effekte lassen sich damit im Allgemeinen nicht darstellen: Mit dem Ansatz sind
z.B. keine von reellwertigen operativen Einstellgrößen abhängige Plankosten oder Planausfüh-
rungszeiten über mehrere sequentielle Aktionen entlang der Zeitachse akkumulierbar, womit
er zur Modellierung und Planung des in Kapitel 11 evaluierten IntaPS-Fertigungsszenarios
nicht geeignet ist.
Planungsdomänen mit aus Teilmengen von R frei wählbaren Aktionsdauern, sekundären Zu-
standsvariablen und/oder kontinuierlichen Aktionsparametern gehen mit der Konsequenz
einher, dass der Planungsalgorithmus bei der Lösungssuche im Allgemeinen nicht mehr auf
einer vollständig variablenfreien Planrepräsentation arbeiten kann, in der die reellen Werte al-
ler numerischen Größen in den betrachteten Weltzuständen stets in eindeutiger Weise festste-
hen. Gemeinhin ist eine Vorab-Grundierung der reellwertigen Aktionsdauern und -parameter
aufgrund deren überabzählbarer Wertebereiche nicht mehr möglich und eine sofortige »on the
fly«-Grundierung beim Einfügen der einzelnen Aktionen in den Plan nicht sinnvoll. Für die
finale Belegung aller reellwertigen Variablen im Plan und die notwendigen Tests auf Erfüllung
resp. Erfüllbarkeit aller Aktionsbedingungen in diesem werden Techniken der restringierten
mathematischen Optimierung, numerischen Constraint Satisfaction und Intervallrechnung be-
nötigt. Die diesbezüglichen theoretischen Grundlagen sind Betrachtungsgegenstand der fol-
genden zwei Kapitel. Darauf aufbauend wird das Thema der kontinuierlichen numerischen
Aktionsparameter im Rahmen der Formalisierung des KBM und des KPM in den Kapiteln 8
und 9 im Detail wieder aufgegriffen.
— KAPITEL 4 —
Maschinelle Repräsentation, Berechnung
und Optimierung reeller Funktionen für
konfigurierbare Kennzahlensysteme
In Kapitel 2 wurden Kennzahlen als betriebswirtschaftlichesWerkzeug zur Analyse und Steue-
rung vorgestellt. Mathematisch betrachtet handelt es sich bei einer Kennzahl, die sich aus an-
deren Kennzahlen resp. erhobenen Betriebsdaten nach einer speziellen Berechnungsvorschrift
ergibt, um eine reelle und im Allgemeinen multivariate Funktion der Form
f : X ⊆ Rn → R,
f :
x1...
xn
 7→ y, (4.1)
welche einen n-dimensionalen Vektor reeller Eingabewerte aus einem Definitionsbereich bzw.
einer zulässigen Menge1 X auf einen skalaren Kennzahlenwert y abbildet. In Teil III dieser
Arbeit erfolgt eine Konzeption und Formalisierung des zu entwickelnden Kennzahlenframe-
works ausgehend von Funktionen dieser Art. Dieses Kapitel behandelt daher die theoretischen
Grundlagen, wie benutzerkonfigurierbare Berechnungsvorschriften von Kennzahlen zur Lauf-
zeit eines MAS als multivariate Funktionen maschinell repräsentiert werden können und wie
Aufgaben wie Differentiation und Extremwertbestimmung, die in Teil III von zentraler Bedeu-
tung für das Kennzahlenframework sind, automatisiert auf ihnen durchführbar sind.
4.1 Repräsentation von Berechnungsvorschriften
Jede prinzipiell2 durch einen Computer berechenbare multivariate Funktion f der Gestalt (4.1)
ist durch einen endlichen Algorithmus beschreibbar. Ein solcher kann formal als eine Folge
von Berechnungsschritten φi mit i ∈ {n + 1, . . . , m}, m > n betrachtet werden, welche die
Eingaben x1, . . . , xn über eine Reihe von Zwischenergebnissen xn+1, . . . , xm−1 in ein skalares
1Zum Begriff der zulässigen Menge eines mathematischen Optimierungsproblems siehe Abschnitt 4.3.
2Der Fall, dass in einem praktischen Anwendungsszenario die auf der verfügbaren Hardware erforderliche Rechen-
zeit resp. der benötigte Speicherbedarf die zur Berechnung tatsächlich zur Verfügung stehende Zeitspanne bzw.
Speicherausstattung übersteigt, sei an dieser Stelle nicht betrachtet. Die diesbezüglich relevanten Grundlagen des
Rechnens mit endlicher Präzision auf einem Computer werden in Kapitel 5 behandelt.
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x1 x2 x3 x4
+
× ×x5 = φ5(x1, x2) x6 = φ6(x3, x4)
y = x7 = φ7(x5, x6)
Abbildung 4.1: Berechnungsgraph für eine einfache Beispielfunktion (analog zu Grafiken von
Rall 2006, S. 5 und Griewank 1989, S. 91).
Ergebnis y = xm überführen. Ein Berechnungsschritt ist hierbei gegeben durch eine multiva-
riate Teilfunktion
φi : R|Ji | → R
mit Indexmenge
Ji ⊆ {1, . . . , i− 1}, i ∈ {n + 1, . . . , m}
sodass
xi = φi(〈xj〉j∈Ji).
Das Ergebnis xi des Berechnungsschritts φi ergibt sich somit aus einer Teilmenge der Einga-
ben und vorherigen Zwischenergebnisse. Wie es aus letzterer berechnet wird, ist durch die
konkrete Wahl der Funktion φi aus einer Menge Ω von Basisoperationen wie beispielsweise
arithmetischen Operationen wie Addition, Multiplikation oder trigonometrischen Funktionen
wie Sinus, Cosinus etc. festzulegen. Auch Operationen wie bedingte Anweisungen und Schlei-
fenkonstrukte können durch entsprechende Basisfunktionen repräsentiert werden. Bei der hier
dargestellten Form handelt es sich um eine Kombination der mathematischen Modellierung
endlicher Algorithmen nach Rall (2006) mit der von Griewank (1989). Der Funktionswert einer
auf dieseWeise beschriebenen Funktion f kann bei gegebenenWerten für x1, . . . , xn durch den
folgenden einfachen Auswertungsalgorithmus nach Griewank (1989) bestimmt werden:
Algorithmus 4.1 : Auswertung der Originalfunktion f .
Vorgegeben : φi ∈ Ω und Ji ⊆ {1, . . . , i− 1} für alle i ∈ {n + 1, . . . , m}
Eingabe : (x1, . . . , xn)T ∈ Rn
Ausgabe : y = f (x1, . . . , xn) ∈ R
for i ← n + 1 to m do
xi ← φi(〈xj〉j∈Ji)
end
y← xm
Die modellierte Funktion f ist als sog. Berechnungsgraph (Computational Graph) visualisierbar,
indem die Eingaben und Zwischenergebnisse xi mit i ∈ {1, . . . , m} als Knoten eines gerich-
teten azyklischen Graphen dargestellt werden und von einem Knoten xj zu einem anderen
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Knoten xi genau dann eine gerichtete Kante gezogen wird, wenn j ∈ Ji gilt, d.h., das Zwi-
schenergebnis xj Parameter der Teilfunktion φi ist (Griewank 1989). Abbildung 4.1 zeigt den
Berechnungsgraphen der Funktion
f (x) = x1x2 + x3x4 x ∈ R4 (4.2)
mit
φ5(x1, x2) = x1x2, J5 = {1, 2}
φ6(x3, x4) = x3x4, J6 = {3, 4}
φ7(x5, x6) = x5 + x6 J7 = {5, 6}.
Als Basisoperationen verwendet dieses Beispiel eine zweistellige Additionsfunktion φ7 sowie
zwei zweistellige Multiplikationsfunktionen φ5 und φ6. Numerische Konstanten können durch
nullstellige Funktionen repräsentiert werden, beispielsweise ist der Faktor 12 in der Formel
f (x) = 12x1 +
1
2x2 darstellbar als Basisoperation der Gestalt
φi : ∅ → R Ji = ∅
mit
xi = φi() =
1
2 .
Ein Berechnungsgraph kann auf sehr einfache und intuitive Weise als Datenstruktur in einer
objektorientierten Programmiersprache wie beispielsweise Java oder C++ implementiert wer-
den. Pro Basisoperation kann hierzu ein spezialisierter Knotentyp in Form einer Unterklasse
eines allgemeinen (ggf. abstrakten) Knotentyps definiert werden und der Graph aus Objekten
dieser Klassen zusammengesetzt werden. Zur Auswertung kann der Graph dann entweder
iterativ im Sinne von Algorithmus 4.1 oder durch rekursive Funktionsaufrufe3 traversiert wer-
den.
Berechnungsvorschriften vonmathematischen Funktionen sowie Algorithmen und Computer-
programme werden textuell üblicherweise als Formeln, wie z.B. (4.2), oder in einer geeigneten
Programmiersprache als Quelltexte notiert. Die klassische Herangehensweise, ein solches Pro-
gramm auf einem Rechner auszuführen, besteht darin, den menschenlesbaren Quelltext von
einem Compiler in effizient ausführbarenMaschinencode4 übersetzen zu lassen und dann letz-
teren auszuführen. So lässt sich etwa die Funktion (4.2) in der Programmiersprache C wie folgt
notieren:
double f(double x1, double x2, double x3, double x4) {
return x1*x2 + x3*x4;
}
Beim Übersetzungsprozess parsiert der Compiler diesen Quellcode und generiert aus ihm in
der Regel eine dem oben erläuterten Berechnungsgraphen ähnliche Datenstruktur als Zwi-
schenrepräsentation, die dann u.a. auf semantische Fehler überprüft und schließlich in Ma-
schinencode überführt wird. In Assembler-Code5 für die Sun-SPARC-Architektur (siehe Paul
3Das heißt, jede Knotenklasse stellt eine Auswertungsfunktion zur Verfügung, welche die Auswertungsfunktionen
ihrer Unterknoten aufruft, die so erhaltenen Zwischenergebnisse zusammenrechnet und das Resultat als ihren ei-
genen Teilfunktionswert zurückliefert.
4Entweder Maschinencode der im ausführenden Rechner konkret verbauten CPU oder Bytecode einer virtuellen
Maschine (wie z.B. im Fall von Java oder des .NET-Frameworks).
5Eine textuelle Repräsentation des Maschinencodes bzw. seine direkte Vorform, hier abgedruckt in der vom Compi-
ler gcc 4.0 (Solaris) verarbeiteten Form.
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2000) lässt sich die Funktion wie folgt übersetzen, wenn vom vorausgehenden Maschinenco-
de die Eingabewerte x1, x2, x3, x4 in doppelter Präzision in die Gleitkommaregister f0, f2, f4
resp. f6 geladen wurden:
fmuld %f0, %f2, %f8
fmuld %f4, %f6, %f10
faddd %f8, %f10, %f12
Für die Zwischenergebnisse x5 und x6 werden hier die Register f8 und f10 verwendet, das
Endergebnis y wird im Register f12 abgelegt. Das Assembler-Fragment stellt eine sog. Linea-
risierung des Berechnungsgraphen dar. Betrachtet man diesen in Abbildung 4.1, so fällt auf,
dass es für die Korrektheit des Endergebnisses unerheblich ist, ob vor der Berechnung von x7
zunächst das Zwischenergebnis x5 und danach das Zwischenergebnis x6 berechnet wird, oder
ob dies in umgekehrter Reihenfolge erfolgt. Eine andere, ebenfalls gültige Linearisierung er-
hält man durch Vertauschen der ersten beiden Zeilen des obigen Assembler-Codestücks. Die
Theorie und Grundlagen von Programmiersprachen und des Compilerbaus werden u.a. in den
zwei Büchern von Aho et al. (1999a, b) sowie dem vonWilhelm und Maurer (1997) umfänglich
vorgestellt.
4.2 Automatische Differentiation
Im Rahmen des in der vorliegenden Arbeit entwickelten Kennzahlenframeworks sind nicht
nur die Funktionswerte multivariater Funktionen von Interesse, sondern auch deren Ableitun-
gen. Zum einen werden diese von den in Abschnitt 4.4.2 besprochenen gradientenbasierten
Optimierungsverfahren benötigt, zum anderen geben sie darüber Auskunft, welchen Einfluss
eine Kennzahl auf eine andere Kennzahl hat, in dessen Berechnungsvorschrift sie vorkommt.
Insbesondere ist mittels partieller Ableitungen feststellbar, welchen Einfluss eine lokale Agen-
tenkennzahl auf eine globale Kennzahl des MAS hat. Diese Information kann für die kennzah-
lenorientierte Koordination der Agenten untereinander hilfreich sein.
Der klassische Ansatz, die Werte der partiellen Ableitungen einer als Formel gegebenen Funk-
tion f zu bestimmen, besteht darin, zunächst geeignete Formeln für die partiellen Ableitungen
herzuleiten, um diese dann an den betreffenden Stellen ihres Definitionsbereichs auszuwerten.
Bevor in den sechziger Jahren in Arbeiten wie u.a. von Wengert (1964) der Ansatz der auto-
matischen Differentiation entwickelt wurde (und auch noch lange Zeit danach; vgl. Rall 2006),
war dies in der mathematischen Praxis die übliche Herangehensweise an die Berechnung von
Ableitungen.6 Zur Bestimmung des Gradienten von f in einem Punkt x ∈ Rn, gegeben durch
∇ f (x) =
(
∂ f (x)
∂x1
, . . . ,
∂ f (x)
∂xn
)T
,
wäre es nach diesem Ansatz erforderlich, den nach dem oben vorgestellten Schema model-
lierten endlichen Algorithmus zur Berechnung des Funktionswerts f (x) in n endliche Algo-
rithmen zur Berechnung der partiellen Ableitungen ∂ f (x)/∂xi, i ∈ {1, . . . , n} zu überführen.
Hierbei handelt es sich um eine Übersetzungsarbeit, die sich leicht vermeiden lässt, denn die
Werte der partiellen Ableitungen sind ohne weiteres mit den Techniken der automatischen
Differentiation aus der ursprünglichen Repräsentation des Algorithmus zur Berechnung von
f (x) bestimmbar. Ein einziger Berechnungsgraph kann sowohl zur Berechnung von f (x) als
6Wurde diese Tätigkeit von Hand durchgeführt, war sie bei längeren Formeln sehr zeitaufwändig und nicht selten
eine Quelle für Fehler in den resultierenden Ableitungsformeln und -ergebnissen (Rall 2006).
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auch von ∇ f (x) und höheren Ableitungen dienen. Das Instrument dazu ist die aus der Ana-
lysis bekannte Kettenregel für multivariate Funktionen. Nach dieser gilt für eine Komposition
f = h ◦ g, f : Rn → Rq zweier Funktionen g : Rn → Rp und h : Rp → Rq (vgl u.a. Forster 2013,
S. 70; Papula 2014, S. 133):
f ′(x) = h′(g(x)) · g′(x) (4.3)
mit den Jacobi-Matrizen
h′(u) =

∂v1
∂u1
. . .
∂v1
∂up
...
. . .
...
∂vq
∂u1
. . .
∂vq
∂up
 , g′(x) =

∂u1
∂x1
. . .
∂u1
∂xn
...
. . .
...
∂up
∂x1
. . .
∂up
∂xn
 mit u = g(x),v = h(u).
Das Ergebnis dieser Matrixmultiplikation und somit die Jacobi-Matrix von f im Punkt x ist
f ′(x) =

p
∑
j=1
∂v1
∂uj
· ∂uj
∂x1
. . .
p
∑
j=1
∂v1
∂uj
· ∂uj
∂xn
...
. . .
...
p
∑
j=1
∂vq
∂uj
· ∂uj
∂x1
. . .
p
∑
j=1
∂vq
∂uj
· ∂uj
∂xn

.
Durch Setzen von g = 〈φj〉j∈Ji und h = φi erhält man so für die in Abschnitt 4.1 vorgestellte
Modellierung endlicher Algorithmen:
∂xi
∂xk
= ∑
j∈Ji
∂φi(w)
∂xj
· ∂xj
∂xk
mit w = 〈xs〉s∈Ji , k ∈ {1, . . . , i− 1}.
Auf diese Weise lässt sich durch den folgenden Algorithmus 4.2 nach Griewank (1989), dessen
Prinzip u.a. auf Wengert (1964) zurückgeht,7 neben dem Funktionswert f (x) gleichzeitig der
Gradient
∇ f (x) =
(
∂xm
∂x1
, . . . ,
∂xm
∂xn
)T
im Punkt x = (x1, . . . , xn)T auswerten. Es bezeichnet δi k das sog. Kronecker-Delta mit
δi k =
{
1 falls i = k
0 falls i 6= k,
zudem ist ∇xi ∈ Rn für alle i ∈ {1, . . . , m}.
7Siehe auch Kagiwada et al. (1986).
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Algorithmus 4.2 : Auswertung von f und ∇ f im Vorwärtsmodus.
Vorgegeben : φi ∈ Ω und Ji ⊆ {1, . . . , i− 1} für alle i ∈ {n + 1, . . . , m}
Eingabe : (x1, . . . , xn)T ∈ Rn
Ausgabe : y = f (x1, . . . , xn) ∈ R, z = ∇ f (x1, . . . , xn) ∈ Rn
for i ← 1 to n do
∇xi = 〈δi k〉k∈{1, ..., n}
end
for i ← n + 1 to m do
w← 〈xj〉j∈Ji
xi ← φi(w)
∇xi ← ∑
j∈Ji
∂φi(w)
∂xj
· ∇xj
end
y← xm
z← ∇xm
Diese Art und Weise, den Gradienten∇ f (x) zu berechnen, wird in der Literatur zur automati-
schen Differentiation gemeinhin als Vorwärtsmodus (Forward Mode) bezeichnet (Griewank 1989;
Rall 2006). Da hierbei für jeden Berechnungsschritt φi ein n-dimensionaler Gradientenvek-
tor ∇xi als Linearkombination von |Ji| ebenfalls n-dimensionalen Gradientenvektoren ∇xj,
j ∈ Ji zu berechnen ist und dazu jeweils n|Ji| Multiplikationen und Additionen auszufüh-
ren sind, ist der Umfang der Mehrarbeit, die Algorithmus 4.2 zusätzlich zur Arbeit von Al-
gorithmus 4.1 auszuführen hat, um neben dem Funktionswert auch den Gradienten an der
gewünschten Stelle zu berechnen, linear von n abhängig.8 Eine im Allgemeinen effizientere
Herangehensweise zur Berechnung des Gradienten∇ f (x) ist der Rückwärtsmodus (Reverse Mo-
de), der u.a. auf Speelpenning (1980) zurückgeht und lediglich eine konstante, nicht von n ab-
hängige, Mehrarbeit erfordert.9 Bei diesem Ansatz wird jedem Berechnungsschritt φi anstelle
eines n-dimensionalen Gradientenvektors ein einzelner, von Griewank (1989) und Rall (2006)
als Adjungierte (Adjoint) bezeichneter, skalarer Ableitungswert xˆi ∈ Rmit
xˆi =
∂xm
∂xi
zugeordnet. Aus der Kettenregel (4.3) für multivariate Funktionen folgt
xˆj = ∑
i∈Ij
∂φi(w)
∂xj
· xˆi mit w = 〈xs〉s∈Ji .
Dabei bezeichnet Ij mit
Ij = { i | j ∈ Ji }
die Indexmenge der Berechnungsschritte φi, in die der Parameter xj einfließt (Griewank 1989).
Algorithmus 4.3 nach Griewank (1989) berechnet auf diese Weise den Gradienten zusammen
mit dem Funktionswert von f im Rückwärtsmodus.
8Nach Griewank (1989) ist der Berechnungsaufwand von Algorithmus 4.2 mindestens (1+ n/c)-mal höher als der
von Algorithmus 4.1, wobei c eine architektur- resp. implementationsabhängige positive Konstante ist, die den
maximalen Rechenaufwand der verwendeten Basisfunktionen repräsentiert.
9Der von Griewank (1989) vorgenommenen Abschätzung zufolge ist der Berechnungsaufwand von Algorithmus 4.3
(unter den Bedingungen der damals aktuellen Prozessorarchitekturen) maximal fünfmal höher als der von Algo-
rithmus 4.1.
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Algorithmus 4.3 : Auswertung von f und ∇ f im Rückwärtsmodus.
Vorgegeben : φi ∈ Ω und Ji ⊆ {1, . . . , i− 1} für alle i ∈ {n + 1, . . . , m}
Eingabe : (x1, . . . , xn)T ∈ Rn, zˆ ∈ Rn, γ ∈ R
Ausgabe : y = f (x1, . . . , xn) ∈ R, z = zˆ + γ · ∇ f (x1, . . . , xn) ∈ Rn
for i ← n + 1 to m do /* Vorwärtsdurchlauf: */
xi ← φi(〈xj〉j∈Ji) /* Berechnung von y und Initialisierung */
xˆi ← 0
end
y← xm
xˆm ← γ
(xˆ1, . . . , xˆn)T ← zˆ
for i ← m down to n + 1 do /* Rückwärtsdurchlauf: */
w← 〈xj〉j∈Ji /* Aufsummierung von z */
foreach j ∈ Ji do
[⋆] xˆj ← xˆj + ∂φi(w)
∂xj
· xˆi
end
end
z← (xˆ1, . . . , xˆn)T
Setzt man zˆ = (0, . . . , 0)T und γ = 1 als Eingabe für Algorithmus 4.3, so erhält man als Aus-
gabe y = f (x) und z = ∇ f (x). Ansonsten berechnet der Algorithmus in der angegebenen Fas-
sung das allgemeinere Ergebnis z = zˆ + γ · ∇ f (x). Eine analoge Additionsoperation skalierter
partieller Ableitungen ∇φi(w) = 〈∂φi(w)/∂xj〉j∈Ji wird in der mit [⋆] hervorgehobenen Zeile
von Algorithmus 4.3 für jede Basisfunktion φi durchgeführt; es entspricht xˆi dabei γ (Griewank
1989). Diese Eigenschaft erlaubt es, die Berechnungsvorschriften der im Berechnungsgraphen
von f verwendeten Basisfunktionen – insbesondere dort, wo diese über die üblichenmathema-
tischen Standardoperationen wie Addition, Multiplikation, Sinus, Quadratwurzel etc. hinaus-
gehen – ebenfalls in Form von Berechnungsgraphen zu repräsentieren und anhand dieser ihre
Funktionswerte und Ableitungen zu bestimmen, denn der Algorithmus kann auf diese Weise
rekursiv auf die Basisfunktionen angewendet werden.
Die Aufteilung eines Berechnungsgraphen auf mehrere Teilgraphen gestaltet sich dadurch sehr
einfach. Eine solche Vorgehensweise ist vor dem Hintergrund des in der vorliegenden Arbeit
entwickelten Kennzahlenframeworks von besonderem Interesse, da sie eine Verteilung von
Kennzahlenberechnungen über mehrere Agenten ermöglicht. So ist es beispielsweise vorstell-
bar, den in Abbildung 4.1 dargestellten Graphen in drei Teilgraphen zu zerlegen und diese
drei Agenten A, B und C zuzuordnen. Dabei kann z.B. Agent A das erste Produkt der Funkti-
on (4.2) berechnen, Agent B das zweite Produkt und Agent C die Summe der beiden Produkte.
Abbildung 4.2 zeigt eine solche Aufteilung des Berechnungsgraphen aus Abbildung 4.1. Zur
Berechnung von f (x) und∇ f (x) starten zunächst die Agenten A und B denVorwärtsdurchlauf
von Algorithmus 4.3 und teilen demAgenten C ihre Teilfunktionsergebnisse yA, yB mit, welche
dieser seinerseits als Eingaben x1, x2 entgegen nimmt und aus ihnen schließlich y berechnet.
Er beginnt dann den Rückwärtsdurchlauf von Algorithmus 4.3 und teilt den Agenten A, B die
Werte der partiellen Ableitungen ∂x3/∂x1 resp. ∂x3/∂x2 mit, welche diese wiederum als γA, γB
verwenden, um in ihrem Rückwärtsdurchlauf die partiellen Ableitungen ∂x3/∂xA1 , ∂x3/∂x
A
2
bzw. ∂x3/∂xB1 , ∂x3/∂x
B
2 zu erhalten. Bei diesem Vorgehen ist es zur Berechnung des Funkti-
onswerts sowie aller ersten partiellen Ableitungen von f nicht erforderlich, dass der Agent C
Kenntnis von den Eingaben xA1 , x
A
2 , x
B
1 , x
B
2 der Agenten A und B hat. Letztere können daher als
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Abbildung 4.2: Aufteilung des Berechnungsgraphen auf mehrere Agenten.
Blackbox realisiert werden und ihre eigenen Eingaben nach dem Prinzip des Data Hiding vor
Agent C verbergen. Die Aufteilung des Graphen nach diesem Ansatz führt einerseits zu einer
lokalen Komplexitätsreduktion, da jeder Agent nur noch einen kleinen Teilgraphen des gesam-
ten Berechnungsgraphen mit weniger Eingaben verwalten muss, anderseits wird so die Basis
für eine Parallelisierung geschaffen: Die Agenten A und B können aufgrund der gegenseitigen
Unabhängigkeit ihrer Teilgraphen ihre Berechnungen zur gleichen Zeit auf unterschiedlichen
Prozessoren durchführen.
4.2.1 Höhere Ableitungen und Differentiation von Computerprogrammen
Sollen zusätzlich zu den ersten partiellen Ableitungen der Zielfunktion weitere höhere Ablei-
tungen wie beispielsweise die Hesse-Matrix ∇2 f (x) bestimmt werden, so kann der Vorwärts-
modus nach Algorithmus 4.2 relativ einfach um die hierzu erforderlichen Berechnungen er-
gänzt werden. Zur Bestimmung der Hesse-Matrix ist über den vom Algorithmus einem jeden
xi, i ∈ {1, . . . , m} zugeordneten Gradientenvektor ∇xi hinaus jeweils eine weitere quadrati-
sche Matrix∇2xi ∈ Rn×n mitzuführen. Die Hesse-Matrix eines Berechnungsschritts φi ist dann
gegeben durch
∇2xi = ∑
j∈Ji
(
∂φi(w)
∂xj
· ∇2xj + ∑
k∈Ji
∂2φi(w)
∂xj∂xk
· ∇xj (∇xk)T
)
, i ∈ {n + 1, . . . , m}
und es ist ∇2 f (x) = ∇2xm. Für die Eingaben x1, . . . , xn ist initial
∇2xi =
 0 . . . 0... . . . ...
0 . . . 0
 , i ∈ {1, . . . , n}
zu setzen. Der Berechnungsaufwand des Verfahrens erhöht sich durch diese Erweiterung um
das etwa n2-Fache des von Algorithmus 4.1 zur Bestimmung von f (x) benötigten Aufwands.
Höhere Ableitungstensoren sind im Vorwärtsmodus auf ähnliche Weise bestimmbar (Grie-
wank 1989; Abate et al. 1997).
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Wie oben erwähnt, können die nach dem inAbschnitt 4.1 beschriebenenModell repräsentierten
Berechnungsvorschriften beliebige Computerprogramme mit bedingten Anweisungen, Schlei-
fen und rekursiven Funktionsaufrufen sein. Um diese im Rückwärtsmodus automatisch zu
differenzieren, muss jedem (tatsächlich) ausgeführten Berechnungsschritt φi jeweils ein Funk-
tionswert xi sowie eine Adjungierte xˆi zugeordnet werden können. Ein Ansatz, dies zu tun,
besteht darin, diese φi, xi, xˆi bei der Auswertung von f (x) im Vorwärtsdurchlauf von Algorith-
mus 4.3 in einem strikt sequentiell fortzuschreibenden Speicherpuffer, dem sog. Band (Tape), zu
protokollieren und anschließend bei der Bildung des Gradienten ∇ f (x) im Rückwärtsdurch-
lauf wieder in umgekehrter Reihenfolge auszulesen und bezüglich aller xˆi zu aktualisieren.
Hierbei müssen nur die tatsächlich ausgeführten Ausführungszweige von bedingten Anwei-
sungen aufgezeichnet werden. Schleifen sind nach dem Prinzip des Loop Unrolling10 »abzuwi-
ckeln«, d.h., der ausgeführte Code eines jeden Schleifenrumpfes wird strikt sequentiell mehr-
fach hintereinander (jeweils einmal pro durchgeführter Iteration) auf das Band geschrieben.
Diese Technik wird unter anderem vom ADOL-C-Programmpaket zur automatischen Diffe-
rentiation von C- und C++-Programmen eingesetzt, welches durch den Einsatz von Operator
Overloading vollständig zur Laufzeit des Programms arbeitet und außer wenigen Anpassun-
gen im Quellcode an die Eigenschaften der Bibliothek keine weitere Vorverarbeitung oder au-
tomatisierte Umformung des ursprünglichen Quelltextes der zu differenzierenden Funktionen
erfordert. Für Details zum Rückwärtsmodus mit Band siehe die ADOL-C-Dokumentation von
Walther et al. (2005). Der Vorwärtsmodus hingegen erfordert keine Bandaufzeichnung.
4.3 Grundlagen der mathematischen Optimierung
Mathematische Optimierung11 beschäftigt sich mit dem Auffinden von Extremstellen reell-
wertiger Funktionen der in Gleichung (4.1) gegebenen Form. Die Funktion f wird dabei Ziel-
funktion (Objective Function) genannt. Die Menge X möglicher Eingabevektoren (Punkte in Rn)
x = (x1, . . . , xn)T heißt zulässiger Bereich bzw. zulässige Menge (Feasible Set), ihre Elemente zuläs-
sige Punkte (Feasible Points). Gilt X = Rn, liegt ein unrestringiertes Optimierungsproblem (Un-
constrained Optimization Problem), andernfalls ein restringiertes Optimierungsproblem (Constrai-
ned Optimization Problem) vor (Geiger und Kanzow 2002; Avriel 1976). Der Spezialfall X ⊆ Zn
wird als ganzzahlige Optimierung (Integer Optimization) bezeichnet und der Fall, in dem einige
xi aus R und andere aus Z sind,12 als gemischt-ganzzahlige Optimierung (Mixed-Integer Optimi-
zation). Beide sollen im Rahmen dieses Kapitels nicht detailliert betrachtet werden. Für einen
Einblick in diese zwei Teilgebiete siehe z.B. Domschke und Drexl (2005) oder Wolsey (1998).
In Anlehnung an die von Avriel (1976) verwendete Notation lässt sich der zulässige Bereich
üblicherweise wie folgt spezifizieren:
X = { x ∈ Rn | (∀i∈{1,...,m} . gi(x) ≥ 0) ∧ (∀j∈{1,...,p} . hj(x) = 0) }.
Die Gleichungen
gi(x) ≥ 0,
hj(x) = 0,
i ∈ {1, . . . ,m}
j ∈ {1, . . . , p} (4.4)
bilden hierbei die Nebenbedingungen des Optimierungsproblems, indem sie die Menge der
für f zulässigen Eingabevektoren einschränken. Sie werden daher als Restriktionen (Constraints)
10Vergleiche Literatur zum Compilerbau wie z.B. Aho et al. (1999a, b); Wilhelm und Maurer (1997).
11Auch mathematische Programmierung (Mathematical Programming) genannt.
12Zum Beispiel notiert als X ⊆ Rn × Zq.
58
bezeichnet. Die Funktionen gi und hj heißen Constraint-Funktionen. Nebenbedingungen der
Form gi(x) ≥ 0 werdenUngleichungsrestriktionen (Inequality Constraints) genannt, jene der Form
hj(x) = 0 Gleichungsrestriktionen (Equality Constraints). Für unrestringierte Probleme gilt dem-
nach m = p = 0 (Geiger und Kanzow 2002; Avriel 1976). Es ist anzumerken, dass sich jedes
Problem der obigen Art ausschließlich mit Restriktionen der Form gi(x) ≥ 0 aufschreiben lässt,
denn eine Gleichung der Form hj(x) = 0 lässt sich stets durch zwei Gleichungen gi(x) ≥ 0 und
−gi+1(x) ≥ 0 mit gi = gi+1 = hj ausdrücken, zudem ist jede Restriktion der Form gi(x) ≤ 0
durch eine Multiplikation mit −1 in eine Restriktion der Form gk(x) ≥ 0 überführbar und vice
versa (Domschke und Drexl 2005). Ebenfalls lässt sich eine allgemeinere Form
gLi (x) ≥ gRi (x), i ∈ {1, . . . ,m}
hLj (x) = h
R
j (x), j ∈ {1, . . . , p}
mit links- und rechtsseitigen Constraint-Funktionen stets durch Setzen von gi := gLi (x)− gRi (x)
und hj := hLj (x)− hRj (x) in die obige Form (4.4) bringen.
Ist die Zielfunktion durch geeignete Wahl von x zu minimieren, also ein globales Minimum
aufzufinden, dann wird f als Kostenfunktion (Cost Function) bezeichnet und das Minimierungs-
problem als
minx f (x)
unter den Restriktionen (4.4)
notiert. Ist hingegen ein globales Maximum gesucht, dann heißt f Nutzen- oder Fitnessfunktion
(Utility resp. Fitness Function)13 und das Maximierungsproblem wird notiert als
maxx f (x)
unter den Restriktionen (4.4).
Jene Variablen, für welche im Rahmen des Optimierungsvorgangs eine Lösung zu suchen ist,
werden dabei tiefgestellt hinter »min« resp. »max« angegeben. Alle anderen ggf. in der Nota-
tion vorkommenden Variablen bzw. Funktionsparameter sind derweil als fix zu betrachten. Ist
aus dem Kontext heraus eindeutig ersichtlich, für welche Variablen eine Lösung zu suchen ist,
wird die tiefgestellte explizite Angabe der Lösungsvariablen üblicherweise weggelassen.
Ein globales Minimum liegt an der Stelle x⋆ ∈ X vor, genau dann, wenn
f (x⋆) ≤ f (x) für alle x ∈ X. (4.5)
Die Zielfunktion besitzt an der Stelle x⋆ ∈ X ein lokales Minimum, wenn ein reeller Radius
ε > 0 existiert, sodass
f (x⋆) ≤ f (x) für alle x ∈ X ∩ Uε(x⋆) (4.6)
mit Uε(x⋆) := { x ∈ Rn| ‖x− x⋆‖ < ε }. (4.7)
Als striktes globales resp. lokales Minimumwird ein Minimum an der Stelle x⋆ ∈ X bezeichnet,
für das die strengere Bedingung
f (x⋆) < f (x) für alle x ∈ X (striktes globales Minimum) (4.8)
bzw. f (x⋆) < f (x) für alle x ∈ X ∩ Uε(x⋆) (striktes lokales Minimum) (4.9)
13Price et al. (2005).
59
-1
-0,5
0
0,5
1
x1
-1
-0,5
0
0,5
1
x2
9
9,2
9,4
9,6
9,8
10
f(x1, x2)
Abbildung 4.3: Unimodale Funktion (Quelle: Price et al. 2005, S. 9).
gilt. Analoge Definitionen für (strikte) globale und lokale Maxima ergeben sich, indem in den
Gleichungen (4.5)–(4.9) die Relationen≤ resp.< durch die Relationen≥ resp.> ersetzt werden
(Geiger und Kanzow 2002; Avriel 1976). Da sich Maximierungsprobleme durch eine einfache
Multiplikation der Zielfunktion mit −1 in Minimierungsprobleme überführen lassen und um-
gekehrt, werden im Folgenden ausschließlich letztere betrachtet, wie es in der in diesemKapitel
referenzierten Optimierungsliteratur verbreitet ist.
Zielfunktionen, welche (im zulässigen Bereich) nur ein einziges globales Minimum resp. Ma-
ximum besitzen, heißen unimodal (in diesem Bereich). Abbildung 4.3 zeigt den Graphen einer
solchen Funktion mit n = 2, die durch die folgende Gleichung gegeben ist (Beispiel aus Price
et al. 2005, S. 9):
f (x) = 10− e−((x1)2+3(x2)2). (4.10)
Funktionen mit mehr als einemMinimum bzw. Maximum (im zulässigen Bereich) heißen mul-
timodal (in diesem Bereich). Als eindimensionales Beispiel sei die Funktion
f (x) = 34x + 2 · sin(x)
genannt. Diese besitzt in X = R unendlich viele lokaleMinima undMaxima, aber kein globales
Extremum. Abbildung 4.4 zeigt den Graphen einer weiterenmultimodalen Funktionmit n = 2,
gegeben durch die folgende Gleichung:
f (x) = (x1)
2 + (x2)
2 + 5 · sin(x1x2).
Sie besitzt im unrestringierten Fall unendlich viele lokale Minima und Maxima sowie ein glo-
bales Minimum bei x⋆ =
(
0
0
)
. In X = R hat die Funktion
f (x) = x
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Abbildung 4.4:Multimodale Funktion.
weder lokale noch globale Extremstellen. Im restringierten Fall X = [2, 4] besitzt sie hingegen
nach (4.5) ein globales Minimum in x⋆min = 2 und ein globales Maximum in x
⋆
max = 4.
Während das Ziel der globalen Optimierung das Auffinden eines globalen Extremums der Ziel-
funktion ist, beschäftigt sich die lokale Optimierungmit der Suche nach einem (z.B. einem gege-
benen Ausgangsparametervektor am nächsten liegenden) lokalen Extremum (Neumaier 2004).
Optimierungsprobleme können in der Praxis sehr vielfältig sein. Wie oben erläutert, existieren
sie in unrestringierter sowie in restringierter Formmit ausschließlich Ungleichungs- bzw. Glei-
chungsrestriktionen oder gleichzeitig mit beiden. Die Zielfunktion kann uni- oder multimodal
sein, zudem können Zielfunktionen und Restriktionen bezüglich vieler weiterer Eigenschaften
unterschieden werden, wie z.B. Linearität, Konvexität oder ein- bis mehrfacher stetiger Diffe-
renzierbarkeit. Es ist kein Verfahren bekannt, welches in der Lage wäre, alle möglichen Opti-
mierungsprobleme unabhängig von der Art der Zielfunktion sowie der Restriktionen vollstän-
dig zu lösen.14 In der Optimierungsliteratur werden daher zahlreiche unterschiedliche Verfah-
ren betrachtet, deren Erfolg von speziellen Bedingungen abhängig ist, welche die zu optimie-
rende Zielfunktion sowie die Constraint-Funktionen zu erfüllen haben (Domschke und Drexl
2005; Geiger und Kanzow 2002; Avriel 1976). So existiert etwa mit dem weitläufig bekann-
ten Simplex-Algorithmus ein in vielen Fällen effizientes Verfahren (Geiger und Kanzow 2002,
S. 119), mit dem alle linearen Optimierungsprobleme, die eine Lösung besitzen, gelöst werden
können. Da die Literatur aufgrund der großenAnzahl entwickelter Verfahren sehr umfangreich
ausfällt – nicht zuletzt wegen der zu ihrer Behandlung erforderlichen theoretischen Grundla-
gen – kann an dieser Stelle aus Gründen des Umfangs kein das Thema erschöpfender, detail-
lierter Überblick über dieses mathematische Themengebiet gegeben werden. Betrachtungsge-
14Im allgemeinen nichtlinearen Fall ist bereits unentscheidbar, ob die zulässige Menge des Optimierungsproblems
nicht leer ist, d.h., ob überhaupt ein einzelner zulässiger Punkt aufgefunden werden kann: Siehe u.a. Wang (1974)
zur Unentscheidbarkeit einer (strukturell vergleichsweise einfachen) Klasse nichtlinearer Gleichungssysteme so-
wie Jones und Matijasevicˇ (1991) zur Unlösbarkeit von Hilberts zehntem Problem.
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genstand dieses Kapitels sollen daher Optimierungsverfahren sein, mit deren Hilfe es möglich
ist, optimale Kennzahlenwerte in dem in dieser Arbeit entwickelten Kennzahlenframework für
MAS aufzufinden. Da eine Anforderung in der freien Definierbarkeit der Kennzahlenberech-
nungsvorschriften durch den Benutzer besteht, kann im Allgemeinen nicht davon ausgegan-
gen werden, dass das in Kapitel 6–8 entwickelte, in der Praxis oft mehrere Kennzahlenziele
umfassende, KBM Eigenschaften wie Linearität, Konvexität oder stetige Differenzierbarkeit
aufweist. Von Interesse sind daher in erster Linie Optimierungsverfahren, die Extremstellen
beliebiger nichtlinearer, multivariater Funktionen auffindbar machen.
Dieses Kapitel widmet sich daher vornehmlich der nichtlinearen Optimierung, deren Probleme
im Allgemeinen als die am schwierigsten zu bewältigenden gelten (Geiger und Kanzow 2002,
S. 13).
4.4 Nichtlineare Optimierung
Während der optimale Funktionswert eines linearen Optimierungsproblems, sofern er exis-
tiert, stets (auch) in den Eckpunkten eines durch die zulässige Menge gegebenen Polyeders
vorliegt (Geiger und Kanzow 2002, Kap. 3), können die Extremstellen nichtlinearer Zielfunk-
tionen sowohl am Rand als auch im Inneren von X liegen. Lösungsverfahren für nichtlineare
Probleme haben daher andere Optimalitätsbedingungen, d.h. Bedingungen, welche die Ex-
tremstellen auszeichnen und an denen diese von einem konkreten Optimierungsalgorithmus
erkannt werden können, zu berücksichtigen als Verfahren für lineare Probleme. Notwendige
Bedingungen (Necessary Conditions) werden von allen Minima resp. Maxima erfüllt und eignen
sich daher, zulässige Punkte bei Nichterfüllung als ein solches auszuschließen. Hinreichende
Bedingungen (Sufficient Conditions) zeigen an, dass es sich bei einem zulässigen Punkt, der sie
erfüllt, tatsächlich um ein Extremum des gesuchten Typs handelt, auch wenn letztere sie nicht
immer erfüllen. Notwendige und hinreichende Bedingungen (Necessary and Sufficient Conditi-
ons) hingegen zeigen an, dass es sich bei einem zulässigen Punkt genau dann um ein Minimum
bzw. Maximum handelt, wenn sie von ihm erfüllt werden. Einige von konkreten Lösungsver-
fahren eingesetzte Optimalitätsbedingungen beziehen sich sowohl auf die Werte der Zielfunk-
tion f als auch auf die ihrer (z.B. ersten und zweiten) partiellen Ableitungen.
4.4.1 Optimalitätsbedingungen im restringierten Fall
In der Literatur zur nichtlinearen Optimierung ist für den restringierten Fall eine Vielfalt unter-
schiedlicher Optimalitätsbedingungen zu finden, die sowohl auf innere Punkte als auch Rand-
punkte des zulässigen Bereichs anwendbar sind. Teilweise gehen diese von bestimmten Ei-
genschaften aus, welche die Zielfunktion und Constraint-Funktionen zu erfüllen haben. Die
Voraussetzung spezieller Regularitätsbedingungen bezüglich der Restriktionen wird in die-
sem Kontext als Restriktionsqualifikation (Constraint Qualification) bezeichnet. Verschiedene
Optimalitätskriterien werden z.B. von Avriel (1976) sowie Geiger und Kanzow (2002) bespro-
chen. Von nichtlinearen Verfahren verbreitet genutzt werden notwendige und hinreichende
Bedingungen, die sich auf die sog. Lagrange-Funktion eines Optimierungsproblems beziehen.
Auf dem Grundprinzip dieser Funktion basieren insbesondere auch die weiter unten in Ab-
schnitt 4.4.3 behandelten Penalty-Verfahren, welche von der im Rahmen der vorliegenden Ar-
beit entwickelten Kennzahlenprogrammierbibliothek zur Lösung restringierter nichtlinearer
Optimierungsprobleme eingesetzt werden.
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Ist ein Minimierungsproblem mit einer nichtlinearen Zielfunktion
f : X ⊂ Rn → R (4.11)
und ausschließlich Ungleichungsrestriktionen der Form
gi(x) ≤ 0, i ∈ {1, . . . ,m} (4.12)
xj ≥ 0 j ∈ {1, . . . , n} (4.13)
gegeben, dann heißt die Funktion
L(x, µ) = f (x) +
m
∑
i=1
µigi(x) x ∈ Rn, µ ∈ Rm (4.14)
Lagrange-Funktion des Minimierungsproblems (4.11)–(4.13). Sie kombiniert unter Einführung
zusätzlicher Variablen µ1, . . . , µm den Funktionswert der Zielfunktion mit den Funktionswer-
ten der Constraint-Funktionen an der Stelle x durch gewichtete Summierung. Die Komponen-
ten des Vektors µwerden dabei Lagrange-Multiplikatoren genannt (Domschke und Drexl 2005,
S. 188ff; Zimmermann 2005, S. 205ff; Avriel 1976, S. 18).
Ein Punkt (xˆ, µˆ)T ∈ (R+0 )n+m heißt Sattelpunkt der Lagrange-Funktion L(x, µ), wenn
L(xˆ, µ) ≤ L(xˆ, µˆ) ≤ L(x, µˆ)
für alle x ∈ (R+0 )n und µ ∈ (R+0 )m gilt. Ein Sattelpunkt (xˆ, µˆ)T minimiert hierbei die Funktion
L(x, µˆ) mit variablem x ∈ (R+0 )n und festem µˆ, während er die Funktion L(xˆ, µ) mit variablem
µ ∈ (R+0 )m und festem xˆ maximiert (Domschke und Drexl 2005, S. 188f).
Eine hinreichende, im Allgemeinen allerdings nicht notwendige, Bedingung für ein globales
Minimum lautet (Zimmermann 2005, S. 206; Domschke und Drexl 2005, S. 189; Avriel 1976,
S. 51):
Satz 4.1 Ist (xˆ, µˆ)T ∈ (R+0 )n+m Sattelpunkt der Lagrange-Funktion L(x, µ) des Minimierungspro-
blems (4.11)–(4.13), dann ist xˆ eine optimale Lösung desselben, d.h. ein globales Minimum von f .
Die folgenden Bedingungen sind notwendig für einen Sattelpunkt der Lagrange-Funktion
(Domschke und Drexl 2005, S. 190; Zimmermann 2005, S. 206; Ellinger et al. 2003, S. 211):
Satz 4.2 Sei (xˆ, µˆ)T ∈ (R+0 )n+m ein Sattelpunkt der Lagrange-Funktion des Minimierungsproblems
(4.11)–(4.13) und seien die Zielfunktion f sowie alle Constraint-Funktionen gi nach allen xj, j ∈ {1,
. . . , n} partiell differenzierbar. Dann gelten die folgenden als Karush-Kuhn-Tucker-Bedingungen (kurz:
KKT-Bedingungen) bezeichneten Eigenschaften:
1.
∂L(xˆ, µˆ)
∂xj
=
∂ f (xˆ)
∂xj
+
m
∑
i=1
µˆi
∂gi(xˆ)
∂xj
≥ 0, j ∈ {1, . . . , n}
2.
∂L(xˆ, µˆ)
∂µi
= gi(xˆ) ≤ 0, i ∈ {1, . . . ,m}
3.
n
∑
j=1
xˆj
∂L(xˆ, µˆ)
∂xj
=
n
∑
j=1
xˆj
(
∂ f (xˆ)
∂xj
+
m
∑
i=1
µˆi
∂gi(xˆ)
∂xj
)
= 0,
4.
m
∑
i=1
µˆi
∂L(xˆ, µˆ)
∂µi
=
m
∑
i=1
µˆigi(xˆ) = 0,
5. xˆj ≥ 0, j ∈ {1, . . . , n}
6. µˆi ≥ 0 i ∈ {1, . . . ,m}
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4.4.2 Numerische Verfahren zur nichtlinearen Optimierung
Ein denkbarer Ansatz zur Lösung eines nichtlinearen Optimierungsproblems besteht darin, ei-
ne Menge notwendiger Bedingungen für ein Extremum als Gleichungssystem herzunehmen
und es analytisch zu lösen. Die Punkte, die das Gleichungssystem lösen, sind Kandidaten für
ein globales Minimum resp. Maximum. Sind es endlich viele, so kann durch einen Vergleich
ihrer Funktionswerte festgestellt werden, welcher Punkt als globale Extremstelle des gesuchten
Typs anzunehmen ist. Nichtlineare Gleichungssysteme sind allerdings im ungünstigsten Fall
unentscheidbar, zudem besteht die Möglichkeit, dass ein solches unendlich viele Lösungen be-
sitzt, sodass die zugehörigen Funktionswerte nicht alle miteinander verglichen werden können
(Domschke und Drexl 2005; Avriel 1976). Enthält das zu lösende Gleichungssystem neben not-
wendigen Bedingungen für ein Extremum auch Bedingungen, die lediglich hinreichend sind,
dann ist nicht garantiert, dass der Punkt, an dem das reale globale Minimum bzw. Maximum
der Zielfunktion liegt, das Gleichungssystem überhaupt löst und als Kandidat in Betracht ge-
zogen wird. Eine solche rein analytische Vorgehensweise scheint daher im allgemeinen Fall
nicht ratsam. In der Praxis werden stattdessen verbreitet numerische Verfahren verwendet, die
sich der optimalen Lösung ausgehend von einem zulässigen Startpunkt schrittweise annähern.
Einige der bekanntesten Verfahren dieses Typs werden im Folgenden genannt.
Ableitungsbasierte Verfahren
Ein wichtiges Konzept der restringierten nichtlinearen Optimierung ist das der zulässigen
Richtung. Als zulässige Richtung (Feasible Direction) in einem Punkt x ∈ X wird ein vom Null-
vektor verschiedener Vektor d ∈ Rn bezeichnet, wenn eine reelle Zahl ε⋆ > 0 existiert, sodass
(x + ε · d) ∈ X für alle ε mit 0 ≤ ε < ε⋆ gilt. Ein Vektor d ∈ Rn ist also im Punkt x ∈ X eine zu-
lässige Richtung, wenn man von x aus einen endlich langen Schritt in die durch d gegebene
Richtung fortschreiten kann, ohne dabei den zulässigen Bereich zu verlassen. In einem inneren
Punkt des zulässigen Bereichs sind somit alle d ∈ Rn zulässige Richtungen, während in einem
Randpunkt von X sowohl zulässige als auch nicht zulässige Richtungen existieren (Zimmer-
mann 2005, S. 191f; Avriel 1976, S. 28f).
Ist die Zielfunktion f im Punkt x stetig differenzierbar, dann gibt der Gradient∇ f (x) an dieser
Stelle die Richtung des steilsten Anstiegs an, d.h. die Richtung, in welcher der Funktionswert
von x aus am stärksten steigt. Es ist analog −∇ f (x) die Richtung des steilsten Abstiegs. Die
Ableitung der Zielfunktion an der Stelle x ∈ Rn in eine beliebige Richtung d ∈ Rn ist gegeben
durch
D f (x; d) = dT∇ f (x) = lim
ε→0
f (x + ε · d)− f (x)
ε
.
Bildet ein Richtungsvektor d ∈ Rn mit dem Gradienten der Zielfunktion in x einen stumpfen
Winkel, d.h., es ist
dT∇ f (x) < 0, (4.15)
dann existiert ein ε⋆, sodass für alle εmit 0 < ε ≤ ε⋆
f (x + ε · d) < f (x)
gilt. Es ist also d eine Abstiegsrichtung in x, wenn (4.15) erfüllt ist (Zimmermann 2005, S. 191f;
Avriel 1976, S. 28f, S. 442f).
Ein mögliches Grundschema schrittweiser numerischer Verfahren zur Lösung nichtlinearer
Minimierungsprobleme ist es, eine endliche Folge {xk}, 0 ≤ k ≤ k⋆ von Vektoren xk ∈ Rn zu
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finden, sodass f (xk+1) < f (xk) für alle k < k⋆ gilt. Von einem initialen Ausgangspunkt x0 wer-
den also Folgepunkte gesucht, sodass der Funktionswert bei jedem Schritt streng monoton
sinkt und xk
⋆
möglichst nahe an einem realen globalen Minimum der Zielfunktion liegt. Bei ei-
nem restringierten Problem kann an einem zulässigen Punkt x0 ∈ X begonnen werden und pro
Schritt eine zulässige Abstiegsrichtung dk ∈ Rn und eine Schrittlänge εk ∈ R gesucht werden,
sodass vom Punkt xk ∈ X zu einem zulässigen Folgepunkt xk+1 = xk + εk · dk ∈ X fortgeschrit-
ten wird. Die auf Cauchy zurückgehende Methode des steilsten Abstiegs (Method of Steepest
Descent) für unrestringierte Probleme wählt als Abstiegsrichtung dk stets −∇ f (xk) und somit
als Folgepunkt in jedem Schritt
xk+1 = xk − εk · ∇ f (xk),
wobei für εk der Wert des kleinsten ε ≥ 0 zu wählen ist, der das eindimensionale Optimie-
rungsproblem
minε f (xk − ε · ∇ f (xk)) (4.16)
mit festem xk und variablem ε löst.15 Das Verfahren ist abzubrechen, sobald für ein kleines
vorgegebenes δ ≥ 0
‖∇ f (xk)‖ ≤ δ (4.17)
erfüllt ist, der Gradient der Zielfunktion an der Stelle x also (nahezu) verschwindet (Avriel
1976, S. 291ff; Zimmermann 2005, S. 195ff). Das Verfahren stoppt bei geeignet klein gewähltem
δ somit in der Nähe eines lokalen Minimums und eignet sich daher zur lokalen Optimierung.
Verläuft die Zielfunktion in einer größeren Umgebung eines Minimums sehr flach und wird
für δ ein zu großer Wert gewählt, dann besteht die Möglichkeit, dass das Verfahren bereits in
einem Punkt xk
⋆
stoppt, welcher noch sehr weit von diesemMinimum entfernt ist. Im Vergleich
mit anderen numerischen Optimierungsverfahren legt das Verfahren des steilsten Abstiegs ein
eher langsames Konvergenzverhalten an den Tag (Avriel 1976, Kap. 10; Zimmermann 2005,
S. 196f).
DasNewton-Verfahren ist ein klassischer Ansatz, umNullstellen von Funktionen durch schritt-
weise Annäherung aufzufinden. Es bietet sich z.B. in Fällen an, bei denen eine rein analytische
Lösung dieser Aufgabe nicht einfach möglich ist, und erfordert dass die betrachtete Funkti-
on mindestens einmal stetig differenzierbar ist. Im Rahmen der nichtlinearen Optimierung
ohne Restriktionen sind die Nullstellen der ersten partiellen Ableitungen der (dann mindes-
tens zweimal stetig differenzierbaren) Zielfunktion von Interesse, da das Verschwinden des
Gradienten eine notwendige Bedingung für ein lokales Extremum ist. Das Newton-Verfahren,
welches in jedem betrachteten Punkt xk die Berechnung und Invertierung der Hesse-Matrix
erfordert, garantiert nicht, dass die Funktionswerte der Näherungspunkte mit jedem Schritt
monoton fallen. Für ein k ist sowohl f (xk+1) < f (xk) als auch f (xk+1) ≥ f (xk) möglich. Es ist
daher im allgemeinen Fall nicht garantiert, dass das Verfahren gegen einen Extrempunkt des
gesuchten Typs konvergiert, bzw. überhaupt konvergiert, auch wenn ein solcher Punkt exis-
tiert. Liegt der Startpunkt x0 nicht ausreichend nahe genug am gesuchten Minimum, so kann
es passieren, dass sich dass Verfahren einem lokalen Maximum statt einem lokalen Minimum
annähert.16 Wird in einem Schritt die Hesse-Matrix ∇2 f (xk) singulär, dann muss das Verfah-
ren abgebrochen werden, weil der nächste Schritt nicht wohldefiniert ist (Avriel 1976, S. 288ff;
Zimmermann 2005, S. 197ff).
15Für geeignete eindimensionale Optimierungsverfahren zur Lösung des Problems (4.16) siehe z.B. Avriel (1976,
Kap. 8) und Moré und Thuente (1994).
16Eine geeignete Wahl der Schrittweite, mit der dies verhindert werden kann, wird u.a. von Avriel (1976) vorgestellt.
65
Neben der Tatsache, dass das Newton-Verfahren nicht immer gegen ein Optimum konver-
giert, besteht ein wesentlicher Nachteil dieses Algorithmus darin, dass in jedem Iterations-
schritt die Hesse-Matrix der Zielfunktion berechnet werden muss. Da diese n2 Komponenten
besitzt, steigt der für ihre Erzeugung erforderliche Rechenaufwand ebenfalls quadratisch mit
n. Bei großen n kann dies die Gesamtperformanz des Verfahrens stark negativ beeinflussen.
Der Ansatz von Variable-Metrik-Verfahren (in der Literatur auch als Quasi-Newton-Verfahren
bezeichnet) ist es daher, die Hesse-Matrix ∇2 f (xk) resp. die inverse Hesse-Matrix [∇2 f (xk)]−1
durch eine Matrix Hk ∈ Rn×n anzunähern. Diese Methoden setzen eine mindestens einmal ste-
tig differenzierbare Zielfunktion voraus und eignen sich ebenfalls für die unrestringierte lo-
kale Optimierung. Es existiert eine Vielzahl verschiedener Variable-Metrik-Ansätze, die sich
alle darin unterscheiden, wie Hk in jedem Schritt gebildet wird (Powell 1972; Avriel 1976,
Kap. 11; Zimmermann 2005, S. 200ff). Verbreitete Varianten sind das Davidon-Fletcher-Powell-
Verfahren, kurz DFP, (Geiger und Kanzow 1999; Avriel 1976, S. 323; Powell 1972; Bard 1968)
und das Broyden-Fletcher-Goldfarb-Shanno-Verfahren, kurz BFGS (Avriel 1976, S. 333; Zim-
mermann 2005, S. 201). Letztgenanntes wird bezüglich seiner numerischen Eigenschaften in
der Praxis als eines der erfolgreichsten Variable-Metrik-Verfahren angesehen (Geiger und Kan-
zow 1999, Kap. 11). Ein numerischer Vergleich des Konvergenzverhaltens unterschiedlicher
Quasi-Newton-Verfahren anhand von Testläufen auf einigen Referenz-Zielfunktionenwird z.B.
von Dixon (1972) sowie Geiger und Kanzow (1999, S. 183ff) vorgenommen.
Eine weitere ableitungsbasierte numerische Methode zur Lösung unrestringierter nichtlinea-
rer Minimierungsprobleme ist das Verfahren der konjugierten Gradienten (Conjugate Gradient
Method). Dieses konvergiert mindestens genau so schnell gegen ein Optimum der Zielfunk-
tion wie das oben beschriebene Verfahren des steilsten Abstiegs und unter bestimmten Re-
gularitätsbedingungen deutlich schneller. Es kann bezüglich der Konvergenzgeschwindigkeit
im allgemeinen Fall aber nicht mit Ansätzen wie den Variable-Metrik-Verfahren konkurrieren.
Für eine detaillierte Besprechung einschließlich Herleitung und Konvergenzbetrachtung siehe
Avriel (1976, S. 299ff).
Für nichtlineare Optimierungsproblememit quadratischer Zielfunktion und affin-linearen Con-
straint-Funktionen gi, hj existieren spezielle Verfahren zur quadratischen Optimierung, mit de-
nen sie gut gelöst werden können (Geiger und Kanzow 2002, S. 197ff; Avriel 1976, S. 437ff;
Zimmermann 2005, S. 208ff). Für allgemeine restringierte nichtlineare Probleme stellt laut Gei-
ger und Kanzow (2002, S. 234ff) die Klasse der sog. SQP-Verfahren (Abkürzung für Sequenti-
al Quadratic Programming) einen der leistungsfähigsten Lösungsansätze dar. SQP-Algorithmen
entwickeln eine Punktfolge, indem sie in jedem Punkt xk die Zielfunktion durch eine quadra-
tische Funktion und die nichtlinearen Constraint-Funktionen durch affin-lineare Funktionen
approximieren. Als Folgepunkt xk+1 wird dann die Lösung des so gebildeten quadratischen
Problems verwendet. Um ein in der Praxis sinnvoll einsetzbares SQP-Verfahren zu erhalten,
müssen dabei eine Reihe von Details und Sonderfällen berücksichtigt werden. Beispielsweise
kann es bei einer zu einfachen Umsetzung vorkommen, dass der zulässige Bereich des qua-
dratischen Teilproblems leer ist oder eine Schrittweite, die erforderlich wäre, um eine optimale
Lösung des Teilproblems zu erhalten, vom Algorithmus nicht angenommen wird. Die für ein
Verfahren, welches diese Probleme vermeidet, erforderlichen theoretischen Grundlagen fallen
vergleichsweise umfangreich aus. Für eine Einführung in diese Thematik sowie weiterführen-
de Literaturreferenzen siehe Geiger und Kanzow (2002, S. 234–278).
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Abbildung 4.5: Nicht stetig differenzierbare Funktion (Quelle: Price et al. 2005, S. 11).
Direkte Optimierungsverfahren
Die bisher besprochenen Methoden zur nichtlinearen Optimierung verfolgen alle das Ziel, ei-
ne Folge von Einzelpunkten einem gesuchten Minimum anzunähern und werten zu diesem
Zweck die partiellen Ableitungen der Zielfunktion aus. Diese Verfahren konvergieren nur dann
gegen ein globales Minimum einer differenzierbaren multimodalen Zielfunktion, wenn der
Startpunkt x0 hinreichend nahe an einem solchen liegt. Sie eignen sich daher grundsätzlich zur
lokalen Optimierung. Probleme sind mit ihnen zu erwarten, wenn die Zielfunktion nicht ste-
tig differenzierbar ist. Um dies zu veranschaulichen, sei ein Funktionsbeispiel aus Price et al.
(2005, S. 11) gegeben. Abbildung 4.5 zeigt einen Plot17 der Funktion
f (x) =
⌊10 · (10− e−((x1)2+3(x2)2))⌋
10
, x ∈ R2 (4.18)
es handelt sich hierbei um eine durch Abrundung quantisierte Version der in Abbildung 4.3
dargestellten Funktion (4.10). In allen Punkten x, an denen die Funktion differenzierbar ist,
existiert keine Abstiegsrichtung, da dort stets ∇ f (x) = (0, . . . , 0)T gilt. Die oben behandelten
Verfahren würden somit bereits im ersten Schritt aufgrund der Gradienten (0, . . . , 0)T termi-
nieren oder mangels Differenzierbarkeit scheitern.
Eine leicht andere Herangehensweise als obige Methoden verfolgten die sog. direkten Opti-
mierungsverfahren (Direct Optimization Methods), welche vollständig ohne partielle Ableitungen
arbeiten. Diese können insbesondere auch in Fällen eingesetzt werden, in denen nicht einmal
eine vollständige Berechnungsvorschrift der Zielfunktion vorliegt, wie z.B. in Anwendungs-
17Die schrägen Flächen in der Abbildung sind auf eine technische Beschränkung resp. Interpolation durch die Funk-
tionsplottingsoftware gnuplot zurückzuführen. Wenngleich hierdurch der Eindruck entsteht, die partiellen Ablei-
tungen der Zielfunktion würden an einigen Stellen positive reellzahlige Beträge annehmen, ist dies nicht der Fall.
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szenarien, in denen f durch ein technisches System gegeben ist, welches sich bezüglich der
Bestimmung der Funktionswerte f (x) wie eine Blackbox verhält.18
Zu den direkten Optimierungsalgorithmen gehört das Verfahren von Nelder und Mead, wel-
ches anstelle einer Einzelpunktfolge eine Folge von Punktmengen erzeugt. Diese bestehen je-
weils aus n + 1 Punkten, deren konvexe Hülle ein n-dimensionales Polyeder (Simplex) bildet.
Das Verfahren wird daher in der Literatur z.T. auch als Simplex-Verfahren zur nichtlinearen
Optimierung bezeichnet, wenngleich es mit dem weitläufig bekannten Simplex-Verfahren zur
linearen Optimierung ansonsten wenig gemein hat. Eine detaillierte Besprechung dieser Me-
thode findet sich bei Avriel (1976, S. 245ff) sowie Price et al. (2005, S. 23ff). Ähnlich wie der
Erfolg der besprochenen gradientenbasierten Optimierungsmethoden z.T. von der Wahl des
Startpunktes abhängig ist, wird der Erfolg des Verfahrens von Nelder und Mead nicht uner-
heblich von der Lage und Ausrichtung des initialen Polyeders beeinflusst. Anders als die gra-
dientenbasierten Methoden ist das Verfahren indes in der Lage, bei geeigneter Positionierung
des Startsimplex das globaleMinimumder nichtdifferenzierbaren Funktion (4.18) aufzufinden.
Es hat sich allerdings bei Problemen mit einer größeren Anzahl an Variablen, z.B. n ≥ 10, als
vergleichsweise ineffizient herausgestellt. Ist die Zielfunktion stetig differenzierbar, so weisen
gradientenbasierte Methoden wie die Variable-Metrik-Verfahren aufgrund der ihnen zur Ver-
fügung stehenden zusätzlichen Informationen über den Funktionsverlauf üblicherweise ein
deutlich besseres Konvergenzverhalten auf (Avriel 1976).
Ebenfalls eine Folge von Punktmengen generieren Optimierungsmethoden, die der Klasse der
evolutionären Algorithmen angehören. Die Punktmengen werden bei diesen Verfahren als Po-
pulation bezeichnet und in mehreren Generationen durch Rekombination ihrer Elemente un-
tereinander sowie Erzeugung individueller Abweichungen, in diesem Kontext Mutation ge-
nannt, entwickelt. Als Vertreter dieser Klasse von Verfahren wird im nächsten Abschnitt der
Differential-Evolution-Algorithmus nach Price, Storn und Lampinen (Storn und Price 1997; Pri-
ce et al. 2005) im Detail betrachtet, der auch in der Kennzahlenprogrammierbibliothek und
der experimentellen Evaluation der vorliegenden Arbeit zum Einsatz kommt. Auch er arbeitet
vollständig ohne Ableitungen und ist daher wie das Verfahren von Nelder und Mead für nicht
stetig differenzierbare Zielfunktionen geeignet. In dem Buch von Price et al. (2005) finden sich
Verweise auf weitere direkte Methoden, die ebenfalls eine Punktmenge über mehrere Gene-
rationen resp. Zeitpunkte entwickeln und dort in Testläufen mit Differential Evolution (kurz:
DE) verglichen werden. Die ebenda aufgezeigte Performance, die der DE-Algorithmus für ei-
nige nichtlineare, multimodale, nicht stetig differenzierbare Benchmark-Zielfunktionen erzielt,
war – zusammen mit seiner konzeptionellen Einfachheit und damit leichten Implementierbar-
keit – hauptausschlaggebend für den Einsatz dieses Verfahrens im Rahmen der vorliegenden
Arbeit.
Eng mit evolutionären Optimierungsalgorithmen verwandt sind schwarmbasierte Verfahren
wie die Partikelschwarmoptimierung (Particle Swarm Optimization, kurz: PSO) nach Eberhart
und Kennedy, die sich biologisch inspiriert am Flugverhalten von Vogelschwärmen orientiert,
sowie der Self-Regulated-Swarm-Algorithmus (kurz: SRS) nach Ramos, Fernandes und Rosa,
welcher Ameisenvölker zum Vorbild hat, die ihre Umgebung mit Pheromonen markieren. Für
Details zu diesen siehe Kennedy und Eberhart (1995); Hu und Eberhart (2002) bzw. Ramos
et al. (2006). Diese direkten Methoden haben gemein, dass sie die Zielfunktion, abhängig von
der gewählten Populationsgröße, üblicherweise deutlich häufiger auswerten müssen als z.B.
Variable-Metrik-Verfahren (nicht selten mehrere Tausend Mal) und daher in der Praxis nur
sinnvoll einsetzbar sind, wenn die Berechnung des Funktionswerts in einem Punkt vergleichs-
weise wenig Rechenzeit in Anspruch nimmt (Neumaier 2004; Neumaier et al. 2005).
18Siehe z.B. Tenne et al. (2011) für einen konkreten Anwendungsfall einer solchen Blackbox-Optimierung.
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Intervallbasierte Verfahren
Neben Optimierungsmethoden, die eine Folge von Einzelpunkten oder von endlichen, unzu-
sammenhängenden Punktmengen entwickeln, existieren Verfahren, welche die Lösungen des
Optimierungsproblems mit Folgen von Mengen (alternativ: von Listen) von n-dimensionalen
Vektoren reeller Intervalle, d.h. Folgen von Vereinigungen von Hyperrechtecken (Boxen) im
Rn, nach und nach enger einschachteln. Das grundlegende Funktionsprinzip der meisten die-
ser Algorithmen wird von Ratschek und Voller (1991) beschrieben: Begonnen wird mit einer
Liste, die zunächst eine einzige Box enthält, welche einen möglichst großen Teil der zulässi-
gen Menge abdeckt. In jedem Iterationsschritt können drei wesentliche Grundoperationen auf
dieser Liste durchgeführt werden. Erstens kann eine der Boxen senkrecht zu einer der n Koor-
dinatenachsen in mehrere – üblicherweise zwei, seltener drei – nicht notwendigerweise gleich
große Teilboxen partitioniert und in der Liste durch diese ersetzt werden. Dieser Vorgang wird
in der Terminologie der intervallbasierten Optimierungsverfahren als Sektion (Bisektion, Tri-
sektion) bezeichnet.19 Zweitens können einzelne Boxen eliminiert (d.h. aus der Liste gelöscht)
werden, wenn bewiesen werden kann, dass sie keine Lösungen des Optimierungsproblems
enthalten.20 Drittens können einzelne Boxen kontrahiert (d.h. in ihrer Größe reduziert) wer-
den, wenn dabei sichergestellt ist, dass die resultierende kleinere Box genau so viele Lösungen
des Optimierungsproblems enthält wie die größere Ausgangsbox zuvor.
Die drei Operationen können durch Einsatz verschiedener Techniken wie Constraint Consis-
tency, Constraint Propagation, Intervallarithmetik u.v.m. realisiert werden, woraus jeweils un-
terschiedliche Algorithmen resultieren. Neumaier (2004) gibt einen Überblick über die mög-
lichen Herangehensweisen samt einer Vielzahl an weiterführenden Literaturreferenzen. Ein
sehr umfangreiches Framework zur intervallarithmetikbasierten globalen Optimierung wird
von Hansen und Walster (2004) vorgestellt, die ebenfalls verwandte Arbeiten aufführen. Eini-
ge Verfahren, wie das von Hansen undWalster, arbeiten ableitungsbasiert, indem sie nach dem
oben erläuterten Grundschema versuchen, Nullstellen des Gradienten der Zielfunktion aufzu-
finden (beispielsweise durch Verwendung von am Newton-Verfahren orientierten Kontrakti-
onsoperatoren, vgl. Moore et al. 2009, Kap. 8; Hansen und Walster 2004, S. 169ff, S. 238ff; Ale-
feld 1984), bei anderen handelt es sich um direkte Verfahren, die die Zielfunktion als Blackbox
betrachten. Einen einfachen Branching-Ansatz ohne Intervallarithmetik verfolgt der, auch in
Neumaiers Artikel erwähnte, DIRECT-Algorithmus (Abkürzung für Dividing Rectangles) nach
Jones et al. (1993) und seine zahlreichen Erweiterungen (z.B. durch Di Pillo et al. 2015, die
restringierte Optimierungsprobleme unter Einsatz der unten in Abschnitt 4.4.3 besprochenen
exakten Penalty-Funktionen lösen).
Die theoretischen Grundlagen, auf denen moderne intervallbasierte Optimierer und Glei-
chungslöser aufsetzten sind äußerst umfangreich, vgl. u.a. die Bücher von Hansen undWalster
(2004); Jaulin et al. (2001); Moore et al. (2009); Rossi et al. (2006) und Neumaier (1991). In-
tervallarithmetik stellt ein zentrales Werkzeug des in der vorliegenden Arbeit entwickelten
Kennzahlenframeworks dar und wird daher nachfolgend in Kapitel 5 im Detail behandelt.
Wenngleich auch fortgeschrittene Constraint-Satisfaction-Techniken (Benhamou und Granvil-
liers 2006; Granvilliers und Benhamou 2006; Neumaier 1991; Jaulin et al. 2001) sehr hilfreich
für die Prüfung von Aktionsausführbarkeit in Planungsweltzuständen in Kapitel 9 sein kön-
nen, werden diese zugunsten einer thematischen Beschränkung in dieser Arbeit nicht näher
betrachtet. Eine Beschäftigungmit ihnen verbleibt für einemögliche zukünftigeWeiterentwick-
19Die Gesamtanzahl der durch Sektion erzeugten Boxen ist üblicherweise charakteristisch für den kombinatorischen
Aufwand des konkret eingesetzten Algorithmus, vgl. Jaulin et al. (2001, S. 103).
20Vergleiche etwa das αβ-Pruning bei der Suche in Spielbäumen (Russell und Norvig 2003, S. 165ff) für ein konzep-
tionell verwandtes Prinzip.
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lung der Kennzahlenprogrammierbibliothek und konkreter kennzahlenbasierter Planer. Durch
die Implementierung von intervallarithmetischen Versionen der Kennzahlen- und Zielfunk-
tionen sowie die automatische Berechnung des Intervallgradienten derselben unterstützt die
vorliegende Version der Kennzahlenbibliothek sowohl ableitungsbasierte als auch direkte in-
tervallbasierte Optimierungs- und Constraint-Satisfaction-Techniken. In der konkreten Umset-
zung des Softwareprototyps und bei seiner experimentellen Evaluation kommt allerdings, u.a.,
aufgrund der Vielseitigkeit und konzeptionellen Einfachheit dieser Methode, der im nächsten
Abschnitt beschriebene Differential-Evolution-Algorithmus zum Einsatz.
Differential Evolution
Im Folgenden wird, basierend auf der Beschreibung von Price et al. (2005), die Funktionsweise
des Differential-Evolution-Verfahrens, welches eine Folge von als Populationen bezeichneten
Punktmengen entwickelt, ausführlich vorgestellt. Dazu sei ein restringiertesMinimierungspro-
blem mit den Constraints
bLj ≤ xj ≤ bUj j ∈ {1, . . . , n}; bL, bU ∈ Rn (4.19)
gegeben, d.h., der Wert jeder Variablen xj des Optimierungsproblems sei auf ein geschlossenes
Intervall [bLj , b
U
j ] ⊂ R beschränkt. Die initiale Population P0 = {x0,0, . . . , x0,Np−1} ⊂ Rn, wobei
Np≥ 5 die konstante Populationsgröße für das gesamte Verfahren angibt, ist mit zufällig gene-
rierten Punkten aus dem zulässigen Bereich zu füllen:
x0,ij = randi,j(0, 1) · (bUj − bLj ) + bLj i ∈ {0, . . . ,Np − 1}, j ∈ {1, . . . , n}.
Hierbei ist randi,j(0, 1) ein Zufallsgenerator, der für x
0,i
j einen zufälligen Wert aus dem Inter-
vall [0, 1) ⊂ R liefert. Bei unrestringierten Problemen sind zur Erzeugung der Startpopulation
geeignete Vektoren bL, bU zu wählen, die den Bereich festlegen, in dem die initialen Punkte zu
verteilen sind. Idealerweise ist dies der beschränkte Bereich, in dem das globale Minimum der
Zielfunktion vermutet wird.
In jedem Iterationsschritt k des Verfahrens wird nun eine Nachfolgepopulation Pk+1 aus der Po-
pulation Pk erzeugt, bis ein bestimmtes Abbruchkriterium erfüllt ist. Zunächst wird hierzu aus
Pk eine Zwischenpopulation Pˆk = {vk,0, . . . , vk,Np−1} ⊂ Rn durch sog. Differenzmutation (Diffe-
rential Mutation) erzeugt. Ein Mutant vk,i wird gebildet, indem ein Basisvektor xk,a ∈ Pk zufäl-
lig ausgewählt wird und auf diesen eine skalierte Differenz zwischen zwei weiteren Punkten
xk,b, xk,c ∈ Pk aufgeschlagen wird. Es ist
vk,i = xk,a + α(xk,b − xk,c), a 6= b 6= c 6= i (4.20)
wobei α ∈ (0, 1) ein für das gesamte Verfahren konstanter Skalierungsfaktor ist und a, b, c ∈ {0,
. . . ,Np − 1} für jedes i ∈ {0, . . . ,Np − 1} und k zufällig neu zu wählen sind. Abbildung 4.6
veranschaulicht auf der linken Seite die Bildung eines solchen Mutanten bei n = 2. Die mögli-
chen skalierten Vektordifferenzen α(xk,b − xk,c), die so aus einer Beispielpopulation aus Np = 5
Punkten hervorgehen können, zeigt Abbildung 4.7.
Eine zweite Zwischenpopulation ˆˆPk = {uk,0, . . . , uk,Np−1} ⊂ Rn ist nun durch Rekombination,
auch Crossover genannt, der Elemente von Pk mit denMutanten aus Pˆk zu erzeugen. Ein Vektor
uk,i wird aus den Vektoren xk,i ∈ Pk und vk,i ∈ Pˆk gebildet, indem per Zufall entschieden wird,
welche seiner Komponenten von welchem der beiden Vektoren zu übernehmen ist. Mindes-
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α(xk,b − xk,c)
xk,c
xk,b
xk,a
vk,i = xk,a + α(xk,b − xk,c)
Mutation
α(xk,b − xk,c)
vk,i = uk,i
uˆk,i
xk,b
xk,c
xk,a
xk,i
ˆˆuk,i
Mutation + Crossover
x2 x2
x1 x1
Abbildung 4.6:Mutation und Crossover bei Differential Evolution (nach Price et al. 2005,
S. 39f).
xk,1
xk,2
xk,3
xk,4
xk,0
Abbildung 4.7: Population aus fünf Punkten und die 20 aus ihr resultierenden skalierten Vek-
tordifferenzen bei Differential Evolutionmit α = 12 (nach Price et al. 2005, S. 74).
tens eine Komponente muss dabei vom Mutanten vk,i stammen, um den Punkt xk,i nicht zu
duplizieren. Es ist
uk,ij =
v
k,i
j falls randk,i,j(0, 1) ≤ β oder j = rk,i
xk,ij sonst,
i ∈ {0, . . . ,Np − 1},
j ∈ {1, . . . , n},
wobei randk,i,j(0, 1) erneut eine Zufallsfunktion ist, die für u
k,i
j einen zufälligenWert aus [0, 1) ⊂
R liefert, und rk,i ein für jedes i ∈ {0, . . . ,Np − 1} und k zufällig gewählter Komponentenindex
aus {0, . . . , n} ist. Die Konstante β ∈ [0, 1] legt die Crossover-Wahrscheinlichkeit für das gesam-
te Verfahren fest. Abbildung 4.6 zeigt auf der rechten Seite die drei möglichen Vektoren uk,i,
uˆk,i und ˆˆuk,i, die auf diese Weise im Fall n = 2 via Crossover aus einem xk,i und vk,i entstehen
können.
Die Nachfolgepopulation Pk+1 entsteht nun durch einen Selektionsprozess, der für jedes i ent-
weder den alten Punkt xk,i oder den durch Mutation und Crossover generierten neuen Punkt
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uk,i für die nächste Generation k + 1 auswählt, je nachdem welcher von beiden den kleineren
Funktionswert aufweist. Es ist
xk+1,i =
{
uk,i falls f (uk,i) ≤ f (xk,i) und uk,i ∈ X
xk,i sonst.
(4.21)
Hierbei wird ein Vektor uk,i für die Nachfolgepopulation insbesondere dann abgelehnt, wenn
das Optimierungsproblem durch Constraints der Form (4.19) restringiert ist und er außerhalb
des so definierten zulässigen Bereichs liegt.
Price, Storn und Lampinen schlagen mehrere alternative Abbruchbedingungen für das Ver-
fahren vor. Ist aus dem konkreten Anwendungskontext heraus der optimale Funktionswert
bekannt, nur nicht an welcher Stelle der Zielfunktion er vorliegt, dann kann abgebrochen wer-
den, sobald die aktuelle Population einen Vektor enthält, dessen Funktionswert nach den An-
forderungen des Anwendungsszenarios ausreichend nahe am optimalenWert liegt. Ist letzterer
nicht bekannt, dann ist es denkbar, den Iterationsprozess z.B. dann zu stoppen, sobald die Dif-
ferenz zwischen dem kleinsten und größten Funktionswert innerhalb der Population unter ein
vorgegebenes kleines δ > 0 fällt. Dieses Kriterium kann allerdings, ähnlich wie ein Gradient
mit zu kleiner euklidischer Norm bei der Methode des steilsten Abstiegs, zu einer frühzei-
tigen Termination des Verfahrens führen, wenn sich die vollständige aktuelle Population in
einer sehr flach verlaufenden Region der Zielfunktion befindet, die aber vom realen Optimum
sowohl bezüglich der euklidischen Distanz als auch des Funktionswerts noch relativ weit ent-
fernt ist. Alternativ kann der Algorithmus beendet werden, sobald die euklidische Norm der
längsten Vektordifferenz innerhalb der Population unter ein vorgegebenes δ > 0 fällt. Zudem
kann eine maximale Anzahl an Generationen oder eine maximale Rechenzeit vorgegeben wer-
den, nach deren Erreichen die Suche abzubrechen ist. Dies eignet sich insbesondere für Anwen-
dungsszenarien, in denen nur begrenzte Rechenzeit zur Lösung des Problems zur Verfügung
steht und vor dem Hintergrund der beschränkten Rationalität nach Simon (1959) Abstriche in
der Genauigkeit des Ergebnisses hinnehmbar sind.21 Darüber hinaus empfiehlt es sich, den
Algorithmus zu beenden, wenn eine bestimmte Anzahl an Generationen in Folge im Selekti-
onsprozess kein neuer Vektor uk,i mehr angenommen wurde. Hierbei ist darauf zu achten, dass
diese Zahl nicht zu klein gewählt wird, da es in der Praxis durchaus vorkommen kann, dass
sich aufgrund der Zufälligkeit bei der Bildung der Vektoren uk,i die Population über mehrere
Generationen nicht verändert, sich danach aber weiterentwickelt (Price et al. 2005).
Viele der in Price et al. (2005) evaluierten Testfunktionen werden dort erfolgreich mit einem
Skalierungsfaktor α ≥ 12 optimiert, in Beispielen verwenden die Autoren häufig α = 0,9. Die
Populationsgröße Np ist abhängig von der Dimensionalität und Komplexität der Zielfunkti-
on zu wählen. Für zweidimensionale unimodale Funktionen können sich bereits Werte um
die Np = 10 eignen, während für multimodale Funktionen mit n ≥ 10 Werte wie Np = 100,
Np = 200 oder gar Np = 1600 empfehlenswert sein können. Abhängig von der Zielfunktion
muss hier gegebenenfalls ein wenig mit unterschiedlichen Populationsgrößen experimentiert
werden. Werden die Vektoren bL, bU in Gleichung (4.19) so gewählt, dass die initiale Popula-
tion in dem Bereich verteilt wird, in welchem sich auch das globale Optimum befindet, dann
sind die Chancen sehr gut, dass das Verfahren schließlich auch gegen dieses konvergiert. Dies
unterscheidet Differential Evolution von den bisher besprochenen Ansätzen, deren Ergebnis
bei multimodalen Zielfunktionen stark von der Position eines einzelnen initialen Startpunktes
(oder Polyeders beim Verfahren von Nelder und Mead) abhängig ist. Differential Evolution
21Diese Beschränkung von k bzw. der Rechenzeit auf einen maximalen Wert ist ebenfalls auf alle zuvor besprochenen
nichtlinearen Optimierungsverfahren übertragbar, die garantieren, dass in jedem Iterationsschritt keine Verschlech-
terung des bisher erreichten Ergebnisses erfolgt.
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eignet sich daher gut zur globalen Optimierung nichtlinearer Zielfunktionen, wenngleich eine
Konvergenz gegen ein globales Optimum nicht für jeden Lauf garantiert werden kann.
Die Wahl der Crossover-Wahrscheinlichkeit β ist davon abhängig zu machen, ob die Zielfunk-
tion separabel ist. Eine separable Funktion f : Rn → R kann als Summe von Teilfunktionen
f1, . . . , fn ausgedrückt werden mit f j : R→ R, j ∈ {1, . . . , n} und
f (x) =
n
∑
j=1
f j(xj). (4.22)
Eine solche Funktion besitzt die Eigenschaft, dass sie genau dann ein Optimum an der Stelle
x⋆ ∈ Rn aufweist, wenn für alle j ∈ {1, . . . , n} die eindimensionale Funktion f j an der Stelle x⋆j
ein Optimum aufweist.
Ist die Zielfunktion auf diese Weise zerlegbar, dann empfiehlt es sich laut Price et al. (2005), bei
der Erzeugung eines Vektors uk,i nur etwa eine Komponente vomMutanten vk,i zu übernehmen
und den Rest von xk,i unverändert zu kopieren. In diesem Fall eignet sich 0 ≤ β ≤ 0,2. Bei nicht
separablen Zielfunktionen müssen hingegen nicht selten mehrere Komponenten gleichzeitig
mutiert werden, um einen Vektor uk,i mit einem besseren Funktionswert als xk,i zu erhalten,
und die Autoren empfehlen 0,9 ≤ β ≤ 1.
Von Price et al. (2005) werden einige Variationen der hier beschriebenen Standardversion des
Verfahrens diskutiert, die sich z.B. darin unterscheiden, wie bei der Mutation die Indizes a, b, c
in Gleichung (4.20) gewählt werden, oder darin, dass der Skalierungsfaktor α für jeden Mutan-
tenvektor vk,i individuell leicht variiert wird (als Dither bezeichnet) resp. individuell für jede
Vektorkomponente vk,ij (dann Jitter genannt). Eine in dem Werk vorgenommene Evaluation
legt allerdings nahe, dass diese Variationen im Allgemeinen keine relevanten Vorteile gegen-
über dem beschriebenen Standardansatz mit sich bringen. Lediglich für einen Einzelfall aus
der praktischen Anwendung des Verfahrens berichten Price et al. über eine signifikant bessere
Performance durch den Einsatz von geringfügigem Jitter.
Damit über einfache Unter- und Obergrenzen der Gestalt (4.19) hinaus die zulässige Men-
ge des Optimierungsproblems mit beliebigen Restriktionen der Form (4.4) einschränkt wer-
den kann, setzt die in der Kennzahlenprogrammierbibliothek enthaltene Implementierung des
Differential-Evolution-Algorithmus die im nächsten Abschnitt vorgestellten exakten Penalty-
Funktionen ein.
4.4.3 Strafkostenverfahren für restringierte Probleme
Die oben genannten Methoden zur nichtlinearen Optimierung eignen sich alle zur Lösung un-
restringierter Minimierungs- resp. Maximierungsprobleme und berücksichtigen zunächst kei-
ne Beschränkung des zulässigen Bereichs durch Constraint-Funktionen. Lediglich die vorge-
stellte Version des Differential-Evolution-Algorithmus unterstützt einfache Intervallrestrikti-
onen der Form (4.19). Die in diesem Abschnitt besprochenen Strafkostenverfahren erlauben die
Überführung eines restringierten nichtlinearen Optimierungsproblems in eine Folge unrestrin-
gierter Probleme, die mit Methoden zur unrestringierten Optimierung lösbar sind. Die Lösun-
gen dieser Problemfolge nähern sich dabei einem (lokalen) Optimum des ursprünglichen, re-
stringierten Problems an.
Im Folgenden sei von einem Minimierungsproblem mit einer stetigen nichtlinearen Zielfunk-
tion
f : X ⊂ Rn → R (4.23)
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und Restriktionen der Form
gi(x) ≤ 0,
hj(x) = 0,
i ∈ {1, . . . ,m}
j ∈ {1, . . . , p} (4.24)
mit ebenfalls stetigen Constraint-Funktionen gi, hj ausgegangen. Es sei zudem
g+(x) = (max {0, g1(x)}, . . . , max {0, gm(x)} )T , g+(x) ∈ Rm
h(x) =
(
h1(x), . . . , hp(x)
)T
h(x) ∈ Rp.
Die Grundidee der Strafkostenverfahren ist es, ähnlich wie bei der in Abschnitt 4.4.1 vorge-
stellten Lagrange-Funktion, die ursprüngliche Zielfunktion des restringierten Problems mit
den Constraint-Funktionen zu einer alternativen unrestringierten Zielfunktion zu kombinie-
ren, welche mit einstellbarer Ausprägung ein erfolgtes oder drohendes Verlassen des zulässi-
gen Bereichs mit einer Erhöhung des Funktionswerts bestraft. Diese Funktion wird als Straf-
(kosten)funktion22 (Penalty Function) oder auch erweiterte Zielfunktion (Augmented Objective Func-
tion23) bezeichnet und anstelle der ursprünglichen Zielfunktion f optimiert. Es kann hierbei
zwischen äußeren und inneren Strafkostenverfahren bzw. -funktionen (Exterior und Interior Pen-
alty Function Methods) unterschieden werden. Liegt das Optimum des restringierten Problems
am Rand von X, dann nähern es erstere durch die von ihnen erzeugte Problemfolge von außer-
halb des zulässigen Bereichs an, während letztere dies aus dem Inneren des zulässigen Bereichs
tun. Innere Straffunktionen werden auch Barriere-Funktionen (Barrier Function) genannt, wohin-
gegen der Begriff Penalty-Funktion in der deutschsprachigen Literatur meist für äußere Straf-
funktionen verwendet wird (Geiger und Kanzow 2002, S. 206ff; Zimmermann 2005, S. 220ff;
Avriel 1976, Kap. 12).
Eine einfache Straffunktion ergibt sich durch die Verwendung einer sog. Brick Wall Penalty:
PB(x) = f (x) +
{
0 falls x ∈ X
+∞ falls x 6∈ X. (4.25)
Sie liefert einen unendlich großen Funktionswert für alle Punkte außerhalb des zulässigen Be-
reichs und wird indirekt in der Selektionsregel (4.21) bei Differential Evolution angewandt, in
welcher alle Kandidaten uk,i für die Nachfolgepopulation abgelehnt werden, die nicht Element
von X sind, d.h. mindestens eine Restriktion verletzen (vgl. Price et al. 2005, S. 203). Bei den an-
deren oben besprochenen Verfahren zur unrestringierten Optimierung, insbesondere bei den
gradientenbasierten, führt eine solche Straffunktion aufgrund ihrer Unstetigkeit am Rand von
X und den unendlich großen Funktionswerten außerhalb allerdings zu numerischen Proble-
men. Selbst dann, wenn man in (4.25) die unendlichen Strafkosten im Fall x 6∈ X durch einen
sehr hohen reellzahligen Wert ersetzt, wäre bei dieser Straffunktion nicht garantiert, dass eines
ihrer durch unrestringierte Verfahren gefunden Optima auch ein Optimum des ursprünglichen
restringierten Problems ist (Avriel 1976, S. 371).
Eine Penalty-Funktion ohne diese numerischen Probleme ist beispielsweise
P(x; α) = f (x) + α · ‖h(x)‖2 + α ·
m
∑
i=1
(max {0, gi(x)})2 .
Es wird dabei α > 0 als Penalty-Parameter bezeichnet (Geiger und Kanzow 2002, S. 207, S. 210).
Diese äußere Straffunktion ist genau dann stetig differenzierbar, wenn f sowie alle gi und hj
22Zum Beispiel von Geiger und Kanzow (2002).
23Zum Beispiel von Avriel (1976).
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Abbildung 4.8: Zielfunktion f und Penalty-Funktion P mit unterschiedlichen Werten für α
(nach Geiger und Kanzow 2002, S. 207).
stetig differenzierbar sind.24 Innerhalb des zulässigen Bereichs entspricht der Funktionswert
von P dem Funktionswert der ursprünglichen Zielfunktion f . Außerhalb von X schlägt die
Straffunktion pro verletzter Restriktion einen positiven Strafkostenwert auf den Funktionswert
von f auf, der um so größer ausfällt, je größer α gewählt ist. Zur Veranschaulichung sei das
Beispiel-Minimierungsproblem
f (x) = x2,
h1(x) = x− 1 = 0,
n = 1
m = 0, p = 1
(4.26)
aus dem Buch von Geiger und Kanzow (2002, S. 207) betrachtet. Wegen X = {1} ist seine op-
timale Lösung trivialerweise x⋆ = 1. Abbildung 4.8 zeigt für dieses Problem den Graphen der
Funktionen f und P bei unterschiedlichen Werten für α. Bei α = 12 liegt das globale Minimum
der Straffunktion noch relativ weit außerhalb des zulässigen Bereichs, während es sich bei
steigenden Werten für α immer weiter diesem und damit dem tatsächlichen Optimum des
restringierten Problems annähert. Dieses Verhalten ist für äußere Straffunktionen charakteris-
tisch (Geiger und Kanzow 2002).
Der Ansatz der sog. Sequential Unconstrained Minimization Technique (kurz: SUMT) ist es, das
unrestringierte Optimierungsproblem P(x; α) mit variablem x und konstantem α unter Ver-
wendung eines geeigneten Verfahrens mehrfach in Folge bei steigenden Werten für α zu lösen,
24Allerdings ist P für m > 0 nur noch einmal stetig differenzierbar, selbst wenn alle diese Funktionen mindestens
zweimal stetig differenzierbar sind. Bei der Auswahl eines geeigneten Verfahrens zur unrestringierten Optimierung
ist dies zu berücksichtigen.
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bis die Lösung nach den Anforderungen des Anwendungsszenarios ausreichend nahe am zu-
lässigen Bereich liegt. Man wähle ein initiales α0 > 0, z.B. α0 = 1, und einen initialen Punkt
x0 ∈ Rn, beispielsweise durch Bestimmung eines unrestringierten Minimums von f (d.h. unter
Nichtbeachtung der Restriktionen). In jedem Schritt k wird dann das unrestringierte Minimie-
rungsproblem P(x; αk) gelöst, z.B. durch Einsatz des oben erwähnten BFGS-Verfahrens. Bei
Verwendung einer punktfolgenorientierten Optimierungsmethode zu diesem Zweck verwen-
de man dabei xk als Startpunkt. Anschließend setze man xk+1 auf die von diesem Optimie-
rungsprozess gelieferte Lösung, wähle ak+1 > ak, z.B. ak+1 = 10 · αk, und fahre mit Schritt k+ 1
fort. Als Abbruchkriterium kann∥∥∥∥(max {0, g1(xk)}, . . . , max {0, gm(xk)}, h1(xk), . . . , hp(xk) )T∥∥∥∥ < δ (4.27)
für ein kleines vorgegebenes δ > 0 verwendet werden (Geiger und Kanzow 2002, S. 207f; Zim-
mermann 2005, S. 223ff; Avriel 1976, S. 383ff).
Ein Nachteil des Verfahrens ist, dass die gelieferten Punkte xk durch die Verwendung einer äu-
ßeren Straffunktion im Allgemeinen außerhalb des zulässigen Bereichs liegen, wenn das durch
sie angenäherte tatsächliche Optimum des restringierten Problems an dessen Rand liegt. Man
erhält alsomöglicherweise nie einen zulässigen Punkt xk, egal wie großman αwerden lässt. Ein
weiterer Nachteil besteht darin, dass der Penalty-Parameter auch nicht beliebig wachsen kann,
ohne dass dies in einer praktischen Implementierung aufgrund beschränkter Gleitkommaprä-
zision zu numerischen Problemen führt. Mit αwachsen auch die partiellen Ableitungen der auf
den Funktionswert von f aufgeschlagenen Penalty-Terme α(gi(x))2 und α(hj(x))2, während
der Gradient ∇ f (x) seine Größenordnung beibehält. Dies führt dazu, dass die Hesse-Matrix
der Straffunktion Pmit größer werdendem α zunehmend schlechter konditioniert ausfällt, was
das Auffinden einer (ausreichend genauen) Lösung des Minimierungsproblems P(x; αk) eben-
falls zunehmend erschwert. Beim Einsatz eines Variable-Metrik-Verfahrens droht die (appro-
ximierte) inverse Hesse-Matrix von P singulär zu werden (Avriel 1976, S. 410ff; Geiger und
Kanzow 2002, S. 212f; Lootsma 1972).
Barriere-Verfahren verwenden eine Straffunktion, die dafür sorgen soll, dass während des ge-
samten Optimierungsprozesses der zulässige Bereich nicht verlassen wird. Die von ihnen ge-
lieferten Näherungslösungen xk an das Optimum des restringierten Problems sind daher stets
zulässige Punkte. Innere Straffunktionen bestrafen bereits die Annäherung an den Rand von
X aus dessen Inneren mit einem Aufschlag von Strafkosten auf den Funktionswert von f und
weisen in den Randpunkten von X üblicherweise Polstellen auf.25 Dieser Ansatz erfordert,
dass der zulässige Bereich innere Punkte besitzt, was für p > 0 nicht der Fall ist, d.h., wenn
das restringierte ProblemGleichungsrestriktionen enthält. Letztere werden daher von Barriere-
Verfahren nicht unterstützt.26 Mögliche Barriere-Funktionen sind beispielsweise
B(x; α) = f (x)− α ·
m
∑
i=1
ln (−gi(x)) (4.28)
und
B(x; α) = f (x)− α ·
m
∑
i=1
1
gi(x)
. (4.29)
25Anders als bei den Penalty-Funktionen entspricht der Funktionswert einer Barriere-Funktion innerhalb des zuläs-
sigen Bereichs somit nicht mehr dem Funktionswert von f .
26Gleichungsrestriktionen müssen an eine Barriere-Funktion in Form von Penalty-Termen angehängt werden, wenn
sie benötigt werden. Man erhält dann eine gemischte Barriere-Penalty-Funktion (vgl. dazu z.B. Avriel 1976, S. 384f;
Lootsma 1972).
76
SUMT für innere Straffunktionen beginnt mit einem strikt zulässigen Punkt x0 ∈ X, d.h. einem
inneren Punkt von X – keinemRandpunkt, und einem initialenWert α0> 0. Nach jedem Schritt
k wird der Wert für α verringert, d.h. ak+1< ak gewählt, z.B. nach der Regel ak+1 = 12αk. Da alle
gelieferten Lösungen xk zulässige Punkte sind, eignet sich (4.27) nicht mehr als Abbruchkrite-
rium. Verwendet werden kann stattdessen
‖xk+1 − xk‖ < δ
für ein kleines vorgegebenes δ > 0. Barriere-Verfahren dieser Art sind allerdings ebenfalls von
den oben erwähnten numerischen Problemen aufgrund schlecht konditionierter Hesse-Ma-
trizen betroffen (Geiger und Kanzow 2002, S. 214; Avriel 1976, S. 378ff; Zimmermann 2005,
S. 222f).
Die beschriebenen Penalty- und Barriere-Verfahren liefern für xk im Allgemeinen keinen Rand-
punkt des zulässigen Bereichs und somit kein exaktes Optimum des ursprünglichen restrin-
gierten Problems, wenn dieses am Rand von X liegt, ganz gleich wie groß resp. klein man
α werden lässt. Exakte Penalty-Funktionen schaffen diesbezüglich Abhilfe. Für Straffunktionen
dieser Art existiert unter Erfüllung bestimmter Regularitätsbedingungen bezüglich f , gi, hj
stets eine positive reelle Zahl αˆ, sodass für alle α ≥ αˆ ihre Minima exakt an den gleichen Stellen
liegen wie bei der restringierten Zielfunktion f . Solche Funktionen sind u.a.
P1(x; α) = f (x) + α ·
p
∑
j=1
|hj(x)|+ α ·
m
∑
i=1
max {0, gi(x)}, (4.30)
P2(x; α) = f (x) + α ·
( p
∑
j=1
hj(x)
2 +
m
∑
i=1
max {0, gi(x)}
) 1
2
(4.31)
und
P∞(x; α) = f (x) + α ·max {0, |h1(x)|, . . . , |hp(x)|, g1(x), . . . , gm(x)}. (4.32)
Abbildung 4.9 zeigt für das Minimierungsproblem (4.26) den Graphen der Zielfunktion f und
der exakten Penalty-Funktion P1 bei unterschiedlichen Werten für α. Es ist leicht zu erkennen,
dass das globale Optimum von P1 bei α = 12 und α = 1 noch recht weit außerhalb des zuläs-
sigen Bereichs liegt, während es bei α = 5 bereits mit dem restringierten Minimum von f im
Punkt x⋆ = 1 zusammenfällt (Geiger und Kanzow 2002, S. 215ff).
Regularitätsbedingungen unter denen die Penalty-Funktionen (4.30)–(4.32) exakt sind, d.h., ih-
re Minima mit den Minima des restringierten Problems ab einem bestimmten αˆ > 0 zusam-
menfallen, sind z.B., dass f und alle gi konvex und stetig differenzierbar sind sowie alle hj
affin-linear, oder dass alle Constraint-Funktionen affin-linear sind und f stetig differenzier-
bar.27 Der SUMT-Algorithmus kann bei Verwendung einer exakten Penalty-Funktion in vielen
Fällen schon deutlich früher abgebrochen werden, als es mit einer normalen Penalty-Funktion
erforderlich wäre, um eine nach den Anforderungen des Anwendungsszenarios ausreichend
genaue Lösung zu erhalten. Bei geeigneter Wahl des initialen Parameterwerts α0 (z.B. durch
Abschätzung) kann dies bereits nach der ersten Iteration der Fall sein. Wie notwendigerweise28
alle exakten Penalty-Funktionen der Gestalt
Pπ(x; α) = f (x) + α · π(x) (4.33)
27Exaktheitsbeweise zu verschiedenen Regularitätsbedingungen sind bei Geiger und Kanzow (2002) zu finden.
28Siehe Geiger und Kanzow (2002) für einen Beweis dieser Eigenschaft exakter Penalty-Funktionen.
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Abbildung 4.9: Zielfunktion f und exakte Penalty-Funktion P1 mit unterschiedlichen Werten
für α (nach Geiger und Kanzow 2002, S. 219).
mit stetiger Funktion π : Rn → Rmit den Eigenschaften
π(x) ≥ 0 für alle x ∈ Rn,
π(x) = 0⇐⇒ x ∈ X
sind die Funktionen (4.30)–(4.32) allerdings insbesondere in am Rand von X liegenden Optima
x⋆ mit ∇ f (x⋆) 6= (0, . . . , 0)T nicht differenzierbar. Der Einsatz gradientenbasierter Methoden
zur unrestringierten Optimierung ist im Rahmen von SUMT mit exakter Penalty-Funktion da-
her problematisch bzw. nicht ohne weiteres möglich (Geiger und Kanzow 2002, S. 215ff; Avriel
1976, S. 388ff).
Eine Straffunktion, die sowohl stetig differenzierbar als auch exakt ist, wird vom sog. Multi-
plier-Penalty-Verfahren verwendet. Voraussetzung dabei ist, dass die Zielfunktion f sowie alle
Constraint-Funktionen gi und hj zweimal stetig differenzierbar sind. Die Funktion (Geiger und
Kanzow 2002, S. 233)
La(x,λ, µ; α) = f (x) + µTh(x) +
α
2
· ‖h(x)‖2
+
1
2α
·
m
∑
i=1
(
(max {0, λi + α · gi(x)})2 − (λi)2
)
mit x ∈ Rn, λ ∈ Rm, µ ∈ Rp, α ∈ R heißt erweiterte Lagrange-Funktion (Augmented Lagrangian)
oder auchMultiplier-Penalty-Funktion des restringierten Minimierungsproblems (4.23)–(4.24);
vgl. Geiger und Kanzow (2002, S. 228ff) und Avriel (1976, S. 400). Neben einem geeigneten
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α > αˆ muss das Multiplier-Penalty-Verfahren somit auch nach den optimalen Werten für die
Lagrange-Multiplikatoren λ und µ suchen (vgl. auch die etwas einfachere Lagrange-Funktion
in Abschnitt 4.4.1).
4.5 Multikriterienoptimierung
Das Ziel bei den oben betrachteten mathematischen Optimierungsproblemen ist es, durch den
Einsatz geeigneter Algorithmen einen zulässigen Punkt x ∈ X aufzufinden, in welchem eine
gegebene Zielfunktion der Form f : X ⊆ Rn → R ein lokales oder globales Optimum aufweist.
Eine wesentliche Eigenschaft dieser Zielfunktion ist, dass sie skalar ist. Angewandt auf ein vor-
liegendes Entscheidungsproblem modelliert eine solche Funktion die in Form einer einzelnen
reellen Zahl – ihrem Funktionswert – ausdrückbare quantitative Ausprägung einer bestimmten
Eigenschaft, die es im Rahmen des Entscheidungsprozesses zu maximieren oder minimieren
gilt. Sie repräsentiert daher ein einzelnes Entscheidungskriterium dergestalt, dass für jeweils
zwei verschiedene Parametervektoren x1, x2 ∈ X durch einen Vergleich ihrer Funktionswerte
y1 = f (x1), y2 = f (x2) anhand der auf den reellen Zahlen definierten strikten Totalordnung <
leicht festgestellt werden kann, ob einer der Vektoren gegenüber dem anderen zu bevorzugen
ist, um zu einem nach diesem Kriterium als besser geltenden Ergebnis zu gelangen, und wenn
ja, welcher.
Wie in der Einleitung dieser Arbeit aufgezeigt, sind in der Praxis nicht selten mehrere Ent-
scheidungskriterien gleichzeitig von Interesse, die z.T. in Konkurrenz miteinander stehen. Ein
autonomes Fahrzeug mag beispielsweise die Zielsetzung haben, von einem Ausgangspunkt
zu einem Zielort zu gelangen und dabei sowohl möglichst kurze Fahrtzeiten als auch mög-
lichst geringe Fahrtkosten anfallen zu lassen. Hat es die Wahl zwischen zwei Routen, die eine
mit kurzer Fahrtzeit und hohen Fahrtkosten (z.B. aufgrund eines höheren Treibstoffverbrauchs
und zusätzlich anfallenden Mautkosten), die andere mit einer langen Fahrtzeit und geringen
Fahrtkosten, dann ist zunächst trotz formulierter Zielkriterien nicht klar, welche von beiden zu
wählen ist. Da die Existenz mehrerer Bewertungskriterien dem in dieser Arbeit entwickelten
Kennzahlenframework aufgrund der formulierten Anforderungen inhärent ist, widmet sich
dieser Abschnitt der Suche nach möglichst »guten« Lösungen von Optimierungsproblemen
mit mehr als einem Zielkriterium. Für den Rest dieses Kapitels dient Ehrgott (2005) als Quelle.
Im Folgenden sei das restringierte Minimierungsproblemmit der aus den skalaren Komponen-
tenfunktionen
fk : X ⊆ Rn → R, k ∈ {1, . . . , q}, q > 1 (4.34)
zusammengesetzten Vektor-Zielfunktion
f : X ⊆ Rn → Y ⊆ Rq, f (x) =
 y1 = f1(x)...
yq = fq(x)
 (4.35)
unter den Nebenbedingungen
gi(x) ≤ 0, i ∈ {1, . . . ,m}, (4.36)
hj(x) = 0 j ∈ {1, . . . , p} (4.37)
betrachtet. Die zulässige Menge des Problems ist gegeben durch
X = { x ∈ Rn | (∀i∈{1,...,m} . gi(x) ≤ 0) ∧ (∀j∈{1,...,p} . hj(x) = 0) } (4.38)
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und die Bildmenge aller zulässigen Punkte x = X unter f ist
Y = { f (x) | x ∈ X } ⊆ Rq. (4.39)
Vorgegebenes Ziel dieses Problems ist es, die Komponentenfunktionen fk, k ∈ {1, . . . , q} zu
minimieren. Im Idealfall existiert ein Punkt x⋆ ∈ X, in dem alle Funktionen fk ein globales Mini-
mum aufweisen. Im Allgemeinen ist dies allerdings nicht der Fall und die Komponentenfunk-
tionen nehmen in unterschiedlichen Punkten ihren kleinsten Funktionswert an. Es ist somit
zunächst zu klären, unter welchen Bedingungen ein zulässiger Punkt eine akzeptable Lösung
des obigen Multikriterien-Optimierungsproblems darstellt. Vor diesem Hintergrund spielt der
Begriff der Pareto-Optimalität eine wichtige Rolle.
4.5.1 Dominanz und Pareto-Optimalität eines zulässigen Punktes
Bei einem gegebenen Multikriterien-Minimierungsproblem der Form (4.34)–(4.39) heißt es, ein
Parametervektor x1 ∈ X dominiert einen anderen Vektor x2 ∈ X, wenn fk(x1) ≤ fk(x2) für alle
k ∈ {1, . . . , q} gilt und die strikte Ungleichung fr(x1) < fr(x2) für mindestens ein r ∈ {1, . . . , q}
erfüllt ist. In diesem Fall heißt es auch, der Funktionswert f (x1) dominiert den Funktionswert
f (x2). Der dominierende Vektor x1 weist also für keine Komponentenfunktion von f einen
schlechteren (d.h. größeren) Funktionswert auf als der dominierte Vektor x2 und liefert für
mindestens eine Komponentenfunktion von f einen besseren (d.h. kleineren) Funktionswert.
Im Rahmen eines Entscheidungsproblems ist der dominierende Vektor dem dominierten vor-
zuziehen, da er bezüglich der vorgegebenen Kriterien als bessere Lösung anzusehen ist.
Ein zulässiger Punkt xˆ ∈ X heißt effizient bzw. pareto-optimal, wenn kein zulässiger Punkt
x ∈ X, x 6= xˆ mit fk(x) ≤ fk(xˆ) für alle k ∈ {1, . . . , q} und fr(x) < fr(xˆ) für mindestens ein
r ∈ {1, . . . , q} existiert, d.h., wenn er von keinem anderen zulässigen Punkt dominiert wird.
Der Funktionswert f (xˆ) ∈ Y eines solchen effizienten Punktes xˆ heißt nichtdominierter Punkt
(Nondominated Point) der Bildmenge Y. Die Menge aller effizienten Punkte xˆ ∈ X sei mit XE
bezeichnet, die Menge aller nichtdominierten Punkte f (xˆ) ∈ Ymit YN . XE wird effiziente Menge
(Efficient Set) und YN nichtdominierte Menge (Nondominated Set) genannt.29
Pareto-optimale Punkte sind bei derMultikriterienoptimierung daher von besonderem Interes-
se, weil ihr Funktionswert unter keiner Komponentenfunktion fk durch dieWahl eines anderen
zulässigen Punktes verbessert werden kann, ohne dass sich dabei der Funktionswert mindes-
tens einer anderen Komponentenfunktion verschlechtert. Effiziente Punkte können also als ak-
zeptable Lösung des Multikriterien-Minimierungsproblems betrachtet werden. Um ein solches
zu lösen, wird ein Verfahren benötigt, welches das Auffinden von effizienten Punkten gestattet.
Ein zulässiger Punkt ist nach obiger Definition genau dann effizient, wenn sein Funktionswert
ein nichtdominierter Punkt von Y ist. Abbildung 4.10 zeigt für q = 2 die Lage der nichtdo-
minierten Menge YN bei einer nichtkonvexen Bildmenge Y. Ein Vektor yˆ ∈ Y ist genau dann
Element von YN , wenn der Kegel
C≤(yˆ) = { y ∈ Rq | ∀k∈{1, ..., q} . yk ≤ yˆk }
außer y keine weiteren Punkte von Y enthält, wenn also
C≤(yˆ) ∩Y = { yˆ }.
In der Abbildung ist für den Punkt f (x) der Kegel C≤[( f (x)] in Form eines rechten Winkels
angedeutet. Bei einem Vektor yˆ ∈ Y handelt es sich somit um einen nichtdominierten Punkt,
29Definitionen nach Ehrgott (2005), andere Autoren verwenden eine z.T. abweichende Terminologie.
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Abbildung 4.10: Die Lage der nichtdominierten Zielfunktionswerte YN einer Bildmenge Y
(nach Ehrgott 2005, S. 25 und S. 35).
wenn in der Abbildung links unterhalb von ihm keine anderen Punkte von Y liegen. Nichtdo-
minierte Punkte sind stets Randpunkte vonY, denn ganz offensichtlich enthält der Kegel C≤(y)
für einen inneren Punkt y ∈ Y neben y stets noch weitere Punkte der Bildmenge.30 Ist Y eine
offene Menge, d.h. eine Menge ohne Randpunkte, dann ist YN = ∅ und für das zugehörige
Multikriterien-Problem existieren keine pareto-optimalen Parametervektoren.31 Wie in Abbil-
dung 4.10 zu sehen, ist die nichtdominierte Menge YN bei einer nichtkonvexen Bildmenge Y
nicht immer zusammenhängend.
Die nichtdominierte Menge wird von zwei Punkten begrenzt, dem idealen Punkt yI ∈ Rq und
dem Nadirpunkt yN ∈ Rq. Sie sind definiert als
yI = (yI1, . . . , y
I
q)
T mit yIk = min { fk(x) | x ∈ X }, k ∈ {1, . . . , q}, (4.40)
yN = (yN1 , . . . , y
N
q )
T mit yNk = max { fk(x) | x ∈ XE }, k ∈ {1, . . . , q}. (4.41)
Es ist also yIk ≤ yk und yk≤ yNk für alle y ∈ YN und k ∈ {1, . . . , q}. Der ideale Punkt yI be-
steht aus den Funktionswerten der globalen Minima der Komponentenfunktionen fk und ist
nicht Element von Y, wenn – wie es bei Multikriterien-Optimierungsproblemen häufig der Fall
ist – kein zulässiger Punkt x⋆ ∈ X existiert, in dem alle Funktionen fk gleichzeitig ihr globales
Minimum annehmen. Die Punkte yI und yN sind in Abbildung 4.10 eingezeichnet.
Im Folgenden sei anhand eines einfachen Beispiels aus Ehrgott (2005, S. 2ff) illustriert, wie die
nichtdominierte Menge YN und die effiziente Menge XE mit grafischen Mitteln gefunden wer-
den können. Gegeben sei das Multikriterien-Minimierungsproblem mit n = 1, m = 1, p = 0,
q = 2 und
f1(x) =
√
1+ x, (4.42)
f2(x) = (x− 2)2 + 1 = x2 − 4x + 5 (4.43)
30Ein innerer Punkt einer Menge M ⊆ Rn ist per Definition vollständig von anderen (ebenfalls inneren) Punkten
von M umgeben.
31Eine offene zulässige Menge erhält man, wenn in Gleichung (4.36) resp. (4.38) die Ungleichungsrelation ≤ durch
eine strikte Ungleichung < ersetzt wird.
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Abbildung 4.11: Beispiel für ein Multikriterien-Optimierungsproblem mit zwei Komponen-
tenfunktionen (nach Ehrgott 2005, S. 3).
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Abbildung 4.12: Bildmenge des Beispielproblems und ihre nichtdominierten Zielfunktions-
werte (nach Ehrgott 2005, S. 6).
unter der Restriktion
g1(x) = −x ≤ 0. (4.44)
Abbildung 4.11 zeigt den Graphen der beiden Komponentenfunktionen. Da f1 bijektiv ist und
in x-Richtung streng monoton steigend, kann die Abhängigkeit des Funktionswerts y2 = f2(x)
vom Funktionswert y1 = f1(x) in Form der Funktion
y2 = φ(y1) = (y1)
4 − 6 · (y1)2 + 10
ausgedrückt werden. Man erhält sie durch die folgende Rechnung:
1. Nach (4.42) ist: y1 =
√
x + 1 (4.45)
2. ⇐⇒ x = (y1)2 − 1 (4.46)
3. (4.46) eingesetzt in (4.43): y2 =
(
(y1)
2 − 1)2 − 4 · (y1)2 + 4+ 5 (4.47)
4. ⇐⇒ y2 = (y1)4 − 6 · (y1)2 + 10. (4.48)
Aus der Restriktion x ≥ 0 und der Monotonie von f1 folgt y1 = f1(x) ≥ 1 für alle x ∈ X. Ihr
globales Minimum nimmt die Komponentenfunktion f1 an der Stelle x = 0 mit dem Funkti-
onswert f1(0) = 1 an, die Komponentenfunktion f2 besitzt ihr globales Minimum an der Stelle
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x = 2, ebenfalls mit dem Funktionswert f2(2) = 1. Der ideale Punkt ist somit yI = (1, 1)T 6∈ Y.
Es ist zudem f2(0) = 5 und f1(2) =
√
3.
Abbildung 4.12 zeigt den Graphen der Funktion φ und damit die Abhängigkeit zwischen y1
und y2. Die Punkte des Graphen ab y1 ≥ 1 bilden dieMengeY. Wieman anhand der Abbildung
leicht sieht, enthält die Menge C≤(y) ∩ Y für alle y ∈ { (y1, φ(y1))T | y1 ∈ [1,
√
3] } keine
anderen Punkte außer y. Es ist daher
YN =
{
(y1, φ(y1))
T | y1 ∈ [1,
√
3]
}
und folglich (vgl. Abbildung 4.11)
XE = [0, 2] ⊂ R.
4.5.2 Algorithmische Lösung mit Skalarisierungsverfahren
Ein weit verbreiteter Ansatz zum algorithmischen Auffinden einzelner effizienter Parameter-
vektoren des Multikriterien-Minimierungsproblems (4.34)–(4.39) besteht darin, dieses in ein
Minimierungsproblem mit skalarer Zielfunktion zu überführen und dann letzteres, z.B. mit
den in Abschnitt 4.4.2 genannten skalaren Verfahren, zu lösen. Eine Art und Weise dies zu tun,
ist die gewichtete Summenbildung. Bei dieser ist das globale Minimum der skalaren Funktion
F(x; λ) =
q
∑
k=1
λk fk(x) λ ∈ Rq (4.49)
mit variablem x und konstantem Gewichtsvektor λ unter den Restriktionen (4.36)–(4.37) des
ursprünglichen Multikriterien-Problems zu bestimmen. Unter der Bedingung, dass λk > 0 für
alle k ∈ {1, . . . , q} gilt, besitzt die restringierte Funktion (4.49) die Eigenschaft, dass jeder Vek-
tor xˆ ∈ X, in dem sie ein globales Minimum aufweist, auch ein effizienter Punkt des ursprüng-
lichen Multikriterien-Problems ist. Da im Allgemeinen allerdings nicht für jeden effizienten
Punkt xˆ ∈ XE ein Vektor λ gefunden werden kann, sodass F in xˆ ihren kleinstenWert annimmt,
können mit dem Verfahren lediglich Punkte einer Teilmenge von XE aufgefunden werden. In
der praktischen Anwendung ist dies aber häufig ausreichend, insbesondere wenn nur ein ein-
ziger effektiver Punkt benötigt wird und keine weiteren Anforderungen bezüglich spezieller
Eigenschaften desselben gestellt werden.
Da das Gewicht λk bestimmt, wie stark der Funktionswert einer Komponentenfunktion fk in
die Gesamtsumme und somit den Funktionswert von F einfließt, kann es dazu verwendet wer-
den, um die Relevanz resp. Wichtigkeit des durch fk gegebenen Optimierungskriteriums aus-
zudrücken. Durch geschickte Wahl der Gewichte kann die Nähe des Optimums von F zu den
jeweiligen Optima der Funktionen fk beeinflusst werden. Dies sei am oben besprochenen Bei-
spielproblem mit den zwei Komponentenfunktionen (4.42) und (4.43) illustriert. Für dieses ist
F gegeben durch
F(x; λ) = λ1
√
1+ x + λ2
(
x2 − 4x + 5) .
Die Restriktion x ≥ 0 ist unverändert aus (4.44) zu übernehmen. Bei λ1 = 0,2, λ2 = 0,8 besitzt F
ihr globales Minimum an der Stelle x⋆≈ 1,9637, d.h. in der Nähe des Optimums von f2. Wählt
man hingegen λ1 = 0,2, λ2 = 0,8, dann liegt es mit x⋆≈ 1,3473 ein Stück näher am globalen
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Minimum von f1. Bei der Wahl der Gewichte ist stets auch der Wertebereich der Komponen-
tenfunktionen zu berücksichtigen. Sind beispielsweise die Funktionen
f1(x) = 1000
(
(x− 2)2 + 1) ,
f2(x) =
(x− 20)4 + 1
1000
mit dem zulässigen Bereich X = [−10, 30] gegeben undwerden beide Gewichte in der Größen-
ordnung λ1 = 1, λ2 = 1 gewählt, dann befindet sich das globale Minimum der resultierenden
Funktion F mit x⋆≈ 2,01 sehr nah am Optimum von f1. Dies liegt darin begründet, dass die
Funktionswerte von f2 im relativen Größenvergleich zu den Funktionswerten von f2 einen eher
geringen Anteil an der gewichteten Gesamtsumme haben. Wählt man hingegen die Gewichte
in der Größenordnung λ1 = 1100 und λ2 = 100, dann wird dieser Größenunterschied in der ge-
wichteten Summe weitestgehend ausgeglichen und man erhält ein globales Minimum von F,
welches bei x⋆≈ 12,05 und somit etwa in der Mitte zwischen dem Optimum von f1 und dem
von f2 liegt.32
Neben der Skalarisierung durch gewichtete Summenbildung existiert eine Reihe weiterer Ska-
larisierungsverfahren zur Lösung von Multikriterien-Optimierungsproblemen, wie z.B. das
Verfahren nach Benson oder die ε-Constraint-Methode, um nur zwei zu nennen. Für eine detail-
lierte Besprechung derselben sei auf Ehrgott (2005) sowie Ehrgott und Wiecek (2005) verwie-
sen. Der beschriebenen Skalarisierung durch gewichtete Summenbildung ist in Hinblick auf
das in Teil III der Arbeit entwickelte KBM und KPM eine besondere Bedeutung beizumessen,
da sie eine vom Benutzer beeinflussbare Kompromissbildung zwischen mehreren Kriterien
bereits von sich aus durch die Vergabe individueller reellzahliger Gewichte für die Komponen-
tenfunktionen von f unterstützt. Diese Gewichte können, wie oben aufgezeigt, innerhalb des
Kennzahlenframeworks dazu verwendet werden, die Relevanz der unterschiedlichen Kriteri-
en auszudrücken und so die Tendenz eines Agenten zu einer Bevorzugung bestimmter Bewer-
tungskriterien gegenüber anderen in Form eines leicht verständlichen Mechanismus kontrol-
lierbar zu machen. Dabei wird gleichzeitig dafür gesorgt, dass stets pareto-optimale Lösungen
geliefert werden.
32Die Berechnung der in diesem Teilabschnitt genannten Extremstellen von F erfolgte jeweils durch ein Auffinden
der Nullstellen der ersten Ableitung mitMaple V Release 4 (Solaris).

— KAPITEL 5 —
Intervallarithmetiken für konfigurierbare
Kennzahlensysteme
Eine wesentliche Fähigkeit des in der vorliegenden Arbeit entwickelten kennzahlenbasierten
Planungsmodells, welche dieses von den meisten bisherigen Planungsansätzen in der Litera-
tur unterscheidet, ist die Unterstützung kontinuierlicher numerischer Aktionsparameter. Das
Kennzahlenframework erlaubt es, in einer ersten Planungsphase zunächst eine Grobplanung
hinsichtlich rein logisch formulierter Ziele1 zu erstellen, bei welcher die Werte numerischer
Aktionsparameter lediglich durch reelle Intervalle grob approximiert und ihre finalen Belegun-
gen offen gelassen werden. In einer nachfolgenden Planoptimierungsphase können dann die
endgültigen Parameterwerte durch Anwendung mathematischer Optimierungsverfahren ge-
funden und abschließend im Plan fest eingestellt werden. Das vorgestellte Kennzahlenbewer-
tungsmodell dient dabei als Multikriterien-Bewertungsfunktion zur Erhebung der Planquali-
tät. Hat in der Grobplanung ein mit einem Intervall eingeschränkter numerischer Aktions-
parameter gemäß einer gegebenen Berechnungsvorschrift2 Einfluss auf eine bestimmte nume-
rische Kenngröße des resultierenden Planungsweltzustands,3 dann kann in der Konsequenz
für diese Größe so lange kein eindeutiger reeller Zustandswert bestimmt werden, bis ein kon-
kreter reeller Parameterwert eingesetzt ist. Der Wert der Kenngröße lässt sich bis zu diesem
Zeitpunkt ebenfalls nur als eine Menge mehrerer möglicher Zahlenwerte angeben. Die ge-
naue Kenntnis dieser Menge ist zur vollständigen und korrekten Bestimmung der Erfüllbarkeit
numerischer Aktionsbedingungen bezüglich der Kenngröße erforderlich. Im allgemeinen Fall
von nichtlinearen Berechnungsvorschriften4 ist die exakte Bestimmung der Menge allerdings
nicht trivial. Das Auffinden des globalen Minimums und Maximums des Wertebereichs, etwa
zwecks Tests einer Aktionsbedingung der Form x < y, ist im Allgemeinen selbst ein kompli-
ziertes nichtlineares Optimierungsproblem und würde den Zeitaufwand des in den meisten
praktischen Fällen kombinatorisch sehr aufwändigen Planungsprozesses verstärkt in praxis-
untaugliche Größenordnungen steigern. Intervallarithmetik ist eine Technik, welche an dieser
Stelle des Planungsprozesses, als Heuristik eingesetzt, eine hinsichtlich des Zeitaufwands deut-
lich schnellere Eingrenzung des Wertebereichs durch Intervalle ermöglicht.
Dieses Kapitel behandelt die theoretischen Grundlagen der Intervallarithmetik. Nach einer
kurzen Einführung in die dafür relevanten Konzepte und Probleme des fehlerbehafteten ma-
schinellen Rechnens mit endlicher Präzision (einem der wesentlichen Ursprünge der Intervall-
1Beispielsweise modelliert durch prädikatenlogische Formeln, die auch numerische Relationen enthalten dürfen.
2Vergleiche die Formelnotation der numerischen Aktionseffekte in PDDL 2.1 (Fox und Long 2003) und späteren
Versionen.
3Das heißt, der Parameter wird von einem numerischen Effekt verwendet.
4Insbesondere auch ohne gegebene Zusicherung von Funktionseigenschaften wie Konvexität oder Monotonie.
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arithmetik) werden unterschiedliche in der Literatur zu findende Ansätze für das Rechnen mit
Intervallen vorgestellt und hinsichtlich ihrer Vor- und Nachteile bezüglich eines möglichen
Einsatzes in dieser Arbeit besprochen. Abschließend werden die verschiedenen bei der Umset-
zung von Intervallarithmetik auf einem Computer in Erwägung zu ziehenden Designoptionen
zusammengefasst und bisherige Intervallarithmetikimplementierungen vorgestellt. Zudem er-
folgt im letzten Unterabschnitt des Kapitels eine kurze Betrachtung des 2015 – drei Jahrzehnte
nach der ersten Fassung des Gleitkommastandards IEEE 754 und erst nach der Fertigstellung
der in der vorliegenden Arbeit evaluierten Version der Kennzahlenprogrammierbibliothek –
erschienenen Intervallarithmetikstandards IEEE 1788.
5.1 Intervallarithmetik zur Fehlerabschätzung und
Ergebniseingrenzung bei Berechnungen mit endlicher
Präzision
Um in Computerprogrammen effizient Arithmetik auf Zahlen aus N, Z oder Q betreiben
zu können, werden diese heute üblicherweise in einer für den jeweiligen Anwendungsfall
geeigneten ziffernbasierten Repräsentation dargestellt. Mittel hierzu sind vornehmlich Fix-
kommaarithmetik, Langzahlarithmetik mit variabler Präzision5 oder, auf aktuellen Desktop-
Computern allgemein am verbreitetsten, IEEE-754-Gleitkommaarithmetik.6 Die genannten
Darstellungen haben die gemeinsame Eigenschaft, dass ihre Präzision aus Gründen der Prakti-
kabilität endlich ist und aufgrund von Ressourcenbeschränkungen bzw. zugunsten der Effizi-
enz z.T. stark limitiert. Insbesondere irrationale Zahlen mit unendlich langer nichtperiodischer
Zifferndarstellung wie beispielsweise π, e und
√
2 können auf dieseWeise nicht exakt im Com-
puter repräsentiert werden.7 Dementsprechend sind auf reellwertiger Arithmetik basierende
mathematische Modelle – wie das in der vorliegenden Arbeit entwickelte Kennzahlenbewer-
tungsmodell – in ihrer Implementierung auf einem digitalen Rechner üblicherweise innerhalb
endlicher Teilmengen vonQ zu approximieren. So muss etwa bei einer IEEE-754-Gleitkomma-
darstellung jeweils eine zusammenhängende Teilmenge der reellen Zahlen auf den gleichen
Gleitkommawert abgebildet werden. Beispielsweise werden bei einer Darstellung in 32 Bit8 die
Werte 0,89999998, 0,89999999 und 0,9 in Form des Bitvektors 0x3F666666 angenähert, der die
rationale Zahl 0,89999997615814208984375 exakt repräsentiert.9 Die Gleitkommarepräsentati-
on kann somit als Zerlegung der Menge R in Äquivalenzklassen von Zahlen r ∈ R aufgefasst
werden, die bei der Darstellung mit beschränkter Präzision auf den gleichen Gleitkommawert
abgebildet werden. Ergebnisse von Rechenoperationen müssen geeignet auf die nächste dar-
stellbare Gleitkommazahl auf- oder abgerundet werden. Zu diesem Zweck sieht der Standard
5Engl. Arbitrary-Precision Arithmetic, wie sie beispielsweise von der Klasse BigDecimal der Java-Standardbibliothek
(Repräsentation im Dezimalsystem) oder von der GNU Multiple Precision Arithmetic Library (GMP) für C/C++ (u.a.
binäre Gleitkommarepräsentation) bereit gestellt wird.
6Gemäß dem Standard IEEE 754 (1985, 2008).
7Die prinzipiell genauestmögliche Repräsentation von berechenbaren irrationalen Zahlen im Rechner, die zu einer
Zifferndarstellung, z.B. im Dezimalsystem, führt, ist in Gestalt eines Algorithmus, der die jeweilige Zahl in belie-
biger endlicher Präzision approximiert – sofern letztere in der Praxis mit den gegebenen Ressourcen erreichbar ist.
Ein prominentes Beispiel, bei dem die Vermutung äußerst naheliegt, dass die derMenschheit zur Verfügung stehen-
den Ressourcen niemals ausreichen werden, ist die vollständige Dezimaldarstellung von Grahams Zahl G64 ∈ N,
deren Berechnungsvorschrift unter Zuhilfenahme von KnuthsUp-Arrow Notation (Knuth 1976) rekursiv sehr knapp
notiert werden kann.
8Datentyp float in Java, C, C++ und C#.
9Getestet vom Autor unter Linux mit Java 1.6 sowie C via gcc 4.3 für x87-FPU- und x86-64-SIMD-Befehlssatz bei
IEEE-754-Standardrundung Round Half to Even.
87
IEEE 754 (1985, 2008) unterschiedliche, zur Programmlaufzeit umschaltbare, Rundungsmodi
vor. Je nach gewählter Bitbreite der IEEE-754-Repräsentation (16, 32, 64, 80 oder 128 Bit) exis-
tiert darüber hinaus jeweils eine kleinste negative und größte positive reelle Zahl, die noch in
Form eines IEEE-754-Werts exakt darstellbar ist. Rechenergebnisse unterhalb diesesMinimums
bzw. oberhalb dieses Maximums werden unter Berücksichtigung des Rundungsmodus auf das
Symbol −∞ resp. +∞ ab- bzw. aufgerundet. Dieser Vorgang wird als Überlauf (Overflow) be-
zeichnet. Analog existiert jeweils eine exakt darstellbare negative und positive reelle Zahl mit
dem kleinsten Absolutbetrag. Operationsergebnisse, welche diesen unterschreiten, werden un-
ter Erhaltung des Vorzeichens auf den Gleitkommawert −0 resp. +0 gerundet. Diese Situation
heißt Unterlauf (Underflow).
Das notwendige Runden sämtlicher Zwischenergebnisse sowie etwaige Über- und Unterläufe
können in Berechnungen zu numerischen Instabilitäten führen. So können etwa in der mathe-
matischen Optimierung10 oder in der Finite-Elemente-Analyse11 eigentlich invertierbare Ma-
trizen in ihrer Gleitkommarepräsentation singulär werden und dadurch die algorithmische
Problemlösung verhindern u.v.m. Die folgende Berechnungsvorschrift soll die Problematik ex-
emplarisch veranschaulichen:
f := (1− 0,8− 0,2) · 1018 + 10 (5.1)
Berechnet man den Wert des Ausdrucks f in der gegebenen Form unter Verwendung einer
Gleitkommadarstellung mit 32 Bit8 auf einem IEEE-754-standardkonformen Computer, so er-
hält man ffloat = −14901160960,0 als Ergebnis.9 Bei einer Länge von 64 Bit12 ist das gelieferte
Resultat hingegen fdouble ≈ −45,5112 und bei 80 Bit13 flong double ≈ 9,9864 (für den Druck
an dieser Stelle jeweils auf maximal vier Nachkommastellen gerundet). Wie in Gleichung (5.1)
zu erkennen, ist das exakte Ergebnis allerdings f = 10. In keinem der Fälle liegt das gelie-
ferte Resultat in der selben Äquivalenzklasse hinsichtlich der Gleitkommadarstellung wie das
exakte Ergebnis oder auch nur in einer bzgl. der Totalordnung auf R unmittelbar angrenzen-
den. Offenkundig ist das Rechnen mit den 32 und 64 Bit Standard-Gleitkommatypen aktueller
Programmiersprachen in diesem Beispiel nicht ausreichend: Sogar das Vorzeichen des Ergeb-
nisses ist bei ihrer Verwendung falsch. Eine anschließende reellwertige Berechnung von bei-
spielsweise
√
f ist damit nicht mehr möglich. Der Grund für das Unterschätzen des genauen
Ergebnisses liegt in diesem Fall darin, dass zwar die drei Zehnerpotenzen des Ausdrucks exakt
als IEEE-754-Zahl darstellbar sind, die reellen Zahlen 0,8 und 0,2 allerdings beide durch einen
leicht größeren Wert approximiert werden. Die Notation des obigen Ausdrucks als dreistel-
lige Funktion und eine leichte Perturbation der Argumente in der Nachbarschaft des Punkts
x = (1, 0,8, 0,2) verdeutlicht das konkrete Ausmaß der numerischen Instabilität. Die folgende
Auflistung zeigt Ergebnisse der Auswertung mit 64 Bit Gleitkommadarstellung (erneut auf bis
zu vier Nachkommastellen gerundet abgedruckt):9
f (x1, x2, x3) := (x1 − x2 − x3) · 1018 + 10
fdouble(1,025, 0,79, 0,235
fdouble(1,02, 0,79, 0,23
fdouble(1,03, 0,795, 0,235
fdouble(1,03, 0,819, 0,211
fdouble(1,031, 0,819, 0,212
) ≈
) ≈
) =
) ≈
) ≈
−101,0223
− 17,7556
10
93,2667
− 17,7556
relativer Fehler ≈ 1110%
relativer Fehler ≈ 278%
relativer Fehler = 0%
relativer Fehler ≈ 833%
relativer Fehler ≈ 278%
(5.2)
10Vergleiche Abschnitt 4.4.2 zu den (Quasi-)Newton-Verfahren.
11Siehe u.a. Zienkiewicz et al. (2013).
12Datentyp double in Java, C, C++ und C#.
13Datentyp long double in C und C++ via gcc 4.3 (Linux), x87-FPU-Befehlssatz, IEEE-754-Standardrundung.
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Keines der in (5.2) aufgeführten reellwertigen Funktionsargumente ist exakt als IEEE-754-Zahl
darstellbar. Das genaue Funktionsergebnis hingegen ist auch hier jeweils 10 und exakt reprä-
sentierbar. Es wird in dem Beispiel lediglich für einen der fünf Punkte geliefert: Die durch
notwendiges Auf- und Abrunden eingeführten Fehler löschen sich bei x = (1,03, 0,795, 0,235)
gegenseitig aus. Generell können sich in längeren, z.B. aus Tausenden oder mehrerenMillionen
Einzeloperationen bestehenden, Rechenwegen bereits minimale relative Fehler in den Zwi-
schenergebnissen zu einem enormen Fehler im Endergebnis akkumulieren. Weil jede Gleit-
kommaoperation abhängig von ihren konkreten Operandenwerten einen individuellen Run-
dungsfehler mit sich bringt, gilt beim Rechnen mit IEEE-754-Arithmetik das Assoziativ- und
Distributivgesetz im Allgemeinen nicht. Unterschiedliche Umformungen eines gegebenen re-
ellen Ausdrucks können dadurch in verschieden großen relativen Fehlern des jeweils finalen
Rechenergebnisses resultieren (Muller et al. 2010, S. 27f). Bei der Entwicklung numerischer
Computerprogramme ist man üblicherweise an einem Rechenweg interessiert, bei dem ein
möglichst kleiner Fehler zu erwarten ist und bei dem Spezialfälle mit katastrophal großen Feh-
lern ausgeschlossen werden können.
Bei sehr umfangreichen numerischen Modellen und Verfahren, wie sie etwa in der Finite-
Elemente-Analyse zum Einsatz kommen, ist nicht immer leicht ersichtlich, welche konkreten
Kombinationen der Modellparameter derartige Instabilitäten auslösen und damit ein ausrei-
chend genaues Ergebnis oder gar die gesamte Lösung verhindern. So betrachten u.a. Tenne et
al. (2011) das Phänomen der nicht im Voraus diagnostizierbaren simulatoruntauglichen (Si-
mulator Infeasible) Modelle bei Aerodynamikberechnungen, und Hansen und Walster (2004,
S. 4f) führen in der Einleitung ihres Buchs neben einem zu (5.2) analogen Beispiel14 einige rea-
le Katastrophen und tödliche Unfälle auf, die durch Computerprogramme ausgelöst wurden,
deren Entwickler oder Benutzer augenscheinlich kein ausreichendes Bewusstsein für dieses
Problemfeld besaßen. Die Stabilität und Genauigkeit des Rechnens mit beschränkter Präzision
ist seit jeher ein wesentlicher Betrachtungsgegenstand der Numerik auf digitalen Rechenan-
lagen und wird u.a. bei von Neumann und Goldstine (1947), Turing (1948), Wilkinson (1963),
Higham (2002) und Kulisch (2008b) in aller Ausführlichkeit behandelt. Ein Mittel dazu ist die
von Autoren wie Young und Young (1906), Young (1931), Dwyer (1951), Warmus (1956, 1961)
und Sunaga (1958) begründete und im Wesentlichen durch Moore (1959, 1962, 1966) bekannt
gewordene Intervallarithmetik, welche von den vier letztgenannten zunächst hauptsächlich
für die Fehleranalyse maschineller Berechnungen entwickelte wurde (vgl. u.a. Hickey et al.
2001; Jaulin et al. 2001; Hayes 2009). Später wurde von ihm und weiteren Autoren wie Alefeld,
Hansen, Kearfott, Kulisch und Neumaier15 festgestellt, dass sich diese Methode bewusst zur
Konstruktion neuer Algorithmen in anderen Anwendungsgebieten wie z.B. in Problemstellun-
gen der Analysis oder speziell der Optimierung multivariater Funktionen16 ausnutzen lässt.
So beschreibt Moore (1966) eine auf Intervallarithmetik basierende Modifikation des Newton-
Verfahrens zur Nullstellenbestimmung, welche anders als das klassische Verfahren in der Lage
ist, tatsächlich alle Nullstellen einer gegebenen Funktion durch abgeschlossene Intervalle ein-
zuschachteln, ohne hinsichtlich Erfolg und Vollständigkeit der Lösungsmenge von der Wahl
eines geeigneten Startpunkts abhängig zu sein (Hickey et al. 2001; Alefeld und Herzberger
1983). Inzwischen wird Intervallarithmetik auch als Hilfsmittel in einigen mathematischen Be-
weisen eingesetzt, z.B. in dem der Keplerschen Vermutung durch Hales (2005) (Brönnimann et
14Das von mehreren Autoren als Rump’s Example zitierte Beispiel von Rump (1988) in der für IEEE-754-Arithmetik
angepassten Version von Loh undWalster (2002). Bei diesem führt nicht einmal eine Erhöhung der Gleitkommaprä-
zision eine deutliche Veränderung des Resultats herbei, die als Indikator für die Instabilität hergenommen werden
könnte.
15Entsprechende Referenzen einiger initialer Arbeiten finden sich bei Jaulin et al. (2001, S. 5).
16Siehe dazu insbesondere Abschnitt 4.4.2, Seite 68 zu den intervallbasierten Optimierungsverfahren sowie Neumaier
(2004) und Hansen und Walster (2004).
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al. 2006a). In der vorliegenden Arbeit wird dieses Werkzeug hauptsächlich für die Erfüllbar-
keitsanalyse von numerischen Aktionsvorbedingungen in der Planungsstufe, die dortige Aus-
wahl von partiell grundierten Plankandidaten zur numerischen Parameteroptimierung sowie
für die Herleitung geeigneter Boundary Constraints zur verteilten Kennzahlensollwertgene-
rierung der intelligenten Agenten benötigt. Wenngleich numerische Instabilitäten prinzipiell
einen negativen Einfluss auf Erfolg und Effizienz einer kennzahlenorientierten Planerzeugung
haben können, steht die Fehleranalyse von Kennzahlenberechnungsvorschriften nicht im Zen-
trum des Interesses der Arbeit.
5.2 Intervallerweiterungen reellwertiger Funktionen
Ziel der auf der MengeR basierenden Intervallarithmetik ist es, klassisches reellwertiges Rech-
nen (bzw. dessen Approximation in Q auf einem digitalen Rechner, s.o.) auf zusammenhän-
gende Mengen von reellen Zahlen zu erweitern. Die grundlegende zu lösende Problemstel-
lung dabei ist es, reelle Ausdrückewie beispielsweise die konkrete Berechnungsvorschrift einer
multivariaten Funktion der Form
f : Df ⊆ Rn → R,
f : (x1, . . . , xn) 7→ y
auf ein intervallarithmetisches Gegenstück der Form
F : DF ⊆ (I(R))n → I(R),
F : (X1, . . . , Xn) 7→ Y
I(R) =
{{
v ∈ R ∣∣ a ≤ v ≤ b } ∣∣∣ a, b ∈ R∧ a ≤ b} (5.3)
zu erweitern. Hierbei entspricht I(R) der Definition nachMoore (1966, S. 7) und bezeichnet die
in der Literatur zum Thema seitdem üblicherweise in gleicher oder ähnlicher Gestalt betrach-
tete Menge der abgeschlossenen zusammenhängenden Teilmengen der reellen Zahlen, d.h. die
Menge der abgeschlossenen reellen Intervalle.17 Wenngleich sich die Mehrzahl der Veröffentli-
chungen aus Gründen der Einfachheit dem Rechnen mit abgeschlossenen Intervallen widmet,
kann es durchaus sinnvoll sein, an dieser Stelle ebenfalls halboffene und offene Intervalle zu-
zulassen und geeignet zu repräsentieren, wie es u.a. bei Hickey et al. (2001) geschieht und
weiter unten aufgegriffen wird. Insbesondere in neueren Quellen häufig anzutreffen ist eine
Definition von I(R), welche explizit die leere Menge enthält. So schreiben Pryce und Corliss:
»The simple model lacks the empty set ∅. In older packages this was considered acceptable
because typically ∅ occurs infrequently and signals some special action to be taken. [. . . ]
However, from the standpoint that intervals are sets, an interval model without ∅ is as
weird as a floating point model without zero.« (Pryce und Corliss 2006, S. 254)
In Hansen und Walster (2004, S. 24) wird F als Intervallfunktion bezeichnet und Intervallerweite-
rung (Interval Extension) von f genannt, wenn (beim Rechnen mit unbeschränkter Präzision für
die exakten Funktionsergebnisse) die Bedingung
F({x1}, . . . , {xn}) = { f (x1, . . . , xn) } (5.4)
für alle (x1, . . . , xn) ∈ Df ⊆ Rn gilt. Rechnet man mit endlicher Präzision auf einem Computer,
wie z.B. mit IEEE-754-Gleitkommazahlen einer gegebenen Bitbreite, so kann eine reelle Zahl
17Abgeschlossene Intervalle werden bereits in der früheren, weniger bekannten Arbeit von Young (1931, S. 272ff)
betrachtet, die sich aber nicht auf diese beschränkt.
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xi, die nicht exakt als Gleitkommawert darstellbar ist, durch ein Intervall Xi = [ai, bi] ∈ I(R)
approximiert werden, wobei ai die größte exakt repräsentierbare Zahl mit ai ≤ xi und bi die
kleinste exakt repräsentierbare Zahl mit bi ≥ xi ist.
In der Regel wird für die aus der Berechnungsvorschrift von f resultierende Intervallerweite-
rung die Einschlussbedingung (Containment Constraint; Hansen und Walster 2004, S. 48f)
∀(X1, ...,Xn)∈DF . F(X1, . . . , Xn) ⊇
{
f (x1, . . . , xn)
∣∣ x1 ∈ X1 ∧ . . . ∧ xn ∈ Xn } (5.5)
gefordert.18 Demnach muss das Ergebnisintervall F(X1, . . . , Xn) = [aY, bY] stets alle reellen
Funktionsergebnisse f (x) enthalten, die f für x ∈ X1 × . . . × Xn liefert. Die Intervallerweite-
rung soll also mit einem Intervall den Wertebereich einschließen, den die Berechnungsvor-
schrift von f in einer gegebenen zusammenhängenden Teilmenge ihres Definitionsbereichs
aufweist. Dabei wird das Mengenprodukt X1 × . . .× Xn als Argumentvektor (X1, . . . , Xn) re-
präsentiert. In vielen Anwendungsfällen wird ein Intervall [aY, bY] benötigt, das idealerweise
die Eigenschaft
aY = inf F(X1, . . . , Xn) = inf
{
f (x)
∣∣ x ∈ X1 × . . .× Xn },
bY = sup F(X1, . . . , Xn) = sup
{
f (x)
∣∣ x ∈ X1 × . . .× Xn } (5.6)
besitzt, d.h., welches möglichst »eng« (narrow) hinsichtlich seiner Grenzen aY und bY gewählt
ist, ohne (5.5) zu verletzen. Dass dieses Ideal praktisch nicht immer erreichbar ist, wird in Ab-
schnitt 5.5 thematisiert. Eine Implementierung mit endlicher Präzision auf einem Computer er-
fordert ein geeignetes Abrunden der Untergrenze aY auf den nächsten repräsentierbaren Wert
und ein entsprechendes Aufrunden der Obergrenze bY, um die Einschlussbedingung garantie-
ren zu können (in der Literatur als Outward Rounding bezeichnet). Bei einer Beschränkung auf
abgeschlossene Intervalle entspricht die Zielsetzung (5.6) imWesentlichen einem restringierten
Optimierungsproblem der Zielfunktion f , bei dem man statt an argmin f (x) und argmax f (x)
lediglich an min f (x) und max f (x) interessiert ist. Wie in Abschnitt 4.3 beschrieben, ist die-
ses Optimierungsproblem im allgemeinen nichtlinearen Fall nicht trivial. Die Verletzung der
Einschlussbedingung wird in der Intervallarithmetikliteratur als Einschlussfehler (Containment
Failure) bezeichnet.
5.3 Intervallauswertung arithmetischer Ausdrücke
Während in der mathematischen Optimierung das Konzept der Abbildung bzw. Funktion im
Sinne einer Relation zwischen Elementen eines Definitionsbereichs und einer Zielmenge im
Vordergrund steht und die genaue Form der Notation der Abbildungsvorschrift oft zweitran-
gig ist, werden in der Intervallarithmetik grundsätzlich konkrete arithmetische Ausdrücke be-
trachtet. In der Regel handelt es sich dabei um rationale, reelle oder auch komplexe19 Aus-
drücke (Expressions), welche die Berechnungsvorschrift einer Funktion f unter Verwendung
einer verfügbaren Menge arithmetischer Basisoperationen (wie Addition, Multiplikation etc.)
angeben. In einem Computer können diese Ausdrücke beispielsweise als Berechnungsgraphen
oder Codelisten repräsentiert sein.20 So wie es für dieWerte der partiellen Ableitungen an einer
18Es ist vom jeweils verwendeten Intervallmodell abhängig, ob F(X1, . . . , Xn) auch leer sein kann bzw. ob X1 × . . .×
Xn 6⊆ Df für (X1, . . . ,Xn) ∈ DF gelten darf.
19Arithmetik mit Intervallen der komplexen Zahlen wird bei Alefeld und Herzberger (1983) in mehreren Kapiteln
behandelt.
20Vergleiche Abschnitt 4.1.
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bestimmten Stelle der Fall ist,21 kann der Wert der Intervallerweiterung direkt aus der Reprä-
sentation von f heraus bestimmt werden, d.h. ohne dass zuvor eine separate Repräsentation
von ∇ f resp. F erzeugt werden muss. Anders als in der Optimierung, wo bei einigen Pro-
blemstellungen die konkrete Berechnungsvorschrift der Zielfunktion f nicht einmal bekannt
sein muss,22 ist sie in der Intervallarithmetik stets Hauptbetrachtungsgegenstand und ihr Vor-
liegen Grundvoraussetzung. Die Notwendigkeit der expliziten Unterscheidung zwischen der
Funktion selbst und der arithmetischen Notation ihrer Berechnungsvorschrift soll das folgen-
de Rechenbeispiel aus Moore (1966, S. 9f) anhand der in (5.5)–(5.6) formulierten Beziehung
zwischen f und F illustrieren. Es seien die Funktionen f und gmit
f , g : R3 → R,
f (x1, x2, x3) = x1x2 + x1x3,
g(x1, x2, x3) = x1(x2 + x3
) (5.7)
gegeben. Wie man leicht sieht, haben f und g keine Definitionslücken und damit den gleichen
DefinitionsbereichDf =Dg=R3. Nach demDistributivgesetz folgt direkt f = g. Es handelt also
bei f und g um die gleiche Funktion, deren Abbildungsvorschrift lediglich in (5.7) durch zwei
unterschiedliche aber äquivalente reelle Ausdrücke angegeben ist. Für die Basisoperationen
Addition, Subtraktion, Multiplikation und Division gibt Moore (1966, S. 8f) die intervallarith-
metischen Entsprechungen
[a, b] + [c, d]
[a, b] − [c, d]
[a, b] · [c, d]
[a, b] / [c, d]
=
=
=
=
[a + c, b + d]
[a− d, b− c]
[min {ac, ad, bc, bd}, max {ac, ad, bc, bd}]
[a, b] · [1/d, 1/c] falls 0 6∈ [c, d]
(5.8)
an. Für den Intervallvektor X = ([1, 2], [1, 2], [−2,−1]) ergibt sich demnach für die Intervall-
erweiterung von g
G([1, 2], [1, 2], [−2,−1]) = [1, 2]([1, 2] + [−2,−1]) = [1, 2][−1, 1] = [−2, 2]. (5.9)
Tatsächlich liefert G stets das kleinstmögliche Intervall, das (5.5) und (5.6) erfüllt. Allerdings ist
für die Intervallerweiterung von f
F([1, 2], [1, 2], [−2,−1]) = [1, 2][1, 2] + [1, 2][−2,−1] = [1, 4] + [−4,−1] = [−3, 3] (5.10)
und damit F 6=G trotz f = g. Wenngleich F die Einschlussbedingung erfüllt, liefert diese Inter-
vallfunktion hinsichtlich (5.6) ein zu weites Ergebnisintervall. Für die exakte Berechnung der
Addition und Multiplikation gemäß (5.8) gilt zwar wie in der reellen Arithmetik das Kommu-
tativ- und Assoziativgesetz,23 das Distributivgesetz aber nur unter bestimmten Bedingungen.
Die Gründe hierfür liegen in dem in Abschnitt 5.5 betrachteten Abhängigkeitsproblem.
Ad-hoc-Auswertung von F anhand der gegebenen Berechnungsvorschrift von f wird durch
die Eigenschaft der Inklusionsisotonie (engl. Inclusion Isotonicity bei Hansen und Walster, 2004;
Inclusion Monotonicity bei Moore, 1966) der Basisoperationen ermöglicht, welche direkt aus der
21Vergleiche Abschnitt 4.2.
22Black-Box-Funktion bei direkten Optimierungsproblemen; vgl. etwa Tenne und Goh (2010); Tenne et al. (2011).
23Für Intervallarithmetikimplementierungen auf einem Computer unter Verwendung von nach außen gerundeter
IEEE-754-Gleitkommaarithmetik gilt auch das Assoziativgesetz im Allgemeinen nicht; vgl. Seite 88 und Muller et
al. (2010, S. 27f).
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Mengenlehre folgt. Für eine beliebige Basisoperation • ∈ {+, −, ·, ÷, sin, exp, log, . . .} gilt
demnach(
X′ ⊆ X ⊆ R ∧ Y′ ⊆ Y ⊆ R)⇒ range (X′ •Y′) ⊆ range (X •Y)
mit range (X •Y) := { x • y | x ∈ X ∧ y ∈ Y } für X,Y ⊆ R, (5.11)
woraus(
X′,X ∈ I(R) ∧ X′ ⊆ X ⊆ Df
)⇒ F(X′) ⊆ F(X)
folgt, wenn f bzw. F ausschließlich über Basisoperationen dieser Art definiert ist, d.h. entweder
die Form
f : Rn → R,
g : Rm → R,
hi : Rni → R,
f (x) = g(h1(y1), . . . , hm(ym))
F : (I(R))n → I(R),
G : (I(R))m → I(R),
Hi : (I(R))
ni → I(R),
F(X) = G(H1(Y1), . . . , Hm(Ym))
1 ≤ i ≤ m (5.12)
mit x := (x1, . . . , xn), yi ∈ {x1, . . . , xn}ni ; X := (X1, . . . , Xn), Yi ∈ {X1, . . . , Xn}ni
und hi,Hi ist Basisoperation oder hat Form (5.12)
besitzt oder selbst eine Basisoperation ist. Durch ein Ausweiten der Intervallargumente einer
Basisoperation bzw. einer entsprechenden Intervallfunktion kann das Ergebnisintervall also
(höchstens) ebenfalls wachsen, aber niemals schrumpfen. Erfüllen alle Intervallversionen X •
Y mit X,Y ∈ I(R) der Basisoperationen x • y mit x, y ∈ R die Einschlussbedingung, dann
erfüllt auch jedes aus ihnen gebildete Funktionspaar ( f , F) aus reellwertiger Funktion f und
ihrer Intervallerweiterung F diese. Diese Eigenschaft wird von Pryce und Corliss (2006) als der
Fundamentalsatz der Intervallarithmetik (Fundamental Theorem of Interval Arithmetic) bezeichnet.
5.4 Spezialfall Division durch Null und diesbezügliche
Erweiterungen der Intervallarithmetik
Aufgrund der nicht definierten Division durch Null ist die klassische reellwertige Arithme-
tik unter der Divisionsoperation nicht abgeschlossen. Weil ein Programmieren mit expliziten
Argumenttests vor jeder Division z.T. als umständlich angesehen werden kann, führt der Stan-
dard IEEE 754 (1985, 2008) die Unendlichkeitsrepräsentationen−∞ und +∞ sowie die unmög-
liche Zahl NaN (Not a Number) ein und schließt die arithmetischen Operationen in der Menge
der IEEE-754-Werte unter ihrer Verwendung ab. So gilt gemäß dem Standard, der auch eine
vorzeichenbehaftete Null mit −0 == +0 und −0 6< +0 definiert,24
x/−0 = −∞ falls x > 0,
x/+0 = −∞ falls x < 0,
x/+0 = +∞ falls x > 0,
x/−0 = +∞ falls x < 0,
x/y = NaN falls x, y ∈ {−0, +0}.
x ∈ R
24Hierbei bezeichnet == die maschinelle arithmetische Vergleichsoperation, welche die beiden unterschiedlichen IEEE-
754-Repräsentationen der Null jeweils als das eindeutige neutrale Element 0 ∈ R hinsichtlich der Addition inter-
pretiert.
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Es ist ausdrücklich anzumerken, dass es sich bei−∞,+∞ und NaN nicht um tatsächliche Zahlen
handelt. Während das NaN-Symbol25 von der überwiegenden Mehrzahl der IEEE-754-Opera-
tionen bis zum Endergebnis weiterpropagiert wird,26 kann mit den Unendlichkeiten −∞,+∞
noch eingeschränkt »weitergerechnet« werden. Es ist beispielsweise im Standard
x/+∞ = +0 falls x > 0,
x/+∞ = −0 falls x < 0 x ∈ R
definiert, wodurch man selbst nach einer erfolgten Division durch Null wieder in die Menge
der reellen Zahlen gelangen kann. Im Allgemeinen ist dieses Verhalten der IEEE-754-Operatio-
nen in numerischen Algorithmen allerdings höchst problematisch, da eine in auch nur einem
einzigen Zwischenergebnis mittels −∞, +∞ oder NaN angezeigte arithmetische Ausnahmesi-
tuation die Korrektheit des Endergebnisses ausschließen kann: Selbstverständlich ist auch in
IEEE-754-Gleitkommaarithmetik weder 12 · 10 ==+∞ == 13 · 10 noch 12 + 10 ==+∞ == 13 + 10 ein zu-
lässiger Beweis für 12 =
1
3 (vgl. auch Kulisch 2009, S. 8 und Kulisch 2008a, S. 5).
Die Intervallarithmetik mit den Intervalloperationen (5.8) nach Moore ist ebenfalls nicht abge-
schlossen hinsichtlich der Division. Sie verbietet rigoros eine Division durch ein Intervall, das
die Null enthält. Damit sind Operationen wie
[a, b]
[0, 1],
[a, b]
[−1, 0],
[a, b]
[−1, 1]
in der älteren Literatur zum Thema schlicht nicht definiert und müssen gesondert behandelt
werden, etwa durch eine geeignete (domänenspezifische) Anpassung des Modells.27 Möchte
man die Intervallarithmetik in ähnlicher Weise bezüglich der Division abschließen, wie dies im
IEEE-754-Standard für die maschinelle Gleitkommarechnung geschieht, so ist zunächst nicht
eindeutig, wie dies am besten erfolgen sollte, ohne dabei Inkonsistenzen und fatale Widersprü-
che in das Modell einzuführen (Hansen und Walster 2004). Der Forschungsbericht von Ratz
(1996) diskutiert eine Reihe von konkreten Fehlern und Problemen bei drei erweiterten Defi-
nitionen der Divisionsoperation, an denen mehrere Autoren, auch er selbst, zuvor gescheitert
waren. In den, vorwiegend neueren, Veröffentlichungen finden sich konzeptionell unterschied-
liche Lösungsstrategien für die Erweiterung bzw. den Abschluss der Intervalldivision. In der
Literatur werden Ansätze, die den Abschluss der Intervallbasisoperationen als Abbildungen
anstreben, oft als erweiterte Intervallarithmetiken (Extended Interval Arithmetic) bezeichnet, in
einigen Veröffentlichungen (wie z.B. Hansen und Walster 2004) als abgeschlossene Intervall-
arithmetiken bzw. -systeme (Closed Interval Arithmetic/Systems). Es ist darauf hinzuweisen, dass
sich der letztgenannte Begriff häufig auf den Abschluss der einzelnen Abbildungen beschränkt
und nicht einen algebraischen Abschluss der Intervallarithmetik meint.
5.4.1 Funktionaler und relationaler Quotient
Eine naheliegende Lösung für die Bestimmung des Ergebnisintervalls einer Division X/Y mit
0 ∈ Y besteht darin, die Divisionen durch Null schlicht zu ignorieren, weil diese ohnehin au-
ßerhalb des reellen Definitionsbereichs liegen: Der reelle Wertebereich range (X/Y) nach (5.11)
25Hier gemeint: das Quiet NaN gemäß Standard in einer der möglichen Bitvektorrepräsentationen.
26Ausnahme sind spezielle Operationen minNum, maxNum, minNumMag, maxNumMag die NaN als Missing Value in-
terpretieren (IEEE 754 2008, S. 19).
27Beispielsweise durch Zerlegung von [a, b] mit a<0<b in drei Intervalle [a,−ǫ], [ǫ, b] und (−ǫ, ǫ) mit ǫ > 0 geeignet
klein gewählt. Dabei muss sichergestellt werden, dass das dritte Intervall problemabhängig eliminiert werden kann,
ohne damit eine Verletzung der Einschlussbedingung für das Endergebnis auszulösen.
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enthält keine reellwertigen Operationsergebnisse z = x/y für y = 0, die mit dem Ergebnis-
intervall eingeschlossen werden müssten. Eine Intervallerweiterung F(X,Y) des reellen Aus-
drucks f (x, y) = x/y, welche ein Intervall F(X,Y) = Z ⊃ range (X/Y) liefert, wie z.B.
F([0, 1], [0, 1]) = range([0, 1]/[0, 1]) = [0,+∞), erfüllt somit gemäß Definition die Einschluss-
bedingung. Für eine geeignete Repräsentation von [a,+∞), (−∞, b] und (−∞,+∞)muss ledig-
lich in Gleichung (5.3) hinsichtlich der Intervallgrenzen a, b ∈ R ∪ {−∞,+∞} erlaubt werden
und darüber hinaus zur Repräsentation von range ([0, 1]/{0}) = ∅ auch die leere Menge in
I(R) enthalten sein.
Die Definition von F(X,Y) = X/Y als möglichst enger Intervalleinschluss von range(X/Y)
ist allerdings in einigen Fällen hinderlich, etwa wenn es um das Umstellen einer Gleichung
der Form x = yz nach z mittels z = xy geht, wie es auch bei Intervall-Newton-Verfahren vor-
kommt (Hickey et al. 2001). Für x = y = 0 ist range({0}/{0}) = ∅, was anzeigt, dass die
Gleichung 0 = 0 · z keine eindeutige Lösung besitzt. Tatsächlich ist jedes z ∈ R eine mögliche
Lösung. In solchen Fällen ist es sinnvoller, F({0}, {0}) = (−∞,+∞) = R als Ergebnisintervall
zu liefern. Aus diesem Grund unterscheiden Hickey et al. (2001, S. 1042 und 1051) für Intervall-
paare X,Y ∈ I(R) explizit zwischen einem funktionalen und einem relationalen Quotienten,
für die man sich je nach semantischem Kontext der Operation entscheiden kann. An dieser
Stelle seien beide auf nicht notwendigerweise zusammenhängende reelle Mengen X,Y ⊆ R
verallgemeinert angegeben:
fset(X/Y) =
{
z ∈ R | ∃x∈X, y∈Y, y 6=0 . z = x/y
}
= range(X/Y)
rset(X/Y) =
{
z ∈ R | ∃x∈X, y∈Y . x = yz
} (⋆)
=
{
range(X/Y) falls 0 6∈ X ∩Y
R sonst.
(5.13)
Es bezeichnet fset(X/Y) den funktionalen Quotienten28 und rset(X/Y) den relationalen Quo-
tienten.29 Die Mengenbezeichnung fset und rset erfolgt durch den Autor der vorliegenden Ar-
beit in Anlehnung an die in der Literatur verbreitete Bezeichnung des im nächsten Unterab-
schnitt betrachteten Konzept des Containment Sets. Die mit einem Stern (⋆) markierte Äquiva-
lenz wird von Hickey et al. (2001, S. 1052) gezeigt. Für die Basisoperationen • ∈ {+, −, ·} ist
wie in (5.11):
fset(X •Y) = { z ∈ R | ∃x∈X, y∈Y . z = x • y } = range(X •Y)
rset(X •Y) = fset(X •Y). (5.14)
Im Folgenden sei die Menge fset(X •Y) als funktionaler Wertebereich und die Menge rset(X •
Y) als relationaler Wertebereich des Ausdrucks X • Y bezeichnet. Der relationale Quotient mit
rset({1}/{0}) = ∅ und rset({0}/{0}) = R wird u.a. von Kulisch (2009) und Ratz (1996)30
verwendet, die beide entsprechende, leicht als Programmroutinen implementierbare Definitio-
nen der Intervalldivision [a, b]/[c, d] mittels Fallunterscheidung bezüglich a, b, c, d angeben. Sie
berücksichtigen dabei explizit die Wertebereichslücke, die bei Divisionen mit 0 ∈ [c, d] auftritt,
wie z.B.
(a/c, a/d) 6⊆ rset
(
[a, b]
[c, d]
)
= (−∞, a/c] ∪ [a/d, +∞) für 0 < a und c < 0 < d, (5.15)
a, b, c, d ∈ R.
28Operatorsymbol / in Hickey et al. (2001, S. 1042).
29Operatorsymbol ® in Hickey et al. (2001, S. 1055).
30Wie in Hickey et al. (2001) und Pryce und Corliss (2006) referenziert.
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5.4.2 Containment Sets
Eine weitere Interpretation, welche Werte das von einer Intervallerweiterung F gelieferte In-
tervall am Rand des Definitionsbereich von f beinhalten muss, kommt bei den Containment-
Set-basierten Ansätzen zum Einsatz. Dabei ist das Containment Set, kurz cset, an einer Stelle
x ∈ Rn mit x ∈ Df oder x 6∈ Df definiert als die Menge aller Grenzwerte, gegen welche die
Funktionswertfolge ( f (xi)) für alle möglichen Argumentfolgen (xi) ∈ Df mit x = limi→∞(xi)
konvergieren oder bestimmt divergieren kann (Pryce und Corliss 2006, S. 257f). Um bei der
Grenzwertbetrachtung die bestimmte Divergenz gegen +∞ und −∞ ausdrücken zu können,
operieren die cset-basierten Ansätze stets auf dem topologischen AbschlussR∪{−∞,+∞} der
reellen Zahlen (in der Literatur häufig als erweiterte reelle Zahlen, engl. Extended Reals, bezeich-
net) und erfordern ausdrücklich die Repräsentierbarkeit von abgeschlossenen Intervallen wie
[a,+∞] := [a,+∞) ∪ {+∞}, [−∞, b] := (−∞, b] ∪ {−∞} und [−∞,+∞] := R∪ {−∞,+∞} so-
wie von Operationsergebnissen der Art x/0 = ±∞, wie sie im IEEE-754-Standard vorgesehen
sind. Für Punkte x ∈ Df des Definitionsbereichs gilt
cset( f ; {x}) = range( f ; {x}) = { f (x) } mit range( f ; X) := { f (x) | x ∈ X } .
Walster et al. (2002, S. 19) und Hansen und Walster (2004, S. 53f) definieren das allgemeine
Containment Set von f in Teilmengen X ⊆ Rn als
cset( f ; X) =
⋃
x∈X
cset( f ; {x})
Um es auch für Punkte x 6∈ Df angeben zu können konstruieren sie den als f (x) notierten sog.
Abschluss des Ausdrucks f im Punkt x ∈ Rn (Expression Closure):
f (x) =

{
limi→∞( f (xi)) | (xi) ist Folge mit x = limi→∞(xi), xi ∈ Df
}
falls x ∈ cl(Df )
∅ sonst.
Dabei bezeichnet cl(Df ) den topologischen Abschluss der Menge Df in R∪ {−∞,+∞} und es
gilt D f = cl(Df ) (Walster et al. 2002, S. 16; Hansen und Walster 2004, S. 63f) sowie allgemein,
und damit insbesondere auch für alle x 6∈ Df ,
cset( f ; {x}) = f (x)
(Walster et al. 2002, S. 25). Somit ergibt sich beispielsweise
cset(1/x; {0}) = {−∞,+∞},
cset(0/x; {0}) = [−∞,+∞] = R∪ {−∞,+∞},
cset(
√
x; {−1}) = ∅,
cset(
√
x; [−1, 1]) = [0, 1].
Während in der cset-orientierten Intervallarithmetikliteratur vorwiegend Intervalloperationen
auf ausschließlich abgeschlossenen Intervallen behandelt werden, merken Pryce und Corliss
(2006, S. 265) ausdrücklich an, dass die obige Definition des Containment Sets prinzipiell auch
eine Intervallarithmetik mit halboffenen und offenen Intervallen unterstützt. Aus der Definiti-
on folgt z.B.
cset(0/x; (0, 1]) = {0}.
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Eines der wichtigsten Ergebnisse der cset-Theorie ist der Umordnungssatz (Rearrangement Theo-
rem). Er wird von Pryce und Corliss (2006) für rationale Ausdrücke31 bewiesen und besagt, dass
ein durch arithmetische Äquivalenzumformungen eines gegebenen Ausdrucks f entstandener
Ausdruck g, mit demzufolge g(x) = f (x) für alle x ∈ Df ∩ Dg, stets das gleiche Containment
Set in X ⊆ R∪{−∞,+∞} aufweist wie f . Generell heißen zwei Ausdrücke f , g cset-äquivalent,
wenn für alle X ⊆ R∪ {−∞,+∞} gilt, dass cset( f ; X) = cset(g; X). Auf Containment Sets ba-
sierende Intervallarithmetikansätze sind damit insbesondere auf dem Gebiet des Übersetzer-
baus32 von Interesse. Sie erlauben eine Integration der Intervallarithmetik in Hochsprachen-
Compiler, ohne dass dabei die Funktionalität der automatischen Codeoptimierung hinsicht-
lich der Umformung arithmetischer Ausdrücke eingeschränkt wird. Integriert wurden solche
Ansätze z.B. in die Forte™ Compiler für Fortran und C++ von Sun Microsystems (inzwischen
von der Firma Oracle akquiriert; siehe Sun Microsystems 2000; Walster et al. 2002; Pryce und
Corliss 2006).
Die Vorteile der cset-Äquivalenz umgeformter Ausdrückewerden inAbschnitt 5.5 zumAbhän-
gigkeitsproblem deutlich. In Abschnitt 5.4.3 werden zwei Ausdrücke hinsichtlich ihres funk-
tionalen und relationalen Wertebereichs sowie ihres Containment Sets verglichen. Das dortige
Rechenbeispiel veranschaulicht ebenfalls den Umordnungssatz.
5.4.3 Rechenbeispiel
Der Unterschied zwischen den drei Interpretationen der Intervallerweiterung via fset, rset und
cset soll an dieser Stelle anhand eines Beispiels illustriert werden. Es seien die Abbildungsvor-
schriften der Funktionen f und g wie folgt durch zwei reelle Ausdrücke gegeben:
f , g : R3 → R,
f (x1, x2, x3) =
x1
x2/x3
,
Df =
{
(x1, x2, x3) ∈ R3
∣∣ x2 6= 0∧ x3 6= 0 },
Df 6= Dg,
(1, 1, 0) 6∈ Df
(1, 0, 0) 6∈ Df
g(x1, x2, x3) =
x1x3
x2
,
Dg =
{
(x1, x2, x3) ∈ R3
∣∣ x2 6= 0 },
Df ⊂ Dg,
(1, 1, 0) ∈ Dg
(1, 0, 0) 6∈ Dg
(5.16)
Wenngleich f (x) = g(x) für alle x ∈ Df ∩ Dg, handelt es sich hier um zwei unterschiedliche
Abbildungen, da f und g unterschiedliche Definitionsbereiche aufweisen. Bei einer Auswer-
tung mit IEEE-754-Arithmetik ergibt sich bei Verlassen des reellen Definitionsbereichs von f
und g:
fdouble(1, 1, 0) =
1
1/0
=
1
+∞
= 0
fdouble(1, 0, 0) =
1
0/0
=
1
NaN
= NaN
= gdouble(1, 1, 0) =
1 · 0
1
=
0
1
= 0,
= gdouble(1, 0, 0) =
1 · 0
0
=
0
0
= NaN.
(5.17)
Die maschinelle Berechnung von fdouble(1, 1, 0) ist somit einer der oben erwähnten Fälle, in
denen man mittels einer Folge von IEEE-754-Operationen beim Verlassen des reellen Defi-
nitionsbereichs der Berechnungsvorschrift dennoch zu einem reellwertigen Ergebnis gelangt.
31Die man üblicherweise vorliegen hat, wenn man mit endlicher Präzision auf einem Computer rechnet: Alle als
IEEE-754-Gleitkommawert exakt darstellbaren reellen Zahlen sind in Q enthalten.
32Siehe Aho et al. (1999a, b).
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Rechnet man hingegen mit einer Intervallarithmetik, die auf der Menge fset oder rset basiert,
so wird man diese Situation durch das gelieferte Ergebnisintervall ∅ ∈ I(R) bemerken. Der
funktionale und relationale Wertebereich an der Stelle (1, 1, 0) 6∈ Df , hier notiert als fset resp.
rset( f ; {1}×{1}×{0}), ist jeweils leer, während das Containment Set den Wert 0 enthält, wel-
chen auch die Gleitkomma-Auswertung von fdouble(1, 1, 0) ergibt:
fset( f ; {1}×{1}×{0}) = fset
(
{1}/ fset({1}/{0})) = fset({1}/∅) = ∅,
rset( f ; {1}×{1}×{0}) = rset
(
{1}/ rset({1}/{0})) = rset({1}/∅) = ∅,
cset( f ; {1}×{1}×{0}) = cset
(
{1}/ cset({1}/{0})) = cset({1}/{−∞, +∞}) = {0}.
Für alle Stellen x, die im Definitionsbereich Df liegen, stimmen der funktionale und relationale
Wertebereich und das Containment Set überein und enthalten ausschließlich den jeweiligen
eindeutig bestimmten Wert f (x). So ist (1, 1, 0) ∈ Dg und damit:
fset(g; {1}×{1}×{0}) = fset
(
fset
({1} · {0})/{1}) = fset({0}/{1}) = {0},
rset(g; {1}×{1}×{0}) = rset
(
rset
({1} · {0})/{1}) = rset({0}/{1}) = {0},
cset(g; {1}×{1}×{0}) = cset
(
cset
({1} · {0})/{1}) = cset({0}/{1}) = {0}.
Für den Argumentbereich X = {1} × [0, 1]× [0, 1] 6⊆ (Df ∪Dg) erhält man für den Ausdruck f
fset( f ; {1}×[0, 1]×[0, 1]) = fset
(
{1}/ fset([0, 1]/[0, 1]))
= fset
(
{1}/[0,+∞)
)
= (0,+∞)
rset( f ; {1}×[0, 1]×[0, 1]) = rset
(
{1}/ rset([0, 1]/[0, 1])) = rset({1}/R) = R \ {0}
cset( f ; {1}×[0, 1]×[0, 1]) = cset
(
{1}/ cset([0, 1]/[0, 1]))
= cset
(
{1}/(R∪ {−∞,+∞})
)
= R∪ {−∞,+∞}
und für g
fset(g; {1}×[0, 1]×[0, 1]) = fset
(
fset
({1} · [0, 1])/[0, 1]) = fset([0, 1]/[0, 1]) = [0,+∞)
rset(g; {1}×[0, 1]×[0, 1]) = rset
(
rset
({1} · [0, 1])/[0, 1]) = rset([0, 1]/[0, 1]) = R
cset(g; ) = cset
(
cset
({1} · [0, 1])/[0, 1])
= cset
(
[0, 1]/[0, 1]
)
= R∪ {−∞,+∞}.
Das obige Beispiel veranschaulicht, dass eine Beschränkung auf eine Intervallarithmetik, bei
der alle Intervalle [a, b] ∈ I(R)mit a, b ∈ R abgeschlossen sein müssen, von Nachteil sein kann.
Es sei angenommen, dass im Beispiel der Argumentbereich X nur aufgrund eines der Intervall-
repräsentation geschuldeten Abschlusses eines engeren tatsächlich möglichen Bereichs X′ =
{1} × (0, 1] × (0, 1] ⊂ (Df ∪ Dg) entstand. Die Hinzunahme des Argumentvektors (1, 0, 0) 6∈
(Df ∪ Dg) beim Mengenabschluss sorgt dafür, dass wegen der Division 0/0 der relationa-
le Wertebereich und das Containment Set von f und g in X durch das Intervall (−∞,+∞)
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resp. [−∞,+∞] eingeschlossen werden müssen, auch wenn bei der (exakten sowie maschi-
nell gemäß Gleitkommastandard gerundeten) Berechnung der beiden reellen Funktionen in
X′ niemals ein negatives Funktionsergebnis resultieren wird. In diesem konkreten Fall lie-
fert der funktionale Wertebereich das engstmögliche Ergebnisintervall, während eine auf rset
und cset basierende Intervalldivision zu einem erheblichen Informationsverlust hinsichtlich
des wirklichen Wertebereichs der Funktionen in X′ führt. Es ist zudem auffällig, dass mit
fset( f ; X) 6= fset(g; X) und rset( f ; X) 6= rset(g; X) sowohl der funktionale als auch der re-
lationale Wertebereich nicht invariant hinsichtlich algebraischer Äquivalenzumformungen des
Ausdrucks sind. Beim Containment Set allerdings ist dies für rationale Ausdrücke stets der
Fall: Für f und g gilt, wie im Beispiel oben zu erkennen, die durch den Umordnungssatz be-
schriebene cset-Äquivalenz cset( f ; X) = cset(g; X) für alle X ⊆ Rn.
5.5 Das Abhängigkeitsproblem
Wie in den Rechenbeispielen zu den Funktionspaaren f , g aus (5.7) sowie (5.16) aufgezeigt,
liefert die intervallarithmetische Auswertung eines gegebenen Ausdrucks nicht immer den
engstmöglichen Intervalleinschluss derMenge fset, rset bzw. cset, obwohl die Berechnungsvor-
schriften der Funktionen gemäß (5.12) aufgebaut sind und alle verwendeten Basisoperationen
die Einschlussbedingung erfüllen. Wenngleich damit der Fundamentalsatz der Intervallarith-
metik für sie gilt, sind die gelieferten Ergebnisintervalle in einigen Fällen deutlich weiter als
notwendig. Oft kann beobachtet werden, dass das Ergebnisintervall mit nachfolgenden Ope-
rationen (aufgrund der Inklusionsisotonie) weiter wächst und somit bei einer hohen Anzahl
von Operationen in Folge zunehmend schlechter hinsichtlich der Zielsetzung (5.6) wird. In ei-
nigen Fällen mag das Endergebnis gar immer das Intervall (−∞,+∞) = R sein und jeglichen
Informationsgehalt hinsichtlich des wirklichen Wertebereichs range verloren haben.
Diese Situation tritt verstärkt dann auf, wenn der betrachtete arithmetische Ausdruck für f (x1,
. . . , xn) mindestens ein xi mehrfach verwendet. Unter Mehrfachverwendung fallen dabei im
Allgemeinen auch Potenzen: Sowird in einfachen Ansätzen, die nicht eine spezielle Potenzope-
ration verwenden, der Teilausdruck (xi)2 als xi · xi interpretiert und gilt damit als mehrfache
Verwendung von xi. In Moores Beispiel (5.7) verwendet die Abbildungsvorschrift für f die Va-
riable x1 zweimal, wohingegen sie im Ausdruck für g nur einmal auftritt. Dies ist der Grund,
weshalb das von F gelieferte Intervall weiter als das Resultat von G ist. In (5.10) werden die
beiden Vorkommen der Intervallvariablen Xi = [1, 2] von den Intervalloperationen als von-
einander unabhängige Variablen betrachtet, d.h. so, als ob die zwei x1 im reellen Ausdruck
mit voneinander unterschiedlichen Werten belegbar wären (z.B. das erste mit 1 ∈ [1, 2] und
gleichzeitig das zweite mit 2 ∈ [1, 2]). Die Abhängigkeit der beiden Vorkommen und die ent-
sprechende strikte Erfordernis der Belegung aller x1 mit dem gleichen reellen Argumentwert
wird von den Intervalloperationen nicht berücksichtigt, weshalb die Situation auch als Abhän-
gigkeitsproblem (Dependency Problem) bezeichnet wird. Hierbei handelt es sich um ein konzeptio-
nelles Problem, das schlicht der einfachen Funktionsweise der Intervallarithmetik geschuldet
ist.
Verwendet ein (rationaler) Ausdruck jede Variable höchstens ein einziges Mal, dann liefert sei-
ne exakte intervallarithmetische Auswertung – den Bedingungen (5.5) und (5.11) entsprechen-
de Intervallbasisoperationen vorausgesetzt – stets den engstmöglichen Intervalleinschluss der
Menge fset, rset resp. cset.33 Für Moores ursprüngliche Intervallarithmetik wird dies bereits bei
Moore (1966) festgestellt. Die durch Alefeld undHerzberger (1983, S. 5) referenzierten Arbeiten
33Beim Rechnen mit endlicher Präzision auf einem Computer kann aufgrund des notwendigen Outward Roundings
auch in diesem Fall ein ausgeweitetes Ergebnisintervall resultieren.
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von Spaniol (1970) und Ratschek (1971) diskutieren im Detail, unter welchen Bedingungen die
Eigenschaft der Distributivität von Addition und Multiplikation
X1 · (X2 + X3) = X1 · X2 + X1 · X3 für bestimmte X1,X2,X3 ∈ I(R) (5.18)
für einen intervallarithmetischen Ausdruck gilt. Die als Subdistributivität bezeichnete Eigen-
schaft
X1 · (X2 + X3) ⊆ X1 · X2 + X1 · X3 für alle X1,X2,X3 ∈ I(R) (5.19)
gilt dabei stets (Moore 1966; Spaniol 1970). Die Teilmengenbeziehung (5.19) liefert somit einen
Hinweis, wie ein gegebener intervallarithmetischer Ausdruck umgeformt werden muss, um
bessere Intervalleinschlüsse zu erhalten. Angenommen, es ist die Berechnungsvorschrift einer
relativen Kennzahl wie der Eigenkapitalquote aus Kapitel 2 gegeben als
f (x, y) =
x
x + y
· 100
mit Eigenkapital x und Fremdkapital y, dann erhält man einen besseren Intervalleinschluss
durch Umformung in die Form34
g(x, y) =
1
1+ yx
· 100. (5.20)
Dabei ist zu beachten, dass f und g unterschiedliche Definitionsbereiche aufweisen und ins-
besondere g bei nicht vorhandenem Eigenkapital x = 0 in R undefiniert ist, was in diesem
Anwendungsfall von wesentlicher praktischer Relevanz sein mag. Die Auswertung von gmit-
tels IEEE-754-Gleitkommaarithmetik liefert allerdings g(0, y) = 0 für alle reellen y 6= 0.35 In
diesem Beispiel wird ersichtlich, weshalb cset-basierte Ansätze hilfreich sein können: Die ent-
sprechende Umordnung des Ausdrucks kann dann prinzipiell automatisiert durch Software
wie einen Compiler oder die in dieser Arbeit entwickelte Kennzahlenbibliothek erfolgen, ohne
dass dabei das Intervallergebnis hinsichtlich der möglichen arithmetischen Ausnahmesituatio-
nen beeinflusst wird. Die Ausdrücke für f und g sind cset-äquivalent, wohingegen auf dem
funktionalen oder relationalen Quotienten basierende Ansätze nach der Umformung in g kei-
ne Eigenkapitalquote von 0 mehr unterstützen würden. Eine nicht explizit von einem Benutzer
überwachte Transformation verbietet sich damit bei ihnen.
Prinzipbedingt ist aber das Abhängigkeitsproblem nicht immer durch geeignetes Umstellen
behebbar. So gelingt etwa für das Polynom
f (x) = x7 + x2 + x + 1
auch nach Einführung spezieller Potenzoperationen der Art
[a, b]2 =
{
[0, max {a2, b2}] falls 0 ∈ [a, b]
[min {a2, b2}, max {a2, b2}] sonst
keine Umformung in einen Ausdruck aus Basisoperationen, der die Variable x nur ein ein-
ziges Mal verwendet. Dementsprechend merkt Hayes (2009) an, dass die auf fset, rset und
cset basierenden Ansätze für die von ihm betrachtete Anwendung bei Spline-Funktionen in
34Die gleiche Beispielformel findet sich in dem White Paper von Sun Microsystems (2000, S. 8), eine ähnliche wird
von Hansen und Walster (2004, S. 51ff) besprochen.
35Wegen 1/+∞ = 0, s.o.
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der Computergrafik oft praktisch unbrauchbar sind, da sie wegen des Abhängigkeitsproblems
häufig extrem ausgeweitete Ergebnisintervalle liefern. Einige Veröffentlichungen, wie die von
Neumaier (2009b), in der eine stark ausdrucksspezifische Herangehensweise bei einem gege-
benen Benchmark-Problem am besten abschnitt, widmen sich detailliert der Verbesserung der
Problematik. Hansen und Walster (2004, S. 19f) definieren eine spezielle abhängige Intervall-
subtraktion (Dependent Subtraction) zu diesem Zweck.
5.6 Implementierung von Intervallarithmetik
Wie die obige Einführung in die Konzepte und Techniken der Intervallrechnung veranschau-
licht, existieren unterschiedliche Herangehensweisen an die Repräsentation von Intervallen
mit endlicher Präzision auf einem Computer und die dortige Arithmetik mit ihnen. Im Fol-
genden werden konkrete Designoptionen, die diesbezüglich zu erwägen sind, aufgeführt und
einige in numerischen Programmierbibliotheken vorliegende Intervallarithmetikimplementie-
rungen sowie der 2015 erschienene IEEE-Intervallarithmetikstandard 1788 besprochen.
5.6.1 Intervallrepräsentationen und Designentscheidungen
Eine Zusicherbarkeit, dass Intervallerweiterungen beliebiger reeller Ausdrücke keinerlei Defi-
nitionslücken besitzen, erleichtert die Arbeit mit Intervallarithmetik erheblich. Sie ist für das
in dieser Arbeit entwickelte Kennzahlenframework erforderlich, weil dort arithmetische Aus-
nahmesituationen aufgrund der Benutzerkonfigurierbarkeit prinzipbedingt nicht verhindert
werden können. Wie in Abschnitt 5.3 diskutiert, ist keinesfalls eindeutig, wie Intervallbasis-
operationen hinsichtlich der Definitionslücken ihrer reellwertigen Entsprechungen auszulegen
sind, sodass die Intervalle, mit denen gerechnet wird, Werte außerhalb des reellen Definiti-
onsbereichs enthalten dürfen. Vorrangig wurde in den obigen Abschnitten die Division durch
Null als Beispiel für einen verbreiteten arithmetischen Ausnahmefall hergenommen, weitere
in R undefinierte Fälle existieren mit log 0,
√−1, arccos 1110 etc. In der Literatur werden eine
Reihe unterschiedlicher Ansätze zum Abschluss der intervallarithmetischen Basisoperationen
betrachtet. Wie in Abschnitt 5.4 besprochen, widmen sich viele Veröffentlichungen lediglich
einem Abschluss der einzelnen durch die Basisoperationen gegebenen Abbildungen – nicht
jedoch einem algebraischen Abschluss der Intervallarithmetik in der Menge der zulässigen
Intervalle im Sinne einer algebraischen Struktur. Da einige Veröffentlichungen in der Vergan-
genheit Fehler und Inkonsistenzen enthielten und diesbezüglich korrigiert werden mussten,
ist prinzipiell nicht auszuschließen, dass dies auch noch für einige der aktuelleren Arbeiten
gilt. Es ist durchaus denkbar, dass Widersprüche und Containment Failures bei manchen – ins-
besondere bei ihren Implementierungen auf einem Computer – erst in bestimmten konkreten
Anwendungsfällen bemerkt werden.
In praktischen Umsetzungen ist die Repräsentation eines abgeschlossenen Intervalls [a, b] ∈
I(R) als Wertepaar (a, b) ∈ L× L gebräuchlich, wobei L für die Menge der zulässigen Inter-
vallgrenzen steht; üblicherweise entweder L = R oder L = R ∪ {−∞,+∞} für das exakte
Rechnen und in der maschinellen Repräsentation mit endlicher Präzision (d.h. mit a, b geeignet
auf den nächsten darstellbaren Wert ab- resp. aufgerundet) L ⊂ Q oder L ⊂ Q ∪ {−∞,+∞}.
Zu diesem Zweck ist eine Darstellung von a, b als IEEE-754-Gleitkommawerte verbreitet (vgl.
Abschnitt 5.6.2). Pryce und Corliss (2006, S. 255) geben die folgenden Designoptionen an, die
bei der Realisierung einer (auf den reellen Zahlen basierenden) Intervallarithmetik in Gestalt
einer Programmierbibliothek oder integrierten Schaltung zur Disposition stehen:
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1. Wahl der dem exakten Intervallmodell zugrunde liegenden Zahlenmenge
Es ist festzulegen ob durch die Implementierung Intervalle der Menge R oder der Menge
R ∪ {−∞,+∞} approximiert werden sollen. In der neueren Literatur werden häufig in
beiden Fällen −∞,+∞ als gültige Intervallgrenzen zugelassen, um die gesamte Menge
der reellen Zahlen mit einem Intervall einschließen zu können. Im ersten Fall gilt für alle
Intervalle X ∈ I(R), dass −∞,+∞ 6∈ X. Auf diese Weise sind die mindestens auf einer
Seite unbeschränkten reellen Intervalle (−∞, b], [a,+∞) und (−∞,+∞) = Rmit a, b ∈ R
darstellbar. Im zweiten Fall, welcher auch für die cset-basierten Ansätze erforderlich ist,
sind ausdrücklich abgeschlossene Intervalle [a, b] mit {−∞,+∞} ∩ [a, b] 6= ∅ und da-
mit insbesondere die zwei speziellen einelementigen Intervalle [−∞,−∞] und [+∞,+∞]
möglich.
2. Zulassen der leeren Menge im Intervallmodell
Wie oben beschrieben, entspricht der funktionale und relationale Wertebereich der Di-
vision 1/0 der leeren Menge. Um diese geeignet durch ein leeres Intervall darstellen
zu können, muss ∅ ∈ I(R) bzw. ∅ ∈ I(R ∪ {−∞,+∞}) gelten. Die maschinelle Reprä-
sentation des leeren Intervalls kann beispielsweise durch ein Paar (a, b) mit a > b erfol-
gen, oder, ebenfalls gebräuchlich wennmit IEEE-754-Gleitkommawerten gearbeitet wird,
durch Setzen von a = b = NaN.
3. Unterstützung von Wraparound-Intervallen
Wie in Abschnitt 5.4.1 angemerkt, besitzt die Intervalldivision [a, b]/[c, d]mit a, b, c, d ∈ R,
0 < a ≤ b, c < 0 < d denWertebereich range ([a, b]/[c, d]) = (−∞, a/c]∪ [a/d,+∞). Eine
Implementierung, welche ein Nennerintervall mit 0 ∈ [c, d] erlaubt, kann hier entweder
den kleinstmöglichen Intervalleinschluss (−∞,+∞) resp. [−∞,+∞] oder aber die Men-
ge (−∞, a/c] ∪ [a/d,+∞) bzw. [−∞, a/c] ∪ [a/d,+∞] als sog.Wraparound-Intervall (auch
Exterior Intervall genannt) liefern. Das Wraparound-Intervall wird dabei durch das Wer-
tepaar (x, y) mit x = a/d, y = a/c und damit x > y repräsentiert (und die leere Menge
dementsprechend auf andere Weise). Es ist möglich, Wraparound-Intervalle lediglich als
Ergebnisse von Intervallfunktionen zu erlauben. Um mit ihnen in diesem Fall als Argu-
mente nachfolgender Intervalloperationen weiterrechnen zu können, müssen sie explizit
in zwei separate Intervalle (−∞, y] und [x,+∞) zerlegt werden und die folgenden Schrit-
te in zwei voneinander getrennten Rechenwegen mit ihnen fortgeführt werden.
4. Verwendung von lediglich einem Unendlichkeitssymbol
Bei Verwendung von Intervallen der Menge R besteht die Möglichkeit, in der maschinel-
len Repräsentation anstelle zweier Unendlichkeiten−∞ und+∞ nur ein einziges Symbol
∞ zu verwenden. So kann etwa das Intervall (−∞, b] ⊂ R als Paar (∞, b), das Intervall
[a,+∞) ⊂ R als Paar (a,∞) und das Intervall (−∞,+∞) = R als Paar (∞,∞) reprä-
sentiert werden. Für die Menge I(R∪ {−∞,+∞}), und somit auch für die cset-basierten
Ansätze, ist diese Designoption ausgeschlossen, da dort eine vorzeichenbehaftete Unend-
lichkeit zwingend erforderlich ist.
5. Strikte statt lockerer Auswertung
Bei der Auswertung der Intervallerweiterung F(X) eines reellen Ausdrucks f (x) mit
X 6⊆ Df , wie z.B. von
√
[−1, 1], können entweder die betreffenden Berechnungsschritte
mit einem Fehlersignal abgebrochen werden (Auslösen einer Ausnahme), oder alle reel-
len Werte x ∈ X mit x 6∈ Df bei der Bestimmung des Ergebnisintervalls schlicht ignoriert
werden (wie in Abschnitt 5.4 diskutiert: für
√
[−1, 1] wird das Ergebnisintervall [0, 1]
geliefert). Das erstgenannte Verhalten wird als strikte Auswertung (Strict Evaluation) be-
zeichnet und entspricht der Vorgehensweise bei Moore (1966); das letztgenannte heißt
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lockere Auswertung (Loose Evaluation) und kommt u.a. bei den cset-basierten Ansätzen zur
Anwendung. Auch bei lockerer Auswertung kann die Existenz von reellen Definitions-
lücken in den Intervallargumenten bemerkt und entsprechend signalisiert werden, bei-
spielsweisemittels Setzen eines gesonderten Ergebnis-Flags, wie es von Pryce undCorliss
(2006, S. 268ff) oder Kulisch (2009, S. 23f) diskutiert wird.
6. Unterstützung von offenen und halboffenen Intervallen
Neben abgeschlossenen Intervallen und den etwaigen speziellen unbeschränkten Fällen
(−∞, b], [a,+∞), (−∞,+∞) können beliebige halboffene und offene Intervalle zugelas-
sen werden. Dazu ist die maschinelle Repräsentation um zwei weitere Bits zu erweitern,
die anzeigen, ob die linke oder rechte Intervallgrenze jeweils im Intervall enthalten ist.
Die Fallunterscheidungen, die bei der Implementierung einer lockeren Auswertung z.B.
für die Divisionsoperation anfallen, werden dadurch allerdings umfangreicher; vgl. da-
zu Hickey et al. (2001). In der aktuellen Literatur sind für Bitvektoren, die in der maschi-
nellen Repräsentation eines Intervalls über die zwei Gleitkommawerte zur Darstellung
der Intervallgrenzen hinausgehend hinzugefügt werden, die Begriffe Tags (z.B. bei Pryce
und Corliss 2006) oder Decorations (z.B. bei Revol 2010) gebräuchlich.
7. Spezielle Semantik einer vorzeichenbehafteten Null
Erfolgt die maschinelle Repräsentation der Intervallgrenzen als Gleitkommawerte, muss
besonderes Augenmerk darauf gelegt werden, dass sich in die Implementierung keine
Fehler aufgrund einer Nichtbeachtung bzw. falschen Behandlung der im IEEE-754-Gleit-
kommastandard vorgesehenen vorzeichenbehafteten Null einschleichen (Popova 1996).
Den IEEE-754-Werten −0 und +0 kann im maschinellen Intervallmodell allerdings auch
eine spezielle Semantik zugeordnet werden. Beispielsweise kann das abgeschlossene In-
tervall [0, 1] als Wertepaar (−0, 1) und das halboffene Intervall (0, 1] als Paar (+0, 1) re-
präsentiert werden – etwa, um bei der Divisionsoperation die Null explizit aus demNen-
nerintervall zu entfernen. Wenngleich eine vorzeichenbehaftete Null in der maschinellen
IEEE-754-Arithmetik bei Unterläufen zur Wahrung des korrekten Vorzeichens des exak-
ten Operationsergebnisses sinnvoll ist, stellt sie sich in Hinblick auf die Erhaltung der
Topologie der reellen Zahlen sowie die Eindeutigkeit des neutralen Elements der Additi-
on als höchst problematisch dar, wie u.a. Pryce und Corliss (2006) anmerken.
Pryce und Corliss (2006) geben an, dass sich aus den genannten Optionen bereits über 20 sinn-
volle Kombinationen ergeben, die alle in unterschiedlichen Intervallarithmetiken resultieren.
Ihre Liste lässt sich noch weiter ergänzen, insbesondere um die drei folgenden Punkte:
8. Wahl der zugrunde liegenden Einschlussmenge
Bei Verwendung einer erweiterten Intervallarithmetik, die mit einer lockeren Auswer-
tung Definitionslücken in den Argumentintervallen unterstützt, ist festzulegen, welche
der Mengen fset, rset, cset (und etwaige weitere) durch das Ergebnisintervall einer Basis-
operation einzuschließen ist. Alternativ kann eine Implementierung für mehrere dieser
Mengen gesonderte Basisoperationen (wie etwa für die Division) anbieten, die je nach
Kontext vom Benutzer zu wählen sind.
9. Verwendung von nicht direkt mit Mengen korrespondierenden Nichtstandardintervallen
In der Literatur zur (reellen) Intervallanalysis korrespondiert das Konzept des Intervalls,
unabhängig von einer etwaigen Maschinenrepräsentation als Paar, üblicherweise direkt
mit einer Teilmenge von R oder R ∪ {−∞,+∞}. Es existieren darüber hinaus einige we-
nige Arbeiten, die Intervalle als abstraktere Objekte behandeln. Beispielsweise entspricht
ein modales Intervall zunächst keiner Menge, sondern ist lediglich ein Wertepaar (a, b),
103
für das der Fall a > b eine spezielle Semantik besitzt (siehe Sainz et al. 2014 und Hayes
2009 für Details). Weil Arbeiten zu derartigen alternativen Arithmetiken allerdings im
direkten Vergleich zu Veröffentlichungen, die eine klassische mengenbasierte Interpre-
tation von Intervallen verfolgen, klar ersichtlich in der Minderzahl sind, ist die Frage
naheliegend, inwiefern die theoretischen Grundlagen und Ergebnisse hinter Ansätzen
wie beispielsweise der modalen Intervallarithmetik zum gegenwärtigen Zeitpunkt als
wohlverstanden bezeichnet werden dürfen. So zitiert etwa Neumaier im Rahmen des in
Abschnitt 5.6.3 behandelten IEEE-Standardisierungsverfahrens seine Korrespondenz mit
Jaulin zu einer möglichen Berücksichtigung von modalen Intervallen im Standard IEEE
1788 (2015):
»I am pessimistic about their future. The theory is nice but it is too difficult to handle
properly. [. . . ]My feeling is that it should not be included for the following reasons.
(i) The modal theory is not easy to deal with and may lead to misunderstandings if
the semantic is not clearly understood. (ii) It is easy to add a layer over a classical
interval arithmetic library to make an efficient modal interval library. [. . . ]« (Luc
Jaulin, zitiert von Neumaier 2009a, S. 52f)
Aus diesem Grund wird das Rechnen mit modalen Intervallen und ähnlichen Nichtstan-
dardintervallen in der vorliegenden Arbeit nicht näher betrachtet.
10. Darstellung in Mittelpunkt-Radius-Form
Abgeschlossene Intervalle X können anstelle eines Paares (a, b), welches die Untergrenze
a und Obergrenze b der zusammenhängenden Menge angibt, auch in sog. Mittelpunkt-
Radius-Form (Midpoint-Radius Form) als Paar (c, r) mit
X = {x ∈ R | c− r ≤ x ≤ c + r}
repräsentiert werden. Hierbei ist c = 12 (b + a) der Intervallmittelpunkt und r =
1
2 (b− a)
der Intervallradius. Verbreitet ist diese Darstellung auchmit der Notation c± r in der Feh-
leranalyse (vgl. Dwyer 1951, S. 11ff). Negative Radien können zur Darstellung der leeren
Menge, von Wraparound-Intervallen oder von modalen Intervallen mit a > b dienen.
Hinsichtlich der drei Anwendungsfälle36 von Intervallarithmetik im Kennzahlenframework
ist nicht eindeutig, welche der obigen Optionen gewählt werden sollen. Es kann allerdings
folgendes festgestellt werden:
(i) Aufgrund der freien Konfigurierbarkeit des Kennzahlensystems durch den Benutzer des
MAS sollte eine lockere Auswertung gewählt werden, um die prinzipielle Funktionstüch-
tigkeit der Software gewährleisten zu können.
(ii) Aus dem gleichen Grund sollten die möglichen Intervallgrenzen aus der Menge R ∪
{−∞,+∞} stammen, um die gesamte Menge der reellen Zahlen einschließen zu können.
Von der Existenz einer reellen oberen und unteren Schranke für dieWerte aller möglichen
Kennzahlen kann nicht ausgegangen werden.
(iii) Die freie Konfigurierbarkeit sowohl des Kennzahlensystems als auch der Planungsope-
ratoren kann insbesondere dazu führen, dass in einzelnen bei der Planung betrachteten
36Erstens, die automatische Herleitung von Boundary Constraints für die Kennzahlensollwertgenerierung über
Agentengrenzen hinweg. Zweitens, die Erfüllbarkeitsbestimmung numerischer Aktionsvorbedingungen in Plänen.
Drittens, die Selektion von partiell grundierten Plankandidaten für die numerische Aktionsparameteroptimierung
anhand der intervallarithmetischen Auswertung ihrer Planmetrik, d.h. ihrer kennzahlenbasierten Utility-Funktion.
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Weltzuständen einige Kennzahlen keinen bestimmbaren reellen Wert besitzen. Zwecks
Repräsentation dieser Situation, sollte die leere Menge Bestandteil des verwendeten In-
tervallmodells sein.
(iv) Die Intervallarithmetik sollte in der Lage sein, die in Beispiel (5.15) betrachtete Werte-
bereichslücke im Falle einer Division durch ein die Null enthaltendes Intervall geeignet
zu repräsentieren; entweder in Gestalt eines Wraparound-Intervalls oder einer Ergebnis-
menge aus mehreren Intervallen. Sowohl die Generierung eines Kennzahlensollwerts,
der in eine solche Wertebereichslücke fällt, als auch die falsch-positive Annahme der Er-
füllbarkeit einer Aktionsvorbedingung, die erfordert, dass der Wert einer Kennzahl in
einer Wertebereichslücke liegt, kann im Allgemeinen als nachteilig hinsichtlich der Per-
formanz und Funktionsfähigkeit des kennzahlengesteuertenMAS angenommenwerden.
(v) Der Einsatz einer cset-basierten Intervallarithmetik ist imAllgemeinenmit Vor- undNach-
teilen verbunden. Einerseits wird durch die Verwendung von Intervallen aus I(R∪{−∞,
+∞}) die Funktionsfähigkeit der Berechnungsvorschrift (5.20) der Eigenkapitalquote bei
einem Eigenkapital von 0 ermöglicht, andererseits verliert das Ergebnis einer Intervalldi-
vision [a, b]/[c, d]mit 0 ∈ [a, b]∩ [c, d], wie in Abschnitt 5.4.3 demonstriert, jeglichen prak-
tisch verwertbaren Informationsgehalt. Bei der Verwendung eines cset-Ansatzes sollten
beliebige offene und halboffene Intervalle unterstützt werden. Das Rechenbeispiel
cset
(
[0, 1]
[2, 3]− [1, 2)
)
= cset
(
[0, 1]
(0, 2]
)
= [0,+∞),
cset
(
[0, 1]
[2, 3]− [1, 2]
)
= cset
(
[0, 1]
[0, 2]
)
= [−∞,+∞]
illustriert, dass es nicht ausreicht, mittels einer speziellen Semantik einer vorzeichenbe-
hafteten Null lediglich halboffene Intervalle der Form [a, 0) und (0, b] vorzusehen.
Weil während der Entwicklung des in dieser Arbeit evaluierten Softwareprototyps bereits ei-
ne Vielzahl von Intervallarithmetikimplementierungen verfügbar war, von denen mehrere –
jeweils mit unterschiedlichem Integrations- und Anpassungsaufwand – für die Einsatzzwe-
cke des Kennzahlenframeworks geeignet erscheinen, war eines der Designziele beim Entwurf
der Kennzahlenprogrammierbibliothek, die von ihr verwendete Intervallarithmetikumsetzung
über ein Plugin-System austauschbar und damit innerhalb eines konkreten MAS ebenfalls be-
nutzerkonfigurierbar zu machen. Diese Herangehensweise wurde insbesondere deshalb ge-
wählt, weil während der gesamten Entwicklungszeit des Kennzahlenframeworks die Standar-
disierung der Intervallarithmetik durch die IEEEWorking Group P1788 noch nicht abgeschlos-
sen war und zum Zeitpunkt der Drucklegung des vorliegenden Werks noch keine vollständig
fertiggestellte und umfänglich validierte Referenzimplementierung des Standards IEEE 1788-
2015 vorlag. Um die Wahrscheinlichkeit zu minimieren, dass die Evaluation des Softwarepro-
totyps unter Einsatz fehlerbehafteten Intervallcodes durchgeführt wird, wurde für die Experi-
mentläufe auf eine der im nächsten Abschnitt besprochenen etablierten Intervallbibliotheken
zurückgegriffen, die bereits vor Gründung der IEEE-Arbeitsgruppe P1788 als hinreichend aus-
gereift klassifiziert werden konnten.
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5.6.2 Implementierungen vor Verabschiedung des
Standards IEEE 1788-2015
Der Anzahl der möglichen Kombinationen obiger Designoptionen entsprechend existiert eine
Vielfalt an Intervallarithmetikimplementierungen in Form von Programmbibliotheken für di-
gitale Rechner. Eine frühe Beschreibung in Pseudocode, die sich direkt auf Dwyer (1951) und
Moores Umsetzung (1959) bezieht, gibt Gibb (1961). An der Universität Karlsruhe begann die
Arbeit an maschineller Intervallrechnung mit der Entwicklung eines Intervalldatentyps für die
Zuse-Z-23-Rechenanlage im Jahre 1967 (Kulisch 2001, S. 21). Referenzen auf einige frühe Im-
plementierungen, u.a. für historische Rechenanlagen wie die Burroughs B5500 und UNIVAC,
enthält der Artikel von Yohe (1979), welcher eine Fortran-Bibliothek bespricht. INTLIB ist eine
weitere Fortran-Implementierung von Kearfott et al. (1994). Die genannten Realisierungen sind
auf strikte Auswertung beschränkt. Ebenfalls aus Deutschland stammt die ACRITH-Bibliothek
für das IBM-System/370 (Bleher et al. 1984), die auch bei Kulisch (2008a; 2008b, S. 277f) er-
wähnt wird. Besonders nennenswert sind die an den Universitäten Karlsruhe und Wuppertal
entwickelten XSC-Sprachen wie Pascal-XSC, ACRITH-XSC, C-XSC und C-XSC 2.0 (Klatte et al.
1992; Walter 1993; Klatte et al. 1993; Ratz 1996; Hofschuster und Krämer 2004; Hofschuster et al.
2009), die speziell für verlässliches Rechnen entworfen wurden und Intervallarithmetik beherr-
schen. Eine umfangreiche Übersicht aktueller Softwarepakete findet sich auf denWebseiten des
Computer Science Departments der University of Texas at El Paso (Kreinovich et al. 2011). Ei-
nige aktuelle Implementierungen werden bei Žilinskas (2005) und Revol (2010) miteinander
verglichen. Viele der dort genannten weit fortgeschrittenen Projekte wie C-XSC, filib++, PRO-
FIL/BIAS, INTLAB und Boost.Interval werden auch von Corliss et al. (2008) referenziert. Für
die praktische Realisierung der in der vorliegenden Arbeit in Java entwickelten Kennzahlen-
programmierbibliothek sind insbesondere in C und C++ geschriebene Umsetzungen (auf die
sich ebenfalls Žilinskas beschränkt) von Interesse, da derartige Bibliotheken dort sehr leicht via
Java Native Interface (JNI) oder Java Native Access (JNA) integriert werden können. Gleiches
gilt für aktuelle Fortran-Codes, die mit der GNU Compiler Collection (GCC) kompatibel sind.
C-XSC stellt verschiedene C++-Klassen, Datentypen und Algorithmen für numerische Aufga-
ben zur Verfügung und verwendet37 zur Durchführung der Intervallarithmetik die in C ge-
schriebene Bibliothek fi_lib (Hofschuster und Krämer 1998), die auf strikte Auswertung und
ein Rechnen mit 64-Bit-IEEE-754-Gleitkommawerten als Intervallgrenzen beschränkt ist. Ei-
ne Erweiterung der letztgenannten Intervallarithmetikbibliothek ist die in C++ geschriebene
filib++ (Lerch et al. 2006), welche 32- und 64-Bit-Gleitkommarechnung mittels entsprechender
Intervall-Template-Klassen ausführt.38 Sie unterstützt sowohl strikte als auch lockere Auswer-
tung und verwendet für letztere den cset-Ansatz nachWalster et al. (2002). Das etwaige Verlas-
sen des reellen Definitionsbereichs kann, wie u.a. bei Pryce und Corliss (2006) vorgeschlagen,
durch entsprechendes Abfragen eines Flags (von Pryce und Corliss DISCONT genannt) festge-
stellt werden.
An der technischen Universität Hamburg-Harburg um Rump entstanden die Projekte BIAS
(Knüppel 1993),39 PROFIL/BIAS (Knüppel 1999), b4m (Zemke 1999) und INTLAB (Rump 1999).
BIAS ist eine in C geschriebene Intervallarithmetikbibliothek, die lockere Auswertung mit 64-
Bit-IEEE-754-Arithmetik vornimmt. Für sie existiert mit PROFIL eine C++-Klassenbibliothek
37Siehe z.B. den unter der GNU Library General Public License (GPL) veröffentlichten Quellcode von C-XSC in der
Version 2.5.1 vom 09.06.2011. fi_lib unterliegt ebenfalls der GPL.
38filib++ unterliegt der GNU Lesser General Public License (LGPL).
39Es existieren mehrere Intervallarithmetikbibliotheken von unterschiedlichen Autoren mit dem Namen Basic Inter-
val Arithmetic Subroutines bzw. BIAS. So wird z.B. ein gleichnamiger Entwurf von Corliss bei Popova (1996) und
Kearfott et al. (1994) referenziert. Der Namensursprung liegt jeweils in der Anlehnung an eine andere bekannte
Programmierbibliothek (BLAS). Vergleiche dazu u.a. Knüppel (1993).
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als Erweiterung, die BIAS über objektorientierte Intervalldatentypen zugreifbar macht und
weitere Funktionalität, z.B. für intervallbasierte Lösung linearer Gleichungssysteme, enthält.
Aktuelle Versionen werden als Softwarepaket PROFIL/BIAS veröffentlicht.40 Es wurde zudem
mit b4m eine Anbindung von BIAS an die Mathematiksoftware Matlab entwickelt. INTLAB ist
eine vollständig in Matlab-Code verfasste Bibliothek. Die Softwareliste von Kreinovich et al.
(2011) enthält einige weitere für verbreitete Computeralgebrasysteme entwickelte oder in sie
integrierte Intervallarithmetikpakete verschiedener Autoren.
Die u.a. von Sun Microsystems finanzierten Bestrebungen um Walster et al. (2002, vgl. Copy-
right-Vermerk dort) führten zu der Integration von cset-basierter Intervallarithmetik in Gestalt
von Standarddatentypen und entsprechenden Operationen in die unter den Produktnamen
Sun Forte und Sun Studio vertriebenen proprietären Fortran- und C++-Compiler dieses Her-
stellers (Sun Microsystems 2000, 2005a, b). Die lockere Auswertung der Intervallausdrücke
erfolgt dort mittels 32- oder 64-Bit-IEEE-754-Gleitkommaarithmetik (Intervallgrenzen als C-
Datentypen float resp. double) oder mit mindestens 80 Bit im C-Datentyp long double.
Intervallarithmetik mit beliebiger Gleitkommapräzision ermöglicht die C-BibliothekMPFI (Re-
vol und Rouillier 2005),41 welche unter Verwendung der GNU Multiple Precision Arithmetic
Library42 (GMP) und der GNU Multiple Precision Floating-Point Reliable Library43 (MPFR)
umgesetzt ist und somit statisch oder dynamisch gegen diese beiden Bibliotheken zu linken
ist. Sie ist in vielen verbreiteten Linux-Distributionen wie Debian, Ubuntu, openSUSE, Fedora,
CentOS etc. als Softwarepaket enthalten.
Als weitere quelloffene C++-Bibliothek ist das dem Projekt Boost C++ Libraries44 zugehöri-
ge Paket Boost.Interval (Brönnimann et al. 2006a) zu nennen, dessen Autoren zeitweise die
Aufnahme ihrer Arbeit in die offizielle C++-Standardbibliothek anstrebten (Brönnimann et
al. 2006b).45 Als herstellerunabhängiges Gegenstück zu den Sun-Produkten richtet sich die-
se Umsetzung (auch hinsichtlich der Anforderungen an das Softwaredesign) primär an die
C++-Entwicklergemeinde und erst sekundär an das Forschungsfeld der verlässlichen Rech-
nens. Dementsprechend wird in der Online-Dokumentation (Melquiond et al. 2006) davor
gewarnt, dass die Einhaltung der Einschlussbedingung für einige bestimmte Kombinationen
von Rechnerarchitektur, Betriebssystem und Compiler nicht garantiert werden kann. Wie die
Sun-Compiler unterstützt Boost.Interval eine Repräsentation der Intervallgrenzen durch die
C-Gleitkommatypen float, double und long double. Besonders hervorzuheben ist, dass die-
se Bibliothek mit den Funktionen division_part1() und division_part2() eine Möglichkeit
bereitstellt, die etwaige bei der Division entstehende Wertebereichslücke, vgl. Beispiel (5.15),
explizit zu entfernen, indem zwei disjunkte Ergebnisintervalle geliefert werden. Wie die zu-
vor genannten Bibliotheken unterstützt Boost.Interval keine beliebigen offenen und halboffe-
nen Intervalle. Eine geschwindigkeitsoptimierte Anpassung der Bibliothek an aktuelle hoch-
parallele GPGPU-Architekturen (General Purpose Computation on Graphics Processing Unit) wie
NVIDIA CUDA46 wird von Collange et al. (2008) vorgestellt und hinsichtlich Performanz bei
Einsatz in einem Ray-Tracing-Algorithmus untersucht. Wie von den Autoren betont wird, ist
die spezielle Schwierigkeit auf GPGPU-Architekturen durch die Tatsache gegeben, dass die
verfügbare Hardware ursprünglich für (nicht den strikten Anforderungen des verlässlichen
Rechnens unterliegende) Grafikanwendungen entwickelt wurde und sich hinsichtlich des Ab-
40PROFIL/BIAS unterliegt der GPL.
41MPFI unterliegt der GPL.
42Siehe http://gmplib.org/ (zuletzt abgerufen am 19.12.2016). GMP unterliegt der LGPL.
43Siehe http://www.mpfr.org/ (zuletzt abgerufen am 19.12.2016). MPFR unterliegt der LGPL.
44Siehe http://www.boost.org/ (zuletzt abgerufen am 19.12.2016).
45Boost.Interval unterliegt der Boost Software License; siehe http://www.boost.org/users/license.html (zuletzt
abgerufen am 19.12.2016).
46Siehe http://www.nvidia.com/cuda/ (zuletzt abgerufen am 19.12.2016).
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schneidens und Rundens von Zwischenergebnissen z.T. modellspezifisch nicht konform zum
IEEE-754-Standard verhält. Die Wahrung der Einschlussbedingung kann daher im Allgemei-
nen auf derartiger Hardware nicht garantiert werden. Über Boost.Interval hinaus enthält Boost
zudem mit dem Paket Boost.Multiprecision47 einen C++-Wrapper für MPFI, MPFR und GMP.
In die engere Auswahl für den Einsatz in der Kennzahlenprogrammierbibliothek mittels eines
entsprechenden Intervallarithmetik-Plugins kamen die zwei Bibliotheken MPFI (Revol und
Rouillier 2005) und Boost.Interval (Brönnimann et al. 2006a) aufgrund ihrer breiten Verfüg-
barkeit auf unterschiedlichen Plattformen wie Linux, Mac OS X, Solaris und Windows sowie
ihrer Kompatibilität mit aktuellen Versionen der GNU Compiler Collection und damit leich-
ten Integrierbarkeit über das Java Native Interface. Weil MPFI anders als Boost.Interval keine
Divisionsoperation mit zwei Ergebnisintervallen (s.o.) zur Verfügung stellt, eine Abhängigkeit
zu zwei weiteren Bibliotheken (MPFR, GMP) aufweist, und zudem das Rechnen mit beliebiger
Gleitkommapräzision nicht als technische Anforderung in denDesignzielen der Kennzahlenbi-
bliothek enthalten ist, fiel für die prototypische Implementierung und experimentelle Evalua-
tion des Kennzahlenframeworks die Wahl auf Boost.Interval. Da diese Bibliothek ausschließ-
lich auf der Basis von C++-Header-Dateien umgesetzt ist, lässt sich darüber hinaus durch ih-
re Verwendung leichter verhindern, dass mit einem Kompilat des Intervallarithmetik-Plugins
Maschinencode von ungenutzten Bibliotheksfunktionen (sog. unerreichbarer Code, engl. Dead
Code) ausgeliefert wird.
5.6.3 Der Intervallarithmetikstandard IEEE 1788-2015
Unter der Berücksichtigung, dass sich die Intervallarithmetik und verlässliche Numerik bis in
die Anfangszeit der elektronischen Rechenanlagen zurückverfolgen lässt, mag dem einen oder
anderen Beobachter der technischen Entwicklung seitdem die in dem 2003 erschienenen popu-
lärwissenschaftlichenArtikel vonHayes vorgenommene Zuspitzung durchaus bemerkenswert
erscheinen – und die Arithmetik in modernen GPGPUs hinsichtlich der Ergebnisverlässlichkeit
eher als technischer Rückschritt:
»Give a digital computer a problem in arithmetic, and it will grind away methodically,
tirelessly, at gigahertz speed, until ultimately it produces the wrong answer.« (Hayes 2003,
S. 484)
DieNiederschrift von Kulisch (2008a) beginntmit einer inhaltlich ähnlichen Bemerkung.Wenn-
gleich mehrere Autoren ihre Intervallbibliotheken zum Zwecke einer Geschwindigkeitsopti-
mierung hardwarenah für aktuelle Prozessorbefehlssätze programmieren,48 ist in entgegen-
gesetzter Richtung festzustellen, dass intrinsische Intervalldatentypen und -operationen auch
heute bei den verbreiteten Prozessorarchitekturen49 der führenden Hersteller nach wie vor
nicht vorhanden sind. Von der wissenschaftlichen Seite ausgehend wurde allerdings geeigne-
te Prozessorelektronik entwickelt. Kulisch widmet z.B. der Beschreibung eines arithmetischen
Koprozessors für exakte Skalarprodukte (XPA 3233; entwickelt 1993–94) ein Kapitel in seinem
Buch (2008b, Kap. 8) und schlägt in seinem Paper mit Kirchner (Kirchner und Kulisch 2006)
einen Instruktionssatz und dazugehörige Schaltkreise für Intervallarithmetik vor, um die exis-
tierende Prozessorarchitekturen sehr leicht erweitert werden könnten. Die Autoren schätzen,
dass die Anzahl der Gates auf einem zum damaligen Veröffentlichungszeitpunkt aktuellen
47Siehe http://www.boost.org/doc/libs/release/libs/multiprecision/ (zuletzt abgerufen am 19.12.2016).
48Beispielsweise vergleicht Lambov (2008) die Laufzeiteigenschaften seiner mit SSE-2-SIMD-Instruktionen realisier-
ten Bibliothek RealLib mit filib++ und Boost.Interval und referenziert einige verwandte Arbeiten.
49Wie Intel-x86, AMD64, ARM und SPARC.
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x86-Prozessor dadurch lediglich um 1% oder weniger steigen würde. Ein späterer Artikel von
Kulisch (2009) ist bezüglich der dortigen Beschreibung einer auf rset basierenden Intervall-
arithmetik lesenswert. Eine dazu analoge Operationsspezifikation findet sich auch im Buch des
Autors (Kulisch 2008b, Kap. 4). Einige mögliche Ursachen, weshalb sich entsprechend speziali-
sierte Prozessorelektronik bisher nicht bei den Herstellern und am Markt durchsetzen konnte,
werden vonWalster (1996) und Kulisch (2008a) diskutiert. Einer der wesentlichen Gründe mag
die Tatsache sein, dass aktuelle Intervallarithmetikprogrammierbibliotheken aufgrund ihrer
unterschiedlichen numerischen Anwendungsszenarien und dementsprechend gewählten De-
signoptionen verschiedene Verhaltensweisen hinsichtlich des gelieferten Intervallergebnisses
bei Verlassen des reellen Definitionsbereichs an den Tag legen und diese nicht gegebene Einig-
keit z.T. abschreckend auf Prozessorhersteller und Anwender wirken kann.50
Die für die Intervallarithmetik auf Computern zwingend benötigten umschaltbaren Rundungs-
modi sind seit den achtziger Jahren im IEEE-Gleitkommaarithmetikstandard enthalten (IEEE
754 1985). Die 1991 unter dem Namen Interval Computations gegründete Fachzeitschrift Relia-
ble Computing (2011) widmet sich ausschließlich den Thematiken der Intervallarithmetik. Mit-
te 2008 wurde die IEEE-Arbeitsgruppe P1788 mit dem Ziel gegründet, eine Standardisierung
der Intervallarithmetik analog zur IEEE-754-Gleitkommarechnung vorzunehmen (IEEE P1788
2008). Hinsichtlich der Nichttrivialität dieses Unterfangens schreibt Kulisch über die Korre-
spondenz mit dem IEEE bezüglich einer vorgeschlagenen Berücksichtigung der Thematik in
der zweiten Revision des Standards IEEE 754 (1985):
»Die Antwort auf diese Eingaben sagte, dass das IEEE-Computerarithmetikrevisionskomitee
diese Vorschläge wiederholt intensiv diskutiert hat, dass aber das Gefühl vorherrscht, nicht
das nötig [sic] Know-how zu besitzen, um hier eindeutige Vorgaben machen zu können. Am
12. Juni 2008 hat daraufhin die IEEE-Computer Society ein Standardkomitee IEEE-P1788
für Intervallarithmetik gegründet, welches die arithmetischen Eigenschaften festlegen soll,
welche benötigt werden, um mit dem Rechner selbst Rechenergebnisse garantieren zu kön-
nen.« (Kulisch 2008a, S. 7)
Dementsprechend fanden Intervallarithmetikoperationen in IEEE 754 (2008) keinen Einzug.
Die Autoren von Boost.Interval haben die zeitweise von ihnen ausgehenden Bestrebungen, In-
tervallarithmetik in die offizielle C++-Standardbibliothek aufnehmen zu lassen (Brönnimann et
al. 2006b), zugunsten der sprachunabhängigen IEEE-Standardisierung zurückgestellt, um das
Erscheinen des Intervallstandards abzuwarten (Melquiond und Pion 2009). Der fertige Stan-
dard IEEE 1788-2015 wurde schließlich am 11. Juni 2015 verabschiedet und am 30. Juni 2015
veröffentlicht (IEEE 1788 2015). Er spezifiziert eine allgemeine Form von Intervallen (Common
Intervals) und die Syntax ihrer textuellen Notation, jeweils in einer undekorierten (Bare Interval)
und einer dekorierten (Decorated Interval) Fassung. Die Dekoration eines Intervallergebnisses
zeigt dabei an, ob die reelle Funktion, deren Intervallerweiterung in einer gegeben Box X ⊆ Rn
ausgewertet wurde, in allen Punkten von X definiert resp. definiert und stetig ist, an einigen
Punkten von X undefiniert oder überall in X undefiniert ist. Darüber hinaus wird eine Menge
von intervallarithmetischen Operationen sowie Mengen- und Vergleichsoperationen angege-
ben, die jede IEEE-1788-konforme Implementierung auf einem Computer (nicht notwendiger-
weise unter den im Standard verwendeten Funktionsnamen) zur Verfügung stellen muss. Die
intervallarithmetischen Operationen müssen dabei stets die Einschlussbedingung (5.5) erfül-
len, um standardkonform zu sein. Wenngleich der Standard in seinem zweiten Teil (IEEE 1788
2015, S. 34ff) ausschließlich die in diesem Kapitel betrachtete mengenbasierte Intervallarith-
metik behandelt – u.a. unter Angabe weiterer für diese Interpretation empfohlener Operatio-
50Der Pentium-Gleitkommadivisionsfehler anno 1994 wird von Walster (1996) als ein weit bekannter Fall angeführt,
in dem fehlerhafte Arithmetikhardware nachträglich korrigiert werden musste.
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nen einschließlich einer Intervalldivision mit zwei Ergebnisintervallen und sowohl bezüglich
der Menge fset (dort Forward Mode genannt) als auch rset (Reverse Mode) –, erlaubt er durch
Einführung des Konzepts der sog. Flavors auch zukünftige standardkonforme Umsetzungen
von alternativen Ansätzen wie der oben genannten modalen Intervallarithmetik. Konkrete Be-
rechnungsvorschriften für die intervallarithmetischen Operationen im Sinne eines Algorith-
mus werden in IEEE 1788-2015 nicht festgelegt. Es obliegt damit den Entwicklern konkreter
Implementierungen, die Standardkonformität ihres Programmcodes, d.h. insbesondere die ga-
rantierte Einhaltung der Einschlussbedingung, (formal) nachzuweisen. Wie die Vergangenheit
zeigt,51 ist dies nicht immer ein triviales Unterfangen.
Zum Zeitpunkt der Drucklegung der vorliegenden Arbeit befindet sich eine vereinfachte, mit
IEEE P1788.1 betitelte, Version des Standards in Entwicklung, welche auf eine schnellere Imple-
mentierbarkeit der Grundfunktionen abzielt (IEEE P1788 2008).52 Erste Referenzimplementie-
rungen existieren mit der C++11-Bibliothek libieeep1788 (Nehmeier 2014, 2015) für den Einsatz
unter Linux53 sowie einem Intervallpaket für die quelloffene Numeriksoftware GNU Octave
(Heimlich 2016). Es bleibt abzuwarten, wann IEEE-1788-konforme Intervallarithmetik in die
Standardbibliotheken von verbreiteten Programmiersprachen wie C++ oder Java Einzug hält.
Weil das Erscheinen des Intervallstandards nicht die korrekte Funktionsfähigkeit etablierter
numerischer Bibliotheken wie PROFIL/BIAS, filib++, MPFI oder Boost.Interval infrage stellt,
besitzt IEEE Std 1788-2015 nach Einschätzung des Autors hauptsächlich für Weiterentwick-
lungen des Kennzahlenframeworks Relevanz, um offiziell eine Konformität zu diesem Stan-
dard ausweisen zu können. Diesbezüglich ist beispielsweise die Integration einer zukünftigen,
z.B. formal verifizierten, Version von libieeep1788 in die Kennzahlenbibliothek mittels eines
entsprechenden Plugins möglich. Da die bei der experimentellen Evaluation des Kennzah-
lenframeworks in Kapitel 11 eingesetzte Bibliothek Boost.Interval genau wie alle IEEE-1788-
konformen Implementierungen die Einhaltung der Einschlussbedingung (5.5) garantiert, ist
durch eine alternative Verwendung von ieeep1788 allerdings keine statistisch signifikante Ver-
änderung (insbesondere keine Verbesserung) der Evaluationsergebnisse zu erwarten.
51Siehe Abschnitt 5.6.1
52Siehe http://standards.ieee.org/develop/project/1788.1.html (zuletzt abgerufen am 19.12.2016).
53Siehe https://github.com/nehmeier/libieeep1788/blob/master/README (zuletzt abgerufen am 19.12.2016).
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— KAPITEL 6 —
Übersicht des Kennzahlenframeworks
In diesem dritten Teil der Arbeit wird das entwickelte Kennzahlenframework konzeptionell
vorgestellt, formalisiert und spezifiziert. Zunächst erfolgt im vorliegenden Kapitel eine ein-
leitende Übersicht, welche die einzelnen Komponenten des Frameworks aus den Zielvorga-
ben der Arbeit und vor dem Hintergrund der theoretischen Grundlagen ableitet und kurz
beschreibt. Zugunsten eines besseren Verständnisses wird dabei bereits auf konkrete Eigen-
schaften und Beziehungen zwischen den Frameworkbestandteilen vorgegriffen, die Teil der
Formalisierung und Spezifikation sind und in den späteren Kapiteln 7–10 detailliert festgelegt
werden.
Der formale Teil der Arbeit ist in drei Kapitel gegliedert: Kapitel 7 führt zuerst einige grundle-
gendeMengen und Abbildungen ein, die nachfolgend für die reellwertige sowie intervallarith-
metische Darstellung undAuswertung von Kennzahlenberechnungsvorschriften benötigt wer-
den. Die umfängliche formale Definition des benutzerkonfigurierbaren Kennzahlenbewertungs-
modells (kurz: KBM), welches die Kennzahlen und Kennzahlenziele eines bis mehrerer Agen-
ten des MAS zu einem bestimmten, diskreten Zeitpunkt beschreibt, wird darauf aufbauend in
Kapitel 8 vorgenommen. Im Anschluss folgt in Kapitel 9 die mathematische Formalisierung
des Kennzahlenplanungsmodells (kurz: KPM), mit dem u.a. die von den Agenten proaktiv her-
beigeführten zukünftigen Veränderungen des KBM repräsentiert und zielgerichtet im Voraus
geplant werden können. Den Zielsetzungen der Arbeit entsprechend sind sowohl das KBM als
auch das KPM domänenunabhängig gestaltet, sodass sich beide in vielen verschiedenen MAS-
Anwendungsszenarien einsetzen lassen.
Zur Modellierung der domänenspezifischen Agentenaktionen in einem konkreten MAS sieht
das Kennzahlenframework die Konfiguration des KPM über eine Erweiterung der Version 2.1
der Planning Domain Definition Language (PDDL) vor. Eine anwendungsunabhängige Spezifi-
kation der Frameworkkomponenten einschließlich der PDDL- und XML-basierten Konfigura-
tionsschnittstelle erfolgt in Kapitel 10. Die einzelnen Bestandteile des Frameworks wurden in
Gestalt einer allgemeinen Java-Programmierbibliothek für MAS umgesetzt. Den zweiten Teil
der Arbeit abschließend, wird am Ende von Kapitel 10 eine kurze Übersicht über den Inhalt
dieser Kennzahlenbibliothek gegeben.
Eine Besprechung der domänenspezifischen Implementierung eines praktischen Anwen-
dungsszenarios in Form eines konkreten, die Kennzahlenbibliothek nutzenden, Softwareproto-
typs sowie die Spezifikation und Auswertung zugehöriger Testfälle erfolgt im Rahmen der
Evaluation in Kapitel 11. Unter anderem wird dort die Funktionsfähigkeit des Kennzahlen-
frameworks und der Programmierbibliothek experimentell im Sinne eines Proof of Concept
nachgewiesen.
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6.1 Konzeptionelle Bestandteile des Frameworks
Die zentrale Zielsetzung undMotivation dieser Arbeit besteht darin, das in Kapitel 2 vorgestell-
te betriebswirtschaftliche Prinzip der instrumentellen Nutzung von Kennzahlen auf die Steue-
rung und Koordination von intelligenten Agenten anzuwenden und damit auf MAS zu über-
tragen. Gemäß den in Kapitel 1 formulierten Anforderungen soll das Framework die Lenkung
des Agentenverhaltens in MAS auf der Basis von numerischen Kennzahlen ermöglichen und
dabei Konflikte zwischen formulierten Kennzahlenzielen durch Kompromissbildung selbst-
ständig auflösen können. An gleicher Stelle wurden bereits informal die Begriffe derMessgröße
und der zusammengesetzten Kennzahl eingeführt sowie der lokalen und globalen Kennzahl. Eine
formale Definition erfolgt in Kapitel 8. Da in Kapitel 4 ebenfalls die Adjektive lokal und glo-
bal zur Charakterisierung von Extremstellen reellwertiger Funktionen verwendet werden (wie
es in der Literatur zur mathematischen Optimierung allgemein üblich ist), besteht im Folgen-
den prinzipiell eine begriffliche Verwechslungsgefahr zwischen dieserWortbedeutung und der
im Einleitungskapitel angesprochenen lokalen und globalen Sicht innerhalb des MAS auf die
Kennzahlen und das zu beobachtende Agentenverhalten. Wann immer eine solche Verwechs-
lungsgefahr besteht, werden nachfolgend die Begriffe agentenlokal und agentenglobal verwendet,
wenn von der Sicht auf die Agenten und nicht von der Art der Extrema eines Bewertungsmo-
dells resp. einer mathematischen Funktion die Rede ist. Diese zwei Sichtweisen auf die Agen-
ten eines MAS werden auch in der Dissertation von Timm (2004) unterschieden. Jene Arbeit
spezifiziert zum einen mit dem cobac-Algorithmus die Behandlung von Synergien und Kon-
flikten innerhalb der logisch modellierten lokalen Zielsysteme der einzelnen Agenten (dort als
internes Konfliktmanagement bezeichnet) und entwickelt zum anderen mit dem oac-Ansatz eine
Verhaltensanpassung an auf der agentenglobalen Ebene konfligierende Zielsetzungen und Ver-
haltensweisen zwischen den Agenten (dort als externes Konfliktmanagement bezeichnet). Beide
Arten des Konfliktmanagements werden von der hier vorliegenden Arbeit durch den Einsatz
quantitativer Bewertungskriterien verfolgt: Es wird ein agentenglobales KBM entwickelt, des-
sen agentenlokale Teilmodelle zur Steuerung der einzelnen Agenten verwendet werden und
Methoden der mathematischen Optimierung zugänglich sind. Die agentenglobale Koordina-
tion zwischen den Agenten auf der Basis von Kennzahlen verfolgt dabei einen kooperativen
Ansatz.
Im Folgenden werden zunächst die aus agentenlokaler Sicht maßgeblichen Teile des Kenn-
zahlenframeworks vorgestellt und anschließend die Perspektive auf das gesamte MAS ausge-
weitet, indem eine Betrachtung der für die kennzahlenorientierte Koordination zwischen den
Agenten vorgesehenen Komponenten erfolgt.
6.1.1 Komponenten zur agentenlokalen Steuerung
Abbildung 6.1 zeigt den groben Aufbau des entwickelten Frameworks mit Schwerpunkt auf
den agentenlokalen Bestandteilen. Als Komponenten zur kennzahlenbasierten Steuerung der
einzelnen Agenten sind dargestellt:
Messwerte:
In der Terminologie des Kennzahlenframeworks wird eine Kennzahl alsMessgröße (Meas-
urand) bezeichnet, wenn ihr aktuellerWert nicht aus anderen Kennzahlen berechnet wird,
sondern dieser im Rahmen einer regelmäßigen Betriebsdatenerfassung von einem Agen-
ten selbstständig durch Messung resp. sensorische Wahrnehmung festgestellt wird. Die
erhobenen Werte können sich dabei sowohl auf die internen Zustände des Agenten als
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Abbildung 6.1: Der Aufbau des Kennzahlenframeworks mit Fokus auf den agentenlokalen
Komponenten.
auch auf die von ihm einsehbaren externen Sachverhalte in seiner Umgebung beziehen.
Der zu einem bestimmten Zeitpunkt bzw. innerhalb einer bestimmten Zeitspanne1 er-
hobene Wert einer Messgröße heißt Messwert (Measured Value). Welche Messgrößen von
welchen Agenten erfasst werden, ist stets für das jeweils konkrete Anwendungsszena-
rio eines unter Nutzung des Kennzahlenframeworks entwickelten MAS zu spezifizieren.
Folglich ist der Prozess der Messwerterhebung domänenspezifisch im Rahmen der kon-
kreten Agentensteuerung zu implementieren (vgl. auch die Beschreibung der Executor-
Komponente weiter unten). Insbesondere werden die zur Erfassung der Messwerte er-
forderlichen Vorgänge und Berechnungen nicht mit den von der Kennzahlenbibliothek
zur Repräsentation von Kennzahlenberechnungsvorschriften bereitgestelltenMitteln rea-
lisiert, sondern finden außerhalb der Zuständigkeit des Frameworks statt. Sie fließen als
dessen atomare Eingaben in das in diesem Teil der Arbeit formalisierte und spezifizierte
KBM ein. Die Werte der Messgrößen sind von den einzelnen Agenten mit Zeitstempeln
zu versehen und in einer Datenstruktur zusammengefasst bereitzustellen. Die Kennzah-
lenbibliothek sieht dementsprechend eine domänenunabhängige Eingabeschnittstelle für
die Messwerte vor.
Messgrößen können im Allgemeinen Tatbestände in komplexen (z.B. operativen) Prozes-
sen beschreiben, die aus einem anwendungsabhängigen Zusammenspiel vieler Einfluss-
faktoren und sachlogischer2 Zusammenhänge resultieren. Ihre Werte sind daher von den
Agenten nicht selten nur mittelbar3 oder manchmal auch überhaupt nicht4 veränderbar.
Das in Kapitel 9 formal entwickelte KPM erlaubt es dem Entwickler und/oder Endan-
wender eines MAS, die Wirkungszusammenhänge zwischen den einzelnen möglichen
Aktionen der Agenten und den Werten der von letzteren erhobenen Messgrößen defi-
nitionslogisch auf der Basis von PDDL zu beschreiben. Atomare Eingabegrößen, deren
Werte unmittelbar von den Agenten gesetzt werden können – d.h. ohne die Notwendig-
1Vergleiche die Unterscheidung zwischen Bestands- und Stromgrößen in Kapitel 2.
2Vergleiche die Unterscheidung zwischen sachlogischen und definitionslogischen Ursache-Wirkungs-Beziehungen
in Kapitel 2.
3Wie etwa Betriebstemperaturen von technischen Anlagen.
4Wie etwa Wetterdaten und andere externe Sachverhalte, die aus dem Wahrnehmungs- und Einflussbereich der
Agenten heraus betrachtet als eher zufällig charakterisiert werden können.
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keit einer genauen Planung, mit welchen Aktionsabfolgen die angestrebten Messwerte
konkret bewerkstelligt werden können – werden in der Terminologie des Kennzahlen-
frameworks als Einstellgrößen (Parameters) und ihre Werte als Einstellwerte (Parameter Va-
lues) bezeichnet. Weil ein zuvor gesetzter Einstellwert in vielen Anwendungsszenarien
zu einem späteren Zeitpunkt in geeigneter domänenspezifischer Weise auch wieder aus-
gelesen werden kann, werden Einstellgrößen im Folgenden als spezieller Unterfall der
Messgrößen behandelt und taxonomisch unter diesem Begriff subsumiert. Die Agenten
des MAS haben prinzipiell die Möglichkeit, bestimmte Messgrößen kontextbezogen und
nur vorübergehend zu erheben, beispielsweise im Rahmen der Aktionsausführung in ei-
nem Plan. Bei den später in Kapitel 9 formal eingeführten kontinuierlichen numerischen
Aktionsparametern handelt es sich um derartige temporäre, nur in einem Plan existieren-
de Einstellgrößen. Agentenglobale Einstellgrößen können im Allgemeinen von mehreren
Agenten in nebenläufiger Weise modifiziert werden.5
Kennzahlenbewertungsmodell (agentenlokal):
Eine Kennzahl, deren aktuellen Wert ein Agent gemäß einer bestimmten Berechnungs-
vorschrift aus anderen Kennzahlen ermittelt, wird in dieser Arbeit als zusammengesetzte
Kennzahl (Composed Key Figure) bezeichnet. Jeder kennzahlengesteuerte Agent des MAS
verfügt über (mindestens) eine lokale Kennzahlensammlung (Key Figure Collection). Diese
beinhaltet alle von der Domäne vorgegebenen Messgrößen, die der Agent erhebt, so-
wie alle für ihn definierten benutzerkonfigurierbaren zusammengesetzten Kennzahlen.
Jeder Kennzahl kann ein Name zugeordnet werden, über den sie in den Berechnungs-
vorschriften anderer zusammengesetzter Kennzahlen innerhalb der Sammlung referen-
zierbar ist. Die Berechnungsvorschriften werden seitens des Kennzahlenframeworks in
Form von Berechnungsgraphen realisiert, wie sie in Kapitel 4 vorgestellt wurden. Um
zu einem bestimmten Zeitpunkt die Werte aller Kennzahlen eines Agenten zu erhalten,
sind als Eingaben in deren Berechnungsgraphen die zu diesem Zeitpunkt jeweils aktuel-
lenWerte der Messgrößen heranzuziehen. Jede Kennzahlensammlung kann darüber hin-
aus einen Satz von Kennzahlenzielen (Key Figure Objectives) enthalten, die für jeweils eine
bestimmte Kennzahl anhand einer normalisierten Zielfunktion modellieren, wie erstre-
benswert die für sie möglichen Werte aus der Sicht des Benutzers sind. Die Zielfunktion
überführt zu diesem Zweck den Kennzahlenwert in einen Zielerreichungsgrad (Satisfaction
Level), den es zu maximieren gilt. Die Berechnungsgraphen aller Kennzahlen der Samm-
lung, für die Kennzahlenziele definiert sind, werden über diese Zielfunktionen – wel-
che ein Multikriterien-Bewertungsmodell bilden – und eine ihnen nachgeschaltete Ska-
larisierungsfunktion6 schließlich zu einer einzelnen reellzahligen Bewertungsgröße mit
ebenfalls normalisiertem Wertebereich vereinigt: Ein einzelner zusammenhängender Be-
rechnungsgraph entsteht, der das agentenlokale Kennzahlenbewertungsmodell (KBM)
repräsentiert. Diese lokale Gesamtbewertung der Kennzahlenwerte ist durch die Hand-
lungen des Agenten zu maximieren, sodass ein möglichst pareto-optimaler Kompromiss
zwischen den einzelnen Zielerreichungsgraden entsteht. Abbildung 6.2 veranschaulicht
den beschriebenen Aufbau des Berechnungsgraphen des agentenlokalen KBM anhand
eines Beispiels mit vier benannten benutzerdefinierten Kennzahlen a, b, c und d.
Kennzahlenbroker:
Die Berechnungsgraphen des Frameworks sind so realisiert, dass sie sowohl zusammen-
gesetzte lokale Kennzahlen eines einzelnen Agenten aufbauend auf seinen Messgrößen
5In diesem Fall müssen ihre aktuellen Werte von den Agenten mittels regelmäßiger Messvorgänge kontrolliert wer-
den, da sich ein Agent im Allgemeinen nicht darauf verlassen kann, dass ein von ihm explizit eingestellter Wert bis
zur nächsten Modifikation durch ihn selbst noch unverändert gilt.
6Skalarisierung durch gewichtete Summenbildung, vergleiche Abschnitt 4.5 zur Multikriterienoptimierung.
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Abbildung 6.2: Aufbau des Berechnungsgraphen des agentenlokalen KBM (Beispiel für eine
einzelne Kennzahlensammlungmit vier benannten zusammengesetzten Kenn-
zahlen).
modellieren können, als auch agentenglobale Kennzahlen, in deren Berechnung lokale
Kennzahlen mehrerer Agenten einfließen. Es ist daher mit dem Kennzahlenbroker (Key Fi-
gure Broker) eine Komponente vorgesehen, die einerseits dazu dient, die zu einem Zeit-
punkt jeweils aktuellen Messwerte der Agenten festzuhalten und für die Berechnung der
zusammengesetzten Kennzahlen bereitzustellen, und andererseits den Austausch von
Kennzahlenwerten und -ableitungen zwischen den Agenten erlaubt. Der Austausch der
letzteren beiden erfolgt über eine zentrale Datenbank. Diese sorgt dafür, dass die Werte
über die Ausführungszeit des MAS hinaus persistent sind: Es kann durch sie eine voll-
ständige Protokollierung der Kennzahlenwerte zu jedem Zeitpunkt eines Laufs des MAS
vorgenommenwerden, was eine nachträgliche statistische Auswertung im Rahmen einer
Evaluation des Agentenverhaltens ermöglicht.7 Die Verwendung einer bewährten Stan-
dard-Datenbanksoftware8 sorgt hierbei für einen leichten und standardisierten Zugriff
auf diese Daten auch von außerhalb des MAS, z.B. bei einer Verarbeitung durch statisti-
sche Softwarewerkzeuge.
Importierte Kennzahlenwerte:
In den Berechnungsvorschriften der Kennzahlen eines Agenten können auch zusammen-
gesetzte Kennzahlen und Messgrößen aus Kennzahlensammlungen anderer Agenten re-
ferenziert werden. Die aktuellen Werte dieser fremden Kennzahlen sind über den Kenn-
7Eine analytische Nutzung von Kennzahlen im MAS wird hierdurch unterstützt (vgl. Kapitel 2).
8Wie die in der konkreten Implementierung der Kennzahlenbibliothek eingesetzte relationale DatenbankMySQL.
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Abbildung 6.3: Die vom Kennzahlenframework verwendete Taxonomie der Kennzahlen so-
wie der Kennzahlenwerte und die Beziehung zwischen beiden.
zahlenbroker beziehbar. Für Kennzahlen, deren Werte ein Agent von anderen Agenten
mit Hilfe des Brokers importiert, sind auf seiner Seite weder Berechnungsvorschriften
(im Falle einer importierten zusammengesetzten Kennzahl) noch domänenspezifische
Mess- oder Einstellverfahren (im Falle einer importierten Messgröße) definiert – dies
unterscheidet sie aus der Sicht des Agenten von den zusammengesetzten Kennzahlen
und den Messgrößen. Da die eigentliche Berechnung resp. Messung und/oder direk-
te Einstellung des Kennzahlenwerts durch einen anderen Agenten erfolgt, heißen ihre
im Berechnungsgraphen des importierenden Agenten verwendeten agentenlokalen Re-
präsentationen Kennzahlstellvertreter (Key Figure Proxies). Diese dienen als Repräsentanten
einer von einem anderen Agenten erhobenen Kennzahl. Wie seine eigenen Messwerte
sind ihre Werte atomare Eingaben in den Berechnungsgraphen des agentenlokalen KBM,
d.h., sie sind stets Blattknoten des Graphen. Zusammen mit den Messgrößen werden
die Kennzahlstellvertreter daher unter dem Begriff der Basiskennzahl (Basic Key Figure)
subsumiert. Abbildung 6.3 zeigt die vom Framework verwendete Begriffshierarchie be-
züglich der Kennzahlen und Kennzahlenwerte.9 Die über den Kennzahlenbroker bezo-
genen Werte der Kennzahlstellvertreter werden als importierte Kennzahlenwerte (Imported
Values) bezeichnet, die als Eingaben in den Berechnungsgraphen verwendeten Werte der
Basiskennzahlen allgemein als Eingabewerte (Input Values). In der Abbildung sind die Be-
ziehungen zwischen den Bezeichnungen der Kennzahlen und den Bezeichnungen ihrer
Werte durch Pfeile veranschaulicht. Weil das Kennzahlenframework neben Basiskenn-
zahlen und zusammengesetzten Kennzahlen zudem eine Definition von benannten nu-
9Anders als die in Kapitel 2 besprochene Kennzahlentaxonomie nach Gladen (2005) nimmt die hier vorgestellte
Taxonomie keine Gliederung nach statistischem Inhalt vor, sondern nach der Art und Weise, wie der Wert einer
Kennzahl durch einen konkreten Agenten ermittelt wird. Sie ist daher nicht aus Gladens Taxonomie abgeleitet.
Insbesondere ist der hier verwendete Begriff derMessgröße nicht mit Gladens Begriff derMesszahl zu verwechseln.
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merischen Konstanten zum Zwecke ihrer Verwendung in den Berechnungsvorschriften
der zusammengesetzten Kennzahlen erlaubt, werden in der Taxnomie auch Konstanten
unter dem Begriff der Kennzahl eingeordnet: Sie werden in der Formalisierung des KBM
in Kapitel 8 und dessen Implementierung wie andere Kennzahlen behandelt. Ihre Werte
werden allerdings nicht über den Kennzahlenbroker ausgetauscht, da sich diese im Laufe
der Zeit nicht verändern können. Ein näherer Überblick der Komponenten und Mecha-
nismen, die das Framework für einenAustausch vonKennzahlen undKennzahlenwerten
zwischen den Agenten vorsieht, erfolgt in Abschnitt 6.1.2.
Exportierte Kennzahlenwerte:
Ein Agent kann eine ausgewählte Teilmenge seiner Messgrößen und zusammengesetz-
ten Kennzahlen für andere Agenten zugänglich machen, indem er ihre Werte mit Hilfe
des Kennzahlenbrokers regelmäßig veröffentlicht. Seine zusammengesetzten Kennzah-
len werden dabei auf Seiten der sie importierenden Agenten als Basiskennzahlen model-
liert, da diese Agenten die Kennzahlenwerte nicht selbst berechnen, sondern stets über
den Kennzahlenbroker von ihm beziehen. Die vom Framework vorgesehenen Abläufe
zum Zwecke einer kennzahlenbasierten Koordination zwischen den Agenten werden in
Abschnitt 6.1.2 skizziert.
Kennzahlenplanungsmodell (agentenlokal):
Abhängig von der vorliegendenAnwendungsdomäne sind diemöglichenAktionen, wel-
che den MAS-spezifischen Handlungsspielraum der Agenten ausmachen, zu entwer-
fen, modellieren und implementieren. Sie werden daher vom Kennzahlenframework
nicht präzisiert. Gleiches gilt für den im MAS konkret eingesetzten Planungsalgorith-
mus. Wesentliche Prämisse für ein mittels Kennzahlen gesteuertes MAS ist allerdings,
dass die Aktionen in irgendeiner Weise im Voraus bekannte und prinzipiell definitionslo-
gischmodellierbare Auswirkungen auf quantitativ messbare und durchMessgrößen aus-
drückbare Tatbestände innerhalb des MAS haben. Analog zu dem in seiner wesentlichen
Grundfunktionalität bereits in Pantke (2008) entwickelten und evaluierten KBM, welches
eine anwendungsunabhängige Struktur aufweist und erst zur Laufzeit durch den Be-
nutzer des MAS in domänenspezifischer Weise konfiguriert wird, beinhaltet das Kenn-
zahlenframework ein allgemeines Kennzahlenplanungsmodell (KPM), das sich als MAS-
unabhängige Grundlage für eine Vielfalt domänenabhängiger Planungsprozesse eignet
und den thematischen Fokus der vorliegenden Arbeit bildet. Dementsprechend wird
es gleichfalls zur Laufzeit unter Verwendung einer in dieser Arbeit entwickelten kenn-
zahlenorientierten Erweiterung von PDDL 2.1 mit konkreten Agentenaktionen bestückt
und betriebsfertig eingerichtet. Die numerischen Effekte10 der Aktionen sind dabei aus-
schließlich unter Einflussnahme auf die von der Domäne vorgegebenen Messgrößen zu
formulieren. Eine Modellierung der numerischen Effekte von Aktionen mit der Möglich-
keit einer direkten Modifikation des aktuellen Werts von zusammengesetzten Kennzah-
len ist nicht zu empfehlen.11
Weil die Aktionsmenge des KPM die konkreten Handlungsoptionen mehrerer verschie-
dener Akteure beschreiben kann, ist es sowohl für die strikt-lokale Planung eines einzel-
nen Agenten als auch für ein Distributed Planning for Distributed Plans sowie Centralized
Planning for Distributed Plans12 einsetzbar. Es lässt sich in sämtlichen Agentenarchitektu-
10Vergleiche Kapitel 3 zur Planung.
11Eine solche Modellierung der Effekte würde im Unklaren lassen, wie sich die in die Berechnung der zusammenge-
setzten Kennzahlen einfließenden Kennzahlen durch die Aktionsausführung konkret verändern. Die definitionslo-
gische Eindeutigkeit der Berechnungsvorschriften wäre dadurch nicht mehr gegeben.
12Siehe Durfee (1999, 1996) zu den letztgenannten zwei Planungskonzepten.
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ren nutzen, in denen numerisch messbare Sachverhalte erhoben und zu einer kennzah-
lenbasierten Zieloperationalisierung eingesetzt werden sollen, bei der situationsabhängig
in einem automatischen Aktionsplanungsvorgang möglichst zielführende Aktionsabfol-
gen zu identifizieren sind. Diese kennzahlenorientierte Planung kann Teil eines umfang-
reicheren übergeordneten Steuerungskonzepts sein, d.h. beispielsweise innerhalb eines
BDI-Steuerungszyklus13 erfolgen.
Damit eine verlässliche Planung auf Basis der jeweils aktuellen Kennzahlenwerte mög-
lich ist, sind diskrete und zwischen den Agenten synchronisierte Zeitpunkte, zu denen
die aktuellen Werte aller Messgrößen erhoben werden, entweder bereits in der Entwurfs-
phase des MAS durch den Entwickler festzulegen oder zur Laufzeit des MAS dyna-
misch unter den Agenten abzustimmen. Aus dem Berechnungsgraphen des agenten-
lokalen KBM können zu diesen Zeitpunkten mit Hilfe einer Optimierungskomponente
(s.u.) geeignete Sollwerte für die Messgrößen hergeleitet werden, die anschließend bei
der Planung mit den festgestellten Istwerten verglichen bzw. als numerische Ziele in die
zukünftige Planung einfließen können.
Planer:
Wie in der Einleitung der Arbeit erörtert, wird der imMAS eingesetzte Planungsalgorith-
mus vom Kennzahlenframework nicht näher spezifiziert. Er ist anwendungsbedingt un-
ter Nutzung der Kennzahlenbibliothek und des KPM zu realisieren. Letzteres beschreibt,
wie durch (u.U. nebenläufige) Ausführung der einzelnen verfügbaren Agentenaktionen
die Zustände der Agenten sowie deren Umgebung verändert werden und erlaubt die
gleichzeitige Konstruktion, Betrachtung und den Vergleich mehrerer unterschiedlicher,
zueinander alternativer Pläne. Konkrete Planer-Implementierungen arbeiten auf dem
KPM, indem sie die in diesem repräsentierten Planungsweltzustände auswerten und suk-
zessive mit von ihnen ausgewählten Aktionen (entlang der Zeitachse) modifizieren und
optimieren. Zu diesem Zweck ist das KPM in der Java-Kennzahlenbibliothek als umfang-
reiche objektorientierte Datenstruktur realisiert. Im Rahmen des Planungsvorgangs kann
das agentenlokale KBM direkt als skalare Nutzenfunktion resp. Planmetrik hergenom-
men werden, um einzelne Weltzustände bzw. Pläne zu beurteilen. Ein Steuerungsansatz
mit stärkerer mittel- oder langfristiger Zielbindung besteht in einer (zwischen den Agen-
ten koordinierten, verteilten) Planung, bei der das numerische Zielsystem jedes Agenten
in Form von expliziten Sollwerten für bestimmte Kennzahlen repräsentiert wird.14 Eine
Herleitung von konkreten, idealerweise pareto-optimalen, Sollvorgaben für die Messgrö-
ßen aus dem agentenglobalen und/oder agentenlokalen KBM ermöglicht es, dass der
Planer diese bei der Auswahl der Aktionen gezielt berücksichtigen kann, etwa indem er
den Sollwerten entgegenwirkende Aktionen (zu erkennen an den bezüglich derMessgrö-
ßen formulierten Effekten) niedriger priorisiert und damit erst nach anderen Aktionen,
die den numerischen Zielen zuträglicher sind, in Erwägung zieht.
Plan:
Die vom Planer konstruierten und als Ergebnis gelieferten domänenspezifischen Plä-
ne werden innerhalb des KPM stets in domänenunabhängiger Weise repräsentiert. Die
Kennzahlenbibliothek stellt Funktionen zur Verfügung, mit der sie in der von Fox und
Long (2003, S. 94) spezifizierten textuellen PDDL-2.1-Syntax für Pläne aus dem KPM ex-
portiert und in dieses importiert werden können. Anders als die bis dato in der Literatur
verbreiteten PDDL-basierten Planungsformalismen, unterstützt das KPM Aktionen mit
13Siehe Rao und Georgeff (1991, 1995) undweiterführendWooldridge (2000) zur Beliefs-Desires-Intentions-Architektur.
14Analog zu den explizit repräsentierten logischen Zielen und Absichten der BDI-Architektur.
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kontinuierlichen numerischen (d.h. reellwertigen) Parametern. Weil sich Aktionsparame-
ter mit derartigen überabzählbaren Wertebereichen nicht wie klassische diskrete Objekt-
parameter grundieren lassen, kommt im KPM eine partiell grundierte Aktionsrepräsenta-
tion zum Einsatz, bei der alle reellwertigen Parameter zunächst in ihrer ungrundierten
Variablenform verbleiben, bis sie abschließend in einem mathematischen Optimierungs-
prozess final belegt werden. Aus diesemGrund unterscheidet das Kennzahlenframework
zwischen partiell grundierten Grobplänen (Rough Plans; die Form der Pläne vor Durchfüh-
rung der Aktionsparameteroptimierung) und vollständig grundierten Feinplänen (Detai-
led Plans; die Form der Pläne nach erfolgreicher Aktionsparameteroptimierung). Zur Prü-
fung der Ausführbarkeit einer Aktion mit kontinuierlichen Parametern sowie zur heuris-
tischen Bewertung der potentiellen Qualität eines Grobplans sieht das Framework den
Gebrauch von Intervallarithmetik15 vor.
Executor:
Der Executor ist die Komponente des Agenten, welche einen erstellten Plan schrittweise
ausführt. Er ist stets domänenabhängig zu realisieren und wird vom Kennzahlenframe-
work nicht spezifiziert. Es ist lediglich die Vorgabe zu erfüllen, dass er in regelmäßigen
Abständen mit eindeutigen Zeitstempeln versehene Messwerte (s.o.) als Eingaben in das
KBM zur Verfügung stellt, damit die auf ihnen basierenden Ausgaben des KBM sowie
des Optimierers wiederum als Eingaben des Planers verwendet werden können, wann
immer ein neuer Planungsprozess angestoßen wird (z.B. nach kompletter Abarbeitung
eines Plans oder bereits zuvor zwecks Revision desselben, etwa aufgrund veränderter
Bedingungen in der Welt).
Optimierer:
Das agentenlokale KBM definiert eine zu einem reellzahligen Wert verdichtete Gesamt-
bewertung der Kennzahlen, die es durch das Verhalten des jeweiligen Agenten zu opti-
mieren gilt. Pläne, die dies erreichen, sind von der (je nach Anwendungsszenario evtl.
stark domänenabhängigen) Planungskomponente des Agenten zu erstellen. Bei einem
Steuerungsansatz mit explizit repräsentierten Sollvorgaben für die Kennzahlen sind für
die Messgrößen, auf die ein Agent mit seinen konkreten Aktionen Einfluss hat, geeignete
Sollwerte aus der verdichteten Gesamtbewertung abzuleiten. Um dies zu bewerkstelli-
gen, ist ein mathematischer Optimierungsprozess erforderlich: Es ist ein lokales – und im
besten Fall globales – Maximum der Gesamtbewertung zu finden, welches einen geeig-
neten Kompromiss zwischen den einzelnen u.U. konfligierenden Kennzahlenzielen dar-
stellt und die mit diesem Kompromiss einhergehenden Werte der agentenlokalen Mess-
größen (und optional der von anderen Agenten importierten Kennzahlen im Rahmen der
in Abschnitt 6.1.2 besprochenen kennzahlenbasierten Koordination zwischen den Agen-
ten) als Sollwerte identifiziert. Ein Kompromiss kann z.B. dann als geeignet angesehen
werden, wenn er bezüglich der Zielfunktionen der definierten Kennzahlenziele pareto-
optimal ist.16 Die Optimierungskomponente sieht eine freie Austauschbarkeit des verwen-
deten Optimierungsverfahrens vor und erlaubt neben dem in der vorliegenden Arbeit
implementierten Differential-Evolution-Algorithmus eine nachträgliche Erweiterung des
Frameworks umweitere Optimierungsmethoden, wie sie in Kapitel 4 vorgestellt wurden.
Die Berechnungsgraphen der Kennzahlen stellen neben den Kennzahlenwerten auch die
Werte der ersten partiellen Ableitungen der Kennzahlen (abgeleitet nach den in sie ein-
fließenden Basiskennzahlen) jeweils in einer reellen und in einer intervallarithmetischen
15In Verbindung mit prinzipiell beliebig ausgefeilten Intervall-CSP-Techniken, welche von einem konkreten Planer
implementiert werden.
16Vergleiche Abschnitt 4.5 zur Multikriterienoptimierung.
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Version zur Verfügung, sodass insbesondere eine Implementierung gradientenbasierter
und intervallbasierter Optimierungsverfahren möglich ist.
Soll- und Istwerte:
Die Optimierungskomponente generiert für jene Messgrößen und insbesondere Einstell-
größen, die aufgrund benutzerdefinierter Kennzahlenziele in das agentenlokale KBM
einfließen, Sollwerte, welche im domänenabhängigen Planungsprozess der Agenten als
Zielvorgaben verwendet werden können. Die zu Beginn eines Planungsvorgangs aktu-
ellen Istwerte der Kennzahlen definieren den Initialzustand des zu lösenden Planungs-
problems. Darüber hinaus sind auch Sollwerte für Kennzahlstellvertreter bestimmbar,
die im Rahmen einer domänenabhängigen kennzahlenbasierten Koordination zwischen
den Agenten ausgetauscht und ggf. weiter verhandelt werden können. Die Kennzahlen-
bibliothek sieht, analog zur Eingabeschnittstelle für die Istwerte der Messgrößen, eine
domänenunabhängige Ausgabeschnittstelle für diese Sollwerte vor.
Restriktionen:
In praktischen Anwendungsszenarien sind viele Messgrößen üblicherweise auf einen
bestimmten reellen Wertebereich beschränkt. Es ist wenig hilfreich, wenn die Optimie-
rungskomponente Sollwerte für eine solche generiert, die in der Praxis nicht erreichbar
sind, etwa weil sie außerhalb des gültigen Wertebereichs der Messgröße liegen oder letz-
tere durch die Aktionen des Agenten gar nicht beeinflussbar ist. Als Restriktionen flie-
ßen in den Optimierungsprozess daher die zulässigen Wertebereiche der Messgrößen
ein, zudem können einzelne Messgrößen als vom Agenten nicht beeinflussbar markiert
werden, sodass sie vom Optimierer als Konstanten mit dem jeweils aktuellen Istwert
behandelt werden. Die domänenabhängigen Wertebereiche der Messgrößen sind in der
Kennzahlensammlung des sie erhebenden Agenten in Gestalt von Intervallrestriktion-
en17 zu hinterlegen. Sollen zum Zwecke einer kennzahlenbasierten Koordination zwi-
schen den Agenten von der Optimierungskomponente auch Sollwerte für von anderen
Agenten importierte Kennzahlen generiert werden, so sind deren mögliche Werteberei-
che von den sie exportierenden Agenten aus den Berechnungsvorschriften herzuleiten
und als Restriktionen bezüglich der Kennzahlstellvertreter im Optimierungsprozess der
importierenden Agenten zu verwenden. Zur Abschätzung derWertebereiche von zusam-
mengesetzten Kennzahlen erlaubt die Kennzahlenbibliothek eine intervallarithmetische
Auswertung aller benutzerkonfigurierten Kennzahlenberechnungsvorschriften.
Über einfache Intervallrestriktionen hinaus unterstützt das KPM zudem sog. Kennzah-
lenrestriktionen (Key Figure Constraints), mit denen im Planungsprozess der Agenten die
Formeln der (i.A. nichtlinearen) numerischen Aktionsvorbedingungen als Constraint-
Funktionen der in Kapitel 4 behandelten Gestalt dargestellt werden. Sie werden wie die
regulären Kennzahlenformeln als Berechnungsgraphen repräsentiert und sind bei der
Prüfung der Aktionsausführbarkeit in einem Plan sowie im mathematischen Optimie-
rungsprozess, mit dem die finale Belegung der reellwertigen Aktionsparameter (sofern
im konstruierten Plan existent) vorgenommen wird, zu berücksichtigen. Die in dieser
Arbeit vorgestellte Version des Kennzahlenframeworks sieht derartige Restriktionen aus-
schließlich innerhalb des KPM vor, nicht aber als benutzerkonfigurierbaren Bestandteil
des agentenglobalen KBM, welches im Rahmen der im nächsten Abschnitt näher betrach-
teten Interagentenkoordination zur Kennzahlensollwertgenerierung eingesetzt wird. Ins-
besondere in Anwendungsszenarien, in denen die verschiedenen Agenten resp. Subsys-
teme eines komplexen, unternehmensweiten MAS von mehreren menschlichen Entschei-
17Konkret: als Vereinigungen von nicht-leeren zusammenhängenden Teilmengen der erweiterten reellen Zahlen ein-
schließlich des sog. fehlenden Werts (Missing Value).
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dern konfiguriert werden, birgt eine freie Festlegbarkeit von beliebigen Constraint-Funk-
tionen innerhalb des agentenglobalen KBMdurch den Benutzer desMAS die Gefahr, dass
die zulässige Menge des agentenglobalen Kennzahlenoptimierungsproblems tatsächlich
leer und letzteres damit unlösbar wird, ohne dass der Benutzer dies vorab erwartet, ge-
schweige denn beabsichtigt hätte. Eine solche Situation kann die Handlungsfähigkeit und
Robustheit des MAS gefährden und in einem (z.B. hinsichtlich der allgemeinen betriebs-
wirtschaftlichen Zielsetzungen der Organisation) schlechtesten anzunehmenden Verhal-
ten der Agenten resultieren. Zudem können agentenglobal formulierte Restriktionen die
Zerlegung des KBM in Teilmodelle und deren Verteilung auf mehrere Agenten erheb-
lich erschweren. Das Framework erlaubt daher im KBM lediglich benutzerdefinierte Soft
Constraints im Sinne von Präferenzen, welche als geeignet gewichtete Kennzahlenziel-
funktionen formulierbar sind und bei der Multikriterienoptimierung stets einer automa-
tischen Kompromissbildung gegenüber allen anderen im MAS verfolgten Kennzahlen-
zielen unterliegen. Eine Unterstützung von benutzerkonfigurierbaren Hard Constraints
auf agentenglobaler Ebene ist in zukünftigen Erweiterungen des Frameworks allerdings
prinzipiell denkbar.
Die MAS-abhängig zu realisierenden Komponenten, die vom Kennzahlenframework nicht nä-
her spezifiziert werden (Planer und Executor), sind in Abbildung 6.1 gelb eingefärbt.
6.1.2 Komponenten zur agentenglobalen Koordination
In Kapitel 4 wurde aufgezeigt, wie ein Berechnungsgraph prinzipiell zerlegt und auf mehre-
re Agenten verteilt werden kann.18 Um auf MAS-Ebene Messgrößen und zusammengesetzte
Kennzahlen mehrerer unterschiedlicher Agenten zu agentenglobalen Kennzahlen zu verdich-
ten, sieht das Framework die Bildung von Hierarchien von Kennzahlensammlungen vor. Die
bei der Betrachtung von betriebswirtschaftlichen Steuerungskennzahlen in Kapitel 2 vorge-
stellten Kennzahlenhierarchien werden auf diese Weise – mit ausschließlich definitionslogi-
schen Ursache-Wirkungs-Beziehungen – im Kennzahlenframework praktisch umgesetzt. Einer
Kennzahlensammlung können hierbei weitere Kennzahlensammlungen als Untersammlungen
(Subcollections) zugeordnet werden, wobei die Kennzahlen der letzteren im Berechnungsgra-
phen der ersteren referenziert und mit ihren zum jeweiligen Zeitpunkt aktuellen Werten zur
Berechnung der Kennzahlen der übergeordneten Sammlung herangezogen werden können.
Auf diese Weise ist ein agentenglobales KBM aus zusammengesetzten Kennzahlen und mit ih-
nen verbundenen Kennzahlenzielen konstruierbar, anhand dessen das Gesamtverhalten aller
Agenten desMAS beurteilbar ist. Es wird in Kapitel 8 im Detail formalisiert. Sein Berechnungs-
graph ist mit den Mitteln des Frameworks an den Agentengrenzen in Teilgraphen zerlegbar
und kann so auf die einzelnen Agenten des MAS verteilt werden.
Damit eine Anpassung des lokalen Agentenverhaltens zugunsten der globalen Bewertung –
und dadurch eine kennzahlenbasierte Koordination zwischen den Agenten – möglich wird,
müssen die agentenglobalen Kennzahlenziele in die jeweils lokale Sicht der Agenten, welche
auf diese Ziele durch ihr Verhalten Einfluss haben, geeignet rückgekoppelt werden. Dieser
Vorgang entspricht der in Kapitel 2 behandelten Zieloperationalisierung durch Steuerungs-
kennzahlen: In der Betriebswirtschaft sind aus den formulierten Zielen einer Stelle für die ihr
in der Organisationshierarchie untergeordneten Stellen zur Realisierung dieser Ziele geeignet
erscheinende stellenspezifische Kennzahlen und Kennzahlenziele abzuleiten. In einem unter
Verwendung des Frameworks realisierten kennzahlengesteuerten MAS ist, zu diesem Prozess
18Vergleiche Abbildung 4.2.
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Abbildung 6.4: Verteilung des Berechnungsgraphen des agentenglobalen KBM auf mehrere
Agenten.
analog, aus den Kennzahlenzielen einer Kennzahlensammlung für jede ihrer, auf unterschied-
liche Agenten verteilten, Untersammlungen eine Menge von speziell auf die jeweilige Unter-
sammlung zugeschnittenen Kennzahlenzielen zu bilden. Diese individuellen Zielmengen kön-
nen dann zum Zwecke einer Maximierung der globalen Gesamtbewertung als agentenlokale
quantitative Zielvorgaben in die Steuerung der einzelnen Agenten einfließen. Die vom Kenn-
zahlenframework vorgesehene Aufteilung des agentenglobalen KBM samt Integration der glo-
balen Kennzahlenziele in die agentenlokalen KBM veranschaulicht Abbildung 6.4. Die folgen-
den Bestandteile sind dargestellt:
Gruppenagent:
Agenten, die Kennzahlen von anderen Agenten verwenden und zur Berechnung eigener,
in der Kennzahlenhierarchie somit übergeordneter, Kennzahlen heranziehen, werden in
der Terminologie des Frameworks als Gruppenagenten (Group Agents) bezeichnet, da sie
die Kennzahlen einer Gruppe von Agenten gliedern, weiter verdichten und dadurch eine
agentenglobale Sicht auf die Kennzahlen konstruieren. Ein Gruppenagent verwaltet hier-
zu eine eigene Kennzahlensammlung mit benutzerkonfigurierbaren zusammengesetz-
ten Kennzahlen und etwaigen von ihm selbst erhobenen Messgrößen. In Abbildung 6.4
werden die letzteren beiden unter dem Terminus Gruppenkennzahlen zusammengefasst.
Für sie können benutzerkonfigurierbare Kennzahlenziele definiert werden, in der Gra-
fik als Gruppenkennzahlenziele ausgewiesen. Deren Zielfunktionswerte werden schließlich
zu einer skalaren Gruppengesamtbewertung zusammengeführt, die es durch das Verhal-
ten der Agenten innerhalb der Gruppe zu optimieren gilt. Die Kennzahlensammlung
eines Gruppenagenten besitzt für jeden Agenten, dessen Kennzahlen in die Gruppen-
kennzahlen – und somit über die Gruppenziele in die Gruppenbewertung – einfließen
können, eine Untersammlung mit den Kennzahlen des jeweiligen Agenten. Ein mit ei-
ner solchen Untersammlung korrespondierender Agent heißt Unteragent (Subagent) des
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Gruppenagenten. Hierbei kann ein Gruppenagent selbst Unteragent eines anderen, ihm
in der Kennzahlenhierarchie des MAS übergeordneten, Gruppenagenten sein. Zyklische
Kennzahlenabhängigkeiten sind dabei sowohl innerhalb einer Kennzahlensammlung als
auch zwischen den Agenten strikt zu vermeiden.19
Das Framework sieht zwei Möglichkeiten für die Ausgestaltung der Untersammlungen
durch einen Gruppenagenten vor:
• Zentralisiertes Gruppenbewertungsmodell: Bei diesem Ansatz hat der Gruppenagent
vollständige Einsicht in die Kennzahlensammlungen seiner Unteragenten und die
dort definierten Berechnungsvorschriften. Auf seiner Seite werden die Berechnungs-
graphen der zusammengesetzten Kennzahlen der untergeordneten Agenten voll-
ständig innerhalb der Untersammlungen, und somit innerhalb des Berechnungs-
graphen der Gruppenbewertung, repliziert. Der Gruppenagent bezieht die Werte
der Messgrößen seiner Unteragenten über den Kennzahlenbroker und berechnet die
zusammengesetzten Kennzahlen dieser Agenten selbst. Dies ist mit einem größeren
Berechnungsgraphen auf Seiten des Gruppenagenten verbunden und in vielen Fäl-
len auch mit einer größeren Anzahl zu importierender Kennzahlenwerte. Auf diese
Weise ist er allerdings in der Lage, das Gruppenbewertungsmodell bis hin zu den
Messgrößen der Unteragenten partiell abzuleiten sowie Sollwerte für diese Mess-
größen mit Hilfe eines mathematischen Optimierungsprozesses eigenständig zu be-
stimmen. Die Sollwerte kann er im Anschluss den Unteragenten mitteilen, sodass
letztere sie direkt als numerische Ziele in ihrer agentenlokalen Planung verwenden
können, ohne selbst einen Optimierungsprozess durchzuführen. Die Optimierung
kann bei diesem Ansatz somit vollständig zentralisiert erfolgen. Das zu lösende
Gesamtproblem der kennzahlenbasierten Verhaltensanpassung wird dabei in zwei
Teilaufgaben zerlegt: auf der einen Seite die zentrale Herleitung von numerischen
Zielen bezüglich der Messgrößen aus der Gruppenbewertung durch den Gruppen-
agenten, auf der anderen die verteilte Planerstellung und -ausführung gemäß diesen
Zielen durch seine Unteragenten. Dieser Ansatz kann weiter zentralisiert werden zu
einem Centralized Planning for Decentralized Plans (vgl. Durfee 1999, 1996), bei dem
der Gruppenagent auch die Planung für seine Unteragenten übernimmt und durch
letztere lediglich eine dezentrale Ausführung der Pläne erfolgt.20
• Verteiltes Gruppenbewertungsmodell: Die zweite Möglichkeit besteht darin, die Unter-
agenten bezüglich der Berechnungsvorschriften ihrer in die Gruppenbewertung ein-
fließenden Kennzahlen jeweils als Blackbox zu betrachten, d.h., dem Gruppenagen-
ten keine Informationen über die Berechnungsvorschriften der zusammengesetzten
Kennzahlen seiner Unteragenten zukommen zu lassen. Diese Kennzahlen werden
dabei als Kennzahlstellvertreter21 innerhalb der Untersammlungen modelliert, d.h.
als Basiskennzahlen. Dies verkleinert den Berechnungsgraphen der Gruppenbewer-
tung auf Seiten des Gruppenagenten: Die Kennzahlstellvertreter sind die Blätter die-
ses Graphen. Statt ihre Werte selbst zu bestimmen, bezieht er sie über den Kennzah-
lenbroker von den Unteragenten. Bei diesem Ansatz kann er selbst keine vollstän-
dige Zieloperationalisierung bis hin zu den Messgrößen der Unteragenten vorneh-
men. Er kann aufgrund der ihm unbekannten Berechnungsvorschriften das Grup-
penbewertungsmodell lediglich bis hin zu den Kennzahlstellvertretern partiell ab-
leiten und durch mathematische Optimierung Sollwerte für ebendiese bestimmen.
19Die Kennzahlenbibliothek stellt Funktionen für deren Erkennung bereit.
20Die Entscheidung für eine zentrale oder dezentrale Planung ist domänenabhängig zu treffen und wird daher durch
das Design des Frameworks nicht vorweggenommen.
21Vergleiche die Besprechung der importierten Kennzahlenwerte in Abschnitt 6.1.1.
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Eine Berechnung von partiellen Ableitungen nach den Messgrößen der Unteragen-
ten sowie eine Bestimmung von Sollwerten für diese mit Hilfe eines Optimierungs-
prozesses können nur die Unteragenten selbst durchführen. Die Optimierung des
Gruppenbewertungsmodells erfolgt bei diesem Ansatz somit stets dezentralisiert.
Wie dabei eine weiterführende Zieloperationalisierung durch die Unteragenten bis
hin zu den Messgrößen erfolgen kann, wird in Abschnitt 6.3 betrachtet.
Die Kennzahlenbibliothek unterstützt beide Arten der Modellierung der Gruppenge-
samtbewertung innerhalb des Gruppenagenten, sodass domänenabhängig entschieden
werden kann, welche bei der konkreten Implementierung des jeweiligen MAS verwen-
det wird.
Die Bildung von Agentengruppen, deren Mitglieder zur Laufzeit des MAS wechseln, un-
terstützt das Kennzahlenframework durch sog. Kontextgruppen (Context Groups). Diese
kombinieren mehrere Kennzahlensammlungen zu jeweils einer Gruppe, die in den Be-
rechnungsvorschriften der Gruppenkennzahlen über einen eindeutigen Namen referen-
zierbar ist. Im Berechnungsgraphen einer Kennzahl können dann spezielle n-äre Basis-
operationen22 verwendet werden, um z.B. die Summe oder den Durchschnitt von Kenn-
zahlenmit einem bestimmtenNamen über eine Gruppe vonAgenten zu berechnen (wenn
mehrere oder alle Mitglieder der Gruppe über eine Kennzahl mit diesem Namen verfü-
gen). Die jeweilige Berechnungsvorschrift kann durch die Kennzahlenbibliothek auto-
matisch immer dann angepasst werden, wenn bisherige Mitglieder im Laufe der Zeit die
Gruppe verlassen oder ihr neue beitreten. Die kalkulatorische Zusammenfassung mehre-
rer gleichnamiger Kennzahlen aus unterschiedlichen Kennzahlensammlungen zu einer
einzelnen skalaren Größe wird in der Terminologie des Frameworks als Kennzahlenaggre-
gation bezeichnet.
Kennzahlenbroker:
Ein Agent kann die Werte der Messgrößen und zusammengesetzten Kennzahlen einer
von ihm verwalteten Kennzahlensammlung anderen Agenten zur Verfügung stellen, in-
dem er der Sammlung einen Namen zuteilt, welcher sie innerhalb des MAS eindeutig
identifiziert. Unter dem Namen der Sammlung kann er dann die von ihm gemessenen
resp. berechneten Kennzahlenwerte durch den Kennzahlenbroker veröffentlichen las-
sen. Letzterer verwaltet zu diesem Zweck eine zentrale Kennzahlendatenbank, die als
MAS-weites Blackboard dient, d.h., auf die prinzipiell jeder Agent des MAS über den
Kennzahlenbroker Zugriff hat. Jeder Agent, der die so exportierten Kennzahlenwerte der
Sammlung zur Berechnung seiner eigenen Kennzahlen benötigt, legt auf seiner Seite eine
Kennzahlensammlung mit dem gleichen Namen an, füllt sie mit entsprechenden Kenn-
zahlstellvertretern und importiert unter Angabe dieses Namens ihre Kennzahlenwerte
mit Hilfe des Kennzahlenbrokers aus der Datenbank. Die vom importierenden Agenten
zu diesem Zweck verwendete gleichnamige Kennzahlensammlung wird in der Termi-
nologie des Frameworks als Stellvertretersammlung (Proxy Collection) bezeichnet. Sie kann
der importierendeAgent als Untersammlung einer anderen Kennzahlensammlung an be-
liebiger Stelle in seine lokale Kennzahlensammlungshierarchie integrieren. Da die Werte
eines Kennzahlstellvertreters stets vom Kennzahlenbroker bezogen werden, können auf
der Seite des importierenden Agenten keine Berechnungsvorschriften für ihn angegeben
werden.23 Über die Werte der Kennzahlen hinaus können mit dem Kennzahlenbroker
zudem die Werte der partiellen Ableitungen der Kennzahlen veröffentlicht werden.
22Vergleiche Abschnitt 4.1 zur Repräsentation von Berechnungsvorschriften mathematischer Funktionen.
23Die importierten Kennzahlenwerte würden ansonsten die Berechnungsvorschriften umgehen. Deren definitionslo-
gische Eindeutigkeit wäre dadurch nicht mehr gegeben.
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Nachrichtenaustausch:
Der Kennzahlenbroker dient innerhalb des Frameworks ausschließlich zum Austausch
von Kennzahlenwerten sowie von Werten der partiellen Ableitungen der Kennzahlen.
Neben diesen zeitabhängigen Werten besitzen Kennzahlen eine Reihe weiterer Eigen-
schaften, wie z.B. eine bestimmte Berechnungsvorschrift im Fall einer zusammengesetz-
ten Kennzahl oder einen zulässigen Wertebereich im Fall einer Basiskennzahl. Darüber
hinaus können einer Kennzahl eine Maßeinheit, eine textuelle Beschreibung etc. zuge-
wiesen werden, vgl. die detaillierte Spezifikation in Kapitel 10. Diese Eigenschaften sind
für gewöhnlich über einen längere Zeitraum bzw. über die gesamte Laufzeit des MAS
konstant. Analoges gilt für die Kennzahlenziele, welche ebenfalls über Attribute ver-
fügen, die für längere Zeit unverändert bleiben. Zur Festlegung dieser Eigenschaften
beinhaltet das Kennzahlenframework eine domänenunabhängige textuelle Konfigurati-
onsschnittstelle.24 Sie ist einerseits zur Definition der Kennzahlen und Kennzahlenziele
durch den Benutzer vorgesehen, zudem ist mit ihrer Hilfe ein automatischer Austausch
von Informationen über Kennzahlen und Kennzahlenziele zwischen den Agenten mög-
lich. Ein Unteragent eines Gruppenagenten kann z.B. unter Nutzung dieser Schnittstelle
dem Gruppenagenten mitteilen, welche Kennzahlen lokal für ihn definiert sind, sodass
letzterer ihre Werte unter Verwendung einer geeignet konfigurierten Stellvertretersamm-
lung über den Kennzahlenbroker importieren und in seinen eigenen Kennzahlen verwen-
den kann.
Die genauen Aufgaben der Agenten des MAS und die Beziehungen zwischen ihnen sind
stets domänenabhängig festzulegen. Dies schließt den Umfang und die Form der Kom-
munikation zwischen den Agenten ein. Das Framework sieht daher einen Austausch der
Kennzahleninformationen im Rahmen der domänenabhängigen Agentenkommunikati-
on vor: Es ist jeweils anwendungsabhängig zu entscheiden, welcher Agent welchen an-
deren Agenten in welchemUmfang Informationen über seine lokale Kennzahlenkonfigu-
ration zukommen lässt. Der Austausch dieser Informationen findet daher nicht über das
Blackboard des Kennzahlenbrokers statt, sondern via Nachrichtenaustausch. Die von der
Konfigurationsschnittstelle des Frameworks entgegengenommenen und erzeugten textu-
ellen Informationen sind als (in ihrer Form) domänenunabhängige Teile der ansonsten
anwendungsspezifischen Nachrichteninhalte in die Agentenkommunikation integrier-
bar.
Unteragenten:
Die einem Gruppenagenten untergeordneten Agenten können ihrerseits ebenfalls Grup-
penagenten sein, sodass eine auf mehrere Ebenen verteilte Agentenhierarchie innerhalb
des MAS entsteht, oder sie besitzen als sog. Basisagenten (Basic Agents) eine lokal in sich
abgeschlossene Kennzahlensammlung, deren Kennzahlen lediglich von ihren eigenen
Messgrößen abhängig sind, auf die sie mit ihren Aktionen konkreten Einfluss haben.
Letztere Situation ist in Abbildung 6.4 dargestellt. Die für die lokale Steuerung der Agen-
ten vorgesehenen Komponenten des Frameworks, in deren Zentrum das agentenlokale
KBM steht, wurden in Abschnitt 6.1.1 betrachtet. Zum Zwecke einer kennzahlenbasierten
Koordination und Zieloperationalisierung innerhalb des MAS sind vier Möglichkeiten
denkbar, wie Gruppenkennzahlenziele in die lokale Steuerung der Agenten einfließen
können. Sie werden in Abschnitt 6.3 diskutiert.
24Auf der Basis von XML, vgl. Kapitel 10.
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6.2 Formen der kennzahlenbasierten Zieloperationalisierung
Definiert der Benutzer für einen Gruppenagenten Kennzahlenziele, dann kann die Zielope-
rationalisierung bis hinunter zu den Messgrößen der einzelnen Agenten der Gruppe weitest-
gehend automatisiert mit den Mitteln des Frameworks geschehen: Aus den festgelegten Be-
rechnungsvorschriften der Kennzahlen lässt sich durch automatische Differentiation genau be-
stimmen, welchen Einfluss eine Kennzahl auf eine andere hat, zudem lassen sich unter Durch-
führung eines Optimierungsprozesses Sollwerte für jene Kennzahlen ableiten, die in die Ge-
samtbewertung der Gruppe eingehen. Wie bei der Beschreibung der Gruppenagenten oben
erläutert, kann ein jeder Agent partielle Ableitungen und Sollwerte seiner Kennzahlen bis hin
zu seinen Basiskennzahlen bestimmen, das jeweilige Ergebnis seinen Unteragenten mitteilen
und diese eine weiterführende automatische Zieloperationalisierung durchführen lassen.
In Kapitel 2 wurde bei der Betrachtung von betriebswirtschaftlichen Kennzahlensystemen auf-
gezeigt, dass Ursache-Wirkungs-Beziehungen zwischen Kennzahlen nicht immer nur defini-
tionslogischer Natur sein müssen, sondern auch domänenspezifische sachlogische Einflüsse
von Kennzahlen auf andere Kennzahlen denkbar sind, die zunächst nicht auf einfache Weise
quantifiziert und vom Benutzer in Form einer festen Berechnungsvorschrift angegeben wer-
den können. Diese Zusammenhänge sind den Entscheidungsträgern innerhalb eines Unter-
nehmens nicht zwingend alle bekannt. Übertragen auf ein MAS ist eine Zieloperationalisie-
rung unter Berücksichtigung von nicht genau quantifizierbaren sachlogischen Beziehungen
zwischen quantitativ messbaren Tatbeständen innerhalb der Agentenumgebung aufgrund der
für sie fehlenden Berechnungsvorschriften mit den Mitteln des Frameworks nicht vollständig
automatisiert durchführbar. Im Rahmen einer analytischen Kennzahlennutzung (in Form einer
statistischen Auswertung der während des Laufs des MAS protokollierten Kennzahlenwerte)
ist eine Aufdeckung dieser Zusammenhänge durch den Benutzer allerdings prinzipiell mög-
lich. Das Kennzahlenframework erlaubt die folgenden zwei Herangehensweisen, sachlogische
Kennzahlenabhängigkeiten bei der kennzahlenorientierten Verhaltensanpassung der Agenten
zu berücksichtigen:
• Definitionslogische Approximation: Die Kapitel 2 angesprochene Kennlinientheorie nach
Nyhuis undWiendahl bietet sich dazu an, die sachlogische Abhängigkeit einer Kennzahl
von anderen in Gestalt einer Näherungsgleichung auszudrücken und somit als definiti-
onslogische Abhängigkeit zu modellieren. Die hergeleitete Näherungsgleichung kann als
Berechnungsvorschrift für eine, zum Zwecke der Verhaltensanpassung neu eingeführte,
benutzerdefinierte Kennzahl verwendet werden, für die der Benutzer nach seinen Vor-
stellungen ein Kennzahlenziel definiert. Letzteres kann mit den Mitteln des Frameworks
anhand der definierten Kennzahlenberechnungsvorschriften bis hin zu Sollwerten für die
Messgrößen der Basisagenten automatisch und ohne ein weiteres Zutun des Benutzers
konkretisiert werden.
• Manuelle Zieloperationalisierung: Sieht sich der Benutzer nicht in der Lage, die sach-
logischen Beziehungen zwischen mehreren Kennzahlen definitionslogisch nach seinen
Anforderungen ausreichend genau zu beschreiben, dann kann er unter Anwendung
seines Domänenwissens und seiner bisherigen Erfahrungen auf dem vorliegenden An-
wendungsgebiet selbst eine Zieloperationalisierung innerhalb der Agentenhierarchie des
MAS vornehmen. Zu diesem Zweck erlaubt das Framework individuell für jeden Agen-
ten eine Definition von lokalen Kennzahlen und Kennzahlenzielen. Letztere dürfen
untereinander und mit auf höherer Ebene der Agentenhierarchie definierten Gruppen-
kennzahlenzielen in Konkurrenz stehen. Das agentenlokale KBM ermöglicht eine Kom-
promissbildung zwischen der Verfolgung von manuell durch den Benutzer definierten
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agentenlokalen Kennzahlenzielen und der Verfolgung von etwaigen bei der automatisier-
ten Zieloperationalisierung durch die Agenten aus den Gruppenkennzahlenzielen eines
übergeordneten Gruppenagenten abgeleiteten Kennzahlenzielen.
In Abschnitt 2.2.1 wurde als Beispiel für eine sachlogische Beziehung zwischen quantitativen
Größen der Zusammenhang zwischen den für die Bewerbung eines Produkts veranschlagten
Kosten und dessen Verkaufszahlen resp. dem finanziellen Periodenerfolg genannt: Die Inten-
tion von Werbemaßnahmen ist es üblicherweise, den Absatz eines beworbenen Produkts zu
steigern. Der Periodengewinn kann sehr einfach in Gestalt einer zusammengesetzten Kenn-
zahl bestimmt werden, indem alle innerhalb der betrachteten Periode angefallenen Kosten von
den in diesem Zeitraum verzeichneten Einnahmen abgezogen werden. Zur Illustration sei die
Maximierung des Periodenerfolgs an dieser Stelle als Gruppenkennzahlenziel angenommen,
die Werbekosten als direkt beeinflussbare Messgröße. Ist der Zusammenhang zwischen Wer-
bekosten undVerkaufszahlen resp. Einnahmen aus demVerkauf nicht definitionslogisch in den
Berechnungsvorschriften der Kennzahlen modelliert, dann führt die automatisierte Zielopera-
tionalisierung durch die Agenten dazu, dass der minimal mögliche Wert für die Werbekosten
als Sollwert für diese generiert wird. Um einer vollständigen Vermeidung vonWerbeausgaben
durch das MAS entgegenzuwirken, kann der Benutzer eine manuelle Zieloperationalisierung
durchführen und dabei entweder dieWerbekosten als Messgröße so konfigurieren, dass ihr zu-
lässiger Wertebereich eine höhere, von ihm als sinnvoll erachtete, Untergrenze aufweist, oder
er kann selbst ein geeignetes Kennzahlenziel bezüglich dieser Messgröße definieren und die
Auflösung etwaiger Konflikte mit anderen Kennzahlenzielen den Agenten überlassen.
6.3 Optimierung der agentenglobalen Kennzahlenbewertung
Im Folgenden werden vier mit der Hilfe des Kennzahlenframeworks mögliche Herangehens-
weisen an die Konstruktion und Optimierung eines agentenglobalen KBM vorgestellt. Die be-
sprochenen Ansätze unterscheiden sich dabei zum einen in der Form, in welcher die Kenn-
zahlen der Mitglieder einer Agentengruppe auf Seiten eines ihnen übergeordneten Gruppen-
agenten repräsentiert werden: Es kann zwischen einem zentralisierten und einem verteilten
Gruppenbewertungsmodell gewählt werden. Ersteres erlaubt es dem Gruppenagenten, Soll-
werte für alle Messgrößen der Agentengruppe zu generieren, bei letzterem hingegen sind nur
die Unteragenten selbst in der Lage, Sollwerte für ihre Messgrößen zu bestimmen (siehe da-
zu die Besprechung der Gruppenagenten in Abschnitt 6.1.2). Zum anderen unterscheiden sich
die Ansätze in der Art und Weise, wie die Gruppenkennzahlenziele in die lokale Agenten-
steuerung einfließen. Eine solche Integration ist notwendig, um eine Verhaltensanpassung der
Agenten an die Kennzahlenziele der Gruppe zu erreichen. Hier können entweder durch den
Gruppenagenten spezielle auf die einzelnen Gruppenmitglieder zugeschnittene Kennzahlen-
ziele aus demGruppenbewertungsmodell abgeleitet werden, welche auf Seiten der Unteragen-
ten zu einem agentenlokalen KBM zusammengefasst werden, oder es wird auf deren Seite kein
solches agentenlokales KBM gebildet bzw. es werden dort direkt die Gruppenkennzahlenziele
in unveränderter Form verwendet und die Berechnungsvorschriften der Gruppenkennzahlen
repliziert.
Die Tabelle in Abbildung 6.5 nimmt eine Klassifikation der beschriebenen Ansätze anhand
dieser zwei Unterscheidungskriterien vor. Einige dieser Herangehensweisen an die Bildung
und Optimierung einer agentenglobalen Gesamtbewertung werden in Pantke (2008, 2011) so-
wie Pantke und Herzog (2014) umfänglich bezüglich ihrer Wirkung auf das Agentenverhal-
ten ausgewertet und miteinander verglichen. Die in der vorliegenden Arbeit vorgenommene
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JaNein
Ja
Nein
Ansatz (i)
Ansatz (ii)
Vom Gruppenagenten generierte Soll-
werte fließen als Kennzahlenziele in
agentenlokale Bewertungsmodelle ein
generiert Sollwerte für alle
Messgrößen der Agentengruppe
Übergeordneter Gruppenagent Ansatz (iii)
Ansatz (iv)
Abbildung 6.5: Klassifikation der vorgestellten Ansätze zur Optimierung des agentenglobalen
KBM.
Evaluation konzentriert sich hingegen auf die Untersuchung der mit dem in Kapitel 9 formali-
sierten KPM erreichbaren Planungsperformanz. Dabei kommt der nachfolgend auf Seite 131ff
beschriebene verteilte Steuerungsansatz (ii) zum Einsatz.
(i) Zentralisierte Optimierung der Gruppenbewertung,
Umgehung des lokalen Kennzahlenbewertungsmodells
Bei der Verwendung eines zentralisierten Gruppenbewertungsmodells, d.h. bei vollständi-
ger Repräsentation der Berechnungsvorschriften aller in der Gruppenbewertung verdichteten
Kennzahlen auf Seiten eines den Gruppenmitgliedern übergeordneten Gruppenagenten (vgl.
den Punkt Zentralisiertes Gruppenbewertungsmodell bei der Besprechung der Gruppenagenten
oben), können die von diesem Agenten unter Durchführung eines Optimierungsprozesses be-
stimmten Sollwerte der Messgrößen direkt als numerische Planungsziele in den domänenab-
hängig zu realisierenden Planungsprozess seiner Unteragenten einfließen. Die Verwaltung ei-
nes agentenlokalen KBM auf Seiten der Unteragenten kann dabei lediglich zum Zwecke einer
Protokollierung der Kennzahlen erfolgen und prinzipiell auch ganz entfallen. Einzig die aktu-
ellen Werte der Messgrößen müssen in diesem Fall regelmäßig von den Gruppenmitgliedern
erhoben und über den Kennzahlenbroker dem Gruppenagenten zugänglich gemacht werden.
Dieser Ansatz ist nur möglich, wenn die Agenten einen Planungsansatz verfolgten, der nume-
rische Planungsziele25 in Form von expliziten Sollwerten unterstützt. Ist dies nicht der Fall und
führen die Agenten stattdessen eine Planung unter Verwendung einer quantitativen Nutzen-
funktion resp. Planmetrik durch, dann ist zum Zwecke einer Verhaltensanpassung an die defi-
nierten Kennzahlenziele das agentenlokale KBM zur Beurteilung vonWeltzuständen innerhalb
des Planungsprozesses erforderlich und kann somit agentenlokal nicht umgangen werden. Es
ist dann einer der nachfolgend beschriebenen Ansätze zu verfolgen. Findet der Gruppenagent
im Optimierungsprozess ein globales Maximum der Gruppengesamtbewertung, dann ist bei
diesem Ansatz sichergestellt, dass die von ihm generierten Sollwerte der Messgrößen pareto-
optimal bezüglich der Gruppenkennzahlenziele sind.26
25Vergleiche Kapitel 3 zur Planung.
26Vergleiche Abschnitt 4.5.2 zur Lösung von Multikriterien-Optimierungsproblemen durch Skalarisierung der
Vektor-Zielfunktion.
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Abbildung 6.6: Ableitung von agentenspezifischen Kennzahlenzielen aus den Gruppenzie-
len bei der Verteilung des Berechnungsgraphen des agentenglobalen KBM auf
mehrere Agenten (Beispiel).
(ii) Verteilte Optimierung der Gruppenbewertung,
Aufnahme von abgeleiteten Kennzahlenzielen in das lokale
Kennzahlenbewertungsmodell
Dieser Ansatz verwendet ein verteiltes Gruppenbewertungsmodell, d.h., die Berechnungsvor-
schriften der zusammengesetzten Kennzahlen der Gruppenmitglieder sind dem übergeord-
neten Gruppenagenten nicht bekannt (vgl. die Besprechung der Gruppenagenten oben). Der
Gruppenagent bestimmt hierbei für alle in seinem KBM verwendeten Kennzahlstellvertreter
Sollwerte, die dann auf Seiten seiner Unteragenten in Form von Kennzahlenzielen in deren
lokales KBM integriert werden. Wie bei der Besprechung dieses Modells in Abschnitt 6.1.1 be-
schrieben, wird jedes Kennzahlenziel durch eine Zielfunktion repräsentiert, welche die mögli-
chen Werte der jeweiligen Kennzahl in einen Utility-Wert überführt. Für jede Kennzahl eines
Unteragenten, für die der Gruppenagent einen Sollwert erzeugt, ist somit eine geeignete Ziel-
funktion zu finden, die an der durch den Sollwert gegebenen Stelle ein globales Maximum be-
sitzt. Um denNutzen aller möglichenWerte der jeweiligen Kennzahl originalgetreu inHinblick
auf die Gruppengesamtbewertung abzubilden, müssten die Funktionswerte der Zielfunktion
132
0
0,2
0,4
0,6
0,8
1
Z
ie
le
rr
ei
ch
un
gs
gr
ad
Sollwert
Kennzahlenwert
Abbildung 6.7:Modellierung eines Kennzahlensollwerts durch die Zielfunktion eines Kenn-
zahlenziels (Beispiel).
prinzipiell an allen Stellen den (exakten oder mit einem konstanten und von Null verschie-
denen Faktor skalierten) Funktionswerten der Gruppengesamtbewertung entsprechen. Eine
solche exakte Modellierung der Zielfunktion würde allerdings eine vollständige Replikation
der Berechnungsvorschriften der Gruppengesamtbewertung auf Seiten der Unteragenten er-
fordern. Insbesondere wäre die Zielfunktion damit von den in der Gruppenbewertung ver-
rechneten Kennzahlenwerten anderer Agenten abhängig. DieseWerte müsste jeder Unteragent
von den anderen Gruppenmitgliedern beziehen, was die Arbeit des Gruppenagenten innerhalb
seiner Unteragenten duplizieren würde und ihn somit redundant werden ließe. Das Frame-
work sieht daher vereinfachte Zielfunktionen zur Integration der Sollwerte in das lokale KBM
vor: Für die Zielfunktionen der aus den Gruppenkennzahlenzielen abgeleiteten agentenloka-
len Kennzahlenziele wird lediglich verlangt, dass sie ihr globales Maximum an der Stelle des
jeweiligen Sollwerts der Kennzahl einnehmen; an allen anderen Stellen müssen sie lediglich
einen geringeren Funktionswert aufweisen. Abbildung 6.7 zeigt den Funktionsgraphen einer
einfachen – an der Stelle des Sollwerts nicht stetig differenzierbaren – stückweise linearen Ziel-
funktion, welche diese Anforderungen erfüllt.
Das dem Ansatz zugrunde liegende Prinzip veranschaulicht Abbildung 6.6 anhand eines Bei-
spiels mit einem Gruppenagenten und zwei Unteragenten: Der Gruppenagent verfügt in die-
sem Beispiel über eine Gruppenkennzahl e, die sich aus den Kennzahlen a und b des ersten
Unteragenten berechnet, sowie über eine Gruppenkennzahl f, welche die Kennzahlen b des
ersten Unteragenten und c des zweiten Unteragenten weiter verdichtet. Es sind drei Gruppen-
kennzahlenziele definiert: z5 bezüglich e, z6 bezüglich f und z7 bezüglich der Kennzahl d des
zweiten Unteragenten, die ansonsten nicht in den Gruppenkennzahlen verwendet wird. Das
Kennzahlenframework sieht vor, dass für jeden Unteragenten individuell festgelegt werden
kann, welche seiner zusammengesetzten Kennzahlen und Messgrößen er dem Gruppenagen-
ten zugänglich macht. So gibt im Beispiel der erste Unteragent dem Gruppenagenten nur seine
beiden benutzerdefinierten Kennzahlen bekannt, während der zweite Unteragent darüber hin-
aus auch seine Messgrößen für diesen sichtbar macht, ihn allerdings über die Berechnungsvor-
schriften seiner zusammengesetzten Kennzahlen im Unklaren lässt. In einem Optimierungs-
prozess sucht der Gruppenagent das globale Maximum der aus den drei Gruppenzielen ge-
bildeten skalaren Gruppengesamtbewertung und erhält dadurch Sollwerte für die Kennzahlen
a, b, c und d. Diese Sollwerte teilt er in einem domänenabhängigen Kommunikationsvorgang
seinen Unteragenten mit, welche sie in Form neuer Kennzahlenziele z8, z9, z10 und z11 in ihr
jeweiliges agentenlokales KBM übernehmen. Die beiden Unteragenten verfügen dabei selbst
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über lokale Kennzahlenziele z1 und z2 resp. z3 und z4 bezüglich ihrer eigenen Kennzahlen, die
mit den aus dem Gruppenbewertungsmodell abgeleiteten Kennzahlenzielen in Wettbewerb
stehen. Zum Zwecke einer Bildung von Kompromissen zwischen konfligierenden Kennzah-
lenzielen sieht das Framework für jedes Kennzahlenziel eine individuelle reellzahlige Gewich-
tung vor, die bestimmt, mit welchem Anteil der aktuelle Wert dessen Zielfunktion in die skala-
re Gesamtbewertung des Agenten eingeht. Durch Modifikation der Gewichte lässt sich so für
jeden Unteragenten bestimmen, wie stark er sich in seinem Verhalten an seinen lokalen Kenn-
zahlenzielen orientiert und wie stark an den Gruppenzielen. Eine Veränderung der Gewichte
während der Laufzeit des MAS ist möglich. Die lokale Gesamtbewertung eines Unteragen-
ten kann entweder direkt als skalare Nutzenfunktion zur Beurteilung von Weltzuständen im
Planungsprozess eingesetzt werden, oder der Agent bestimmt unter Durchführung eines Op-
timierungsprozesses als numerische Planungsziele dienende Sollwerte für seine Messgrößen.
Bei der verteilten Optimierung des Gruppenbewertungsmodells nach diesem Ansatz haben
die einzelnen Agenten lediglich eine eingeschränkte Sicht auf das agentenglobale KBM. Es ist
daher möglich, dass in obigem Beispiel der Gruppenagent aufgrund seiner Unkenntnis der
Berechnungsvorschriften der Kennzahlen a und b, deren Werte beide von demWert der Mess-
größe m2 des ersten Unteragenten abhängig sind, für diese zwei Kennzahlen Sollwerte erzeugt,
die unterschiedliche Werte für m2 implizieren und, bedingt durch die konkreten Berechnungs-
vorschriften, nicht beide gleichzeitig erreicht werden können. Dieses Problem sei als Horizont-
problem bezeichnet. Verfolgt ein Unteragent neben den aus der Gruppenbewertung abgeleite-
ten Kennzahlenzielen weitere agentenlokale Kennzahlenziele (wie z1 bis z4 in Abbildung 6.6),
dann ist im Allgemeinen nicht zu erwarten, dass die von ihm bei einer lokalen Kompromiss-
bildung durch Optimierung des lokalen KBM gebildeten Sollwerte seiner Messgrößen auch
optimal bezüglich der Gruppengesamtbewertung sind. Anders als bei dem vorhergehend be-
schriebenen Ansatz (i) der zentralisierten Optimierung durch den Gruppenagenten, ist bei die-
ser Umsetzung aufgrund des Horizontproblems eine Pareto-Optimalität der Messgrößensoll-
werte bezüglich der Gruppenkennzahlenziele allerdings selbst dann nicht zu erwarten, wenn
die Unteragenten neben den aus der Gruppenbewertung abgeleiteten Kennzahlenzielen keine
weiteren agentenlokalen Kennzahlenziele verfolgen.
(iii) Zentralisierte Optimierung der Gruppenbewertung,
Aufnahme von abgeleiteten Kennzahlenzielen in das lokale
Kennzahlenbewertungsmodell
Diese Umsetzung entspricht Ansatz (ii), bis auf den Unterschied, dass hier ein zentralisier-
tes Gruppenbewertungsmodell auf Seiten des Gruppenagenten optimiert wird: Diesem sind
die Berechnungsvorschriften aller für die Gruppenbewertung relevanten zusammengesetzten
Kennzahlen seiner Unteragenten bekannt und er bestimmt Sollwerte für alle Messgrößen der
Gruppenmitglieder – und ausschließlich für die Messgrößen. Die Sollwerte fließen, genau wie
bei Ansatz (ii), in Form von Kennzahlenzielen mit jeweils geeignet gewählter unimodaler Ziel-
funktion neben etwaigen weiteren agentenlokalen Kennzahlenzielen in das lokale KBM der
Unteragenten ein. Für jede in die Gruppenbewertung eingehende Messgröße, deren Wert ein
Unteragent mit seinen Aktionen beeinflussen kann, wird genau ein Kennzahlenziel in dessen
agentenlokales KBM aufgenommen. Die Zielfunktion des Kennzahlenziels ist dabei ausschließ-
lich von dem Wert der jeweiligen Messgröße abhängig. Die gewichtete Summe der Zielfunk-
tionen aller auf diese Weise aus der Gruppenbewertung abgeleiteten Kennzahlenziele ist somit
eine separable Funktion27 mit einem globalen Maximum an der durch die vom Gruppenagen-
27Siehe Seite 72 zum Begriff der separablen Funktion.
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ten generierten Sollwerte gegebenen Stelle. Das in Ansatz (ii) vorhandene Horizontproblem
wird bei diesem Ansatz somit vermieden. Da eine agentenlokale skalare Gesamtbewertung
aus den Kennzahlenzielen gebildet wird, ermöglicht diese Umsetzung, anders als Ansatz (i),
den Einsatz von Planungsverfahren, die keine numerischen Planungsziele unterstützen und
stattdessen eine Nutzenfunktion zur Beurteilung von Weltzuständen verwenden. Wie bei An-
satz (ii) ist dabei eine über die Gewichte der Kennzahlenziele beeinflussbare agentenlokale
Kompromissbildung zwischen lokaler und globaler Zielverfolgung möglich.
(iv) Verteilte Optimierung der Gruppenbewertung,
Direkte Übernahme der Gruppenkennzahlenziele in das lokale
Kennzahlenbewertungsmodell
Eine andere Herangehensweise an die verteilte Optimierung des Gruppenbewertungsmodells
besteht darin, von einer Erzeugung von – wegen des Horizontproblems auf lokaler Ebene po-
tentiell konfligierenden – Sollwerten durch den Gruppenagenten abzusehen und stattdessen
die Unteragenten selbst den durch ihre Aktionen konkret beeinflussbaren Teil der Gruppenge-
samtbewertung lokal optimieren zu lassen.
Auf einen den Gruppenmitgliedern übergeordneten Gruppenagenten mit Koordinationsfunk-
tion kann im Prinzip verzichtet werden, wenn die Gruppenbewertung in Form einer entspre-
chenden Kennzahlensammlung mit den Gruppenkennzahlen und Gruppenkennzahlenzielen
vollständig auf Seiten der Gruppenmitglieder repräsentiert und optimiert wird. Die zur Be-
rechnung der Gruppenbewertung erforderlichen Kennzahlenwerte der anderen Gruppenmit-
glieder müsste in einem solchen Fall jeder Agent über den Kennzahlenbroker beziehen. Er-
laubt man dabei neben den Gruppenkennzahlenzielen, die in das lokale KBM aller Agenten
der Gruppe übernommen werden, zudem agentenspezifische lokale Kennzahlenziele (wie die
Ziele z1 bis z4 in dem oben besprochenen Beispiel aus Abbildung 6.6), dann kann auch hier
eine über die Gewichte der Kennzahlenziele beeinflussbare individuelle Kompromissbildung
zwischen der Verfolgung agentenspezifischer lokaler Kennzahlenziele und der Verfolgung der
Gruppenziele erfolgen. Anders als bei dem oben beschriebenen Ansatz (i) der zentralisierten
Optimierung der Gruppenbewertung durch einen übergeordneten Gruppenagenten erfolgt
bei einer solchen Umsetzung die Berechnung der Gruppenkennzahlen mehrfach redundant
in den einzelnen Agenten. Eine solche redundante Modellierung des Gruppenbewertungsmo-
dells kann dann sinnvoll sein, wenn bezüglich des Verhaltens der Agenten eine agentenlokale
Kompromissbildung zwischen lokaler und globaler Zielverfolgung vom Benutzer des MAS
beabsichtigt ist28 und sich infolgedessen die KBM der Gruppenmitglieder – und somit die
lokal zu lösenden Optimierungsprobleme – aufgrund der zusätzlich zu den Gruppenzielen
verfolgten agentenlokalen Kennzahlenziele voneinander unterscheiden: Die Agenten können
die Optimierung ihrer unterschiedlichen lokalen KBM prinzipiell zeitlich parallel und räum-
lich voneinander getrennt mit den ihnen zur Verfügung stehenden individuellen Ressourcen29
vornehmen.
Bei dieser Steuerungsvariante generieren die Gruppenmitglieder Sollwerte für alle in die Grup-
penbewertung einfließenden Messgrößen (so wie es der übergeordnete Gruppenagent bei ei-
ner zentralisierten Optimierung tut), d.h. insbesondere auch für Messgrößen anderer Agen-
ten, auf die sie selbst keinen Einfluss haben. Sind durch die domänenabhängige Spezifikation
des zu realisierenden MAS für die Agenten keine individuellen lokalen Kennzahlenziele ne-
28Weshalb eine Festlegung agentenlokaler Kennzahlenziele, die nicht in die Gruppengesamtbewertung einfließen,
wünschenswert sein kann, wird in Abschnitt 6.2 zur kennzahlenbasierten Zieloperationalisierung deutlich.
29Wie CPUs und Speicher.
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ben den Gruppenkennzahlenzielen vorgesehen, dann besitzt dieser Ansatz daher einen deutli-
chen Nachteil gegenüber der zentralisierten Sollwertbestimmung durch einen einzelnen Grup-
penagenten: Eine zentralisierte Optimierung erreicht die Koordination zwischen den Agen-
ten bereits dadurch, dass sie einen einzelnen Sollwert-Vektor für alle Messgrößen innerhalb
der Agentengruppe liefert, welcher das von der Gruppe anzustrebende Maximum der Grup-
pengesamtbewertungsfunktion eindeutig identifiziert und dann pareto-optimal bezüglich der
Gruppenkennzahlenziele ist, wenn es sich bei diesem Maximum um ein globales Maximum
der Funktion handelt. Bei dem dezentralisierten Ansatz unter redundanter Modellierung der
Gruppenbewertung auf Seiten der Gruppenmitglieder hingegen erfolgt zunächst keine Soll-
wertabsprache zwischen den Agenten. Besitzt die Gruppengesamtbewertungsfunktion meh-
rere globale Maxima, dann ist nicht sichergestellt, dass alle Agenten in ihrem lokalen Optimie-
rungsprozess das gleiche globale Maximum der Funktion auffinden. Ist die Gruppenbewer-
tung etwa von den Messgrößen m1, m2 des Agenten agt1 sowie m3, m4 des Agenten agt2 abhän-
gig und besitzt sie ein globales Maximum bei m⋆1 = 1, m⋆2 = 1, m⋆3 = 1, m⋆4 = 1 sowie bei m⋆⋆1 = 2,
m⋆⋆2 = 2, m⋆⋆3 = 2, m⋆⋆4 = 2, dann ist es möglich, dass Agent agt1 für die von ihm beeinflussbaren
Messgrößen die Sollwerte m⋆1 = 1, m⋆2 = 1 anstrebt und Agent agt2 die Sollwerte m⋆⋆3 = 2, m⋆⋆4 = 2,
welche alle vier zusammengenommen nicht pareto-optimal bezüglich der Gruppenkennzah-
lenziele sind. Zur Vermeidung dieser Situation müssen sich die Gruppenmitglieder via domä-
nenabhängig zu realisierender Agentenkommunikation auf einen gemeinsam anzustrebenden
Sollwert-Vektor verständigen. Die aus einer unzureichenden oder gescheiterten Koordinati-
on zwischen den Agenten resultierende Gefahr des Anstrebens unterschiedlicher Maxima ei-
ner gemeinsamen Gruppengesamtbewertung, unter verteilter Herbeiführung eines bezüglich
dieser Bewertung suboptimalen Weltzustands, sei in der Terminologie des Kennzahlenframe-
works als Konsensproblem bezeichnet.
Verglichen mit den anderen drei vorgestellten Ansätzen ist bei dieser Umsetzung das Daten-
volumen der über den Kennzahlenbroker zwischen den Agenten ausgetauschten Kennzahlen-
werte am größten. Jedes Mitglied der Agentengruppe benötigt zur Berechnung der Gruppen-
gesamtbewertung die in diese einfließenden aktuellen Kennzahlenwerte der jeweils anderen
Gruppenmitglieder. Die Anzahl der lesenden Zugriffe auf die Datenbank des Kennzahlenbro-
kers ist bei dieser dezentralisierten Optimierung der Gruppengesamtbewertung somit um ein
Vielfaches höher als etwa bei der Auswertung des zentralisierten Gruppenbewertungsmodells
durch den übergeordneten Gruppenagenten in Ansatz (i). Da bei einer Gruppe aus n Agen-
ten jedes Gruppenmitglied zu jedem festgelegten Auswertungszeitpunkt einmal seine eige-
nen Kennzahlenwerte über den Broker exportiert und die Kennzahlenwerte der übrigen n− 1
Agenten importiert, steigt der Kommunikationsaufwand dieses Werteaustausches quadratisch
mit der Anzahl der Gruppenmitglieder – während er bei den Ansätzen (i)–(iii) lediglich li-
near mit der Gruppengröße wächst. Das von einer konkreten MAS-Implementierung inner-
halb einer bestimmten Zeitspanne zum Zwecke eines Austausches der Kennzahlenwerte zwi-
schen den Agenten maximal bewältigbare Datenvolumen ist aufgrund begrenzter Hardware-
Ressourcen stets nach oben beschränkt. Ein als prohibitiv geltender Kommunikationsaufwand
ist bei diesem Ansatz daher schon mit kleineren Gruppengrößen erreicht, als es bei den ande-
ren drei Ansätzen der Fall ist.
In den folgenden zwei Kapiteln wird ein allgemeines KBM, das die Umsetzung aller vier hier
aufgeführten Ansätze erlaubt, auf formale Weise entwickelt. Es wird von dem anschließend in
Kapitel 9 vorgestellten KPM zur Modellierung der bei der Planung betrachteten Weltzustände
verwendet und durch die Spezifikation in Kapitel 10 zusammen mit den anderen Komponen-
ten des Kennzahlenframeworks bezüglich der praktischen Umsetzung in der Kennzahlenpro-
grammierbibliothek konkretisiert.

— KAPITEL 7 —
Grundlegende Mengen und Abbildungen
Bevor in Kapitel 8 das Konzept des Kennzahlenbewertungsmodells näher definiert und formal
beschrieben werden kann, sind einige grundlegende Mengen einzuführen, die für das gesamte
MAS gelten und nicht an ein bestimmtes Bewertungsmodell gebunden sind.
Wie zu Beginn des Kapitels 4 angemerkt, können Kennzahlen bezüglich ihrer Berechnungsvor-
schriften als reellwertige multivariate Funktionen der Form
fi : X ⊆ Rn → R,
fi : (x1, . . . , xn) 7→ yi
(7.1)
aufgefasst werden, die einen Vektor reeller Eingabewerte1 (Input Values) x1, . . . , xn auf einen
skalaren Kennzahlenwert yi abbilden. Im Folgenden werden skalare Kennzahlenwerte aus R
und Vektoren aus Rn auch als Punktwerte (Point Values) bezeichnet, da sie jeweils einen einzel-
nen Punkt im Rn mit n ≥ 1 identifizieren. Demgegenüber korrespondieren die unten in Ab-
schnitt 7.3 eingeführten Intervallwerte (Interval Values) mit speziellen Mengen solcher Punkt-
werte.
So lässt sich etwa die in Kapitel 2 durch Gleichung (2.2) gegebene Berechnungsvorschrift der
Eigenkapitalquote notieren als
EIGENKAPITAL = f1(x1, x2) = x1,
GESAMTKAPITAL = f2(x1, x2) = x2,
EIGENKAPITALQUOTE =
EIGENKAPITAL
GESAMTKAPITAL
· 100 = f3(x1, x2) = f1(x1, x2)f2(x1, x2) · 100.
(7.2)
Hierbei sind das Eigenkapital und das Gesamtkapital Basiskennzahlen, deren aktuelle Werte
die Argumente der Kennzahlenfunktionen f1, f2, f3 sind. Die Eigenkapitalquote ist eine zu-
sammengesetzte Kennzahl, die mittels arithmetischer Basisoperationen, hier einer Division
und einer Multiplikation, aus den beiden Basiskennzahlen berechnet wird. Die Funktion f3
besitzt Definitionslücken2 in allen Punkten (x1, x2) ∈ R×R mit x2 = 0. Diese arithmetischen
Ausnahmefälle lassen sich bei dem Beispiel der Eigenkapitalquote durch die praktisch sinn-
volle Restriktion x1 ∈ [0,+∞) ⊂ R, x2 ∈ (0,+∞) ⊂ R, d.h. durch eine Einschränkung des
Wertebereichs der Eingabewerte x1 und x2 auf geeignete echte Teilmengen der reellen Zahlen,
ausschließen.3 Während die Formelnotation in Gleichung (7.2) für den menschlichen Leser re-
lativ leicht verständlich sein sollte, wird aus dieser Darstellung noch nicht deutlich, wie die
1Vergleiche die in Abschnitt 6.1.1 vorgestellte und in Abbildung 6.3 visualisierte Kennzahlentaxonomie.
2IEEE-754-Gleitkommaarithmetik liefert f3(0, 0) = NaN 6∈ R sowie f3(x1, 0) = +∞ 6∈ R für alle x1 > 0 und
f3(x1, 0) = −∞ 6∈ R für alle x1< 0.
3Wie weiter unten näher erläutert, lassen sich allerdings nicht für jede benutzerdefinierte Kennzahlenformel seman-
tisch passende und zugleich operativ stets durchsetzbare Einschränkungen finden, die von vornherein alle Punkte
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Kennzahlenberechnungsvorschriften maschinell in Gestalt einer Datenstruktur zu repräsentie-
ren sind. Die Berechnungsvorschriften werden im nächsten Kapitel als Berechnungsgraphen
formalisiert, ähnlich der in Kapitel 4 vorgestellten Form. Um mit gegen unendlich strebenden
Ergebnissen sowie Definitionslücken besser umgehen zu können, werden die Definitions- und
Wertebereiche der Funktionen umdie Elemente+∞,−∞ sowie NaN erweitert, wie sie bezüglich
ihrer Semantik auch im ANSI/IEEE-Standard 754-1985 für Gleitkommazahlen definiert sind.4
Da das in Kapitel 8 formalisierte Kennzahlenbewertungsmodell von den in Abschnitt 6.1.1 be-
schriebenen Optimierungs- und Planungskomponenten der Agenten imMAS verwendet wird,
ist allerdings auch das Rechnen mit um die Elemente +∞, −∞ und NaN erweiterten Punkt-
werten in diesem Kontext nicht ausreichend. Bei der kennzahlenbasierten Planung mit kon-
tinuierlichen numerischen Aktionsparametern sowie der Optimierung der Kennzahlenwerte
hinsichtlich der benutzerdefinierten Zielvorgaben treten Situationen auf, in denen für einige
Kennzahlen keine konkreten, eindeutigen Punktwerte vorliegen, sondern lediglich die Ergeb-
nisse der jeweiligen Berechnungsvorschriften auf Mengen von vielen möglichen Punktwerten
eingegrenzt werden können. In diesen Fällen ist Intervallarithmetik ein hilfreiches Werkzeug,
mit vergleichsweise wenig Rechenaufwand5 eine solche Eingrenzung auf reelle Intervalle bzw.
unzusammenhängende Vereinigungen reeller Intervalle vorzunehmen. In diesem und dem fol-
genden Kapitel wird daher jede Basisoperation ωj und jede Kennzahlenfunktion fi in zwei Fas-
sungen definiert. Die jeweilige Punktversion ωRj resp. fRi der Abbildung überführt eine Liste
skalarer Argumente in ein skalares Abbildungsergebnis. Die zugehörige Intervallerweiterung6
ωIj resp. fIi hingegen bildet eine Liste von Intervallargumenten auf ein Intervallergebnis ab.
Auch die im nächsten Kapitel eingeführten Kennzahlenzielfunktionen und die als Planmetrik
verwendete Kennzahlengesamtbewertung werden in diesen zwei Fassungen spezifiziert. In-
tervallarithmetik findet in der vorliegenden Arbeit drei wesentliche Anwendungen:
1. Herleitung von Boundary Constraints für die verteilte Kennzahlensollwertbestimmung
Weil die über mehrere Agenten erhobene (in Abschnitt 8.16 formal definierte) Kennzah-
lengesamtbewertungsfunktion mehrere globale Optima aufweisen kann, ist es wichtig,
dass alle Agenten des MAS gemeinsam den gleichen optimalen Punkt anstreben. An-
sonsten kann nicht sichergestellt werden, dass mit der Gesamtheit der von den Agenten
generierten und ausgeführten Pläne überhaupt ein Optimum dieser Funktion erreicht
wird. Bei dem auf Seite 131ff beschriebenen verteilten Blackbox-Optimierungsansatz (ii)
ist es in diesem Zusammenhang erstrebenswert, dass der Gruppenagent in seinem Opti-
mierungsschritt für die zusammengesetzten Kennzahlen seiner Unteragenten nur solche
Sollwerte erzeugt, die auch tatsächlich im Wertebereich der jeweiligen Kennzahl liegen.
Um anhand der gegebenenWertebereiche der Basiskennzahlen die Wertebereiche der be-
nutzerdefinierten zusammengesetzten Kennzahlen einzugrenzen, verwendet das Kenn-
zahlenframework Intervallarithmetik. Da aufgrund des in Kapitel 5 erläuterten Abhän-
gigkeitsproblems manche Ergebnisintervalle weiter als die tatsächlichen Wertebereiche
ausfallen können, kann in Optimierungsansatz (ii) die Generierung unerreichbarer Kenn-
zahlensollwerte im Allgemeinen allerdings nicht vollständig ausgeschlossen werden.
mit in R undefiniertem Ergebnis ausschließen. In diesen Fällen kann es hilfreich sein, die Berechnungsvorschrift
geeignet umzuformen (sofern möglich) oder eine explizite Behandlung undefinierter Kennzahlenwerte in sie zu
integrieren (wie z.B. das Ignorieren undefinierter Elemente bei der Summen- oder Durchschnittsbildung).
4Siehe IEEE 754 (1985, 2008). Die Einführung einer vorzeichenbehafteten Null ist für die Modellierung des exakten
Kennzahlenbewertungsmodells nicht erforderlich, da eine solche lediglich für das Rechnen mit endlicher Präzision
von Bedeutung ist; vgl. die Besprechung möglicher Underflows in Kapitel 5.
5Etwa im direkten Vergleich zur üblicherweise deutlich zeitaufwändigeren numerischen Lösung eines nichtlinearen
restringierten Optimierungsproblems zwecks Bestimmung der Extrema einer gegebenen Funktion in einer Teilmen-
ge ihres Definitionsbereichs; vgl. Abschnitt 4.3.
6Siehe Kapitel 5 zu den theoretischen Grundlagen der Intervallarithmetik.
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2. Beweis der Unerfüllbarkeit oder Gültigkeit von Aktionsbedingungen
Das in Kapitel 9 formal beschriebene Kennzahlenplanungsmodell unterstützt kontinu-
ierliche numerische Aktionsparameter, d.h., Parameter, deren Wertebereiche echte Teil-
mengen von R sind. Da diese Teilmengen im exakten mathematischen Modell im All-
gemeinen eine nicht abzählbar unendliche Anzahl von Werten beinhalten und ihre Dis-
kretisierungen als IEEE-754-Gleitkommazahlen einer gegebenen Bitbreite üblicherweise
eine recht große endliche Anzahl von IEEE-754-Werten umfassen, ist ein Planen mit voll-
ständig grundierten Aktionsparametern dieses Typs in der Regel weder in Hinblick auf
die benötigte Laufzeit noch auf den benötigten Speicher praktikabel.7 Die bezüglich einer
gegebenen Planmetrik optimalen numerischen Parameterwerte einer Aktion sind in An-
wendungsdomänen wie dem in Kapitel 11 untersuchten Fertigungsszenario zustands-
und planabhängig, d.h., sie können sowohl vom Initialzustand des Planungsproblems
als auch von allen früheren, späteren sowie nebenläufigen Aktionen im Plan abhängen.8
Aus diesemGrund können in vielen Anwendungsszenarien die Optima der numerischen
Parameter nicht bereits bei der Aktionsgrundierung, d.h. vor der eigentlichen Plansu-
che, identifiziert und eingesetzt werden. Beim Planen mit kontinuierlichen Parametern
sind zu diesem Zeitpunkt gemeinhin nur die Objektparameter mit ihren vergleichsweise
kleinen, diskreten Wertebereichen grundierbar.9 Die kontinuierlichen Aktionsparameter
müssen während des kombinatorischen Planungsprozesses zunächst in ihrer ungrun-
dierten Variablenform verbleiben, d.h., es muss mit einer partiell grundierten Aktionsre-
präsentation geplant werden. Da die numerischen Parameter in den Formeln der nume-
rischenAktionseffekte verwendet werden können, sind dementsprechend auch dieWerte
der auf diese Weise beeinflussten Kennzahlen in allen Nachfolgezuständen im Plan pa-
rameterabhängig, d.h. nur als variablenbehaftete Gleichungen ausdrückbar. Während in
jedemWeltzustand eines variablenfreien Total-Order-Plans (TOP) die skalarenWerte aller
Kennzahlen bekannt sind und damit die Erfüllung der numerischen Aktionsbedingun-
gen unter Verwendung der Punktoperationen unmittelbar und eindeutig bestimmt wer-
den kann, ist das Testen auf Erfüllbarkeit in einem partiell grundierten TOP in den meis-
ten Fällen nicht trivial. Die variablenbehafteten numerischen Bedingungen dort entspre-
chen einem nichtlinearen kontinuierlichen Constraint Satisfaction Problem (CSP), das mit
entsprechenden intervallbasierten CSP-Techniken10 angegangen werden kann. Dies ent-
spricht dem Test auf Lösbarkeit eines nichtlinearen Systems aus Gleichungen undUnglei-
chungen. Wenngleich diese Klasse von CSPs im Allgemeinen unentscheidbar ist,11 kann
durch Auswertung der jeweiligen Intervallerweiterungen der numerischen Ausdrücke
7Beispielsweise umfasst das reelle Intervall [2, 3] genau 251+1 = 2.251.799.813.685.249, d.h. über zwei Billiarden, 64-
Bit-IEEE-754-Gleitkommawerte (Datentyp double in Java, C, C++ undC#), die alle gleichzeitig im Speicher gehalten
rund 18 Petabytes belegen. Ein einzelner 64-Bit-Java-Thread und ein funktionsgleiches x64-Assemblerprogramm
benötigten zur strikt sequentiellen Aufzählung der jeweiligen Mantissen-Bitmuster mit Integer-Arithmetik auf ei-
ner AMD-FX-8350-CPU unter Linux jeweils über 12 Tage. Die Speicher- und Zeitkomplexität der Grundierung einer
Aktion ist zudem im Allgemeinen exponentiell in der Anzahl der (numerischen) Parameter der Aktion.
8Beispielsweise ist in einem Planungsproblem, bei dem jede Aktion einen parameterabhängigen Teil einer knappen
Verbrauchsressource konsumiert, der mögliche Ressourcenverbrauch jeder Aktion durch den Gesamtverbrauch al-
ler anderen Aktionen im Plan und der initial verfügbaren Menge der Ressource limitiert. Diese Beschränkung kann
als Constraint des Parameteroptimierungsproblems in Erscheinung treten und damit die Lage dessen restringierter
Optima beeinflussen.
9Auch bei Planungsproblemen mit ausschließlich diskreten Objektparametern kann die Grundierung leicht an der
konkret gegebenen Zeit- und Speicherbegrenzung scheitern. Wie u.a. an Koehlers Fahrstuhldomäne »Miconic«
(Koehler und Schuster 2000; Hoffmann 2003b, S. 219ff) zu sehen, sind bereits bei vergleichsweise kleiner Kardina-
lität der diskreten Wertebereiche (beispielsweise ≤ 10 Elemente) für eine erfolgreiche Grundierung z.T. ausgefeilte
Algorithmen zur Vereinfachung logischer Ausdrücke notwendig (Koehler und Hoffmann 1999, 2000).
10Vergleiche Seite 68f zum Einsatz von Intervallarithmetik bei Optimierungsproblemen und numerischen CSPs.
11Siehe u.a. Wang (1974) zur Unentscheidbarkeit einer (strukturell vergleichsweise einfachen) Klasse nichtlinearer
Gleichungssysteme sowie Jones und Matijasevicˇ (1991) zur Unlösbarkeit von Hilberts zehntem Problem.
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die Unerfüllbarkeit12 sowie Gültigkeit13 einer Menge von Aktionsbedingungen in einem
bestimmten Weltzustand in vielen Fällen rigoros bewiesen14 werden.
3. Selektion partiell grundierter Pläne zur numerischen Optimierung
In der vorliegenden Arbeit wird für die Planung mit kontinuierlichen numerischen Akti-
onsparametern ein zweistufiger Prozess vorgestellt. Weil die hinsichtlich einer gegebenen
Planmetrik optimalen Parameterwerte im Allgemeinen von der Gesamtheit aller Aktio-
nen im Plan abhängig sind (siehe Punkt 2), wird in einer ersten Planungsphase zunächst
eine partiell grundierte potentielle Lösung gesucht, d.h. ein in den numerischen Aktions-
parametern variablenbehafteter Plan, dessen Aktionen vom Initialzustand des Planungs-
problems zu einemZielzustand führen, sofern sich eine reelle Aktionsparameterbelegung
x ∈ Rn finden lässt, für die alle Aktionsbedingungen des Plans in den betreffenden Welt-
zuständen desselben erfüllt sind. Existiert eine solche zulässige Belegung, dann wird der
durch ihr Einsetzen in die Aktionsparameter entstehende vollständig grundierte Plan zu-
lässig und tatsächliche Lösung genannt. Um die optimale Parameterbelegung x⋆ ∈ Rn für
eine potentielle Lösung zu finden, wird in einer zweiten Planungsphase ein restringiertes
Optimierungsproblem gelöst (Maximierung der Planmetrik). Existiert keine zulässige Be-
legung, d.h., ist die zulässige Menge des Optimierungsproblems leer, dann scheitert der
Optimierungsprozess implementationsspezifisch in endlicher Zeit,15 und eine alternati-
ve potentielle Lösung muss konstruiert und optimiert werden. Ein zulässiger Plan heißt
optimale Lösung des Planungsproblems, wenn keine andere tatsächliche Lösung existiert,
die einen besseren (höheren) Planmetrikwert erzielt.16
Der kennzahlenbasierte Planungsprozess eines Agenten soll in möglichst kurzer Real-
zeit (Wall-Clock Time) mit den verfügbaren Ressourcen (wie etwa Arbeitsspeichergröße
und Anzahl der CPU-Kerne) einen möglichst guten zulässigen Plan finden.17 Da praxis-
relevante Planungsprobleme leicht Suchraumgrößen von 1020 und weitaus größer auf-
weisen können, mit mehreren Millionen von generierbaren potentiellen Lösungen,18 ist
es aufgrund der dafür benötigten Rechenzeit19 üblicherweise nicht praktikabel, all die-
se partiell grundierten Pläne nacheinander numerisch zu optimieren und schließlich die
beste vollständig grundierte Lösung zur Ausführung durch den Agenten zu selektieren.
Um bei der Suche in der ersten Phase möglichst die Pläne, welche in der zweiten Pha-
se tatsächlich die besten Planmetrikwerte erzielen werden, frühzeitig zu erkennen und
zu favorisieren, benötigt die Planungskomponente eine Heuristik zur Abschätzung des
Optimierungspotentials eines partiell grundierten Plans. Der Planer kann mit ihrer Hilfe
12Das heißt: Die für alle Elemente des Wertebereichs der numerischen Parameter eindeutig gegebene Nichterfüllung.
13Das heißt: Die für alle Elemente des Wertebereichs der numerischen Parameter eindeutig gegebene Erfüllung.
14Sofern die ausgewerteten Intervallabbildungen wertebereichsvollständig gemäß Definition 7.24 unten sind.
15Im einfachsten Fall beispielsweise, wenn vor dem Verstreichen einer vorgegebenen maximalen CPU-Zeit oder einer
bestimmten Anzahl an Versuchen kein zulässiger Startpunkt für die Zielfunktion gefunden werden konnte.
16Diese Eigenschaft eines Plans ist allerdings nur in Spezialfällen maschinell beweisbar bzw. algorithmisch garan-
tierbar, da bereits die Existenz eines zulässigen Punkts für nichtlineare Optimierungsprobleme im Allgemeinen
unentscheidbar ist (siehe Punkt 2 und Fußnote 11). Ebenso ist die Lösungsexistenz beim Planen mit numerischen
Fluents im Allgemeinen unentscheidbar (Helmert 2002).
17Sog. Satisficing Planning (nach Simon 1959) mit Kosten-Nutzen-Kompromiss.
18So berichten z.B. Della Penna et al. (2012, 2009) von Zustandsraumgrößen bis zu 1029 und bis zu 17Mio. generierten
Plänen bei der diskretisierten PDDL-basierten universellen (siehe Schoppers 1987, 1989; Russell und Norvig 2003,
S. 458) Aktionsplanung. Burch et al. (1992) betrachten Suchraumgrößen über 1020 beim Model Checking.
19In den in Kapitel 11 betrachteten Experimentläufen benötigt der von den Agenten des IntaPS-MAS eingesetzte
Differential-Evolution-Optimierer zwischen 2 und 4 CPU-Sekunden zum Grundieren oder Verwerfen eines einzel-
nen Plans. Bei 1 Mio. in der ersten Planungsphase generierten Plänen würde die zweite Planungsphase dement-
sprechend über einen CPU-Monat benötigen. Die aufzubringende Gesamtplanungszeit beinhaltet darüber hinaus
den Zeitaufwand der ersten, kombinatorischen Planungsstufe.
141
zuerst jene potentielle Lösungen konstruieren und optimieren, die das höchste Optimie-
rungspotential versprechen. Für diese Priorisierung wertet der im Rahmen dieser Arbeit
entwickelte Softwareprototyp die Intervallversion der Planmetrik, d.h. der Kennzahlen-
gesamtbewertungsfunktion, aus und verwendet das Supremum des Intervallergebnisses
als primäres Vergleichskriterium.
Als intervallarithmetisches Gegenstück zu den Punktwerten werden durch Vereinigungen von
Intervallen eingegrenzte Kennzahlenwertemengen in diesem und den nächsten Kapiteln als
Intervallwerte (Interval Values) bezeichnet.
Die Agenten eines MAS können im Rahmen ihrer Betriebsdatenerfassung zur regulären Be-
rechnung und zum Austausch von Kennzahlenwerten entweder die Punktversionen oder die
Intervallerweiterungen20 der betreffenden Funktionen nutzen. Der Kennzahlenbroker (siehe
Abschnitt 6.1.1) unterstützt zu diesem Zweck die Protokollierung und den Austausch von ak-
tuellen Punkt- und Intervallwerten. Enthält die Planungsdomäne Aktionen mit kontinuierli-
chen numerischen Parametern, dann muss spätestens in der ersten Planungsstufe der Agenten
zur Berechnung der Kennzahlenwerte anstelle der Punktoperationen eine geeignete Intervall-
arithmetik eingesetzt werden.
Das Kennzahlenframework unterstützt auf den Mengen fset, rset und cset (siehe Kapitel 5)
basierende Intervallarithmetikimplementierungen sowohl mit ausschließlich abgeschlossenen
als auch mit halboffenen und offenen Intervallen in R und R ∪ {−∞,+∞} – und damit die
in der Praxis verbreitetsten Varianten der Intervallrechnung.21 Um für Punktoperationen, die
Argumentvektoren mit fehlendem22 bzw. undefiniertem23 Wert in mindestens einer Kompo-
nente wieder auf reellwertige Ergebnisse abbilden,24 korrekt funktionierende Intervallerweite-
rungen zur Verfügung stellen zu können, erweitert das Framework diese Arithmetiken um das
spezielle Intervall [NaN, NaN] zwecks expliziter Repräsentation vonMissing Values bei der Inter-
vallrechnung.25 Modale Intervalle (Sainz et al. 2014), Kaucher-Arithmetik (Kaucher 1980) und
andere Nichtstandardintervalle (vgl. auch Neumaier 2009a) werden nicht unterstützt. Konkre-
te Intervallarithmetikimplementierungen können über ein Plugin-System der Kennzahlenpro-
grammierbibliothek ergänzt und durch den Benutzer zur Laufzeit des MAS ausgewählt wer-
den. Für die Experimentläufe in Kapitel 11 wurde ein Plugin auf Basis der C++-Bibliothek
Boost.Interval (Brönnimann et al. 2006a) verwendet. Letztere orientiert sich an der Menge fset
und arbeitet ausschließlich auf abgeschlossenen Intervallen in R.
7.1 Einfache Punktmengen
Wie anhand des Beispiels der Eigenkapitalquote oben veranschaulicht, ist bei der Auswertung
von Kennzahlen nach benutzerdefinierten Berechnungsvorschriften im Allgemeinen die Men-
ge der reellen Zahlen zur Repräsentation der Ein- und Ausgabewerte des endlichen Algorith-
mus zur Berechnung des Kennzahlenwerts nicht ausreichend. Einzelne Berechnungsschritte
können in einem positiv- oder negativ-unendlichen Grenzwert resultieren (wie etwa die Divi-
20Die Intervallabbildungen können beispielsweise dazu eingesetzt werden, um auf domänenspezifische Weise mög-
liche Messungenauigkeiten auszudrücken oder Informationen über die numerische Stabilität bzw. Genauigkeit der
Kennzahlenberechnung zu erhalten (vgl. Abschnitt 5.1).
21Siehe z.B. Hickey et al. (2001) zu einer Arithmetik mit halboffenen und offenen Intervallen.
22Bei unvollständigen Messungen oder bei nicht vollständig einsehbarer Umgebung.
23In Definitionslücken.
24Zum Beispiel durch Ignorieren von Missing Values bei der Summen- oder Durchschnittsbildung.
25Die leere Menge ∅ ist, wie im nächsten Abschnitt illustriert, zu diesem Zweck nicht ausreichend, da dem Ergebnis
einer Mengenvereinigung im Allgemeinen nicht angesehen werden kann, ob eine der vereinigten Mengen leer war.
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sion x/0 mit x 6= 0) oder ein unbestimmtes Ergebnis haben (wie z.B. 0/0 oder ∞ − ∞) bzw.
ein undefiniertes (wie
√−1 in R). Betrachtet man Kennzahlen als multivariate Funktionen der
in Gleichung (7.1) angegebenen Form, dann muss durch die Einführung geeigneter zusätzli-
cher Constraints sichergestellt werden, dass Situationen, in denen ein Berechnungsschritt ein
unendliches, unbestimmtes oder undefiniertes Ergebnis aufweist, d.h., der natürliche Definiti-
onsbereich X der Kennzahlenfunktion f verlassen wird, bei der Auswertung der Kennzahl gar
nicht erst auftreten können. Dies ist bei der Implementierung eines MAS allerdings nicht prak-
tikabel: Weil die atomarenMesswerte, auf denen dieWerte aller zusammengesetzten Kennzah-
len letztendlich beruhen, durch einen Messvorgang resp. durch die sensorische Wahrnehmung
der Agenten zustande kommen, kann im Allgemeinen nicht davon ausgegangen werden, dass
ein Agent in der Lage ist, bestimmte Werte seiner Messgrößen zu verhindern, die dazu füh-
ren, dass die Berechnung mindestens einer benutzerdefinierten zusammengesetzten Kennzahl
nicht in einer reellen Zahl resultiert. Zugunsten einer einfacheren Behandlung dieser Situatio-
nen werden daher, analog zu IEEE 754 (1985, 2008), die folgenden Wertemengen festgelegt:
Definition 7.1 Es sei die Menge R der (affin) erweiterten reellen Zahlen26 und die Menge R˜ der (affin)
erweiterten reellen Zahlen einschließlich des arithmetischen Fehlersymbols definiert als
R = R∪ {−∞, +∞},
R˜ = R∪ {−∞, +∞, NaN}.
Hierbei ist +∞ die positive Unendlichkeit, −∞ die negative Unendlichkeit und NaN das arithmetische
Fehlersymbol (Not a Number), im Folgenden auch als fehlender Wert (Missing Value) bezeichnet. Die
Ordnungsrelation < in R und R˜ wird von der geordneten Menge der reellen Zahlen übernommen und
bezüglich der zusätzlichen Elemente erweitert. Es gilt
∀r∈R . (−∞ < r < +∞) ∧ (+∞ 6< r 6< −∞) ∧ (−∞ 6= r 6= +∞),
∀r∈R . (NaN 6< r 6< NaN) ∧ (r 6= NaN),
∀v∈{−∞,+∞, NaN} . (v 6< v),
−∞ < +∞, −∞ 6= +∞, +∞ 6< −∞,
NaN 6< −∞, NaN 6< +∞, NaN 6= −∞, NaN 6= +∞, −∞ 6< NaN, +∞ 6< NaN.
Dementsprechend ist < eine strenge Totalordnung in R (aber nicht in R˜) und es sind das Infimum,
Supremum, Minimum und Maximum der Menge R bezüglich der Ordnungsrelation < gegeben durch
inf R = min R = −∞,
sup R = max R = +∞.
Für eine nicht-leere Menge M ⊆ R˜ ist NaN 6∈ M notwendige Bedingung für die Existenz von inf M,
sup M,min M undmax M.
Basierend auf der <-Relation in R, R resp. R˜ wird die folgende übliche Notation verwendet:
x ≤ y ≡ ((x < y) ∨ (x = y)),
x ≥ y ≡ ((y < x) ∨ (x = y)),
x > y ≡ y < x,
x 6≤ y ≡ ¬ ((x < y) ∨ (x = y)),
x 6≥ y ≡ ¬ ((y < x) ∨ (x = y)),
x 6> y ≡ ¬ (y < x).
Die Äquivalenz x 6≤ y ≡ y < x resp. x 6< y ≡ y ≤ x gilt genau dann, wenn x, y ∈ R; d.h., im Fall
NaN ∈ {x, y} ist sie nicht gegeben, da < keine strenge Totalordnung in R˜ ist.
⋆ ⋆ ⋆
26Vergleiche Bourbaki (1995, Kap. 4, §4).
143
Das Symbol NaN ∈ R˜ wird in der vorliegenden Formalisierung dazu verwendet, anzuzeigen,
dass die reellwertige Berechnung einer Kennzahl unter den gegebenen Eingaben in einem un-
bestimmten oder undefinierten Ergebnis resultiert, weil der Definitionsbereich der zugehöri-
gen strikt reellen Kennzahlenfunktion der Form (7.1) verlassen wird und das Ergebnis auch
nicht durch einen eindeutigen Grenzwert +∞ ∈ R oder −∞ ∈ R ausgedrückt werden kann.
Dies ist etwa bei der Auswertung des Ausdrucks
√
x an der Stelle x = −1 der Fall oder bei
Anwendung einer arithmetischen Basisoperation (vgl. Abschnitt 7.2) auf eine von ihr nicht un-
terstützte Anzahl von Parametern. Die Verwendung des NaN-Symbols zur Anzeige einer Aus-
nahmesituation bei der Auswertung einer Kennzahlenberechnungsvorschrift stellt sicher, dass
in einem solchen Fall alle in diesem und den nächsten Kapiteln definierten Abbildungen den-
noch wohldefiniert sind. Bei NaN im Sinne dieser Formalisierung handelt es sich ausschließlich
um ein Fehlersymbol und, wie es auch bei −∞ und +∞ der Fall ist, nicht um eine eindeuti-
ge Zahl, die in umformbare numerische Gleichungssysteme eingesetzt oder als Ergebnis einer
Rechnung in sinnvoller Weise als quantitativer Wert interpretiert werden kann.
Wie in Abschnitt 5.4.1 beschrieben, bilden fset-basierte Intervallarithmetiken unter Loose Eva-
luation (siehe S. 101f) alle außerhalb des natürlichen Definitionsbereichs der jeweiligen Punkt-
funktion liegenden Punkte auf die leere Menge ∅ ab.27 Bei der Arithmetik in R liegt ein Punkt
genau dann außerhalb des natürlichen Definitionsbereichs der Funktion, wenn deren ausge-
wertete Berechnungsvorschrift mindestens eine arithmetische Basisoperation enthält, die für
diesen Punkt kein Ergebnis in R besitzt. Während bei IEEE-754-Arithmetik Zwischenergeb-
nisse wie 1/(+0) = +∞ via 1/(+∞) = +0 wieder zurück in die Menge der reellen Zahlen
abgebildet werden können (u.U. mit Auswirkungen auf bestimmte Eigenschaften der Berech-
nung wie domänenspezifische Korrektheit und Vollständigkeit), ist dies bei Ausdrücken wie
0/0 = NaN nicht der Fall: Ist auch nur ein einziges Zwischenergebnis der Berechnungsvor-
schrift NaN, dann wird das arithmetische Fehlersymbol, sofern es nicht explizit behandelt wird,
bis zum Endergebnis propagiert, d.h., die gesamte Funktion wertet zu NaN aus, und ihre fset-
basierte Intervallerweiterung bei exakter Rechnung damit im betreffenden Punkt zu ∅.
Bei der Festlegung von benutzerdefinierten Kennzahlenberechnungsvorschriften und Kenn-
zahlenzielen ist ein solches Verhalten der Punkt- und Intervallabbildungen allerdings nicht im-
mer semantisch sinnvoll. Es besitzt sogar das Potential, die kennzahlenbasierte Steuerung und
Planung der Agenten in einem MAS vollständig zum Erliegen zu bringen, wie das folgende
Beispiel veranschaulicht.
Beispiel:
Gegeben sei eine Produktionsstätte (Shop Floor) mit k Werkzeugmaschinen M1, . . . , Mk
wie CNC-Fräsen, Schweißmaschinen, Pressen etc. Für das Szenario seien zwei Typen
von Fertigungsaufträgen definiert, genannt Standardauftrag und Eilauftrag. Im Rahmen
der agentenbasierten Fertigungssteuerung (Shop Floor Control) ist jeder Maschine Mi zu
jedem diskreten Zeitpunkt eine bestimmte Menge von Standard- und Eilaufträgen zuge-
ordnet, die Mi gerade bearbeitet oder noch bearbeiten muss. Die Basiskennzahlen Si und
Ei bezeichnen dabei die Anzahl der Standard- resp. Eilaufträge, die Mi zugeordnet sind.
Auf diesen aufbauend, lässt sich analog zur Eigenkapitalquote aus Gleichung (7.2) die
sog. Eilauftragsquote der i-ten Maschine in Form der benutzerdefinierten Kennzahl EQi
definieren als
EQi =
Ei
Si + Ei
· 100. 1 ≤ i ≤ k (7.3)
27Bei cset-Intervallarithmetik in R geschieht dies nur an Stellen mit leerem Containment Set, wie bei
√−1; vgl. Ab-
schnitt 5.4.2.
144
Es gibt demnach EQi den prozentualen Anteil der Eilaufträge an der Gesamtzahl der Mi
zugeordneten Aufträge an.28 Es lässt sich dann eine Statistik über die Eilauftragsquoten
aller Maschinen berechnen:
DEQ = avg (EQ1, . . . , EQk) =
∑
k
i=1 EQi
k.
(7.4)
Die durchschnittliche Eilauftragsquote DEQ ist ebenfalls eine zusammengesetzte benut-
zerdefinierte Kennzahl, die über eine prinzipiell variable Gruppe von Objekten (die Ma-
schinen M1, . . . , Mk) erhoben wird. Dieser Vorgang wird im Rahmen der vorliegenden
Arbeit als automatische Kennzahlenaggregation bezeichnet. Weitere denkbare statisti-
sche Berechnungen zur Aggregation von Kennzahlenwerten sind etwa die Erhebung des
Minimums, Maximums, Medians sowie der Standardabweichung der Kennzahlenliste
(EQ1, . . ., EQk).
In der Praxis ist es leicht möglich, dass zu einem gegebenen Zeitpunkt, beispielsweise bei
einer Auftragsflaute, bei einem Maschinendefekt oder unmittelbar nach Start des MAS,
einer Maschine keine Aufträge zugeordnet sind, d.h., dass Sj =Ej = 0 für mindestens ein
j∈ {1, . . . , k} gilt. In der Anwendungsdomäne des Beispiels ist dies ein vollkommen zu-
lässiger, praxisrelevanter Zustand. Dann wäre
EQj =
0
0+ 0
· 100 = NaN · 100 = NaN (7.5)
und folglich
DEQ =
EQ1 + . . .+ EQj−1 + NaN+ EQj+1 + . . .+ EQk
k
=
NaN
k
= NaN.
Fließt die durchschnittliche Eilauftragsquote über ein benutzerdefiniertes Kennzahlen-
ziel in die als Planmetrik verwendete Kennzahlengesamtbewertungsfunktion (vgl. Ab-
bildung 6.2 auf Seite 117) ein, dann würde hier bei naiver Herangehensweise auch diese
Funktion – und der Wurzelknoten des Berechnungsgraphen der agentenglobalen skala-
ren Gesamtbewertung – zu NaN auswerten. Im Planungsprozess der Agenten ließe sich
kein reellzahliger Zielerreichungsgrad oder Planmetrikwert für einen derartigen Weltzu-
stand erheben; auch eignet sich ein solcher bei der Kennzahlensollwertbestimmung we-
der als Startpunkt noch als mögliches Optimum im numerischen Optimierungsprozess.
Angenommen, es befinden sich nur Aufträge im System, welche die Maschine Mj (z.B.
eine Schweißmaschine) zur Fertigung nicht benötigen, weil sie keinen entsprechenden
Arbeitsschritt (Schweißen) erfordern. Dann weisen alle möglichen Lösungen des Ferti-
gungssteuerungsproblems die Eigenschaft (7.5) in allen Weltzuständen auf, und die Su-
che nach einem möglichst optimalen Plan würde (bei naiver Umsetzung) stets an der
Messbarkeit der Planqualität scheitern, d.h. an der Vergleichbarkeit der Weltzustände an-
hand ihrer Kennzahlenbewertung. Im ungünstigsten Fall könnte das MAS auch all jene
Kennzahlenziele, deren Erfüllung im Berechnungsgraphen unabhängig von EQj ist, nicht
mehr operationalisieren, d.h., eine kennzahlenbasierte Steuerung der Agenten wäre nicht
einmal mehr eingeschränkt möglich.
Soll diese Problematik im vorliegenden Szenario behoben werden, stellt sich zunächst die
Frage, welche anwendungsspezifische Bedeutung die Eilauftragsquote EQj im Spezialfall
28Siehe Gleichung (5.20) auf Seite 99 für eine Form, die nicht anfällig für das Abhängigkeitsproblem der Intervall-
arithmetik ist.
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Sj =Ej = 0 überhaupt hat. Man kann sich dafür entscheiden, ihren Wert in diesem Punkt
explizit zu setzen, indem man ihre Berechnungsvorschrift abändert zu
EQi =

EQ0 falls Si +Ei = 0
Ei · 100
Si + Ei
sonst,
1 ≤ i ≤ k
z.B. mit EQ0 := 0% oder EQ0 := 100%. Sind Si und Ei stets natürlichzahlig, dann kann
man bei der Wahl EQ0 = 0% auch schreiben:
EQi =
Ei · 100
max (1, Si + Ei) .
1 ≤ i ≤ k (7.6)
Alternativ kann man zu dem Schluss kommen, dass die Eilauftragsquote in diesem Fall
keinerlei Bedeutung oder Relevanz besitzt und in (7.4) zur Berechnung von DEQ statt
»avg« eine Durchschnittsoperation »avgNum« mit
avgNum (NaN, . . . , NaN) = avgNum () =
∑ v∈∅ v
|∅| =
0
0
= NaN,
avgNum (2, NaN, 4, NaN) =
2+ 4
2
= 3
verwenden, die alle zu NaN auswertenden Argumente ignoriert und lediglich dann NaN
liefert, wenn ihre Argumentliste entweder sowohl −∞ als auch +∞ enthält oder nicht
mindestens ein von NaN verschiedenes Element. Hat man ebenfalls Minimum- und Ma-
ximumoperationen »minNum« und »maxNum« mit
minNum (NaN, . . . , NaN) = minNum () = NaN,
maxNum (NaN, . . . , NaN) = maxNum () = NaN
zur Verfügung, die ebenfalls alle NaN-Elemente ignorieren,29 dann lässt sich unter Beibe-
haltung von (7.3) die durchschnittliche Eilauftragsquote definieren als
DEQ = maxNum
(
0, avgNum
(
EQ1, . . . , EQk
))
(7.7)
oder DEQ = minNum
(
100, avgNum
(
EQ1, . . . , EQk
))
(7.8)
oder DEQ = (1−ω) ·maxNum
(
0, avgNum
(
EQ1, . . . , EQk
))
+ (7.9)
ω ·minNum
(
100, avgNum
(
EQ1, . . . , EQk
))
mit 0 < ω < 1,
d.h. mit DEQ = 0%, DEQ = 100% oder DEQ = v% mit 0< v< 100 im Fall {EQ1, . . . ,
EQk} = {NaN} ∨ k = 0. Bei Verwendung der Berechnungsvorschrift (7.3) und einer der
drei Formeln (7.7)–(7.9) werden alle EQi = NaN als Missing Values interpretiert, während
die Kennzahl DEQ stets einen Wert in R annimmt – unabhängig davon, wie viele der
Maschinen eine unbestimmte Eilauftragsquote aufweisen.
Das Beispiel zeigt auf, dass der Benutzer des MAS bei der Festlegung der Kennzahlen und
Kennzahlenziele mit der Frage konfrontiert wird, wie etwaige arithmetische Ausnahmesitua-
tionen in der jeweiligenAnwendungsdomäne semantisch sinnvoll zu behandeln sind. Esmacht
29Analog zu den gleichnamigen binären Operationen in IEEE 754 (2008, S. 19)
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auch deutlich, dass es dabei nützlich sein kann, Kennzahlen mit dem Wert NaN in bestimmten
statistischen Berechnungen als Missing Values zu interpretieren, um für die betreffende Kenn-
zahlenfunktion trotz existenter Definitionslücken der Operanden stets ein aussagefähiges Ope-
rationsergebnis in R zu erhalten.
Sollen in den Kennzahlenberechnungsvorschriften derartige Basisoperationen verwendet wer-
den, die diese spezielle Missing-Value-Semantik von NaN unterstützen, müssen auch die jewei-
ligen Intervallversionen der Operationen fehlendeWerte explizit behandeln und die eingesetz-
te Intervallarithmetik in dieser Hinsicht geeignet angepasst werden. Dass dies notwendig ist,
um korrekte Intervalleinschlüsse zu erhalten, zeigt die Betrachtung des fsets, rsets und csets
des arithmetischen Ausdrucks avgNum (v1,
√
v2). Es liefert die Punktoperation avgNum im
obigen Beispiel avgNum
(
v1,
√−1) = avgNum (v1, NaN) = v1 für alle v1 ∈ R. Man würde für
die Intervallversion avgNumI der Operation demnach avgNumI([1, 2] ,
√
[−2, −1]) = [1, 2]
erwarten. Allerdings ist
fset
(
avgNum
(
[1, 2] , fset
(√
[−2, −1]
)))
= fset
(
avgNum
(
[1, 2] , ∅
))
= ∅,
rset
(
avgNum
(
[1, 2] , rset
(√
[−2, −1]
)))
= rset
(
avgNum
(
[1, 2] , ∅
))
= ∅,
cset
(
avgNum
(
[1, 2] , cset
(√
[−2, −1]
)))
= cset
(
avgNum
(
[1, 2] , ∅
))
= ∅
wegen V := ([1, 2]×∅) = ∅, d.h., es enthält V keinen einzigen Argumentvektor v ∈ R˜∗,
welcher der Punktversion der avgNum-Operation übergeben werden kann.30 Herkömmliche
auf fset, rset oder cset basierende Intervallarithmetik würde ohne geeignete Anpassung hier
also einen Einschlussfehler verursachen. Ein solcher wird auch in Fällen erzeugt, in denen die
Argumentvektormenge V nicht leer ist: Es ist
fset
(
avgNum
(
[1, 2] , fset
(√
[−1, 1]
)))
= fset
(
avgNum
(
[1, 2] , [0, 1]
))
=
[ 1
2 ,
3
2
]
,
während, wegen avgNum(2,
√−1) = 2, der korrekte Einschluss avgNumI([1, 2] ,
√
[−1, 1]) =[ 1
2 ,
3
2
] ∪ [1, 2] = [ 12 , 2] ist. Das Problem lässt sich beheben, indem man bei der Intervallrech-
nung arithmetische Ausnahmesituationen resp. fehlende Werte statt auf ∅ auf das nicht-leere
Spezialintervall [NaN, NaN] abbildet. Dehnt man die Definition der Mengen range und fset in
den Gleichungen (5.11) und (5.14) für die Operation avgNum auf X,Y ⊆ R ∪ {NaN} aus und
setzt
√
[−2, −1] := [NaN, NaN] sowie√[−1, 1] := [0, 1] ∪ [NaN, NaN], dann erhält man
fset
(
avgNum
(
[1, 2] , [NaN, NaN]
))
= [1, 2] ,
fset
(
avgNum
(
[1, 2] , [0, 1] ∪ [NaN, NaN]
))
=
[ 1
2 , 2
]
,
denn es ist [1, 2]× [NaN, NaN] 6= ∅.
Im Rest des vorliegenden Kapitels wird betrachtet, wie Punkt- und Intervallversionen aus-
gewählter Basisoperationen so definiert werden können, dass die Intervallfassungen der im
nächsten Kapitel eingeführten Kennzahlenfunktionen die Missing-Value-Semantik aus dem
obigen Beispiel unterstützen, ohne dabei Einschlussfehler zu erzeugen. Um neben fset- und
rset-basierten Implementierungen auch cset-Intervallarithmetik einsetzen zu können, muss zu-
nächst die Topologie von R˜ und die Semantik des Grenzwerts konvergierender Folgen in R˜ ein-
deutig festgelegt werden. Abschließend werden in Abschnitt 7.5 einige Mengen für Bezeichner
und Symbole festgelegt, die bei der Modellierung des Kennzahlenbewertungsmodells in Kapi-
tel 8 verwendet werden.
30Diese Problematik, welche die Betrachtung des Definitionsbereichs einer Basisoperation als kartesisches Produkt
von Mengen mit sich bringt, wird auch in IEEE 1788 (2015, S. 76f) angesprochen.
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7.1.1 Topologie und Grenzwerte
Definition 7.2 Für R wird im Folgenden die von der <-Relation erzeugte Ordnungstopologie31 ver-
wendet und der Zusammenhang von Teilmengen von R über sie definiert. Diese Topologie sei für die
Menge R˜ übernommen mit der zusätzlichen Eigenschaft, dass alle Mengen M ⊆ R˜ mit NaN ∈ M und
|M| > 1 nicht zusammenhängend sind. Die Topologie wird zu diesem Zweck für R˜ durch Festlegung
der folgenden Eigenschaften erweitert:
R ⊂ R˜ ist offen in R˜.
{NaN} ⊂ R˜ ist offen in R˜.
M ⊂ R˜ mit M ⊂ R ist offen in R˜ g.d.w. M offen in R ist.
(7.10)
Gemäß dieser Festlegung sind beide Mengen {NaN}, R ⊂ R˜ sowohl offen als auch abgeschlossen in R˜,
und eine Teilmenge M ⊆ R˜ ist genau dann offen (bzw. abgeschlossen) in R˜, wenn M ∩R offen (bzw.
abgeschlossen) in R ist.32 Dementsprechend sind alle Teilmengen [−∞, a) = { v | v < a } ⊂ R ⊂ R˜
und (b, +∞] = { v | b < v } ⊂ R ⊂ R˜ offen in R und R˜ sowie alle Teilmengen [−∞, a] = { v | v ≤
a } ⊂ R ⊂ R˜ und [b, +∞] = { v | b ≤ v } ⊂ R ⊂ R˜ abgeschlossen in R und R˜.
⋆ ⋆ ⋆
Aufgrund der Hinzunahme der Elemente −∞, +∞ und NaN zur Menge der reellen Zahlen, ist
es notwendig, den Begriff des Grenzwerts konvergierender Folgen hinsichtlich dieser Elemente
zu erweitern und eindeutig festzulegen. Dies erfolgt in Hinblick auf R
m
analog zu Walster
et al. (2002, S. 6f), deren Definition hier um die Konvergenz gegen den fehlenden Wert NaN
ergänzt sei. Der neue vierte Fall ist für die korrekte Unterstützung33 von Missing Values durch
die später in Abschnitt 7.4 definierten Intervall-Basisoperationen erforderlich, wenn letztere in
einer konkreten Implementierung auf Basis von csets34 umgesetzt werden:
Definition 7.3 Sei (ej)j∈N mit ej = (ej,1, . . . , ej,m) ∈ R˜m eine Folge in R˜m mit m ≥ 1. Dann ist der
Grenzwert von (ej)j∈N, geschrieben limj→∞ (ej)j∈N, definiert als:
lim
j→∞
(ej)j∈N = (e′1, . . . , e
′
m)
mit e′i =

−∞ falls ∀e∈R ∃ k∈N ∀n∈N, n≥k . (en,i ≤ e)
e falls ∃! e∈R ∀ε∈R, 0<ε ∃ k∈N ∀n∈N, n≥k . (en,i ∈ R ∧ |en,i − e| < ε)
+∞ falls ∀e∈R ∃ k∈N ∀n∈N, n≥k . (e ≤ en,i)
NaN falls ∃ k∈N ∀n∈N, n≥k . (en,i = NaN) .
Gilt für eine solche Folge (ej)j∈N für alle e′i mit i ∈ {1, . . . , m} jeweils einer der vier Fälle, dann existiert
limj→∞ (ej)j∈N und die Folge konvergiert.35 Ansonsten divergiert die Folge unbestimmt.
⋆ ⋆ ⋆
31Vergleiche Bourbaki (1995, Kap. 4, §4); von Querenburg (2001, Kap. 1–4).
32Vergleiche von Querenburg (2001, Kap. 1–4).
33Genauer: Für die Vermeidung von Einschlussfehlern bei Basisoperationen, die zu NaN auswertende Argumente als
fehlende Werte interpretieren und einen entsprechenden Punkt wieder auf ein Element der (erweiterten) reellen
Zahlen abbilden – welches mithin im Containment Set der Operation in diesem Punkt enthalten sein muss.
34Siehe Abschnitt 5.4.2 zu den Grundlagen cset-basierter Intervallarithmetik.
35Da −∞ und +∞ Elemente von R sind und die Menge R, eine Kompaktifizierung von R, damit topologisch äquiva-
lent zum Intervall [−1, 1] ⊂ R ist, werden für Folgen in Rm und R˜m der erste und dritte Fall als Konvergenz gegen
−∞ resp. +∞ bezeichnet (Walster et al. 2002, S. 7). Für Folgen in Rm heißen diese zwei Fälle stattdessen bestimmte
Divergenz. Der vierte Fall sei als Konvergenz gegen den fehlenden Wert (Missing Value) bezeichnet. Im Rahmen der
Formalisierung der Intervalloperationen ist er lediglich für Folgen (ej)j∈N mit ej = NaN ∈ R˜ für alle j relevant.
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Mithilfe der obigen Grenzwertdefinition lässt sich der Abschluss von Teilmengen von R˜m wie
folgt definieren:
Definition 7.4 Gegeben sei eine Teilmenge M = E1 × . . .× Em ⊆ R˜m mit m ≥ 1. Es bezeichnet
cl(M) =

{
e′
∣∣∣ e′ = lim
j→∞
(ej)j∈N, ej ∈ M, e′ ∈ R˜
}
falls m = 1{
(e′1, . . . , e
′
m)
∣∣∣ e′i ∈ cl (Ei) , 1 ≤ i ≤ m} falls m > 1
den topologischen Abschluss der Menge M in R˜m, d.h. die Menge aller Grenzwerte aller möglichen
konvergierenden Folgen von Elementen ej ∈ M.
⋆ ⋆ ⋆
7.1.2 Permutationen und Listen
Abschließend sei in diesemAbschnitt die im Folgenden verwendete Notation zur Konstruktion
von Permutationen und Listen von Elementen beliebiger gegebener Mengen definiert:
Definition 7.5 Für eine gegebene endliche Menge M bezeichne
perm(M) =
{
(e1, . . . , em)
∣∣∣ {e1, . . . , em} = M} ⊂ Mm m = |M| ≥ 0
die Menge aller möglichen Permutationen von M. Jedes Element von perm(M) ist eine Liste der Länge
m, in der jedes Element von M genau einmal vorkommt. Folglich besteht perm(M) aus genau m!
Listen. Analog sei für eine gegebene endliche Liste (e1, . . . , em) mit |{e1, . . . , em}| ≤ m die Menge
ihrer möglichen Permutationen definiert als
perm ((e1, . . . , em)) =
{
(ei1 , . . . , eim)
∣∣∣ {i1, . . . , im} = {1, . . . , m}}, m ≥ 0
wobei eik mit 1 ≤ k ≤ m das durch den natürlichzahligen Index ik referenzierte ik-te Element von
(e1, . . . , em) bezeichnet. Auch in diesem Fall besteht perm ((e1, . . . , em)) aus m! Listen und es ist
(e1, . . . , em) ∈ perm ((e1, . . . , em)).
⋆ ⋆ ⋆
Definition 7.6 Zur Konstruktion von Listen von Elementen einer (nicht notwendigerweise endlichen)
Menge M sei der binäre Konkatenationsoperator ⊕M eingeführt mit
⊕M : M∗ ×M∗ → M∗
(e1, . . . , ep)⊕M(e′1, . . . , e′q) = (e1, . . . , ep, e′1, . . . , e′q). p ≥ 0, q ≥ 0
Für k + 1 beliebig lange Listen a0, . . . , ak ∈ M∗ heißt k⊕
M
i=j
ai
 = (· · · (()⊕M aj)⊕M · · · )⊕M ak 0 ≤ j ≤ k + 1
mit den Spezialfällen k⊕
M
i=j
ai
 = () für j = k + 1 und
 k⊕
M
i=j
ai
 = aj für j = k
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die Konkatenation der Listen aj, . . . , ak. Für j = k+1 heißt sie die leere Konkatenation. Sei M′ ⊂ M
eine endliche Teilmenge von M mit |M′| ≥ 0. Dann ist(⊕
M
e∈M′
(e)
)
=
 |M′|⊕
M
i=1
(ei)
 = (e1, . . . , e|M′|) ∈ perm(M′)
eine beliebige Permutation von M′, d.h. eine Konkatenation aller 1-Tupel (e), e ∈ M′ in beliebiger
Reihenfolge.
⋆ ⋆ ⋆
7.2 Punkt-Basisoperationen
Die Werte von zusammengesetzten Kennzahlen werden unter Anwendung arithmetischer Ba-
sisoperationen aus den Werten anderer Kennzahlen berechnet. Jede dieser Basisoperationen
steht dabei sowohl in einer reellwertigen Fassung, genannt Punktoperation, als auch in Form
einer Intervallerweiterung, genannt Intervalloperation, zur Verfügung. Die für die Definition
der Berechnungsvorschriften vom Benutzer verwendbaren Punkt- und Intervalloperationen
sind für das gesamte MAS festgelegt. Die Punktoperationen sind wie folgt definiert:
Definition 7.7 Es ist
ωR ∈
[
R˜∗ → R˜
]∗
ωR = (ωR1, . . . , ωRℓΩ) ℓΩ ≥ 1
die MAS-weite Liste der Punkt-Basisoperationen (Basic Point Operations), kurz: Punktoperationen
(Point Operations). Jede dieser Punktoperationen ist eine Abbildung der Gestalt
ωRi : R˜∗ → R˜ i ∈ {1, . . . , ℓΩ}
ωRi : (v1, . . . , vm) 7→ v′. m ≥ 0
Das m-Tupel (v1, . . . , vm) sei als Parameterliste und v1, . . . , vm seien als Parameter der jeweiligen Ba-
sisoperation bezeichnet. Es heißt m ∈ N die Länge der Parameterliste. In den Berechnungsvorschriften
der zusammengesetzten Kennzahlen eines Kennzahlenbewertungsmodells werden die Elemente von ωR
über ihren natürlichzahligen Index referenziert.
⋆ ⋆ ⋆
Die Punkt-Basisoperationen bilden jeweils eine beliebig lange Liste von skalaren Kennzahlen-
werten auf einen einzelnen skalaren Kennzahlenwert ab. So lässt sich etwa die Addition belie-
big vieler Summanden aus R˜ als Operation ωRsum definieren mit
ωRsum(v1, . . . , vm) =

NaN falls NaN ∈ {v1, . . . , vm}
oder {−∞, +∞} ∩ {v1, . . . , vm} = {−∞, +∞}
−∞ falls {−∞, +∞, NaN} ∩ {v1, . . . , vm} = {−∞}
+∞ falls {−∞, +∞, NaN} ∩ {v1, . . . , vm} = {+∞}
m
∑
j=1
vj sonst.
(7.11)
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Ist mindestens einer der Parameter v1, . . . , vm das Fehlersymbol NaN, dann liefert diese Punkt-
operation NaN als Ergebnis für die gesamte Summe. Optional kann, analog zum Verhalten
der OperationenminNum,maxNum,minNumMag undmaxNumMag des IEEE-754-Gleitkomma-
standards (IEEE 754 2008, S. 19), eine zweite, alternative Summenoperation definiert werden,
welche NaN in der Parameterliste als Missing Value interpretiert und bei der Berechnung igno-
riert:
ωRsumNum(v1, . . . , vm) =

NaN falls {−∞, +∞} ∩ {v1, . . . , vm} = {−∞, +∞}
−∞ falls {−∞, +∞} ∩ {v1, . . . , vm} = {−∞}
+∞ falls {−∞, +∞} ∩ {v1, . . . , vm} = {+∞}
m
∑
j=1
wj sonst
mit wj =
{
0 falls vj = NaN
vj sonst.
(7.12)
Während diese zwei Operationen Parameterlisten beliebiger Länge m ≥ 0 unterstützen (mit
der leeren Summe ωRsum() = ωRsumNum() = 0 für m = 0) sind hingegen auch arithmetische
Operationen denkbar, die lediglich für bestimmte m ∈ N vorgesehen sind. So ist z.B. die Qua-
dratwurzel in den reellen Zahlen nur für m = 1 mit v1 ≥ 0 definiert36 und lässt sich somit in
Form einer Punktoperation ωRsqrt festlegen als
ωRsqrt(v1, . . . , vm) =

NaN falls m 6= 1 oder v1 < 0 oder v1 = NaN
+∞ falls m = 1 und v1 = +∞√
v1 sonst.
Um die Konstruktion von Berechnungsgraphen ausschließen zu können, in denen eine Basis-
operation eine Anzahl von Parametern übergeben bekommt, die sie nicht unterstützt, wird die
folgende Abbildung eingeführt:
Definition 7.8 Es heißt
Arity : {ωR1, . . . , ωRℓΩ} → P(N)
mit
Arity(ωRi) = {m | ωRi unterstützt Parameterlisten der Länge m ∈ N }
Stelligkeitsfunktion (Arity Function). Sie ist für das gesamte MAS definiert und liefert für jede in der
Liste ωR vertretene Basisoperation ωRi eine (nicht notwendigerweise endliche) Teilmenge der natür-
lichen Zahlen, die alle Parameterlistenlängen m enthält, die von der Basisoperation ωRi unterstützt
werden. Es heißt, die Basisoperation ωRi unterstützt die Parameteranzahl m, genau dann, wenn m ∈
Arity(ωRi). Für jede nicht unterstützte Parameteranzahl muss ωRi stets NaN liefern, d.h., es muss gel-
ten: (
m 6∈ Arity(ωRi)
)
=⇒
(
ωRi(v1, . . . , vm) = NaN
)
.
⋆ ⋆ ⋆
36Die vorliegende Formalisierung und Implementierung des Kennzahlenbewertungsmodells ist auf Arithmetik in
den erweiterten reellen Zahlen beschränkt. Das Rechnen mit komplexen Zahlen wird vom Kennzahlenframework
nicht unterstützt.
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Ist das Ergebnis einer Punktoperation an einer Stelle v ∈ Rm nicht eindeutig als reelle Zahl an-
gebbar und weisen zudem alle gegen v konvergierenden Parameterlistenfolgen mit reellwerti-
gem Operationsergebnis nicht den gleichen Grenzwert hinsichtlich des Operationsergebnisses
auf, dann liefert die Punktoperation an dieser Stelle v üblicherweise das arithmetische Fehler-
symbol NaN. Die Parameterlisten, für die das Ergebnis einer gegebenen Punktoperation ohne
arithmetische Ausnahme berechenbar ist, und die jeweiligen Operationsergebnisse für diese
Parameterlisten werden dementsprechend durch die folgenden Mengen zusammengefasst:
Definition 7.9 Für jede Punktoperation ωRi seien die folgenden Mengen definiert:
Dom(ωRi) =
{
v
∣∣∣ v ∈ (R∪ {NaN})∗ ∧ ωRi(v) ∈ R},
Range(ωRi) =
{
ωRi(v)
∣∣∣ v ∈ Dom(ωRi)} ⊆ R,
ExtDom(ωRi) =
{
v
∣∣∣ v ∈ R˜∗ ∧ ωRi(v) 6= NaN},
ExtRange(ωRi) =
{
ωRi(v)
∣∣∣ v ∈ ExtDom(ωRi)} ⊆ R.
Es heißtDom(ωRi) der natürliche Definitionsbereich, ExtDom(ωRi) der erweiterte Definitionsbereich,
Range(ωRi) der natürliche Wertebereich und ExtRange(ωRi) der erweiterte Wertebereich von ωRi.
⋆ ⋆ ⋆
Insbesondere enthalten die Mengen Dom(ωRi) und ExtDom(ωRi) für Operationen ωRi, wel-
che die in Abschnitt 7.1 betrachtete Missing-Value-Semantik implementieren, Parameterlisten
(v1, . . . , vm) mit vj = NaN für mindestens ein j ∈ {1, . . . , m}. Beispielsweise ist (2, NaN, 4,
NaN) ∈ Dom(ωRsumNum) und (2, +∞, 4, NaN) ∈ ExtDom(ωRsumNum) für die Summenoperation
aus Gleichung (7.12).
Basisoperationen, die Parameterlisten beliebiger Länge m ≥ m′ ab einer bestimmten Mindest-
länge m′ ≥ 0 unterstützen, eignen sich dazu, zur Laufzeit des MAS dynamisch gebildete Men-
gen von Kennzahlen automatisch zu einer zusammengesetzten Kennzahl zu verdichten. Dieser
Prozess wird als Kennzahlenaggregation bezeichnet und ist in Abschnitt 8.9 beschrieben. Da
bei der Kennzahlenaggregation keine feste Reihenfolge der zu verdichtenden Kennzahlen fest-
gelegt ist, darf das Ergebnis der Basisoperation, mit welcher die Kennzahlenwerte aggregiert
werden, nicht von deren Reihenfolge in der Parameterliste der Operation abhängen. Während
die in Gleichung (7.11) und (7.12) angegebenen zwei Summenoperationen kommutativ sind
(d.h., ihre Ergebnisse sind nicht von der Reihenfolge ihrer Parameterwerte abhängig), gilt dies
für andere Operationen nicht. So sind etwa Subtraktion und Division nicht kommutativ: Es
ist ab 6= ba und a − b 6= b − a für a, b ∈ R mit a 6= b. Subtraktion und Division sind somit
nur zur automatischen Kennzahlenaggregation geeignet, sofern der erste Operand bezüglich
seiner Position fix ist und von der für diese Operationen üblichen linksassoziativen Auswer-
tung ausgegangen wird. Es ist dann (. . . ((a − b1) − b2) − . . .) − bm = a − ∑b∈{b1,...,bm} b und
(. . . ((a/b1)/b2)/ . . .)/bm = a/∏b∈{b1,...,bm} b.
Definition 7.10 Abhängig von den Eigenschaften der in der Liste ωR vertretenen Punktoperationen
ist die für das gesamte MAS geltende Abbildung
fixed_parameters : {ωR1, . . . , ωRℓΩ} → N∪ {∞}.
wie folgt festzulegen: Existiert für die Punktoperation ωRi eine kleinste natürliche Zahl k ≥ 0, welche
die beiden Bedingungen
∀m∈N,m≥k . m ∈ Arity(ωRi), (7.13)
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∀m∈N,m≥k+2 ∀(v1, ..., vm)∈ExtDom(ωRi) ∀vˆ∈perm((vk+1, ..., vm)) .
ωRi(v1, . . . , vm) = ωRi((v1, . . . , vk)⊕R˜ vˆ)
(7.14)
erfüllt, dann ist
fixed_parameters(ωRi) = k
zu setzen. Existiert hingegen keine solche natürliche Zahl, dann muss
fixed_parameters(ωRi) = ∞
gelten. Punktoperationen ωRi mit fixed_parameters(ωRi) ∈ N werden auch Aggregatoperation ge-
nannt, da sie sich für eine automatische Aggregation beliebig vieler Kennzahlen eignen (vgl. Abschnitt
8.9).
⋆ ⋆ ⋆
Die Bedingung (7.13) sorgt dafür, dass Aggregatoperationen stets Parameterlisten beliebiger
endlicher Länge gemäß Definition 7.8 unterstützen. Bedingung (7.14) fordert, dass die Reihen-
folge der in den Parametern vk+1, . . . , vm übergebenen Werte bei einer Aggregatoperation kei-
nerlei Einfluss auf das Operationsergebnis hat, d.h., diese Parameterwerte nach einer endlichen
Liste fixer Parameter in beliebiger Reihenfolge übergeben werden können.
Mit den inωR enthaltenen Punktoperationen können dieWerte aller zusammengesetzten Kenn-
zahlen im MAS zu einem bestimmten, diskreten Zeitpunkt bestimmt werden – jeweils in Ab-
hängigkeit von einem vollständigen Satz atomarer Eingabewerte. Explizite Aussagen über kon-
krete Ober- und Untergrenzen derWertebereiche der zusammengesetzten Kennzahlen sind an-
hand der Definitionen 7.7 und 7.9 allerdings noch nicht möglich. Zu diesem Zweck bedarf es
geeigneter Intervallerweiterungen der Punktoperationen auf Basis einer näheren Betrachtung
der operationsspezifischen Mengen Range(ωRi) und ExtRange(ωRi). Die nächsten zwei Ab-
schnitte befassen sich daher mit der Festlegung der für eine Intervallarithmetik auf Kennzah-
len erforderlichen weiteren Konzepte sowie der Sicherstellung einiger wichtiger Eigenschaften
für diese. Zunächst wird mit den Kennzahlenintervallen eine für den praktischen Einsatz in
einer Kennzahlenprogrammierbibliothek taugliche Repräsentation zusammenhängender Teil-
mengen von R˜ eingeführt und im Anschluss ein Kennzahlenintervallwert als Vereinigung sol-
cher Mengen definiert. Eine Normalform für Intervallwerte wird festgelegt und ihre Existenz
und Eindeutigkeit bewiesen. Anschließend erfolgt die Einführung von Intervall-Basisoperatio-
nen als Intervallerweiterungen der Punktoperationen.
7.3 Kennzahlenintervalle
Kennzahlen können diskretisiert werden, indem zusammenhängende Teilmengen ihres mög-
lichen Wertebereichs, die Kennzahlenintervalle, festgelegt und jeweils auf ein diskretes Symbol
abgebildet werden. Kennzahlenintervalle sind zudem in der im nächsten Kapitel formalisier-
ten Planungsstufe der Agenten einsetzbar, um Aussagen darüber zu treffen, welche Werte eine
Kennzahl in einem bestimmten Weltzustand annehmen kann. Formal werden sie als 4-Tupel
repräsentiert. Ein solches umfasst eine Ober- und Untergrenze aus R˜, zwischen denen alle Ele-
mente der Teilmenge liegen, und eine Angabe, ob die jeweilige Grenze selbst in der Teilmenge
enthalten ist. So können offene, halboffene und abgeschlossene Intervalle der Menge R festge-
legt werden und darüber hinaus die Menge {NaN} repräsentiert werden. Von den bekannten
Intervallen der reellen Zahlen unterscheiden sich die Intervalle der Menge R darin, dass sie
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auch die Elemente−∞ und +∞ enthalten können. Auf Basis der Kennzahlenintervalle werden
im nachfolgenden Abschnitt die grundlegenden Konzepte der Intervallarithmetik auf Kenn-
zahlen eingeführt und später in Kapitel 8 die Kennzahlendiskretisierungen definiert.
Definition 7.11 Ein Kennzahlenintervall (Key Figure Interval) ist ein Quadrupel
ρ ∈ R˜× R˜×B×B
ρ = (l, u, ol , ou).
Dabei ist
l : Die Untergrenze (Lower Bound) des Kennzahlenintervalls ρ; l ∈ R˜
u : Die Obergrenze (Upper Bound) des Kennzahlenintervalls ρ; u ∈ R˜
ol : Der Exklusionsmodus (Exclusion Mode) der Untergrenze des Kennzahlenintervalls ρ; ol ∈ B
ou : Der Exklusionsmodus der Obergrenze des Kennzahlenintervalls ρ. ou ∈ B
Es heißt ρ gültig, genau dann, wenn
(l<u) ∨ (l=u ∧ ol = false ∧ ou= false). (7.15)
Hierbei ist < die in Definition 7.1 festgelegte Ordnungsrelation in der Menge R˜.
Ein Kennzahlenintervall ρ repräsentiert eine, durch die Abbildung
R : R˜× R˜×B×B→ P(R˜)
gegebene, Teilmenge R(ρ) ⊂ R˜ mit
R(l, u, ol , ou) =
{
v
∣∣∣ v ∈ R˜ ∧ ((l<v) ∨ (v= l ∧ ol = false)) ∧(
(v<u) ∨ (v=u ∧ ou= false)
) }
.
(7.16)
Die Menge R(ρ) ist nach dieser Definition genau dann nicht leer, wenn ρ gültig ist. Nicht gültige
Kennzahlenintervalle repräsentieren infolgedessen die leere Menge. Aus (7.15)– (7.16) sowie der in den
Definitionen 7.1 und 7.2 festgelegten Ordnung und Topologie in R˜ folgt direkt, dass die Menge R(ρ)
eines gültigen Kennzahlenintervalls ρ stets eine zusammenhängende37 Teilmenge von R˜ ist.
Ist ρ gültig und ist ol = true (bzw. ou= true), dann heißt ρ linksoffen (resp. rechtsoffen), ist ρ gültig und
ist hingegen ol = false (bzw. ou= false), dann heißt ρ linksabgeschlossen (resp. rechtsabgeschlossen).
Ein Kennzahlenintervall ρ wird genau dann offen (resp. abgeschlossen) genannt, wenn die von ihm
repräsentierte (nicht notwendigerweise nicht-leere) Menge R(ρ) in der in Definition 7.2 festgelegten
Topologie offen (resp. abgeschlossen) in R˜ ist. Es wird halboffen genannt, genau dann, wenn R(ρ) weder
offen noch abgeschlossen in R˜ ist.
Konkret bedeutet dies für die Darstellung als 4-Tupel: Ein Kennzahlenintervall mit l, u ∈ R, l<u wird
offen genannt, wenn {ol , ou} = {true}, eines mit l, u ∈ R˜, l ≤ u abgeschlossen, wenn {ol , ou} =
{false} sowie eines mit l, u ∈ R, l < u, (l 6= −∞ ∨ ol = true), (u 6= +∞ ∨ ou = true) halb-
offen, wenn {ol , ou} = {true, false}. Die speziellen Kennzahlenintervalle (−∞,+∞, false, false) und
37Das heißt, sie ist nicht in zwei disjunkte, nicht-leere, in ihrer Unterraumtopologie offene Teilmengen partitionierbar;
vgl. von Querenburg (2001). Dies folgt für R(ρ) mit R|(ρ)| > 1 (d.h., R(ρ) ⊂ R) aus der Topologie von R sowie für
den trivialen Fall R|(ρ)| = 1 für R(ρ) = {NaN}.
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(NaN, NaN, false, false) sowie alle nicht gültigen Kennzahlenintervalle heißen, konsistent zur Topolo-
gie in R˜, offen und abgeschlossen. Ebenfalls topologisch begründet heißen alle Kennzahlenintervalle
(−∞, a, false, true) und (b,+∞, true, false) mit a ∈ R \ {−∞}, b ∈ R \ {+∞} offen.
Die Menge aller gültigen Kennzahlenintervalle sei bezeichnet als R mit
R =
{
ρ
∣∣∣ ρ ∈ R˜× R˜×B×B ∧ R(ρ) 6= ∅}.
⋆ ⋆ ⋆
An dieser Stelle sei ausdrücklich auf die aus den Definitionen 7.1 und 7.11 folgende Eigenschaft
hingewiesen, dass
∀ρ1, ρ2∈R˜×R˜×B×B .
(
R(ρ1) 6= ∅ ∧ R(ρ2) 6= ∅
)
=⇒
(
R(ρ1) = R(ρ2) ⇐⇒ ρ1 = ρ2
)
(7.17)
und insbesondere(
NaN ∈ R(ρ)
)
⇐⇒
(
R(ρ) = {NaN}
)
⇐⇒
(
ρ = (NaN, NaN, false, false)
)
. (7.18)
Eine Konsequenz aus letzterer Eigenschaft ist die an späterer Stelle im Beweis zu Satz 7.18 ver-
wendete Implikation, dass ein Kennzahlenintervall, das mindestens zwei verschiedene Kenn-
zahlenwerte enthält, nicht auch NaN enthalten kann:(∣∣R(ρ)∣∣ > 1) =⇒ (R(ρ) ⊆ R). (7.19)
Den Zusammenhang derMenge R(ρ) in der Ordnungstopologie vonR greift folgendes Lemma
auf:
Lemma 7.12 Es sei ρ ein Kennzahlenintervall und v1, v2 ∈ R(ρ), v1 ≤ v2 zwei in ihm enthaltene
skalare Kennzahlenwerte. Dann sind auch alle Kennzahlenwerte v ∈ Rmit v1 ≤ v ≤ v2 in ρ enthalten;
d.h., es gilt
∀ρ∈R; v1,v2∈R; v1≤v2 .
(
v1 ∈ R(ρ) ∧ v2 ∈ R(ρ)
)
=⇒
(
∀v∈R; v1≤v≤v2 . v ∈ R(ρ)
)
. (7.20)
Beweis: Es ist sehr leicht zu sehen, dass (7.20) zutrifft. Für die trivialen Fälle (v1 = v2) und
(v1 < v2) ∧ (v = v1 ∨ v = v2) ist nichts zu zeigen; es ist v ∈ R(ρ) nach Implikationsvoraus-
setzung. Es verbleibt die Betrachtung des Falls (v1 < v2) ∧ (v1 < v < v2). Sei ρ gegeben durch
ρ = (l, u, ol , ou). Damit v1, v2 ∈ R(ρ) gemäß Definition 7.11 gelten kann, muss offensichtlich
l ≤ v1 ≤ u und l ≤ v2 ≤ u sein. Folglich gilt für v ∈ Rmit v1 < v < v2, dass (l < v) ∧ (v < u)
und somit ganz offensichtlich v ∈ R(ρ) nach der Konstruktionsvorschrift (7.16) der Menge
R(ρ). ¥
Von der Menge aller gültigen Kennzahlenintervalle existiert somit, gegeben durch die Abbil-
dungsvorschrift R, eine Bijektion auf die Menge aller nicht-leeren zusammenhängenden Teil-
mengen von R˜, deren inverse Abbildung sich explizit angeben lässt:
Definition 7.13 Für nicht-leere, zusammenhängende Teilmengen M ⊂ R˜ ist analog zu Definition 7.11
die inverse Abbildung R−1 : P(R˜) → R gegeben durch:
R−1(M) =
{
(NaN, NaN, false, false) falls M = {NaN}
(inf M, sup M, ol , ou) falls NaN 6∈ M, M 6= ∅, M zusammenhängend
mit ol =
{
false falls inf(M) ∈ M
true sonst
und ou =
{
false falls sup(M) ∈ M
true sonst.
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Für alle nicht-leeren, zusammenhängenden Teilmengen M ⊂ R˜ gilt somit
R(R−1(M)) = M
und für alle gültigen Kennzahlenintervalle ρ ∈ R
R−1(R(ρ)) = ρ.
⋆ ⋆ ⋆
Zu Zwecken der Illustration seien einige Beispiele für Kennzahlenintervalle und die durch sie
repräsentierten Teilmengen von R˜ betrachtet:
R(−1, 0, false, false) = [−1, 0] ⊂ R,
R(0, 1, true, false) = (0, 1] ⊂ R,
R(−∞,+∞, true, true) = R,
R(−∞,+∞, false, false) = R,
R(1, 1, false, false) = {1} ⊂ R,
R(1, 1, true, false) = ∅
Bei den ersten fünf Beispielen handelt es sich um gültige Kennzahlenintervalle, beim letzten
hingegen um ein nicht gültiges. Auf Grundlage der Kennzahlenintervalle lassen sich Kennzah-
lenintervallwerte definieren.
Definition 7.14 Ein Kennzahlenintervallwert (Key Figure Interval-Value), kurz: Intervallwert (Inter-
val Value), y ist eine Menge von gültigen Kennzahlenintervallen, d.h.
y = {ρ1, . . . , ρm} ∈ I m ≥ 0 I = P(R).
Es bezeichnet I die Menge aller möglichen Kennzahlenintervallwerte.38 Ein Kennzahlenintervallwert y
repräsentiert eine, durch die Abbildung
RI : I→ P(R˜)
gegebene, Teilmenge RI(y) ⊆ R˜ mit
RI({ρ1, . . . , ρm}) =
m⋃
i=1
R(ρi).
Der Kennzahlenintervallwert y heißt ausgedehnt (Proper Interval Value), genau dann, wenn |RI(y)| 6∈
N, d.h., genau dann, wenn er mindestens ein Kennzahlenintervall ρ = (l, u, ol , ou) mit l < u enthält.
Es wird y als Punktintervallwert (Single-Point Interval Value) bezeichnet, genau dann, wenn |RI(y)∩
R| = 1 und als leer, genau dann, wenn RI(y) ∩R = ∅.
⋆ ⋆ ⋆
Gemäß Definition 7.11–7.14 hat ein Punktintervallwert y ∈ I mit RI(y) = {v}, v ∈ R˜ stets die
Form y = {(v, v, false, false)} und damit sowohl eine eindeutige Repräsentation v in derMenge
R˜ als auch eine eindeutige Repräsentation y in der Menge I. Da diese Repräsentationen direkt
miteinander korrespondieren und mittels einer eindeutigen Bijektion ineinander überführbar
38Insbesondere enthält I keine Menge y, die ein nicht gültiges Kennzahlenintervall enthält; d.h.,
I =
{{ρ1, . . . , ρm} ∣∣ m ≥ 0 ∧ ∀i∈{1, ...,m} . (ρi ∈ R˜× R˜×B×B ∧ R(ρi) 6= ∅) }.
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sind, wird im Folgenden überall dort, wo eindeutig ist, ob für ein betrachtetes y entweder
y ∈ R˜ oder y ∈ I ∧ |RI(y)| = 1 gilt, y kurzerhand als Punktwert bezeichnet. Die Verwendung
dieses Begriffs sowohl für y ∈ R˜ als auch für y ∈ I ∧ |RI(y)| = 1 ist sinnvoll, da es sich
in beiden Fällen lediglich um unterschiedliche Repräsentationen des gleichen Konzepts (dem
eines einzelnen skalaren Kennzahlenwerts aus R˜) handelt.
Um je nach Situation mit einem derartigen Kennzahlenwert entweder reellwertige Arithmetik
oder Intervallarithmetik betreiben zu können, sei an dieser Stelle eine vereinfachende Notation
eingeführt:
Definition 7.15 Gegeben seien die Werte v und y sowie das Kennzahlenintervall ρ mit
y = {ρ = (v, v, false, false)}, y ∈ I, ρ ∈ R, v ∈ R˜.
Dann ist RI(y) = R(ρ) = {v}, |RI(y)| = |R(ρ)| = 1 und es bezeichnet die Notation
yR := v yR ∈ R˜
die Repräsentation von y in der Menge R˜ sowie
vI := y vI ∈ I
die Repräsentation von v in der Menge I. Zudem sei die Repräsentation von y und v in der Menge R
notiert als
yR := vR := ρ = R−1({v}) yR ∈ R, vR ∈ R.
Die Notation yR := ρ sei darüber hinaus für den Fall y = {ρ} mit RI(y) 6= ∅, |y| = 1 für beliebige
gültige Kennzahlenintervalle ρ verallgemeinert.
⋆ ⋆ ⋆
Die Menge RI(y) eines ausgedehnten Intervallwerts y ∈ I mit |y| > 1 kann unzusammen-
hängend oder zusammenhängend sein. Beispielsweise ist für y = {(0, 1, false, false), (1, 3, false,
false)} die Menge RI(y) = [0, 3] ⊂ R zusammenhängend. In diesem Beispiel überlappen die
beiden Kennzahlenintervalle aus y, da sie beide den Wert 1 ∈ R beinhalten. Es ist leicht zu se-
hen, dass für Intervallwerte keine zu (7.17) analoge Eigenschaft der eindeutigen Repräsentation
gilt: Es existieren mehrere ausgedehnte Intervallwerte y1, y2 ∈ Imit RI(y1) = RI(y2) und y1 6=
y2. So ist etwa ebenfalls RI(y1) = RI(y2) = [0, 3] für y1 = {(0, 2, false, true), (2, 3, false, false)}
und y2 = {(0, 3, false, false)}. Hierbei kann allerdings y2 als allgemeinste Repräsentation der
Teilmenge [0, 3] ∈ R in Gestalt eines Intervallwerts aufgefasst werden, da keine von y2 ver-
schiedene Repräsentation y3 ∈ Imit RI(y3) = RI(y2) und |y3| ≤ |y2| existiert. Dies folgt direkt
aus der Eigenschaft (7.17) der Kennzahlenintervalle.
Definition 7.16 Seien y1, y2 ∈ I zwei Kennzahlenintervallwerte. Es heißt y1 (hinsichtlich der Reprä-
sentation der Teilmenge RI(y1) ⊂ R˜) allgemeiner als y2, genau dann, wenn
RI(y1) = RI(y2) und |y1| < |y2|.
⋆ ⋆ ⋆
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Für einen Intervallwert ymit ρi, ρj ∈ y, ρi 6= ρj und R(ρi)∩ R(ρj) 6= ∅ kann stets eine allgemei-
nere Repräsentation y′ ∈ Imit RI(y′) = RI(y) und |y′| = |y| − 1 gefunden werden, nämlich
y′ = generalize(y ; ρi, ρj) =
(
y \ {ρi, ρj}
) ∪ { join(ρi, ρj)}
mit generalize : I×R2 → I,
join : R2 → R
join((li, ui, oli , oui), (lj, uj, olj , ouj)) = (l, u, ol , ou)
und l = min(li, lj), u = max(ui, uj),
ol =

oli falls li < lj
olj falls lj < li
oli ∧ olj sonst,
ou =

oui falls uj < ui
ouj falls ui < uj
oui ∧ ouj sonst.
(7.21)
Man kann durch Heranziehen von Definition 7.11 leicht nachprüfen, dass R((l, u, ol , ou)) =
R(ρi) ∪ R(ρj) gilt. Insbesondere ist NaN 6∈ R((l, u, ol , ou)), da dies wegen ρi 6= ρj und R(ρi) ∩
R(ρj) 6= ∅ direkt aus Eigenschaft (7.19) der Kennzahlenintervalle folgt.
Die Transformation (7.21) resultiert ebenfalls in R((l, u, ol , ou)) = R(ρi) ∪ R(ρj), wenn statt
R(ρi) ∩ R(ρj) 6= ∅ die Bedingung (ui = lj ∧ oui 6= olj) oder (uj = li ∧ ouj 6= oli) gilt, d.h., die
zwei (gemäß Definition 7.14 stets gültigen) Kennzahlenintervalle ρi, ρj ∈ y ohne Überlappung
direkt aneinander anschließen. Es heißt dann, ρi und ρj treffen sich in ui = lj resp. uj = li. Sind
ρi, ρj ∈ y im jeweiligen Kontext ohne Einschränkung vertauschbar, wird im Folgenden o.B.d.A.
nur das Treffen in ui = lj betrachtet.
Wendet man den Generalisierungsschritt (7.21) so lange in Folge auf das Ergebnis y ← y′ des
jeweils vorherigen Schritts an wie die Voraussetzung
∃ρi=(li ,ui ,oli ,oui )∈y,
ρj=(lj,uj,olj ,ouj )∈y,
ρi 6=ρj
. (R(ρi) ∩ R(ρj) 6= ∅) ∨ (ui = lj ∧ oui 6= olj) (7.22)
erfüllt ist, erhält man eine allgemeinste Form für den ursprünglichen Intervallwert, welche der
folgenden Definition entspricht:
Definition 7.17 Ein Kennzahlenintervallwert y′ ∈ I wird als Normalform eines Kennzahlenintervall-
werts y ∈ I bezeichnet, genau dann, wenn
RI(y
′) = RI(y), |y′| ≤ |y|
und
∄ρi=(li ,ui ,oli ,oui )∈y′,
ρj=(lj,uj,olj ,ouj )∈y′,
ρi 6=ρj
. (R(ρi) ∩ R(ρj) 6= ∅) ∨ (ui = lj ∧ oui 6= olj).
Ist y eine Normalform von sich selbst, dann heißt es, y ist (in) Normalform. Dass (7.22) nicht gilt, ist
somit notwendige und hinreichende Bedingung dafür, dass y in Normalform ist.
⋆ ⋆ ⋆
Da die Menge RI(y) im Allgemeinen nicht direkt für den Vergleich zweier Intervallwerte in ei-
ner Implementierung auf einem Computer herangezogen werden kann (sie ist dort nicht bzw.
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nicht effizient in Form der Gesamtheit ihrer Elemente repräsentierbar oder vergleichbar), er-
weist sich für einen solchen Test der folgende Satz als hilfreich. Er stellt sicher, dass zwei in
Normalform überführte Intervallwerte durch eine Programmierbibliothek in effizienter Weise
ausschließlich anhand der von Definition 7.11 und 7.14 festgelegten Repräsentation miteinan-
der verglichen werden können.39
Satz 7.18 Alle Kennzahlenintervallwerte y ∈ I besitzen eine Normalform. Diese ist stets eindeutig
bestimmt.
⋆ ⋆ ⋆
Der Rest dieses Abschnitts widmet sich ausführlich dem Beweis dieses Satzes.
Beweis der Existenz:Mittels vollständiger Induktion über die Kardinalität.
Trivialer Fall |y|=0:
Gemäß Definition 7.17 ist y = ∅ in Normalform. Eine allgemeinere Form y′ mit |y′| < 0
kann nicht existieren. Die Normalform y = ∅ ist eindeutig bestimmt, da
RI(y) = ∅ genau dann, wenn y = ∅. (7.23)
(Vergleiche dazu Definition 7.14.)
Fall |y|=1:
Es sind alle y ∈ I mit |y| < 2 gemäß Definition 7.17 in Normalform. Wegen (7.23) kann
keine allgemeinere Form y′ mit RI(y′) = RI(y) und |y′| < |y| existieren. Aus (7.17) folgt
direkt, dass die Normalform y = {ρ1} mit RI(y) = R(ρ1) auch in diesem Fall eindeutig
bestimmt ist.
Induktionsvoraussetzung: Eine Normalform existiert für alle y ∈ Imit |y| = m.
Induktionsschritt: Gegeben sei ein beliebiges y ∈ Imit |y| = m + 1.
Fall 1: Die Bedingung (7.22) gilt für y.
Wähle eines dieser sich überlappenden oder treffenden Paare ρi, ρj ∈ y. Dann ist y′ =
generalize(y; ρi, ρj) mit m = |y′| < |y| = m + 1 und RI(y′) = RI(y) offensichtlich allge-
meiner als y. Insbesondere existiert nach Induktionsvoraussetzung eine Normalform y′′
von y′. Wegen RI(y′′) = RI(y′) = RI(y) und |y′′| ≤ |y′| < |y| ist y′′ gemäß Definition 7.17
auch Normalform von y.
Fall 2: Die Bedingung (7.22) gilt für y nicht.
Dann ist y gemäß Definition 7.17 bereits in Normalform. ¥
Beweis der Eindeutigkeit:
Für |y| ≤ 1 ist der Beweis der Eindeutigkeit der Normalform oben bereits erfolgt. Gegeben
seien zwei beliebige Kennzahlenintervallwerte y1, y2 ∈ I in Normalformmit |y1|, |y2| ≥ 1 und
RI(y1) = RI(y2). Da wegen (7.23) beide keine allgemeinere Repräsentationen y′ mit |y′| = 0
besitzen können, verbleibt zu zeigen, dass y1 = y2.
39Die Programmierbibliothek enthält für den Vergleich zweier normalisierter Intervallwerte y1, y2 eine Routine mit
linearem Aufwand O (min (|y1|, |y2|)).
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Zu diesem Zweck sei zunächst die Abbildung
findI : R˜× I→ I
findI(x ; y) =
{
ρ
∣∣ ρ ∈ y ∧ x ∈ R(ρ) }
eingeführt, welche für einen skalaren Kennzahlenwert x ∈ R˜ und einen Intervallwert y ∈ I
die Menge aller Kennzahlenintervalle von y liefert, in denen x enthalten ist. Da y1, y2 nach
Voraussetzung Normalformen sind, gilt(
∀x∈RI(y1) .
∣∣ findI(x; y1)∣∣ = 1) ∧ (∀x∈RI(y2) . ∣∣ findI(x; y2)∣∣ = 1).
Sei x ∈ RI(y1) = RI(y2) ein beliebiger skalarer Kennzahlenwert. Es bezeichne ρ1 ∈ y1, ρ2 ∈ y2
mit findI(x; y1) = {ρ1} und findI(x; y2) = {ρ2} die beiden Kennzahlenintervalle, in denen er
enthalten ist. Angenommen, es ist ρ1 6= ρ2 und damit auch R(ρ1) 6= R(ρ2). In diesem Fall
muss
(|R(ρ1)| > 1) ∨ (|R(ρ2)| > 1) gelten, da ansonsten beide Kennzahlenintervalle mit xR
identisch wären. Dies impliziert wiederum x 6= NaN und R(ρ1),R(ρ2) ⊆ R nach (7.19). Es
existiert in diesem Fall folglich mindestens ein x′ ∈ R(ρ1) ∪ R(ρ2), x′ 6= x mit
(
x′ ∈ R(ρ1) ∧
x′ 6∈ R(ρ2)
) ∨ (x′ 6∈ R(ρ1) ∧ x′ ∈ R(ρ2)), d.h. mindestens ein Kennzahlenwert, der nur in
einem der beiden Kennzahlenintervalle enthalten ist. Es bezeichne ρ ∈ y mit y ∈ {y1, y2} das
Kennzahlenintervall, in dem dieses x′ enthalten ist und ρ ∈ y mit y ∈ {y1, y2} das jeweils
andere. Setze also
y :=
{
y1 falls x′ ∈ R(ρ1)
y2 falls x′ ∈ R(ρ2),
ρ :=
{
ρ1 falls x′ ∈ R(ρ1)
ρ2 falls x′ ∈ R(ρ2),
y :=
{
y1 falls x′ 6∈ R(ρ1)
y2 falls x′ 6∈ R(ρ2),
ρ :=
{
ρ1 falls x′ 6∈ R(ρ1)
ρ2 falls x′ 6∈ R(ρ2).
Im Folgenden sei das Intervall ρ gegeben durch ρ =
(
l, u, ol , ou
)
. Wegen RI(y1) = RI(y2) gilt(
x′ ∈ RI(y)
) ⇔ (x′ ∈ RI(y)) und es existiert ein anderes Kennzahlenintervall ρ′ ∈ y, ρ′ 6= ρ
mit findI(x
′; y) = {ρ′}, in dem x′ enthalten ist. Konstruiere die Menge M ⊆ ymit
M :=
⋃
z∈R(ρ)
findI(z; y).
Offensichtlich ist ρ, ρ′ ∈ M, da x ∈ R(ρ), x′ ∈ R(ρ), x ∈ R(ρ) und x′ ∈ R(ρ′) nach Vorausset-
zung. Somit folgt |M| ≥ 2 aus ρ′ 6= ρ sowie |R(ρ)| > 1 aus x′ 6= x. Wie oben festgestellt gilt
R(ρ),R(ρ) ⊆ R und in Konsequenz NaNI 6∈ M, RI(M) ⊆ R, R(ρ′) ⊆ R. Wegen x′ 6= NaN 6= x
ist entweder x′ < x oder x′ > x. Abbildung 7.1 illustriert die unterschiedenen Fälle.
Fall x′ < x:
Es sei K ⊂ M die Menge aller von ρ verschiedenen Kennzahlenintervalle in M, die Werte
zwischen x′ und x enthalten:
K :=
( ⋃
z∈R(ρ), x′≤z≤x findI(z; y)
)
\ { ρ }.
Wegen x′ ∈ R(ρ′) ist ρ′ ∈ K und damit K nicht leer. Aus x ∈ R(ρ) folgt l ≤ x. Ganz
offensichtlich ist für jedes der in K enthaltenen Kennzahlenintervalle die Obergrenze
größer gleich x′ und die Untergrenze kleiner gleich x.40 Zudem enthält K kein Kenn-
zahlenintervall, dessen Obergrenze größer als l ist, denn ein solches würde sich mit ρ
40Weil diese Kennzahlenintervalle jeweils ein zmit x′ ≤ z ≤ x beinhalten.
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Abbildung 7.1: Veranschaulichung der Fallunterscheidung hinsichtlich der Intervall-Lage
beim Beweis zu Satz 7.18.
überschneiden – alle in y1 und y2 enthaltenen Kennzahlenintervalle sind aber gültig und
überlappungsfrei gemäß Voraussetzung. Folglich sind also auch die Untergrenzen aller
in K enthaltenen Kennzahlenintervalle kleiner gleich l.
Betrachte die nicht-leere Teilmenge L ⊆ K jener Kennzahlenintervalle in K, deren Ober-
grenze am nächsten amWert x und damit auch an l ≤ x liegt:
L :=
{ (
l, u, ol , ou
) ∈ K ∣∣∣ ∄(l′′, u′′, o′′l , o′′u )∈K . u′′ > u}.
Unterfall 1: Es existiert kein (l, u, ol , ou) ∈ Lmit u = l.
Da wie oben festgestellt auch kein (l, u, ol , ou) ∈ K mit u > l existiert, gilt in diesem
Fall für alle (l, u, ol , ou) ∈ L die strikte Ungleichung u < l. Dann gibt es aber für jedes
dieser Kennzahlenintervalle ein z′ ∈ R mit x′ ≤ u < z′ < l ≤ x. Da aufgrund der
Konstruktionsvorschrift von L kein (l′′, u′′, o′′l , o
′′
u) ∈ K existiert mit u′′ > u, folgt wegen
z′ > u unmittelbar, dass findI(z
′; K) = ∅. Gäbe es ein ρˆ ∈ y mit z′ ∈ R(ρˆ), dann wäre
dieses ρˆ aber wegen x′ ≤ z′ ≤ x in K enthalten und es wäre stattdessen findI(z′; K) =
{ρˆ}. Somit muss z′ 6∈ RI(y) gelten. Aus Lemma 7.12 und x′ ≤ z′ ≤ x mit x′, x ∈ R(ρ)
folgt allerdings, dass z′ ∈ R(ρ) und daher z′ ∈ RI(y). Somit wäre also RI(y) 6= RI(y).
Gemäß der Voraussetzung RI(y1) = RI(y2) und y, y ∈ {y1, y2} gilt aber RI(y) = RI(y).
Unterfall 1 ist daher nicht möglich.
Unterfall 2: Es existiert (l, u, ol , ou) ∈ Lmit u = l.
Dann ist ou = ol = true. Ansonsten würden sich (l, u, ol , ou) und ρ in u = l treffen oder
überlappen, was in Widerspruch zur Voraussetzung steht, dass y Normalform ist. Gilt
ou = ol = true, dann ist aber u, l 6∈ RI(y), da jedes andere Intervall ρˆ ∈ y mit u, l ∈ R(ρˆ)
sich mit ρ treffen oder überlappen würde (etwa das kleinstmögliche mit {ρˆ} = uI). Aus
Lemma 7.12 und x′ ≤ u = l ≤ x mit x′, x ∈ R(ρ) folgt allerdings, dass u, l ∈ R(ρ) und
daher u, l ∈ RI(y). Somit wäre also RI(y) 6= RI(y). Gemäß der Voraussetzung RI(y1) =
RI(y2) und y, y ∈ {y1, y2} gilt aber RI(y) = RI(y). Unterfall 2 ist daher ebenfalls nicht
möglich.
Damit ist der gesamte Fall x′ < x nicht möglich.
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Fall x′ > x: (Analog zum Fall x′ < x)
Konstruiere die Mengen
K :=
( ⋃
z∈R(ρ), x≤z≤x′ findI(z; y)
)
\ { ρ } ,
L :=
{ (
l, u, ol , ou
) ∈ K ∣∣∣ ∄(l′′, u′′, o′′l , o′′u )∈K . l′′ < l }.
Auch in diesem Fall ist ρ′ ∈ K und K, L sind nicht leer. Aus x ∈ R(ρ) folgt x ≤ u und es
gilt
∀(l, u, ol , ou)∈K . (u ≤ l ≤ x′) ∧ (u ≤ l ≤ u)
aufgrund der Überlappungsfreiheit der Kennzahlenintervalle in y1, y2.
Unterfall 1: Es existiert kein (l, u, ol , ou) ∈ Lmit u = l.
Weil kein (l, u, ol , ou) ∈ K mit l < u existiert, gilt für alle (l, u, ol , ou) ∈ L die strikte
Ungleichung l > u. Dann gibt es ein z′ ∈ R mit x ≤ u < z′ < l ≤ x′. Da aufgrund
der Konstruktionsvorschrift von L kein (l′′, u′′, o′′l , o
′′
u) ∈ K mit l′′ < l existiert, folgt
aus z′ < l, dass findI(z
′; K) = ∅. Die Existenz eines ρˆ ∈ y mit z′ ∈ R(ρˆ) kann damit
ausgeschlossen werden (vgl. Fall x′ < x). Somit ist z′ 6∈ RI(y). Aus Lemma 7.12 und
x ≤ z′ ≤ x′ mit x, x′ ∈ R(ρ) folgt, dass z′ ∈ R(ρ) und daher z′ ∈ RI(y). Somit wäre
RI(y) 6= RI(y). Gemäß der Voraussetzung RI(y1) = RI(y2) und y, y ∈ {y1, y2} gilt aber
RI(y) = RI(y). Unterfall 1 ist daher nicht möglich.
Unterfall 2: Es existiert ein (l, u, ol , ou) ∈ Lmit u = l.
Dann ist aufgrund der Überlappungsfreiheit der Normalform ou = ol = true und u, l 6∈
RI(y), da diese die Existenz von ρˆ ∈ y mit u, l ∈ R(ρˆ) ausschließt (vgl. Fall x′ < x). Aus
Lemma 7.12 und x ≤ u = l ≤ x′ mit x, x′ ∈ R(ρ) folgt, dass u, l ∈ R(ρ) und daher
u, l ∈ RI(y). Somit wäre RI(y) 6= RI(y). Gemäß der Voraussetzung RI(y1) = RI(y2) und
y, y ∈ {y1, y2} gilt aber RI(y) = RI(y). Unterfall 2 ist daher ebenfalls nicht möglich.
Damit ist der gesamte Fall x′ > x nicht möglich.
Da sowohl x′ < x als auch x′ > x ausgeschlossen wurde, kann es folglich kein x′ ∈ R(ρ1) ∪
R(ρ2), x′ 6= x mit
(
x′ ∈ R(ρ1) ∧ x′ 6∈ R(ρ2)
) ∨ (x′ 6∈ R(ρ1) ∧ x′ ∈ R(ρ2)) geben und die
Annahme ρ1 6= ρ2 kann unter den gegebenen Voraussetzungen nicht zutreffen. Es gilt also
für alle x ∈ RI(y1) und x ∈ RI(y2), dass findI(x; y1) = {ρ1} = {ρ2} = findI(x; y2). Damit
ist y1 = y2 gezeigt. Die Normalform eines Kennzahlenintervallwerts y mit |y| ≥ 0 ist stets
eindeutig bestimmt. ¥
Für einen beliebigen Intervallwert erhält man somit durch wiederholtes Anwenden von Schritt
(7.21) stets eine eindeutig bestimmte allgemeinste Form, d.h. dessen Normalform.
Definition 7.19 Es sei y ∈ I ein Kennzahlenintervallwert. Es bezeichnet
normal_ formI : I→ I
normal_ formI(y) = y
′ mit y′ ist Normalform von y gemäß Definition 7.17.
die eindeutig bestimmte Normalform von y.
⋆ ⋆ ⋆
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7.4 Intervall-Basisoperationen
Analog zu den Punkt-Basisoperationen aus Abschnitt 7.2 bilden Intervall-Basisoperationen Lis-
ten von Intervallwerten auf jeweils einen einzelnen Intervallwert ab. Um mit diesen Listen im
Folgenden leichter arbeiten zu können, sei an dieser Stelle die in Definition 7.14 festgelegte
Abbildung RI : I→ P(R˜) für den mehrdimensionalen Fall verallgemeinert:
Definition 7.20 Eine Liste (y1, . . . , ym) ∈ I∗,m ≥ 1 von Kennzahlenintervallwerten yi repräsentiert
ein, durch die Abbildung
RI : I∗ →
(P(R˜))∗
gegebenes kartesisches Produkt RI(y1, . . . , ym) ∈
(P(R˜))m von Teilmengen von R˜ mit
RI(y1, . . . , ym) =
(⋃
ρ∈y1 R(ρ)
)
× . . . ×
(⋃
ρ∈ym R(ρ)
))
.
Die Intervallwertliste (y1, . . . , ym) heißt ausgedehnter Einschlussvektor (Proper Enclosure Vector), ge-
nau dann, wenn für alle i ∈ {1, . . . ,m} gilt, dass RI(yi) ∩ R 6= ∅ und für mindestens ein i ∈
{1, . . . , m} die Bedingung |RI(yi)| 6∈ N erfüllt ist. Die Liste wird als Punktintervallvektor (Single-
Point Interval Vector) bezeichnet, genau dann, wenn für alle i ∈ {1, . . . , m} gilt, dass |RI(yi) ∩R| =
1, und als leer, genau dann, wenn für mindestens ein i ∈ {1, . . . , m} gilt, dass RI(yi) ∩R = ∅.
⋆ ⋆ ⋆
Die folgende Definition führt für jede der MAS-weiten Punktoperationen ωRi eine Intervall-
erweiterung ωIi ein, mit deren Hilfe die Wertebereiche der zusammengesetzten Kennzahlen
eingegrenzt werden können.
Definition 7.21 Es ist
ωI ∈
[
I∗ → I
]∗
ωI = (ωI1, . . . , ωIℓΩ)
die MAS-weite Liste der Intervall-Basisoperationen, kurz: Intervalloperationen (Interval Operations).
Jede dieser Intervalloperationen ist eine Abbildung der Gestalt
ωIi : I∗ → I i ∈ {1, . . . , ℓΩ}
ωIi : (y1, . . . , ym) 7→ y′. m ≥ 0
Dabei ist ℓΩ die Länge der in Definition 7.7 beschriebenen Liste ωR. Beide Listen sind somit stets gleich-
lang. Die Intervalloperation ωIi wird als die Intervallerweiterung (Interval Extension) der Punktopera-
tion ωRi bezeichnet. Dementsprechend muss für alle Abbildungspaare (ωRi, ωIi) mit i ∈ {1, . . . , ℓΩ},
insbesondere für den Fall der Implementierung mit endlicher Präzision auf einem Computer, gelten:
∀(v1, ..., vm)∈Dom(ωRi) . ωRi(v1, . . . , vm) ∈ RI
(
ωIi(v1I, . . . , vmI)
)
. (7.24)
Für das in der vorliegenden Formalisierung betrachtete exakte mathematische Modell des Abbildungs-
paares muss darüber hinaus stets die strengere Bedingung
∀(v1, ..., vm)∈Dom(ωRi) . RI
(
ωIi(v1I, . . . , vmI)
)
=
{
ωRi(v1, . . . , vm)
}
(7.25)
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erfüllt sein und es darf in diesem Fall, analog zu Definition 7.10, das Ergebnis der Intervallerweiterung
einer Aggregatoperation nicht von der Reihenfolge abhängen, in der die Werte der nicht-fixen Parameter
übergeben werden; d.h., es muss im exakten Modell für alle (ωRi, ωIi), i ∈ {1, . . . , ℓΩ} gelten:(
k ∈ N
)
=⇒
(
∀(y1, ..., ym)∈I∗,m∈N,m≥k+2 . ∀yˆ∈perm((yk+1, ..., ym)) .
ωIi(y1, . . . , ym) = ωIi((y1, . . . , yk)⊕I yˆ)
)
mit k := fixed_parameters(ωRi).
(7.26)
⋆ ⋆ ⋆
Es entspricht (7.25) der u.a. in Walster et al. (2002), Hansen und Walster (2004, S. 24) formulier-
ten notwendigen Bedingung, die Intervallerweiterungen reellwertiger Funktionen bei mathe-
matisch exakter Auswertung erfüllen müssen.41 In obiger Definition wird diese Anforderung
in Gestalt von Bedingung (7.24) relaxiert zugunsten einer direkten Anwendbarkeit auf die Aus-
wertung mit endlicher Präzision auf einem Computer. Bei dieser können anfallende gerichtete
Rundungsoperationen in einem ausgeweiteten Ergebnisintervall resultieren. Bedingung (7.24)
fordert daher, dass das von einer Punktoperation ωRi an einer Stelle (v1, . . . , vm) ∈ R˜∗ ihres
natürlichen Definitionsbereichs gelieferte Operationsergebnis stets in dem von ihrer Intervall-
erweiterung ωIi für den Punktintervallvektor (v1I, . . . , vmI) ∈ Im gelieferten Intervallergebnis
enthalten ist. Bei letzteremmuss es sich in diesem Fall somit nicht notwendigerweise um einen
Punktwert handeln, wie es von (7.25) für die exakte Auswertung gefordert wird.42
Weil für die Summenoperation mit Missing-Value-Semantik aus Gleichung (7.12) gilt, dass
(NaN, . . . , NaN), () ∈ Dom(ωRsumNum), fordert Bedingung (7.24) bzw. (7.25) demnach stets den
Einschluss des Punkts ωRsumNum(NaN, . . . , NaN) = ωRsumNum() = 0 durch die Intervalloperation
ωIsumNum an der Stelle (NaNI, . . . , NaNI) resp. (). Indessen müssen beispielsweise für die Divisi-
on ωR/(x1, x2) = x1/x2 ohne Missing-Value-Semantik wegen (x1, 0), (x1,+∞) 6∈ Dom(ωR/)
die Punkte ωR/(1, 0) := +∞ sowie ωR/(0, 0) := NaN und ωR/(1,+∞) := 0 nicht notwen-
digerweise in RI(ωI/(1I, 0I)) resp. RI(ωI/(0I, 0I)) resp. RI(ωI/(1I,+∞I)) enthalten sein. Dies
liegt darin begründet, dass unterschiedliche Intervallarithmetikimplementierungen die nicht
strikt reellen Spezialfälle der Division in R bzw. R unterschiedlich handhaben.43 Insbesondere
darf eine fset-basierte Implementierung prinzipiell ωI/(1I, 0I) = ∅ liefern, ohne (7.24)–(7.25)
zu verletzen. Um Einschlussfehler bezüglich des Ergebnisses der Punktoperation stets zu ver-
meiden, muss ωI/ allerdings darüber hinaus die weiter unten in Definition 7.24 eingeführte
Eigenschaft der erweiterten Wertebereichsvollständigkeit oder, alternativ, die dort beschriebe-
ne Eigenschaft der cset-Vollständigkeit aufweisen.
Um letztgenannte formal festlegen zu können, sei zunächst, basierend auf Walster et al. (2002,
S. 16) und der hinsichtlich des fehlenden Werts angepassten Definition 7.3 des Grenzwerts von
Folgen in R˜m, der topologische Abschluss einer Punktoperation wie folgt definiert:
41»An interval expression is an extension of a real function if the interval expression produces the value of the real function when
evaluated using degenerate interval arguments within the domain of the function.« (Walster et al. 2002, S. 17)
42Bereits die maschinelle Repräsentation eines Punktintervallvektors (v1I, . . . , vmI), v1, . . . , vm ∈ R des exakten ma-
thematischen Modells kann ein ausgedehnter Einschlussvektor sein. Dies ist der Fall, wenn mindestens einer seiner
reellen Komponentenwerte vj, 1≤ j≤m mit (fixer) endlicher Präzision, z.B. als IEEE-754-Gleitkommazahl einer
gegebenen Bitbreite, nicht exakt repräsentierbar ist und das Infimum und Supremum der betreffenden intervall-
wertigen Komponente zwecks Erfüllung der Einschlussbedingung auf den jeweils nächsten Gleitkommawert ab-
resp. aufgerundet wird. Gemäß (7.24) muss insbesondere auch die maschinelle Implementierung von ωIi so reali-
siert sein, dass sie für alle Gleitkommawerte v = (v1, . . . , vm) aus dem natürlichen Definitionsbereich von ωRi stets
das (gerundete) Ergebnis ωRi(v) der maschinellen Punktoperation mit ihrem Ergebnis ωIi(v1I, . . . , vmI) einschließt.
43Siehe Abschnitt 5.6.1 zu den möglichen Intervall-Repräsentationen und Designentscheidungen bei der Implemen-
tierung von Intervallarithmetik.
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Definition 7.22 Es sei ωRi eine Punktoperation. Dann heißt
ωi : R˜∗ → P(R˜)
ωi(v) =
{
M falls v ∈ cl(Dom(ωRi))
∅ sonst
mit M :=
{
e
∣∣∣ e= lim
j→∞
(ωRi(vj))j∈N ∧ v= lim
j→∞
(vj)j∈N ∧ vj∈Dom(ωRi)
}
der topologische Abschluss von ωRi. Hierbei bezeichnet (vj)j∈N die nach v konvergierenden Folgen
von Elementen aus Dom(ωRi) und e die Grenzwerte in R˜ der zugehörigen Operationsergebnisfolgen
(ωRi(vj))j∈N mit limj→∞ (vj)j∈N = v.
⋆ ⋆ ⋆
Somit ist ωi(v) = {ωRi(v)} = cset (ωRi ; {v}) für alle v ∈ Dom(ωRi), da in diesen Fällen jede
mögliche Operationsergebnisfolge (ωRi(vj))j∈N mit limj→∞ (vj)j∈N = v den gleichen Grenz-
wert besitzt, nämlich das eindeutig bestimmte Operationsergebnis ωRi(v) ∈ R. Die Definition
des Containment Sets als cset (ωRi ; {v}) = ωi(v) folgt hierbei dem inWalster et al. (2002, S. 25)
als Containment-Set Closure Identity bezeichneten und bewiesenen Satz. Es lässt sich nicht nur
für einzelne Punktwerte v des topologischen Abschlusses des natürlichen Definitionsbereichs
der Punktoperation bestimmen, sondern gemäßWalster et al. (2002, S. 19), Hansen undWalster
(2004, S. 54) auch über beliebige Teilmengen V ⊆ R˜∗ angeben:
Definition 7.23 Der Wertebereich der Punktoperation ωRi über der Menge V ⊆ R˜∗, geschrieben
range(ωRi ; V) ⊆ R, und das Containment Set (kurz: cset) von ωRi über V, geschrieben cset(ωRi ; V)
⊆ R, sind definiert als
range(ωRi ; V) =
{
ωRi(v)
∣∣ v ∈ V },
cset(ωRi ; V) =
⋃
v∈V
ωi(v).
⋆ ⋆ ⋆
Für viele Punktoperationen kann in der Praxis ExtDom(ωRi) = cl(Dom(ωRi)) erreicht werden,
indem für Werte v ∈ cl(Dom(ωRi)) \Dom(ωRi) ein Ergebnis ωRi(v) ∈ ωi(v) geliefert wird. So
ist etwa in der IEEE-754-Gleitkommaarithmetik log(±0) = −∞ und 1+0 = +∞ und 1−0 = −∞.
Setzt man
cDom(ωRi) :=
{
v
∣∣∣ v ∈ R˜∗ ∧ cset(ωRi ; {v}) 6= ∅},
dann folgt aus der Definition von ωi und cset(ωRi ; {y}) in einem solchen Fall, dass
ExtDom(ωRi) = cDom(ωRi) = cl(Dom(ωRi)).
Ausgehend von dieser Definition desWertebereichs und des Containment Sets einer Punktope-
ration ωRi lassen sich für die korrespondierende Intervalloperation ωIi die Eigenschaften der
(erweiterten) Wertebereichsvollständigkeit und der cset-Vollständigkeit wie folgt einführen:
Definition 7.24 Für ein gegebenes Abbildungspaar (ωRi, ωIi), i ∈ {1, . . . , ℓΩ} heißt die Intervall-
operation ωIi wertebereichsvollständig, genau dann, wenn
∀y∈Im,m∈Arity(ωRi) .
(
range
(
ωRi ; RI(y) ∩Dom(ωRi)
) ⊆ RI(ωIi(y))) ∧(
RI(y) 6⊆ ExtDom(ωRi) =⇒ NaNR ∈ ωIi(y)
)
.
(7.27)
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Sie heißt erweitert-wertebereichsvollständig, genau dann, wenn
∀y∈Im,m∈Arity(ωRi) .
(
range
(
ωRi ; RI(y)
) ⊆ RI(ωIi(y)))
(Eigenschaft der erweiterten Wertebereichsvollständigkeit), d.h., genau dann, wenn sie wertebereichs-
vollständig ist und zusätzlich die Bedingung
∀y∈Im,m∈Arity(ωRi) .
(
range
(
ωRi ; RI(y) ∩
(
ExtDom(ωRi) \Dom(ωRi)
)) ⊆ RI(ωIi(y)))
erfüllt. Ist die Intervalloperation nicht erweitert-wertebereichsvollständig, dann heißt die für ein y ∈
Im, m ∈ Arity(ωRi) auftretende Situation
∃
v∈range
(
ωRi ;RI(y)∩(ExtDom(ωRi)\Dom(ωRi))
) . v 6∈ RI(ωIi(y))
erweiterter Einschlussfehler (Extended Containment Failure). Ist ωIi nicht wertebereichsvollständig,
dann heißt die für ein y ∈ Im, m ∈ Arity(ωRi) auftretende Situation(
RI(y) 6⊆ExtDom(ωRi) ∧ NaNR 6∈ωIi(y)
)
∨ ∃
v∈range
(
ωRi ;RI(y)∩Dom(ωRi)
). v 6∈ RI(ωIi(y))
allgemeiner Einschlussfehler (General Containment Failure).
Analog heißt die Intervalloperation ωIi cset-vollständig, genau dann, wenn
∀y∈Im,m∈Arity(ωRi) .
(
cset
(
ωRi ; RI(y)
) ⊆ RI(ωIi(y))) ∧(
RI(y) 6⊆ ExtDom(ωRi) =⇒ NaNR ∈ ωIi(y)
)
.
Ist die Intervalloperation nicht cset-vollständig, dann wird die bei ihr für ein y ∈ Im, m ∈ Arity(ωRi)
auftretende Situation(
RI(y) 6⊆ ExtDom(ωRi) ∧ NaNR 6∈ ωIi(y)
)
∨ ∃
v∈cset
(
ωRi ;RI(y)
) . v 6∈ RI(ωIi(y))
als cset-Einschlussfehler (cset Failure) bezeichnet.
⋆ ⋆ ⋆
Die Verwendung wertebereichsvollständiger bzw. cset-vollständiger Intervalloperationen er-
laubt es, ein mögliches Verlassen des erweiterten Definitionsbereichs der korrespondierenden
Punktoperation und die damit verbundenen möglichen Missing Values direkt anhand des ge-
lieferten Kennzahlenintervallwerts zu erkennen. Das Kennzahlenintervall NaNR wird in einer
Kette von Intervalloperationen ab dem ersten Verlassen des erweiterten Definitionsbereichs
eines der Berechnungsschritte bis zum Endergebnis propagiert, sofern es nicht zwischenzeit-
lich von einer die arithmetische Ausnahmesituation (den fehlenden Wert) explizit behandeln-
den Operation gezielt wieder entfernt wird. Insbesondere die Tatsache, dass bestimmte Ba-
sisoperationen, wie etwa die Summenoperation aus Gleichung (7.12), Missing Values auto-
matisch und auf einfache Weise44 wieder zurück in die Menge der reellen Zahlen überfüh-
ren, unterscheidet den hier vorgestellten Ansatz zur Signalisierung von Definitionslücken von
den IEEE-1788-Intervalldekorationen. Während die im zweiten Teil des Intervallarithmetik-
standards (IEEE 1788 2015, S. 44ff) spezifizierten Dekorationen com, dac und def Unterfälle
44Ziel dieses Ansatzes ist es, dem Benutzer des MAS zur Laufzeit die Konfiguration der Berechnungsvorschriften
statistischer Kennzahlen zu erleichtern.
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von RI(y) ⊆ Dom(ωRi) ∩ R∗ anzeigen, und die Dekorationen trv und ill Unterfälle von
RI(y) 6⊆ Dom(ωRi) ∩ R∗, legt der Standard auch fest, dass die Grenzen des Ergebnisinter-
valls der jeweiligen intervallarithmetischen Operation nicht von den Dekorationen der jewei-
ligen Operandenintervalle abhängig sein dürfen.45 Der Test auf Missing Values und die et-
waige Abbildung betreffender Punkte zurück in die Menge der reellen Zahlen erfolgt damit
gemäß IEEE Std 1788-2015 durch den jeweiligen die Funktion berechnenden Programmcode;
d.h., die Behandlung von angezeigten möglichen46 Definitionslücken liegt, aufgrund ihrer Ab-
hängigkeit von der Anwendungsdomäne, außerhalb des durch den Standard vorgegebenen
Rahmens.47 Die vorliegende Formalisierung sieht hingegen ausdrücklich vor, dass der von be-
stimmten Intervalloperationen gelieferte Kennzahlenintervallwert durchaus von der Existenz
von Missing Values (d.h. angezeigten Definitionslücken) in den übergebenen Operanden ab-
hängig sein kann. Aus diesem Grund werden in diesem Kapitel mögliche Missing Values ex-
plizit als tatsächliche, erstrangige Elemente der Kennzahlenintervallwerte modelliert und nicht
in Gestalt von an Kennzahlenintervalle angehängte Dekorationssymbole. Das hier beschrie-
bene Verhalten der Basisoperationen hinsichtlich fehlender Werte kann in einer praktischen
Implementierung des Kennzahlenframeworks allerdings unter Verwendung einer IEEE-1788-
konformen Intervallarithmetik und ihres Dekorationssystems erreicht werden.48 Es ist aber an-
zumerken, dass die im zweiten Teil von IEEE 1788 (2015, S. 34ff) spezifizierte Set-Based Aus-
legung keine (nicht-leeren) Intervalle der Form [−∞,−∞] und [+∞,+∞] unterstützt, und es
sich bei der mit diesem Teil konformen Intervalldivision [1, 1]/[0, 0] = ∅ daher gemäß De-
finition 7.24 nicht um eine erweitert-wertebereichsvollständige Intervallversion der an IEEE
Std 754-2008 orientierten Division ωR/ mit ωR/(1, 0) = +∞ handelt. Um für ωI/ unter Ver-
wendung der genannten Intervalldivision erweiterte Wertebereichsvollständigkeit zu erzielen,
muss stattdessen u.a.ωR/(1, 0) := NaN gesetzt werden. Bei Einsatz von cset-Intervallarithmetik
ist hingegen |ωR/(v1, 0)| := +∞ für alle v1∈R zur Erreichung der cset-Vollständigkeit von ωI/
notwendig.
Letztere Festlegung, zusammen mit ωR/(v1,+∞) := 0 und ωR+(v1,+∞) := +∞ für alle v1 ∈R
(d.h. wie IEEE-754-Arithmetik, nur ohne Signed Zero), erfordert auch die für das Abhängig-
keitsproblem der Intervallarithmetik nicht anfällige Form (5.20) der Eilauftragsquote EQi aus
Gleichung (7.3) für die Erzielung des erwarteten Ergebnisses EQi = 0% im Punkt Si =1, Ei =0:
EQi = fRi(Si, Ei) =
100
1+ Si/Ei
mit fRi(1, 0) =
100
1+ 1/0
=
100
1+ (+∞)
=
100
+∞
= 0 (7.28)
und Missing Value im Punkt (0, 0); oder analog zu (7.7) mit erzwungener Null dort:
EQi = gRi (Si, Ei) = minNum
(
100, maxNum
(
0,
100
1+ Si/Ei
))
mit gRi(1, 0) = minNum
(
100, maxNum
(
0, 0
))
= 0 und gRi(0, 0) = 0.
(7.29)
45»The implementation makes the decoration system of each flavor available to the user via decorated interval extensions of
relevant library operations. Such an operation ϕ, with interval inputs x1, . . . , xk carrying decorations dx1, . . . , dxk, shall
compute the same interval output y as the corresponding bare interval extension of ϕ—hence, dependent on the xi but not on
the dxi.« (IEEE 1788 2015, S. 26)
46Die Dekoration trv bedeutet nicht, dass eine für möglich gehaltene Definitionslücke im Eingabeintervallvektor tat-
sächlich existiert: »[...] the strongest decoration is theoretically well-defined, but its value for a particular f and x might be
impractically expensive to compute, or even undecidable.« (IEEE 1788 2015, S. 45). Eine IEEE-1788-konforme Intervalla-
rithmetikimplementierung darf keine stärkere Aussage über eine durch sie ausgewertete Funktion liefern als von
ihr eindeutig bewiesen werden kann.
47»A decoration primarily describes a property, not of the interval it is attached to, but of the function defined by some code that
produced the interval by evaluating over some input box. [...] Expert users can inspect, set and modify decorations to improve
code efficiency, but are responsible for checking that computations done in this way remain rigorously valid.« (IEEE 1788
2015, S. 25).
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Für die Intervallfassungen der zwei alternativen Kennzahlenfunktionen zur Berechnung von
EQi erhält man mit der IEEE-754-basierten Auslegung der Punktoperationen ωR/ und ωR+:
fIi(1I, 0I) = ∅, fIi(0I, 0I) = NaNI, (a)
gIi(1I, 0I) = ∅, gIi(0I, 0I) = 0I
(
 
)
für bestimmte49 fset-basierte, wertebe-
reichsvollständige Intervallarithmetiken
ohne erweiterte Wertebereichsvollstän-
digkeit,
fIi(1I, 0I) = 0I, fIi(0I, 0I) = NaNI, (b)
gIi(1I, 0I) = 0I, gIi(0I, 0I) = 0I für erweitert-wertebereichsvollständige
Intervallarithmetik mit 0I/0I = NaNI,
fIi(1I, 0I) = 0I, fIi(0I, 0I) =
{
R−1
(
R
)} ∪ NaNI, (c)
gIi(1I, 0I) = 0I, gIi(0I, 0I) =
{
R−1
(
[0, 100]
)}
für cset-vollständige Intervallarithmetik.
Offenkundig führt in Fall (a) eine IEEE-1788-Intervalldivision mit [1, 1]/[0, 0] = ∅ bei den
zwei Kennzahlenfunktionen zu einem erweiterten Einschlussfehler im Punkt Si = 1, Ei = 0.
Durch Setzen von ωR/(v1, 0) := NaN sowie ωR/(v1, +∞) := NaN und ωR+(v1, +∞) := NaN für
alle v1 ∈ R˜ (und geeignete Berücksichtigung der in Definition 7.24 geforderten NaN-Behandlung
und -Signalisierung) erhält man erweiterteWertebereichsvollständigkeit für solche an IEEE Std
1788-2015 Part 2 orientierten Intervallarithmetiken. Diese alternative Auslegung der Punktope-
rationen ist aber wegen der aus ihr folgenden Konsequenz fRi(1, 0) = NaN und fIi(1I, 0I) = NaNI
ebenfalls inkompatibel mit der Berechnungsvorschrift (7.28) der Eilauftragsquote, sodass statt-
dessen die Formel (7.3) hergenommen werden muss. Deren intervallarithmetische Version lie-
fert aufgrund des Abhängigkeitsproblems allerdings zu weite Ergebnisintervalle, wenn Ei ei-
nen ausgedehnten Intervallwert annimmt.
Ein zu weites Ergebnis liefert auch eine cset-vollständige Intervallarithmetik an der Stelle
Si = Ei = 0 in Fall (c). Wegen RI
(
fIi(0I, 0I)
)
= R˜ schlägt die Eingrenzung der in diesem Punkt
praktisch erzielbaren Kennzahlenwerte fRi(0, 0) auf eine echte Teilmenge von R fehl. Mit
der Berechnungsvorschrift (7.29), die mittels der Operationen »minNum« und »maxNum«
das Ergebnis der Intervalldivision mit dem unter der Restriktion Si ≥ 0, Ei ≥ 0 tatsächlich
gegebenen Wertebereich [0, 100] der Kennzahl EQi schneidet, lässt sich das Intervallergeb-
nis immerhin explizit auf letzteren beschränken. Damit kann z.B. im verteilten Black-Box-
Optimierungsansatz (ii) die Generierung von nicht erreichbaren Sollwerten für EQi verhin-
dert werden. Die Erfüllbarkeit einer Aktionsbedingung wie beispielsweise EQi ≥ 50 in einem
Weltzustand mit Si = [0, 2], Ei = [0, 0] lässt sich in Fall (c) aber auch mit gIi nicht ad hoc wider-
legen. Hinsichtlich der am Anfang des Kapitels auf Seite 138ff genannten drei Anwendungen
von Intervallarithmetik in der vorliegenden Arbeit erscheint eine cset-Auslegung dieses Spezi-
alfalls der Division in R in diesem Beispielszenario demnach nicht sehr sinnvoll. Für das kon-
krete Shop-Floor-Beispiel mit der Kennzahl EQi ist augenscheinlich der Fall (b), d.h. der Ein-
satz einer Intervallarithmetikimplementierung mit erweiterter Wertebereichsvollständigkeit in
Verbindungmit IEEE-754-orientierten Punktoperationen und der Kennzahlenberechnungsvor-
schrift (7.28) oder (7.29), am zweckdienlichsten. Er liefert hier die engsten Kennzahlenintervall-
werte ohne erweiterte oder allgemeine Einschlussfehler.
48Beispielsweise durch Implementierung geeigneterWrapper-Funktionen, welche das geforderte Verhalten bezüglich
[NaN, NaN] ergänzen. Wegen der Inklusionsisotonie der Intervallarithmetik (siehe Seite 91f) ist dies leicht möglich.
49Zum Beispiel libieeep1788 (Nehmeier 2014) oder Boost.Interval (Brönnimann et al. 2006a) mit geeignet ergänztem
Wrapper-Code für die in Bedingung (7.27) geforderte NaN-Signalisierung.
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Werden die Intervalloperationen in der Planungsstufe der Agenten zur Prüfung der Erfüll-
barkeit numerischer Aktionsvorbedingungen50 eingesetzt, können allgemeine Einschlussfeh-
ler sowohl in falsch-negativen als auch in falsch-positiven Erfüllbarkeitstests resultieren, damit
numerischen Vorbedingungen im Allgemeinen für gültige Kennzahlenintervalle ρ und Kenn-
zahlenpunktwerte v beide Bedingungen v ∈ R(ρ) und v 6∈ R(ρ) formulierbar sind. Ein falsch-
positives Ergebnis kann dazu führen, dass eine in der Praxis nicht ausführbare Aktion in den
Plan eingefügt wird und dieser Umstand erst später bei der numerischen Optimierung der Ak-
tionsparameter oder bei der Planausführung festgestellt wird. Eine dann verzögerte Planfertig-
stellung resp. anfallende Planreparatur oder Neuplanung behindert die (Re-)Aktionsfähigkeit
der Agenten. Ein falsch-negatives Ergebnis hingegen kann dazu führen, dass für eine prakti-
sche Problemlösung wichtige Aktionen nicht in den Plan aufgenommen werden und deshalb
nur eine suboptimale oder gar keine Lösung gefunden wird. Es sollte somit bei der (evtl. von
den numerischen Randfällen der konkreten Anwendungsdomäne beeinflussten) Spezifikation
der Intervallversionen der Punktoperationen Augenmerk darauf gelegt werden, dass für In-
tervallwerte y ∈ I∗ mit RI(y) ⊆ Dom(ωRi) kein allgemeiner Einschlussfehler auftritt. Diese
Anforderung an die Intervalloperationen ist in der Intervallarithmetik-Literatur als »Thou shalt
not lie«-Prinzip51 verbreitet.
Im Planungskontext der Agenten haben allerdings auch von erweitert-wertebereichsvollstän-
digen oder cset-vollständigen Intervalloperationen gelieferte zu weite Intervallwerte ähnliche
negative Auswirkungenwie allgemeine Einschlussfehler. Gibt es für ein y ∈ Im,m ∈ Arity(ωRi)
ein v′ ∈ RI(ωIi(y)), für welches kein v ∈ RI(y) mit ωRi(v) = v′ existiert, dann kann dies eben-
falls zu falsch-positiven Erfüllbarkeitsabschätzungen hinsichtlich der Aktionsvorbedingungen
führen. Dies ist z.B. bei Divisionsoperationen relevant. So gilt für das multiplikativ Inverse 1x
mit x ∈ [a, b] ⊂ R und a < 0 < b, dass 1x ∈
[−∞, 1a ] ∪ [ 1b ,+∞]; d.h., der Bruch kann keine
reellzahligen Werte aus dem offenen Intervall
( 1
a ,
1
b
)
annehmen. Wird diese Operation dazu
verwendet, zu prüfen ob die Aktionsvorbedingung
( 1
x >
1
a
) ∧ ( 1x < 1b) in einem bestimmten
Planungsweltzustand erfüllbar ist, resultiert eine Intervallerweiterung, die das cset mit einem
einzigen geschlossenen Intervall [−∞,+∞] einschließt, folglich in einer falsch-positiven Ant-
wort der intervallbasierten Erfüllbarkeitsheuristik. Im Kontext der Aktionsplanung der Agen-
ten ist aus diesem Grund eine Intervalloperation vorzuziehen, welche die Wertebereichslücke
aus dem Ergebnisintervall entfernt und stattdessen die sich aus der Vereinigung zweier dis-
junkter Intervalle ergebende Menge
[−∞, 1a ] ∪ [ 1b ,+∞] liefert. Dies ist der wesentliche Grund,
weshalb in Definition 7.14 Kennzahlenintervallwerte als Mengen von Kennzahlenintervallen
eingeführt wurden.
Verwendet eine Kennzahl eine derartige, die Lücke exkludierende, Divisionsoperation in ihrer
Berechnungsvorschrift m-mal (neben anderen Basisoperationen), dann erzeugt sie allerdings
einen aus bis zu 2m Kennzahlenintervallen bestehenden Kennzahlenintervallwert. Weil sich
ein solches exponentielles Wachstum der Berechnungskomplexität in einem umfangreichen
Kennzahlensystem als unhandlich bis impraktikabel erweisen kann, ist es im Allgemeinen
sinnvoll, für Divisionsoperationen jeweils ein zusätzliches alternatives Paar aus Punktopera-
tion und Intervallerweiterung zur Verfügung zu stellen, welches die Wertebereichslücke nicht
entfernt und damit bei mehreren Divisionen in Folge nicht zu einem exponentiellen Wachstum
führt. An welchen Stellen im Berechnungsgraphen des verteilten Kennzahlensystems welche
der beiden Alternativen zu verwenden ist, kann dem Benutzer des MAS überlassen werden
oder durch einen automatisierten Optimierungsprozess, etwa in Abhängigkeit von der ma-
ximalen zur Laufzeit zu erwartenden Größe der Wertebereichslücke pro Division, heuristisch
bestimmt werden. Auf dieseWeise ist eine individuelle Abwägung zwischen der Berechnungs-
50Siehe Fox und Long (2003) zur Gestalt der in PDDL 2.1 möglichen numerischen Vorbedingungen.
51Pryce und Corliss (2006, S. 253).
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komplexität der Intervalloperationen selbst und den negativen Auswirkungen zu weiter Inter-
vallergebnisse auf die Berechnungsdauer der Planung zumindest prinzipiell möglich.52
Gerade in Randpunkten des natürlichen Definitionsbereichs kann es bei einigen Punktopera-
tionen zu sehr weiten Containment Sets kommen. So geben Hansen und Walster (2004, S. 64),
unter entsprechender Herleitung, die MengeR als cset der Division 0/0 an; vgl. Definition 7.22
und Fall (c) oben. Betrachtet man zwei Kennzahlen a und b, deren tatsächlicher Wertebereich
beispielsweise das halboffene Intervall (0, 1] ⊂ R ist, dannwird deutlich, weshalb im Planungs-
kontext der Agenten ein ausschließliches Rechnen mit abgeschlossenen Kennzahlenintervallen
(wie es in der Intervallarithmetik-Literatur zum gegenwärtigen Zeitpunkt verbreitet ist) bei
den Intervalloperationen problematisch sein kann. Das cset der Operation ab mit a, b ∈ [ε, 1]
ist für ε = 0 die Menge R. Für beliebig kleine 0 < ε < 1 ist es allerdings gegeben durch das
nur positive Werte enthaltende Intervall [ε, 1ε ]. Durch Betrachtung der von oben gegen 0 kon-
vergierenden Folgen (ε i)i∈N, ε i > 0 ergibt sich somit für ab mit a, b ∈ (0, 1] das offene Intervall
(0,+∞) ⊂ R als cset. Eine einzig mit abgeschlossenen Intervallen, also hier mit a, b ∈ [0, 1],
rechnende cset-basierte Intervallarithmetik würde bei einem Erfüllbarkeitstest z.B. für die Ak-
tionsvorbedingung ab ≤ −1 ein zu großes cset und damit ein falsch-positives Ergebnis liefern.
Die in Anhang A spezifizierten Intervalloperationen unterstützen deshalb neben abgeschlos-
senen auch offene und halboffene Kennzahlenintervalle. Im Allgemeinen lassen sich zu weite
Intervallwerte und die mit ihnen verbundenen negativen Auswirkungen auf den Planungsvor-
gang aber aufgrund des nicht immer eliminierbaren Abhängigkeitsproblems nicht vollständig
vermeiden.
Da der Wertebereich einer Punktoperation über einer Menge von Punktwerten gemäß De-
finition 7.23 als Vereinigung der Operationsergebnisse in den einzelnen Punktwerten defi-
niert ist (bzw. das cset als Vereinigung der topologischen Abschlüsse der Operation in die-
sen Punktwerten), müssen bei der Auswertung der jeweiligen Intervallerweiterung für eine
Intervallwertliste (y1, . . . , ym) ∈ I∗ in der Regel alle |y1| · . . . · |ym| Kennzahlenintervalllis-
ten (ρ1, . . . , ρm) ∈ y1 × . . . × ym betrachtet werden. Die folgende Definition erleichtert die
Spezifikation der Intervalloperationen dergestalt, dass die kombinatorische Erzeugung der
(ρ1, . . . , ρm) nicht in der Abbildungsvorschrift jeder einzelnen Intervalloperation beschrieben
werden muss. Eine Spezifikation unter Verwendung von Abbildungen der vereinfachten Form
ωRi : R∗ → I vermeidet Redundanzen und führt im Allgemeinen zu kürzeren, leichter nach-
vollziehbaren Abbildungsvorschriften.
Definition 7.25 Für ein gegebenes Abbildungspaar (ωRi, ωIi), i ∈ {1, . . . , ℓΩ} lässt sich aufgrund
der Inklusionsisotonie53 der Intervallarithmetik die Intervalloperation ωIi stets durch Festlegung einer
einfacheren Abbildungsvorschrift ωRi der Form
ωRi : R∗ → I
ωRi : (ρ1, . . . , ρm) 7→ {ρ′1, . . . , ρ′q}
m ≥ 0, q ≥ 0
spezifizieren, sodass
ωIi(y1, . . . , ym) = normal_ formI
( ⋃
ρ1∈y1 · · ·
⋃
ρm∈ym ωRi(ρ1, . . . , ρm)
)
(7.30)
gesetzt werden kann. Analog zu (7.24) und (7.26) muss dabei stets gelten, dass
∀(v1, ..., vm)∈Dom(ωRi) . ωRi(v1, . . . , vm) ∈ RI
(
ωRi(v1R, . . . , vmR)
)
52Welche Verfahren, Heuristiken und Kompromisse sich diesbezüglich in konkreten Anwendungsszenarien am bes-
ten eignen, wäre in einer über die vorliegende Arbeit hinausgehenden Evaluation zu untersuchen.
53Siehe Implikation (5.11) in Abschnitt 5.3.
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und (
k ∈ N
)
=⇒
(
∀(ρ1, ..., ρm)∈R∗,m∈N,m≥k+2 . ∀ρˆ∈perm((ρk+1, ..., ρm)) .
ωRi(ρ1, . . . , ρm) = ωRi((ρ1, . . . , ρk)⊕R ρˆ)
)
mit k := fixed_parameters(ωRi).
Die Auswertung der Abbildung ωIi kann somit durch wiederholtes Auswerten der Abbildung ωRi mit
jeweils unterschiedlichen Parameterkombinationen erfolgen. Die Abbildung ωRi heißt (erweitert) wer-
tebereichsvollständig (resp. cset-vollständig), genau dann, wenn die durch sie via (7.30) spezifizierte
Intervalloperation ωIi laut Definition 7.24 (erweitert) wertebereichsvollständig (resp. cset-vollständig)
ist.
⋆ ⋆ ⋆
Der durch (7.30) gegebene Auswertungsvorgang fürωIi erfordert |y1| · . . . · |ym|Auswertungen
von ωRi und ist daher hinsichtlich seiner Zeitkomplexität im Allgemeinen exponentiell in m.
7.5 Bezeichner und Symbole
Damit einzelne Bestandteile eines Kennzahlenbewertungsmodells leicht von anderen Bestand-
teilen desselben sowie vom Benutzer des MAS referenziert werden können, werden an dieser
Stelle Grundmengen von Bezeichnern und eindeutigen Symbolen eingeführt. Einzelnen Kenn-
zahlen, Kennzahlenkontexten, Kennzahlenkontextgruppen sowie Kennzahlenintervallen eines
Kennzahlenbewertungsmodells54 kann jeweils ein Name zugeordnet werden. Kennzahlen und
Kennzahlenkontextgruppen werden über ihren Namen eindeutig innerhalb des Kennzahlen-
kontextes, dem sie angehören, identifiziert. Jeder Kennzahlenkontext dient dabei als Namens-
raum und Gruppierungseinheit für die ihm zugehörigen Konstrukte und wird jeweils durch
ein MAS-weit eindeutiges Symbol repräsentiert. Bezeichner hingegen dürfen innerhalb eines
Kennzahlenbewertungsmodells mehrfach verwendet werden. Zwei verschiedene Kennzahlen
dürfen z.B. den gleichen Kennzahlennamen tragen, sofern sie unterschiedlichen Kennzahlen-
kontexten zugehörig sind. Gleiches gilt für Kennzahlenkontextgruppen.
Definition 7.26 Folgende (nicht notwendigerweise endliche) Grundmengen für Symbole und Bezeich-
ner seien MAS-weit definiert:
ΨΘ : Die Menge der erlaubten eindeutigen Kennzahlenkontext-Symbole (Context Symbols);
ΨK : Die Menge der erlaubten Kennzahlennamen (Key Figure Names);
ΨC : Die Menge der erlaubten Kennzahlenkontextnamen (Context Names);
ΨG : Die Menge der erlaubten Kennzahlenkontextgruppennamen (Group Names);
ΨO : Die Menge der erlaubten benutzerdefinierten diskreten Objekte (Discrete Objects);
ΨP : Die Menge der erlaubten benutzerdefinierten logischen Prädikate (Predicate Names);
ΨA : Die Menge der erlaubten benutzerdefinierten Aktionsnamen (Action Names);
Λ : Die Menge der erlaubten Intervallnamen (Interval Labels) für Kennzahlenintervalle.
Die Mengen Ψi mit i ∈ {Θ,K, C,G,O,P,A} werden zur Menge Ψ zusammengefasst:
Ψ =
⋃
i∈{Θ,K,C,G,O,P,A}
Ψi.
54Die formale Definition dieser fünf Konstrukte erfolgt im nächsten Kapitel.
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Ihre Elemente können von einer Implementierung prinzipiell frei gewählt werden, sofern dabei stets alle
der folgenden Disjunktheitsbedingungen erfüllt sind:
ΨK ∩ΨP = ∅, ΨK ∩ΨO = ∅, ΨC ∩ΨG = ∅, ∀i∈ {K,C,G,O,P,A} . Ψi ∩ΨΘ = ∅.
⋆ ⋆ ⋆
Für Konstrukte, deren Name optional ist, sei zudem der leere Bezeichner eingeführt:
Definition 7.27 Es ist ǫ mit
ǫ 6∈ (Ψ ∪Λ)
der leere Bezeichner (Empty Identifier).
⋆ ⋆ ⋆
Die konkrete Gestalt der Elemente der Mengen ΨΘ, ΨK, ΨC , ΨG , ΨO, ΨP , ΨA und Λ sowie des
leeren Bezeichners ǫ ist für die Formalisierung im nächsten Kapitel nicht von Bedeutung. In
einer Implementierung kann es sich beispielsweise um natürliche Zahlen, Zeichenketten eines
bestimmten Alphabets oder sonstige beliebige Symbole oder Objekte handeln.55 Es ist insbe-
sondere zulässig, dass in einem domänenspezifischen MAS die Zuordnung einzelner Bezeich-
ner zu diesen achtMengen erst zur Laufzeit erfolgt, beispielsweise in Abhängigkeit von den bei
Systemstart eingelesenen benutzerdefinierten Kennzahlenkonfigurationen und PDDL-Dateien.
Für ein gegebenes ψ ∈ Ψ kann etwa in einer Planungsdomäne ψ ∈ ΨK gelten, in einer anderen
hingegen ψ ∈ ΨP oder ψ ∈ ΨO.56
55In der Java-Implementierung der Kennzahlenbibliothek handelt es sich z.B. bei ΨC und ΨG um alle ASCII-Zeichen-
ketten, die einen bestimmten regulären Ausdruck erfüllen.
56Die Java-Implementierung der Kennzahlenbibliothek nimmt erst zur Laufzeit eine Zuordnung benutzerdefinierter
Bezeichner zu den Mengen ΨK , ΨO und ΨP vor. Dabei werden Verletzungen der Disjunktheitsbedingungen aus
Definition 7.26 dem Benutzer des MAS als semantische Fehler angezeigt.

— KAPITEL 8 —
Formalisierung des
Kennzahlenbewertungsmodells
Unter Verwendung der im vorherigen Kapitel definierten Mengen und Abbildungen erfolgt in
diesem Kapitel eine formale Beschreibung des dem Kennzahlenframework zugrunde liegen-
den Kennzahlenbewertungsmodells (kurz: KBM). Dieses wird als 16-Tupel eingeführt, dessen
Elemente anschließend im Einzelnen festgelegt werden. Es beschreibt ein numerisches Mul-
tikriterien-Zielsystem auf der Basis von benutzerkonfigurierbaren Kennzahlen über Mengen
von Objekten und Organisationseinheiten (den Kennzahlenkontexten) und eignet sich damit zur
Erhebung des Nutzwerts (der Utility) einzelner Weltzustände, wie sie beispielsweise bei der
Aktionsplanung der Agenten Betrachtungsgegenstand sind. Das KBM ist so gestaltet, dass es
sich bei der Implementierung der Kennzahlenprogrammierbibliothek leicht als Datenstruktur
umsetzen lässt und mit ihm sowohl agentenglobale als auch agentenlokale Sichten auf die
Kennzahlen des MAS konstruierbar sind: Es kann die Kennzahlen und Kennzahlenziele aller
Agenten desMAS beinhalten und diese über die Agentengrenzen hinweg zuweiteren agenten-
globalen Kennzahlen sowie, mittels agentenglobaler Kennzahlenziele, zu einer agentengloba-
len skalaren Gesamtbewertung verdichten. Alternativ sind mit ihm einzelne Ausschnitte eines
solchen agentenglobalen KBM repräsentierbar, die als lokale KBM zu Zwecken der kennzah-
lenorientierten Steuerung der individuellen Agenten einsetzbar sind und dementsprechend
jeweils eine agentenlokale skalare Gesamtbewertung bereitstellen.
Die in diesem Kapitel eingeführten Konzepte der Bewertungsmodellindirektion und der nume-
rischen Zustandsvariablen (in PDDL-Terminologie: numerisches Fluent) erlauben es, durch Ak-
tionen der Agenten ausgelöste Veränderungen von Kennzahlenwerten in diskreten Schritten
entlang einer Zeitachse auszudrücken. Zu diesem Zweck können Kennzahlenbewertungsmo-
delle bei ihrer Auswertung sequentiell verkettet werden. Die numerischen Fluents beschreiben
dabei, wie sich die Werte bestimmter Kennzahlen eines KBM gegenüber dem in der Sequenz
direkt vorausgehenden verändert haben. Ein KBM muss daher hinsichtlich der Kennzahlen-
berechnung nicht immer in sich abgeschlossen sein, sondern kann in den Blättern seines Be-
rechnungsgraphen auf ein weiteres KBM verweisen, in dem die Berechnung fortgesetzt wer-
den soll.1 Um feststellen zu können, ob für eine gegebene KBM-Sequenz alle Kennzahlen und
Kennzahlenziele jeweils einen wohldefinierten Wert aufweisen, werden in diesem Kapitel eine
Reihe von Gültigkeitsbedingungen aufgestellt, die in der Formalisierung des Kennzahlenpla-
nungsmodells (kurz: KPM) im nachfolgenden Kapitel, z.B. für die Definition der Aktionsaus-
führbarkeit in einem Plan, aufgegriffen werden. Die Berechnungsvorschriften der Kennzahlen
und Kennzahlenziele sind innerhalb eines KBM stets sowohl in einer Punkt- als auch in einer
Intervallversion modelliert.
1Beispielsweise auf das KBM, das den temporalen Vorzustand beschreibt.
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Definition 8.1 Ein Kennzahlenbewertungsmodell (Key Figure Assessment Model; kurz: KBM bzw.
KFAM) ist ein 16-Tupel
Q = (Θ, H, N, funcR, funcI, A, B, Γ, ∆, F, Z, G, Fluents, scalR, scalI, n) ∈ Q. (8.1)
Dabei ist
Θ : Menge der Kennzahlenkontexte;
funcR : Liste der Kennzahlenpunktfunktionen;
funcI : Liste der Kennzahlenintervallfunktionen;
B : Menge der Basiskennzahlen;
∆ : Menge der Kennzahlenreferenzen;
Z : Menge der Kennzahlenziele;
Fluents : Menge der num. Fluent-Belegungen;
n : Anzahl der Eingabewerte;
H : Kantenmenge der Kontexthierarchie;
N : Menge der Kontextdeklarationen;
A : Menge der numerischen Konstanten;
Γ : Menge der zusammengesetzten Kennzahlen;
F : Menge der Fluent-Referenzen;
G : Menge der Kennzahlenkontextgruppen;
scalR : Skalarisierungsfunktion;
scalI : Intervallversion der Skalarisierungsfunktion.
Die Menge aller möglichen Kennzahlenbewertungsmodelle sei bezeichnet als Q.
⋆ ⋆ ⋆
Über die Abkürzung KBM hinaus werden Kennzahlenbewertungsmodelle (insbesondere im
Plural) in diesem Kapitel auch schlicht als Bewertungsmodelle bezeichnet. Mit diesem kürze-
ren Begriff ist stets das in diesemKapitel formalisierte und inDefinition 8.1 als 16-Tupel notierte
Konzept gemeint. Die oben aufgeführten Elemente werden im Folgenden formal definiert.
8.1 Kennzahlenkontexte
Bei der Übersicht der Bestandteile des Kennzahlenframeworks wurde in Abschnitt 6.1.1 der Be-
griff der Kennzahlensammlung eingeführt. Kennzahlensammlungen fassen Kennzahlen und
Kennzahlenziele zusammen und bilden den Kontext für deren Auswertung: Eine zusammen-
gesetzte Kennzahl kann in ihren Berechnungsvorschriften alle anderen Kennzahlen der Samm-
lung, der sie selbst zugehörig ist, verwenden – vorausgesetzt es entstehen dabei keine zy-
klischen Kennzahlenabhängigkeiten.2 Ein KBM kann mehrere Kennzahlensammlungen um-
fassen, die hierarchisch angeordnet werden können: Einer Kennzahlensammlung können an-
dere Kennzahlensammlungen untergeordnet werden, deren Kennzahlen ebenfalls in die Be-
rechnungsvorschriften der ihnen übergeordneten Sammlung einfließen können. In dem hier
vorgestellten formalen Modell werden Kennzahlensammlungen durch den jeweiligen Kontext
identifiziert, den sie bilden: Zwei Kennzahlen gehören genau dann der gleichen Kennzahlen-
sammlung an, wenn sie über den gleichen Kontext verfügen.
Definition 8.2 Es ist
Θ = {θ1, . . . , θ|Θ|} ⊂ ΨΘ |Θ| ≥ 1
die endliche Menge der Kennzahlenkontexte (Key Figure Contexts) – kurz: Kontexte (Contexts) – des
Kennzahlenbewertungsmodells Q aus Definition 8.1. Diese Menge muss mindestens ein Element ent-
halten.
⋆ ⋆ ⋆
2Siehe Abschnitt 8.13 für Details zur Zyklenfreiheit des Berechnungsgraphen des Bewertungsmodells.
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Kennzahlenkontexte können zu einer Kontexthierarchie in Form eines gerichteten Graphen
zusammengefasst werden:
Definition 8.3 Sei Θˆ ⊂ ΨΘ eine endliche Menge von Kennzahlenkontexten mit |Θˆ| ≥ 0. Dann ist
eine Kennzahlenkontexthierarchie (Key Figure Context Hierarchy) – kurz: Kontexthierarchie (Context
Hierarchy) – ein Paar
(Θˆ, Hˆ) mit Hˆ ⊂ Θˆ× Θˆ, |Hˆ| ≥ 0.
Es heißt s ∈ Θˆ direkter Subkontext von c ∈ Θˆ und c direkter Superkontext von s genau dann, wenn
(c, s) ∈ Hˆ gilt. Die Menge Hˆ wird Kantenmenge und Θˆ Knotenmenge der Kontexthierarchie (Θˆ, Hˆ)
genannt. Die Menge aller möglichen Kanten von Kontexthierarchien sei bezeichnet als Ed := ΨΘ × ΨΘ.
⋆ ⋆ ⋆
Definition 8.4 Sei (Θˆ, Hˆ) eine Kennzahlenkontexthierarchie. Dann sind die Abbildungen SubΘˆ, SupΘˆ
und TopΘˆ definiert als
SubΘˆ : Θˆ×P(Θˆ)×P(Θˆ× Θˆ) → P(Θˆ)
SubΘˆ(c,V, Hˆ) = { s | s ∈ V ∧ (c, s) ∈ Hˆ },
SupΘˆ : Θˆ×P(Θˆ)×P(Θˆ× Θˆ) → P(Θˆ)
SupΘˆ(s,V, Hˆ) = { c | c ∈ V ∧ (c, s) ∈ Hˆ },
TopΘˆ : P(Θˆ)×P(Θˆ× Θˆ) → P(Θˆ)
TopΘˆ(V, Hˆ) = { c | c ∈ V ∧ SupΘˆ(c,V, Hˆ) = ∅ }.
Hierbei ist V eine beliebige Teilmenge und c ein beliebiges Element der Kontextmenge Θˆ.
⋆ ⋆ ⋆
Die Abbildung SubΘˆ liefert für einen Kontext c ∈ Θˆ die Menge aller Kontexte s ∈ V ⊆ Θˆ,
die in der Kontexthierarchie (Θˆ, Hˆ) direkte Subkontexte von c sind. SupΘˆ hingegen liefert für
ein s ∈ Θˆ die Menge aller c ∈ V ⊆ Θˆ, die in der Kontexthierarchie (Θˆ, Hˆ) den Kontext s als
direkten Subkontext haben, d.h., direkte Superkontexte von s sind. Das Ergebnis von TopΘˆ ist
die Menge aller Kontexte c ∈ V ⊆ Θˆ, die in der Kontexthierarchie (Θˆ, Hˆ) keinen direkten
Superkontext besitzen, der auch in der Menge V enthalten ist.
Unter Verwendung der Abbildung SubΘˆ lässt sich die Zyklenfreiheit von Kontexthierarchien
wie folgt definieren:
Definition 8.5 Eine Kennzahlenkontexthierarchie (Θˆ, Hˆ) heißt zyklenfrei, genau dann, wenn
∀c∈Θˆ . acyclic_subhierarchyΘˆ(c,∅, Θˆ, Hˆ) = true.
Die Abbildung acyclic_subhierarchyΘˆ ist dabei rekursiv definiert als
acyclic_subhierarchyΘˆ : Θˆ×P(Θˆ)×P(Θˆ)×P(Θˆ× Θˆ) → B
acyclic_subhierarchyΘˆ(c, P,V, Hˆ) =
false falls c ∈ P
true falls c 6∈ P und S = ∅∧
s∈S
acyclic_subhierarchyΘˆ(s, P ∪ {c},V, Hˆ) falls c 6∈ P und S 6= ∅
mit S := SubΘˆ(c,V, Hˆ).
⋆ ⋆ ⋆
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Jedes KBM besitzt eine zyklenfreie Kontexthierarchie:
Definition 8.6 Es ist
(Θ, H) mit Θ ⊂ ΨΘ, H ⊂ Θ×Θ, |H| ≥ 0, |Θ| ≥ 1
die Kennzahlenkontexthierarchie des Kennzahlenbewertungsmodells Q aus Definition 8.1. Sie muss
stets zyklenfrei gemäß Definition 8.5 sein.
⋆ ⋆ ⋆
Definition 8.7 Für die zyklenfreie Kontexthierarchie (Θ, H) des Kennzahlenbewertungsmodells Q aus
Definition 8.1 sei die Abbildung τQ rekursiv definiert als
τQ : Θ → P(Θ)
τQ(c) = {c} ∪
⋃
s∈SubΘ(c,Θ,H)
τQ(s).
Es liefert τQ die Menge aller Kennzahlenkontexte, deren Kennzahlen die (zusammengesetzten) Kenn-
zahlen eines gegebenen Kennzahlenkontextes c in ihren Berechnungsvorschriften verwenden können.
Dies ist einerseits der Kontext c selbst und zudem alle direkten Subkontexte von c, deren direkte Sub-
kontexte, usw. Ein Kontext c′ ∈ τQ(c) mit c′ 6= c wird als Subkontext von c bezeichnet, und es heißt c
Superkontext von c′. Ein Subkontext (resp. Superkontext) von c, bei dem es sich nicht um einen direkten
Subkontext (resp. Superkontext) von c handelt, heißt indirekter Subkontext (resp. Superkontext) von c.
⋆ ⋆ ⋆
Abbildung 8.1 zeigt eine einfache, zyklenfreie Beispiel-Kontexthierarchie (Θ, H) mit
Θ = {θ1, θ2, θ3, θ4, θ5, θ6, θ7},
H = {(θ1, θ2), (θ1, θ3), (θ2, θ4), (θ3, θ4), (θ5, θ4), (θ5, θ6), (θ5, θ7), (θ6, θ4)}.
TopΘ(Θ,H) = {θ1, θ5}
θ3θ2
θ1 θ5
θ4
θ7θ6
SupΘ(θ4,Θ,H) = {θ2, θ3, θ5, θ6}
SubΘ(θ2,Θ,H) = {θ4} SubΘ(θ7,Θ,H) = ∅
τQ(θ1) = {θ1, θ2, θ3, θ4}
Abbildung 8.1: Beispiel für eine zyklenfreie Kennzahlenkontexthierarchie.
8.2 Kontextdeklarationen
Den Kennzahlensammlungen eines Bewertungsmodells resp. den Kennzahlenkontexten, wel-
che diese eindeutig identifizieren, können einzelne Elemente aus der Menge ΨC der zulässigen
Kontextnamen zugewiesen werden. Diese Namen können zum einen dazu verwendet werden,
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in der Berechnungsvorschrift einer zusammengesetzten Kennzahl mit Hilfe einer Kennzahlen-
referenz (siehe Abschnitt 8.10) auf eine andere Kennzahl unter Angabe deren Namens und des
Namens ihres Kennzahlenkontextes zu verweisen. Zudem werden die Kontextnamen beim
Import und Export von Kennzahlenwerten über den Kennzahlenbroker3 dazu verwendet, die
jeweilige Kennzahlensammlung, deren Kennzahlenwerte zwischen den Agenten ausgetauscht
werden sollen, eindeutig zu identifizieren. Wenngleich innerhalb eines KBM prinzipiell meh-
rere Kennzahlenkontexte den gleichen Namen tragen dürfen, ist es zwingend erforderlich,
dass bei der Referenzierung der Kontexte über ihren Namen keine Mehrdeutigkeiten entste-
hen. Wird etwa ein Kontextname dazu verwendet, aus einem Kennzahlenkontext c ∈ Θ her-
aus auf einen anderen Kennzahlenkontext c′ ∈ τQ(c) zu verweisen, dann muss in der Menge
τQ(c) exakt ein Kennzahlenkontext mit diesem Namen existieren. Wird zudem ein bestimm-
ter Kontextname zum Austausch von Kennzahlenwerten über den Kennzahlenbroker verwen-
det, dann muss MAS-weit exakt eine Kennzahlensammlung existieren, deren Kennzahlenwerte
unter diesem Namen über den Broker exportiert werden (indes dürfen mehrere Kennzahlen-
sammlungen, auch innerhalb eines einzelnen KBM, Kennzahlenwerte unter diesem Kontext-
namen über den Broker importieren).
Über die Zuweisung eines Namens hinaus kann für jede Kennzahlensammlung eines KBM
festgelegt werden, auf welche ihrer Kennzahlen aus anderen Kennzahlensammlungen heraus
zugegriffen werden darf. Dies sind zugleich die Kennzahlen, deren Werte bei einer Veröffent-
lichung der Sammlung über den Kennzahlenbroker exportiert und in der Broker-Datenbank
protokolliert werden – sie werden daher auch als die von der Kennzahlensammlung resp. dem
Kennzahlenkontext exportierten Kennzahlen bezeichnet. Die Zuordnung von Kontextnamen
zu Kennzahlenkontexten und die Festlegung der von letzteren exportierten Kennzahlen ge-
schieht innerhalb eines KBM über sog. Kontextdeklarationen.
Definition 8.8 Eine Kontextdeklaration des Bewertungsmodells Q aus Definition 8.1 ist ein Tripel
(ψ, c, K) ∈ ΨC ×Θ×P(ΨK).
Dabei ist
ψ : Der Name des Kontextes c ∈ Θ; ψ ∈ ΨC
K : Die Menge der Namen der von Kontext c ∈ Θ
exportierten Kennzahlen.
K ⊂ ΨK, |K| ≥ 0
Die Kontextdeklaration (ψ, c, K) heißt gültig (in Q), genau dann, wenn zu jedem Kennzahlennamen
k ∈ K genau eine dem Kontext c zugehörige Kennzahl ϕ ∈ (A∪ B∪ Γ∪∆∪ F) des Bewertungsmodells
Q existiert, welche diesen Namen trägt; d.h., genau dann, wenn
∀k∈K . |κQ(c, k)| = 1. (8.2)
Es ist κQ : Θ × ΨK → P(A ∪ B ∪ Γ ∪ ∆ ∪ F) die an späterer Stelle in Definition 8.34 festgelegte
Kennzahlensuchfunktion des Bewertungsmodells Q.
⋆ ⋆ ⋆
Die in Bedingung (8.2) verwendete Abbildung κQ liefert die Menge aller einem gegebenen
Kontext c ∈ Θ zugehörigen Kennzahlen, welche den gegebenen Kennzahlennamen k ∈ ΨK
tragen. Da diese Abbildung von den bezüglich ihrer Struktur erst weiter unten näher beschrie-
benen Mengen A, B, Γ, ∆ und F des Bewertungsmodells Gebrauch macht, wird auch sie erst an
späterer Stelle in diesem Kapitel definiert.
3Der Kennzahlenbroker ist kein Bestandteil des eigentlichen Kennzahlenbewertungsmodells und wird somit in die-
sem Kapitel nicht mathematisch formalisiert.
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Alle Kontextdeklarationen des KBM werden in der Menge N zusammengefasst:
Definition 8.9 Es ist
N ⊂ ΨC ×Θ×P(ΨK)
N = {(ψ1, c1, K1), . . . , (ψ|N|, c|N|, K|N|)} |N| ≥ 0
die endlicheMenge der Kontextdeklarationen des Bewertungsmodells Q aus Definition 8.1. Alle in dieser
Menge enthaltenen Kontextdeklarationen müssen gültig sein. Es heißt N gültig (in Q), genau dann,
wenn über die Gültigkeit aller Elemente hinaus N für jeden Kennzahlenkontext c ∈ Θ höchstens eine
Kontextdeklaration (ψ′, c′,K′) ∈ N mit c′ = c enthält; d.h., wenn die folgende Bedingung erfüllt ist:
∀(ψ,c,K),(ψ′,c′,K′)∈N .
((
c′ = c
)
=⇒ (ψ′ = ψ ∧ K′= K)).
⋆ ⋆ ⋆
Damit in den folgenden Definitionen der Formalisierung auf einfache Weise auf die Kontext-
deklarationen des KBMBezug genommenwerden kann, seien für dieses drei Hilfsabbildungen
festgelegt:
Definition 8.10 Für das Kennzahlenbewertungsmodell Q aus Definition 8.1 seien die Abbildungen
Exported_KeysQ, ExportsQ und Lookup_ContextQ definiert als
Exported_KeysQ : Θ → P(ΨK)
Exported_KeysQ(c) =
⋃
(ψ′,c′,K′)∈N, c′=c
K′ ,
ExportsQ : Θ → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
ExportsQ(c) =
⋃
k∈Exported_KeysQ(c)
κQ(c, k) ,
Lookup_ContextQ : ΨC → P(Θ)
Lookup_ContextQ(ψ) = { c′ | (ψ′, c′, K′) ∈ N ∧ ψ′=ψ }.
Die von ExportsQ verwendete Kennzahlensuchfunktion κQ des Bewertungsmodells Q ist weiter unten
in Definition 8.34 festgelegt.
⋆ ⋆ ⋆
Es liefert Exported_KeysQ die Menge der Kennzahlennamen der von dem gegebenen Kontext
c ∈ Θ exportierten Kennzahlen und ExportsQ ebendiese Kennzahlen selbst. Die Kennzahlen
des Bewertungsmodells sind dabei, abhängig von ihrem Typ, auf die weiter unten definierten
Mengen A, B, Γ, ∆ und F verteilt. Die Zielmenge der Abbildung ExportsQ ist somit die Potenz-
menge der Vereinigung dieser vier Kennzahlenmengen. Die Abbildung Lookup_ContextQ liefert
die Menge aller Kennzahlenkontexte des KBM, die den gegebenen Kontextnamen ψ ∈ ΨC tra-
gen.
Wenngleich gemäß Definition 8.9 die Menge N gültig sein muss – und somit nicht mehr als
eine Kontextdeklaration für jeden Kennzahlenkontext enthalten darf – ist die Abbildungsvor-
schrift von Exported_KeysQ in Definition 8.10 unter Verwendung einer Mengenvereinigung so
formuliert, dass sie auch bei einer nicht gültigen Menge N wohldefiniert ist.
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8.3 Kennzahlenkontextgruppen
In Abschnitt 6.1.2 wurde der Begriff der Kennzahlenaggregation eingeführt. Unter diesem
wird in der Terminologie des Kennzahlenframeworks die automatische Verdichtung einer dy-
namisch zur Laufzeit des MAS gebildeten Menge von Kennzahlen durch Anwendung einer
bestimmten Aggregatoperation (vgl. Definition 7.10) auf die Werte dieser Kennzahlen verstan-
den. In einem Kennzahlenkontext des Bewertungsmodells können zu diesem Zweck nicht nur
Kennzahlen und Kennzahlenziele festgelegt werden, sondern auch benannte Gruppen von an-
deren Kennzahlenkontexten, auf deren Kennzahlen aus dem Kontext, in dem die Gruppe de-
finiert ist, heraus zugegriffen werden kann. Die Mitgliederzusammensetzung dieser Kontext-
gruppen darf sich zur Laufzeit des MAS mit der Zeit verändern.
Definition 8.11 Eine Kennzahlenkontextgruppe (Key Figure Context Group) – kurz: Kontextgruppe
(Context Group) – des Bewertungsmodells Q aus Definition 8.1 ist ein Tripel
g ∈ Θ×ΨG ×P(Θ)
g = (c, ψ, Memb).
Dabei ist
c : Der Kontext, in dem die Kontextgruppe g definiert ist; c ∈ Θ
ψ : Der Name der Kontextgruppe g; ψ ∈ ΨG
Memb : Die Mitgliederkontexte (kurz: Mitglieder) der Kontextgruppe g. Memb ⊆ Θ
Es heißt g gültig (in Q), genau dann, wenn
Memb ⊆ τQ(c). (8.3)
Die MAS-weite Menge aller möglichen (nicht notwendigerweise gültigen) Kontextgruppen aller mögli-
chen KBM sei bezeichnet als Gr := ΨΘ × ΨG × P(ΨΘ).
⋆ ⋆ ⋆
Bedingung (8.3) fordert, dass die betreffende Kontextgruppe als Mitglieder nur Kennzahlen-
kontexte besitzt, auf die aus dem Kontext, in dem die Gruppe definiert ist, auch zugegriffen
werden kann.
Im Rahmen der in Abschnitt 8.9 näher beschriebenen Kennzahlenaggregation werden alle
Kennzahlen, die einem der Mitgliederkontexte einer bestimmten Kontextgruppe zugehörig
sind und darüber hinaus einen gegebenen Kennzahlennamen tragen, zu einer Kennzahlen-
menge vereinigt und zusammen mit etwaigen weiteren Kennzahlen zu einem skalaren Wert
verdichtet. Alle Kontextgruppen des KBM werden in der Menge G zusammengefasst:
Definition 8.12 Es ist
G ⊂ Θ×ΨG ×P(Θ)
G = {g1, . . . , g|G|} |G| ≥ 0
die endliche Menge der Kennzahlenkontextgruppen des Bewertungsmodells Q aus Definition 8.1. Alle
in dieser Menge enthaltenen Kontextgruppen müssen gültig sein. Es heißt G gültig (in Q), genau dann,
wenn über die Gültigkeit aller Elemente hinaus in keinem Kennzahlenkontext des Bewertungsmodells
mehrere Kontextgruppen mit dem gleichen Namen existieren; d.h., wenn die folgende Bedingung erfüllt
ist:
∀(c,ψ,Memb),(c′,ψ′,Memb′)∈G .
((
c′ = c ∧ ψ′ = ψ) =⇒ (Memb′ = Memb)).
⋆ ⋆ ⋆
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8.4 Eingabewerte und Bewertungsmodellindirektionen
Die Werte der Basiskennzahlen eines KBM sind gegeben durch dessen Eingabewerte. Zusam-
men bilden letztere den n-dimensionalen Eingabevektor x = (x1, . . . , xn) des KBM.
Definition 8.13 Es ist
n ∈ N n ≥ 0
die Anzahl der Eingabewerte des Bewertungsmodells Q aus Definition 8.1.
⋆ ⋆ ⋆
Ein im Rahmen der verteilten Betriebsdatenerfassung und Sollwertgenerierung der Agenten
eingesetztes KBM hat üblicherweise mindestens einen Eingabewert. Innerhalb von Kennzah-
lenplanungsmodellen, wie sie im nächsten Kapitel eingeführt und beschrieben werden, ist dies
hingegen nicht immer der Fall. Unter anderem bei strikt propositionalem Planen ohne numeri-
sche Fluents, d.h. in reinen STRIPS-Planungsmodellen, gilt für die Kennzahlenbewertungsmo-
delle der einzelnen Weltzustände n = 0.
Für die Zerlegung eines globalen KBM in mehrere lokale Teilmodelle sowie für den einfachen
Umgang mit unterschiedlichen Aktionen und Weltzuständen in der Planungsphase der Agen-
ten ist es von Vorteil, an dieser Stelle auf die Anforderung zu verzichten, dass ein KBM hin-
sichtlich der Kennzahlenberechnung stets eine in sich geschlossene Einheit darzustellen hat.
Vielmehr erweist es sich für die im nächsten Kapitel vorgenommene Planungsformalisierung
als hilfreich, wenn ein KBM prinzipiell auf Kennzahlen verweisen kann, deren Berechnungs-
vorschriften in einem anderen KBM definiert sind. Eine solche Modellierung erlaubt beispiels-
weise im nächsten Kapitel die Auswertung von numerischen Aktionsbedingungen in unter-
schiedlichen Weltzuständen innerhalb eines Plans.
Im folgenden Abschnitt werden Kennzahlenfunktionen, welche die Berechnungsvorschriften
der Kennzahlen in einem Bewertungsmodell Q repräsentieren, derart modelliert, dass ihre
Auswertung an Stellen, an denen einige Kennzahlenreferenzen in Q nicht innerhalb des ei-
genen Modells Q aufgelöst werden können, über die Modellgrenze hinweg in einer beliebigen
Liste weiterer Bewertungsmodelle Q1, . . . , Qm fortgesetzt werden kann. Zu diesem Zweck sei
das Konzept der Bewertungsmodellindirektion eingeführt:
Definition 8.14 Eine Bewertungsmodellindirektion (kurz: Indirektion) ist ein Paar
ind ∈ Q×
(
R˜∗ ∪ I∗
)
ind = (Q′, x)
aus einem Kennzahlenbewertungsmodell Q′ gemäß Definition 8.1 und einem zu diesem passenden Ein-
gabevektor x mit
Q′ =
(
Θ′, H′, N′, func′R, func
′
I, A
′, B′, Γ′, ∆′, F′, Z′, G′, Fluents′, scal′R, scal
′
I, n
′) ,
x = (x1, . . . , xn′) .
Die Indirektion heißt reellwertig (kurz: reell), genau dann, wenn x ∈ R˜∗ und Intervallindirektion, genau
dann, wenn x ∈ I∗. Die Menge IndR aller möglichen reellen Indirektionen und die Menge IndI aller
möglichen Intervallindirektionen ist gegeben durch
IndR =
{
(Q′, x)
∣∣ Q′ = (Θ′, . . . , n′) ∈ Q ∧ x ∈ R˜n′ },
IndI =
{
(Q′, x)
∣∣ Q′ = (Θ′, . . . , n′) ∈ Q ∧ x ∈ In′ }.
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In Listen von Indirektionen
indirections = (ind1, . . . , indm) ∈
(
(IndR)
∗ ∪ (IndI)∗
)
m ≥ 0
werden die einzelnen Elemente im Folgenden auch als indw = (Qw, xw)mit Qw =
(
Θw,Hw,Nw, funcwR ,
funcwI , Aw, Bw, Γw,∆w, Fw,Zw,Gw,Fluentsw, scal
w
R, scal
w
I , nw
)
und xw = (xw1 , . . . , x
w
nw) für 1 ≤ w ≤
m notiert. Die Menge aller möglichen Indirektionslisten beider Typen sei bezeichnet als
Ind⋆ = (IndR)
∗ ∪ (IndI)∗.
⋆ ⋆ ⋆
8.5 Kennzahlenfunktionen
In den Abschnitten 8.7–8.11 werden die Kennzahlentypen Konstante, Basiskennzahl, zusam-
mengesetzte Kennzahl, Kennzahlenreferenz und Fluent-Referenz formal festgelegt. Kennzah-
len dieser Typen werden jeweils durch 5- bzw. 7-Tupel repräsentiert und bezüglich ihrer Be-
rechnungsvorschriften vollständig durch diese beschrieben: Sind die in dem jeweiligen k-Tupel
enthaltenen Informationen semantisch konsistent, dann folgt die konkrete Berechnungsvor-
schrift der Kennzahl eindeutig aus ihnen. Die Kennzahl wird dann als gültig bezeichnet.
Wenngleich sich im Rahmen der hier vorgenommenen Formalisierung prinzipiell eine Abbil-
dung definieren ließe, die ein Kennzahlen-k-Tupel in eine multivariate Funktion der in Glei-
chung (7.1) angegebenen Form überführt, sei davon an dieser Stelle aus Gründen der Über-
sichtlichkeit abgesehen: Umbei der Bestimmung der Kennzahlenwerte sowie bei der Konstruk-
tion von zusammengesetzten Kennzahlen aus anderen Kennzahlen die Punkt- und Intervall-
versionen der Kennzahlenberechnungsvorschriften leichter handhaben zu können, werden die-
se zusätzlich in Form von multivariaten Funktionen in zwei Listen funcR und funcI gleicher
Länge zusammengefasst und aus den Kennzahlen-k-Tupeln heraus über ihre natürlichzahlige
Listenposition referenziert. In einer objektorientierten Implementierung des KBM entsprächen
die fünf oben genannten Kennzahlentypen unterschiedlichen Klassen, die Kennzahlen-k-Tupel
des KBM den Objekten (Instanzen) dieser Klassen, die Elemente der k-Tupel den Objektattri-
buten und die multivariaten Kennzahlenfunktionen in etwa dem zur Berechnung der Kenn-
zahlenwerte auszuführenden Programmcode.
Die Kennzahlenfunktionen seien, jeweils in einer Version für reellwertige Arithmetik sowie für
Intervallarithmetik, wie folgt festgelegt:
Definition 8.15 Für ein geeignet gewähltes ℓfunc∈ N ist
funcR ∈
[ (
(IndR)
∗× R˜n
)
→ R˜
]∗
funcR = ( fR1, . . . , fRℓfunc)
mit
fRi :
(
(IndR)
∗× R˜n
)
→ R˜ i ∈ {1, . . . , ℓfunc}
fRi : (indirections ; x1, . . . , xn) 7→ vi indirections ∈ (IndR)∗
die endliche Liste der Kennzahlenpunktfunktionen (Key Figure Point-Functions) des Bewertungsmo-
dells Q aus Definition 8.1 und
funcI ∈
[ (
(IndI)
∗× In
)
→ I
]∗
funcI = ( fI1, . . . , fIℓfunc)
182
mit
fIi :
(
(IndI)
∗× In
)
→ I i ∈ {1, . . . , ℓfunc}
fIi : (indirections ; x1, . . . , xn) 7→ yi indirections ∈ (IndI)∗
die endliche Liste der Kennzahlenintervallfunktionen (Key Figure Interval-Functions) von Q. Beide Lis-
ten können Elemente mehrfach enthalten. Es heißen x1, . . . , xn mit n gemäß Definition 8.13 die Einga-
bewerte (Input Values) des Bewertungsmodells und es wird x = (x1, . . . , xn) als Eingabevektor (Input
Vector) desselben bezeichnet. Innerhalb des Bewertungsmodells werden die Elemente von funcR und
funcI jeweils über ihren natürlichzahligen Index referenziert.
⋆ ⋆ ⋆
8.6 Kennzahlendiskretisierungen
Eine Kennzahl kann diskretisiert werden, indem disjunkten zusammenhängenden Teilmengen
des Wertebereichs ihrer Kennzahlenpunktfunktion jeweils ein diskretes Symbol zugeordnet
wird:
Definition 8.16 Eine Kennzahlendiskretisierung (Key Figure Discretization) – kurz: Diskretisierung
(Discretization) – ist ein Paar
D ∈ I×
[
R →
(
Λ ∪ {ǫ}
) ]
D = ({ρ1, . . . , ρm}, λ). m ≥ 0
Die Abbildung λ mit
λ : {ρ1, . . . , ρm} →
(
Λ ∪ {ǫ}
)
λ(ρi) = λi i ∈ {1, . . . , m}
ordnet jedem gültigen Kennzahlenintervall der Diskretisierung einen Intervallnamen oder den leeren
Bezeichner zu. Dabei darf im Allgemeinen λ(ρi) = λ(ρj) für ρi 6= ρj gelten, sofern dies in der Spezifi-
kation der konkreten Anwendungsdomäne nicht als unzulässig festgelegt wird. Es heißt D gültig, genau
dann, wenn alle ρ1, . . ., ρm disjunkt sind, d.h., wenn gilt:
∀i,j∈{1, ...,m}, i 6=j . (R(ρi) ∩ R(ρj) = ∅).
Für m = 0 wird D∅ := (∅,∅) die leere Diskretisierung (Empty Discretization) genannt. Diese ist
gemäß obiger Definition gültig. Die Menge aller gültigen Kennzahlendiskretisierungen sei bezeichnet
als D mit
D =
{
D
∣∣∣ D ∈ I×[R → (Λ ∪ {ǫ}) ] ist gültige Kennzahlendiskretisierung}.
⋆ ⋆ ⋆
Kennzahlendiskretisierungen können beispielsweise dazu verwendet werden, für eine Kenn-
zahl einen oder mehrere »grüne«, »gelbe« und »rote« Wertebereiche zu deklarieren, wobei ers-
tere alle Werte der Kennzahl zusammenfassen, die der Benutzer als erstrebenswert bzw. hin-
reichend gut erachtet, zweitgenannte alle Werte, welche er als noch akzeptabel bewertet, und
letztere alle Werte, die seiner Einschätzung nach problematisch sind.
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8.7 Konstanten
In den Berechnungsvorschriften der Kennzahlen eines KBM können numerische Konstanten
verwendet werden. So ist etwa der reelle Faktor 100 in der durch Gleichung (7.2) gegebenen
Berechnungsvorschrift der Eigenkapitalquote eine solche: Es handelt sich um einen numeri-
schen Wert, der nicht von anderen Kennzahlen abhängig ist und über die gesamte Laufzeit
des MAS unverändert bleibt. Konstanten sind stets an ein KBM gebunden, da sie jeweils ein
Element dessen Kennzahlenfunktionslisten funcR und funcI referenzieren.
Definition 8.17 Eine numerische Konstante (Constant) des Bewertungsmodells Q aus Definition 8.1
ist ein Quintupel
α ∈ Θ× (ΨK ∪ {ǫ})× {1, . . . , ℓfunc} × R˜×D
α = (c, k, ξ, v, D).
Dabei ist
c : Der Kontext der Konstanten α; c ∈ Θ
k : Der Name der Konstanten α; k ∈ ΨK ∪ {ǫ}
ξ : Der Index der Kennzahlenfunktion der Konstanten α; ξ ∈ {1, . . . , ℓfunc}
v : Der Wert der Konstanten α; v ∈ R˜
D : Die Diskretisierung der Konstanten α. D ∈ D
Die Konstante α heißt gültig (in Q), genau dann, wenn die Berechnungsvorschriften der durch den
Index ξ identifizierten Elemente fRξ und fIξ der Kennzahlenfunktionslisten funcR und funcI des Be-
wertungsmodells Q gegeben sind durch
fRξ(indirections ; x1, . . . , xn) = v, fIξ(indirections ; x1, . . . , xn) = vI.
Sie heißt gültig (in Q) unter der Indirektionsliste indirections ∈ Ind⋆, genau dann, wenn sie gültig ist.
Die Konstante α wird als anonym bezeichnet, wenn k = ǫ. Ist hingegen k ∈ ΨK, dann heißt sie benannt.
⋆ ⋆ ⋆
Die Kennzahlenfunktion einer numerischen Konstanten muss stets konstant sein und denWert
der Konstanten als Funktionsergebnis besitzen. Benannte Konstanten lassen sich beispielswei-
se dazu verwenden, die Zahl π und die Eulersche Zahl e unter den Kennzahlennamen Pi und
e dem Benutzer zur Verwendung in den Berechnungsvorschriften der von ihm definierten zu-
sammengesetzten Kennzahlen zur Verfügung zu stellen. Treten numerische Konstanten als Li-
terale in den Berechnungsvorschriften auf – wie z.B. der Wert 100 in Gleichung (7.2) – dann
werden sie als anonyme Konstanten dem Bewertungsmodell hinzugefügt und über den Index
ihrer Kennzahlenfunktion von den zusammengesetzten Kennzahlen referenziert, in deren Be-
rechnungsvorschriften sie verwendet werden. Bei ihnen handelt es sich stets um Blätter des
Berechnungsgraphen des KBM.
Weil das Ergebnis der Punkt- und Intervallversion der Kennzahlenfunktion einer Konstanten α
des Bewertungsmodells Q immer vollständig innerhalb von Q bestimmt werden kann, d.h.
ohne dass dafür die Betrachtung eines weiteren KBM notwendig wäre, ist die Gültigkeit von
α unter einer beliebigen Indirektionsliste nicht von letzterer abhängig, sondern nur von der
Gültigkeit von α in Q.
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Alle numerischen Konstanten des KBM werden in der Menge A zusammengefasst:
Definition 8.18 Es ist
A ⊂ Θ× (ΨK ∪ {ǫ})× {1, . . . , ℓfunc} × R˜×D
A = {α1, . . . , α|A|} |A| ≥ 0
die endliche Menge der numerischen Konstanten des Kennzahlenbewertungsmodells Q aus Definiti-
on 8.1. Alle in dieser Menge enthaltenen Konstanten müssen gültig sein.
⋆ ⋆ ⋆
8.8 Basiskennzahlen
Als Basiskennzahlen werden gemäß der in Abschnitt 6.1.1 vorgestellten Kennzahlentaxonomie
jene Kennzahlen bezeichnet, deren Werte die direkten Eingabewerte des KBM sind, d.h., die
nicht aus den anderen Kennzahlen desselben berechnet werden. Während die Taxonomie bei
den Basiskennzahlen weiter zwischen Messgrößen und Kennzahlstellvertretern unterscheidet,
ist diese Differenzierung in der hier vorgenommenen Formalisierung des Bewertungsmodells
nicht von Bedeutung: Messgrößen und Kennzahlstellvertreter unterscheiden sich lediglich in
der Quelle ihres Werts,4 nicht in ihrer formalen Struktur. In diesem Abschnitt werden daher
beide als Basiskennzahlen in Gestalt eines 7-Tupels repräsentiert.
Definition 8.19 Eine Basiskennzahl (Basic Key Figure) des Bewertungsmodells Q aus Definition 8.1
ist ein Septupel
β ∈ Θ×ΨK × {1, . . . , ℓfunc} × {1, . . . , n} ×B× I×D
β = (c, k, ξ, b, o, r, D).
Dabei ist
c : Der Kontext der Basiskennzahl β; c ∈ Θ
k : Der Name der Basiskennzahl β; k ∈ ΨK
ξ : Der Index der Kennzahlenfunktion der Basiskennzahl β; ξ ∈ {1, . . . , ℓfunc}
b : Der Index des Eingabewerts xb der Basiskennzahl β; b ∈ {1, . . . , n}
o : Der Optimierungsmodus der Basiskennzahl β; o ∈ B
r : Die Wertebereichsrestriktion der Basiskennzahl β; r ∈ I
D : Die Diskretisierung der Basiskennzahl β. D ∈ D
Die Basiskennzahl β heißt gültig (in Q), genau dann, wenn RI(r) ∩ R 6= ∅ und die Berechnungs-
vorschriften der durch den Index ξ identifizierten Elemente fRξ und fIξ der Kennzahlenfunktionslisten
funcR und funcI des Bewertungsmodells Q gegeben sind durch
fRξ(indirections ; x1, . . . , xn) = xb, fIξ(indirections ; x1, . . . , xn) = xb.
Sie heißt gültig (in Q) unter der Indirektionsliste indirections ∈ Ind⋆, genau dann, wenn sie gültig ist.
⋆ ⋆ ⋆
4Die Quelle der Werte einer Messgröße ist die direkte sensorische Wahrnehmung eines Agenten, die Quelle der
Werte eines Kennzahlstellvertreters ist der Kennzahlenbroker (vgl. Abschnitt 6.1.1).
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Basiskennzahlen müssen stets benannt sein. Der leere Bezeichner ǫ ist für sie nicht zulässig.
Die Kennzahlenfunktion einer Basiskennzahl liefert stets den b-ten Eingabewert des n-Tupels
(x1, . . . , xn) zurück. Dieser muss zur Laufzeit des MAS nicht notwendigerweise stets in der
Menge RI(r) derWertebereichsrestriktion r enthalten sein. Ebenso ist es nicht erforderlich, dass
die Diskretisierung D der Basiskennzahl für jeden Wert, den xb in einem Lauf des MAS anneh-
men kann, ein Kennzahlenintervall ρ enthält, für welches xb ∈ R(ρ) gilt. Der Kennzahleninter-
vallwert r dient hauptsächlich als Constraint bei der Optimierung der Kennzahlenwerte, damit
der Optimierungsprozess stets Sollwerte x⋆b ∈ RI(r) für die Basiskennzahl liefert. Er kann als
Eingabewert xb = r für die Kennzahlenintervallfunktion einer zusammengesetzten Kennzahl
hergenommen werden, um den möglichen Wertebereich der letzteren zu bestimmen und das
Ergebnis im Rahmen der verteilten KBM-Optimierung anderen Agenten (über den Kennzah-
lenbroker oder via Nachrichtenaustausch) zur Verfügung zu stellen.5
Handelt es sich bei der Basiskennzahl um eine Messgröße, dann mag in vielen Anwendungs-
domänen eine aus exakt einem Kennzahlenintervall bestehende Wertebereichsrestriktion r =
{ρ} mit R(ρ)⊆ R ausreichend sein. Ist β hingegen ein Kennzahlstellvertreter, dann repräsen-
tiert die auf diese Weise von einem anderen Agenten bezogene Wertebereichsrestriktion in ei-
nigen Fällen eine nicht zusammenhängende Menge RI(r).6 Aus diesem Grund wird in der
obigen Definition r ∈ I anstelle von r ∈ R gefordert. Soll der zulässige Bereich bei der Op-
timierung nicht bezüglich des Werts der Basiskennzahl eingeschränkt werden, dann ist, ab-
hängig vom Anwendungskontext und der vom eingesetzten Optimierungsalgorithmus un-
terstützten Zahlengrundmenge, entweder r = {R−1(R)}, r = {R−1(R)}, r = {R−1(R), NaNR}
oder r = {R−1(R), NaNR} zu setzen.
Ist eine Basiskennzahl von dem Agenten, der sie erhebt, nicht beeinflussbar, dann empfiehlt
es sich, diese bei der Optimierung des KBM als Konstante (mit ihrem zum jeweils aktuellen
Zeitpunkt festgestellten Wert) zu behandeln und keinen Sollwert für sie zu generieren. Ob der
Wert einer Basiskennzahl durch die Ausführung geplanter Aktionen gezielt verändert werden
kann, ist über den Optimierungsmodus o der Basiskennzahl einstellbar: Ist die Basiskennzahl
durch den sie erhebenden Agenten beeinflussbar und soll ein Sollwert für sie generiert werden,
dann ist o = true zu setzen, ansonsten o = false.7
Es ist prinzipiell zulässig, dass sich zwei unterschiedliche Basiskennzahlen β = (c, k, ξ, b, o, r,
D) und β′ = (c′, k′, ξ ′, b′, o′, r′,D′) eines KBM den gleichen Eingabewert xb teilen, d.h., für sie
darf b = b′ gelten. Dies kann z.B. dann sinnvoll sein, wenn β und β′ unterschiedlichen Kenn-
zahlensammlungen resp. Kennzahlenkontexten des KBM angehören (d.h., es ist c 6= c′) und
es sich bei beiden um Kennzahlstellvertreter handelt, die den Wert der gleichen Kennzahl von
einem anderen Agenten des MAS über den Kennzahlenbroker in das Bewertungsmodell im-
portieren (d.h., es ist xb ein importierter Kennzahlenwert). Werden die Kennzahlensammlun-
gen des KBM durch unterschiedliche Agenten erhoben (vgl. auch Abschnitt 8.18 unten), dann
ist es darüber hinaus möglich, dass zwei Agenten den gleichen quantitativen Tatbestand ihrer
Umgebung durch sensorische Wahrnehmung in Gestalt einer Messgröße erheben, auf den sie
beide mit ihren Aktionen Einfluss haben. Um in einem solchen Fall bezüglich dieses Tatbe-
stands konfligierende Ziele besser in Form eines Kompromisses auflösen zu können, empfiehlt
es sich, den Tatbestand als genau einen Eingabewert des KBM zu führen und beide Agenten
jeweils eine Basiskennzahl in ihrer Kennzahlensammlung verwalten zu lassen, deren Kenn-
zahlenfunktion genau diesen Eingabewert liefert. Auch bei dieser Herangehensweise teilen
sich somit zwei unterschiedliche Basiskennzahlen ein und denselben Eingabewert.
5Teilen sich mehrere Basiskennzahlen des KBM einen Eingabewert xb, dann ist zu diesem Zweck die Schnittmenge
ihrer Mengen RI(r) zu bilden. Siehe dazu Definition 8.46 weiter unten.
6Vergleiche S. 168f in Abschnitt 7.4.
7Vergleiche auch Abschnitt 8.19 zur Optimierung des Bewertungsmodells.
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Alle Basiskennzahlen des KBM werden in der Menge B zusammengefasst:
Definition 8.20 Es ist
B ⊂ Θ×ΨK × {1, . . . , ℓfunc} × {1, . . . , n} ×B× I×D
B = {β1, . . . , β|B|} |B| ≥ 1
die endliche Menge der Basiskennzahlen des Kennzahlenbewertungsmodells Q aus Definition 8.1. Alle
in dieser Menge enthaltenen Basiskennzahlen müssen gültig sein.
⋆ ⋆ ⋆
8.9 Zusammengesetzte Kennzahlen
Zusammengesetzte Kennzahlen verrechnen mehrere andere Kennzahlen eines KBM zu einem
skalaren Kennzahlenwert, indem sie genau eine Basisoperation auf deren Werte anwenden. Ist
zur Berechnung einer zusammengesetzten Kennzahl die Anwendung mehrerer Basisoperatio-
nen in Folge erforderlich – so besteht etwa die in Gleichung (7.2) angegebene Berechnungs-
vorschrift der Eigenkapitalquote aus einer Division und einer Multiplikation –, dann ist die je-
weilige Kennzahl in eine benannte und ggf. mehrere anonyme Kennzahlen zu zerlegen, wobei
letztere, jeweils referenziert über den Index ihrer Kennzahlenfunktion, in die erstere einfließen.
Für die Basisoperation einer zusammengesetzten Kennzahl kann einerseits eine Reihe von fi-
xen Parametern (in Form anderer Kennzahlen und Konstanten) angegeben werden, die der
Benutzer einzelnen in der Berechnungsvorschrift der Kennzahl aufführt. Diese fixen Parame-
ter fließen bei der Berechnung der Kennzahl stets in ihren Wert ein. Darüber hinaus können
in der Berechnungsvorschrift mehrere dynamische Parameter angegeben werden, welche zur
Laufzeit des MAS aus den in Abschnitt 8.3 beschriebenen Kennzahlenkontextgruppen auto-
matisch gebildet werden. Dieser Prozess wird als Kennzahlenaggregation bezeichnet. Bei ihm
wird jeweils eine Kennzahlenkontextgruppe zu einer Menge von Kennzahlen expandiert, in-
dem alle Kennzahlen, welche einem der derzeitigen Mitgliederkontexte der Gruppe angehö-
ren und einen gegebenen Kennzahlennamen tragen, gesammelt werden und der Basisoperati-
on der betreffenden zusammengesetzten Kennzahl am Ende ihrer Parameterliste (in zufälliger
bzw. beliebiger Reihenfolge) übergeben werden.
Die dynamischen Parameter werden jeweils in Gestalt eines 3-Tupels repräsentiert, welches als
Aggregationsreferenz bezeichnet wird. Eine solche gibt an, welche Kontextgruppe des KBM
anhand welches Kennzahlennamens zu einer Menge von Kennzahlen expandiert werden soll:
Definition 8.21 Eine Aggregationsreferenz (Aggregation Reference) des Bewertungsmodells Q aus
Definition 8.1 ist ein Tripel
(c′, ψ′, k′) ∈ Θ×ΨG ×ΨK.
Dabei ist
c′ : Der Kontext, in dem die Kontextgruppe, über welche
die Aggregation durchgeführt werden soll, definiert ist;
c′ ∈ Θ
ψ′ : Der Name der Kontextgruppe, über welche
die Aggregation durchgeführt werden soll;
ψ′ ∈ ΨG
k′ : Der Name der Kennzahlen, die über
die Kontextgruppe aggregiert werden sollen.
k′ ∈ ΨK
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Die Aggregationsreferenz (c′, ψ′, k′) heißt gültig in einem Kontext c ∈ Θ (von Q), genau dann, wenn
eine Kennzahlenkontextgruppe mit dem Namen ψ′ im Kontext c′ definiert ist und vom Kennzahlenkon-
text c aus auf diesen Kontext c′ zugegriffen werden kann; d.h., genau dann, wenn
c′ ∈ τQ(c) ∧ ∃(c′′,ψ′′,Memb′′)∈G .
(
c′′= c′ ∧ ψ′′=ψ′) .
⋆ ⋆ ⋆
Die Aggregationsreferenzen, die eine zusammengesetzte Kennzahl zur Repräsentation ihrer
dynamischen Parameter verwendet, müssen jeweils in dem Kontext der zusammengesetzten
Kennzahl gültig sein (vgl. Definition 8.23 unten).
Unter Verwendung des Konkatenationsoperators aus Definition 7.6 können die folgenden drei
Abbildungen zur Expansion von Kontextgruppen zu Mengen von Kennzahlen festgelegt wer-
den:
Definition 8.22 Für das Kennzahlenbewertungsmodell Q aus Definition 8.1 seien die Abbildungen
aggregateQ, Expand_GroupQ und Expand_KeyQ definiert als
Expand_GroupQ : Θ×Θ×ΨG → P(Θ)
Expand_GroupQ(c, c′, ψ′) = τQ(c) ∩
⋃
(c′′,ψ′′,Memb′′)∈G,
c′= c′′, ψ′=ψ′′
Memb′′ ,
Expand_KeyQ : P(Θ)×ΨK → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
Expand_KeyQ(V, k) =
⋃
c∈V
(κQ(c, k) ∩ ExportsQ(c)) ,
aggregateQ : Θ× {1, . . . , ℓfunc} ×Θ×ΨG ×ΨK → {1, . . . , ℓfunc}∗
aggregateQ(c, j, c′, ψ′, k′) =
{
a falls c′ ∈ τQ(c)
() sonst
mit a :=
⊕
N
ϕ∈Expand_KeyQ(Expand_GroupQ(c, c′,ψ′), k′)
{
() falls j = idxQ(ϕ)
(idxQ(ϕ)) sonst.
(8.4)
Es ist idxQ : (A∪ B∪ Γ∪∆∪ F) → {1, . . . , ℓfunc} die an späterer Stelle in Definition 8.33 festgelegte
Indexfunktion des Bewertungsmodells Q. Die von Expand_KeyQ verwendete Kennzahlensuchfunktion
κQ ist weiter unten in Definition 8.34 festgelegt.
⋆ ⋆ ⋆
Es liefert Expand_GroupQ die Menge der aktuellen Mitgliederkontexte der in dem Kennzah-
lenkontext c′ ∈ Θ definierten Kontextgruppe mit dem Namen ψ′ ∈ ΨG , auf die aus dem Kenn-
zahlenkontext c ∈ Θ zugegriffen werden kann, d.h., die in der Menge τQ(c) enthalten sind.
Existiert keine solche Kontextgruppe oder ist ihre Mitgliedermenge leer resp. kann aus c her-
aus auf keines ihrer Mitglieder zugegriffen werden, dann ist das Ergebnis die leere Menge. Die
Abbildung Expand_KeyQ liefert die Menge aller Kennzahlen, die einem in der gegebenen Men-
ge V⊆ Θ enthaltenen Kennzahlenkontexte angehören, von diesem exportiert werden und den
gegebenen Kennzahlennamen k ∈ ΨK tragen.
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Die Abbildung aggregateQ verwendet schließlich die beiden Abbildungen Expand_GroupQ und
Expand_KeyQ, um eine Aggregationsreferenz (c′,ψ′, k′) aus dem Kontext c ∈ Θ einer zusam-
mengesetzten Kennzahl mit der durch den Index j ∈ {1, . . . , ℓfunc} identifizierten Kennzahlen-
funktion fRj resp. fIj zu expandieren: Sie liefert die Indizes der Kennzahlenfunktionen der
gesammelten Kennzahlen in einer Liste. Dabei stellt sie sicher, dass der Index j in dieser Liste
nicht enthalten ist, da ansonsten eine zyklische Abhängigkeit der zusammengesetzten Kenn-
zahl von sich selbst entstehen würde. Die in Gleichung (8.4) verwendete Abbildung idxQ liefert
den Index der Kennzahlenfunktion einer gegebenen Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F). Sie
wird wie die Abbildung κQ an späterer Stelle in diesem Kapitel definiert, da sie Gebrauch von
den Kennzahlenmengen Γ, ∆ und F macht, welche erst weiter unten festgelegt werden.
Unter Verwendung der Abbildung aggregateQ sowie der Aggregationsreferenzen aus Definiti-
on 8.21 lassen sich die zusammengesetzten Kennzahlen wie folgt definieren:
Definition 8.23 Eine zusammengesetzte Kennzahl (Composed Key Figure) des Bewertungsmodells Q
aus Definition 8.1 ist ein Septupel
γ ∈ Θ× (ΨK ∪ {ǫ})× {1, . . . , ℓfunc} × {1, . . . , ℓΩ} × {1, . . . , ℓfunc}∗×
(Θ×ΨG ×ΨK)∗ ×D
γ = (c, k, ξ, ζ, I , agg, D).
Dabei ist
c : Der Kontext der zusammengesetzten Kennzahl γ; c ∈ Θ
k : Der Name der zusammengesetzten Kennzahl γ; k ∈ ΨK ∪ {ǫ}
ξ : Der Index der Kennzahlenfunktion der zus. Kennzahl γ; ξ ∈ {1, . . . , ℓfunc}
ζ : Der Index der Basisoperation der zus. Kennzahl γ; ζ ∈ {1, . . . , ℓΩ}
I : Die Liste der fixen Parameterindizes der I ∈ {1, . . . , ℓfunc}∗
zusammengesetzten Kennzahl γ mit
I = (j1, . . . , jm); m ≥ 0
agg : Die Liste der Aggregationsreferenzen der agg ∈ (Θ×ΨG ×ΨK)∗
zusammengesetzten Kennzahl γ mit
agg =
(
(c′1, ψ
′
1, k
′
1), . . . , (c
′
p, ψ
′
p, k
′
p)
)
; p ≥ 0 (8.5)
D : Die Diskretisierung der zusammengesetzten Kennzahl γ. D ∈ D
Zudem sei für γ die Liste der dynamischen Parameterindizes definiert als
J = (jm+1, . . . , jm+q) =
p⊕
N
i=1
aggregateQ(c, ξ, c′i, ψ
′
i , k
′
i). J ∈ {1, . . . , ℓfunc}∗ (8.6)
Die zusammengesetzte Kennzahl γ heißt gültig (in Q), genau dann, wenn
∀j∈{j1, ..., jm+q} . acyclic_ fnQ
(
j, {ξ}) = true q ≥ 0 (8.7)
und die Berechnungsvorschriften der durch den Index ξ identifizierten Elemente fRξ und fIξ der Kenn-
zahlenfunktionslisten funcR und funcI des Bewertungsmodells Q, unter Verwendung der durch den
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Index ζ identifizierten Basisoperationen ωRζ und ωIζ der Basisoperationslisten ωR und ωI, gegeben
sind durch
fRξ(indirections ; x1, . . . , xn) =
ωRζ( fRj1(indirections ; x1, . . . , xn), . . . , fRjm+q(indirections ; x1, . . . , xn)),
fIξ(indirections ; x1, . . . , xn) =
ωIζ( fIj1(indirections ; x1, . . . , xn), . . . , fIjm+q(indirections ; x1, . . . , xn))
(8.8)
und darüber hinaus alle der folgenden Bedingungen erfüllt sind:
m ∈ Arity(ωRζ), (8.9)(
p= 0
)
∨
(
fixed_parameters(ωRζ) ∈ N ∧ m≥ fixed_parameters(ωRζ)
)
, (8.10)
∀j∈{j1, ..., jm}∃ϕ∈ιQ(j) .
[(
contextQ(ϕ) ∈ τQ(c)
)
∧(
ϕ ∈ ExportsQ (contextQ(ϕ)) ∨ contextQ(ϕ) = c
)]
,
(8.11)
∀i∈{1, ..., p} .
(
c′i ∈ τQ(c) ∧ ∃(c′′,ψ′′,Memb′′)∈G .
(
c′′= c′i ∧ ψ′′=ψ′i
))
. (8.12)
Die zusammengesetzte Kennzahl γ heißt strikt gültig (in Q), genau dann, wenn sie gültig ist und über
Anforderung (8.11) hinaus die strengere Bedingung
∀j∈{j1, ..., jm}∃ϕ∈ιQ(j) . contextQ(ϕ) = c (8.13)
gilt. Zudem heißt sie gültig (in Q) unter der Indirektionsliste indirections ∈ Ind⋆ genau dann, wenn sie
gültig ist und darüber hinaus die Bedingung
∀j∈{j1, ..., jm+q}∀ϕ∈ιQ(j) . ϕ ist gültig in Q unter indirections (8.14)
erfüllt ist. Die zusammengesetzte Kennzahl γ wird als anonym bezeichnet, wenn k = ǫ. Ist hingegen
k ∈ ΨK, dann heißt sie benannt. Es ist contextQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F) → Θ die an späterer Stelle
in Definition 8.33 festgelegte Kontextfunktion. Die Kennzahlensuchfunktion ιQ : {1, . . . , ℓfunc} →
P(A ∪ B ∪ Γ ∪ ∆ ∪ F) ist in Definition 8.34 festgelegt, die Abbildung acyclic_ fnQ in Definition 8.35.
⋆ ⋆ ⋆
Die Kennzahlenfunktion einer zusammengesetzten Kennzahl verdichtet die Werte der von ihr
referenzierten Kennzahlen mit jener Basisoperation, welche in der MAS-weiten Basisopera-
tionsliste ωR resp. ωI an der gegebenen Stelle ζ steht. Damit dabei auch die Werte von an-
onymen Kennzahlen und Konstanten als Parameter in die Basisoperation einfließen können,
werden diese anderen Kennzahlen über die Indizes ihrer Kennzahlenfunktionen identifiziert,
welche in zwei Listen I und J geführt werden. Erstere enthält die vom Benutzer in der Be-
rechnungsvorschrift der zusammengesetzten Kennzahl einzeln angegebenen fixen Parameter.
Sie ist direkt in dem 7-Tupel hinterlegt und ändert sich zur Laufzeit des MAS (üblicherweise)
nicht. Die zweite Liste hingegen ist bei jeder Auswertung der Kennzahl – resp. immer dann,
wenn sich die Mitgliederzusammensetzung der von ihren Aggregationsreferenzen verwende-
ten Kontextgruppen ändert – zur Laufzeit des MAS aus der Liste der Aggregationsreferenzen
zu konstruieren. Dies geschieht, wie in Gleichung (8.6) festgelegt, durch Anwendung der oben
definierten Abbildung aggregateQ auf alle Elemente der Liste agg. Es ist prinzipiell möglich,
dass die Listen I und J bestimmte Funktionsindizes mehrfach enthalten, d.h., dass andere
Kennzahlen mehrfach in die zusammengesetzte Kennzahl einfließen.8
8Dies ist z.B. dann der Fall, wenn der Benutzer in der Berechnungsvorschrift der Kennzahl eine andere Kennzahl
mehrfach als fixen Parameter angibt oder zwei Aggregationsreferenzen der Kennzahl bei ihrer Expansion durch die
Abbildung aggregateQ die gleiche Kennzahl liefern.
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Bedingung (8.7) fordert, dass keine der von der zusammengesetzten Kennzahl γ referenzierten
anderen Kennzahlen selbst wiederum γ referenzieren (weder direkt noch über den Umweg
weiterer von ihnen referenzierter Kennzahlen), d.h., dass γ keine zyklische Kennzahlenabhän-
gigkeiten aufweist. Die Abbildung acyclic_ fnQ wird an späterer Stelle in diesem Kapitel defi-
niert, da sie Gebrauch von den erst in den nächsten zwei Abschnitten beschriebenen Kennzah-
lenreferenzen und Fluent-Referenzen macht. Sie liefert den Wahrheitswert true, genau dann,
wenn die Kennzahlenfunktion mit dem im ersten Parameter angegebenen Index bei ihrer Aus-
wertung unter Verfolgung aller Referenzen nicht wieder zurück zu einer der Kennzahlenfunk-
tionen führt, deren Index in der im zweiten Parameter übergebenen Menge enthalten ist.
Da die Länge der aus den Aggregationsreferenzen gebildeten Liste J zur Laufzeit des MAS
beliebige natürlichzahlige Werte einschließlich 0 annehmen kann, muss die Basisoperation der
zusammengesetzten Kennzahl gemäß Bedingung (8.9) die Anzahl der fixen Parameterindizes
unterstützen.9 Sind für γ Aggregationsreferenzen definiert, d.h., ist p > 0, dann muss es sich
bei der verwendeten Basisoperation ωRζ zudem um eine Aggregatoperation handeln (vgl. De-
finition 7.10) und diese muss mindestens so viele fixe Parameter übergeben bekommen, wie
durch fixed_parameters(ωRζ) angegeben.10 Diese Eigenschaft wird von Bedingung (8.10) gefor-
dert.
Die fixen Parameter einer zusammengesetzten Kennzahl müssen aus dem Kontext derselben
zugreifbar sein, d.h., zu jedem von ihr über die Liste I referenzierten Element der Kennzah-
lenfunktionsliste funcR muss eine Kennzahl mit dieser Kennzahlenfunktion in einem Kontext
existieren, welcher in der Menge τQ(c) enthalten ist. Ist dieser Kontext nicht identisch mit c,
muss er die von γ referenzierte Kennzahl zudem exportieren: Eine zusammengesetzte Kenn-
zahl γ kann lediglich dann auf nicht exportierte Kennzahlen zugreifen, wenn diese dem glei-
chen Kontext wie γ angehören. Diese Eigenschaft von zusammengesetzten Kennzahlen ist
in Bedingung (8.11) festgelegt. Sie lässt sich zu der strengeren Bedingung (8.13) einschrän-
ken, welche fordert, dass die zusammengesetzte Kennzahl in ihrer fixen Parameterliste I aus-
schließlich Kennzahlen referenziert, die ihrem eigenen Kontext angehören. Gültige zusammen-
gesetzte Kennzahlen mit dieser Eigenschaft heißen strikt gültig. Eine solche kann gleichwohl
Kennzahlen aus anderen Kennzahlenkontexten referenzieren, indem sie die im nächsten Ab-
schnitt eingeführten Kennzahlenreferenzen nutzt. Letztgenannte erleichtern die Zerlegung ei-
nes agentenglobalen KBM in mehrere agentenlokale Bewertungsmodelle entlang der Kontext-
grenzen sowie die Transformation der Kontexthierarchie im Rahmen der Aktionsplanung und
-ausführung der Agenten. Die bei der Kennzahlenaggregation gebildeten Referenzen in der
Liste J erfüllen Bedingung (8.11) stets. Dies folgt direkt aus Definition 8.22. Bedingung (8.12)
fordert, dass alle in der Liste agg enthaltenen Aggregationsreferenzen gültig im Kontext der
zusammengesetzten Kennzahl sind (vgl. Definition 8.21).
Die in den Bedingungen (8.11) und (8.13) verwendeten Abbildungen contextQ und ιQ werden
erst weiter unten in Abschnitt 8.12 definiert, da sie Gebrauch von den in den nächsten zwei
Abschnitten beschriebenen Mengen ∆ und F machen. Es liefert contextQ den Kennzahlenkon-
text einer gegebenen Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) und ιQ die Menge aller Kennzahlen
ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F), welche das durch den gegebenen Index j ∈ {1, . . . , ℓfunc} identifizier-
te Element der Kennzahlenfunktionsliste funcR resp. funcI als Kennzahlenfunktion besitzen. In
einem gültigen KBM enthält die von ιQ gelieferte Menge stets maximal ein Element.11
Weil die in den nächsten zwei Abschnitten beschriebenen Kennzahlenreferenzen und Fluent-
Referenzen auf andere KBM der Indirektionsliste indirections verweisen können (konkret: aus
9Denn es ist m + q = mmöglich.
10Denn in diesem Fall kann m + q alle natürlichzahligen Werte größer gleich m annehmen.
11Vergleiche Bedingung (8.28) in Definition 8.41 an späterer Stelle.
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Q heraus jeweils auf das letzte KBM dieser Liste), ist der Wert einer zusammengesetzten Kenn-
zahl γ des Bewertungsmodells Q, anders als es bei dessen Konstanten und Basiskennzahlen
der Fall ist, nicht notwendigerweise vollständig innerhalb von Q bestimmbar, sondern kann
stattdessen von den Kennzahlen einer Reihe weiterer Bewertungsmodelle abhängig sein. Be-
dingung (8.14) legt daher fest, dass γ genau dann gültig unter einer gegebenen Indirektions-
liste ist, wenn γ gültig in Q ist und gleichzeitig alle anderen Kennzahlen, welche in die Be-
rechnungsvorschrift von γ einfließen, gültig unter dieser Indirektionsliste sind. Diese in Ver-
bindungmit den jeweiligen Gültigkeitsbedingungen der anderen vier Kennzahlentypen rekur-
siv definierte Eigenschaft stellt sicher, dass das Ergebnis der Punkt- und Intervallversion der
Kennzahlenfunktion von γ für die gegebene Indirektionsliste zusammen mit jedemmöglichen
Eingabevektor x = (x1, . . . , xn) des Bewertungsmodells Q wohldefiniert ist, d.h. im exakten
mathematischen Modell eindeutig bestimmt.12
Alle zusammengesetzten Kennzahlen des KBM werden in der Menge Γ zusammengefasst:
Definition 8.24 Es ist
Γ ⊂ Θ× (ΨK ∪ {ǫ})× {1, . . . , ℓfunc} × {1, . . . , ℓΩ} × {1, . . . , ℓfunc}∗×
(Θ×ΨG ×ΨK)∗ ×D
Γ = {γ1, . . . , γ|Γ|} |Γ| ≥ 0
die endliche Menge der zusammengesetzten Kennzahlen des Kennzahlenbewertungsmodells Q aus De-
finition 8.1. Alle in dieser Menge enthaltenen zusammengesetzten Kennzahlen müssen gültig sein.
⋆ ⋆ ⋆
8.10 Kennzahlenreferenzen
Die im vorherigen Abschnitt eingeführten zusammengesetzten Kennzahlen können über die
Listen ihrer fixen und dynamischen Parameter alle anderen Kennzahlen des KBM referenzie-
ren, auf die sie gemäß der Kontexthierarchie (Θ,H) Zugriff haben, sofern dadurch kein Zyklus
im Berechnungsgraphen entsteht: Dies sind einerseits alle Kennzahlen ihres eigenen Kontextes
c in deren Berechnung sie selbst nicht einfließen sowie alle von anderen Kontexten c′ ∈ τQ(c),
c′ 6= c exportierten Kennzahlen. Um eine bestimmte Kennzahl unter einem anderen Namen in
einem ggf. anderen Kennzahlenkontext in Form eines sog. Alias zu replizieren, ist es prinzi-
piell ausreichend, eine Operation ωRid mit Arity(ωRid) = {1}, fixed_parameters(ωRid) = ∞ und
ωRid(y1) = y1 (d.h., welche die Identität ihres Arguments liefert) in die MAS-weite Liste der
Basisoperationen aufzunehmen und eine geeignete zusammengesetzte Kennzahl unter Ver-
wendung dieser Identitätsoperation mit der jeweils anderen Kennzahl als fixen Parameter zu
definieren. In einer praktischen Implementierung des KBM ist die Vorgehensweise, benannte
Kennzahlen anderer Kontexte über die Liste I der fixen Parameter einer zusammengesetzten
Kennzahl anhand des Index ihrer Kennzahlenfunktion zu referenzieren, allerdings mit zwei
Nachteilen verbunden:
Eingeschränkte Flexibilität:
Die Referenzierung von Kennzahlen anderer Kontexte über den Index ihrer Kennzahlen-
funktion ist nicht ausreichend stabil gegenüber Veränderungen resp. Transformationen
des KBM, wie sie z.B. durch die Aktionsausführung der Agenten ausgelöst werden kön-
nen und daher auch im Kennzahlenplanungsmodell geeignete Berücksichtigung finden
12Vorausgesetzt, alle Aggregatoperationen erfüllen die in Kapitel 7 geforderten Bedingungen (7.14) und (7.26).
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müssen. Soll etwa, verursacht durch ein domänenspezifisches Ereignis, zur Laufzeit des
MAS die Berechnungsvorschrift einer Kennzahl durch eine andere ausgetauscht werden
oder eine Kennzahlensammlung resp. ein Kennzahlenkontext innerhalb der Kontexthier-
archie des KBM durch eine andere Sammlung bzw. einen anderen Kontext mit gleich-
namigen Kennzahlen ersetzt werden, dann sind u.U. die Parameterlisten I aller zusam-
mengesetzten Kennzahlen des KBM, welche die damit obsolet gewordenen Kennzahlen-
funktionen referenzieren, geeignet zu aktualisieren. Die im nächsten Kapitel formalisier-
ten Planungsaktionen können z.B. die Kantenmenge H der Kontexthierarchie (Θ,H) und
die Mitgliedermengen Memb der in G enthaltenen Kontextgruppen modifizieren. Derar-
tige von den Aktionen verursachte Veränderungen der KBM-Struktur werden im Folgen-
den als organisatorische Effekte bezeichnet. Insbesondere um die formale Beschreibung des
Kennzahlenplanungsmodells einschließlich der vollständigen Grundierung der organi-
satorischen Effekte und des Tests ihrer konfliktfreien Ausführbarkeit möglichst kompakt
halten zu können, erscheint es erstrebenswert, das KBM derart modular zu gestalten,
dass diese Effekte neben den direkt mit ihnen korrespondierenden Änderungen in H
und G keinen zusätzlichen Suchen-und-Ersetzen-Prozess auf den Kennzahlen-Septupeln
in Γ erfordern.
Keine direkte Repräsentation der ursprünglichen Berechnungsformel:
In der textuellen Formelnotation der benutzerdefinierten Berechnungsvorschriften der
zusammengesetzten Kennzahlen werden andere Kennzahlen über ihren Namen und ggf.
den Namen ihres Kontextes referenziert.13 Nach dem Einlesen der textuellen Kennzah-
lenkonfiguration müssen diese Referenzen auf semantische Fehler überprüft werden:
Die Kennzahlen, auf welche auf diese Weise in den Berechnungsvorschriften verwiesen
wird, müssen existieren. Ist eine Kennzahl mit einem gegebenen Namen nicht in dem
Kontext mit dem gegebenen Namen vorhanden (bzw. existiert kein Kontext mit diesem
Namen), dann ist dieses Problem dem Benutzer beim Start des MAS als semantischer
Fehler anzuzeigen, der von ihm korrigiert werden muss. Die Referenzierung von Kenn-
zahlen über den Index ihrer Kennzahlenfunktion ist keine direkte Repräsentation der
textuellen Kennzahlenverweise, denn sie enthält keine Informationen über die ursprüng-
lich vom Benutzer angegebenen Kennzahlen- und Kontextnamen. Sie eignet sich daher
nicht für die Generierung einer ausreichend detaillierten Fehlerbeschreibung im Falle se-
mantischer Fehler, geschweige denn zur Repräsentation ungültiger Kennzahlenverwei-
se, deren Ziele nicht existieren. Durch das Ersetzen aller Verweise über den Kennzah-
lennamen durch die konkreten Funktionsindizes der Referenzziele in den fixen Parame-
tern der Basisoperationen geht ein Teil der Semantik der Berechnungsformeln innerhalb
der Kennzahlenrepräsentation verloren und muss später bei oben genannten Transfor-
mationen der Kontexthierarchie ein jedes Mal rekonstruiert werden. Insbesondere nach
dem Wirksamwerden organisatorischer Aktionseffekte, welche die Kantenmenge H ver-
ändern, müssen die Verweise im jeweiligen Nachfolgezustand der betreffenden Aktion
möglichst leicht neu aufgelöst werden können. Die Überprüfung, ob dies gelingt, ist Be-
standteil des Tests auf Ausführbarkeit der Aktion in einem gegebenen Planungsweltzu-
stand. Eine Repräsentation der Kennzahlenberechnungsvorschriften innerhalb des KBM,
welche sich stärker am konkreten Syntaxbaum (Parse Tree) der eingelesenen Formeln ori-
entiert, erscheint daher sinnvoll.
Den genannten Nachteilen sei durch die Einführung von Kennzahlenreferenzen und Fluent-
Referenzen begegnet. Kennzahlenreferenzen stellen ein Mittel dar, auf andere Kennzahlen un-
ter Angabe deren Namens und des Namens des Kontextes, welchem sie angehören, zu ver-
13Vergleiche die Spezifikation der Kennzahlenformelnotation in Abschnitt 10.4.1.
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weisen. Mit Fluent-Referenzen kann auf numerische Zustandsvariablen eines PDDL-basierten
Planungsproblems verwiesen werden, deren Belegungen ebenfalls innerhalb des KBM in Form
von Kennzahlen ausgedrückt werden. Bezüglich der in Abschnitt 6.1.1 vorgestellten Kennzah-
lentaxonomie sind beide Referenztypen als Spezialfall der zusammengesetzten Kennzahlen
aufzufassen: Ihr Wert ist die Identität des Werts genau einer anderen Kennzahl des KBM.
Definition 8.25 Eine Kennzahlenreferenz (Key Figure Reference) des Bewertungsmodells Q aus Defi-
nition 8.1 ist ein Septupel
δ ∈ Θ× (ΨK ∪ {ǫ})× {1, . . . , ℓfunc} ×ΨC ×ΨK ×B×D
δ = (c, k, ξ, ψ′, k′, o′, D).
Dabei ist
c : Der Kontext der Kennzahlenreferenz δ; c ∈ Θ
k : Der Name der Kennzahlenreferenz δ; k ∈ ΨK ∪ {ǫ}
ξ : Der Index der Kennzahlenfunktion der Kennzahlenreferenz δ; ξ ∈ {1, . . . , ℓfunc}
ψ′ : Der Name des Kontextes, in dem die referenzierte Kennzahl
definiert ist;
ψ′ ∈ ΨC
k′ : Der Name der referenzierten Kennzahl; k′ ∈ ΨK
o′ : Der Indirektionsmodus der Kennzahlenreferenz δ; o′ ∈ B
D : Die Diskretisierung der Kennzahlenreferenz δ. D ∈ D
Es heißt δ gültig (in Q), genau dann, wenn die Implikation(
o′= false
)
=⇒
( ∣∣Lookup_ContextQ(ψ′) ∩ τQ(c)∣∣ = 1 ∧ ∣∣ηQ(c, ψ′, k′)∣∣ = 1 ∧
acyclic_ fnQ(idxQ(ϕ), {ξ}) = true mit {ϕ} := ηQ(c, ψ′, k′)
) (8.15)
gilt und die Berechnungsvorschriften der durch den Index ξ identifizierten Elemente fRξ und fIξ der
Kennzahlenfunktionslisten funcR und funcI des Bewertungsmodells Q für die Indirektionsliste (ind1,
. . ., indm) ∈ Ind⋆ mit m ≥ 0 und indw =
(
Qw, (xw1 , . . . , x
w
nw)
)
, Qw = (Θw, . . . , nw) für 1 ≤ w ≤ m
gegeben sind durch
fRξ
(
(ind1, . . . , indm) ; x1, . . . , xn
)
=
value_of QR
(
ϕ ; (ind1, . . . , indm) ;
x1, . . . , xn
) falls o′= false ∧ |ηQ(c, ψ′, k′)| = 1
mit {ϕ} := ηQ(c, ψ′, k′)
value_of Q
m
R
(
ϕ′ ; (ind1, . . . , indm−1) ;
xm1 , . . . , x
m
nm
) falls o′= true ∧ m ≥ 1 ∧ c ∈ Θm ∧|ηQm(c, ψ′, k′)| = 1 mit {ϕ′} := ηQm(c, ψ′, k′)
NaN sonst,
fIξ
(
(ind1, . . . , indm) ; x1, . . . , xn
)
=
value_of QI
(
ϕ ; (ind1, . . . , indm) ;
x1, . . . , xn
) falls o′= false ∧ |ηQ(c, ψ′, k′)| = 1
mit {ϕ} := ηQ(c, ψ′, k′)
value_of Q
m
I
(
ϕ′ ; (ind1, . . . , indm−1) ;
xm1 , . . . , x
m
nm
) falls o′= true ∧ m ≥ 1 ∧ c ∈ Θm ∧|ηQm(c, ψ′, k′)| = 1 mit {ϕ′} := ηQm(c, ψ′, k′)
∅ sonst.
(8.16)
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Sie heißt gültig (in Q) unter der oben angegebenen Indirektionsliste (ind1, . . . , indm) genau dann, wenn
sie gültig ist und darüber hinaus die Disjunktion(
o′= false∧ ∣∣ηQ(c,ψ′, k′)∣∣ = 1∧ (ϕ ∈ ηQ(c,ψ′, k′) ist gültig in Q unter (ind1, . . . , indm)))
∨
(
o′= true∧ m ≥ 1 ∧ c ∈ Θm ∧
∣∣Lookup_ContextQm(ψ′) ∩ τQm(c)∣∣ = 1 ∧ (8.17)∣∣ηQm(c,ψ′, k′)∣∣ = 1 ∧ (ϕ′ ∈ ηQm(c,ψ′, k′) ist gültig in Qm unter (ind1, . . . , indm−1)))
erfüllt ist. Die Kennzahlenreferenz δ wird als anonym bezeichnet, wenn k = ǫ. Ist hingegen k ∈ ΨK,
dann heißt sie benannt. Eine benannte Kennzahlenreferenz wird auch als Alias bezeichnet. Es ist ηQ :
Θ×ΨC ×ΨK → P(A∪ B∪ Γ∪∆∪ F) die an späterer Stelle in Definition 8.34 festgelegte Kennzahlen-
suchfunktion des Bewertungsmodells Q. Die Abbildung acyclic_ fnQ wird in Definition 8.35 beschrieben
und die beiden Auswertungsfunktionen value_of QR und value_of
Q
I in Definition 8.36.
⋆ ⋆ ⋆
Der Indirektionsmodus o′ der Kennzahlenreferenz legt fest, ob diese auf eine andere Kennzahl
innerhalb des gleichen Bewertungsmodells Q verweist, oder auf eine Kennzahl eines anderen
Bewertungsmodells, welches gesondert mittels einer Bewertungsmodellindirektion anzugeben
ist. Ist o′ = false, dann ist die Referenz in Q selbst aufzulösen. Zu diesem Zweck liefert die in
der obigen Definition verwendete Abbildung ηQ die Menge aller Kennzahlen von Q, welche
in einem Kennzahlenkontext mit dem Namen ψ′ ∈ ΨC definiert sind, den Kennzahlennamen
k′ ∈ ΨK tragen und aus dem Kontext c ∈ Θ der Kennzahlenreferenz im Bewertungsmodell Q
zugreifbar sind. Ist eine Kennzahlenreferenz mit dem Indirektionsmodus false gültig, dann ent-
hält die von ηQ(c,ψ′, k′) gelieferte Menge genau eine Kennzahl. Letztere wird in (8.15)–(8.17)
als ϕ bezeichnet.
Bedingung (8.15) fordert analog zu Bedingung (8.7) in Definition 8.23, dass durch die Kenn-
zahlenreferenz keine zyklischen Kennzahlenabhängigkeiten innerhalb des KBM entstehen. Zu-
dem fordert sie, dass der Kennzahlenkontext der referenzierten Kennzahl – aus dem Kontext
der Kennzahlenreferenz heraus betrachtet – eindeutig über seinen Namen identifiziert ist, d.h.,
dass die Menge τQ(c) genau einen Kontext mit dem durch ψ′ gegebenen Namen enthält.
Eine Kennzahlenreferenz mit o′ = true ist nicht in Q, sondern in einem separaten KBM aufzulö-
sen, welches den Kennzahlenfunktionen fRξ und fIξ im letzten Element der Indirektionsliste als
Qm übergebenwird und ebenfalls den Kontext c der Kennzahlenreferenz in seiner Kontextmen-
ge enthaltenmuss.Weil sich für eine solche ausQ herausführende Kennzahlenreferenz stets ein
passendes Bewertungsmodell Qm konstruieren lässt, in dem sie ein eindeutiges und gültiges
Referenzziel besitzt, ist eine derartige Kennzahlenreferenz in Q immer gültig, sofern ihre zwei
Kennzahlenfunktionen fRξ und fIξ der Abbildungsvorschrift (8.16) entsprechen. Um prüfen
zu können, ob sie unter einer konkreten Indirektionsliste konfliktfrei aufgelöst werden kann,
wird die Eigenschaft der Gültigkeit unter einer Indirektionsliste rekursiv für alle fünf Kenn-
zahlentypen definiert. Die Gültigkeit einer Kennzahl unter einer gegebenen Indirektionsliste
ist Voraussetzung dafür, dass das Ergebnis ihrer zugehörigen Berechnungsvorschrift fRξ resp.
fIξ für diese Indirektionsliste zusammen mit jedem möglichen Eingabevektor x = (x1, . . . , xn)
des Bewertungsmodells Q wohldefiniert ist, d.h. im exakten mathematischen Modell eindeu-
tig bestimmt. Dementsprechend fordert Bedingung (8.17) die Existenz des Kontextes c auch im
Bewertungsmodell Qm sowie die Existenz, Gültigkeit (d.h. u.a. die Zyklenfreiheit) und Eindeu-
tigkeit (innerhalb der Subkontextmenge von c in Qm) des Referenzziels dort. Letzteres wird in
(8.16)–(8.17) als ϕ′ bezeichnet.
Anonyme Kennzahlenreferenzen können als fixe Parameter von strikt gültigen zusammenge-
setzten Kennzahlen dazu eingesetzt werden, auf benannte Kennzahlen anderer Kennzahlen-
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kontexte zu verweisen. Der in der Kennzahlenprogrammierbibliothek implementierte Formel-
parser erzeugt sie stets dort, wo in der textuellen Berechnungsvorschrift auf andere Kennzah-
len mittels ihres Namens verwiesen wird. Solange jeweils genau eine Kennzahl mit dem ge-
gebenen Namen in genau einem aus dem Kontext der Kennzahlenreferenz zugreifbaren und
eindeutig über seinen Namen identifizierten Kennzahlenkontext existiert, bleibt eine Kennzah-
lenreferenz stabil gegenüber veränderten Berechnungsvorschriften anderer Kennzahlen sowie
gegenüber ausgetauschten Kennzahlensammlungen. In der praktischen Implementierung des
KBM beschleunigen Kennzahlenreferenzen darüber hinaus die Auswertung desselben, da sie
redundante Berechnungen durch ein Caching der Werte und partiellen Ableitungen der refe-
renzierten Kennzahlen vermeiden: Die Werte und Gradienten werden in der Implementierung
der Kennzahlenbibliothek imKennzahlenbroker zwischengespeichert. Die Kennzahlenreferen-
zen prüfen bei jeder Auswertung, ob der zum jeweiligen Zeitpunkt aktuelleWert bzw. Gradient
ihres Ziels bereits berechnet wurde und im Cache hinterlegt ist. Wenn dies der Fall ist, verwen-
den sie den gespeichertenWert, anstatt eine erneute (möglicherweise langwierige) Berechnung
der Kennzahlenfunktion fRj resp. fIj ihres Ziel anzustoßen.14
Alle Kennzahlenreferenzen des KBM werden in der Menge ∆ zusammengefasst:
Definition 8.26 Es ist
∆ ⊂ Θ× (ΨK ∪ {ǫ})× {1, . . . , ℓfunc} ×ΨC ×ΨK ×B×D
∆ = {δ1, . . . , δ|∆|} |∆| ≥ 0
die endliche Menge der Kennzahlenreferenzen des Kennzahlenbewertungsmodells Q aus Definition 8.1.
Alle in dieser Menge enthaltenen Kennzahlenreferenzen müssen gültig sein.
⋆ ⋆ ⋆
8.11 Numerische Fluents und Fluent-Referenzen
Die Agenten des MAS können die Werte der Basiskennzahlen mit ihren domänenabhängi-
gen Handlungen im Laufe der Zeit gezielt verändern. Das im nächsten Kapitel beschriebene
Kennzahlenplanungsmodell (KPM) führt zu diesem ZweckWeltzustände entlang einer diskre-
ten Zeitachse mit nichtuniformen Zeitschrittlängen ein. Die numerischen Effekte der ebenda
festgelegten PDDL-basierten Planungsaktionen (in diesem und dem folgenden Kapitel kurz
als Aktionen bezeichnet) beschreiben, wie sich die Werte der direkt modifizierten Kennzah-
len zum Start- bzw. Endzeitpunkt der Ausführung einer Aktion in einem Plan gegenüber
dem jeweiligen Vorzustand verändern. PDDL sieht diesbezüglich fünf verschiedene numeri-
sche Effekttypen vor: Der Wert einer durch Aktionen modifizierbaren Kennzahl kann um das
reellwertige Ergebnis einer gegebenen, in dem Weltzustand direkt vor Wirksamwerden des
Effekts ausgewerteten Berechnungsvorschrift erhöht (Effekttyp increase in PDDL 2.1), ver-
ringert (decrease), mit diesem multipliziert (scale-up), durch dieses dividiert (scale-down)
oder durch dieses ersetzt (assign) werden. Darüber hinaus verwendet das in der vorliegenden
Arbeit entwickelte Kennzahlenframework in den Weltzuständen des KPM einen sechsten, als
numerische Persistenz bezeichneten Effekttyp none, um anzuzeigen, dass der Wert einer durch
Aktionen modifizierbaren Kennzahl prinzipiell definiert (d.h. zuvor im Plan mindestens ein-
mal via Zuweisung gesetzt) aber gegenüber dem direkten Vorzustand unverändert ist.
14Da der Kennzahlenbroker, wie weiter oben angemerkt, kein Bestandteil der Formalisierung des KBM ist, sei das
Caching der Kennzahlenwerte, neben weiteren in der Java-Implementierung des KBM umgesetzten Techniken,
welche die Ausführungszeit der Programmroutinen in der Praxis reduzieren, an dieser Stelle nicht mit formalen
Mitteln dargestellt. Diese Techniken werden stattdessen in der Quellcodedokumentation beschrieben.
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Definition 8.27 Es bezeichnet Upd die Menge der fünf in PDDL 2.1 (Fox und Long 2003) möglichen
numerischen Effekttypen plus der numerischen Persistenz none. Diese Menge sei MAS-weit definiert
als
Upd =
{
assign, increase, decrease, scale-up, scale-down, none
}
, ǫ 6∈ Upd, |Upd| = 6.
⋆ ⋆ ⋆
Im KPM besitzt jede in den Objektparametern grundierte Aktionsinstanz einen eigenen Kenn-
zahlenkontext, dem alle in den Vorbedingungen und Effekten der Aktion auftretenden nu-
merischen Formeln als anonyme Kennzahlen repräsentiert angehören und den sie mit keiner
anderen Aktionsinstanz innerhalb des KPM teilt. Jeder Weltzustand des letzteren umfasst u.a.
eine Menge von grundierten prädikatenlogischen Literalen, die zu dem mit ihm korrespon-
dierenden Zeitpunkt gelten, d.h. dort zu true auswerten, sowie ein KBM, das die Kontexthier-
archie, Kennzahlenberechnungsvorschriften und Kennzahlenkontextgruppen zu diesem Zeit-
punkt beschreibt. Die formalen Definitionen diesbezüglich erfolgen in Kapitel 9.
Wird der Wert einer Basiskennzahl β deterministisch via Aktionsausführung beeinflusst, dann
ist der Wert dieser Kennzahl im KBM des resultierenden Nachzustands nicht mehr durch ge-
nau einen atomaren Eingabewert xb gegeben, sondern ergibt sich stattdessen entweder aus
einer einzelnen Konstanten (in Spezialfällen von assign) oder aus dem Wert von β im jewei-
ligen Vorzustand und den (geeignet kombinierten) Berechnungsformeln der seitdem wirksam
gewordenen numerischen Aktionseffekte. Was im Vorzustand gemäß der Kennzahlentaxono-
mie aus Abschnitt 6.1.1 noch eine Basiskennzahl war, wird durch einen increase-, decrease-,
scale-up- oder scale-down-Effekt in der formalen Repräsentation des KBM des Nachzustands
zu einer zusammengesetzten Kennzahl gemäß Definition 8.23. Tatsächlich handelt es sich bei
der Kennzahl im Nachzustand taxonomisch betrachtet um eine Mischung aus beiden Konzep-
ten: Der Wert der Kennzahl berechnet sich zu diesem Zeitpunkt innerhalb des Plans nicht aus
den Werten anderer benannter Kennzahlen zum gleichen Zeitpunkt, sondern aus den Werten
einer oder mehrerer Kennzahlen zu einem früheren Zeitpunkt. Die numerische Effektformel
beschreibt also lediglich einen instantanen Veränderungsschritt des Kennzahlenwerts entlang
der Zeitachse. Die Aktionen des KPM können mit ihren numerischen Effekten nicht die Be-
rechnungsvorschriften beliebiger zusammengesetzter Kennzahlen in Γ austauschen, sondern
mit den fünf genannten Effekttypen lediglich jene Kennzahlen verändern, bei denen es sich
im Vorinitialzustand15 des Planungsproblems gemäß der Kennzahlentaxonomie ihrem Wesen
nach um Basiskennzahlen handelt. In der Literatur zum automatischen Planen und der Termi-
nologie von PDDL werden derartige durch Aktionen veränderbare Kennzahlen üblicherwei-
se als numerische Zustandsvariablen oder, alternativ, als numerische Fluents bezeichnet.16 In
PDDL weisen sie unter einem textuellen Fluent-Namen k jeweils einer beliebig langen endli-
chen Liste von Planungsobjekten (par1 , . . . , parp), p ≥ 0 einen durch die Aktionen im Laufe der
Zeit veränderbaren numerischen Wert resp. eine konkrete Berechnungsvorschrift für den letzt-
genannten zu, ähnlich einem p+1-stelligen Funktionsterm k(t ; par1 , . . . , parp) mit Zeit- bzw.
Zustandsparameter t. Letzterer ist in PDDL stets implizit durch den Weltzustand gegeben, in
welchem der Fluent-Ausdruck ausgewertet wird, d.h., das Fluent (die Zustandsvariable) wird
in PDDL-Syntax mit p-stelliger Parameterliste notiert als (k par1 · · · parp).
Mehrstellige Fluent-Ausdrücke sind hauptsächlich bei der Notation der ungrundierten, d.h.
variablenbehafteten, Form der PDDL-Aktionen durch einen menschlichen Benutzer hilfreich.
15Der sog. Vorinitialzustand ist der erste Weltzustand eines Plans des Kennzahlenplanungsmodells. In diesem Zu-
stand sind die initialen Zuweisungen der numerischen Zustandsvariablen (Fluents) durch die im PDDL Problem
File beschriebene Probleminstanz noch nicht wirksam geworden. Siehe dazu Kapitel 9.
16Vergleiche etwa Helmert (2008, 2002); Ghallab et al. (2004); Fox und Long (2003).
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Bei der automatisierten Grundierung der Planungsaktionen können PDDL-Fluent-Ausdrücke
der Gestalt (k par1 · · · parp) stets durch eine geeignete lexikalische Kombination des Fluent-
Namens mit der variablenfreien Objektparameterliste oder schlichte Durchnummerierung zu
einem eindeutigen Bezeichner in parameterlose Fluent-Ausdrückewie z.B. (k_par_1_[. . .]_par_p)
bzw. in einstellige Funktionsterme k_par_1_[. . .]_par_p(t) o.ä. kompiliert werden. Wenngleich
die Planungsaktionen im nächsten Kapitel in einer in den Objektparametern vollständig grun-
dierten Form beschrieben werden, sei von einer lexikalisch transformierten Darstellung der
Fluent-Ausdrücke innerhalb des KBM abgesehen, da ein derartiges Name Mangling vor allem
die Introspektion des Kennzahlenplanungsmodells, z.B. im Rahmen von Debugging-Prozessen
innerhalb eines konkretenMAS, für den Benutzer der Kennzahlenbibliothek in der Regel merk-
lich erschwert.17
Für den Einsatz in den Weltzuständen des KPM besitzt jedes Kennzahlenbewertungsmodell
Q eine sog. Fluent-Tabelle, die jedem in der gegebenen Planungsprobleminstanz definierten
grundierten Fluent-Ausdruck (k par1 · · · parp) eine Kennzahl aus A ∪ B ∪ Γ ∪ ∆ ∪ F zuordnet.
Deren Kennzahlenfunktion liefert den Punkt- resp. Intervallwert der mit dem Ausdruck korre-
spondierenden numerischen Zustandsvariablen im betreffenden Weltzustand und kombiniert
dabei ggf. mehrere seit dem Vorzustand nebenläufig wirksam gewordene numerische Effekte
verschiedener Aktionen geeignet sequentialisiert in eine einzelne Berechnungsvorschrift (so-
fern alle möglichen Anwendungsreihenfolgen dieser Effekte stets in dem gleichen, eindeutig
bestimmten Fluent-Wert resultieren18). Um festzustellen, ob an einer bestimmten Stelle in ei-
nem Plan eine Aktion nebenläufig zu einer anderen bereits existierenden eingefügt werden
kann, ist u.a. zu prüfen, ob die numerischen Effekte beider Aktionen in diesem Sinne mitein-
ander kompatibel sind, d.h., nicht mit nebenläufigkeitsbedingtem Indeterminismus hinsicht-
lich der Fluent-Werte in ihren gemeinsamen Nachzuständen einhergehen. Zu diesem Zweck
wird in der Fluent-Tabelle des KBM für jeden definierten variablenfreien Fluent-Ausdruck,
neben dessen aktueller Berechnungsvorschrift, der Typ des zuletzt auf ihn angewendeten nu-
merischen Effekts festgehalten. Die paarweise Kompatibilität bzw. Inkompatibilität der fünf
PDDL-Effekttypen wird in Kapitel 9 bei der Besprechung der Planungsaktionen detailliert.
Definition 8.28 Eine Fluent-Belegung (Fluent Binding) des Bewertungsmodells Q aus Definition 8.1
ist ein Quadrupel
fb ∈ ΨK × (ΨO)∗ × {1, . . . , ℓfunc} × Upd
fb = (k, par, ξ, upd).
Dabei ist
k : Der Name des von fb belegten Fluents; k ∈ ΨK
par : Die konkrete Parameterliste des von fb belegten Fluents mit par ∈ (ΨO)∗
par = (par1 , . . . , parp); p ≥ 0
ξ : Der Index der Kennzahlenfunktion, die von fb dem durch k
und par eindeutig identifizierten Fluent zugewiesen wird;
ξ ∈ {1, . . . , ℓfunc}
upd : Der Typ des von fb zuletzt angewendeten numerischen Effekts. upd ∈ Upd
17Siehe dazu die Überlegungen zur Repräsentation von Kennzahlenverweisen innerhalb des KBM in Abschnitt 8.10.
18Dies ist z.B. der Fall, wenn alle mit den jeweils aktiv werdenden Effekttypen korrespondierenden arithmetischen
Operationen (d.h. Addition für increase, Subtraktion für decrease, Multiplikation für scale-up und Division
für scale-down) zueinander kommutativ in R˜ sind. So hat beispielsweise eine gemischte Menge von nebenläu-
figen increase- und decrease-Effekten ein eindeutiges Endergebnis, eine gemischte Menge von nebenläufigen
increase- und scale-up-Effekten hingegen nicht.
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Das Paar (k, par) ∈ ΨK × (ΨO)∗ identifiziert hierbei eindeutig eine numerische Zustandsvariable des
im nächsten Kapitel beschriebenen Kennzahlenplanungsmodells. Diese wird auch als (numerisches) Flu-
ent bezeichnet und sei im Folgenden, der PDDL-Syntax19 entsprechend, als (k par1 · · · parp) notiert.
Die Fluent-Belegung fb heißt gültig (in Q), genau dann, wenn
|ιQ(ξ)| = 1 mit {ϕ} := ιQ(ξ)
und ϕ eine gültige Kennzahl gemäß Definition 8.17, 8.19, 8.23, 8.25 oder 8.31 ist. Insbesondere impli-
ziert die Gültigkeit von ϕ die Zyklenfreiheit des Berechnungsgraphen von ϕ in Q; d.h., für eine gültige
Fluent-Belegung fb gilt stets acyclic_ fnQ(ξ, ∅) = true. Die Fluent-Belegung fb heißt gültig (in Q) un-
ter der Indirektionsliste indirections ∈ Ind⋆, genau dann, wenn sie gültig ist und darüber hinaus die
durch den Index ξ eindeutig bestimmte Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) gemäß den genannten fünf
Definitionen gültig in Q unter indirections ist. Es ist ιQ : {1, . . . , ℓfunc} → P(A∪ B∪ Γ∪ ∆∪ F) die
an späterer Stelle in Definition 8.34 festgelegte Kennzahlensuchfunktion des Bewertungsmodells Q.
Die MAS-weite Menge aller möglichen (nicht notwendigerweise gültigen) Fluent-Belegungen aller
möglichen KBM sei bezeichnet als Fb := ΨK ×
(
ΨO
)∗× (N\{0})× Upd.
⋆ ⋆ ⋆
Die dem Fluent (k par1 · · · parp) durch die Fluent-Belegung fb zugeordnete Kennzahl ϕ muss
über den angegebenen Funktionsindex ξ eindeutig in A ∪ B ∪ Γ ∪ ∆ ∪ F identifiziert sein, d.h.,
es dürfen sich nicht mehrere Kennzahlen des KBM die Kennzahlenfunktion fRξ resp. fIξ teilen.
Innerhalb des im nächsten Kapitel vorgestellten KPM handelt es sich bei ϕ üblicherweise um
eine anonyme Kennzahl, die den Kennzahlenkontext jener Aktionsinstanz im Plan besitzt, zu
welcher der in der Berechnungsvorschrift von ϕ zuletzt auf das Fluent angewendete numeri-
sche Effekt gehört. Der Typ des letzteren ist durch upd gegeben.
In Kapitel 9 wird festgelegt, dass zusammengesetzte Kennzahlen, die dem Kennzahlenkontext
einer Aktion angehören, keine Aggregationsreferenzen besitzen dürfen, d.h., dass die Liste agg
derartiger Kennzahlen stets leer ist. Automatische Kennzahlenaggregation über benannte Kon-
textgruppen kann demnach nur in den Berechnungsvorschriften von Kennzahlen, welche dem
Kontext eines Agenten oder anderen Planungsobjekts angehören, erfolgen und nicht in den
numerischen Formeln von Aktionsvorbedingungen und -effekten. Damit wird eine sonst not-
wendige Erweiterung der PDDL-Syntax um textuelle Aggregationsreferenzen in den nume-
rischen Formeln der PDDL-Aktionen vermieden, ebenso eine Einführung eines zusätzlichen
booleschen Indirektionsmodus (analog zu den Kennzahlenreferenzen) als viertes Element in
der Repräsentation der Aggregationsreferenzen in Definition 8.21.
Alle Fluent-Belegungen des KBM werden in der Menge Fluents zusammengefasst:
Definition 8.29 Es ist
Fluents ⊂ ΨK × (ΨO)∗ × {1, . . . , ℓfunc} × Upd
Fluents = { fb1, . . . , fb|Fluents|} |Fluents| ≥ 0
die endliche Menge der Fluent-Belegungen des Kennzahlenbewertungsmodells Q aus Definition 8.1. Sie
wird auch als Fluent-Tabelle von Q bezeichnet. Alle in dieser Menge enthaltenen Fluent-Belegungen
müssen gültig sein. Die Menge Fluents heißt gültig (in Q), genau dann, wenn über die Gültigkeit aller
Elemente hinaus durch sie kein Fluent mit mehr als einer Kennzahlenfunktion belegt wird; d.h., genau
dann, wenn die folgende Bedingung erfüllt ist:
∀(k,par,ξ,upd),(k′,par′,ξ ′,upd′)∈Fluents .
((
k′= k ∧ par′= par) =⇒ (ξ ′= ξ ∧ upd′= upd)).
⋆ ⋆ ⋆
19Siehe z.B. die PDDL-2.1-Grammatik von Fox und Long (2003).
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Ist der Wert eines im Rahmen der Grundierung der Planungsaktionen erzeugten variablenfrei-
en Fluent-Ausdrucks (k par1 · · · parp) in einem bestimmten Weltzustand nicht definiert, z.B.
weil er zuvor weder im Initialzustand des Planungsproblems noch von einem assign-Effekt
einer Aktion explizit gesetzt wurde, dann enthält die Fluent-Tabelle des KBM dieses Zustands
keine Fluent-Belegung für die betreffende numerische Zustandsvariable.
Mit den folgenden drei Abbildungen kann die Belegung einzelner Fluents im KBM nachge-
schlagen werden:
Definition 8.30 Für das Kennzahlenbewertungsmodell Q aus Definition 8.1 seien die Hilfsabbildun-
gen fluent_idxQ, fluent_updQ und fluent_defQ definiert als
fluent_idxQ : ΨK × (ΨO)∗ → {0, . . . , ℓfunc}
fluent_idxQ(k
′, par′) =
ξ falls |M| = 1 mit {ξ} := M
für M := { ξ | (k, par, ξ, upd) ∈ Fluents ∧ k= k′ ∧ par= par′ }
0 sonst,
fluent_updQ : ΨK × (ΨO)∗ → (Upd∪ {ǫ})
fluent_updQ(k
′, par′) =
upd falls |M| = 1 mit {upd} := M
für M := { upd | (k, par, ξ, upd) ∈ Fluents ∧ k= k′ ∧ par= par′ }
ǫ sonst,
fluent_defQ : ΨK × (ΨO)∗ → B
fluent_defQ(k
′, par′) ={
true falls
∣∣{ fl | fl= (k, par, ξ, upd) ∈ Fluents ∧ k= k′ ∧ par= par′ }∣∣ = 1
false sonst.
Für das durch das Paar (k′, par′) eindeutig identifizierte Fluent liefert die Abbildung fluent_idxQ den
Index der Kennzahlenfunktion des diesem Fluent in Q zugewiesenen Ausdrucks in der Liste funcR resp.
funcI, wenn die Menge Fluents genau eine gültige Belegung für das Fluent enthält. Ansonsten ist das
Abbildungsergebnis 0. Analog liefert fluent_updQ den Typ des von der betreffenden Fluent-Belegung
zuletzt angewendeten numerischen Effekts – oder das Symbol ǫ, falls die Menge Fluents nicht exakt
eine gültige Belegung für das Fluent enthält. Mit der Abbildung fluent_defQ kann geprüft werden, ob
die letztgenannte Bedingung erfüllt ist, d.h., ob das Fluent im Bewertungsmodell Q mit einem gültigen
Kennzahlenausdruck eindeutig belegt ist.
⋆ ⋆ ⋆
Um im nächsten Kapitel in den numerischen Vorbedingungen und Effekten der Planungsaktio-
nen auf einzelne, in einem bestimmtenWeltzustand geltende, Fluent-Belegungen verweisen zu
können, seien an dieser Stelle Fluent-Referenzen als fünfter Kennzahlentyp eingeführt. Neben
dem Zugriff auf die, mit den Aktionseffekten modifizierbaren, Einträge der Fluent-Tabelle er-
möglichen Fluent-Referenzen auch den, seitens der Aktionen ausschließlich lesenden, Zugriff
auf beliebige andere benannte Kennzahlen eines KBM.Während gültige Kennzahlenreferenzen
lediglich auf Kennzahlen ihres eigenen Kontextes c sowie von dessen Subkontexten exportier-
te Kennzahlen zugreifen können,20 ermöglichen Fluent-Referenzen insbesondere Verweise auf
20Vergleiche Bedingung (8.15) und (8.17) in Definition 8.25 und die in Definition 8.34 unten festgelegte Abbildung ηQ.
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benannte Kennzahlen, die einem Kontext c′ mit c′ 6∈ τQ(c) angehören, d.h. auf Kennzahlen an
beliebigen Stellen der Kontexthierarchie des KBM. Ein solcher agentenglobaler Kennzahlen-
verweis ungeachtet der Kontexthierarchie wird dadurch repräsentiert, dass für die betreffen-
de Fluent-Referenz anstelle einer variablenfreien Objektparameterliste par ∈ (ΨO)∗ der Länge
p ≥ 0 eine aus einem einzigen Kontextsymbol bestehende Parameterliste par ∈ ΨΘ verwendet
wird.21 Derartige Fluent-Referenzen sind hilfreich für die Modellierung agentenglobaler Pla-
nungsaktionen, die gleichzeitig auf die Kennzahlen mehrerer Agenten zugreifen, wie es z.B.
im Rahmen domänenspezifischer Agenteninteraktion notwendig sein kann.22 Angelehnt an
die in der Literatur zu PDDL übliche Terminologie, wird im nächsten Kapitel für Kennzahlen,
deren Werte prinzipiell mit numerischen Aktionseffekten des Typs assignmodifiziert werden
können, der Begriff des Read-and-Write-Fluents eingeführt, und für mittels Fluent-Referenzen
zugreifbare Kennzahlen von Agenten und anderen Planungsobjekten, deren Werte nicht mit
diesem Effekttyp gesetzt werden können, der Terminus Read-Only-Fluent.
Wie eine Kennzahlenreferenz der Menge ∆ verfügt jede Fluent-Referenz über einen booleschen
Indirektionsmodus o′, welcher festlegt, ob sie auf die Fluent-Tabelle resp. auf eine andere Kenn-
zahl des vorliegenden Bewertungsmodells Q verweist (o′ = false) oder auf den entsprechenden
Bestandteil eines anderen KBM (o′ = true). Im zweiten Fall ist das zur Auflösung der Fluent-
Referenz herzunehmende Bewertungsmodell im letzten Element der Indirektionsliste anzuge-
ben, die der Kennzahlenfunktion der Fluent-Referenz übergeben wird.
Im nächsten Kapitel werden die als Kennzahlen ausgedrückten (ggf. bereits miteinander kom-
binierten) Berechnungsvorschriften von increase-, decrease-, scale-up- und scale-down-Ef-
fekten so umgesetzt, dass sie stets (mindestens) eine Fluent-Referenz mit Indirektionsmodus
true auf die Fluent-Belegung der vom jeweiligen Effekt modifizierten numerischen Zustands-
variablen imVorzustand der betreffenden Aktion enthalten. Auch alle anderen in der Effektfor-
mel vorkommenden Verweise auf Read-and-Write- und Read-Only-Fluents werden dort unter
Verwendung von Fluent-Referenzen mit o′ = true, d.h. unter Bezugnahme auf den Vorzustand,
realisiert. Für jedes Fluent (k par1 · · · parp), dessen Wert seit dem Vorzustand nicht durch nu-
merische Effekte verändert wurde, enthält die Fluent-Tabelle des KBM eines Weltzustands in
einem Plan eine einfache Fluent-Referenz mit o′ = true auf die Belegung des Fluents im Vorzu-
stand, sofern das KBM des letzteren eine gültige Fluent-Belegung für (k par1 · · · parp) besitzt.
Weitere Details dazu werden in Kapitel 9 besprochen.
Definition 8.31 Eine Fluent-Referenz (Fluent Reference) des Bewertungsmodells Q aus Definition 8.1
ist ein Septupel
fl ∈ Θ× (ΨK ∪ {ǫ})× {1, . . . , ℓfunc} ×ΨK ×
(
(ΨO)∗ ∪ ΨΘ
)×B×D
fl = (c, k, ξ, k′, par′, o′, D).
Dabei ist
c : Der Kontext der Fluent-Referenz fl; c ∈ Θ
k : Der Name der Fluent-Referenz fl; k ∈ ΨK ∪ {ǫ}
ξ : Der Index der Kennzahlenfunktion der Fluent-Referenz fl; ξ ∈ {1, . . . , ℓfunc}
k′ : Der Name des referenzierten Fluents; k′ ∈ ΨK
21Wegen ΨO ∩ΨΘ = ∅, vgl. Definition 7.26 in Abschnitt 7.5, kann zwischen beiden Fällen im Folgenden stets eindeu-
tig unterschieden werden.
22Etwa bei nachrichtenbasierter Agentenkommunikation (Wooldridge 2002, S. 168ff), koordinierten Aktionen zwi-
schen Agenten (Wooldridge 2002, S. 200ff), Joint Commitment (Wooldridge 2000, S. 118ff) oder Centralized Planning
for Decentralized Plans (Durfee 1996, 1999).
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par′ : Die Parameterliste der Fluent-Referenz fl mit par′ ∈ (ΨO)∗ ∪ ΨΘ
par′ = (par′1, . . . , par
′
p) für par
′ ∈ (ΨO)∗ p ≥ 0
o′ : Der Indirektionsmodus der Fluent-Referenz fl; o′ ∈ B
D : Die Diskretisierung der Fluent-Referenz fl. D ∈ D
Es heißt fl gültig (in Q), genau dann, wenn die beiden Implikationen
(
o′ = false ∧ par′ ∈ (ΨO)∗
)
=⇒
(
j = 0 ∨ (|ιQ(j)| = 1 ∧ acyclic_ fnQ(j, {ξ}) = true)
mit j := fluent_idxQ(k′, par′)
)
,(
o′ = false ∧ par′ ∈ ΨΘ
)
=⇒
(
par′ ∈ Θ ∧ ∣∣κQ(par′, k′)∣∣ = 1 ∧ ϕ 6∈ F ∧
acyclic_ fnQ(idxQ(ϕ), {ξ}) = true
mit {ϕ} := κQ(par′, k′)
)
(8.18)
gelten und die Berechnungsvorschriften der durch den Index ξ identifizierten Elemente fRξ und fIξ der
Kennzahlenfunktionslisten funcR und funcI des Bewertungsmodells Q für die Indirektionsliste (ind1,
. . ., indm) ∈ Ind⋆ mit m ≥ 0 und indw =
(
Qw, (xw1 , . . . , x
w
nw)
)
sowie Qw = (Θw,Hw, . . . , Fw,Zw,Gw,
Fluentsw, scalwR, scal
w
I , nw) für 1 ≤ w ≤ m gegeben sind durch
fRξ
(
(ind1, . . . , indm) ; x1, . . . , xn
)
=
value_of QR
(
ϕ ; (ind1, . . . , indm) ;
x1, . . . , xn
) falls o′= false ∧ par′ ∈ (ΨO)∗ ∧ |ιQ(j)| = 1
mit {ϕ} := ιQ(j) und j := fluent_idxQ(k′, par′)
value_of QR
(
ϕ ; (ind1, . . . , indm) ;
x1, . . . , xn
) falls o′= false ∧ par′ ∈ Θ ∧ |κQ(par′, k′)| = 1
mit {ϕ} := κQ(par′, k′)
value_of Q
m
R
(
ϕ′ ; (ind1, . . . , indm−1) ;
xm1 , . . . , x
m
nm
) falls o′= true ∧ m≥ 1 ∧ par′ ∈ (ΨO)∗ ∧ |ιQm(j)| = 1
mit {ϕ′} := ιQm(j) und j := fluent_idxQm(k′, par′)
value_of Q
m
R
(
ϕ′ ; (ind1, . . . , indm−1) ;
xm1 , . . . , x
m
nm
) falls o′= true ∧ m≥ 1 ∧ par′ ∈ Θm ∧|κQm(par′, k′)| = 1 mit {ϕ′} := κQm(par′, k′)
NaN sonst,
fIξ
(
(ind1, . . . , indm) ; x1, . . . , xn
)
=
value_of QI
(
ϕ ; (ind1, . . . , indm) ;
x1, . . . , xn
) falls o′= false ∧ par′ ∈ (ΨO)∗ ∧ |ιQ(j)| = 1
mit {ϕ} := ιQ(j) und j := fluent_idxQ(k′, par′)
value_of QI
(
ϕ ; (ind1, . . . , indm) ;
x1, . . . , xn
) falls o′= false ∧ par′ ∈ Θ ∧ |κQ(par′, k′)| = 1
mit {ϕ} := κQ(par′, k′)
value_of Q
m
I
(
ϕ′ ; (ind1, . . . , indm−1) ;
xm1 , . . . , x
m
nm
) falls o′= true ∧ m≥ 1 ∧ par′ ∈ (ΨO)∗ ∧ |ιQm(j)| = 1
mit {ϕ′} := ιQm(j) und j := fluent_idxQm(k′, par′)
value_of Q
m
I
(
ϕ′ ; (ind1, . . . , indm−1) ;
xm1 , . . . , x
m
nm
) falls o′= true ∧ m≥ 1 ∧ par′ ∈ Θm ∧|κQm(par′, k′)| = 1 mit {ϕ′} := κQm(par′, k′)
∅ sonst.
(8.19)
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Sie heißt gültig (in Q) unter der oben angegebenen Indirektionsliste (ind1, . . . , indm) genau dann, wenn
sie gültig ist und darüber hinaus die Disjunktion(
o′ = false ∧ par′ ∈ (ΨO)∗ ∧
∣∣ιQ( fluent_idxQ(k′, par′))∣∣ = 1 ∧
ϕ ∈ ιQ
(
fluent_idxQ(k
′, par′)
)
ist gültig in Q unter (ind1, . . . , indm)
)
∨
(
o′ = false ∧ par′∈ Θ ∧ ∣∣κQ(par′, k′)∣∣ = 1 ∧ κQ(par′, k′) * F ∧
ϕ ∈ κQ(par′, k′) ist gültig in Q unter (ind1, . . . , indm)
)
∨
(
o′ = true ∧ m ≥ 1 ∧ par′ ∈ (ΨO)∗ ∧
∣∣ιQm( fluent_idxQm(k′, par′))∣∣ = 1 ∧
ϕ′ ∈ ιQm
(
fluent_idxQm(k
′, par′)
)
ist gültig in Qm unter (ind1, . . . , indm−1)
)
∨
(
o′ = true ∧ m ≥ 1 ∧ par′∈ Θm ∧
∣∣κQm(par′, k′)∣∣ = 1 ∧ κQm(par′, k′) * Fm ∧
ϕ′ ∈ κQm(par′, k′) ist gültig in Qm unter (ind1, . . . , indm−1)
)
(8.20)
erfüllt ist. Die Fluent-Referenz fl wird als anonym bezeichnet, wenn k = ǫ. Ist hingegen k ∈ ΨK, dann
heißt sie benannt. Es sind ιQ : {1, . . . , ℓfunc} → P(A ∪ B ∪ Γ ∪ ∆ ∪ F) und κQ : Θ × ΨK →
P(A∪ B∪ Γ∪ ∆∪ F) die an späterer Stelle in Definition 8.34 festgelegten Kennzahlensuchfunktionen
des Bewertungsmodells Q. Die Abbildung acyclic_ fnQ wird in Definition 8.35 beschrieben, die beiden
Auswertungsfunktionen value_of QR und value_of
Q
I in Definition 8.36.
⋆ ⋆ ⋆
Alle Fluent-Referenzen des KBM werden in der Menge F zusammengefasst:
Definition 8.32 Es ist
F ⊂ Θ× (ΨK ∪ {ǫ})× {1, . . . , ℓfunc} ×ΨK ×
(
(ΨO)∗ ∪ ΨΘ
)×B×D
F = {fl1, . . . , fl|F|} |F| ≥ 0
die endliche Menge der Fluent-Referenzen des Kennzahlenbewertungsmodells Q aus Definition 8.1. Alle
in dieser Menge enthaltenen Fluent-Referenzen müssen gültig sein.
⋆ ⋆ ⋆
Fluent-Belegungen und Fluent-Referenzen kommen ausschließlich bei der Aktionsplanung der
Agenten in den Kennzahlenbewertungsmodellen eines KPM zum Einsatz. Sie integrieren das
in PDDL vorhandene Konzept der numerischen Fluents in das in der vorliegenden Arbeit ent-
wickelte KBM und stellen auf diese Weise sicher, dass das im nächsten Kapitel formalisierte
KPM dafür geeignet ist, sämtliche in der zeitdiskreten Teilmenge23 von PDDL 2.1 ohne die An-
forderung :duration-inequalities formulierbaren Planungsprobleme in grundierter Form
zu repräsentieren. Die von der Kennzahlenbibliothek implementierte erweiterte, kennzahlen-
orientierte Version von PDDL wird so rückwärtskompatibel zu dieser Teilmenge von PDDL 2.1.
Damit bilden die in Definition 8.28–8.32 beschriebenen Bestandteile des KBM das Bindeglied
zwischen der PDDL-basierten Modellierung der von den Agenten zu lösenden Planungspro-
bleme (siehe Kapitel 9) und der Gesamtheit der im MAS erfassten Kennzahlen und Kennzah-
lenziele (dieses Kapitel). Sie sind daher speziell zugeschnitten auf die Syntax und Semantik der
mit ihnen korrespondierenden Konzepte in PDDL 2.1. Kennzahlenbewertungsmodelle außer-
halb eines konkreten KPM, die von den Agenten z.B. für die reguläre Betriebsdatenerfassung
(vgl. Abschnitt 6.1.1) oder die Kennzahlensollwertbestimmung im Rahmen der Agentenkoor-
dination (vgl. Abschnitt 6.2 und 6.3) verwendet werden, enthalten weder Fluent-Belegungen
noch Fluent-Referenzen, d.h., für solche KBM gilt stets F = ∅ und Fluents = ∅.
23Das heißt: Ohne die Verwendung von Continuous Effects (siehe Fox und Long 2003, S. 79ff).
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8.12 Hilfsabbildungen auf den Kennzahlenmengen
Die Kennzahlenmengen A, B, Γ, ∆ und F des KBM sind damit vollständig beschrieben. Es kön-
nen somit an dieser Stelle die in den obigen Definitionen z.T. bereits eingesetzten Abbildungen
contextQ, nameQ, idxQ und discretizationQ formal festgelegt werden, welche jeweils eines der At-
tribute einer gegebenen Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) liefern, über die alle Kennzahlen
der fünf Mengen verfügen: Dies sind der Kontext der jeweiligen Kennzahl, ihr Name, der In-
dex ihrer Kennzahlenfunktion sowie ihre Diskretisierung:
Definition 8.33 Für das Kennzahlenbewertungsmodell Q aus Definition 8.1 seien die Abbildungen
contextQ, nameQ, idxQ und discretizationQ definiert als
contextQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F) → Θ
contextQ(ϕ) =

cα falls ϕ ∈ A mit ϕ = (cα, k, ξ, v, D)
cβ falls ϕ ∈ B mit ϕ = (cβ, k, ξ, b, o, r, D)
cγ falls ϕ ∈ Γ mit ϕ = (cγ, k, ξ, ζ, I , agg, D)
cδ falls ϕ ∈ ∆ mit ϕ = (cδ, k, ξ, ψ′, k′, o′, D)
cfl falls ϕ ∈ F mit ϕ = (cfl, k, ξ, k′, par′, o′, D),
nameQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F) → (ΨK ∪ {ǫ})
nameQ(ϕ) =

kα falls ϕ ∈ A mit ϕ = (c, kα, ξ, v, D)
kβ falls ϕ ∈ B mit ϕ = (c, kβ, ξ, b, o, r, D)
kγ falls ϕ ∈ Γ mit ϕ = (c, kγ, ξ, ζ, I , agg, D)
kδ falls ϕ ∈ ∆ mit ϕ = (c, kδ, ξ, ψ′, k′, o′, D)
kfl falls ϕ ∈ F mit ϕ = (c, kfl, ξ, k′, par′, o′, D),
idxQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F) → {1, . . . , ℓfunc}
idxQ(ϕ) =

ξα falls ϕ ∈ A mit ϕ = (c, k, ξα, v, D)
ξβ falls ϕ ∈ B mit ϕ = (c, k, ξβ, b, o, r, D)
ξγ falls ϕ ∈ Γ mit ϕ = (c, k, ξγ, ζ, I , agg, D)
ξδ falls ϕ ∈ ∆ mit ϕ = (c, k, ξδ, ψ′, k′, o′, D)
ξfl falls ϕ ∈ F mit ϕ = (c, k, ξfl, k′, par′, o′, D),
discretizationQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F) → D
discretizationQ(ϕ) =

Dα falls ϕ ∈ A mit ϕ = (c, k, ξ, v, Dα)
Dβ falls ϕ ∈ B mit ϕ = (c, k, ξ, b, o, r, Dβ)
Dγ falls ϕ ∈ Γ mit ϕ = (c, k, ξ, ζ, I , agg, Dγ)
Dδ falls ϕ ∈ ∆ mit ϕ = (c, k, ξ, ψ′, k′, o′, Dδ)
Dfl falls ϕ ∈ F mit ϕ = (c, k, ξ, k′, par′, o′, Dfl).
Es heißt contextQ Kontextfunktion, nameQ Namensfunktion, idxQ Indexfunktion und discretizationQ
Diskretisierungsfunktion des Bewertungsmodells Q.
⋆ ⋆ ⋆
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Die oben verwendeten Kennzahlensuchfunktionen κQ, ηQ und ιQ seien zudem wie folgt fest-
gelegt:
Definition 8.34 Für das Kennzahlenbewertungsmodell Q aus Definition 8.1 seien die als Kennzahlen-
suchfunktionen bezeichneten Abbildungen κQ, ηQ und ιQ definiert als
κQ : Θ×ΨK → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
κQ(c
′, k′) = { α | α = (c, k, ξ, v, D) ∈ A ∧ c= c′ ∧ k= k′ } ∪
{ β | β = (c, k, ξ, b, o, r, D) ∈ B ∧ c= c′ ∧ k= k′ } ∪
{ γ | γ = (c, k, ξ, ζ, I , agg, D) ∈ Γ ∧ c= c′ ∧ k= k′ } ∪
{ δ | δ = (c, k, ξ, ψ′, k′, o′, D) ∈ ∆ ∧ c= c′ ∧ k= k′ } ∪
{ fl | fl = (c, k, ξ, k′, par′, o′, D) ∈ F ∧ c= c′ ∧ k= k′ },
ηQ : Θ×ΨC ×ΨK → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
ηQ(c
′, ψ′, k′) =
⋃
c∈(Lookup_ContextQ(ψ′) ∩ τQ(c′))
{
κQ(c, k′) falls c= c′
κQ(c, k′) ∩ ExportsQ(c) sonst,
ιQ : {0, . . . , ℓfunc} → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
ιQ(ξ) = { ϕ | ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) ∧ idxQ(ϕ) = ξ }.
Da für alle Kennzahlen ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) des Bewertungsmodells stets 1 ≤ idxQ(ϕ) ≤ ℓfunc
gilt, folgt dementsprechend ιQ(0) = ∅; d.h. insbesondere ιQ
(
fluent_idxQ(k, par)
)
= ∅ für alle PDDL-
Fluents (k par1 · · · parp) mit fluent_defQ(k, par) = false und k∈ΨK, par= (par1 , . . . , parp)∈ (ΨO)∗,
p ≥ 0.
⋆ ⋆ ⋆
Wie bereits in den vorausgegangenen Abschnitten erwähnt, liefert κQ die Menge aller Kenn-
zahlen des KBM, welche dem gegebenen Kennzahlenkontext c′ angehören und den gegebenen
Kennzahlennamen k′ tragen. Es liefert ηQ die Menge aller Kennzahlen des KBM, welche einem
aus dem gegebenen Kontext c′ zugreifbaren (d.h. in der Menge τQ(c′) enthaltenen) Kennzah-
lenkontext mit dem gegebenen Namen ψ′ angehören, den gegebenen Kennzahlennamen k′ tra-
gen und – falls sich ihr Kontext von dem Kontext c′ unterscheidet – von ihrem eigenen Kontext
exportiert werden. Die Abbildung ιQ hingegen liefert die Menge aller Kennzahlen des KBM,
welche das durch den gegebenen Index ξ identifizierte Element der Kennzahlenfunktionsliste
funcR resp. funcI als Kennzahlenfunktion besitzen. Für ξ = 0 ist dies stets die leere Menge.
Wie Kennzahlen unter Einsatz der fünf vorgestellten Kennzahlentypen innerhalb eines KBM
repräsentiert werden können, sei anhand der Eigenkapitalquote aus Gleichung (7.2) veran-
schaulicht. Das folgende einfache KBM mit zwei Eingabewerten verfügt über zwei Basiskenn-
zahlen (das Gesamtkapital und das Eigenkapital) und zwei zusammengesetzte Kennzahlen,
welche von zwei anonymen Kennzahlenreferenzen sowie einer anonymen numerischen Kon-
stanten Gebrauch machen. Es sei dabei angenommen, dass zwei MAS-weite Basisoperationen
ωR1 und ωR2 zur Verfügung stehen, von denen die erste die Division repräsentiert, d.h., ih-
ren ersten Parameter durch ihren zweiten teilt, und die zweite die Multiplikation, d.h., das
Produkt aller ihrer Parameter bildet. Um das Beispiel möglichst einfach zu halten, werden für
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alle Kennzahlen lediglich leere Diskretisierungen angegeben, zudemwird von einer Definition
einer Kontexthierarchie aus mehr als einem Kennzahlenkontext abgesehen:
Q = (Θ, H, N, funcR, funcI, A, B, Γ, ∆, F, Z, G, Fluents, scalR, scalI, 2)
mit Θ = {θ1} ; H = ∅; funcR = ( fR1, . . . , fR7) ; funcI = ( fI1, . . . , fI7) ;
N =
{
(Kontext_1, θ1, {Gesamtkapital, Eigenkapital, Eigenkapitalquote})
}
und A = {α1} ,
α1 = (θ1, ǫ, 5, 100, D∅) ;
B = {β1, β2} ,
β1 =
(
θ1, Gesamtkapital, 1, 1, true,
{
R−1
(
(0, +∞)
)}
, D∅
)
,
β2 =
(
θ1, Eigenkapital, 2, 2, true,
{
R−1
(
[0, +∞)
)}
, D∅
)
;
Γ = {γ1, γ2} ,
γ1 = (θ1, ǫ, 4, 1, (7, 6), (), D∅) ,
γ2 = (θ1, Eigenkapitalquote, 3, 2, (4, 5), (), D∅) ;
∆ = {δ1, δ2} ,
δ1 = (θ1, ǫ, 6, Kontext_1, Gesamtkapital, false, D∅) ,
δ2 = (θ1, ǫ, 7, Kontext_1, Eigenkapital, false, D∅) ;
F = ∅, Fluents = ∅.
Die Beziehungen zwischen den sieben Kennzahlen dieses Beispiels sind in Gestalt eines Berech-
nungsgraphen in Abbildung 8.2 dargestellt. Da das KBM hinsichtlich aller Kennzahlenreferen-
zen in sich geschlossen ist und so bei der Auswertung keine Indirektionen in andere Bewer-
tungsmodelle erfordert, wird in der Grafik von einer leeren Indirektionsliste indirections = ()
ausgegangen.
β2: Eigenkapital
δ1: ǫ
Kontext_1, Eigenkapital
δ2: ǫ
γ1: ǫ
γ2: Eigenkapitalquote
β1: Gesamtkapital
÷
×
θ1: Kontext_1
Kontext_1, Gesamtkapital
α1: ǫ fR5
(
(); x1, x2
)
=100
100
fR4
(
(); x1, x2
)
=
ωR1
(
fR7
(
(); x1, x2
)
, fR6
(
(); x1, x2
))
fR7
(
(); x1, x2
)
= fR2
(
(); x1, x2
)
fR6
(
(); x1, x2
)
= fR1
(
(); x1, x2
)
x2 x1fR2
(
(); x1, x2
)
= x2 fR1
(
(); x1, x2
)
= x1
fR3
(
(); x1, x2
)
=ωR2
(
fR4
(
(); x1, x2
)
, fR5
(
(); x1, x2
))
Abbildung 8.2: Repräsentation von Kennzahlen innerhalb des Bewertungsmodells (Beispiel).
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8.13 Zyklenfreiheit des Bewertungsmodells
Die in Gleichung (8.8), (8.16) und (8.19) angegebenen Abbildungsvorschriften der Kennzah-
lenfunktionen der zusammengesetzten Kennzahlen sowie Kennzahlenreferenzen und Fluent-
Referenzen sind nur dann wohldefiniert, wenn der Berechnungsgraph des KBM frei von zykli-
schen Kennzahlenabhängigkeiten ist. Diese Anforderung lässt sich mit Hilfe der bereits in den
Definitionen 8.23, 8.25 und 8.31 verwendeten Abbildung acyclic_ fnQ ausdrücken.
Definition 8.35 Das Kennzahlenbewertungsmodell Q aus Definition 8.1 heißt zyklenfrei, genau dann,
wenn seine Kontexthierarchie (Θ, H) zyklenfrei ist24 und zudem
∀ϕ∈(A∪B∪Γ∪∆∪F) . acyclic_ fnQ (idxQ(ϕ), ∅) = true (8.21)
gilt. Die Abbildung acyclic_ fnQ ist dabei definiert als
acyclic_ fnQ : {1, . . . , ℓfunc} × P({1, . . . , ℓfunc}) → B
acyclic_ fnQ(ξ, P) =

∧
ϕ∈ιQ(ξ)
acyclic_kfQ(ϕ, P ∪ {ξ}) falls ξ 6∈ P
und ιQ(ξ) 6= ∅
false sonst,
unter Nutzung der folgenden drei Hilfsabbildungen zur rekursiven Traversion des Berechnungsgraphen:
acyclic_kfQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F)×P({1, . . . , ℓfunc}) → B
acyclic_kfQ(ϕ, P) =

true falls ϕ ∈ A ∪ B
acyclic_composed_kfQ(ϕ, P) falls ϕ ∈ Γ
acyclic_refQ(ϕ, P) falls ϕ ∈ ∆
acyclic_flQ(ϕ, P) falls ϕ ∈ F,
acyclic_composed_kfQ : Γ×P({1, . . . , ℓfunc}) → B
acyclic_composed_kfQ(γ, P) =
∧
j∈{j1, ..., jm+q}
acyclic_ fnQ(j, P)
falls m + q > 0
für γ=(c, k, ξ, ζ, (j1, . . . , jm), agg, D)
mit (jm+1, . . . , jm+q) wie in (8.5)–(8.6)
festgelegt
true sonst,
acyclic_refQ : ∆×P({1, . . . , ℓfunc}) → B
acyclic_refQ(δ, P) =
∧
ϕ∈ηQ(c,ψ′, k′)
acyclic_ fnQ(idxQ(ϕ), P) falls o
′ = false ∧ ηQ(c, ψ′, k′) 6= ∅
für δ = (c, k, ξ, ψ′, k′, o′, D)
true sonst,
24Dies muss gemäß Definition 8.6 stets der Falls sein.
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acyclic_flQ : F×P({1, . . . , ℓfunc}) → B
acyclic_flQ(fl, P) =
acyclic_ fnQ
(
fluent_idxQ(k′, par′), P
)
falls o′ = false ∧ par′ ∈ (ΨO)∗ ∧
ιQ
(
fluent_idxQ(k′, par′)
) 6= ∅
für fl = (c, k, ξ, k′, par′, o′, D)∧
ϕ∈κQ(par′, k′)
acyclic_ fnQ(idxQ(ϕ), P) falls o′ = false ∧ par′ ∈ Θ ∧
κQ(par′, k′) 6= ∅
für fl =
(
c, k, ξ, k′, (par′), o′, D
)
true sonst.
⋆ ⋆ ⋆
Bedingung (8.21) fordert, dass die Kennzahlenfunktion einer jeden Kennzahl des KBM bei ihrer
Auswertung nicht wieder zurück zu sich selbst führt. Es liefert acyclic_ fnQ den Wahrheitswert
true genau dann, wenn dies für die zwei durch den Index ξ identifizierten Elemente fRξ und
fIξ der Kennzahlenfunktionslisten funcR und funcI der Fall ist. Um dies zu überprüfen, bekom-
men die Abbildungen acyclic_ fnQ, acyclic_kfQ, acyclic_composed_kfQ, acyclic_refQ und acyclic_flQ
in ihrem zweiten Parameter die Menge der Indizes der bei der Auswertung bereits besuchten
Elemente von funcR bzw. funcI übergeben (d.h. der bisher verfolgten Knoten des jeweiligen auf
Zyklen zu testenden Pfades des Berechnungsgraphen). Die Abbildung acyclic_ fnQ bricht den
rekursiven Durchlauf mit dem Ergebnis false ab, falls sie einen Zyklus innerhalb des Berech-
nungsgraphen feststellt, d.h., sobald der im ersten Parameter übergebene Funktionsindex be-
reits in der im zweiten Parameter übergebenenMenge enthalten ist. Ist dies nicht der Fall, dann
lässt sie alle Kennzahlen-k-Tupel, welche das gegebene Listenelement als Kennzahlenfunktion
besitzen,25 rekursiv durch die Abbildung acyclic_kfQ auf Zyklenfreiheit prüfen. Letztere nutzt,
abhängig vom Typ des jeweiligen k-Tupels, die Abbildungen acyclic_composed_kfQ, acyclic_refQ
und acyclic_flQ, die eine zusammengesetzte Kennzahl resp. eine Kennzahlenreferenz resp. eine
Fluent-Referenz überprüfen, indem sie alle von dieser referenzierten Kennzahlenfunktionen
anderer Kennzahlen wiederummit acyclic_ fnQ testen. Die Rekursion terminiert bei Konstanten
und Basiskennzahlen mit dem Ergebnis true für den aktuellen Pfad, da diese zwei Kennzah-
lentypen stets Blätter des Berechnungsgraphen repräsentieren; ebenso im Falle von zusam-
mengesetzten Kennzahlen und (fehlerhaften) Fluent- und Kennzahlenreferenzen, die auf keine
weiteren Kennzahlen verweisen. Auch in Referenzen mit Indirektionsmodus o′ = true termi-
niert die Prüfung auf Zyklenfreiheit mit dem Ergebnis true für den aktuellen Pfad, da eine
in Q beginnende Kennzahlenberechnung entlang einer Indirektionsliste (ind1, . . . , indm) mit
indw = (Qw, xw) ∈ IndR ∪ IndI und 1 ≤ w ≤ m zyklenfrei ist, wenn26 alle Bewertungsmodelle
Q, Q′1, . . ., Q
′
m zyklenfrei sind.
8.14 Auswertung der Kennzahlen
Der aktuelle Wert einer beliebigen Kennzahl des KBM lässt sich leicht durch die Auswertung
ihrer Kennzahlenfunktion an der durch die aktuellen Eingabewerte x1, . . . , xn und die Indi-
25Dies ist in einem gültigen KBM stets genau eines an der Zahl, vgl. Definition 8.41 unten. Die Gültigkeit des KBM
bzw. seiner Kennzahlen kann in den Abbildungsvorschriften allerdings nicht vorausgesetzt werden, da ebendiese
Gültigkeit anhand der hier festgelegten Abbildungen definiert ist.
26Hier: Hinreichende aber nicht notwendige Bedingung (lediglich die von einer Kennzahl referenzierten Teilberech-
nungsgraphen der Bewertungsmodelle müssen zyklenfrei sein, damit die betreffende Kennzahlenberechnungsvor-
schrift zyklenfrei ist).
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rektionsliste indirections = (ind1, . . . , indm) mit n ≥ 0, m ≥ 0 gegebenen Stelle bestimmen, so-
fern die Kennzahl gültig unter indirections ist. Zur Vereinfachung dieses Vorgangs seien die
Hilfsabbildungen value_of QR , value_of
Q
I und value_of
Q
Λ eingeführt. Erstere liefert den skalaren
Kennzahlenpunktwert an der betreffenden Stelle, zweitere den Kennzahlenintervallwert und
letztere den diskreten Kennzahlenwert, welcher dem Namen jenes Kennzahlenintervalls ent-
spricht, in dem der skalare Punktwert der Kennzahl an der Stelle enthalten ist (bzw. ǫ ist, falls
die Diskretisierung der Kennzahl kein solches Kennzahlenintervall beinhaltet).
Definition 8.36 Ist das Bewertungsmodell Q aus Definition 8.1 zyklenfrei, dann sind die Abbildungen
value_of QR , value_of
Q
I und value_of
Q
Λ definiert als:
value_of QR :
(
(A ∪ B ∪ Γ ∪ ∆ ∪ F)× (IndR)∗× R˜n
)
→ R˜
value_of QR (ϕ ; indirections ; x1, . . . , xn) = fRidxQ(ϕ)(indirections ; x1, . . . , xn) ,
value_of QI :
(
(A ∪ B ∪ Γ ∪ ∆ ∪ F)× (IndI)∗× In
)
→ I
value_of QI (ϕ ; indirections ; x1, . . . , xn) = fIidxQ(ϕ)(indirections ; x1, . . . , xn) ,
value_of QΛ :
(
(A ∪ B ∪ Γ ∪ ∆ ∪ F)× (IndR)∗× R˜n
)
→ (Λ ∪ {ǫ})
value_of QΛ (ϕ ; indirections ; x1, . . . , xn) =
λ(ρ) falls |M| = 1 mit {ρ} := M für ({ρ1, . . . , ρm}, λ) := discretizationQ(ϕ)
und M := { ρ | ρ ∈ {ρ1, . . . , ρm} ∧
fRidxQ(ϕ)(indirections ; x1, . . . , xn) ∈ R(ρ) }
ǫ sonst.
⋆ ⋆ ⋆
Damit sind die Kennzahlen des KBM hinsichtlich ihrer formalen Repräsentation sowie ihrer
Berechnung in R˜ und I vollständig beschrieben. Darauf aufbauend lassen sich die Kennzah-
lenziele des KBM definieren.
8.15 Kennzahlenziele
Ein Kennzahlenziel überführt den aktuellen Punktwert einer gegebenen Kennzahl unter An-
wendung einer durch den Benutzer eingestellten Zielfunktion in einen reellwertigen Zielerrei-
chungsgrad zwischen 0 und 1. Alle Kennzahlenziele des KBM zusammengenommen bilden
ein Multikriterien-Optimierungsproblem in Form einer Vektorfunktion, deren Komponenten-
funktionen es durch eine geeignete Einflussnahme der Agenten auf die von ihnen erhobenen
Messgrößen resp. Basiskennzahlen zu maximieren gilt. Kennzahlenziele werden innerhalb des
KBM in Form von 6-Tupeln repräsentiert, welche jeweils eine Kennzahlenfunktion der Liste
funcR resp. funcI referenzieren und eine Zielfunktion, ebenfalls in einer Punkt- und Intervall-
version, für sie festlegen. Ein Kennzahlenziel muss nicht notwendigerweise dem Kontext der
von ihm referenzierten Kennzahl angehören. Es ist ausreichend, wenn letztere einem Kontext
angehört, der aus dem Kontext des jeweiligen Ziels zugreifbar ist.
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Definition 8.37 Ein Kennzahlenziel (Key Figure Objective) des Bewertungsmodells Q aus Definiti-
on 8.1 ist ein Sextupel
z ∈ Θ× {1, . . . , ℓfunc} ×
[
R˜→ [0, 1]
]
×
[
I→ I
]
× [0, 1]× [0, 1]
z = (c, ξ, satR, satI, winit, wcurr).
Dabei ist
c : Der Kontext, in dem das Kennzahlenziel z definiert ist; c ∈ Θ
ξ : Der Index der Kennzahlenfunktion der vom
Kennzahlenziel z zu optimierenden Kennzahl;
ξ ∈ {1, . . . , ℓfunc}
satR : Die Punkt-Zielfunktion (Point Objective Function) des
Kennzahlenziels z;
satR : R˜→ [0, 1] ⊂ R
satI : Die Intervall-Zielfunktion (Interval Objective Function)
des Kennzahlenziels z;
satI : I→ I
winit : Das initiale Gewicht (Initial Weight) des
Kennzahlenziels z;
winit ∈ [0, 1] ⊂ R
wcurr : Das aktuelle Gewicht (Current Weight) des
Kennzahlenziels z.
wcurr ∈ [0, 1] ⊂ R
Es heißt z gültig (in Q), genau dann, wenn
|ιQ(ξ)| = 1 mit {ϕ} := ιQ(ξ) (8.22)
und (
contextQ(ϕ) ∈ τQ(c)
)
∧
(
ϕ ∈ ExportsQ (contextQ(ϕ)) ∨ contextQ(ϕ)= c
)
. (8.23)
Ist z gültig, dann wird z als Kennzahlenziel bezüglich der Kennzahl ϕ bezeichnet und es heißt(
satR ◦ fRξ(indirections ; x1, . . . , xn)
) ∈ [0, 1] ⊂ R
der (reelle) Zielerreichungsgrad (Satisfaction Level) von z bezüglich des Kennzahlenwerts fRξ(indirec-
tions ; x1, . . ., xn) resp. der Eingabewerte x1, . . ., xn und der gegebenen Indirektionsliste. Hat der Ziel-
erreichungsgrad genau den Wert 1, dann heißt das Kennzahlenziel vollständig erfüllt, hat er genau den
Wert 0, dann heißt es vollständig unerfüllt. Semantisch gilt:
satR ◦ fRξ(indirections ; x1, . . . , xn) > satR ◦ fRξ(indirections′ ; x′1, . . . , x′n) g. d. w.
der Kennzahlenwert fRξ(indirections ; x1, . . . , xn) nach Ansicht des Benutzers
»besser« ist als der Kennzahlenwert fRξ(indirections
′ ; x′1, . . . , x
′
n);
satR ◦ fRξ(indirections ; x1, . . . , xn) = satR ◦ fRξ(indirections′ ; x′1, . . . , x′n) g. d. w.
der Kennzahlenwert fRξ(indirections ; x1, . . . , xn) nach Ansicht des Benutzers
»genau so gut« ist wie der Kennzahlenwert fRξ(indirections
′ ; x′1, . . . , x
′
n).
Analog zu den in Kapitel 7 beschriebenen Basisoperationen muss für das Funktionspaar (satR, satI) des
Kennzahlenziels z, insbesondere bei der Implementierung mit endlicher Präzision auf einem Computer,
gelten:27
∀v∈R∪{NaN} . satR(v) ∈ RI
(
satI(vI)
)
.
27Vergleiche Bedingung (7.24) in Definition 7.21.
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Für das in der vorliegenden Formalisierung betrachtete exakte mathematische Modell muss darüber
hinaus die strengere Bedingung
∀v∈R∪{NaN} . RI
(
satI(vI)
)
=
{
satR(v)
}
erfüllt sein.28 Die Intervall-Zielfunktion satI heißt wertebereichsvollständig, erweitert-wertebereichs-
vollständig resp. cset-vollständig, genau dann, wenn sie als (hypothetische) Intervall-Basisoperation ωIz
mit ωIz(y) := satI(y) und der Punktversion ωRz mit ωRz(v) := satR(v), Arity(ωRz) := {1} und
fixed_parameters(ωRz) := ∞ interpretiert wertebereichsvollständig, erweitert-wertebereichsvollständig
resp. cset-vollständig gemäß Definition 7.24 ist. Ebenso sind auf diese Weise die Begriffe des allgemeinen
und erweiterten Einschlussfehlers sowie des cset-Einschlussfehlers gemäß der letztgenannten Definition
auf das Abbildungspaar (satR, satI) übertragbar.
Die MAS-weite Menge aller möglichen (nicht notwendigerweise gültigen) Kennzahlenziele aller mögli-
chen KBM sei bezeichnet als
Z := ΨΘ ×
(
N\{0})× [R˜→ [0, 1]]× [I→ I]× [0, 1]× [0, 1].
⋆ ⋆ ⋆
Jedem Kennzahlenziel werden zwei reellwertige Gewichtungen zugeordnet: Es ist winit das ur-
sprüngliche vom Benutzer in der Kennzahlenkonfiguration eingestellte Gewicht des Kennzah-
lenziels, und wcurr ist das zum aktuellen Zeitpunkt vomMAS zur Berechnung der (im nächsten
Abschnitt beschriebenen) skalaren Gesamtbewertung herangezogene Gewicht. Letzteres kann
zu Beginn des Laufs des MAS mit dem Wert des ersteren initialisiert werden und gegebenen-
falls, etwa ausgelöst durch domänenabhängige Ereignisse, zur Laufzeit durch die Agenten dy-
namisch angepasst bzw. verhandelt werden (z.B. via Skalierung des initialen Werts winit).
Ist das Kennzahlenziel z gültig, dann existiert genau eine Kennzahl des KBM, die das von z re-
ferenzierte Element der Liste funcR resp. funcI als Kennzahlenfunktion besitzt. Diese Kennzahl
wird in (8.22) als ϕ bezeichnet. Bedingung (8.23) fordert analog zu der für die zusammengesetz-
ten Kennzahlen formulierten Bedingung (8.11), dass ϕ aus dem Kontext c des Kennzahlenziels
zugreifbar ist, d.h., ihr Kontext in der Menge τQ(c) enthalten ist und – falls dieser nicht mit c
identisch ist – die Kennzahl von ihm exportiert wird.
Die konkrete Form der Zielfunktion satR sowie die Art und Weise ihrer Festlegung seitens des
Benutzers sei durch die hier vorgenommene Formalisierung des KBM nicht vorgegeben. In ei-
ner praktischen Implementierung kann es sich beispielsweise um eine stückweise lineare Funk-
tion, Bézierkurve oder kubische Spline-Funktion29 handeln, deren Stützstellen bzw. Kontroll-
punkte durch den Benutzer konfiguriert werden.30 Weil das arithmetische Fehlersymbol NaN
nicht imWertebereich der Zielfunktion enthalten ist, muss insbesondere auch satR(NaN) ∈ [0, 1]
28Vergleiche Bedingung (7.25) in Definition 7.21.
29Siehe z.B. Watt (2000); de Boor (2001) zu Bézierkurven und Splines.
30In der Java-Implementierung der Kennzahlenbibliothek kommen stückweise lineare Funktionen (Piecewise-Linear
Functions, kurz: PWLFs) zum Einsatz. Diese Wahl erfolgte aufgrund der konzeptionellen Einfachheit dieses Funk-
tionstyps. Anders als bei PWLFs können bei Spline-Funktionen die Extremstellen im Allgemeinen zwischen den
Kontrollpunkten liegen. Der Verlauf eines Spline-Funktionsgraphen unter der erforderlichen Beschränkung auf den
zulässigenWertebereich [0, 1]mag daher ohne grafische Bearbeitungshilfen, welche ggf. entsprechende Constraints
zur Vermeidung harten Clippings durchsetzen, für einen menschlichen Benutzer nicht immer leicht nachvollzieh-
bar erscheinen. Darüber hinaus liefern Intervallerweiterungen von Spline-Funktionen aufgrund des Abhängigkeits-
problems der Intervallarithmetik nicht selten zu weite Einschlüsse (vgl. Hayes 2009). Die von der Kennzahlen-
bibliothek umgesetzten Intervallerweiterungen der PWLFs sind für das Abhängigkeitsproblem hingegen unan-
fällig. Für die numerische Optimierung enthält die Bibliothek eine Implementierung des Differential-Evolution-
Verfahrens (siehe Seite 69ff), welches Zielfunktionen unterstützt, die nicht überall stetig differenzierbar sind.
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gelten. Der Benutzer des MAS muss daher explizit spezifizieren, auf welchen reellen Zielerrei-
chungsgrad der Kennzahlenwert NaN abzubilden ist.31
Alle Kennzahlenziele des KBM werden in der Menge Z zusammengefasst:
Definition 8.38 Es ist
Z ⊂ Θ× {1, . . . , ℓfunc} ×
[
R˜→ [0, 1]
]
×
[
I→ I
]
× [0, 1]× [0, 1]
Z = {z1, . . . , z|Z|} |Z| ≥ 0
die endliche Menge der Kennzahlenziele des Kennzahlenbewertungsmodells Q aus Definition 8.1. Alle
in dieser Menge enthaltenen Kennzahlenziele müssen gültig sein.
⋆ ⋆ ⋆
8.16 Skalare Gesamtbewertung und
Intervall-Gesamtbewertung
Die Punkt-Zielfunktionen aller Kennzahlenziele des KBM entsprechen den Komponentenfunk-
tionen der Vektor-Zielfunktion eines Multikriterien-Optimierungsproblems in R˜∗. Wie in Kapi-
tel 4 beschrieben, können pareto-optimale Lösungen eines solchen Problems gefundenwerden,
indem die Vektor-Zielfunktion in eine skalare Zielfunktion übersetzt wird und ein globales Ex-
tremum der letzteren durch ein geeignetes skalares Optimierungsverfahren bestimmt wird.
Dieser Lösungsansatz wird auch von dem in der vorliegenden Arbeit entwickelten Kennzah-
lenframework verfolgt.
Die Skalarisierung der Vektor-Zielfunktion des KBM erfolgt durch die (in ihrer Berechnungs-
vorschrift austauschbare) Abbildung scalR desselben, welche Paare von Zielerreichungsgraden
und aktuellen Zielgewichtungen in einen einzelnen reellzahligen Wert zwischen 0 und 1 über-
führt. Dieser wird als skalare Gesamtbewertung des KBM bezeichnet. Sind innerhalb des KBM
keine Kennzahlenziele definiert, dann hat die Gesamtbewertung stets den Wert 1, welcher der
vollständigen Erfüllung aller Kennzahlenziele entspricht.
Definition 8.39 Die skalare Gesamtbewertung (Scalar Overall Assessment) des Kennzahlenbewertungs-
modells Q aus Definition 8.1 ist gegeben durch die Abbildung
satQR :
(
(IndR)
∗× R˜n
)
→ [0, 1]
satQR(indirections ; x1, . . . , xn) =
{
1 falls Z = ∅
scalR(a) sonst
mit a :=
⊕
[0,1]×[0,1]
(c, ξ, satR, satI,winit,wcurr)∈Z
((
satR ◦ fRξ(indirections ; x1, . . . , xn), wcurr
))
.
Dabei ist scalR die domänenabhängig zu spezifizierende Skalarisierungsfunktion des Bewertungsmodells
Q mit
scalR :
(
[0, 1]× [0, 1]
)∗
→ [0, 1].
31Erfolgt eine solche ausdrückliche Festlegung seitens des Benutzers nicht, setzt die Implementierung der Kennzah-
lenbibliothek in der vorliegenden Fassung satR(NaN) := 0, d.h., das Auftreten des fehlenden Werts wird für die
Kennzahl ϕ als nicht erstrebenswert angenommen.
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Die Standardvorgabe des Kennzahlenframeworks ist die Bildung des gewichteten Durchschnitts der
Zielerreichungsgrade unter Verwendung von scalR = weighted_averageR mit
weighted_averageR :
(
[0, 1]× [0, 1]
)∗
→ [0, 1]
weighted_averageR
(
(y1, w1), . . . , (ym, wm)
)
=

0 falls m = 0
∑
m
i=1 wi · yi
∑
m
i=1 wi
falls m ≥ 1.
(8.24)
Eine mögliche Alternative dazu ist die Bildung des einfachen Durchschnitts der Zielerreichungsgrade,
d.h. des arithmetischenMittels ohne Berücksichtigung der individuellen Zielgewichte wi, unter Verwen-
dung von scalR = averageR mit
averageR :
(
[0, 1]× [0, 1]
)∗
→ [0, 1]
averageR
(
(y1, w1), . . . , (ym, wm)
)
=
m
∑
i=1
yi
m.
(8.25)
⋆ ⋆ ⋆
Genau wie es bei den MAS-weiten Basisoperationen sowie den Kennzahlenfunktionen und
Zielfunktionen des Bewertungsmodells Q der Fall ist, wird auch für die skalare Gesamtbewer-
tung eine Intervallerweiterung scalI zur Verfügung gestellt, für die sich auf die gleiche Weise
wie in Definition 8.37 die Eigenschaften der Wertebereichsvollständigkeit, erweiterten Wer-
tebereichsvollständigkeit und cset-Vollständigkeit sowie die drei Typen des Einschlussfehlers
analog zu Definition 7.24 festlegen lassen.
Definition 8.40 Die als Intervall-Gesamtbewertung (Interval Overall Assessment) von Q bezeichnete
Intervallversion der skalaren Gesamtbewertung satQR des Kennzahlenbewertungsmodells Q aus Defini-
tion 8.1 ist gegeben durch die Abbildung
satQI :
(
(IndI)
∗× In
)
→ I
satQI (indirections ; x1, . . . , xn) =
{
1I falls Z = ∅
scalI(a) sonst
mit a :=
⊕
I×I
(c, ξ, satR, satI,winit,wcurr)∈Z
((
satI ◦ fIξ(indirections ; x1, . . . , xn), wcurrI
))
.
(8.26)
Dabei ist scalI die domänenabhängig zu spezifizierende Intervallversion der Skalarisierungsfunktion des
Bewertungsmodells Q mit
scalI :
(
I× I
)∗
→ I.
Insbesondere für den Fall der Implementierung mit endlicher Präzision auf einem Computer muss dabei
gelten:
∀((y1,w1), ..., (ym,wm))∈([0, 1]×[0, 1])∗ .
scalR
(
((y1, w1), . . . , (ym, wm))
) ∈ RI(scalI(((y1I, w1I), . . . , (ymI, wmI)))).
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Für das in der vorliegenden Formalisierung betrachtete exakte mathematische Modell muss darüber
hinaus stets die strengere Bedingung
∀((y1,w1), ..., (ym,wm))∈([0, 1]×[0, 1])∗ .
RI
(
scalI
(
((y1I, w1I), . . . , (ymI, wmI))
))
=
{
scalR
(
((y1, w1), . . . , (ym, wm))
)}
erfüllt sein.
Üblicherweise lassen sich die in der Spezifikation der Funktionen weighted_averageR und averageR
in Definition 8.39 vorkommenden arithmetischen Operationen Addition, Multiplikation und Division
durch den Einsatz entsprechender Basisoperationen aus der ListeωR realisieren,32sodass man durch Ver-
wendung der jeweils zugehörigen Intervall-Basisoperationen aus ωI die Intervallversionen sat
Q
I , scalI,
weighted_averageI und averageI der vier Abbildungen aus Definition 8.39 erhält. Diese sind mithin
genau dann (erweitert) wertebereichsvollständig (resp. cset-vollständig), wenn die jeweiligen Intervall-
versionen der in Gleichung (8.24) bzw. (8.25) verwendeten arithmetischen Operationen – und im Fall
von satQI zudem die Intervall-Zielfunktionen der Kennzahlenziele in Z – alle (erweitert) wertebereichs-
vollständig (resp. cset-vollständig) sind.33
⋆ ⋆ ⋆
Mit der obigen Definition sind alle Elemente des 16-Tupels Q aus Definition 8.1, welches ein
Kennzahlenbewertungsmodell repräsentiert, vollständig beschrieben. Bevor die Optimierung
und Differentiation der skalaren Gesamtbewertung behandelt wird, sei die Gültigkeit des KBM
und das Konzept der Kennzahlensammlung formal definiert.
8.17 Gültigkeit des Bewertungsmodells
In den vorausgegangenen Abschnitten wurde festgelegt, dass die Mengen N, A, B, Γ, ∆, F, Z,
G und Fluents eines KBM nur gültige Elemente enthalten dürfen. Darüber hinaus wurden ei-
nige weitere Eigenschaften bezüglich des 16-Tupels Q gefordert, welche stets zu erfüllen sind.
Diese Minimalanforderungen werden in der folgenden Definition in Form einer Übersicht zu-
sammengefasst und um einige weitere Bedingungen erweitert. Anhand dieser zusätzlichen
Eigenschaften wird die Gültigkeit sowie strikte Gültigkeit des KBM festgelegt.
Definition 8.41 Nach den obigen Definitionen muss für ein Bewertungsmodell Q stets gelten:
• Die Kennzahlenkontexthierarchie (Θ, H) des KBM ist zyklenfrei (Def. 8.6);
• Alle in der Menge N enthaltenen Kontextdeklarationen des KBM sind gültig (Def. 8.9);
• Alle in der Menge G enthaltenen Kennzahlenkontextgruppen des KBM sind gültig (Def. 8.12);
• Alle in der Menge A enthaltenen Konstanten des KBM sind gültig (Def. 8.18);
• Alle in der Menge B enthaltenen Basiskennzahlen des KBM sind gültig (Def. 8.20);
• Alle in derMenge Γ enthaltenen zusammengesetzten Kennzahlen des KBM sind gültig (Def. 8.24);
32Siehe z.B. die in Anhang A auf Seite 477ff spezifizierten Basisoperationen ωRsum, ωR* und ωR/.
33Da es sich bei den Gewichten wcurrI in Gleichung (8.26) um Punktintervallwerte handelt, ist die Abbildung
weighted_averageI trotz des doppelten Auftretens jedes Gewichts in Berechnungsvorschrift (8.24) nicht anfällig für
das Abhängigkeitsproblem der Intervallarithmetik, sofern alle wcurr in einer Implementierung mit endlicher Präzi-
sion auf einem Computer aus der Menge der als Gleitkommazahl des verwendeten Datentyps exakt repräsentier-
baren Werte in [0, 1] gewählt werden.
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• Alle in der Menge ∆ enthaltenen Kennzahlenreferenzen des KBM sind gültig (Def. 8.26);
• Alle in der Menge Fluents enthaltenen Fluent-Belegungen des KBM sind gültig (Def. 8.29);
• Alle in der Menge F enthaltenen Fluent-Referenzen des KBM sind gültig (Def. 8.32);
• Das KBM ist zyklenfrei. Dies folgt aus der Gültigkeit aller zusammengesetzten Kennzahlen in Γ,
aller Kennzahlen- und Fluent-Referenzen in ∆ und F sowie aller Fluent-Belegungen in der Menge
Fluents (Def. 8.35);
• Alle in der Menge Z enthaltenen Kennzahlenziele des KBM sind gültig (Def. 8.38).
Ein Bewertungsmodell Q heißt gültig, genau dann, wenn über diese Eigenschaften hinaus alle der fol-
genden Bedingungen erfüllt sind:
• Die Menge N aller Kontextdeklarationen des KBM ist gültig gemäß Definition 8.9;
• Die Menge G aller Kennzahlenkontextgruppen des KBM ist gültig gemäß Definition 8.12;
• Die Menge Fluents aller Fluent-Belegungen des KBM ist gültig gemäß Definition 8.29;
• Pro Kontext des KBM ist jeder Kennzahlenname höchstens einmal vergeben, d.h., es gilt
∀ϕ∈(A∪B∪Γ∪∆∪F), nameQ(ϕ) 6=ǫ .
∣∣κQ(contextQ(ϕ), nameQ(ϕ))∣∣ = 1; (8.27)
• Es dürfen sich nicht mehrere Kennzahlen des KBM das gleiche Element der Kennzahlenfunktions-
liste funcR resp. funcI als Kennzahlenfunktion teilen, d.h., es gilt
∀ϕ∈(A∪B∪Γ∪∆∪F) .
∣∣ιQ(idxQ(ϕ))∣∣ = 1. (8.28)
Zudem heißt Q gültig unter der Indirektionsliste (ind1, . . . , indm) ∈ Ind⋆ mit m ≥ 0 und indw =
(
Qw,
xw
)
für 1 ≤ w ≤ m genau dann, wenn Q gültig ist und darüber hinaus alle der folgenden Bedingungen
erfüllt sind:
• Alle Kennzahlen ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) sind gültig in Q unter (ind1, . . . , indm) gemäß
Definition 8.17, 8.19, 8.23, 8.25 resp. 8.31;
• Alle Fluent-Belegungen fb ∈ Fluents sind gültig in Q unter (ind1, . . . , indm) gemäß
Definition 8.28;
• Es ist m = 0 oder das Bewertungsmodell Qm mit m ≥ 1 ist gültig unter (ind1, . . . , indm−1).
Ein Bewertungsmodell Q heißt strikt gültig, genau dann, wenn es gültig ist und darüber hinaus die
beiden folgenden Bedingungen erfüllt sind:
• Alle in der Menge Γ enthaltenen zusammengesetzten Kennzahlen des KBM sind strikt gültig
gemäß Definition 8.23;
• Es dürfen sich nicht mehrere Basiskennzahlen des KBM den gleichen Eingabewert teilen, d.h.
∀i∈{1, ..., n} .
∣∣{ β | β = (c, k, ξ, b, o, r, D) ∈ B ∧ b= i }∣∣ ≤ 1. (8.29)
Es heißt Q strikt gültig unter der Indirektionsliste (ind1, . . . , indm)∈ Ind⋆ mit m ≥ 0 und indw =
(
Qw,
xw
)
für 1 ≤ w ≤ m genau dann, wenn Q sowohl gültig unter (ind1, . . . , indm) als auch strikt gültig
ist und darüber hinaus entweder m = 0 gilt oder das Bewertungsmodell Qm mit m ≥ 1 strikt gültig
unter (ind1, . . ., indm−1) ist.
⋆ ⋆ ⋆
Der Zweck der Gültigkeitsbedingung (8.28) ist es, sicherzustellen, dass eine jede Kennzahl des
KBM sowohl über das sie repräsentierende k-Tupel als auch über die Position ihrer Kennzah-
lenfunktion innerhalb der Liste funcR resp. funcI eindeutig identifiziert wird und somit zu je-
dem Kennzahlenverweis innerhalb des KBM dessen Ziel bestimmt sowie für jede Kennzahl
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ein entsprechender Verweis auf diese erzeugt werden kann, ohne dass dabei Mehrdeutigkeiten
entstehen. Bedingung (8.27) fordert aus der gleichen Motivation heraus, dass auch Kennzah-
len, auf die keine Kennzahlenreferenzen verweisen, einen innerhalb ihres Kontextes eindeuti-
gen Namen tragen: Dies vermeidet Mehrdeutigkeiten bei der Protokollierung der Kennzahlen
sowie bei ihrem Austausch zwischen den Agenten.
In einem strikt gültigen KBM verweisen zusammengesetzte Kennzahlen ausschließlich un-
ter Nutzung von Kennzahlenreferenzen auf anderen Kontexten zugehörige Kennzahlen. Die
strikte Gültigkeitsbedingung (8.29) fordert, dass nicht mehrere Basiskennzahlen des KBM den
gleichen Eingabewert besitzen. Während Basiskennzahlen, die sich den gleichen Eingabewert
teilen, für die in Abschnitt 8.19 beschriebene Optimierung der skalaren Gesamtbewertung zu-
nächst kein Problem darstellen, kann es bei der Aufteilung eines nicht strikt gültigen agenten-
globalen KBM in mehrere agentenlokale Bewertungsmodelle34 zu Koordinationsschwierigkei-
ten zwischen den Agenten führen, wenn unterschiedliche Agenten des MAS Basiskennzahlen
besitzen und mit ihren Aktionen beeinflussen können, die den gleichen quantitativen Tatbe-
stand innerhalb der Agentenumgebung repräsentieren: Wird von ihnen in einem solchen Fall
nicht die Notwendigkeit einer Kompromissbildung erkannt und letztere durch geeignete do-
mänenabhängige Kommunikationsmechanismen umgesetzt, ist es möglich, dass sie für die be-
treffenden Messgrößen unabhängig und ohne Koordination zwischeneinander unterschiedli-
che Sollwerte bestimmen und verfolgen. Abhängig von den domänenspezifischen Eigenschaf-
ten eines konkreten Anwendungsszenarios gilt die Bedingung (8.29) für ein KBM nicht immer.
Ist sie indes erfüllt, so ist das beschriebene Koordinationsproblem bezüglich der Sollwerte un-
terschiedlicher Basiskennzahlen, die den gleichen Tatbestand innerhalb des MAS repräsentie-
ren, nicht gegeben und aus dem KBM lassen sich leicht mehrere agentenlokale Bewertungsmo-
delle ableiten und individuell optimieren.
8.18 Kennzahlensammlungen
Die einem bestimmten Kontext angehörigen Kennzahlen, Kennzahlenziele und Kennzahlen-
kontextgruppen eines gültigen KBM lassen sich zu einer Kennzahlensammlung desselben zu-
sammenfassen, die diese Objekte zu einer Einheit gruppiert.
Definition 8.42 Ist das Bewertungsmodell Q aus Definition 8.1 gültig, dann ist eine Kennzahlen-
sammlung des Bewertungsmodells ein durch die Abbildung
collectionQ : Θ → Θ×P(A)×P(B)×P(Γ)×P(∆)×P(F)×P(Z)×P(G)×P(ΨK)
gegebenes 9-Tupel
collectionQ(c) = (c, Ac, Bc, Γc, ∆c, Fc, Zc, Gc, Kc)
mit
Ac = { α | α ∈ A ∧ contextQ(α) = c } ,
Bc = { β | β ∈ B ∧ contextQ(β) = c } ,
Γc = { γ | γ ∈ Γ ∧ contextQ(γ) = c } ,
∆c = { δ | δ ∈ ∆ ∧ contextQ(δ) = c } ,
Fc = { fl | fl ∈ F ∧ contextQ(fl) = c }
34Der Vorgang der Aufteilung eines agentenglobalen KBM in mehrere agentenlokale Bewertungsmodelle wird in
Abschnitt 6.3 sowie im Rahmen der Spezifikation in Abschnitt 10.1 behandelt.
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und
Zc = { z | z = (c′, ξ ′, sat′R, sat′I, w′init, w′curr) ∈ Z ∧ c′ = c } ,
Gc = { g | g = (c′, ψ′, Memb′) ∈ G ∧ c′ = c } ,
Kc = Exported_KeysQ(c).
Eine Kennzahlensammlung collectionQ(c) fasst somit alle Konstanten, Basiskennzahlen, zusammenge-
setzten Kennzahlen, Kennzahlenreferenzen, Fluent-Referenzen, Kennzahlenziele und Kennzahlenkon-
textgruppen des Bewertungsmodells Q zusammen, die einen gegebenen Kennzahlenkontext c ∈ Θ be-
sitzen. Es ist Kc die Menge der Namen der von der Kennzahlensammlung exportierten Kennzahlen.
⋆ ⋆ ⋆
Analog zu dem in Definition 8.3 beschriebenen Konzept des Sub- und Superkontextes lassen
sich die Begriffe der (direkten) Unter- und Obersammlung definieren:
Definition 8.43 Es sei das Bewertungsmodell Q aus Definition 8.1 gültig. Für c, s ∈ Θ heißt die Kenn-
zahlensammlung collectionQ(s)Untersammlung von collectionQ(c) und collectionQ(c)Obersammlung
von collectionQ(s), genau dann, wenn s ∈ τQ(c) und c 6= s. In diesem Fall heißt es, die Kennzahlen-
sammlung collectionQ(s) ist der Kennzahlensammlung collectionQ(c) untergeordnet und die Kennzah-
lensammlung collectionQ(c) ist der Kennzahlensammlung collectionQ(s) übergeordnet.
Es heißt zudem collectionQ(s) direkte Untersammlung von collectionQ(c) und collectionQ(c) direkte
Obersammlung von collectionQ(s), genau dann, wenn (c, s) ∈ H. In diesem Fall heißt es, die Kennzah-
lensammlung collectionQ(s) ist der Kennzahlensammlung collectionQ(c) direkt untergeordnet und die
Kennzahlensammlung collectionQ(c) ist der Kennzahlensammlung collectionQ(s) direkt übergeordnet.
⋆ ⋆ ⋆
8.19 Optimierung des Bewertungsmodells
Das Ziel der kennzahlenbasierten Steuerung der Agenten eines MAS ist es, die Agenten durch
ihr Verhalten Werte der von ihnen beeinflussbaren Messgrößen anstreben zu lassen, die für
eine Maximierung der skalaren Gesamtbewertung eines gegebenen Kennzahlenbewertungs-
modells sorgen. Durch mathematische Optimierung der skalaren Gesamtbewertungsfunktion
satQR lassen sich Sollwerte für die Basiskennzahlen des KBM bestimmen, die ebendiese Maxi-
mierung erreichen. In Definition 8.19 wurde zu diesem Zweck der Optimierungsmodus einer
Basiskennzahl als Mittel eingeführt, um festzulegen, ob für sie ein Sollwert generiert werden
soll oder nicht. Handelt es sich bei der betreffenden Basiskennzahl um eine Messgröße, dann
sollte dies geschehen, wenn der sie erhebende Agent ihren Eingabewert durch seine eigenen
Aktionen gezielt beeinflussen kann. Ist sie hingegen ein Kennzahlstellvertreter, dann sollte dies
erfolgen, wenn der den numerischen Optimierungsprozess durchführende Agent im Rahmen
der domänenspezifischen Agentenkommunikation seinem Unteragenten, von dem er ihren
Wert über den Kennzahlenbroker importiert, einen Sollwert für sie mitteilen soll und der Un-
teragent in der Lage ist, durch seine Aktionen oder eine weitere Delegation von Sollwerten an
seine Unteragenten, den Wert der Kennzahl in Richtung des Sollwerts zu verändern.35
35Siehe dazu Abschnitt 6.3 und 10.1. Ebenfalls ist eine Mischung aus beiden Fällen denkbar, in denen ein Agent
den Wert der Basiskennzahl selbst nicht eigenständig erheben kann, sondern diesen über den Kennzahlenbro-
ker von einem anderen Agenten importieren muss, ihn aber trotzdem mit seinen eigenen Aktionen beeinflussen
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Abhängig von den Optimierungsmodi der Basiskennzahlen des KBM lässt sich die Menge der
Indizes jener Eingabewerte bestimmen, für die bei der Optimierung der skalaren Gesamtbe-
wertung Sollwerte generiert werden sollen:
Definition 8.44 Es bezeichne
LQ = { b | (c, k, ξ, b, o, r, D) ∈ B ∧ o = true } ⊆ {1, . . . , n}
die Indexmenge der beeinflussbaren Eingabewerte (Manipulable Input Values) des Kennzahlenbewer-
tungsmodells Q aus Definition 8.1.
⋆ ⋆ ⋆
Der Index eines Eingabewerts ist demnach genau dann in der Menge LQ enthalten, wenn min-
destens eine Basiskennzahl des KBM existiert, welche diesen Eingabewert sowie den Opti-
mierungsmodus o = true besitzt. Mit Hilfe der Indexmenge kann auf Basis der in Definition
8.39 beschriebenen Funktion satQR eine in ihrer Parameteranzahl ggf. reduzierte Zielfunktion
objQR definiert werden, die als Argumente ausschließlich beeinflussbare Eingabewerte über-
geben bekommt und für alle anderen Eingabewerte den von den Agenten des MAS jeweils
zuletzt erhobenen Wert verwendet, d.h., diese Eingabewerte bei der Optimierung als Konstan-
ten behandelt. Das zu lösende Kennzahlenoptimierungsproblem besteht dann in der Maxi-
mierung von objQR unter den durch die Wertebereichsrestriktionen der Basiskennzahlen mit
dem Optimierungsmodus o = true gegebenen Constraints. Letztere liegen gemäß Definition
8.19 für alle Basiskennzahlen β = (c, k, ξ, b, o, r,D) des KBM zunächst in Gestalt einer ist-Ele-
ment-von-Relation xb ∈Mβ mit Mβ = RI(r) und r∈ I vor.36 Diese Formulierung ist äquivalent
mit der Disjunktion
∨
ρ∈r
(
xb ∈ R(ρ)
)
. Im allgemeinen Fall ist Mβ also eine Vereinigung von
offenen, halboffenen und abgeschlossenen Intervallen in R˜ und damit insbesondere nicht im-
mer eine zusammenhängende Teilmenge von R. Soll ein numerisches Optimierungsverfahren
eingesetzt werden, welches Intervallrestriktionen dieser Art nicht explizit unterstützt, son-
dern lediglich Constraints der in Abschnitt 4.3 behandelten Form gRj(x) ≥ 0 oder gRj(x) ≤ 0
mit einer oder mehreren nichtlinearen Constraint-Funktionen gRj : Rn→ R, dann müssen die
Wertebereichsrestriktionen der Basiskennzahlen vor dem Optimierungsprozess in geeignete
Constraint-Funktionen transformiert werden. Erlaubt das verwendete Verfahren neben der
Relation ≥ resp. ≤ nicht zusätzlich strikte Ungleichungsrestriktionen (d.h. die Relation > oder
<), dann gelingt dies für inR nicht abgeschlossene Mengen Mβ⊂ R nur unter Approximation.
Die folgenden zwei Definitionen beschreiben den Vorgang.
Zunächst sei die Notation y1 ∩I y2 für den sog. Schnittwert zweier Kennzahlenintervallwerte
eingeführt:
Definition 8.45 Für zwei Intervallwerte y1, y2 ∈ I bezeichne die Notation y1 ∩I y2 := y den Inter-
vallschnittwert (Interval Intersection Value) – kurz: Schnittwert (Intersection Value) – genannten ein-
deutig bestimmten Intervallwert y ∈ I in Normalform mit RI(y) = RI(y1) ∩ RI(y2). Er lässt sich mit
der folgenden Berechnungsvorschrift leicht bestimmen:
y1 ∩I y2 := normal_ formI
( ⋃
ρ1∈y1, ρ2∈y2
{{
R−1
(
R(ρ1) ∩ R(ρ2)
)}
falls R(ρ1) ∩ R(ρ2) 6= ∅
∅ sonst
)
.
⋆ ⋆ ⋆
kann. In einer solchen Konfiguration, wie sie z.B. bei kommunikativen Aktionen im Rahmen nachrichtenbasierter
Agenteninteraktionsprotokolle (vgl. etwa FIPA 2001) gegeben sein kann, sollte ebenfalls ein Sollwert für die be-
treffende Basiskennzahl erzeugt und unter allen Agenten verteilt werden, welche die Basiskennzahl als Messgröße
oder Kennzahlstellvertreter in ihrem agentenlokalen KBM führen.
36Siehe z.B Alpert et al. (2009, S. 92ff) zu Optimierungsproblemen mit allgemeinen ist-Element-von-Constraints.
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Unter Verwendung dieser Notation lässt sich die approximative Übersetzung der Gesamt-
heit der, als Intervallrestriktionen bezeichneten, ist-Element-von-Constraints des KBM der Form
xi ∈ Mi mit i ∈ LQ in Ungleichungsrestriktionen wie folgt vornehmen:
Definition 8.46 Die bei der Optimierung der skalaren Gesamtbewertung satQR auf den i-ten Eingabe-
wert xi mit i ∈ LQ anzuwendende Restriktion ist gegeben durch
xi ∈ Mi mit Mi := ⋂ (c′, k′, ξ ′, b′, o′, r′,D′)∈B, b′=i, o′=true RI(r′). (8.30)
Sie wird als Intervallrestriktion (Interval Constraint) bezüglich xi bezeichnet. Für den reellen Anteil
Yi := Y˜i ∩I
{
R−1(R)
}
mit RI
(
Y˜i
)
= Mi⊆ R˜, Yi ∈ I, Y˜i ∈ I und Yi, Y˜i in Normalform, d.h. mit37
Y˜i =
(
. . .
(
ri1 ∩I ri2
) ∩I . . .) ∩I rip, ri∈ I∗, i ∈ LQ
ri =
(
ri1, . . . , r
i
p
) ∈ perm({ r′ ∣∣ (c′, k′, ξ ′, b′, o′, r′, D′) ∈ B ∧ b′= i ∧ o′= true }), p ≥ 1
lässt sich diese (unter Approximation) in die Form
gRi,w(x) ≤ 0 gRi,w : Rn→ R, x = (x1, . . . , xn) ∈ Rn
mit 0 ≤ w ≤ mi und mi =
∣∣Yi∣∣ ≥ 1 kompilieren. Wähle dazu
si = (ρi1, . . . , ρ
i
mi) ∈ perm(Yi) sodass ∀w∈{1, ...,mi−1} . inf R(ρiw) < inf R(ρiw+1).
Wegen der in Abschnitt 7.3 gezeigten Eindeutigkeit der Normalform von Intervallwerten ist die aufstei-
gend nach dem Infimum sortierte Liste si von Kennzahlenintervallen stets eindeutig bestimmt. Hierbei
bezeichne ρiw =
(
liw, uiw, oilw , o
i
uw
)
mit 1 ≤ w ≤ mi das w-te Element von si. Es ist dann die durch einen
Satz von Constraint-Funktionen approximierte Intervallrestriktion (8.30) bezüglich xi gegeben durch
gRi,0(x) := Li1 − xi ≤ 0, gRi,m(x) := xi −Uimi ≤ 0 (8.31)
sowie für alle w ∈ {1, . . . , mi− 1}:
gRi,w(x) :=
(
Liw+1 −Uiw
2
)2
−
(
xi −
Liw+1 +U
i
w
2
)2
≤ 0 (8.32)
oder alternativ:38 gRi,w(x) :=
(
xi −Uiw
) (
Liw+1 − xi
)
≤ 0. (8.33)
Dabei ist Liw+1,U
i
w ∈ R für alle w ∈ {0, . . . , mi} wie folgt zu setzen:
Liw+1 :=
{
liw+1 falls o
i
lw+1
= false
liw+1+ ε falls o
i
lw+1
= true,
Uiw :=
{
uiw falls o
i
uw= false
uiw− ε falls oiuw= true
mit geeignet kleinem ε > 0 (und üblicherweise ε¿ 1). Es bezeichnet xi−
(
Liw+1+U
i
w
)
/2 den vor-
zeichenbehafteten Abstand von xi zum Mittelpunkt der Lücke zwischen dem w-ten und dem w+1-
ten Kennzahlenintervall und Liw+1−Uiw die Breite dieser Lücke. Insbesondere muss bei der Imple-
mentierung mit endlicher Präzision auf einem Computer stets die Eigenschaft liw+1+ ε > l
i
w+1 und
uiw− ε < uiw erhalten bleiben.39
⋆ ⋆ ⋆
37Insbesondere ist Y˜i = ri1 im Spezialfall p = 1.
38Kürzer aber anfällig für das Abhängigkeitsproblem der Intervallarithmetik.
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Wie in Abschnitt 4.3 besprochen, lassen sich Ungleichungsrestriktionen der Form gLRj(x)≥
gRRj(x) und g
L
Rj(x)≤ gRRj(x) sowie Gleichungsrestriktionen der Gestalt gLRj(x) = gRRj(x) mit den
links- und rechtsseitigen Constraint-Funktionen gLRj, g
R
Rj : R
n→ R stets durch geeignete Umfor-
mung in jeweils ein bis zwei Constraints der Form gRj(x)≤ 0 überführen. Die in der Optimie-
rungsliteratur betrachteten restringiertenMaximierungs- undMinimierungsprobleme verwen-
den üblicherweise keine strikten Ungleichungen als Constraints.40 Dies liegt darin begründet,
dass das Optimierungsproblem maxx x unter der Restriktion gR1(x) = (x − c) ≤ 0 mit c ∈ R
fix und gR1 : R→ R eine Lösung besitzt (nämlich mit dem globalen Maximum im Punkt x⋆ = c
genau eine), unter der Restriktion gR1(x) = (x− c) < 0 hingegen nicht: Es ist x = c kein zuläs-
siger Punkt unter dieser. Die Menge { x | x∈R ∧ x< c } hat daher zwar mit x = c ein (in ihr
selbst nicht enthaltenes) Supremum, aber kein Maximum.
Weil PDDL 2.1 die Verwendung der Relationen>,≥,=,≤ und< in den numerischen Aktions-
vorbedingungen erlaubt, besitzen Optimierungsprobleme mit strikten Ungleichungsrestriktio-
nen in der vorliegendenArbeit praktische Relevanz.Wie in Kapitel 7 besprochen, lassen sie sich
zum Ausschluss von unerwünschten arithmetischen Ausnahmesituationen bei der Kennzah-
lenberechnung und von unzulässigen Systemzuständen des MAS bei der Planung einsetzen
sowie zur Vermeidung der Generierung von bestimmten, z.B. durch die Aktionen der Agen-
ten nicht erreichbaren, Sollwerten. Vor allem in komplexen Anwendungsdomänen muss ihre
Existenz in einem von den Agenten des MAS zu lösenden Kennzahlenoptimierungsproblem
daher nicht notwendigerweise auf die Verbesserungswürdigkeit der durch den Benutzer oder
Entwickler des Systems vorgenommenen Konfiguration der Kennzahlen, Kennzahlenziele und
Planungsaktionen hinweisen.
Ist in einem konkreten Anwendungsszenario ein Optimierungsproblem mit strikten Unglei-
chungsrestriktionen gegeben, das aus dem oben genannten Grund keine Lösung besitzt,41
ist es in der Praxis häufig ausreichend, einen nach den Maßstäben der Anwendungsdomäne
»hinreichend guten« Punkt als Ergebnis des numerischen Optimierungsprozesses zu liefern.
Für das im vorletzten Absatz betrachtete Maximierungsproblem mit strikter Ungleichungsre-
striktion kann es sich dabei um ein x⋆ = c − ε mit einem hinreichend klein gewählten ε ∈ R,
ε > 0 handeln. Dies entspricht der Lösung des alternativen Problems maxx x unter der Re-
striktion gR1(x) = (x− c + ε) ≤ 0. Bei der Berechnung der Constraint-Funktion mit endlicher
Präzision auf einem Computer ist allerdings darauf zu achten, dass ε (in Verbindung mit dem
eingesetzten Rundungsmodus) nicht so klein gewählt ist, dass das gerundete maschinelle Er-
gebnis der Berechnung x − c + ε an manchen Stellen x dem maschinellen Ergebnis von x − c
39Das heißt, das Ergebnis der Addition liw+1+ε (resp. der Subtraktion u
i
w−ε) muss stets eine andere IEEE-754-Gleit-
kommarepräsentation besitzen als liw+1 (resp. u
i
w). Spezieller: Für alle w ∈ {1, . . . ,mi − 1} muss gRi,w an allen Stel-
len x mit xi = liw+1 (resp. xi = u
i
w) für den Fall oilw+1= true (resp. o
i
uw= true) stets ein anderes Gleitkommaergebnis
liefern als für den Fall oilw+1= false (resp. o
i
uw= false). Ebenso muss gRi,0 (resp. gRi,mi ) an allen Stellen x mit xi = l
i
1
(resp. xi = uimi ) für den Fall o
i
l1
= true (resp. oiumi = true) stets ein anderes Gleitkommaergebnis liefern als für den
Fall oil1= false (resp. o
i
umi
= false). Wird darüber hinaus bei der Optimierung eine Penalty-Funktion der Form (4.33)
verwendet, dann muss die Gleitkommarepräsentation des in der Gleichung als f (x) bezeichneten Funktionswerts
in jedem nicht-zulässigen Punkt x des exakten mathematischenModells bei der maschinellen Berechnung für α > 0
stets kleiner als die Gleitkommarepräsentation der Summe f (x) + α · π(x) sein. Dies kann in der Praxis durch ge-
eignetes Umschalten des IEEE-754-Rundungsmodus, wie es bei die Einschlussbedingung (5.5) garantierenden In-
tervallarithmetikimplementierungen zum Einsatz kommt, bewerkstelligt werden.
40Als Ausnahmen seien etwa das von Baldick (2006, S. 562ff) vorgestellte restringierte Minimierungsproblem zum
Routing in Datenkommunikationsnetzen und die von Henderson et al. (2014) mittels Partikelschwarmoptimierung
durchgeführte Bestimmung trikritischer Punkte von chemischen Mischungen genannt.
41Im Allgemeinen können Optimierungsprobleme mit strikten Ungleichungsconstraints freilich Lösungen haben. So
besitzt etwa das quadratische Programmmaxx 5− x2 unter der Restriktion gR1(x) = (x2− 1) < 0 genau ein globa-
les Maximum bei x⋆ = 0.
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entspricht. Dies kann dazu führen, dass der Punkt x = c fälschlicherweise als zulässiger Punkt
kategorisiert und in der Folge als finales Ergebnis des maschinellen Optimierungsprozesses
geliefert wird. Gleichfalls ist bei der Implementierung der Punktversionen der Kennzahlen-
und Constraint-Funktionen auf einem Computer, z.B. unter IEEE-754-Standardrundung Round
Half to Even, nicht garantiert, dass Kennzahlenwerte, die ausschließlich an nicht-zulässigen
Stellen des exakten mathematischen Modells auftreten, bei der gerundeten maschinellen Be-
rechnung nicht als gerundeter Kennzahlenwert an zulässigen Stellen des exakten Modells ge-
liefert werden. Die Verwendung der erweitert-wertebereichsvollständigen Intervallversionen
der entsprechenden Abbildungen sowie der Constraints supRI
(
gI j(x)
) ≤ 0 (mit geforderter
Existenz des Supremums) kann diesbezüglich Abhilfe schaffen.
Prinzipiell könnte im exakten Modell für ε anstelle einer reellen Zahl ein positives Infinitesimal
der hyperreellen Zahlen ⋆R der Nichtstandardanalysis (siehe z.B. Keisler 2012; Goldblatt 1998;
Davis 1977) hergenommen und jede Constraint-Funktion gRi,w aus Definition 8.46 in ⋆R, d.h. in
der Form gRi,w : Rn→ ⋆R berechnet werden. Dazu ist allerdings anzumerken, dass u.a. Addi-
tion und Multiplikation in ⋆R anders definiert sind als in den erweiterten reellen Zahlen R. Im
Gegensatz zu (⋆R,+, ·) ist (R,+, ·) kein Körper. Insbesondere gilt 1/ε < 1/ε + c für alle c ∈ R
und ε ∈ ⋆R mit der Eigenschaft ∀v∈R, v>0 . (0 < ε < v). In R hingegen ist +∞ ≮ +∞ + c = +∞
für alle c ∈ R. Bezüglich der arithmetischen Basisoperationen • ∈ {+,−, ·,÷} existiert daher
keine Abbildung h : R → ⋆R mit h(a • b) = h(a) • h(b) für alle a, b ∈ R mit a • b ∈ R. Damit
sind die in Kapitel 7 beschriebenen Basisoperationen und die in diesem Kapitel beschriebenen
Kennzahlenfunktionen inkompatibel mit der Arithmetik in ⋆R. Wenngleich die Infinitesimal-
rechnung in bestimmten Fällen bei der Berechnung von Penalty-Funktionen im Sinne eines
Workarounds in der Praxis funktionieren mag, erscheint in Hinblick auf eine saubere Konzep-
tionalisierung der Kennzahlenoptimierung eine derartige Vermischung von erweitert-reeller
mit hyperreeller Arithmetik nicht ratsam. Da letztere insbesondere auch mit der verbreite-
ten IEEE-754-Gleitkommaarithmetik – und in Folge mit vielen existierenden numerischen Pro-
grammierbibliotheken – inkompatibel ist, wurde von einer durchgehenden Verwendung von
⋆R∪ {NaN} anstelle von R˜ in der Formalisierung des KBM und KPM abgesehen.
Die in Definition 8.46 aus der Intervallrestriktion xi ∈ Mi bezüglich des Eingabewerts xi mit
i ∈ LQ erzeugten Ungleichungsrestriktionen gRi,w(x) ≤ 0 erfordern stets xi ∈ R. Sie erlauben
somit keine Punkte mit xi ∈ {−∞, +∞, NaN} als Elemente der zulässigen Menge des in der
nächsten Definition beschriebenen Kennzahlenoptimierungsproblems. Weil sich existierende
numerische Optimierungsalgorithmen z.T. stark in ihrer Funktionsweise voneinander unter-
scheiden, lässt sich an dieser Stelle kein allgemeiner Ansatz für eine explizite Unterstützung
zulässiger Punkte mit xi 6∈ R bei der Optimierung der skalaren Gesamtbewertung angeben.
Wie dies unter Berücksichtigung aller dadurch u.U. auftretenden arithmetischen Sonderfälle
wie etwa (+∞) − (+∞), 0 · (+∞), (+∞) + c und NaN + c mit c ∈ R bewerkstelligt werden
kann, ohne die algorithmische und numerische Robustheit eines Verfahrens hinsichtlich der
Lösungsfindung zu stören, ist stets methodenabhängig zu klären. Die entsprechende Erweite-
rung existierender Optimierungsverfahren liegt außerhalb des thematischen Rahmens der vor-
liegenden Arbeit und verbleibt als zukünftiger Untersuchungsgegenstand. Die gegenwärtige
Implementierung der Kennzahlenprogrammierbibliothek kann daher nur Kennzahlensollwer-
te aus R generieren und zwischen den Agenten des MAS austauschen.
Das durch die angestrebte Maximierung der skalaren Gesamtbewertung des KBM gegebene
restringierte Optimierungsproblem lässt sich (unter Verwendung der Indexvariablen k anstelle
von w für die Indirektionen) wie folgt formulieren:
Definition 8.47 Es sei indirections =
(
(Q1, x1), . . . , (Qm, xm)
) ∈ (IndR)∗ eine Liste von Indirek-
tionen mit m ≥ 0 und Qm+1 := Q das Kennzahlenbewertungsmodell aus Definition 8.1. Hierbei be-
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zeichnet Qk=
(
Θk,Hk,Nk, funckR, func
k
I , Ak, Bk, Γk,∆k, Fk,Zk,Gk,Fluentsk, scal
k
R, scal
k
I , nk
)
mit k∈ {1,
. . . ,m} das Bewertungsmodell der k-ten Indirektion und x k = (x k1 , . . . , x knk) den Vektor der aktuellen
Eingabewerte oder Default-Eingabewerte (oder eine Mischung aus beidem) der k-ten Indirektion. Dar-
über hinaus seien xm+11 , . . . , x
m+1
n ∈ R˜ die aktuellen, durch sensorische Wahrnehmung oder Austausch
der Kennzahlenwerte über den Kennzahlenbroker, festgestellten Eingabewerte des Bewertungsmodells
Qm+1 = Q. Ist letzteres gültig unter indirections, dann ist das zu lösende Kennzahlenoptimierungs-
problem gegeben durch
maxx obj
Q
R (indirections ; x)
mit der Zielfunktion
objQR :
(
(IndR)
∗× R˜(|LQ1 |+ ···+|LQm+1 |)
)
→ [0, 1]
objQR (indirections ; x) = sat
Q
R
((
(Q1, x 1), . . . , (Qm, xm)
)
; xm+1
)
und x =
m+1⊕
R˜
k=1
〈
xki
〉
i∈LQk x ∈ R˜
(|LQ1 |+ ···+|LQm+1 |)
x k =
(
x k1 , . . . , x
k
nk
)
, x k ∈ R˜nk
x kj :=
x
k
j falls j ∈ LQk
x kj falls j 6∈ LQk
j ∈ {1, . . . , nk}
k ∈ {1, . . . , m+1}
unter den allgemeinen Intervallrestriktionen
xki ∈ Mki mit Mki :=
⋂
(c′, k′, ξ ′, b′, o′, r′,D′)∈Bk , b′=i, o′=true RI(r
′).
i ∈ LQk
k ∈ {1, . . . , m+1}
Letztere können wie in Definition 8.46 beschrieben, im Allgemeinen unter Approximation, in die Form
gkRi,w(x) ≤ 0mit gkRi,w : R(|LQ1 |+ ···+|LQm+1 |)→ R gebracht werden; siehe dazu die Gleichungen (8.31)–
(8.33). Der zusätzliche Index k ∈ {1, . . . ,m+1} sei an dieser Stelle zur Kennzeichnung des Kennzah-
lenbewertungsmodells Qk eingeführt, dessen Eingabewert xki ist und zu dem die betreffende Constraint-
Funktion somit gehört.
Die Definition der Intervallversion objQI der Zielfunktion obj
Q
R erhält man analog durch geeignetes
Austauschen der Symbole R und R˜ sowie der Menge [0, 1] in der obigen Beschreibung durch I. Die
Eingabewerte x kj ∈ I mit 1 ≤ j ≤ nk und 1 ≤ k ≤ m+1 sind dann abhängig vom gegebenen algorith-
mischen Anwendungskontext zu setzen, d.h. beispielsweise auf die aktuellen Punktintervallwerte der
Basiskennzahlen oder derart, dass RI
(
x kj
) ⊆ Mkj . Weil die Abbildung objQI damit lediglich eine u.U. in
der Parameteranzahl reduzierte Alternativfassung von satQI aus Definition 8.40 darstellt, ist obj
Q
I genau
dann (erweitert) wertebereichsvollständig (resp. cset-vollständig), wenn satQI (erweitert) wertebereichs-
vollständig (resp. cset-vollständig) ist.
⋆ ⋆ ⋆
Der Gradient der zu maximierenden Zielfunktion ist gegeben durch
∇x objQR (indirections ; x) =
m+1⊕
R˜
k=1
〈
∂ satQR
((
(Q1, x 1), . . . , (Qm, xm)
)
; xm+1
)
∂ x ki
〉
i∈LQk
(8.34)
mit den Vektoren x, x k, den Bewertungsmodellen Qk und der Indirektionsliste indirections wie
inDefinition 8.47 festgelegt. Die Berechnung dieses Gradienten sowie der Gradienten der Kenn-
zahlenfunktionen des KBM ist Betrachtungsgegenstand des folgenden Abschnitts.
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8.20 Automatische Differentiation des Bewertungsmodells
Die Grundlagen der automatischen Differentiation von endlichen Algorithmen wurden in Ka-
pitel 4 behandelt. Der dort vorgestellte iterative Algorithmus 4.3 zur Berechnung der parti-
ellen Ableitungen einer multivariaten Funktion im Rückwärtsmodus kann leicht auf das in
diesem Kapitel formalisierte KBM übertragen werden. Die Differentiation ist dazu einsetzbar,
den Einfluss der Eingabewerte des KBM sowie bestimmter Kennzahlen auf andere Kennzah-
len bzw. auf die zu optimierende Zielfunktion objQR zu bestimmen. Darüber hinaus ermöglicht
sie den Einsatz gradientenbasierter Optimierungsverfahren zu Zwecken der Maximierung der
Zielfunktion. Die automatische Differentiation der Kennzahlenfunktionen sowie der skalaren
Gesamtbewertung sind in den Algorithmen 8.1–8.4 auf den Seiten 236–239 beschrieben. Abge-
druckt ist die Berechnung der partiellen Ableitungen in R˜. Die Implementierung der Kennzah-
lenbibliothek enthält darüber hinaus Programmroutinen zur Berechnung derselben in I.
Die Funktion get_gradientQR in Algorithmus 8.3 liefert den Wert fRξ(indirections ; x1, . . . , xn) so-
wie den Gradienten
∇ fRξ(indirections ; x1, . . . , xn) =
m+1⊕
R˜
k=1
(
∂ fRξ(indirections ; x1, . . . , xn)
∂ x k1
, . . . ,
∂ fRξ(indirections ; x1, . . . , xn)
∂ x knk
)
mit indirections =
(
(Q1, x1), . . . , (Qm, xm)
)
, m ≥ 0
Qk =
(
Θk, . . . , nk
)
, Qm+1 := Q, k ∈ {1, . . . , m+1}
x k =
(
x k1 , . . . , x
k
nk
)
, xm+1j := xj j ∈ {1, . . . , n}
(8.35)
der Kennzahlenfunktion fRξ einer gegebenen Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) des Bewer-
tungsmodells an der gegebenen Stelle (x11 , . . . , x
1
n1 , . . . , x
m
1 , . . . , x
m
nm , x1, . . . , xn) ∈ R˜(n1+···+nm+n).
Zunächst berechnet sie die Werte von ϕ und aller in ϕ einfließenden Kennzahlen in einem Vor-
wärtsdurchlauf, welcher durch Algorithmus 8.1 gegeben ist. Dieser Vorwärtsdurchlauf traver-
siert in Gestalt einer rekursiven Funktion forward_sweepQR den Berechnungsgraphen der betref-
fenden Kennzahl, unter Folgen der m gegebenen Indirektionen wo nötig, und legt die reellen
Werte aller dabei betrachteten Kennzahlen in den statischen42Variablen vˆki mit i ∈ {1, . . . , ℓk},
k ∈ {1, . . . ,m+1} und m ≥ 0 ab. Hierbei bezeichnet ℓk die Länge der Kennzahlenfunktionslis-
ten funckR =
(
f kR1, . . . , f
k
Rℓk
)
und funckI =
(
f kI1, . . . , f
k
Iℓk
)
des Bewertungsmodells Qk =
(
Θk,Hk,Nk,
funckR, func
k
I , . . . , nk
)
. Anschließend wird der Berechnungsgraph ein zweites Mal rekursiv von
der Funktion accumulate_gradientQR durchlaufen, welche die zuvor geschriebenen vˆ
k
i zur Akku-
mulation des Gradienten der Kennzahlenfunktion fRξ verwendet (siehe die mit [†] markierte
Zeile). Die partiellen Ableitungen xˆki = ∂ fRξ(indirections ; x1, . . . , xn) / ∂ x
k
i nach den Eingabe-
werten des Bewertungsmodells Qk werden dabei in den statischen Variablen xˆ11, . . . , xˆ
k
nk auf-
summiert. Alle anderen benötigten Adjungierten43 werden hingegen dem jeweils nächsten Re-
kursionsschritt in Form des Parameters adjoint übergeben (vgl. die mit [⋆] markierte Zeile).
42Relevant in diesem Sinne von »statisch« ist für den Differentiationsalgorithmus die Eigenschaft der einmaligen
Existenz der betreffenden Variablen außerhalb aller Rekursionsebenen und die Zugreifbarkeit aus letzteren. In einer
konkreten Implementierung müssen diese Variablen nicht notwendigerweise global oder static in der Semantik
von Java, C, C++ oder C# sein. Tatsächlich handelt es sich in der Java-Implementierung der Kennzahlenbibliothek
um Member-Variablen der Kennzahlenklassen. Nebenläufige Ableitungsberechnungen innerhalb eines Agenten
sind daher im aktuellen Softwareprototyp geeignet durch Locking-Mechanismen zu sichern.
43Siehe Abschnitt 4.2 zum Begriff der Adjungierten.
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Den Wert der skalaren Gesamtbewertung sowie deren Gradienten ∇satQR(indirections ; x1, . . .,
xn) liefert schließlich die in Algorithmus 8.4 angegebene Funktion get_gradient_sat
Q
R . Sie durch-
läuft den Berechnungsgraphen der skalaren Gesamtbewertung ebenfalls in einem Vorwärts-
und Rückwärtsdurchlauf und verwendet für die Traversion der Berechnungsgraphen der
in die Gesamtbewertung einfließenden Kennzahlen die Funktionen forward_sweepQR und
accumulate_gradientQR aus Algorithmus 8.1 resp. 8.2. Der in Gleichung (8.34) angegebene Gra-
dient ∇x objQR (indirections ; x) der zu optimierenden Zielfunktion objQR ergibt sich direkt aus
get_gradient_satQR(indirections ; x1, . . . , xn) =(
satQR(indirections ; x1, . . . , xn), ∇satQR(indirections ; x1, . . . , xn)
)
mit ∇satQR(indirections ; x1, . . . , xn) =
m+1⊕
R˜
k=1
(
∂ satQR(indirections ; x1, . . . , xn)
∂ x k1
, . . . ,
∂ satQR(indirections ; x1, . . . , xn)
∂ x knk
)
und x 1, . . . , xm+1 wie in Gleichung (8.35) festgelegt. Für ein korrektes Ergebnis erfordern
die Algorithmen 8.1–8.4 die Gültigkeit aller Kennzahlenbewertungsmodelle Q1, . . . , Qm und
Qm+1 = Q.
Die Algorithmen 8.2 und 8.3 lassen sich leicht anpassen, umden Einfluss ∂ f kRi / ∂ f
k′
Ri′ zu berech-
nen, den eine gegebene Kennzahl ϕ′ des Bewertungsmodells Qk′mit der Kennzahlenfunktion
f k
′
Ri′ auf eine andere Kennzahl ϕ des Bewertungsmodells Q
k, k′≤ k mit der Kennzahlenfunk-
tion f kRi hat. Dazu ist in get_gradient
Q
R und accumulate_gradient
Q
R eine weitere statische Variable
xˆk,k
′
i,i′ mit dem initialen Wert 0 einzuführen, in welcher die Adjungierte ∂ f
k
Ri
(
(ind1, . . . ,indk−1) ;
x k1 , . . . , x
k
nk
)
/ ∂ f k
′
Ri′
(
(ind1, . . . , indk′−1) ; x k
′
1 , . . . , x
k′
nk′
)
aufsummiert wird, sowie zwei weitere sta-
tische Variablen, welche zwecks späteren Zugriffs auf xˆk,k
′
i,i′ die Indizes k und i der differen-
zierten Kennzahlenfunktion f kRi des Bewertungsmodells Q
k über alle Rekursionsebenen hin-
weg festhalten. Die Auswertung ist dann mit get_gradientQ
k
R zu beginnen, indem dieser Funk-
tion die von ϕ′ beeinflusste Kennzahl ϕ übergeben wird. Ein jedes Mal, wenn die Funktion
accumulate_gradientQ
k′
R während der rekursiven Ausführung des Algorithmus in ihrem zweiten
Parameter die Kennzahl ϕ′ erhält, ist der ihr im ersten Parameter übergebene Wert von adjoint
auf den aktuellen Wert der Variablen xˆk,k
′
i,i′ zu addieren. Falls der Gradient ∇ f kRi(indirections ;
x1, . . . , xn) der Kennzahl ϕ nicht von Interesse ist, kann in dieser Situation von einem weiteren
rekursiven Abstieg abgesehen und die Funktion direkt verlassen werden. Nach der Terminati-
on des Rückwärtsdurchlaufs gilt dann xˆk,k
′
i,i′ = ∂ f
k
Ri
(
(ind1, . . . , indk−1) ; x k1 , . . . , x
k
nk
)
/ ∂ f k
′
Ri′
(
(ind1,
. . . , indk′−1) ; x k
′
1 , . . . , x
k′
nk′
)
.
8.21 Standardindirektion des Bewertungsmodells
Welche Punktwerte eine gegebene Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) unter Einhaltung der
Wertebereichsrestriktionen r aller in B enthaltenen Basiskennzahlen annehmen kann, lässt sich
durch Auswertung ihrer Kennzahlenintervallfunktion fIξ eingrenzen. Dazu verwendet man
den Eingabeintervallvektor x :=
(
Y˜1, . . . , Y˜n
)
, wobei Y˜i ∈ I mit 1≤ i≤ n, ähnlich wie in Defi-
nition 8.46, den Schnittwert aller Wertebereichsrestriktionen bezüglich des i-ten Eingabewerts
bezeichnet, sofern das KBM mindestens eine Basiskennzahl mit b = i besitzt. Ist dies nicht der
Fall, dann ist zu diesem Zweck Y˜i :=
{
R−1
(
R
)
, NaNR
}
zu setzen, sodass RI
(
Y˜i
)
= R˜. Analog
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lässt sich durch Berechnung von objQI
(
x
)
eine (bei Einsatz einer erweitert-wertebereichsvoll-
ständigen oder cset-vollständigen Intervallarithmetik garantierte) untere und obere Schranke
für die unter Einhaltung aller Wertebereichsrestriktionen des KBM möglichen Werte der ska-
laren Gesamtbewertung ermitteln. Das Bewertungsmodell Q und der für dieses eindeutig be-
stimmte Eingabevektor
(
Y˜1, . . . , Y˜n
) ∈ In lassen sich zu einer speziellen Intervallindirektion44
zusammenfassen, welche die Standardindirektion von Q genannt wird. Sie wird im nächsten
Kapitel u.a. zur Definition der Aktionsausführbarkeit innerhalb des Kennzahlenplanungsmo-
dells herangezogen.
Definition 8.48 Es bezeichne
std_indQ =
(
Q, x
) ∈ IndI
mit x := (Y˜1, . . . , Y˜n) und45
Y˜i :=

{
R−1
(
R
)
, NaNR
}
falls pi = 0
ri1 falls pi = 1(
. . .
(
ri1 ∩I ri2
) ∩I . . .) ∩I ripi falls pi ≥ 2,
i ∈ {1, . . . , n}
ri :=
(
ri1, . . . , r
i
pi
) ∈ perm({ r ∣∣ (c, k, ξ, b, o, r, D) ∈ B ∧ b = i }) ri ∈ I∗, pi ≥ 0
die Standardindirektion (Standard Indirection) des Kennzahlenbewertungsmodells Q aus Definition 8.1.
⋆ ⋆ ⋆
8.22 Kennzahlenabhängigkeiten: Lokale und globale
Kennzahlen
Bevor im nächsten Abschnitt die Formalisierung des KBMmit der Beschreibung von bestimm-
ten, in Kapitel 9 benötigten, Modifikationen desselben abgeschlossen wird, erfolgt an dieser
Stelle eine Betrachtung von Kennzahlenabhängigkeiten und die Definition des Begriffs der lo-
kalen sowie globalen Kennzahl. Zu diesem Zweck sei zunächst die KBM-unabhängige Menge
K aller möglichen Kennzahlen der im vorliegenden Kapitel eingeführten fünf Kennzahlenty-
pen festgelegt.
Definition 8.49 Die MAS-weite Menge aller möglichen (nicht notwendigerweise gültigen) Kennzah-
len aller möglichen KBM sei bezeichnet als
K :=
⋃
(Θ,H,N, funcR, funcI,A,B,Γ,∆,F,Z,G,Fluents,scalR,scalI,n)∈Q
(A ∪ B ∪ Γ ∪ ∆ ∪ F).
⋆ ⋆ ⋆
Ob eine Kennzahl als lokal oder global gilt, ist abhängig von den Eigenschaften der in ihre
Berechnung einfließenden Kennzahlen des gleichen Bewertungsmodells sowie etwaiger wei-
terer in einer gegebenen Indirektionsliste enthaltenen KBM, in denen die Auswertung fortge-
setzt wird. Diese Kennzahlenabhängigkeiten können mit Hilfe der zwei Abbildungen DepQ
44Siehe Definition 8.14 zu den Bewertungsmodellindirektionen.
45Insbesondere ist std_indQ =
(
Q, ()
)
im Spezialfall n = 0.
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und KF_DepQ bestimmt werden. Um Verwechslungen mit dem Kennzahlennamen k ∈ ΨK zu
vermeiden, wird in den folgenden Definitionen wieder wie eingangs die Variable w zur Indi-
zierung der Indirektionen hergenommen.
Definition 8.50 Es sei das Bewertungsmodell Q aus Definition 8.1 gültig gemäß Definition 8.41. Zu-
dem sei die Indirektionsliste indirections = (ind1, . . . , indm) ∈ Ind⋆ mit m ≥ 0 und indw =
(
Qw, xw
)
für 1 ≤ w ≤ m gegeben, deren Bewertungsmodelle Q1, . . . ,Qm ebenfalls alle gültig sind (sofern m ≥ 1).
Dann ist die Menge der Kennzahlen, welche in die Berechnungsvorschrift einer bestimmten Kennzahl
ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) über alle nicht in der Menge F ⊆ F enthaltenen Kennzahlen einfließen, d.h.,
von denen ϕ unter der Indirektionsliste abhängig ist, ohne dabei Fluent-Referenzen in F folgen zu müs-
sen, gegeben durch DepQ(ϕ, indirections, F) resp. KF_DepQ(ϕ, indirections, w, F)mit 1 ≤ w ≤ m+1
und
DepQ :
(
A ∪ B ∪ Γ ∪ ∆ ∪ F)× Ind⋆ ×P(F) → P(N× K)
DepQ
(
ϕ, (ind1, . . . , indm), F
)
=
⋃
j∈{j1, ..., jm′+q}
 ⋃
ϕ′∈ ιQ(j)\F
{(m+1, ϕ′)} ∪
DepQ(ϕ′, indir, F )
 falls ϕ ∈ Γmit ϕ = (c, k, ξ, ζ, (j1, . . . , jm′), agg,D)
sowie (jm′+1, . . . , jm′+q) wie in (8.5)–
(8.6) festgelegt
⋃
ϕ′∈ ηQ(c,ψ′, k′)\F
{(m+1, ϕ′)} ∪ DepQ(ϕ′, indir, F ) falls ϕ ∈ ∆ ∧ o
′= false
mit ϕ = (c, k, ξ, ψ′, k′, o′, D)
⋃
ϕ′∈ ηQm(c,ψ′, k′)
{(m, ϕ′)} ∪ DepQm(ϕ′, indir′,∅) falls ϕ ∈ ∆ ∧ o
′= true ∧ m ≥ 1
mit ϕ = (c, k, ξ, ψ′, k′, o′, D)
⋃
ϕ′∈ ιQ( fluent_idxQ(k′, par′))\F
{(m+1, ϕ′)} ∪ DepQ(ϕ′, indir, F ) falls ϕ ∈ F\F ∧ o
′ = false∧ par′∈ (ΨO)∗
mit ϕ = (c, k, ξ, k′, par′, o′, D)
⋃
ϕ′∈ ιQm( fluent_idxQm(k′, par′))
{(m, ϕ′)} ∪ DepQm(ϕ′, indir′,∅) falls ϕ ∈ F\F ∧ o
′ = true∧ par′∈ (ΨO)∗∧
m ≥ 1 mit ϕ = (c, k, ξ, k′, par′, o′, D)
⋃
ϕ′∈ κQ(par′, k′)\F
{(m+1, ϕ′)} ∪ DepQ(ϕ′, indir, F ) falls ϕ ∈ F\F ∧ o
′ = false∧ par′∈ Θ
mit ϕ = (c, k, ξ, k′, par′, o′, D)
⋃
ϕ′∈ κQm(par′, k′)
{(m, ϕ′)} ∪ DepQm(ϕ′, indir′,∅) falls ϕ ∈ F\F ∧ o
′ = true∧ par′∈ Θm ∧
m ≥ 1 mit ϕ = (c, k, ξ, k′, par′, o′, D)
∅ sonst
mit indir := (ind1, . . . , indm) für m ≥ 0,
indir′ := (ind1, . . . , indm−1), (Qm, xm) := indm, (Θm, . . . , nm) := Qm für m ≥ 1,
KF_DepQ :
(
A ∪ B ∪ Γ ∪ ∆ ∪ F)× Ind⋆ ×N×P(F) → P(K)
KF_DepQ
(
ϕ, indirections, w, F
)
=
{
ϕ′
∣∣ (w′, ϕ′)∈ DepQ(ϕ, indirections, F) ∧ w′ = w }.
⋆ ⋆ ⋆
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Der jeweils letzte Parameter F von DepQ und KF_DepQ wird im Folgenden als Ignore-Menge
bezeichnet. Diese wird im nächsten Kapitel u.a. dazu eingesetzt, im Rahmen der Prüfung
auf gegenseitigen Aktionsausschluss (Mutual Exclusion, kurz: Mutex) bei der Erhebung der
Kennzahlenabhängigkeiten zweier, die gleiche numerische Zustandsvariable (k par1 · · · parp)
verändernder, PDDL-Effektformeln des Typs increase, decrease, scale-up oder scale-down
die im jeweiligen Berechnungsgraphen am weitesten »links«46 stehende, auf den Wert von
(k par1 · · · parp) im direkten Vorzustand verweisende, Fluent-Referenz samt ihren dortigenwei-
teren Abhängigkeiten nicht zu berücksichtigen.47 Dies sorgt dafür, dass z.B. die zwei numeri-
schen Aktionseffekte (increase (k par1 · · · parp) 5) und (decrease (k par1 · · · parp) 1) nicht in
gegenseitigemAusschluss stehen und daher imKennzahlenplanungsmodell prinzipiell neben-
läufig zueinander ausführbar sind.
Eine lokale Kennzahl eines KBM ist eine Kennzahl, die ausschließlich von Kennzahlen ihres
eigenen Kontextes und KBM abhängig ist. Im Gegensatz dazu wird eine Kennzahl, in welche
Werte von Kennzahlen anderer Kontexte oder gar anderer Bewertungsmodelle48 einfließen,
globale Kennzahl genannt.
Definition 8.51 Es sei das Bewertungsmodell Q aus Definition 8.1 gültig gemäß Definition 8.41. Eine
in Q unter der leeren Indirektionsliste () gültige Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) wird als lokale
Kennzahl von Q bezeichnet, genau dann, wenn die Bedingung
∀ϕ′∈KF_DepQ(ϕ, (), 1,∅) . contextQ(ϕ′) = contextQ(ϕ)
erfüllt ist und darüber hinaus alle in KF_DepQ
(
ϕ, (), 1, ∅
)∪ {ϕ} enthaltenen Basiskennzahlen Mess-
größen gemäß der in Abschnitt 6.1.1 vorgestellten Kennzahlentaxonomie sind. Ansonsten heißt ϕ glo-
bale Kennzahl von Q.
⋆ ⋆ ⋆
In Hinblick auf beliebig lange Indirektionslisten lässt sich der Lokalitätsbegriff für Kennzahlen
wie folgt erweitern:
Definition 8.52 Es sei das Bewertungsmodell Q aus Definition 8.1 gültig gemäß Definition 8.41. Dar-
über hinaus gegeben sei eine nicht-leere, endliche Kennzahlenkontextmenge Θˆ ⊂ ΨΘ und eine Indirek-
tionsliste indirections = (ind1, . . . , indm) ∈ Ind⋆ mit m ≥ 0 und indw =
(
Qw, xw
)
sowie gültigem Be-
wertungsmodell Qw=
(
Θw,Hw,Nw, funcwR , func
w
I , Aw, Bw, Γw,∆w, Fw,Zw,Gw,Fluentsw, scal
w
R, scal
w
I ,
nw
)
für alle w ∈ {1, . . . ,m}. Setze zudem Qm+1 := Q.
Eine unter der Indirektionsliste indirections gültige Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) des Bewer-
tungsmodells Q heißt Θˆ-lokal unter indirections, genau dann, wenn
Cϕ⊆ Θˆ für Cϕ := {contextQ(ϕ)} ∪
{
contextQw(ϕ
′)
∣∣∣ (w, ϕ′)∈ DepQ(ϕ, indirections,∅)}
gilt. Ansonsten heißt sie Θˆ-global unter indirections. Zudem wird sie (strikt) lokal unter indirections
genannt, genau dann, wenn sie Θˆ-lokal für Θˆ := {contextQ(ϕ)} ist. Ansonsten heißt sie (allgemein)
global unter indirections.
⋆ ⋆ ⋆
46Bezogen auf eine grafische Darstellung, in der alle Kindknoten einer zusammengesetzten Kennzahl von links nach
rechts in genau der Reihenfolge eingezeichnet werden, in welcher ihre Kennzahlenwerte in Gleichung (8.8) der
Basisoperation ωRξ übergeben werden.
47In Kapitel 9 werden die Berechnungsgraphen der numerischen increase-, decrease-, scale-up- und scale-down-
Effekte stets so konstruiert, dass in ihnen die bei der Mutex-Überprüfung zu ignorierende Fluent-Referenz auf den
Vorzustand mit der nachfolgend in Definition 8.53 festgelegten Abbildung leftmostQ nachgeschlagen werden kann.
48In Form von Kennzahlenreferenzen oder Fluent-Referenzen mit dem Indirektionsmodus o′ = true oder auf Basis
von über den Kennzahlenbroker importierten Kennzahlenwerten anderer Agenten.
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An einigen Stellen in Abschnitt 8.23 und Kapitel 9 müssen die Berechnungsvorschriften ei-
ner gegebenen Kennzahl lediglich bis einschließlich zu den numerischen Konstanten, Kenn-
zahlenreferenzen und Fluent-Referenzen des gleichen KBM untersucht, kopiert, gelöscht oder
anderweitig modifiziert werden, d.h., es ist dabei nur jener Teilgraph des vollständigen Kenn-
zahlenberechnungsgraphen zu betrachten, der mit der textuellen benutzerdefinierten Berech-
nungsvorschrift der Kennzahl korrespondiert. Die nächste Definition spezifiziert vier Hilfsab-
bildungen zur Extraktion derartiger Teilgraphen.
Die über natürlichzahlige Kennzahlenfunktionsindizes aus {1, . . . , ℓfunc} referenzierten Abhän-
gigkeiten einer gegebenen Kennzahl ϕ bis einschließlich zu den Kennzahlenreferenzen und
Fluent-Referenzen, ohne diesen weiter zu folgen, können mit den Abbildungen Exp_DepQ und
KF_ExpQ ermittelt werden. Erstere liefert diese Kennzahlenabhängigkeiten exklusive ϕ, wäh-
rend zweitere ϕ im Abbildungsergebnis mit einschließt. Analog zu KF_ExpQ kann die Menge
aller Kennzahlen, welche die aktuelle Berechnungsvorschrift einer numerischen Zustandsva-
riablen (k par1 · · · parp) inQ repräsentieren, mit Hilfe der Abbildung Fluent_ExpQ nachgeschla-
gen werden. Auch diese löst Kennzahlenreferenzen und Fluent-Referenzen nicht weiter auf.
Welche in der von KF_ExpQ(ϕ) gelieferten Menge enthaltene Kennzahl im Berechnungsgra-
phen von ϕ amweitesten »links«49 steht und dabei weder ebenfalls in dieser Menge enthaltene
Nachfolgerknoten im Graphen besitzt, noch über automatische Kennzahlenaggregation in ϕ
einfließt, kann mit der Abbildung leftmostQ bestimmt werden.
Definition 8.53 Für das Bewertungsmodell Q aus Definition 8.1 seien die Abbildungen Exp_DepQ,
KF_ExpQ, Fluent_ExpQ und leftmostQ definiert als
Exp_DepQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F) → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
Exp_DepQ(ϕ) =
⋃
j∈{j1, ..., jm+q}
 ⋃
ϕ′∈ ιQ(j)
{ϕ′} ∪ Exp_DepQ(ϕ′)
 falls ϕ ∈ Γ ∧ acyclic_kfQ(ϕ,∅) = truemit ϕ = (c, k, ξ, ζ, (j1, . . . , jm), agg,D)
sowie (jm+1, . . . , jm+q) wie in (8.5)–(8.6)
festgelegt
∅ sonst,
KF_ExpQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F) → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
KF_ExpQ(ϕ) = {ϕ} ∪ Exp_DepQ(ϕ),
Fluent_ExpQ : ΨK × (ΨO)∗ → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
Fluent_ExpQ(k, par) =
{
ϕ′′
∣∣∣ ϕ′′ ∈ KF_ExpQ(ϕ′) ∧ ϕ′ ∈ ιQ( fluent_idxQ(k, par))},
leftmostQ : (A ∪ B ∪ Γ ∪ ∆ ∪ F) → (A ∪ B ∪ Γ ∪ ∆ ∪ F)
leftmostQ(ϕ) =
leftmostQ(ϕ′) falls ϕ ∈ Γ ∧ acyclic_kfQ(ϕ,∅) = true ∧ m ≥ 1 ∧ |ιQ(j1)| = 1
mit ϕ = (c, k, ξ, ζ, (j1, . . . , jm), agg,D) und {ϕ′} := ιQ(j1)
ϕ sonst.
⋆ ⋆ ⋆
49In dem von Fußnote 46 beschriebenen Sinne.
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Für den in Abbildung 8.2 auf Seite 205 gezeigten vollständigen Berechnungsgraphen der Eigen-
kapitalquote erhält man beispielsweise Exp_DepQ(γ2) = {γ1, α1, δ2, δ1} sowie KF_DepQ(γ2) =
{γ2,γ1, α1, δ2, δ1} und leftmostQ(γ2) = {δ2}.
Um leicht feststellen zu können, ob eine gegebene Kennzahl eines gültigen KBM unter einer
ebenfalls gegebenen Indirektionsliste von einer bestimmten numerischen Zustandsvariablen
abhängig ist, sei die Hilfsabbildung depends_on_fluentQ eingeführt. Auch ihr wird eine (nicht
notwendigerweise nicht-leere) Ignore-Menge F von ausgewählten Fluent-Referenzen des glei-
chen KBM übergeben, deren Einfluss bei der Untersuchung ignoriert werden soll. Sie kommt
u.a. bei der formalen Beschreibung der numerischen Aktionsmutexes im nächsten Kapitel zum
Einsatz.
Definition 8.54 Es sei indirections = (ind1, . . . , indm)∈ Ind⋆ eine Liste von Indirektionen mit m ≥ 0
und indw =
(
Qw, xw
)
für 1 ≤ w ≤ m. Zudem bezeichne Qm+1 := Q das Kennzahlenbewertungsmodell
aus Definition 8.1. Alle Bewertungsmodelle Qw=
(
Θw,Hw,Nw, funcwR , func
w
I , Aw, Bw, Γw,∆w, Fw,Zw,
Gw,Fluentsw, scalwR, scal
w
I , nw
)
mit w ∈ {1, . . . ,m+1} seien gültig gemäß Definition 8.41. Dann ist die
Abbildung depends_on_fluentQ definiert als
depends_on_fluentQ :
(
A ∪ B ∪ Γ ∪ ∆ ∪ F)×ΨK × (ΨO)∗ × Ind⋆ ×P(F) → B
depends_on_fluentQ
(
ϕ, k, par, indirections, F
)
=
{
false falls M1 ∪ . . . ∪Mm+1 = ∅
true sonst
mit Mw :=
{
fl
∣∣∣ fl = (c, kfl, ξ, k′, par′, o′, D) ∈ (Ew ∩ Fw) ∧ k′ = k ∧ par′ = par } ∪(
Ew ∩ Fluent_ExpQw(k, par)
)
und Ew := KF_DepQ(ϕ, indirections, w, F ) ∪
{
{ϕ} falls w = m+1 ∧ ϕ 6∈ F
∅ sonst
für w ∈ {1, . . . , m+1}.
⋆ ⋆ ⋆
Wenngleich Definition 8.54 erfordert, dass alle betrachteten Bewertungsmodelle Q,Q1, . . . ,Qm,
m ≥ 0 einzeln gültig gemäß Definition 8.41 sind, ist es nicht notwendig, dass die der Abbil-
dung depends_on_fluentQ übergebene Kennzahl ϕ oder das Bewertungsmodell Q gültig unter
der gegebenen Indirektionsliste ist. Insbesondere dürfen am Anfang der letztgenannten einige
Bewertungsmodelle ausgelassen werden, die zur vollständigen Berechnung des Kennzahlen-
werts erforderlich wären. Die Abbildung liefert denWahrheitswert true, genau dann, wenn der
Berechnungsvorgang der Kennzahl entweder bereits in Q – unter Überspringen aller Kennzah-
len in F – oder fortgesetzt in der übergebenen (partiellen) Liste von Indirektionen an mindes-
tens einer Stelle mit einer Fluent-Referenz auf das durch (k, par) identifizierte Fluent verweist
oder mittels eines Kennzahlenfunktionsindexes (d.h. über die Liste I einer zusammengesetz-
ten Kennzahl; vgl. Definition 8.23) auf einen Teilausdruck einer Fluent-Belegung dieser nume-
rischen Zustandsvariablen.
Die Aktionen des im nächsten Kapitel formalisierten Kennzahlenplanungsmodells können mit
ihren sog. organisatorischen Effekten die Kontexthierarchie und die Mitgliedermengen der
Kontextgruppen des agentenglobalen Kennzahlenbewertungsmodells modifizieren. Durch das
Hinzufügen und Löschen von Kanten in der Kontexthierarchie können prinzipiell die Kenn-
zahlen(sammlungen), auf welche einzelne Kennzahlenreferenzen im Berechnungsgraphen ei-
ner gegebenen Kennzahl ϕ verweisen, ausgetauscht werden. Dies hat im Allgemeinen Auswir-
kungen auf den Kennzahlenwert von ϕ. Auch durch Veränderungen der Mitgliedermenge ei-
ner Kontextgruppe, über welche ϕ eine automatische Kennzahlenaggregation vornimmt, wird
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dieser beeinflusst. Für die Überprüfung der nebenläufigen Ausführbarkeit (Mutexfreiheit) von
zwei gegebenen Aktionen in einem Plan ist somit auch relevant, ob die organisatorischen Ef-
fekte der einen Aktion Auswirkungen auf die Kennzahlenwerte bestimmter numerischer Aus-
drücke der jeweils anderen haben können. Esmuss dabei untersucht werden, welche konkreten
Kontextgruppen im Berechnungsgraphen einer Kennzahl ϕ über Aggregationsreferenzen ex-
pandiert und welche Kennzahlenkontexte dort bei der Auflösung von Kennzahlenreferenzen
(potentiell) traversiert werden. Zu diesem Zweck sei die Abbildung AccQ eingeführt.
Definition 8.55 Es sei das Bewertungsmodell Q aus Definition 8.1 gültig gemäß Definition 8.41. Zu-
dem sei die Indirektionsliste indirections = (ind1, . . . , indm) ∈ Ind⋆ mit m ≥ 0 und indw =
(
Qw, xw
)
für 1 ≤ w ≤ m gegeben, deren Bewertungsmodelle Q1, . . . ,Qm ebenfalls alle gültig sind (sofern m ≥ 1).
Dann liefert die Abbildung AccQ die Menge aller von der Berechnungsvorschrift einer bestimmten
Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) unter indirections traversierten Kennzahlenkontexte und Kenn-
zahlenkontextgruppen:
AccQ :
(
A ∪ B ∪ Γ ∪ ∆ ∪ F)× Ind⋆ → P(ΨΘ ∪ (ΨΘ ×ΨG))
AccQ
(
ϕ, (ind1, . . . , indm)
)
= {contextQ(ϕ)} ∪
{(c′1, ψ′1), . . . , (c′p, ψ′p)} ∪
⋃
j∈{j1, ..., jm′+q}
 ⋃
ϕ′∈ ιQ(j)
PathsQ
(
c, contextQ(ϕ′)
) ∪
AccQ(ϕ′, indir)

falls ϕ ∈ Γ
mit ϕ =
(
c, k, ξ, ζ, (j1, . . . , jm′),
((c′1,ψ
′
1, k
′
1), . . . , (c
′
p,ψ′p, k′p)),D
)
sowie (jm′+1, . . . , jm′+q) wie in
(8.5)–(8.6) festgelegt
⋃
ϕ′∈ ηQ(c,ψ′, k′)
PathsQ
(
c, contextQ(ϕ′)
) ∪AccQ(ϕ′, indir) falls ϕ ∈ ∆ ∧ o′= false
mit ϕ = (c, k, ξ, ψ′, k′, o′, D)
⋃
ϕ′∈ ηQm(c,ψ′, k′)
PathsQm
(
c, contextQm(ϕ′)
) ∪AccQm(ϕ′, indir′) falls ϕ ∈ ∆ ∧ o′= true ∧ m ≥ 1
mit ϕ = (c, k, ξ, ψ′, k′, o′, D)
{par′} ∪ ⋃
ϕ′∈ κQ(par′, k′)
AccQ(ϕ
′, indir) falls ϕ ∈ F ∧ o′ = false∧ par′∈Θ
mit ϕ = (c, k, ξ, k′, par′, o′, D)
{par′} ∪ ⋃
ϕ′∈ κQm(par′, k′)
AccQm(ϕ
′, indir′) falls ϕ∈ F ∧ o′ = true∧ par′∈Θm ∧
m ≥ 1 mit ϕ = (c, k, ξ, k′, par′, o′,D)
∅ sonst
mit indir := (ind1, . . . , indm) für m ≥ 0,
indir′ := (ind1, . . . , indm−1), (Qm, xm) := indm, (Θm, . . . , nm) := Qm für m ≥ 1.
Dabei ist die Hilfsabbildung PathsQ festgelegt als
PathsQ : Θ×Θ → P(Θ)
PathsQ(c1, c2) =

{c1} falls c1 = c2
{c1} ∪M falls c1 6= c2 ∧M 6= ∅ mit M :=
(⋃
s∈SubΘ(c1,Θ,H) PathsQ(s, c2)
)
∅ sonst.
⋆ ⋆ ⋆
230
Wie es bei den Definitionen 8.50 und 8.54 oben der Fall ist, erfordert die Abbildung AccQ, dass
alle ihr übergebenen Bewertungsmodelle Q,Q1, . . . ,Qm, m ≥ 0 einzeln gültig (insbesondere
zyklenfrei) sind, aber nicht, dass Q gültig unter der gegebenen Indirektionsliste ist. Letztere
kann also auch hier partiell sein. Die von AccQ für die Kennzahl ϕ und die Indirektionsliste
(ind1, . . . , indm) gelieferte Menge besteht aus zwei verschiedenen Arten von Elementen. Zum
einen wird jede bei der Auswertung von ϕ unter der Indirektionsliste expandierte Kontext-
gruppe in der Ergebnismenge durch ein Paar identifiziert, das aus dem Kennzahlenkontext
und dem Namen der Gruppe besteht, d.h. aus den ersten beiden Elementen des Kontext-
gruppentripels nach Definition 8.11 resp. der expandierten Aggregationsreferenz nach Defi-
nition 8.21. Zum anderen enthält die Ergebnismenge jeden bei der Auswertung unter der In-
direktionsliste besuchten Kennzahlenkontext sowie die Kennzahlenkontexte aller möglichen
Pfade in der Kontexthierarchie, welche jeweils vom Kontext einer bei der Berechnung aufge-
lösten Kennzahlenreferenz zum Kontext des aufgefundenen Referenzziels führen. Mindestens
eine in KF_DepQ(ϕ) enthaltene Kennzahl verliert im Allgemeinen ihre Gültigkeit in Q, wenn
aus H eine kritische Teilmenge der zwischen den Kontexten in AccQ
(
ϕ, ()
) ∩ Θ vorhandenen
Kanten entfernt wird.
Die Potenzmenge P(H) der Kantenmenge der Kontexthierarchie (Θ,H) lässt sich daher für
jede gültige Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) in zwei Teilmengen partitionieren: Alle Kan-
tenmengen, die von H subtrahiert werden können, ohne dass mindestens eine Kennzahl in
KF_DepQ(ϕ) ihre Gültigkeit in Q verliert, und alle Kantenmengen, für die diese Eigenschaft
nicht gilt. Abbildung 8.3 zeigt ein Beispiel hierzu. Dargestellt ist eine Kontexthierarchie und ei-
ne Kennzahlenreferenz δ1, die aus dem Kontext θ2 heraus auf die Basiskennzahl β1 im Kontext
θ6 verweist, welcher ein indirekter Subkontext von θ2 ist. Während die beiden Kanten (θ2, θ3)
und (θ3, θ6) gleichzeitig entfernt werden können, ohne dass dies die Gültigkeit von δ1 beein-
flusst, führt ein gemeinsames Entfernen von (θ2, θ4) und (θ3, θ6) dazu, dass die Kennzahlenre-
ferenz nicht mehr erfolgreich aufgelöst werden kann, weil dann θ6 6∈ τQ(θ2) gilt und somit in
der Kontexthierarchie kein Pfad mehr zwischen θ2 und θ6 existiert. Weil eine derartige Partitio-
nierung von P(H) mit einem vergleichsweise hohen kombinatorischen Aufwand einhergeht
und für jede untersuchte Kennzahl und jeden betrachteten Planungsweltzustand gesondert
vorzunehmen ist, wird sie im nächsten Kapitel nicht zur Definition von gegenseitigen Akti-
θ3
θ5 θ6
θ7
θ2
θ8
θ1
θ4
θi
θj
In AccQ
(
δ1, ()
)
enthaltene Kontexte
Nicht in AccQ
(
δ1, ()
)
enthaltene Kontexte
x1
Kennzahlen-
einfluss
β1: K
δ1: ǫ
θ2: Maschine
θ6: Auftrag
Auftrag, K
(θ1, θ2)
(θ5, θ7)
(θ2, θ3)
(θ4, θ6)
(θ2, θ4)
(θ3, θ5)
(θ5, θ8)
(θ3, θ6)
Abbildung 8.3: Bei der Kennzahlenauswertung traversierte Kontexte (Beispiel).
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onsausschlüssen herangezogen. Stattdessen erfolgt dort eine grob-granularere Festlegung der
Mutexes auf Basis der von AccQ gelieferten Menge. Die Bestimmung der letzteren erfordert pro
untersuchter Kennzahl ϕ lediglich eine einmalige vollständige Traversion des Berechnungsgra-
phen von ϕ unter der gegebenen Indirektionsliste – und damit linearen Zeitaufwand.
8.23 Modifikation des Bewertungsmodells: Kopieren und
Löschen von Kennzahlen
Im Rahmen der Aktionsausführung innerhalb des im nächsten Kapitel beschriebenen Kenn-
zahlenplanungsmodells müssen, in Gestalt einer Menge von Kennzahlen in einem KBM reprä-
sentierte, numerische PDDL-Ausdrücke dupliziert und mit einem neuen Kennzahlenkontext
versehen in ein anderes KBM eingefügt werden. Die folgende Definition legt die Konstruktion
des Ergebnisses und die Notation eines solchen Kennzahlenkopiervorgangs fest.
Definition 8.56 Der Kopiervorgang einer Menge M von Kennzahlen eines gegebenen Kennzahlen-
bewertungsmodells Q1 in eine durch den Kontext cdest gegebene Kennzahlensammlung eines zweiten
Bewertungsmodells Q2 oder eine neu anzulegende Kennzahlensammlung sei notiert als(
M Q1¢
cdest Q2
)
= Q3.
Dabei ist Qw =
(
Θw,Hw,Nw, funcwR , func
w
I , Aw, Bw, Γw,∆w, Fw,Zw,Gw, Fluentsw, scal
w
R, scal
w
I , nw
)
mit funcwR = ( f
w
R1, . . . , f
w
Rℓw
), funcwI = ( f
w
I1 , . . . , f
w
Iℓw
), w ∈ {1, . . . , 3} und es gelte M ⊆ (A1 ∪ B1 ∪
Γ1 ∪ ∆1 ∪ F1), |M| = p ≥ 0, cdest ∈ ΨΘ mit nicht notwendigerweise cdest ∈ (Θ1 ∪ Θ2). Es bezeichnet
Q3 das aus dem Kopiervorgang resultierende KBM. Dieses erhält man durch Setzen von
new_kfs = (ϕ1, . . . , ϕp) ∈ perm(M),
new_inputs = (b1, . . . , bq) ∈ perm
({
b
∣∣ (c, k, ξ, b, o, r, D) ∈ (B1 ∩M) }),
func3R = ( f
2
R1, . . . , f
2
Rℓ2 , f
3
Rℓ2+1, . . . , f
3
Rℓ2+p
)
, func3I = ( f
2
I1, . . . , f
2
Iℓ2 , f
3
Iℓ2+1, . . . , f
3
Iℓ2+p
)
,
Θ3 = Θ2 ∪ {cdest}, H3 = H2, N3 = N2, Z3 = Z2, G3 = G2, Fluents3 = Fluents2,
scal3R = scal
2
R, scal
3
I = scal
2
I , n3 = n2 + q,
A3 = A2 ∪
{
α′= (cdest, k, ξdest, v, D)
∣∣ α= (c, k, ξ, v, D) ∈ (A1 ∩M) ∧ ξdest = ℓ2+s ∧
ϕs = α ∧ s ∈ {1, . . . , p}
}
,
B3 = B2 ∪
{
β′= (cdest, k, ξdest, bdest, o, r, D)
∣∣ β= (c, k, ξ, b, o, r, D) ∈ (B1 ∩M) ∧
ξdest = ℓ2+s ∧ ϕs = β ∧ s ∈ {1, . . . , p} ∧
bdest = n2+i ∧ bi = b ∧ i ∈ {1, . . . , q}
}
,
Γ3 = Γ2 ∪{
γ′= (cdest, k, ξdest, ζ, (j′1, . . . , j
′
m), agg,D)
∣∣ γ= (c, k, ξ, ζ, (j1, . . . , jm), agg,D) ∈ (Γ1 ∩M)∧
ξdest = ℓ2+s ∧ ϕs = γ ∧ s ∈ {1, . . . , p}
}
mit j′i :=
{
ℓ2+s falls ∃! s∈{1,...,p} . idxQ1(ϕs) = ji
ji sonst
für i ∈ {1, . . . , m},
∆3 = ∆2 ∪
{
δ′= (cdest, k, ξdest, ψ′, k′, o′, D)
∣∣ δ= (c, k, ξ, ψ′, k′, o′, D) ∈ (∆1 ∩M) ∧
ξdest = ℓ2+s ∧ ϕs = δ ∧ s ∈ {1, . . . , p}
}
,
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F3 = F2 ∪
{
fl′= (cdest, k, ξdest, k′, par′′, o′, D)
∣∣ fl= (c, k, ξ, k′, par′, o′, D) ∈ (F1 ∩M) ∧
ξdest = ℓ2+s ∧ ϕs = fl ∧ s ∈ {1, . . . , p}
}
mit par′′ :=
{
cdest falls par′ = c
par′ sonst.
Hierbei heißt die Kennzahl α′
(
resp. β′ resp. γ′ resp. δ′ resp. fl′
)
Kopie der Kennzahl α
(
resp. β resp.
γ resp. δ resp. fl
)
im Bewertungsmodell Q3. In den Kennzahlenfunktionslisten func3R und func
3
I sind
für jede auf diese Weise erzeugte Kopie α′, β′, γ′, δ′, fl′ die Elemente f 3Rξdest und f
3
Iξdest
so zu setzen, wie
für den jeweiligen Kennzahlentyp von Definition 8.17, 8.19, 8.23, 8.25 bzw. 8.31 gefordert. Ebenfalls
werden die unverändert aus Q2 in das resultierende Bewertungsmodell Q3 übernommenen Kennzahlen
als Kopien (ihrer selbst) bezeichnet: Eine Kennzahl ϕ′ ∈ (A3 ∪ B3 ∪ Γ3 ∪ ∆3 ∪ F3) heißt Kopie einer
Kennzahl ϕ ∈ (A2 ∪ B2 ∪ Γ2 ∪ ∆2 ∪ F2) im Bewertungsmodell Q3, wenn ϕ′ = ϕ gilt. Weil für alle
von Q1 nach Q3 kopierten Kennzahlen ϕ′ ∈ (A3 ∪ B3 ∪ Γ3 ∪ ∆3 ∪ F3) stets idxQ3(ϕ′) > ℓ2 gilt und
für alle unverändert von Q2 nach Q3 übernommenen Kennzahlen ϕ′ ∈ (A3 ∪ B3 ∪ Γ3 ∪ ∆3 ∪ F3) stets
idxQ3(ϕ
′) ≤ ℓ2, ist somit jede Kennzahl von Q3 entweder eine Kopie genau einer Kennzahl aus Q1 in
Q3 oder genau einer Kennzahl aus Q2 in Q3 (aber niemals beides).
⋆ ⋆ ⋆
Bei der Durchführung des Kopiervorgangs werden zunächst die p zu kopierenden Kennzah-
len in M unter Verwendung der Permutationsmenge perm(M) aus Definition 7.5 in beliebiger,
aber fester Reihenfolge zu einer Liste new_kfs angeordnet. In der gleichen Reihenfolge, in der sie
in dieser Liste stehen, werden ihre Kennzahlenfunktionen an das Ende der beiden Kennzahlen-
funktionslisten func2R und func
2
I angehängt, um func
3
R und func
3
R zu erhalten. Beim Kopieren des
betreffenden Kennzahlen-5/7-Tupels ϕs von Q1 nach Q3 ist somit der Kennzahlenfunktions-
index ξ geeignet anzupassen. Der neue Index ergibt sich aus der bisherigen Funktionslisten-
länge ℓ2 plus der Position s der Kennzahl ϕs in der Liste new_kfs. Nach dem gleichen Prinzip
wird für jede Basiskennzahl in M eine neue Komponente an den Vektor (x1, . . . , xn2) der Einga-
bewerte von Q2 angehängt, indem die bisherigen Eingabewertindizes dieser Basiskennzahlen
in Q1 zunächst zur Liste new_inputs angeordnet werden. Der bisherige Eingabewertindex bi
ist beim Kopiervorgang durch den neuen Index n2+i in Q3 zu ersetzen, wobei i die eindeutig
bestimmte Position des Werts bi in new_inputs ist.
Es ist zu beachten, dass das aus dem in Definition 8.56 beschriebenen Kopiervorgang re-
sultierende Bewertungsmodell Q3 nicht notwendigerweise (strikt) gültig (resp. gültig unter
einer gegebenen Indirektionsliste indirections ∈ Ind⋆) ist, selbst dann, wenn die Bewertungs-
modelle Q1 und Q2 beide (strikt) gültig (resp. gültig unter indirections) sind. Eine notwen-
dige Bedingung für die entsprechende Gültigkeitseigenschaft von Q3 ist, dass alle kopierten
Kennzahlenreferenzen δ′ ∈ ∆3, alle kopierten Fluent-Referenzen fl′ ∈ F3 sowie alle von den ko-
pierten zusammengesetzten Kennzahlen γ′ ∈ Γ3 über ihren natürlichzahligen Index j′i referen-
zierten Kennzahlenfunktionen eindeutig in Q3 aufgelöst werden können. Dies ist, abhängig
von der Menge M sowie von Q1, Q2 und cdest, nicht immer der Fall. Es empfiehlt sich da-
her insbesondere, für eine gegebene Kennzahlenmenge M ⊆ (A1 ∪ B1 ∪ Γ1 ∪ ∆1 ∪ F1) stets(⋃
ϕ∈M KF_ExpQ1(ϕ)
)
Q1¢
cdest Q2 zu konstruieren, d.h., zumindest die Auflösbarkeit der natür-
lichzahligen Funktionsindizes explizit dadurch sicherzustellen, dass die zusammengesetzten
Kennzahlen in M stets gemeinsam mit allen ihren Kennzahlenabhängigkeiten in Q1 bis hin zu
den Kennzahlenreferenzen und Fluent-Referenzen kopiert werden.
Der Begriff der Kennzahlenkopie sei für beliebig lange Verkettungen von Bewertungsmodell-
modifikationen wie folgt transitiv definiert:
233
Definition 8.57 Gegeben seien drei Kennzahlenbewertungsmodelle Q1, Q2, Q3 ∈ Q mit Qw = (Θw,
Hw,Nw, funcwR , func
w
I , Aw, Bw, Γw, ∆w, Fw, Zw, Gw, Fluentsw, scal
w
R, scal
w
I , nw
)
für w ∈ {1, . . . , 3}.
Heißt eine Kennzahl ϕ3 ∈ (A3 ∪ B3 ∪ Γ3 ∪ ∆3 ∪ F3) Kopie einer Kennzahl ϕ2 ∈ (A2 ∪ B2 ∪ Γ2 ∪ ∆2 ∪
F2) in Q3 und heißt ϕ2 Kopie einer weiteren Kennzahl ϕ1 ∈ (A1 ∪ B1 ∪ Γ1 ∪∆1 ∪ F1) in Q2, dann heißt
ϕ3 auch Kopie von ϕ1 in Q3.
⋆ ⋆ ⋆
Als Gegenstück zum Kopieren von Kennzahlen in andere Bewertungsmodelle müssen – z.B.
im Rahmen der im nächsten Kapitel beschriebenen Konkatenation mehrerer miteinander kom-
patibler numerischer Aktionseffektformeln zu einer einzigen – nicht mehr benötigte Kennzah-
len wieder aus einem KBM entfernt werden können. Die folgende Definition beschreibt diesen
Vorgang.
Definition 8.58 Es sei Q das Kennzahlenbewertungsmodell aus Definition 8.1. Das Entfernen einer
Menge M ⊆ (A ∪ B ∪ Γ ∪ ∆ ∪ F) von Kennzahlen inklusive aller Kennzahlenziele und Fluent-Bele-
gungen, welche Elemente aus M referenzieren, aus Q sei notiert als(
Q ¯K M
)
= Q′.
Es bezeichnet Q′ =
(
Θ′,H′,N′, func′R, func
′
I, A
′, B′, Γ′,∆′, F′,Z′,G′,Fluents′, scal′R, scal
′
I, n′
)
das aus dem
Löschvorgang resultierende KBM. Dieses erhält man durch Setzen von
J = { ξ ∣∣ ϕ ∈ M ∧ idxQ(ϕ) = ξ ∧ ¬(∃ϕ′∈(A∪B∪Γ∪∆∪F) . ϕ′ 6∈ M ∧ idxQ(ϕ′) = ξ) },
L = { b ∣∣ (c, k, ξ, b, o, r, D) ∈ (M ∩ B) ∧ ¬(∃(c′, k′, ξ ′, b′, o′, r′,D′)∈(B\M) . b = b′) },
ℓ
′ = ℓfunc − |J |, n′ = n− |L|,
functions = (ξ1, . . . , ξℓ′) =
ℓfunc⊕
N
ξ=1
{
() falls ξ ∈ J
(ξ) sonst,
inputs = (b1, . . . , bn′) =
n⊕
N
b=1
{
() falls b ∈ L
(b) sonst,
func′R =
(
f ′R1, . . . , f
′
Rℓ′
)
mit f ′Rs = fRξs für alle s ∈ {1, . . . , ℓ′},
func′I =
(
f ′I1, . . . , f
′
Iℓ′
)
mit f ′Is = fIξs für alle s ∈ {1, . . . , ℓ′},
Θ′ = Θ, H′ = H, G′ = G, scal′R = scalR, scal
′
I = scalI,
A′ =
{
α′= (c, k, s, v,D)
∣∣ α= (c, k, ξ, v,D) ∈ (A\M) ∧ ξ = ξs ∧ s ∈ {1, . . . , ℓ′}},
B′ =
{
β′= (c, k, s, i, o, r,D)
∣∣ β= (c, k, ξ, b, o, r,D) ∈ (B\M) ∧ ξ = ξs ∧ s ∈ {1, . . . , ℓ′} ∧
b = bi ∧ i ∈ {1, . . . , n′}
}
,
Γ′ =
{
γ′= (c, k, s, ζ, (j′′1 , . . . , j
′′
m), agg,D)
∣∣ γ= (c, k, ξ, ζ, (j′1, . . . , j′m), agg,D)∈ (Γ\M) ∧
ξ = ξs ∧ s ∈ {1, . . . , ℓ′}
}
mit j′′i :=
{
s falls ∃! s∈{1,...,ℓ′} . j′i = ξs
0 sonst
für i ∈ {1, . . . , m},
∆′ =
{
δ′= (c, k, s,ψ′, k′, o′,D)
∣∣ δ= (c, k, ξ,ψ′, k′, o′,D) ∈ (∆\M) ∧ ξ = ξs ∧ s ∈ {1, . . . , ℓ′}},
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F′ =
{
fl′= (c, k, s, k′, par′, o′,D)
∣∣ fl= (c, k, ξ, k′, par′, o′,D) ∈ (F\M) ∧
ξ = ξs ∧ s ∈ {1, . . . , ℓ′}
}
,
Z′ =
{
(c, s, satR, satI,winit,wcurr)
∣∣ (c, ξ, satR, satI,winit,wcurr) ∈ Z ∧ ξ 6∈ J ∧
ξ = ξs ∧ s ∈ {1, . . . , ℓ′}
}
,
Fluents′ =
{
(k, par, s,upd)
∣∣ (k, par, ξ,upd) ∈ Fluents ∧ ξ 6∈ J ∧ ξ = ξs ∧ s ∈ {1, . . . , ℓ′}},
N′ =
{
(ψ, c, K′)
∣∣ (ψ, c, K) ∈ N }
mit K′ :=
{
nameQ(ϕ)
∣∣ ϕ ∈ (A′ ∪ B′ ∪ Γ′ ∪ ∆′ ∪ F′) ∧ contextQ(ϕ) = c ∧
nameQ(ϕ) ∈ K
}
.
Analog zu Definition 8.56 heißt hierbei die Kennzahl α′
(
resp. β′ resp. γ′ resp. δ′ resp. fl′
)
Kopie der
Kennzahl α
(
resp. β resp. γ resp. δ resp. fl
)
im Bewertungsmodell Q′. Auch hier sind die Elemente der
Kennzahlenfunktionslisten func′R und func
′
I für jede auf diese Weise erzeugte Kopie α
′, β′, γ′, δ′, fl′ so
zu aktualisieren, wie für den jeweiligen Kennzahlentyp von Definition 8.17, 8.19, 8.23, 8.25 bzw. 8.31
gefordert.
⋆ ⋆ ⋆
Der in der obigen Definition beschriebene Löschvorgang sammelt zunächst die Indizes aller
im Ergebnismodell Q′ nicht mehr benötigten Kennzahlenfunktionen in der Menge J und die
Indizes aller nicht mehr benötigten Eingabewerte in der Menge L. Die Indizes der verbleiben-
den Kennzahlenfunktionen resp. Eingabewerte werden in jeweils aufsteigender Reihenfolge in
der Liste functions resp. inputs angeordnet. Die Kennzahlenfunktionslisten func′R und func
′
I so-
wie der Vektor der Eingabewerte von Q′ werden durch Löschen der betreffenden Elemente aus
funcR, funcI bzw. (x1, . . . , xn) erzeugt. In den im KBM verbleibenden Kennzahlen-5/7-Tupeln
sind dementsprechend die bisherigen Indizes ξs resp. bi durch die, der jeweiligen Position von
ξs resp. bi in der Liste functions resp. inputs entsprechenden, neuen Indizes s resp. i zu ersetzen.
Zudem sind aus den Mengen Z, Fluents und N alle Kennzahlenziele, Fluent-Belegungen und
Kennzahlennamen zu entfernen, welche die zu löschenden Kennzahlen inM referenzieren. Die
in den zwei erstgenannten Mengen verbleibenden Elemente sind auf die gleiche Weise wie die
Elemente der fünf Kennzahlenmengen bezüglich der neuen Kennzahlenfunktionsindizes in Q′
anzupassen.
Wie bei dem Kennzahlenkopiervorgang nach Definition 8.56 ist nicht garantiert, dass das Er-
gebnis des Löschprozesses ein gültiges KBM gemäß Definition 8.41 ist. Die Gültigkeit ist z.B.
nicht gegeben, wenn mindestens eine zusammengesetzte Kennzahl, Kennzahlenreferenz oder
Fluent-Referenz in Q′ verbleibt, die auf eine gelöschte Kennzahl der angegebenen Menge M
verweist. Insbesondere in Fällen, in denen ein fixer Parameterindex j′′i einer zusammengesetz-
ten Kennzahl in Γ′ explizit auf den Wert 0 gesetzt wird, weil die Kennzahlenfunktion mit dem
bisherigen Index j′i ersatzlos entfernt wurde, gilt Q
′ 6∈ Q, d.h., das Operationsergebnis Q′ ist
wegen 0 6∈ {1, . . . , ℓ′} überhaupt kein Kennzahlenbewertungsmodell gemäß Definition 8.1.
Darauf aufbauend lassen sich gesamte Kennzahlensammlungen wie folgt aus dem KBM ent-
fernen:
Definition 8.59 Es sei Q das Kennzahlenbewertungsmodell aus Definition 8.1. Das Entfernen der
durch eine gegebene Menge C ⊂ ΨΘ von Kennzahlenkontexten identifizierten Kennzahlensammlungen
aus Q, inklusive aller Fluent-Belegungen, welche Kennzahlen dieser Kennzahlensammlungen referen-
zieren, sei notiert als(
Q ¯ΨΘ C
)
= Q′.
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Es bezeichnet Q′ =
(
Θ′,H′,N′, func′R, func
′
I, A
′, B′, Γ′,∆′, F′,Z′,G′,Fluents′, scal′R, scal
′
I, n′
)
das aus dem
Löschvorgang resultierende KBM. Dieses erhält man durch Setzen von
contexts = (c1, . . . , cp) ∈ perm(C),
(ci, Ai, Bi, Γi, ∆i, Fi, Zi, Gi, Ki) = collectionQ(ci) für i ∈ {1, . . . , p},
M =
p⋃
i=1
(Ai ∪ Bi ∪ Γi ∪ ∆i ∪ Fi),
Q′′ =
(
Θ′′,H′′,N′′, func′′R, func
′′
I , A
′′, B′′, Γ′′,∆′′, F′′,Z′′,G′′,Fluents′′, scal′′R, scal
′′
I , n
′′)
:=
(
Q ¯K M
)
,
Θ′ = Θ′′ \C,
H′ =
{
(c, s)
∣∣ (c, s) ∈ H′′ ∧ c 6∈ C ∧ s 6∈ C },
N′ =
{
(ψ, c, K)
∣∣ (ψ, c, K) ∈ N′′ ∧ c 6∈ C },
Z′ =
{
z
∣∣ z = (c, ξ, satR, satI, winit, wcurr) ∈ Z′′ ∧ c 6∈ C },
G′ =
{
(c, ψ, Memb\C) ∣∣ (c, ψ, Memb) ∈ G′′ ∧ c 6∈ C },
func′R = func
′′
R, func
′
I = func
′′
I , A
′ = A′′, B′ = B′′, Γ′ = Γ′′, ∆′ = ∆′′, F′ = F′′,
Fluents′ = Fluents′′, scal′R = scal
′′
R, scal
′
I = scal
′′
I , n
′ = n′′.
Eine Kennzahl ϕ′ ∈ (A′ ∪ B′ ∪ Γ′ ∪ ∆′ ∪ F′) heißt Kopie einer Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) im
Bewertungsmodell Q′, genau dann, wenn ϕ′ gemäß Definition 8.58 eine Kopie von ϕ in Q′′ ist.
⋆ ⋆ ⋆
Die Löschoperation ¯ΨΘ entfernt aus Q alle Kennzahlen, Kennzahlenziele und Kontextgrup-
pen, die in einem in der gegebenen Menge C enthaltenen Kennzahlenkontext definiert sind.
Darüber hinaus werden alle Kontextdeklarationen für diese Kontexte gelöscht und letztere
vollständig aus der Kontexthierarchie des KBM entfernt. Genau wie bei der zuvor spezifizier-
ten Löschoperation¯K ist nicht garantiert, dass das ErgebnisQ′ gültig oder überhaupt ein KBM
gemäß Definition 8.1 ist. Im Allgemeinen können in Q′ Aggregationsreferenzen verbleiben, die
gelöschte Kontextsymbole c ∈ C, c 6∈Θ′ enthalten. Weil auch in einem solchen Fall Q′ 6∈ Q gilt,
sollte bei Verwendung der Löschoperation sichergestellt werden, dass derartige Aggregations-
referenzen resp. die davon betroffenen zusammengesetzten Kennzahlen ebenfalls auf geeigne-
te Weise (direkt zuvor oder im Anschluss) entfernt werden.
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Algorithmus 8.1 : Differentiation von Kennzahlen (Vorwärtsdurchlauf).
function forward_sweepQR
(
ϕ, indirections, x
)
returns y
Eingabe : ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F), indirections = (ind1, . . . , indm) ∈ (IndR)∗
mit indk = (Qk, x k) für k ∈ {1, . . . , m}, x = (x1, . . . , xn) ∈ R˜n
Statisch : vˆk =
(
vˆk1 , . . . , vˆ
k
ℓk
) ∈ R˜ℓk für das Bewertungsmodell Qk mit
Qk =
(
Θk,Hk,Nk, funckR, func
k
I , Ak, Bk, Γk,∆k, Fk,Zk,Gk,Fluentsk, scal
k
R, scal
k
I , nk
)
und funckR =
(
f kR1, . . . , f
k
Rℓk
)
für k ∈ {1, . . . , m+1} sowie Qm+1 := Q
Ausgabe : y = value_of QR (ϕ ; indirections ; x1, . . . , xn) ∈ R˜
begin
if ϕ ∈ A then /* Konstante */
(c, kα, ξ, v, D) ← ϕ ; return vˆm+1ξ ← v
else if ϕ ∈ B then /* Basiskennzahl */
(c, kβ, ξ, b, o, r, D) ← ϕ ; return vˆm+1ξ ← xb
else if ϕ ∈ Γ then /* Zusammengesetzte Kennzahl */(
c, kγ, ξ, ζ, (j1, . . . , jm′) ,
(
(c′1,ψ
′
1, k
′
1), . . . , (c
′
p,ψ′p, k′p)
)
, D
)
← ϕ
(jm′+1, . . . , jm′+q) ←
p⊕
N
i=1
aggregateQ(c, ξ, c′i, ψ
′
i , k
′
i)
y← (y1, . . . , ym′+q) ← (NaN, . . . , NaN)
for i ← 1 to m′+ q do if |ιQ(ji)| = 1 then
{ϕ′} ← ιQ(ji)
yi ← forward_sweepQR
(
ϕ′, indirections, x
)
return vˆm+1ξ ← ωRζ(y)
else if ϕ ∈ ∆ then /* Kennzahlenreferenz */
(c, kδ, ξ, ψ′, k′, o′, D) ← ϕ
if o′= false∧ |ηQ(c, ψ′, k′)| = 1 then
{ϕ′} ← ηQ(c, ψ′, k′)
return vˆm+1ξ ← forward_sweepQR
(
ϕ′, indirections, x
)
else if o′= true∧m ≥ 1∧ c ∈ Θm ∧ |ηQm(c, ψ′, k′)| = 1 then
{ϕ′} ← ηQm(c, ψ′, k′)
return vˆm+1ξ ← forward_sweepQ
m
R
(
ϕ′, (ind1, . . . , indm−1), xm
)
else return NaN
else if ϕ ∈ F then /* Fluent-Referenz */
(c, kfl, ξ, k′, par′, o′, D) ← ϕ
if o′= false∧ par′ ∈ (ΨO)∗∧
∣∣ιQ( fluent_idxQ(k′, par′))∣∣ = 1 then
{ϕ′} ← ιQ
(
fluent_idxQ(k′, par′)
)
return vˆm+1ξ ← forward_sweepQR
(
ϕ′, indirections, x
)
else if o′= false∧ par′ ∈ Θ ∧ |κQ(par′, k′)| = 1 then
{ϕ′} ← κQ(par′, k′)
return vˆm+1ξ ← forward_sweepQR
(
ϕ′, indirections, x
)
else if o′= true∧m ≥ 1∧ par′ ∈ (ΨO)∗∧
∣∣ιQm( fluent_idxQm(k′, par′))∣∣ = 1 then
{ϕ′} ← ιQm
(
fluent_idxQm(k′, par′)
)
return vˆm+1ξ ← forward_sweepQ
m
R
(
ϕ′, (ind1, . . . , indm−1), xm
)
else if o′= true∧m ≥ 1∧ par′ ∈ Θm ∧ |κQm(par′, k′)| = 1 then
{ϕ′} ← κQm(par′, k′)
return vˆm+1ξ ← forward_sweepQ
m
R
(
ϕ′, (ind1, . . . , indm−1), xm
)
else return NaN
end
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Algorithmus 8.2 : Differentiation von Kennzahlen (Rückwärtsdurchlauf).
function accumulate_gradientQR
(
adjoint, ϕ, indirections
)
Eingabe : adjoint ∈ R˜, ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F), indirections = (ind1, . . . , indm) ∈ (IndR)∗
mit indk = (Qk, x k) für k ∈ {1, . . . , m}
Statisch : vˆk =
(
vˆk1 , . . . , vˆ
k
ℓk
)∈ R˜ℓk , xˆk = (xˆk1 , . . . , xˆknk)∈ R˜nk für das Bewertungsmodell Qk mit
Qk =
(
Θk,Hk,Nk, funckR, func
k
I , Ak, Bk, Γk,∆k, Fk,Zk,Gk,Fluentsk, scal
k
R, scal
k
I , nk
)
und funckR =
(
f kR1, . . . , f
k
Rℓk
)
für k ∈ {1, . . . , m+1} sowie Qm+1 := Q
begin
if ϕ ∈ A then return /* Konstante */
if ϕ ∈ B then /* Basiskennzahl */(
c, kβ, ξ, b, o, r, D
)← ϕ
xˆm+1b ← xˆm+1b + adjoint
else if ϕ ∈ Γ then /* Zusammengesetzte Kennzahl */(
c, kγ, ξ, ζ, (j1, . . . , jm′) ,
(
(c′1,ψ
′
1, k
′
1), . . . , (c
′
p,ψ′p, k′p)
)
, D
)
← ϕ
(jm′+1, . . . , jm′+q) ←
p⊕
N
i=1
aggregateQ(c, ξ, c′i, ψ
′
i , k
′
i)
[†] y← (y1, . . . , ym′+q) ←
(
vˆm+1j1 , . . . , vˆ
m+1
jm′+q
)
for i ← 1 to m′+ q do if |ιQ(ji)| = 1 then
{ϕ′} ← ιQ(ji)
[⋆] accumulate_gradientQR
(
∂ ωRζ(y)
∂ yi
· adjoint, ϕ′, indirections
)
else if ϕ ∈ ∆ then /* Kennzahlenreferenz */
(c, kδ, ξ, ψ′, k′, o′, D) ← ϕ
if o′= false∧ |ηQ(c, ψ′, k′)| = 1 then
{ϕ′} ← ηQ(c, ψ′, k′)
accumulate_gradientQR
(
adjoint, ϕ′, indirections
)
else if o′= true∧m ≥ 1∧ c ∈ Θm ∧ |ηQm(c, ψ′, k′)| = 1 then
{ϕ′} ← ηQm(c, ψ′, k′)
accumulate_gradientQ
m
R
(
adjoint, ϕ′, (ind1, . . . , indm−1)
)
else if ϕ ∈ F then /* Fluent-Referenz */
(c, kfl, ξ, k′, par′, o′, D) ← ϕ
if o′= false∧ par′ ∈ (ΨO)∗∧
∣∣ιQ( fluent_idxQ(k′, par′))∣∣ = 1 then
{ϕ′} ← ιQ
(
fluent_idxQ(k′, par′)
)
accumulate_gradientQR
(
adjoint, ϕ′, indirections
)
else if o′= false∧ par′ ∈ Θ ∧ |κQ(par′, k′)| = 1 then
{ϕ′} ← κQ(par′, k′)
accumulate_gradientQR
(
adjoint, ϕ′, indirections
)
else if o′= true∧m ≥ 1∧ par′ ∈ (ΨO)∗∧
∣∣ιQm( fluent_idxQm(k′, par′))∣∣ = 1 then
{ϕ′} ← ιQm
(
fluent_idxQm(k′, par′)
)
accumulate_gradientQ
m
R
(
adjoint, ϕ′, (ind1, . . . , indm−1)
)
else if o′= true∧m ≥ 1∧ par′ ∈ Θm ∧ |κQm(par′, k′)| = 1 then
{ϕ′} ← κQm(par′, k′)
accumulate_gradientQ
m
R
(
adjoint, ϕ′, (ind1, . . . , indm−1)
)
end
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Algorithmus 8.3 : Differentiation von Kennzahlen (Gradient).
function get_gradientQR
(
ϕ, indirections, x
)
returns (y,∇y)
Eingabe : ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F), indirections = (ind1, . . . , indm) ∈ (IndR)∗
mit indk = (Qk, x k) für k ∈ {1, . . . , m}, x = (x1, . . . , xn) ∈ R˜n
Statisch : vˆk =
(
vˆk1 , . . . , vˆ
k
ℓk
)∈ R˜ℓk , xˆk = (xˆk1 , . . . , xˆknk)∈ R˜nk für das Bewertungsmodell Qk mit
Qk =
(
Θk,Hk,Nk, funckR, func
k
I , Ak, Bk, Γk,∆k, Fk,Zk,Gk,Fluentsk, scal
k
R, scal
k
I , nk
)
und funckR =
(
f kR1, . . . , f
k
Rℓk
)
für k ∈ {1, . . . , m+1} sowie Qm+1 := Q
Ausgabe : y = fRidxQ(ϕ)(indirections ; x1, . . . , xn) ∈ R˜,
∇y = ∇ fRidxQ(ϕ)(indirections ; x1, . . . , xn) ∈ R˜(n1+···+nm+n)
begin(
xˆ1, . . . , xˆm+1
)← ((0, . . . , 0), . . . , (0, . . . , 0))(
vˆ1, . . . , vˆm+1
)← ((NaN, . . . , NaN), . . . , (NaN, . . . , NaN))
y← forward_sweepQR
(
ϕ, indirections, x
)
/* Vorwärtsdurchlauf */
accumulate_gradientQR
(
1, ϕ, indirections
)
/* Rückwärtsdurchlauf */
∇y←
m+1⊕
R˜
k=1
xˆk
return (y,∇y)
end
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Algorithmus 8.4 : Differentiation der Gesamtbewertung.
function forward_sweep_satQR
(
z, indirections, x
)
returns y
Eingabe : z = (z1, . . . , zp) ∈ Z|Z|, indirections ∈ (IndR)∗, x = (x1, . . . , xn) ∈ R˜n
Statisch : uˆ =
(
uˆ1, . . . , uˆp
) ∈ [0, 1]|Z|
Ausgabe : y = satQR(indirections ; x1, . . . , xn) ∈ [0, 1]
begin
if p = 0 then return 1(
(c1, ξ1, sat1R, sat
1
I ,w
1
init,w
1
curr), . . . , (cp, ξp, sat
p
R, sat
p
I ,w
p
init,w
p
curr)
)← (z1, . . . , zp)
for i ← 1 to p do if ∣∣ιQ(ξ i)∣∣ = 1 then
{ϕ} ← ιQ(ξ i)
uˆi ← satiR
(
forward_sweepQR
(
ϕ, indirections, x
))
/* Setzt vˆm+1ξi */
return scalR
(
(uˆ1, w1curr), . . . , (uˆp w
p
curr)
)
end
function accumulate_gradient_satQR
(
adjoint, z, indirections
)
Eingabe : adjoint ∈ R˜, z = (z1, . . . , zp) ∈ Z|Z|, indirections ∈ (IndR)∗
Statisch : uˆ=
(
uˆ1, . . . , uˆp
)∈ [0, 1]|Z|, vˆk = (vˆk1 , . . . , vˆkℓk)∈ R˜ℓk für das Bewertungsmodell Qk
mit Qk =
(
Θk,Hk,Nk, funckR, func
k
I , Ak, Bk, Γk,∆k, Fk,Zk,Gk,Fluentsk, scal
k
R, scal
k
I , nk
)
und funckR =
(
f kR1, . . . , f
k
Rℓk
)
für k ∈ {1, . . . , m+1} sowie Qm+1 := Q
begin(
(c1, ξ1, sat1R, sat
1
I ,w
1
init,w
1
curr), . . . , (cp, ξp, sat
p
R, sat
p
I ,w
p
init,w
p
curr)
)← (z1, . . . , zp)
a← ((uˆ1, w1curr), . . . , (uˆp, wpcurr))
for i ← 1 to p do if ∣∣ιQ(ξ i)∣∣ = 1 then
{ϕ} ← ιQ(ξ i)
accumulate_gradientQR
(
∂ scalR(a)
∂ uˆi
·
∂ satiR
(
vˆm+1
ξ i
)
∂ vˆm+1
ξ i
· adjoint, ϕ, indirections
)
end
function get_gradient_satQR
(
indirections, x
)
returns (y,∇y)
Eingabe : indirections ∈ (IndR)∗, x = (x1, . . . , xn) ∈ R˜n
Statisch : uˆ=
(
uˆ1, . . . , uˆp
)∈ [0, 1]|Z|,
vˆk =
(
vˆk1 , . . . , vˆ
k
ℓk
)∈ R˜ℓk , xˆk = (xˆk1 , . . . , xˆknk)∈ R˜nk für das Bewertungsmodell Qk mit
Qk =
(
Θk,Hk,Nk, funckR, func
k
I , Ak, Bk, Γk,∆k, Fk,Zk,Gk,Fluentsk, scal
k
R, scal
k
I , nk
)
und funckR =
(
f kR1, . . . , f
k
Rℓk
)
für k ∈ {1, . . . , m+1} sowie Qm+1 := Q
Ausgabe : y = satQR(indirections ; x1, . . . , xn) ∈ [0, 1],
∇y = ∇satQR(indirections ; x1, . . . , xn) ∈ R˜(n1+···+nm+n)
begin(
xˆ1, . . . , xˆm+1
)← ((0, . . . , 0), . . . , (0, . . . , 0))(
uˆ, vˆ1, . . . , vˆm+1
)← ((NaN, . . . , NaN), . . . , (NaN, . . . , NaN))(
z1, . . . , zp
)← ⊕
Z
z∈Z
(
z
)
y← forward_sweep_satQR
(
(z1, . . . , zp), indirections, x
)
/* Vorwärtsdurchlauf */
accumulate_gradient_satQR
(
1, (z1, . . . , zp), indirections
)
/* Rückwärtsdurchlauf */
∇y←
m+1⊕
R˜
k=1
xˆk
return (y,∇y)
end

— KAPITEL 9 —
Formalisierung des
Kennzahlenplanungsmodells
Ein einzelnes Kennzahlenbewertungsmodell, wie es in Kapitel 8 entwickelt wurde, beschreibt
die konkreten Berechnungsvorschriften aller Kennzahlen, Kennzahlenziele sowie der skalaren
Gesamtbewertung einer Menge von Agenten1 zu einem bestimmten, diskreten Zeitpunkt, ein-
schließlich des vollständigen Zustands der Kontexthierarchie und der Mitgliedermengen der
Kontextgruppen. Wird ein solches KBM im Rahmen der regelmäßigen Betriebsdatenerfassung
der Agenten zur Erhebung des Status quo eingesetzt, dann ist üblicherweise zu fordern, dass
dieses (strikt) gültig unter der leeren Indirektionsliste () ∈ Ind⋆ ist, sodass man die zum aktu-
ellen Zeitpunkt geltenden skalaren Werte aller Kennzahlen und der Gesamtbewertung durch
Auswertung der Punktfunktionen fRξ resp. sat
Q
R an der Stelle
(
(); x)
) ∈ (IndR)∗ × R˜n erhält,
wobei der Eingabevektor x = (x1, . . . , xn) die jeweils aktuellen Werte der Basiskennzahlen an-
gibt.2 Kennzahlensollwerte für das KBM können durch Lösung des Optimierungsproblems
maxx obj
Q
R
(
(); x
)
aus Definition 8.47 erzeugt und zur Interagentenkoordination im MAS ver-
teilt werden.3 Um diese Sollwerte tatsächlich in der Praxis zu erreichen, müssen die Agen-
ten geeignete Abfolgen von Aktionen, d.h. Pläne, zur Ausführung im MAS selektieren. Das
Auffinden der bestmöglichen Pläne zu diesem Zweck ist Betrachtungsgegenstand der Akti-
onsplanung der Agenten. Die Agenten benötigen dazu eine geeignete Wissensrepräsentation
darüber, wie die Ausführung einer jedenmöglichen domänenspezifischen Aktion den Zustand
der Agenten und ihrer Umgebung, einschließlich der Kennzahlenwerte, der Kontexthierarchie
und der Kontextgruppen ihres KBM, verändert. Dieses Wissen wird durch das in diesem Ka-
pitel formal beschriebene Kennzahlenplanungsmodell (kurz: KPM) abgebildet. Letzteres ori-
entiert sich an der Modellierung von KI-Planungsproblemen mit der zeitdiskreten4 Teilmenge
von PDDL 2.1 (Fox und Long 2003). Dementsprechend wird es bei Einsatz der Kennzahlen-
programmierbibliothek unter Verwendung einer im Rahmen der vorliegenden Arbeit entwi-
ckelten speziellen kennzahlenorientierten Spracherweiterung für PDDL 2.1 konfiguriert. Das
Framework führt dazu u.a. das neue PDDL-Requirement »:keyfigures« ein.
Im folgendenAbschnitt 9.1 wird zunächst ein Einblick in die grundlegende Funktionsweise des
KPM gegeben. Dabei wird unter anderem die Modellierung der Planungsaktionen5 (im Kontext
des KPM auch kurz: Aktionen) besprochen und das Planen mit diesen anhand eines einfachen
1Und ggf. anderen Entitäten und Ressourcen, über welche innerhalb des MAS Kennzahlen erhoben werden.
2Mit xi entweder lokal gemessen oder über den Kennzahlenbroker importiert.
3Zur Integration der Sollwerte als Kennzahlenziele in die agentenlokalen KBM siehe Abschnitt 6.3 und 10.2.11.
4Das heißt: Ohne die Unterstützung von zeitkontinuierlichen numerischen Effekten (in PDDL 2.1 als Continuous
Effects bezeichnet; siehe Fox und Long 2003, S. 79ff).
5Planungsaktionenmodellieren die möglichen realen Aktionen der Agenten in abstrakter Weise innerhalb des KPM.
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Beispiels illustriert. Zudem erfolgt eine kurze Erläuterung der vom KPM verwendeten Dar-
stellung nebenläufiger Aktionsausführung. Anschließend wird in Abschnitt 9.2 das KPM als
8-Tupel definiert. Der Rest des Kapitels widmet sich der formalen Beschreibung der einzelnen
KPM-Bestandteile und deren Beziehungen zueinander.
9.1 Übersicht der Aktionsmodellierung und Funktionsweise
des Kennzahlenplanungsmodells
Das KPM beschreibt, wie Weltzustände eines vorliegenden Planungsproblems durch Aktions-
ausführung der Agenten in Nachzustände überführt werden. Die einzelnen Weltzustände des
KPM bestehen jeweils aus einem KBM und einer Menge von in dem Weltzustand geltenden
grundierten prädikatenlogischen Literalen, wie sie in PDDL 2.1 formulierbar sind. Jedem in
der PDDL-Beschreibung durch seinen eindeutigen textuellen Objektnamen ψ ∈ ΨO identifi-
zierten Agenten oder andersartigen diskreten Planungsobjekt wird dabei innerhalb des KPM
ein eindeutiger Kennzahlenkontext c ∈ ΨΘ zugeordnet, welcher die Kennzahlensammlung des
Objekts in allenWeltzustands-KBM des KPM definiert. Zustandssequenzen, einschließlich Ver-
änderungen der Kennzahlenwerte von einem Vorzustand auf dessen direkten Nachzustand,
werden mit Hilfe der im vorherigen Kapitel eingeführten Bewertungsmodellindirektionen,
Fluent-Belegungen und Fluent-Referenzen modelliert. Die Aktionen des KPM haben u.a. die
folgenden Bestandteile:
Aktionsname: Wie in PDDL 2.1 besitzt jede Aktion einen textuellen Namen, über den sie z.B.
in den generierten Plänen (zusammen mit ihren konkreten Aktionsparametern) ausge-
wiesen wird.
Objektparameter: Diskrete Objektparameter gehören zum Standardrepertoire der STRIPS-,
ADL- und PDDL-basierten Aktionsmodellierung und werden daher selbstverständlich
auch vom KPM des Kennzahlenframeworks unterstützt. Innerhalb des KPMwerden Ak-
tionen in einer vollständig in den Objektparametern grundierten Repräsentation darge-
stellt, d.h., in diesemKapitel wird aus Gründen der Einfachheit davon ausgegangen, dass
eine ggf. vorliegende variablenbehaftete textuelle PDDL-Beschreibung der domänenspe-
zifischen Planungsaktionen bereits nach dem von Koehler und Hoffmann (2000, 1999)
erläuterten Verfahren in allen Objektparametern instanziiert wurde.6
Kontinuierliche numerische Parameter: Das KPM unterstützt, anders als alle bisherigen of-
fiziellen PDDL-Hauptversionen von 1.2 (McDermott et al. 1998) bis 3.1 (Kovacs 2011),
neben diskreten Objekten auch reelle Zahlen als Aktionsparameter. Damit erlaubt es
die Modellierung und Lösung von linearen und nichtlinearen mathematischen Opti-
mierungsproblemen auf der operativen Aktionsausführungsebene der Agenten.7 Wenn-
gleich es in der Vergangenheit bereits vereinzelte Bestrebungen gab, Aktionen mit
bestimmten kontinuierlich wählbaren Eigenschaften zu modellieren und Planungs-
6Dies geschieht durch Einsetzen aller möglichen Planungsobjekte des für die jeweiligen Variablen deklarierten Typs
in die numerischen Ausdrücke und prädikatenlogischen Formeln der Aktionen unter Erzeugung mehrerer Akti-
onsinstanzen mit dem gleichen Namen aber unterschiedlichen konkreten Parameterlisten und/oder fortlaufenden
numerischen Indizes.
7Wie etwa die Optimierung reellwertiger Fertigungsparameter bei der agentenbasierten Fertigungsplanung und
-steuerung, wie sie im Evaluationskapitel der vorliegendenArbeit betrachtet wird. Für die dort durchAgenten eines
MAS gesteuerten Fräsmaschinen kann es sich dabei z.B. um Zerspanungsparameter wie Drehzahl und Vorschub
handeln, welche direkten Einfluss auf die Fertigungsdauer, die erzielte Präzision und Oberflächenbeschaffenheit
des Werkstücks sowie den Verschleiß des Schnittwerkzeugs haben (vgl. Böge 2013; Paucksch et al. 2008).
243
probleme mit kontinuierlichen Aspekten zu lösen,8 stellt eine solche Vorgehenswei-
se zum Zeitpunkt der Drucklegung dieses Werks noch keine im Mainstream der KI-
Aktionsplanungsforschung angekommene Technik dar. Das Hauptproblem beim Ein-
satz reellwertiger Aktionsparameter besteht in deren nicht-abzählbar unendlichen Wer-
tebereichen und der allgemeinen Unentscheidbarkeit nichtlinearer Gleichungssysteme.9
Im Gegensatz zu den in ihrer Grundmenge endlichen Objektparametern sind sie damit
nicht vollständig nach den verbreiteten Grundierungsmethoden vor Beginn der eigent-
lichen Plansuche instanziierbar. Innerhalb des KPM werden sie daher in Gestalt von Ba-
siskennzahlen mit dem Optimierungsmodus o = truemodelliert und unter Verwendung
von Intervallarithmetik ausgewertet, d.h., ihre variablenbehaftete Form wird während
der kombinatorischen Plankonstruktion zunächst beibehalten. Zusammen mit den voll-
ständig grundierten Objektparametern ergibt sich dadurch im Allgemeinen eine partiell
grundierte Aktions- und Planrepräsentation innerhalb des KPM.
Numerische Aktionsdauer: Jede Aktion des KPM besitzt eine numerische Aktionsdauer, de-
ren Berechnungsformel in Gestalt von Kennzahlen eines KBM modelliert wird und stets
im jeweiligen unmittelbaren Vorzustand der Aktion auszuwerten ist. Zu diesem Zweck
wird jeder Aktion ein eigener Kennzahlenkontext zugeordnet, der ihre Kennzahlen-
sammlung identifiziert. Die konkrete Aktionsdauer kann von den Objektparametern und
numerischen Parametern der Aktion sowie von ihrem Vorzustand10 abhängig sein. Für
etwaige in einer vorliegenden PDDL-Domänenbeschreibung spezifizierte nicht-durative
PDDL-2.1-Aktionen11 wird vomKennzahlenframework stets eine konstante Aktionsdau-
er von einer Zeiteinheit gesetzt. Die in PDDL 2.1 eingeführtenDuration Inequalities12 wer-
den vom KPM nicht nach Fox und Long (2003) modelliert, da sie in diesem vollstän-
dig mittels geeigneter Kombinationen von numerischen Aktionsparametern mit numeri-
schen Vorbedingungen ausdrückbar sind.13
Start- und Endzeitpunkt: Wie die durativen Aktionen in PDDL 2.1 besitzen die Aktionen
des KPM stets einen Startzeitpunkt (PDDL-Notation: at start) und einen Endzeitpunkt
(PDDL-Notation: at end), für die Vorbedingungen und Effekte angegeben werden kön-
nen. Die at-start-Effekte erzeugen dabei jeweils einen Zwischen-Weltzustand, in dem
die at-end-Bedingungen und at-end-Effektformeln auszuwerten sind. Weil das Kenn-
zahlenframework zwecks Reduzierung der konzeptionellen Komplexität ein simpleres
Nebenläufigkeitsmodell für durative Aktionen vorsieht (s.u.) als PDDL 2.1, berücksichti-
gen die Aktionen des KPMkeine separaten over-all-Bedingungen (sog. Invarianten). Sol-
che wären aufgrund der vereinfachten Aktionsnebenläufigkeit innerhalb eines Plans in
den gleichen Weltzuständen wie die at-end-Bedingungen auszuwerten und können da-
her beim Einlesen der PDDL-Domänenbeschreibung automatisiert in letztere überführt
werden, da sie somit im KPM die gleichen Aktionsausschlüsse (Mutual Exclusions, kurz:
Mutexes) wie diese erzeugen.
Logische Vorbedingungen und Effekte: Prädikatenlogische Vorbedingungen und Effekte ge-
hören zum Standardrepertoire der PDDL-basierten Aktionsmodellierung und werden
daher auch vom KPM unterstützt. Sie können jeweils für den Start- und Endzeitpunkt
8Siehe Kapitel 3 zu den Grundlagen der PDDL-basierten Aktionsplanung.
9Siehe u.a. Wang (1974) zur Unentscheidbarkeit einer (strukturell vergleichsweise einfachen) Klasse nichtlinearer
Gleichungssysteme sowie Jones und Matijasevicˇ (1991) zur Unlösbarkeit von Hilberts zehntem Problem.
10Und damit auch von den Parametern aller zuvor im Plan ausgeführten Aktionen.
11In der Terminologie von PDDL 2.1 als Simple Actions bezeichnet (vgl. Fox und Long 2003, S. 92ff sowie S. 64ff versus
S. 71ff).
12Siehe Fox und Long (2003, S. 78ff).
13Die mit dem PDDL-2.1-Requirement »:duration-inequalities« eingeführte Spracherweiterung wird somit voll-
ständig von der erweiterten Ausdrucksmächtigkeit des KPM subsumiert und damit syntaktisch überflüssig.
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der Aktion festgelegt werden. Der von Koehler und Hoffmann (2000, 1999) beschriebe-
ne Grundierungs- und Normalisierungsvorgang erzeugt Aktionsinstanzen, deren logi-
sche Vorbedingungen und Effekte durch reine Konjunktionen von vollständig objektva-
riablenfreien positiven und/oder negativen Prädikatinstanzen gegeben sind.14
Numerische Vorbedingungen und Effekte: Wie in PDDL 2.1 können die Aktionen des KBM
numerische Vorbedingungen aufweisen, die für die Ausführbarkeit der Aktion in einem
Plan fordern, dass zu deren Start- und/oder Endzeitpunkt jeweils eine Konjunktion von
bestimmten Relationen aus der Menge {<,≤,=, 6=,≥,>} zwischen je zwei numerischen
Ausdrücken gilt. Analog beschreiben die ebenfalls für die zwei Aktionszeitpunkte an-
gebbaren numerischen Effekte, wie sich die Werte einzelner in der PDDL-Beschreibung
deklarierter numerischer Zustandsvariablen (Fluents; vgl. Abschnitt 8.11) durch die Aus-
führung der Aktion zum jeweiligen Zeitpunkt verändern. Wie die numerische Dauer
können die numerischen Vorbedingungen und Effekte von den Objektparametern und
numerischen Parametern der Aktion sowie von ihrem Vorzustand im Plan abhängen.
Die Berechnungsvorschriften der numerischen Vorbedingungs- und Effektformeln wer-
den innerhalb des KPM ebenfalls durch Kennzahlen eines KBM repräsentiert. Anders als
PDDL15 unterscheidet das Kennzahlenframework zwischen Read-and-Write-Fluents und
Read-Only-Fluents. Der erstgenannte Begriff wird innerhalb des KPM für die herkömm-
lichen numerischen PDDL-Fluents verwendet, deren Werte direkt mittels numerischer
Effekte der Planungsaktionen modifizierbar sind. Über diese hinaus erlaubt das KPM die
rein lesende Referenzierung von Read-Only-Fluents in den numerischen Vorbedingun-
gen und Effekten. Bei diesen handelt es sich um alle anderen Kennzahlen der Agenten
resp. Planungsobjekte, die nicht in der PDDL-Domänenbeschreibung als numerische Zu-
standsvariablen deklariert sind, sondern stattdessen über die individuelle Kennzahlen-
konfigurationen der Agenten eingestellt werden. Insbesondere zusammengesetzte Kenn-
zahlen, die eine automatische Kennzahlenaggregation über Kennzahlenkontextgruppen
vornehmen, zählen zu den Read-Only-Fluents.16
Organisatorische Vorbedingungen und Effekte: Die wesentliche Eigenschaft der vom Kenn-
zahlenframework unterstützten automatischen Kennzahlenaggregation17 ist, dass sich
die Kontexthierarchie und die Mitgliedermengen der Kontextgruppen der Agenten-KBM
im Laufe der Zeit, z.B. durch die Aktionsausführung der Agenten ausgelöst, verändern
können. Weil diese Veränderungen proaktiv herbeiführbar sind und somit planbar sein
müssen, verfügen die Aktionen des KPM über sog. organisatorische Vorbedingungen und
Effekte. Diese gliedern sich zum einen in hierarchische Vorbedingungen und Effekte, wel-
che die Existenz bzw. Abwesenheit konkreter Kanten in der Kontexthierarchie der KBM
derWeltzustände fordern resp. herbeiführen und zum anderen inGruppenvorbedingungen
und Gruppeneffekte, die das Vorhandensein bzw. die Abwesenheit konkreter Kennzahlen-
kontexte (von Agenten oder anderen Planungsobjekten) in konkreten Kontextgruppen
fordern resp. herbeiführen. Wie die numerischen Effekte haben organisatorische Effek-
te mit derartigen Manipulationen der Weltzustands-KBM direkten Einfluss auf die kon-
kreten Kennzahlenwerte in den Weltzuständen. In der kennzahlenorientierten PDDL-
14Das heißt, welche die positive Form P(obj1, . . . , objq) oder negative Form ¬ P(obj1, . . . , objq) mit q ≥ 0 aufwei-
sen. Disjunktionen und bedingte Effekte (Conditional Effects) werden in mehrere verschiedene Aktionsinstanzen
aufgelöst.
15Das heißt: Alle offiziellen PDDL-Hauptversionen von 1.2 bis 3.1.
16Aus der PDDL-Perspektive betrachtet, verhalten sich die Read-Only-Fluents des KPM wie eine numerische Ent-
sprechung der logischen Axiome (in PDDL-Terminologie auch Derived Predicates genannt) ohne Rekursion; vgl. Thié-
baux et al. (2005). Eine solche Funktionalität, die man analog mit dem Begriff numerische Axiome (alternativ: Derived
Functions oder Derived Fluents) betiteln könnte, ist in den PDDL-Versionen 1.2 bis 3.1 noch nicht vorgesehen.
17Siehe Abschnitt 8.9.
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Spracherweiterung des Kennzahlenframeworks werden organisatorische Effekte in den
textuellen Vorbedingungs- und Effektformeln der Aktionen als spezielle prädikatenlogi-
sche Literale notiert: Die Existenz einer Kante (θ1, θ2) ∈ Ed zwischen dem direkt mit dem
Planungsobjekt obj1 ∈ ΨO korrespondierenden Kennzahlenkontext θ1 ∈ ΨΘ und dem di-
rekt mit dem Objekt obj2 ∈ ΨO korrespondierenden Kontext θ2 ∈ ΨΘ wird in der PDDL-
Syntax des Frameworks notiert als (link obj1 obj2). Auf ähnliche Weise wird die Mit-
gliedschaft des Kontextes θ2 in der durch den Gruppennamen G ∈ ΨG identifizierten und
im Kennzahlenkontext θ1 definierten Kontextgruppe g notiert als (member obj1 G obj2).
Wie in PDDL üblich, können diese speziellen organisatorischen Literalemittels Umschlie-
ßung mit einem not-Ausdruck negiert werden. Beim Einlesen der PDDL-Domänenbe-
schreibung werden die so angegebenen organisatorischen Vorbedingungen und Effekte
in jeweils eine positive sowie negative Kantenmenge der Kontexthierarchie resp. eine
positive und negative Menge von Kontextgruppen überführt und in dieser Gestalt als
separate Vorbedingungs- und Effekttypen der Planungsaktionen innerhalb des KPM re-
präsentiert.
Um das Prinzip der kennzahlenbasierten Planung mit kontinuierlichen numerischen Aktions-
parametern und organisatorischen Effekten unter Verwendung des in diesem Kapitel formal
beschriebenen KPM zu veranschaulichen, sei das Beispiel in Abbildung 9.1 betrachtet. Es zeigt,
wie ein initialer Weltzustand s1 durch sequentielle Anwendung zweier Aktionen a1 und a2
in die Nachzustände s2 und s3 transformiert wird. Zugunsten einer besseren Übersichtlich-
keit wird in der Grafik die Tatsache ignoriert, dass die (weiter unten in Abschnitt 9.10 im Detail
festgelegten) Aktionen des KPM jeweils aus einem separaten Start- und Endzeitpunkt bestehen
und mit ihren at-start-Effekten einen Zwischenzustand erzeugen. Das Beispiel arbeitet statt-
dessen mit einer vereinfachten Aktionsdarstellung, die nur über einen einzigen Zeitpunkt18
für alle Vorbedingungen und Effekte verfügt und daher keinen solchen Zwischenzustand be-
nötigt. Zur Illustration der groben Funktionsweise des KPM ist dies an dieser Stelle zunächst
ausreichend.
Im Planungsproblem des Beispiels ist je ein Read-and-Write-Fluent mit dem Fluent-Namen K
für die Planungsobjekte obj1 und obj2 definiert, in PDDL-Syntax notiert als (K obj1) und (K
obj2). Ihre initialen Werte werden im :init-Block der PDDL-Problembeschreibung auf 0 resp.
9 gesetzt. Dazu wird in der Fluent-Tabelle des KBM des Initialzustands s1 jeweils eine Fluent-
Belegung mit dem Effekttyp assign und einem Verweis auf eine konstante Kennzahl α1 resp.
α2 mit dem betreffenden reellen Wert eingetragen. Damit eine automatische Kennzahlenaggre-
gation via Aggregationsreferenzen über diese beiden Fluents möglich ist, wird zusätzlich in
der Kennzahlensammlung des jeweiligen Objekts eine benannte Fluent-Referenz mit diesem
Namen auf die sich auf das Objekt beziehende Fluent-Belegung eingefügt.19
Für ein drittes Planungsobjekt obj3 mit dem Kennzahlenkontext θ3 ist darüber hinaus das
Read-Only-Fluent (Total obj3) in Gestalt einer zusammengesetzten Kennzahl γ1 definiert,
welche die Summe der Kennzahl K über die Kontextgruppe g erhebt, der zunächst lediglich
der Kennzahlenkontext θ1 des Objekts obj1 angehört. In der Kontexthierarchie seien dement-
sprechend die Kennzahlensammlungen der Objekte obj1 und obj2 direkte Untersammlungen
der Kennzahlensammlung von obj3. Der Kennzahl γ1 ist ein einziges Kennzahlenziel zuge-
ordnet, dessen stückweise lineare Zielfunktion ein globales Maximum bei (Total obj3) = 10
und Minima an allen Stellen mit (Total obj3) ≤ 0 oder (Total obj3) ≥ 11 besitzt (vgl. den
18Die Zeitpunkte der Aktionen werden in Abschnitt 9.9 als sog. Planereignisse (im Kontext des KPM kurz: Ereignis-
se) modelliert, welche konzeptionell mit der Gesamtheit der Vorbedingungen und Effekte einer einzelnen nicht-
durativen PDDL-2.1-Aktion (Simple Action) korrespondieren.
19Die Kennzahlensammlungen und die Kontexthierarchie der Weltzustands-KBM sind in Abbildung 9.1 nicht einge-
zeichnet.
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Abbildung 9.1: Kennzahlenbasiertes Planen mit kontinuierlichen numerischen Aktionspara-
metern und organisatorischen Effekten. Für i ∈ {1, 2, 3} ist θi der Kennzahlen-
kontext des Planungsobjekts obji.
in der Abbildung gezeigten Funktionsgraphen). Weil im Initialzustand (Total obj3) = 0 gilt,
hat dort die als Planmetrik dienende skalare Gesamtbewertung denWert 0, d.h., dieUtility des
Weltzustands s1 für den planenden Agenten ist 0.
Der Zielerreichungsgrad des Kennzahlenziels ist in dieser Ausgangssituation durch Aktions-
ausführung wie folgt proaktiv steigerbar: Zum einen kann der Kennzahlenwert des in γ1 ein-
fließenden Read-and-Write-Fluents (K obj1) durch einen numerischen Effekt erhöht werden;
zum anderen kann der Kennzahl γ1 mittels Aufnahme des Objekts obj2 in die Gruppe g, d.h.
durch einen Gruppeneffekt, ein weiterer (positiver) Summand hinzugefügt werden (der dann
ebenfalls durch numerische Effekte geeignet weiter erhöht werden kann). Die in Abbildung 9.1
gezeigte Aktion a1 setzt ersteres um und die dort im Anschluss angewendete Aktion a2 zwei-
teres.
Die partiell grundierte Aktion a1 illustriert zugleich die Verwendung reellwertiger Aktionspa-
rameter innerhalb des KPM. Während alle ihrer Vorbedingungs- und Effektformeln objektva-
riablenfrei sind, besitzt sie einen als Basiskennzahl β1 modellierten kontinuierlichen Parame-
ter ?p1 mit der Wertebereichsrestriktion20 r = {R−1([0, 1])}, d.h. mit ?p1 ∈ [0, 1] ⊂ R beliebig
wählbar, und demOptimierungsmodus o = true. Damit sie direkt aus demWeltzustand s1 her-
20Siehe Definition 8.19 zu den Basiskennzahlen des KBM.
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aus ausgeführt werden kann, muss gemäß ihrer einzigen (in der Abbildung in PDDL-Syntax
notierten) Vorbedingung die numerische Relation (K obj1) < 10 in s1 gelten. Dass dies der Fall
ist, lässt sich im Initialzustand leicht feststellen, da das Fluent (K obj1) dort den eindeutig be-
stimmten reellen Kennzahlenwert 0 hat. Die Aktion besitzt einen einzigen numerischen Effekt,
welcher den Wert des Read-and-Write-Fluents (K obj1) um den Wert des Aktionsparameters
?p1 erhöht. Abhängig vom konkreten reellen Wert, der für diesen Parameter gewählt wird,
kann das Fluent (K obj1) in dem durch die Aktionsausführung generierten Nachzustand s2
verschiedene reelle Kennzahlenwerte annehmen. Sofern die finale Wahl des reellen Werts von
?p1 noch aussteht, besitzt somit auch (K obj1) in s2 keinen eindeutig bestimmten Kennzah-
lenpunktwert, was die Bestimmung der Erfüllbarkeit von numerischen Aktionsvorbedingun-
gen in s2 und allen späteren Weltzuständen erschwert: Der Test, ob ein konstruierter partiell
grundierter Plan21 tatsächlich ausführbar ist, beinhaltet die Prüfung, ob das durch alle nume-
rischen Vorbedingungen und Wertebereichsrestriktionen in diesem Plan gegebene System aus
Gleichungen und Ungleichungen, mit den numerischen Aktionsparametern als Lösungsvaria-
blen, eine Lösung besitzt. Wie oben erwähnt, ist dieses Problem für nichtlineare Gleichungs-
systeme im Allgemeinen unentscheidbar. In vielen praktischen Fällen lässt sich allerdings, z.B.
durch den Einsatz geeigneter intervallarithmetikbasierter Constraint-Satisfaction-Techniken,22
die Planausführbarkeit in endlicher Zeit rigoros belegen oder widerlegen. Zu diesem Zweck
können die Kennzahlenintervallfunktionen in den einzelnen Weltzustands-KBM ausgewertet
werden. In Abbildung 9.1 sind für alle von ?p1 abhängigen Größen in s2 und s3 die von den
Intervallversionen der betreffenden Funktionen gelieferten Kennzahlenintervallwerte angege-
ben.
Eine einfache und schnelle intervallbasierte Methode, die Erfüllbarkeit einer einzelnen nume-
rischen Vorbedingung in einem Plan zu widerlegen, ist die intervallarithmetische Auswertung
ihrer linken und rechten Seite unter anschließender Bildung des Schnittwerts23 der zwei auf
diese Weise berechneten Kennzahlenintervallwerte (Benhamou und Granvilliers 2006). Bei-
spielsweise kann die Vorbedingung c ≡ ((K obj1) < 10) der Aktion a1 in Gestalt des Intervall-
Constraints c≡ ((K obj1)∈ [−∞, 10)) notiert werden und ihre Negation als ¬ c≡ ((K obj1) ∈
[10,+∞]
)
. Angenommen, die Auswertung der erweitert-wertebereichsvollständigen oder cset-
vollständigen24 Kennzahlenintervallfunktion dieses Fluents liefert in einem betrachteten Welt-
zustand si das Intervallergebnis [10, 11], d.h., für diesen Weltzustand ist aufgrund der Abwe-
senheit von Einschlussfehlern die Tatsache (K obj1) ∈ X ⊆ [10, 11] ∧ (K obj1) 6∈ (R˜ \ [10, 11])
rigoros bewiesen. Dann ist wegen [10, 11] ∩ [−∞, 10) = ∅ die Erfüllbarkeit der Bedingung c
widerlegt, da das Fluent in si nachweislich keinen reellen Wert aus dem Intervall [−∞, 10)
annehmen kann. Dieser Ansatz kommt in diesem Kapitel bei der Definition der potentiellen
Ausführbarkeit von Aktionen zum Einsatz. Konkrete Implementierungen von auf dem KPM ar-
beitenden Planern können zu diesem Zweck algorithmisch umfangreichere (und damit in der
Regel auch mehr Rechenzeit benötigende) Constraint-Consistency-Methoden verwenden, z.B.
solche, die Konjunktionen aus mehreren numerischen Bedingungen betrachten.22, 25
Die Abhängigkeit zwischen ?p1 und dem Wert von (K obj1) im Nachzustand wird innerhalb
des KPM über die Fluent-Belegungen des KBM von s2, wo der increase-Effekt wirksam wird,
21Das heißt: Ein Plan mit noch nicht final belegten numerischen Aktionsparametern.
22Siehe etwa Benhamou und Granvilliers (2006); Granvilliers und Benhamou (2006); Neumaier (1991) zu Lösungs-
techniken für Constraint-Satisfaction-Probleme mit kontinuierlichen reellen Wertebereichen.
23Siehe Definition 8.45.
24Siehe Definition 7.24.
25Auf Basis der von der Kennzahlenbibliothek zur Verfügung gestellten Funktionalität können praktisch beliebig fort-
geschrittene Intervall-CSP-Techniken implementiert werden, da innerhalb des KPM alle numerischen Aktionsvor-
bedingungen, ihrer symbolischen Repräsentation entsprechend, explizit als Kennzahlenberechnungsvorschriften
modelliert vorliegen.
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modelliert: Der Wert des Fluents berechnet sich dort über eine zusammengesetzte Kennzahl,
die den Wert von (K obj1) im Vorzustand s1 (ausgedrückt über eine Fluent-Referenz mit dem
Indirektionsmodus o′ = true) und den Wert der Basiskennzahl β1, welche den Aktionsparame-
ter ?p1 der in den Plan eingefügten Aktion a1 im KBM von s2 repräsentiert, addiert. Weil die
Aktion den Wert des zweiten Fluents (K obj2) nicht verändert, verweist die Fluent-Belegung
desselben in s2 lediglich auf die Fluent-Belegung von (K obj1) in s1. Bezeichnet Q1 das KBM
von s1, Q2 das KBM von s2 und besitzt zudem Q1 keine Basiskennzahlen und Q2 lediglich
β1 als einzige Basiskennzahl, dann liefert sat
Q2
R
(
indirections, (?p1)
)
mit indirections =
(
(Q1, ())
)
die von einem konkreten Aktionsparameterwert ?p1 ∈ [0, 1] erzielte Utility des Weltzustands
s1. Die Suche nach dem bezüglich der skalaren Gesamtbewertung bestmöglichen reellen Wert
für ?p1 entspricht somit der Lösung des Maximierungsproblems aus Definition 8.47 unter Hin-
zunahme der zusätzlichen Restriktionen, die der Menge aller numerischen Vorbedingungen in
dem optimierten partiell grundierten Plan entsprechen. Der Plan ist nur dann tatsächlich aus-
führbar, wenn die zulässige Menge des Maximierungsproblems nicht leer ist. Weil sich dieses
Optimierungsproblem einschließlich der Dimensionalität und Ausdehnung seiner zulässigen
Menge sowie der Lage seiner Optima im Allgemeinen durch das Anfügen weiterer Aktionen
mit numerischen Parametern und/oder Vorbedingungen an den Plan verändert, ist es von
konkreten auf dem KPM arbeitenden Planungsalgorithmen üblicherweise nicht nach jedem
Einfügen einer neuen Aktion zu lösen, sondern lediglich in Weltzuständen, die als finale Ziel-
zustände des Planungsproblems in Frage kommen. Im Folgenden werden partiell grundierte
Pläne auch als Grobpläne bezeichnet. Kombinationen von Grobplänen mit jeweils einem kon-
kreten zulässigen Punkt des in ihrem letzten Zustand vorliegenden Maximierungsproblems
und seinem Zielfunktionswert heißen Feinpläne.
Während des (ggf. domänenspezifischen) Planungsprozesses der Agenten ergeben sich somit
zwei Situationen, in denen die Ausführbarkeit eines Plans direkt widerlegt werden kann resp.
in Frage zu stellen ist: Zum einen kann die Ausführbarkeit einer Aktion in einem bestimmten
Weltzustand bereits vor ihrem dortigen Einfügen in den Grobplan mittels der oben erwähn-
ten CSP-Techniken widerlegt werden; zum anderen kann das Nichtauffinden von zulässigen
Punkten im Rahmen der mathematischen Aktionsparameteroptimierung auf eine leere zulässi-
ge Menge des Maximierungsproblems und somit auf die Nichtausführbarkeit (d.h. Nichtexis-
tenz von Feinplänen) des optimierten Grobplans hinweisen. Es obliegt der Ausgestaltung des
konkreten Planungsalgorithmus, wie viel Rechenzeit jeweils zur CSP-basierten Widerlegung
der Aktionsausführbarkeit und zumAuffinden von zulässigen Punkten des Optimierungspro-
blems (maximal) aufzuwenden ist.
9.1.1 Aktionsnebenläufigkeit
Das Planen mit nebenläufigen durativen Aktionen, die numerische Vorbedingungen und Ef-
fekte besitzen, ist bereits ohne jegliche Verwendung von kontinuierlichen numerischen Akti-
onsparametern nicht trivial: Ist die genaue Ausführungsreihenfolge (der Start- und Endzeit-
punkte) zweier Aktionen in einem partiell geordneten Plan (Partial-Order Plan) nicht festge-
legt, so ist im Allgemeinen nicht für jede numerische Zustandsvariable resp. Kennzahl des Pla-
nungsproblems eindeutig bestimmbar, welchen konkreten Wert sie unmittelbar vor und nach
der Ausführung einer der beiden Aktionen annimmt.26 Möchte man die partielle Ordnung der
Aktionen so lange wie möglich aufrecht erhalten, dann gestaltet sich die Prüfung der Erfüllbar-
keit der numerischen Vorbedingungen z.T. algorithmisch aufwändig. Die Einführung kontinu-
ierlicher Aktionsparameter verkompliziert diese Problemstellung noch weiter. Das in diesem
26Vergleiche die Besprechung nebenläufiger numerischer Effekte in Abschnitt 8.11 zu den Fluent-Belegungen.
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Kapitel entwickelte Kennzahlenplanungsmodell beschreibt daher zugunsten der konzeptio-
nellen Einfachheit und einer thematischen Begrenzung ausschließlich das Vorwärtsplanen via
Forward Chaining von sog. Planebenen im Zustandsraum.27
Um nicht vollständig auf eine mögliche Aktionsnebenläufigkeit zu verzichten,28 implementiert
das KPM eine einfachere, grob-granularere Darstellung der nebenläufigen Aktionsausführung,
als sie Fox und Long (2003, S. 73ff, S. 94ff) für die durativen Aktionen von PDDL 2.1 formu-
lieren.29 Als Grundlage dafür dient das ebenda (Fox und Long 2003, S. 74, S. 92ff) betrachte-
te Konzept der Happenings, welches u.a. auch vom numerischen Planer LPG (Gerevini et al.
2008, 2004) erfolgreich eingesetzt wird. Ein Happening fasst ein bis mehrere nicht-durative
PDDL-Aktionen, die nicht in gegenseitigem Ausschluss zueinander stehen, für ihre nebenläu-
fige Ausführung zu einem bestimmten Zeitpunkt innerhalb eines Plans zusammen. Die Hap-
penings untereinander werden dabei stets strikt sequentiell hintereinander ausgeführt. Dura-
tive PDDL-2.1-Aktionen werden von Fox und Long in bis zu drei nicht-durative Aktionen zer-
legt,30 die jeweils auf unterschiedliche Happenings verteilbar sind. Das KPM hingegen fasst
mehrere durative Aktionen zu einem Happening zusammen, ohne dass die jeweiligen Start-
und Endzeitpunkte derselben auf unterschiedliche Happenings verteilt werden können. Zu
diesem Zweck verwendet das KPM das Konzept der Planebenen: Eine Planebene besteht aus
einer Multimenge31 zueinander mutexfreier durativer Aktionsinstanzen und den zwei Welt-
zuständen, welche diese bei gemeinsamer Ausführung ihrer Effekte zu ihrem jeweiligen Start-
zeitpunkt resp. Endzeitpunkt erzeugen.32 Die temporale Dauer der Planebene entspricht da-
bei exakt der Dauer ihrer längsten Aktion. Die Ausführungszeitpunkte der kürzeren Aktionen
der Planebene relativ zu dieser längsten Aktion werden dabei nicht näher spezifiziert und bei
der Planausgabe üblicherweise auf den numerischen Zeitpunkt zu Beginn der Planebene ge-
setzt. Weil die Planebenen eines Plans des KPM stets strikt sequentiell nacheinander ausge-
führt werden, entspricht der numerische Zeitpunkt des Beginns einer jeden Planebene exakt
der Summe der Dauer aller ihr im Plan vorausgehenden Planebenen. Insbesondere steht bei
dieser vereinfachten Modellierung innerhalb einer Planebene eine Aktion mit der logischen
Vorbedingung P(obj1, . . . , objq) zu ihrem Startzeitpunkt mit einer anderen Aktion mit dem
logischen Effekt ¬ P(obj1, . . . , objq) zu ihrem Endzeitpunkt in gegenseitigem Ausschluss, was
im Nebenläufigkeitsmodell von Fox und Long (2003) nicht der Fall ist. Die durativen Aktio-
nen des KPM verhalten sich bezüglich der von ihnen generierten Mutexes somit wie nicht-
durative PDDL-Aktionen – mit dem Unterschied, dass sie mit ihren at-start-Effekten einen
Zwischenzustand erzeugen, auf den sich die numerischen Formeln ihrer at-end-Bedingungen
und at-end-Effekte beziehen.33
27Siehe u.a. Russell und Norvig (2010, S. 373f) zum Vorwärtsplanen im Zustandsraum.
28Zumal die Modellierung und Ausführung nebenläufiger Aktionen dem State-of-the-Art des Automated Planning
(Ghallab et al. 2004) zugerechnet werden kann.
29Insbesondere sind damit einige Fälle der nebenläufigen Aktionsausführung, die in der PDDL-2.1-Modellierung
von Fox und Long (2003) mutexfrei darstellbar sind, im KPM nicht 1:1 repräsentierbar und/oder erzeugen in die-
sem einen gegenseitigen Ausschluss (z.B. das Beispiel in Abb. 9 auf S. 77 ebenda). Die mutexfreie Repräsentation
derartiger Fälle durch das KPM des Kennzahlenframeworks muss aus Gründen des Umfangs als zukünftige wei-
terführende Arbeit verbleiben.
30Eine mit den Vorbedingungen und Effekten zum Startzeitpunkt (at start), eine mit den Vorbedingungen und
Effekten um Endzeitpunkt (at end) und eine weitere mit den Invarianten dazwischen (over all).
31Im KPM der Einfachheit halber als Liste dargestellt.
32Details dazu werden in Abschnitt 9.6 formal beschrieben.
33Beispielsweise kann ein at-start-Gruppeneffekt den Wert einer zusammengesetzten Kennzahl (Read-Only-
Fluents) eines Planungsobjekts beeinflussen, der in einem numerischen at-end-Effekt auf den aktuellen Wert eines
Read-and-Write-Fluents addiert wird. Diese Abhängigkeit zwischen at-start-Effekten und numerischen at-end-
Formeln kann im Allgemeinen nicht ohne weiteres (insbesondere ohne kombinatorische Explosion der Anzahl der
erzeugten Aktionsinstanzen) dergestalt in letztere hineinkompiliert werden, dass die Erzeugung des Zwischenzu-
stands überflüssig würde.
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Zur Repräsentation der Start- und Endzeitpunkte der (im KPM stets durativen) Aktionen ver-
wendet das Kennzahlenframework das zu den nicht-durativen PDDL-2.1-Aktionen analoge
Konzept der Planereignisse. Diese Bezeichnung wird im Folgenden verwendet, um eine be-
griffliche Verwechslungsgefahr zwischen dem Konzept der (durativen) Aktionen und dem der
Planereignisse (in PDDL: nicht-durative Aktionen bzw. Simple Actions) zu vermeiden.34
9.2 Formale Repräsentation des Kennzahlenplanungsmodells
Das Kennzahlenplanungsmodell sei wie folgt als 8-Tupel definiert:
Definition 9.1 Ein Kennzahlenplanungsmodell (Key Figure PlanningModel; kurz: KPM bzw. KFPM)
ist ein Oktupel
P = (OBJ, FLU, ACT, T1, T2, PLAN, FRINGE, owa) ∈ P. (9.1)
Dabei ist
OBJ : Menge der Objektdeklarationen;
ACT : Aktionsgrundmenge;
PLAN : Menge der Planebenen;
FRINGE : Planfront;
FLU : Menge der grundierten Fluent-Ausdrücke;
T1 : Erstes Vorlagenmodell des Aktionspools;
T2 : Zweites Vorlagenmodell des Aktionspools;
owa : World Assumption der logischen Literale.
Die Menge aller möglichen Kennzahlenplanungsmodelle sei bezeichnet als P.
⋆ ⋆ ⋆
Über die Abkürzung KPM hinaus werden Kennzahlenplanungsmodelle (insbesondere im Plu-
ral) im Rest dieses Kapitel auch schlicht als Planungsmodelle bezeichnet. Mit diesem kürzeren
Begriff ist stets das in diesem Kapitel beschriebene und in Definition 9.1 als 8-Tupel notier-
te Konzept gemeint. Die oben aufgeführten Elemente werden im Folgenden formal definiert.
Dabei erfolgen (analog zu der in Kapitel 8 verfolgten definitorischen Herangehensweise) Fest-
legungen, unter welchen Bedingungen die jeweiligen KPM-Bestandteile sowie das gesamte
Planungsmodell als gültig gelten.
In einem gültigen35 KPM ist der Initialzustand des Planungsproblems stets durch die in der
Menge PLAN enthaltene initiale Planebene gegeben.36 Die Modellierung der metrischen Pla-
nungsziele mit kontinuierlichem Zielerreichungsgrad (d.h. der im :metric-Block der PDDL-
Problembeschreibung angegebenen numerischen Planmetrikfunktion) erfolgt über die Kenn-
zahlenziele und die skalare Gesamtbewertung der einzelnenWeltzustands-KBM. Die im:goal-
Block der PDDL-Problembeschreibung angegebenen primären Planungsziele mit booleschem
Auswertungsergebnis hingegen werden in ihrer disjunktiven Normalform mittels sog. Zielak-
tionen innerhalb des Aktionspools des KPM repräsentiert. Die konkreten Details zur Konfigu-
ration der initialen Planebene und zur Repräsentation der Planungsziele werden am Ende des
Kapitels in Abschnitt 9.11 festgelegt.
34So werden z.B. im Folgenden für beide Konzepte die Eigenschaften der Anwendbarkeit sowie der potentiellen Aus-
führbarkeit festgelegt, die sich zwischen den Aktionen und Planereignissen leicht unterscheiden und definitorisch
aufeinander aufbauen. Eine klare begriffliche Trennung der zwei Konzepte erscheint der Verständlichkeit dieser
Definitionen zuträglich.
35Die formale Definition der Gültigkeit des KPM erfolgt das Kapitel abschließend in Definition 9.57 in Abschnitt 9.12.
36Die initiale Planebene wird zusammen mit der Menge PLAN formal in Definition 9.15 eingeführt.
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Für die Darstellung der in PDDL 2.1 notierbaren numerischen Vorbedingungs- und Effektfor-
meln als zusammengesetzte Kennzahlen und die Berechnung der temporalen Dauer der in
Abschnitt 9.6 formal eingeführten Planebenen wird innerhalb des Planungsmodells auf ein Re-
pertoire von (mindestens) sechs verschiedenen Basisoperationen zurückgegriffen:37
Definition 9.2 Es sei in diesem Kapitel angenommen, dass zur Modellierung von numerischen Berech-
nungsvorschriften innerhalb von Kennzahlenplanungsmodellen die unäre Negation, die binäre Subtrak-
tion und Division sowie die mindestens binäre Addition und Multiplikation in Gestalt der Punkt-Basis-
operationen38 ωRζneg, ωRζsub, ωRζdiv, ωRζadd, ωRζmul samt zugehörigen Intervallversionen39 ωIζneg,
ωIζsub, ωIζdiv, ωIζadd, ωIζmul mit 1∈Arity(ωRζneg), ζneg ∈ {1, . . . , ℓΩ} und 2 ∈ Arity(ωRi) für al-
le i ∈ {ζsub, ζdiv, ζadd, ζmul} ⊂ {1, . . . , ℓΩ} zur Verfügung stehen. Ebenfalls sei angenommen, dass
für die Bestimmung des Maximums einer Liste von Kennzahlenwerten die Aggregatoperationen ωRζmax
und ωIζmax mit ζmax ∈ {1, . . . , ℓΩ}, Arity(ωRζmax) = N und fixed_parameters(ωRζmax) ≤ 1 vorhanden
sind.
⋆ ⋆ ⋆
Über die Kennzahlensammlungen der Agenten und anderen in der PDDL-Problembeschrei-
bung deklarierten Planungsobjekte hinaus besitzen die im Planungsmodell enthaltenen KBM
gesonderte Kennzahlensammlungen, in denen die Berechnungsvorschriften spezieller nume-
rischer Eigenschaften von Plänen und Aktionen repräsentiert sind. Solche sog. planbezogenen
Kennzahlen modellieren z.B. die numerischen Zeitpunkte der Weltzustände oder die numeri-
sche Dauer der Aktionen innerhalb des KPM. Damit bestimmte planbezogene Kennzahlen und
die von diesen benötigten Kontextgruppen innerhalb eines konkreten KBM über ihren Namen
referenziert und nachgeschlagen werden können, verwendet das Kennzahlenframework für
sie MAS-weite, einheitliche Bezeichner:
Definition 9.3 Im Folgenden bezeichne
ktime ∈ ΨK
den Kennzahlennamen, der MAS-weit für all jene Kennzahlen eines KBM verwendet wird, deren Kenn-
zahlenfunktionen jeweils den numerischen Zeitpunkt eines Weltzustands innerhalb eines Plans40 eines
KPM liefern und
kduration ∈ ΨK
den Kennzahlennamen, der MAS-weit für all jene Kennzahlen eines KBM verwendet wird, deren Kenn-
zahlenfunktionen jeweils die Dauer einer Aktion eines KPM liefern. Zudem sei
ψactions ∈ ΨG
der MAS-weit für alle Kontextgruppen eines KBM, über welche die numerische Dauer der Aktionen
einer Planebene eines KPM aggregiert wird, verwendete Kontextgruppenname und
ψactioncontext ∈ ΨC
37Definition 9.2 bezieht sich ausschließlich auf die Darstellung der Kennzahlenberechnungsvorschriften in diesem
Kapitel. Konkrete Implementierungen des KPM dürfen diese sechs Operationen in geeigneter Weise umsetzen. So
sei es insbesondere zulässig, dass eine Implementierung für die binäre Subtraktion keine eigenständige Basisope-
ration ωRζsub zur Verfügung stellt, sondern diese stets durch Kombination einer binären Addition mit einer unären
Negation modelliert.
38Siehe die formale Einführung der Punkt-Basisoperationen in Abschnitt 7.2.
39Siehe die formale Einführung der Intervall-Basisoperationen in Abschnitt 7.4.
40Dabei entspricht der numerische Zeitpunkt des letzten Weltzustands eines Plans stets der Gesamtdauer (Makespan)
dieses Plans.
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der MAS-weit für alle Kennzahlenkontexte eines KBM, in denen die numerischen Vorbedingungen,
Effekte, Parameter sowie die Dauer von Aktionen einer Planebene eines KPM als Kennzahlen modelliert
sind, verwendete Kontextname.
⋆ ⋆ ⋆
9.3 Objektdeklarationen, Prädikatgrundinstanzen und
grundierte Fluent-Ausdrücke
PDDL erlaubt die Festlegung einer Hierarchie diskreter Objekttypen mittels des :types-Blocks
der Domänenbeschreibung. Eine Instanziierung konkreter Planungsobjekte (kurz: Objekte) er-
folgt anschließend im :constants-Block derselben und/oder im :objects-Block der separaten
Problembeschreibung. Mit dem neuen :keyfigures-Requirement führt das Kennzahlenframe-
work für Objekte, die Agenten des MAS innerhalb des Planungsproblems repräsentieren, den
speziellen Typ agent ein, für den im :types-Block weitere benutzerdefinierte Untertypen er-
zeugt werden können.Wird einer Objektvariablen der PDDL-Beschreibung ein bestimmter Ob-
jekttyp zugeordnet, dann beschränkt dies die Menge der Objekte, die im Rahmen des Grundie-
rungs- und Normalisierungsvorgangs nach Koehler und Hoffmann (2000, 1999) für die jewei-
lige Variable eingesetzt werden können. Nach der (partiellen) Grundierung und Normalisie-
rung des Planungsproblems werden diese Typinformationen nicht mehr benötigt und können
verworfen werden.41 Es ist daher nicht notwendig, die PDDL-Typhierarchie in diesem Kapi-
tel explizit innerhalb des Planungsmodells zu repräsentieren. Insbesondere wird im Folgenden
auch nicht weiter unterschieden, ob ein konkretes Objekt einen Agenten oder eine andersartige
Ressource des Planungsproblems repräsentiert.
Weil neben den diskreten Planungsobjekten auch Aktionen und Weltzustände des KPM über
eine eigene Kennzahlensammlung und damit einen individuellen Kennzahlenkontext verfü-
gen, muss innerhalb des Planungsmodells allerdings festgehalten werden, welche Teilmenge
der Kennzahlenkontexte der Weltzustands-KBM mit konkreten Planungsobjekten korrespon-
diert.42 Dies erfolgt über die Objektdeklarationen des KPM, über die nachfolgend auch die Gül-
tigkeit von Prädikatgrundinstanzen und grundierten Fluent-Ausdrücken in P definiert wird.
Definition 9.4 Eine Objektdeklaration (Object Declaration) des Planungsmodells P aus Definition 9.1
ist ein Paar
(ψ, c) ∈ ΨO ×ΨΘ.
Dabei ist
ψ : Der eindeutige, in der PDDL-Notation verwendete,
Objektname (Object Name) des Kennzahlenkontextes c
im Planungsmodell P;
ψ ∈ ΨO
c : Der dem Objektnamen ψ zugeordnete Kennzahlenkontext. c ∈ ΨΘ
⋆ ⋆ ⋆
Alle Objektdeklaration des KPM werden in der Menge OBJ zusammengefasst:
41Die Objekttyphierarchie wird durch die Grundierung praktisch »wegkompiliert«.
42Beispielsweise muss es sich bei den Argumenten von im KPMdefinierten Read-and-Write-Fluents stets um diskrete
Objektparameter handeln.
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Definition 9.5 Es ist
OBJ ⊂ ΨO ×ΨΘ |OBJ| ≥ 0
die endliche Menge der Objektdeklarationen des Planungsmodells P aus Definition 9.1. Die Menge
OBJ heißt gültig (in P), genau dann, wenn sie jedem möglichen Objektnamen ψ ∈ ΨO maximal einen
Kennzahlenkontext c ∈ ΨΘ zuordnet und umgekehrt; d.h., wenn die folgende Bedingung erfüllt ist:
∀(ψ, c),(ψ′, c′)∈OBJ .
((
c′ = c
) ⇐⇒ (ψ′ = ψ)).
⋆ ⋆ ⋆
Weil PDDL erfordert, dass jedes Objekt des Planungsproblems einen eindeutigen textuellen
Namen besitzt, ordnen die Objektdeklaration jenen Kennzahlenkontexten, welche die Kenn-
zahlensammlungen von Planungsobjekten repräsentieren, einen solchen zu. Sofern der jewei-
lige Kennzahlenkontext bereits außerhalb des Planungsmodells in dem regulären zur Betriebs-
datenerfassung und Sollwertgenerierung verwendeten agentenglobalen KBM (vgl. Kapitel 6)
existiert und dort über eine entsprechende Kontextdeklaration samt Kontextnamen (siehe Ab-
schnitt 8.2) verfügt, kann der eindeutige PDDL-Objektname üblicherweise direkt aus demKon-
textnamen hergeleitet werden, wie z.B. durch Anhängen eines eindeutigen textuellen oder nu-
merischen Suffixes,43 falls sich mehrere Kennzahlenkontexte des agentenglobalen KBM die-
sen Kontextnamen teilen. Die bisherige Kontextdeklaration eines solchen Kennzahlenkontex-
tes kann anschließend unverändert in die Weltzustands-KBM des KPM übernommen werden,
damit dortige Kennzahlenreferenzen (siehe Abschnitt 8.10) auf die gleiche Weise wie im agen-
tenglobalen KBM aufgelöst werden können.44
Die Objektnamen und Objektkontexte der Objektdeklarationen können anhand der folgenden
Mengen und Hilfsabbildungen innerhalb des KPM nachgeschlagen werden:
Definition 9.6 Für das Planungsmodell P aus Definition 9.1 seien die Mengen ObjectsP und Object_
ContextsP sowie die Abbildungen lookup_objectP und lookup_contextP definiert als
ObjectsP = {ψ | (ψ, c) ∈ OBJ } ⊂ ΨO,
Object_ContextsP = { c | (ψ, c) ∈ OBJ } ⊂ ΨΘ,
lookup_objectP : ΨΘ → (ΨO ∪ {ǫ})
lookup_objectP(c
′) =

ψ falls |M| = 1 mit {ψ} := M
für M = {ψ | (ψ, c) ∈ OBJ ∧ c′ = c }
ǫ sonst,
lookup_contextP : ΨO → (ΨΘ ∪ {ǫ})
lookup_contextP(ψ
′) =

c falls |M| = 1 mit {c} := M
für M = { c | (ψ, c) ∈ OBJ ∧ ψ′ = ψ }
ǫ sonst.
⋆ ⋆ ⋆
43Das heißt: Etwa durch einfaches Durchnummerieren.
44Insbesondere können sich damit im Allgemeinen Objektinstanzen des gleichen PDDL-Objekttyps die gleichen
Kennzahlenkonfigurationen und textuellen Berechnungsvorschriften ihrer Read-Only-Fluents teilen, sofern sie in
der Kontexthierarchie Untersammlungen mit den gleichen Kontextnamen besitzen und ihre Kennzahlenreferenzen
und Aggregationsreferenzen dadurch nicht lokalmehrdeutig werden (vgl. Abschnitt 8.9 und 8.10). Eine Anpassung
der textuellen Kennzahlenverweise in den Kennzahlenkonfigurationen an die eindeutigen PDDL-Objektnamen ist
dann nicht erforderlich.
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Auf Basis der im :predicates-Block der PDDL-Domänenbeschreibung deklarierten logischen
Prädikate und den obigen Objektdeklarationen lässt sich nach erfolgter (partieller) Grundie-
rung des Planungsproblems angeben, welche (stets variablenfreien) prädikatenlogischen Lite-
rale im KPM zulässig sind und damit in den Weltzuständen, logischen Planungszielen sowie
Aktionsvorbedingungen und -effekten desselben vorkommen dürfen.
Definition 9.7 Eine Prädikatgrundinstanz (Ground Predicate) des Planungsmodells P aus Definiti-
on 9.1 ist ein Paar
pr ∈ ΨP × (ΨO)∗
pr =
(
ψ, par
)
.
Dabei ist
ψ : Der Prädikatname (Predicate Name) der Prädikatgrundinstanz pr; ψ ∈ ΨP
par : Die konkrete Parameterliste der Prädikatgrundinstanz pr mit par ∈ (ΨO)∗
par = (par1 , . . . , parp). p ≥ 0
Die Prädikatgrundinstanz pr heißt gültig (in P), genau dann, wenn par ∈ (ObjectsP)∗ gilt. Sie identifi-
ziert eindeutig ein p-stelliges variablenfreies positives prädikatenlogisches Literal ψ(par1 , . . . , parp) der
gegebenen Planungsdomäne. In der Syntax von PDDL45 wird dieses im Folgenden als (ψ par1 · · · parp)
notiert. Es heißt p die Stelligkeit (Arity) von pr. Ist p = 0, dann wird die Prädikatgrundinstanz auch
als Aussagensymbol (Proposition Symbol) bezeichnet. Das nullstellige prädikatenlogische Literal ψ()
entspricht dabei grundsätzlich dem aussagenlogischen Literal ψ und wird in PDDL als (ψ) notiert. Die
MAS-weite Menge aller möglichen (nicht notwendigerweise in P gültigen) Prädikatgrundinstanzen sei
bezeichnet als
Pr = ΨP × (ΨO)∗.
⋆ ⋆ ⋆
In PDDL kann über das:open-world-Requirement (McDermott et al. 1998, S. 19ff) anstelle einer
Closed World Assumption eine Open World Assumption46 hinsichtlich der logischen Literale
in den Weltzuständen aktiviert werden. Dementsprechend steht diese Wahl auch für das KPM
offen.
Definition 9.8 Für das Planungsmodell P aus Definition 9.1 kennzeichnet
owa ∈ B
die geltende Annahme (World Assumption) zur Offenheit bzw. Abgeschlossenheit der logischen Aus-
sagenmengen in den Weltzuständen. Bei der Auswertung der logischen Literale in den Weltzuständen
des KPM wird eine Offene-Welt-Annahme (Open World Assumption) verwendet, genau dann, wenn
owa = true gilt und eine Abgeschlossene-Welt-Annahme (Closed World Assumption) sonst.
Für die Kontexthierarchie und die Kontextgruppen der Kennzahlenbewertungsmodelle in den Weltzu-
ständen des KPM, d.h. bezüglich des Vorhandenseins bzw. der Abwesenheit von bestimmten Kanten in
der Kontexthierarchie sowie der Mitgliedschaft bestimmter Kennzahlenkontexte in den Kontextgruppen,
gilt innerhalb des KPM unabhängig von owa stets eine Abgeschlossene-Welt-Annahme. Dies liegt dar-
in begründet, dass unter Verwendung einer diesbezüglichen Open World Assumption im Allgemeinen
keine eindeutigen Kennzahlenwerte in den Weltzuständen des KPM bestimmbar wären.
⋆ ⋆ ⋆
45Siehe z.B. die PDDL-2.1-Grammatik von Fox und Long (2003) oder die PDDL-3.0-Grammatik von Gerevini und
Long (2005).
46Zum Unterschied zwischen Closed und Open World Assumption siehe z.B. Russell und Norvig (2010, S. 417).
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Für die Belegungen der numerischen Zustandsvariablen gilt in der klassischen Formulierung
in PDDL 1.2 bis 3.1 de facto stets eine Open World Assumption, da ein solches Fluent in den
Weltzuständen eines in PDDL modellierten Planungsproblems so lange als unbelegt gilt, bis
ihm entweder im :init-Block der Problembeschreibung oder mittels eines assign-Effekts ex-
plizit ein (reeller) Wert zugewiesen wird.
Analog zur Festlegung der Gültigkeit von Prädikatgrundinstanzen durch Definition 9.7 lässt
sich nach der partiellen Grundierung die Menge der gültigen Read-and-Write-Fluents des Pla-
nungsproblems angeben. Diese wird als zweites Element FLU des 8-Tupels P geführt und legt
fest, welche Fluents im Folgenden mit den numerischen Effekten der Planungsaktionen des
KPM direkt modifizierbar sind, d.h., deren Wert z.B. im Allgemeinen mit einem assign-Effekt
direkt gesetzt werden kann.
Definition 9.9 Es ist
FLU ⊂ ΨK × (ΨO)∗
FLU =
{
fe1, . . . , fe|FLU|
} |FLU| ≥ 0
mit
fei =
(
ki, pari
)
, ki ∈ ΨK, pari ∈ (ΨO)∗
pari =
(
pari1 , . . . , par
i
pi
)
pi ≥ 0
die endliche Menge aller durch die Grundierung der ursprünglichen variablenbehafteten Planungsak-
tionen erzeugten variablenfreien numerischen (Read-and-Write-)Fluent-Ausdrücke (Ground Numeric
Read-and-Write Fluent Expressions) des Kennzahlenplanungsmodells P aus Definition 9.1. Die Menge
FLU heißt gültig (in P), genau dann, wenn die folgende Bedingung erfüllt ist:
∀(k, par)∈FLU . par ∈ (ObjectsP)∗.
⋆ ⋆ ⋆
Die PDDL-Notation (k par1 · · · parp) der grundierten Fluent-Ausdrücke wurde bereits in Ab-
schnitt 8.11 bei der Besprechung der Fluent-Belegungen des KBM eingeführt. Sie wird auch in
diesem Kapitel verwendet.
9.4 Partiell grundierter Aktionspool
Die aus dem Grundierungs- und Normalisierungsvorgang der PDDL-Beschreibung resultie-
renden partiell grundierten Aktionsinstanzen werden imAktionspool des Planungsmodells vor-
gehalten, von dem aus sie später während des eigentlichen Planungsprozesses in die in Ab-
schnitt 9.6 formal beschriebenen Planebenen konkreter Pläne kopiert werden können. Die Ak-
tionen werden an späterer Stelle in Abschnitt 9.10 als 4-Tupel eingeführt. Der Aktionspool
des KPM besteht aus der Menge dieser 4-Tupel und zwei Kennzahlenbewertungsmodellen,
in denen die numerischen Formeln der Aktionen jeweils zu deren Start- und Endzeitpunkt
als Kennzahlen modelliert vorliegen. Werden zwei verschiedene Aktionen zur nebenläufigen
Ausführung in die gleiche Planebene kopiert, dann sind ihre numerischen Formeln in jene
Weltzustands-KBM dieser Planebene einzufügen, in denen sie auszuwerten sind. Die zwei Ak-
tionen im Plan teilen sich danach zu ihrem Start- und Endzeitpunkt jeweils ein gemeinsames
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Kennzahlenbewertungsmodell zur Repräsentation ihrer diesen Zeitpunkt betreffenden nume-
rischen Formeln. Aus diesem Grund können die Aktionen im Allgemeinen nicht in Gestalt
eines größeren 6-Tupels modelliert werden, welches die zwei KBM mit den Kennzahlen der
Aktion bereits als Elemente beinhaltet. Stattdessen müssen diese KBM stets separat zu einer
Aktionsrepräsentation in Form eines 4-Tupels angegeben werden.
Im zweiten Bewertungsmodell des Aktionspools werden zudem die Kennzahlen jener numeri-
schen Effekte repräsentiert, mit denen an späterer Stelle in Abschnitt 9.11.1 die im :init-Block
der PDDL-Problembeschreibung angegebenen initialen Belegungen der numerischen Fluents
im Initialzustand des Planungsproblems gesetzt werden. Dies erfolgt durch Anwendung eines
sog. Initialereignisses, welchem ebenfalls eine eigene Kennzahlensammlung zugeordnet wird.
Die folgende Definition reserviert für letztere einen speziellen Kennzahlenkontext, der inner-
halb des KPM nicht anderweitig genutzt werden darf.
Definition 9.10 Es bezeichne
cie ∈ ΨΘ
den konkreten Kennzahlenkontext, der im Folgenden für alle Kennzahlen eines KBM verwendet wird,
die einen numerischen Effekt des an späterer Stelle in Definition 9.43 beschriebenen Initialereignisses
innerhalb des KPM repräsentieren.
⋆ ⋆ ⋆
Der Aktionspool des KPM sei formal wie folgt festgelegt:
Definition 9.11 Es ist
(ACT, T1, T2) ∈ A×Q×Q
der Aktionspool (Action Pool) des Planungsmodells P aus Definition 9.1. Dabei ist
ACT : Die endliche Basismenge der grundierten und partiell
grundierten Aktionen;
ACT⊂ A
T1 : Das Vorlagenmodell (Template Model) mit den Berechnungs-
vorschriften der numerischen Vorbedingungen und Effekte zu
Aktionsbeginn;
T1⊂ Q
T2 : Das Vorlagenmodell mit den Berechnungsvorschriften der
numerischen Vorbedingungen und Effekte zum Aktionsende
sowie den Effekten des Initialereignisses von P.
T2⊂ Q
Es bezeichnet A die MAS-weite Menge aller möglichen Planungsaktionen (kurz: Aktionen). Sie wird
an späterer Stelle in Definition 9.36 in Abschnitt 9.10 formal festgelegt. Die Menge ACT wird auch
Aktionsgrundmenge (Basic Action Set) der Planungsmodells P genannt.
Der Aktionspool (ACT, T1, T2) heißt gültig (in P), genau dann, wenn T1 und T2 gültige Bewertungsmo-
delle gemäß Definition 8.41 sind, zudem alle Planungsaktionen a ∈ACT gemäß Definition 9.36 gültig
in (ACT, T1, T2) sind und darüber hinaus, unter Setzen von
M :=
⋃
(c, sig, e1, e2)∈ACT
{c} M ⊂ ΨΘ
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und mit Q = (Θ, . . . , n) wie in Kapitel 8 beschrieben, die fünf Bedingungen
∀Q∈{T1,T2} .
(
H = N = Z = G = Fluents= ∅
)
, (9.2)
∀Q∈{T1,T2} ∀ϕ∈(A∪B∪Γ∪∆∪F) ∀ϕ′∈KF_DepQ(ϕ, (), 1,∅) .
(
contextQ(ϕ
′) = contextQ(ϕ)
)
, (9.3)(
für Q := T1 gilt Θ = M
)
, (9.4)(
für Q := T2 gilt Θ = M ∪ {cie} ∧ B = ∅ ∧ n = 0
)
, (9.5)
cie 6∈ M (9.6)
erfüllt sind.
⋆ ⋆ ⋆
Die Gültigkeit des Aktionspools erfordert u.a., dass die zwei Vorlagenmodelle desselben be-
stimmte strukturelle Eigenschaften aufweisen. Bedingung (9.2) verlangt diesbezüglich, dass
die beiden Vorlagenmodelle weder Kontextdeklarationen, Kontextgruppen, Kennzahlenziele
noch Fluent-Belegungen besitzen und dass ihre Kontexthierarchien leer sind, d.h., keinerlei
Kanten zwischen den Kennzahlenkontexten existieren. Zudem darf gemäß Bedingung (9.3)
keine Kennzahl der Vorlagenmodelle von anderen Kennzahlen desselben Vorlagenmodells ab-
hängig sein, die einem anderen Kennzahlenkontext angehören.47 Dies soll sicherstellen, dass
innerhalb des Aktionspools keine Aktion von den numerischen Berechnungsvorschriften einer
anderen Aktion abhängig ist.48 Die Bedingungen (9.4) und (9.5) fordern, dass die Vorlagenmo-
delle neben den Kontexten der Aktionen und, im Fall von T2, dem Kontext cie des Initialereig-
nisses keine weiteren Kennzahlenkontexte enthalten und dass T2 keine Basiskennzahlen bzw.
Eingabewerte besitzt.49 Bedingung (9.4) garantiert, dass keine Aktion den gleichen Kennzah-
lenkontext wie das Initialereignis aufweist.
9.5 Weltzustände
Ein einzelner Plan des KPM besteht aus einer sequentiellen Abfolge von Planungsweltzustän-
den (kurz: Weltzuständen),50 zwischen denen jeweils eine Menge von zueinander nebenläufi-
gen logischen, organisatorischen und/oder numerischen Aktionseffekten ausgeführt wird, die
zusammen einen gemeinsamen Vorzustand in einen gemeinsamen Nachzustand transformie-
ren. Die im nächsten Abschnitt formal eingeführten Planebenen fassen je zwei direkt aufeinan-
der folgende Weltzustände und einen Satz von auf diesen operierenden Aktionen zusammen
und definieren die zwischen den zwei Zuständen im domänenspezifischen Weltmodell ver-
streichende Zeit über die Dauer dieser Aktionen.
Ein Weltzustand des Planungsmodells beschreibt einen einzelnen, diskreten Zeitpunkt inner-
halb eines Plans anhand der zu diesem Zeitpunkt geltenden logischen Literale und des dort
geltenden Kennzahlenbewertungsmodells. Die als Planmetrik eingesetzte skalare Gesamtbe-
wertung51 des letztgenannten liefert den Nutzwert des Weltzustands.
47Verweise auf benannte Kennzahlen beliebiger Kontexte anderer KBM (mittels Kennzahlen- oder Fluent-Referenzen
mit dem Indirektionsmodus o′ = true) sind hingegen zulässig.
48Derartige Kennzahlenabhängigkeiten zwischen mehreren Aktionen sind lediglich in den Planebenen eines konkre-
ten Plans zulässig.
49Die Basiskennzahlen, welche die kontinuierlichen numerischen Parameter der Aktionen repräsentieren, sind (wie
später in Definition 9.36 beschrieben) ausschließlich in T1 einzufügen.
50Im Folgenden, sofern aus dem Kontext eindeutig ersichtlich ist, dass mit diesem Begriff die Weltzustände des KPM
gemeint sind, noch kürzer: Zustände.
51Siehe Definition 8.16.
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Jedem Weltzustand ist ein individueller Kennzahlenkontext zugeordnet, der ihn im KPM ein-
deutig identifiziert, d.h., den er weder mit anderen Weltzuständen noch mit Aktionen des
Planungsmodells teilt und über den er in der Planebenenmenge PLAN nachgeschlagen wer-
den kann. Der numerische Zeitpunkt des Weltzustands wird in diesem Kennzahlenkontext als
Kennzahl mit dem in Definition 9.3 festgelegten Namen ktime repräsentiert. Darüber hinaus
werden im nächsten Abschnitt die Kontexte der Weltzustände dazu verwendet, die konkrete
Sequenz der Planebenen eines Plans festzulegen.
Definition 9.12 Ein Planungsweltzustand (PlanningWorld State) – kurz:Weltzustand (World State) –
des Planungsmodells P aus Definition 9.1 ist ein Quadrupel
s ∈ ΨΘ ×P(Pr)×P(Pr)×Q
s = (c, LPOS, LNEG, Q).
Dabei ist
c : Der Kontext der planbezogenen Kennzahlen des Weltzustands s; c ∈ ΨΘ
LPOS : Die endliche Menge der im Weltzustand s geltenden positiven
prädikatenlogischen Literale;
LPOS⊂ Pr
LNEG : Die endliche Menge der im Weltzustand s bei gegebener Open World
Assumption geltenden negativen prädikatenlogischen Literale;
LNEG⊂ Pr
Q : Das im Weltzustand s geltende Kennzahlenbewertungsmodell. Q ∈ Q
Der Weltzustand s heißt gültig (in P), genau dann, wenn Q =
(
Θ,H,N, funcR, funcI, A, B, Γ,∆, F,Z,
G,Fluents, scalR, scalI, n
)
gültig gemäß Definition 8.41 ist und zudem alle der folgenden Bedingungen
erfüllt sind:
c ∈ Θ, (9.7)
cie 6∈ Θ ∧ ∀(c′, sig, e1, e2)∈ACT . c′ 6∈ Θ, (9.8)
SupΘ(c, Θ, H) = ∅, (9.9)
∀pr∈(LPOS∪LNEG) .
(
pr ist gültig in P gemäß Definition 9.7
)
, (9.10)
LPOS ∩ LNEG = ∅, (9.11)
(owa = false) =⇒ (LNEG = ∅) , (9.12)∣∣κQ(c, ktime)∣∣ = 1, (9.13)
∃!(c′,ψ′,Memb′)∈G .
(
c′ = c ∧ ψ′ = ψactions
)
. (9.14)
Eine Kennzahl ϕ ∈ (A ∪ B ∪ Γ ∪ ∆ ∪ F) des Bewertungsmodells Q des Weltzustands s wird als plan-
bezogene Kennzahl (Plan-Related Key Figure) bezeichnet, genau dann, wenn contextQ(ϕ) = c gilt.
Analog heißt ein Kennzahlenziel (c′, ξ ′, . . .) ∈ Z planbezogenes Kennzahlenziel, genau dann, wenn die
Menge ιQ(ξ ′) eine planbezogene Kennzahl enthält.
Die MAS-weite Menge aller möglichen (nicht notwendigerweise in P gültigen) Planungsweltzustände
sei bezeichnet als
S = ΨΘ ×P(Pr)×P(Pr)×Q.
⋆ ⋆ ⋆
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Gilt für die logischen Literale des KPM laut Definition 9.8 eine Open World Assumption, dann
enthält die Menge LPOS des Weltzustands s alle Prädikatgrundinstanzen, die in diesem zu true
auswerten und die Menge LNEG alle Prädikatgrundinstanzen, die in s zu false auswerten. Be-
dingung (9.10) beschränkt beide Mengen auf die in P gültigen Prädikatgrundinstanzen, und
Bedingung (9.11) schließt logische Widersprüche innerhalb des Weltzustands aus, indem sie
fordert, dass die zwei Literalmengen disjunkt sind. Die Wahrheitswerte aller in P gültigen Prä-
dikatgrundinstanzen, die nicht Element (genau) einer der beidenMengen sind, gelten bei einer
Offenen-Welt-Annahme als unbekannt in s. Unter einer Closed World Assumption hingegen
gelten alle nicht in LPOS enthaltenen Prädikatgrundinstanzen automatisch als mit dem Wahr-
heitswert false belegt, sodass in diesem Fall LNEG nicht benötigt wird. Gilt owa = false, dann
wird diese Menge innerhalb des KPM nicht verwendet und bleibt gemäß Bedingung (9.12)
stets leer.52
Wie für die Vorlagenmodelle des Aktionspools gelten für das KBM eines Weltzustands des
Planungsmodells bestimmte strukturelle Anforderungen: Gemäß den Bedingungen (9.7)–(9.8)
muss der Kennzahlenkontext c des Weltzustands s in dessen KBM existieren, aber nicht in den
Vorlagenmodellen des Aktionspools. Er darf zudem laut Bedingung (9.9) keine Superkontexte
besitzen, d.h., es muss c ∈ TopΘ(Θ,H) gelten. Bedingung (9.13) legt fest, dass die durch den
Kontext c gegebene Kennzahlensammlung eines gültigen Weltzustands s stets jene benannte
planbezogene Kennzahl enthaltenmuss, die den numerischen Zeitpunkt des Zustands liefert.53
Weil sich die Berechnungsvorschrift dieser Kennzahl zwischen dem ersten und zweiten Welt-
zustand einer Planebene unterscheidet, wird sie erst im folgenden Abschnitt in Definition 9.14
konkretisiert. Die dort beschriebene Berechnung der temporalen Dauer einer Planebene erfor-
dert u.a. eine Maximalwertberechnung über die Dauer aller Aktionen der Planebene. Damit
dies mittels automatischer Kennzahlenaggregation erfolgen kann, fordert Bedingung (9.14) die
Existenz der zu diesem Zweck verwendeten Kennzahlenkontextgruppe mit dem in Definiti-
on 9.3 festgelegten Gruppennamen ψactions im Kontext c.
Zum Nachschlagen des Bewertungsmodells und der Zeitkennzahl eines gegebenen Weltzu-
stands sowie zur Prüfung, ob in diesem ein bestimmter Satz positiver und negativer logischer
bzw. organisatorischer Vorbedingungen erfüllt ist, seien die folgenden fünf Abbildungen fest-
gelegt:
Definition 9.13 Für Planungsweltzustände sind die Hilfsabbildungen state_kfam, state_time, satis-
fies_logic_cond, satisfies_hierarchic_cond und satisfies_group_cond definiert als
state_kfam : S→ Q
state_kfam(c, LPOS, LNEG, Q) = Q,
state_time : S→ P(K)
state_time(c, LPOS, LNEG, Q) =
{
κQ(c, ktime) falls c ∈ Θ für Q = (Θ, . . . , n)
∅ sonst,
52Zugunsten einer einheitlichen Verwendung der Weltzustände in den Formeln und Definitionen der nachfolgen-
den Abschnitte dieses Kapitels sei von einer Definition der Weltzustände als 3-Tupel im Fall einer Closed World
Assumption und als 4-Tupel im Fall einer Open World Assumption abgesehen und stattdessen die Gültigkeitsbe-
dingung (9.12) formuliert.
53Wird im :metric-Block der PDDL-Problembeschreibung eine Minimierung der Makespan (total-time) als quan-
titatives Planungsziel angegeben, so enthalten die Weltzustands-KBM des Planungsmodells üblicherweise entspre-
chende Kennzahlenziele bezüglich dieser Kennzahl. Die Gültigkeit der letztgenannten in Q folgt direkt aus der in
Definition 9.12 geforderten Gültigkeit von Q.
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satisfies_logic_cond : S×P(Pr)×P(Pr) → B
satisfies_logic_cond
(
(c, LPOS, LNEG, Q), LPOScond, L
NEG
cond
)
=
true falls owa = false ∧ LPOScond ⊆ LPOS ∧
(
LNEGcond ∩ LPOS
)
= ∅
true falls owa = true ∧ LPOScond ⊆ LPOS ∧ LNEGcond ⊆ LNEG
false sonst,
satisfies_hierarchic_cond : S×P(Ed)×P(Ed) → B
satisfies_hierarchic_cond
((
c, LPOS, LNEG, (Θ,H, . . . , n)
)
, HPOScond, H
NEG
cond
)
={
true falls HPOScond ⊆ H ∧
(
HNEGcond ∩H
)
= ∅
false sonst,
satisfies_group_cond : S×P(Gr)×P(Gr) → B
satisfies_group_cond
((
c, LPOS, LNEG, Q
)
, GPOScond, G
NEG
cond
)
=
true falls ∀(c,ψ,Memb)∈GPOScond .
(
Memb ⊆ Expand_GroupQ(c, ψ)
)
und ∀(c,ψ,Memb)∈GNEGcond .
((
Memb∩ Expand_GroupQ(c, ψ)
)
= ∅
)
false sonst.
⋆ ⋆ ⋆
Die Abbildung satisfies_logic_cond liefert, abhängig von der World Assumption des Planungs-
modells, genau dann den Wahrheitswert true, wenn alle in der Menge LPOScond enthaltenen Prädi-
katgrundinstanzen in dem ihr als erstes Argument übergebenen Weltzustand zu true auswer-
ten und alle in derMenge LNEGcond enthaltenen Prädikatgrundinstanzen dort zu false. Analog liefert
satisfies_hierarchic_cond genau dann das Ergebnis true, wenn in der Kontexthierarchie des KBM
des ihr übergebenen Weltzustands alle in der Menge HPOScond enthaltenen Kanten vorhanden und
alle in der Menge HNEGcond enthaltenen Kanten abwesend sind. Nach dem gleichen Grundprin-
zip ist die Abbildung satisfies_group_cond definiert. Die durch die in der Menge GPOScond enthalte-
nen Kontextgruppen spezifizierten Gruppenmitglieder müssen in der jeweiligen Gruppe des
Weltzustands-KBM alle vorhanden sein, und die durch die Kontextgruppen in GNEGcond spezifi-
zierten Kontexte entsprechend alle abwesend.
9.6 Planebenen
Die Planebenen des KPM fassen Aktionen zur nebenläufigen Ausführung in einem Plan zu-
sammen. Innerhalb eines solchen sind sie in strikter Sequenz angeordnet, d.h., alle Aktionen
der i-ten Planebene des Plans werden vor allen Aktionen der i+1-ten Planebene desselben aus-
geführt. Jede Planebene umfasst zwei temporal aufeinander folgende Weltzustände. Im ersten
werden die at-start-Effekte ihrer Aktionen in kombinierter Weise wirksam, im zweiten die
at-end-Effekte dieser Aktionen. Die zu Aktionsstart resp. Aktionsende geltenden Vorbedin-
gungen müssen jeweils in dem direkten Vorzustand jenes Weltzustands erfüllt sein, in dem die
für diesen Zeitpunkt angegebenen Effekte eingefügt werden.54
Die in den zwei Weltzuständen einer Planebene von der planbezogenen Kennzahl mit dem
Namen ktime gelieferten numerischen Zeitwerte definieren entweder ein leeres55 oder ein links-
54Vergleiche dazu auch das grafische Beispiel in Abbildung 9.3 auf Seite 270.
55Beispielsweise, falls die Planebene keine Aktionen zur Ausführung vorsieht oder, sofern dies domänenspezifisch
als zulässig festgelegt wird, ausschließlich Aktionen der Dauer 0.
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Abbildung 9.2: Anordnung der Planebenen des Planungsmodells zu einem Baum.
abgeschlossenes, rechtsoffenes56 temporales Intervall [ti, ti+1) ⊂ R, wobei derWert der rechten
Zeitintervallgrenze der i-ten Planebene eines Plans in der in diesemKapitel vorgestellten KPM-
Repräsentation stets mit dem Wert der linken Zeitintervallgrenze der i+1-ten Planebene iden-
tisch ist.57 Weil die Reihenfolge derWeltzustände eines Plans innerhalb des KPM explizit durch
die Sequenz der Planebenen festgelegt ist, dürfen aufeinander folgende Weltzustände prinzi-
piell den gleichen numerischen Zeitwert aufweisen – insbesondere auch dann, wenn zwischen
ihnen Aktionseffekte wirksam sind, welche die in ihnen geltenden logischen, organisatorischen
oder numerischen Sachverhalte verändern. Auf diese Weise unterstützt das KPM, anders als
PDDL 2.1, ausdrücklich die Planung einer strikt sequentiellen Ausführung von Aktionen der
speziellen Dauer 0. Es ist für jede konkrete Anwendungsdomäne einzeln festzulegen, inwiefern
eine solche Modellierung semantisch sinnvoll und zulässig ist.58
Weil beim Vorwärtsplanen im Zustandsraum nicht selten mehrere (unfertige) Pläne nebenein-
ander betrachtet werden und es dabei dem konkreten Planungsalgorithmus obliegt, zu ent-
scheiden, an welchen Plan als nächstes welche Aktionen angehängt werden sollen, ist das KPM
nicht auf die Konstruktion eines einzigen als Planebenenliste repräsentierten Plans beschränkt.
Stattdessen werden innerhalb des KPM mehrere alternative Planfortsetzungen als Baum von
Planebenen dargestellt. Jede in der Menge PLAN enthaltene Planebene kann keine bis mehrere
Nachfolgerebenen besitzen. Der Wurzelknoten des Baums wird als initiale Planebene bezeich-
56Ähnlich den halboffenen temporalen Intervallen, in denen im PDDL-2.1-Zeitmodell logische Aussagen gelten (Fox
und Long 2003, S. 74), mit dem Unterschied, dass im vereinfachten Nebenläufigkeitsmodell des KPM die Effekte
zum at-end-Aktionszeitpunkt bereits (mindestens) eine infinitesimale Zeiteinheit vor dem numerischen Zeitpunkt
des zweiten Weltzustands der Planebene wirksam werden.
57Konkrete auf dem KPM arbeitende Planer dürfen bei Bedarf aber ein geeignet kleines ε > 0 zur expliziten Separie-
rung der numerischen Zeitpunkte aller Weltzustände im Plan einführen, beispielsweise um im Rahmen der textu-
ellen Planausgabe in PDDL-2.1-Syntax (Fox und Long 2003, S. 94) die im KPM vorliegende feste Reihenfolge der
Weltzustände geeignet abzubilden, ohne bei einer Weiterverarbeitung des erzeugten Plan unter dem PDDL-2.1-
Nebenläufigkeitsmodell Aktionsmutexes zu erzeugen, die im KPM nicht existieren.
58Eine strikte Sequentialisierung von Aktionen der Dauer 0 kann z.B. für die Planung von kommunikativen Aktio-
nen innerhalb eines MAS sinnvoll sein, wenn die für die Nachrichtenübermittlung anfallende Zeit (z.B. im kleinen
einstelligen Millisekundenbereich) im direkten Vergleich zu anderen Aktionen der Agenten (z.B. gemessen in Se-
kunden oder Minuten) vernachlässigbar klein ist, der Endzustand des Plans aber von der Reihenfolge der Aktions-
ausführung abhängig ist. Im PDDL-2.1-Zeitmodell hingegen werden alle Aktionen mit dem gleichen Zeitstempel
stets als nebenläufig angenommen und können damit untereinander Mutexes erzeugen, die bei einer strikten Se-
quentialisierung nicht vorliegen.
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net. Jeder Pfad vom diesem zu einem beliebigen anderen Knoten des Baums entspricht dabei
einem Plan des vorliegenden Planungsproblems. Abbildung 9.2 veranschaulicht diese Model-
lierung. Jede Planebene verweist unter Angabe des Kennzahlenkontextes ihres unmittelbaren
Vorzustands (d.h. des zweitenWeltzustands ihrer direkten Vorgänger-Planebene), in der Grafik
als cipre mit i ∈ {1, 2, 3} ausgewiesen, auf ihren Elternknoten im Baum. Die initiale Planebene
verwendet diesbezüglich den leeren Bezeichner ǫ 6∈ ΨΘ aus Definition 7.27, um anzuzeigen,
dass sie keinen Vorgänger besitzt. In der Abbildung sind in der Planebene lv1 die Aktionen a1
und a2 zur nebenläufigen Ausführung vorgesehen, in der Planebene lv3 die Aktionen a4 und
a5. Die Planebenen lv2 und lv3 hingegen stellen zueinander exklusive mögliche Alternativen
der Planfortsetzung dar, dementsprechend gehören die Aktionen a3 und a4 unterschiedlichen
Plänen an und sind somit nicht nebenläufig zueinander.
Definition 9.14 Eine Planebene (Plan Level) des Planungsmodells P aus Definition 9.1 ist ein Qua-
drupel
lv ∈ S×S× A∗× (ΨΘ ∪ {ǫ})
lv = (s1, s2, act, cpre).
Dabei ist
s1 : Der erste Weltzustand der Planebene lv mit s1 ∈ ΨΘ ×
(P(Pr))2×Q
s1 =
(
c1, LPOS1 , L
NEG
1 , Q
1);
s2 : Der zweite Weltzustand der Planebene lv mit s2 ∈ ΨΘ ×
(P(Pr))2×Q
s2 =
(
c2, LPOS2 , L
NEG
2 , Q
2);
act : Die Liste der nebenläufigen Aktionen der Planebene lv mit act ∈ A∗
act = (a1, . . . , ap); p ≥ 0
cpre : Der Kennzahlenkontext des Vorzustands der Planebene lv. cpre ∈ ΨΘ ∪ {ǫ}
Die Planebene lv heißt gültig (in P), genau dann, wenn s1 und s2 gültig in P gemäß Definition 9.12
sind und alle der folgenden Bedingungen erfüllt sind:
c1 6= c2, (9.15)
Lookup_LevelP(c1) ∪ Lookup_LevelP(c2) = {lv}, (9.16)(
cpre 6= ǫ
)
=⇒ (∣∣Lookup_LevelP(cpre)∣∣ = 1 mit {lvpre} := Lookup_LevelP(cpre)), (9.17)(
cpre 6= ǫ
)
=⇒ (cpre = level_context(lvpre, 2)), (9.18)
acyclic_levelP(lv, ∅) = true, (9.19)
∀w∈{1, 2} . cw 6∈
 ⋃
(Θ, ..., n)∈(All_KFAMP\{Qw})
Θ
 , (9.20)
(
Q2 ist gültig unter (ind1, . . . , indm) := ind_prefixP(c1) gemäß Definition 8.41
)
, (9.21)
∀i∈{1, ..., p} .
(
ai ist gültig in lv gemäß Definition 9.36
)
, (9.22)(
cpre = ǫ
)
=⇒ (state_time(s1) = {(c1, ktime, ξα1 , 0,D∅)} ⊆ A1), ξα1 ∈ {1, . . . , ℓ1}, (9.23)(
cpre 6= ǫ
)
=⇒(
state_time(s1) =
{(
c1, ktime, ξfl1 , ktime, (cpre), true,D∅
)} ⊆ F1), ξfl1 ∈ {1, . . . , ℓ1}, (9.24)
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state_time(s2) =
{(
c2, ktime, ξγ, ζadd, (ξfl2 , ξγ′), (),D∅
)} ⊂ Γ2,
ιQ2(ξfl2) =
{(
c2, ǫ, ξfl2 , ktime, (c1), true,D∅
)} ⊆ F2,
ιQ2(ξγ′) =
{(
c2, ǫ, ξγ′ , ζmax, (ξα2),
(
(c2,ψactions, kduration)
)
,D∅
)} ⊂ Γ2,
ιQ2(ξα2) =
{(
c2, ǫ, ξα2 , 0,D∅
)} ⊆ A2, ξγ, ξfl2 , ξγ′ , ξα2 ∈ {1, . . . , ℓ2}.
(9.25)
Dabei sind die Kennzahlenbewertungsmodelle der zwei Weltzustände s1 und s2 gegeben durch Qw=(
Θw,Hw,Nw, funcwR , func
w
I , Aw, Bw, Γw,∆w, Fw,Zw,Gw,Fluentsw, scal
w
R, scal
w
I , nw
)
, funcwR=
(
f wR1, . . . ,
f wRℓw
)
, funcwI =
(
f wI1 , . . . , f
w
Iℓw
)
, w ∈ {1, 2}. Es ist Lookup_LevelP : (ΨΘ ∪ {ǫ}) → P(PLAN) die
unten in Definition 9.17 festgelegte Planebenensuchfunktion des Planungsmodells P und ind_prefixP :
(ΨΘ ∪ {ǫ}) → (IndI)∗ dessen in Definition 9.19 beschriebene Indirektionspräfixfunktion. Die Abbil-
dungen level_context, acyclic_levelP und All_KFAMP werden in Definition 9.16 resp. 9.18 resp. 9.20
festgelegt.
Die MAS-weite Menge aller möglichen (nicht notwendigerweise in P gültigen) Planebenen sei bezeich-
net als
L = S×S× A∗× (ΨΘ ∪ {ǫ}).
⋆ ⋆ ⋆
Eine gültige Planebene lv besitzt genau dann eine Vorgängerebene, wenn für sie cpre 6= ǫ gilt. In
diesem Fall fordern die Bedingungen (9.17)–(9.19), dass cpre die Vorgängerebene eindeutig über
den Kennzahlenkontext ihres zweitenWeltzustands identifiziert und durch die Gesamtheit der
auf diese Weise repräsentierten Vorgängerbeziehungen der Planebenen keine Zyklen entste-
hen. Die Gültigkeitsbedingungen (9.15)–(9.16) fordern, dass innerhalb des KPM kein Weltzu-
stand seinen Kennzahlenkontext mit einem anderen Weltzustand teilt. Zudem darf der Kenn-
zahlenkontext eines Weltzustands gemäß Bedingung (9.20) nicht in der Kennzahlenkontext-
menge eines vom eigenen KBM des Weltzustands verschiedenen KBM des Planungsmodells
enthalten sein. Zu diesen anderen KBM zählen insbesondere auch die beiden in Definition 9.11
eingeführten Vorlagenmodelle T1 und T2 des Aktionspools.
Wie zu Beginn dieses Kapitels sowie in Abschnitt 8.11 erläutert, werden die in einem Weltzu-
stand geltenden Werte der Read-and-Write-Fluents des Planungsproblems im KBM des Welt-
zustands als Kennzahlen modelliert, welche die Berechnungsvorschriften der Fluent-Werte im
Allgemeinen in Abhängigkeit von den in den Vorzuständen im Plan geltenden Fluent-Werten
ausdrücken. Die dafür in den Fluent-Tabellen der Weltzustands-KBM zu verwendenden kon-
kreten Kennzahlenberechnungsvorschriften werden im nächsten Abschnitt für die fünf mög-
lichen numerischen PDDL-Effekttypen59 formal festgelegt. Verweise auf die Kennzahlenwerte
in den Vorzuständen erfolgen dabei mittels Fluent-Referenzen60 mit dem Indirektionsmodus
o′ = true. Den Kennzahlenfunktionen der Weltzustands-KBM muss damit im Allgemeinen ei-
ne aus den KBM aller Vorzustände im Plan und zu diesen passenden Eingabevektoren kon-
struierte Indirektionsliste61 übergeben werden. Ist das betreffende Weltzustands-KBM gemäß
Definition 8.41 gültig unter dieser Indirektionsliste, dann garantiert dies, dass mit ihr die Werte
aller in ihm enthaltenen Kennzahlen und seiner skalaren Gesamtbewertung ohne semantische
Fehler berechnet werden können.
Die nachfolgend in Definition 9.19 festgelegte Abbildung ind_prefixP liefert für einen über
seinen Kennzahlenkontext c identifizierten Weltzustand s des Planungsmodells P die Liste
der Standardindirektionen62 der Weltzustands-KBM der vom ersten Weltzustand der initialen
59Siehe die Festlegung der Menge Upd in Definition 8.27.
60Siehe Definition 8.31 zu den Fluent-Referenzen.
61Siehe Abschnitt 8.4 zu den Bewertungsmodellindirektionen.
62Siehe Definition 8.48 zu den Standardindirektionen.
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Planebene bis zu s (jeweils einschließlich) führenden Zustandssequenz. Diese Liste sei als Stan-
dardindirektionsliste desWeltzustands s bezeichnet. Dementsprechend fordert Bedingung (9.21),
dass das KBM des zweiten Weltzustands der Planebene lv gültig unter der Standardindirekti-
onsliste des ersten Weltzustands von lv ist. Damit wird ausgeschlossen, dass die Auswertung
mindestens einer in der Planebene existierenden Kennzahlenfunktion an einem semantischen
Fehler scheitert, z.B. weil ihr Ergebnis aufgrund einer nicht auflösbaren Kennzahlenreferenz
nicht eindeutig bestimmt ist. Analog fordert Bedingung (9.22), dass alle in die Planebene einge-
fügten Aktionen gültig gemäß Definition 9.36 weiter unten sind. Dies schließt ihre gegenseitige
Mutexfreiheit im Nebenläufigkeitsmodell des KPM mit ein.
Die Gültigkeitsbedingungen (9.23)–(9.25) legen die genauenKennzahlenberechnungsvorschrif-
ten für die numerischen Zeitpunkte der zweiWeltzustände der Planebene fest: Der numerische
Zeitpunkt des ersten Weltzustands ist in der initialen Planebene stets durch eine Konstante63
mit dem Wert 0 gegeben, in allen im Plan nachfolgenden Planebenen hingegen durch eine
Fluent-Referenz mit dem Indirektionsmodus o′ = true, welche den Zeitwert vom zweitenWelt-
zustand der unmittelbaren Vorgänger-Planebene übernimmt. Der numerische Zeitpunkt des
zweiten Weltzustands der Planebene berechnet sich stets aus der Summe des Zeitwerts ihres
ersten Weltzustands und der Dauer ihrer längsten Aktion (bzw. der Konstanten 0, falls die
Planebene über keine Aktionen verfügt). Bedingung (9.25) spezifiziert diese Berechnung unter
Verwendung zweier zusammengesetzter Kennzahlen,64 wobei die erste die Summe und die
zweite den Maximalwert der Aktionsdauern liefert. Zu diesem Zweck wird mittels einer Ag-
gregationsreferenz65 die Kennzahl mit dem Namen kduration über die im Kontext des zweiten
Weltzustands definierte Kennzahlenkontextgruppe mit dem Namen ψactions aggregiert.66
Alle Planebenen des KPM werden in der Menge PLAN zusammengefasst. Sind sie über ihre
Vorgängerreferenzen cpre zu einem Baum arrangiert, dann ist die initiale Planebene des Pla-
nungsmodells eindeutig bestimmt.
Definition 9.15 Es ist
PLAN ⊂ L |PLAN| ≥ 0
die endliche Menge der Planebenen des Planungsmodells P aus Definition 9.1. Die Menge PLAN heißt
gültig (in P), genau dann, wenn alle in ihr enthaltenen Planebenen gültig gemäß Definition 9.14 sind
und zudem für die aus PLAN hergeleitete Menge
Initial_LevelsP =
{
(s1, s2, act, cpre)
∣∣ (s1, s2, act, cpre) ∈ PLAN ∧ cpre = ǫ } ⊂ L
die Bedingung |Initial_LevelsP| = 1 erfüllt ist. Ist dies der Fall, dann spannen die Planebenen in PLAN
über ihre auf den jeweiligen unmittelbaren Vorzustand verweisenden Elemente cpre einen Baum auf,
dessen Wurzel durch die Planebene
initP = (spreinit, sinit, actinit, ǫ), {initP} := Initial_LevelsP, |Initial_LevelsP| = 1
eindeutig bestimmt ist. Es wird initP als initiale Planebene von P bezeichnet.
⋆ ⋆ ⋆
Im Rest dieses Abschnitts werden einige Abbildungen spezifiziert, die auf den Planebenen
resp. der Menge PLAN des KPM operieren und in den Definitionen der nachfolgenden Ab-
schnitte zum Einsatz kommen. Einige davon wurden bereits in Definition 9.14 verwendet.
63Siehe Definition 8.17 zu den numerischen Konstanten des Kennzahlenbewertungsmodells.
64Siehe Definition 8.23 zu den zusammengesetzten Kennzahlen.
65Siehe Definition 8.21 zu den Aggregationsreferenzen.
66Vergleiche die Festlegung dieser zwei Namen in Definition 9.3.
265
Mit Hilfe der Abbildung level_context kann der Kennzahlenkontext des ersten und zweiten
Weltzustands einer gegebenen Planebene sowie der Kennzahlenkontext ihres unmittelbaren
Vorgängerzustands nachgeschlagen werden. Die Abbildung level_kfam liefert das KBM des ers-
ten oder zweiten Weltzustands der Planebene und die Abbildung Level_Action_Set die Menge
der Elemente ihrer Aktionsliste.
Definition 9.16 Für Planebenen sind die drei Hilfsabbildungen level_context, level_kfam und Level_
Action_Set definiert als
level_context : L× {0, 1, 2} → (ΨΘ ∪ {ǫ})
level_context
(((
c1,LPOS1 ,L
NEG
1 ,Q
1), (c2,LPOS2 ,LNEG2 ,Q2), act, cpre), j) =

c2 falls j = 2
c1 falls j = 1
cpre falls j = 0.
level_kfam : L× {1, 2} → Q
level_kfam
(((
c1,LPOS1 ,L
NEG
1 ,Q
1), (c2,LPOS2 ,LNEG2 ,Q2), act, cpre), j) = Q j,
Level_Action_Set : L→ P(A)
Level_Action_Set
(
s1, s2, (a1, . . . , ap), cpre
)
= {a1, . . . , ap}.
⋆ ⋆ ⋆
Mit der Abbildung Lookup_StateP können Weltzustände anhand ihres Kennzahlenkontextes
in der Menge PLAN nachgeschlagen werden. Analog liefert die Abbildung Lookup_LevelP alle
Planebenen, die einen Weltzustand mit dem gegebenen Kontext enthalten. In einem gültigen
Planungsmodell ist dies maximal eine. Die Abbildung Successor_LevelsP liefert für eine gege-
bene Planebene die Menge aller direkten Nachfolgerebenen im KPM. Ein Beispiel für die von
Successor_LevelsP gelieferten Planebenen ist in der oberen linken Ecke von Abbildung 9.2 für
den dort gezeigten Planebenenbaum angegeben.
Definition 9.17 Für das Planungsmodell P aus Definition 9.1 seien die Abbildungen Lookup_StateP,
Lookup_LevelP und Successor_LevelsP definiert als
Lookup_StateP : (ΨΘ ∪ {ǫ}) → P(S)
Lookup_StateP(c
′) =
{(
c1,LPOS1 ,L
NEG
1 ,Q
1) ∣∣∣ ((c1,LPOS1 ,LNEG1 ,Q1), s2, act, cpre)∈ PLAN ∧ c′ = c1}
∪
{(
c2,LPOS2 ,L
NEG
2 ,Q
2) ∣∣∣ (s1,(c2,LPOS2 ,LNEG2 ,Q2), act, cpre)∈ PLAN ∧ c′ = c2},
Lookup_LevelP : (ΨΘ ∪ {ǫ}) → P(PLAN)
Lookup_LevelP(c
′) ={
lv
∣∣∣ lv = ((c1,LPOS1 ,LNEG1 ,Q1), (c2,LPOS2 ,LNEG2 ,Q2), act, cpre)∈ PLAN ∧ (c′ = c1 ∨ c′ = c2)}.
Successor_LevelsP : PLAN → P(PLAN)
Successor_LevelsP
((
c1,LPOS1 ,L
NEG
1 ,Q
1), (c2,LPOS2 ,LNEG2 ,Q2), act, cpre) ={
lv
∣∣∣ lv ∈ PLAN ∧ level_context(lv, 0) ∈ {c1, c2}}.
⋆ ⋆ ⋆
Die Definition der Zyklenfreiheit erfolgt für die Vorgängerbeziehungen der Planebenen nach
dem gleichen Prinzip wie für die Kennzahlenkontexthierarchien in Definition 8.5 und für die
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Kennzahlenberechnungsvorschriften innerhalb eines einzelnen KBM inDefinition 8.35. Die Zy-
klenfreiheit des gesamten Planungsmodells sei so festgelegt, dass sie die Zyklenfreiheit aller
KBM desselben mit einschließt. In einem zyklenfreien KPM existieren somit keine zyklischen
Kontexthierarchien oder Berechnungsvorschriften – weder innerhalb der KBM des Planungs-
modells noch zwischen diesen.
Definition 9.18 Das Kennzahlenplanungsmodell P aus Definition 9.1 heißt zyklenfrei, genau dann,
wenn
∀lv∈PLAN . acyclic_levelP(lv, ∅) = true
gilt und darüber hinaus die beiden Vorlagenmodelle T1, T2 des Aktionspools von P zyklenfrei gemäß
Definition 8.35 sind. Die Abbildung acyclic_levelP ist dabei definiert als
acyclic_levelP : L×P(ΨΘ) → B
acyclic_levelP
(((
c1,LPOS1 ,L
NEG
1 ,Q
1), (c2,LPOS2 ,LNEG2 ,Q2), act, cpre), P) =
acyclic_prefixP
(
cpre, P ∪ {c1, c2}
)
falls {c1, c2} ∩ P = ∅ und Q1,Q2 zyklenfrei
gemäß Definition 8.35
false sonst
unter Nutzung der Hilfsabbildung acyclic_prefixP zur rekursiven Rückwärtstraversion des Plans mit
acyclic_prefixP : (ΨΘ ∪ {ǫ})×P(ΨΘ) → B
acyclic_prefixP(c
′, P) =

∧
lv∈Lookup_LevelP(c′)
acyclic_levelP(lv, P) falls Lookup_LevelP(c′) 6= ∅
true sonst.
⋆ ⋆ ⋆
Für ein zyklenfreies Planungsmodell P mit gültiger Menge PLAN liefert die Abbildung plan_
prefixP den Pfad von der initialen Planebene bis einschließlich zu einer bestimmten, durch
den Kennzahlenkontext eines ihrer zwei Weltzustände identifizierten, Planebene lv im Plan-
ebenenbaum als Liste von Planebenen. Analog erhält man durch Verwendung der Abbildung
state_prefixP die Zustandssequenz dieser Planebenenliste bis einschließlich zu dem durch den
gegebenen Kennzahlenkontext identifizierten Weltzustand. Die bereits in Definition 9.14 ein-
gesetzte Abbildung ind_prefixP liefert die Standardindirektionsliste dieses Weltzustands. Für
die drei Abbildungen sind die alternativen Versionen level_plan_prefixP, level_state_prefixP und
level_ind_prefixP definiert, die anstelle eines Kennzahlenkontextes eine konkrete Planebene und,
im Fall der zwei letztgenannten, einen den betreffenden Weltzustand identifizierenden Index
aus der Menge {0, 1, 2} übergeben bekommen, den sie mit Hilfe der oben festgelegten Hilfsab-
bildung level_context innerhalb der Planebene auflösen. Um die Funktionsweise dieser Abbil-
dungen zu illustrieren, zeigt Abbildung 9.2 in der unteren linken Ecke die von level_plan_prefixP
und level_state_prefixP für die Planebene lv2 des dortigen Beispiels gelieferten Listen.
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Definition 9.19 Ist das Planungsmodell P aus Definition 9.1 zyklenfrei gemäß Definition 9.18, dann
sind die als Präfixfunktionen bezeichneten Abbildungen plan_prefixP, level_plan_prefixP, state_prefixP,
level_state_prefixP, ind_prefixP und level_ind_prefixP definiert als
plan_prefixP : (ΨΘ ∪ {ǫ}) → PLAN∗
plan_prefixP(c
′) =
plan_prefixP
(
cpre
)⊕L ((s1, s2, act, cpre)) falls |Lookup_LevelP(c′)| = 1
mit {(s1, s2, act, cpre)} := Lookup_LevelP(c′)()
sonst,
level_plan_prefixP : PLAN → PLAN∗
level_plan_prefixP(lv) = plan_prefixP
(
level_context(lv, 0)
)⊕L (lv),
state_prefixP : (ΨΘ ∪ {ǫ}) → S∗
state_prefixP(c
′) =
state_prefixP
(
c1
)⊕S (s2) falls |Lookup_LevelP(c′)| = 1 ∧ c′ = c2
mit {(s1, s2, act, cpre)} := Lookup_LevelP(c′)
und
(
c1,LPOS1 ,L
NEG
1 ,Q
1) := s1 sowie (c2,LPOS2 ,LNEG2 ,Q2) := s2
state_prefixP
(
cpre
)⊕S (s1) falls |Lookup_LevelP(c′)| = 1 ∧ c′ = c1
mit {(s1, s2, act, cpre)} := Lookup_LevelP(c′)
und
(
c1,LPOS1 ,L
NEG
1 ,Q
1) := s1()
sonst,
level_state_prefixP : PLAN× {0, 1, 2} → S∗
level_state_prefixP(lv, j) = state_prefixP
(
level_context(lv, j)
)
,
ind_prefixP : (ΨΘ ∪ {ǫ}) → (IndI)∗
ind_prefixP(c
′) =
ind_prefixP
(
c1
)⊕IndI (std_indQ2) falls |Lookup_LevelP(c′)| = 1 ∧ c′ = c2
mit {(s1, s2, act, cpre)} := Lookup_LevelP(c′)
und
(
c1,LPOS1 ,L
NEG
1 ,Q
1) := s1
sowie
(
c2,LPOS2 ,L
NEG
2 ,Q
2) := s2
ind_prefixP
(
cpre
)⊕IndI (std_indQ1) falls |Lookup_LevelP(c′)| = 1 ∧ c′ = c1
mit {(s1, s2, act, cpre)} := Lookup_LevelP(c′)
und
(
c1,LPOS1 ,L
NEG
1 ,Q
1) := s1()
sonst,
level_ind_prefixP : PLAN× {0, 1, 2} → (IndI)∗
level_ind_prefixP(lv, j) = ind_prefixP
(
level_context(lv, j)
)
.
Es heißen plan_prefixP und level_plan_prefixP die Planpräfixfunktionen, state_prefixP und level_state_
prefixP die Zustandspräfixfunktionen sowie ind_prefixP und level_ind_prefixP die Indirektionspräfix-
funktionen von P.
⋆ ⋆ ⋆
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Die Menge aller im KPM existierenden Weltzustände, Kennzahlenbewertungsmodelle und
Kennzahlenkontexte sowie die nicht notwendigerweise endliche Menge aller in diesem noch
nicht vorhandenen Kennzahlenkontexte erhält man mit Hilfe der Abbildungen All_StatesP,
All_KFAMP, All_ContextsP resp. Available_ContextsP.
Definition 9.20 Für das Planungsmodell P aus Definition 9.1 seien die aus den Elementen von PLAN
hergeleiteten Mengen All_StatesP, All_KFAMP, All_ContextsP und Available_ContextsP definiert als
All_StatesP =
⋃
(s1, s2, act, cpre)∈PLAN
{s1, s2}, All_StatesP ⊂ S
All_KFAMP = {T1, T2} ∪
⋃
(c,LPOS,LNEG,Q)∈All_StatesP
{Q}, All_KFAMP ⊂ Q
All_ContextsP =
⋃
(Θ, ..., n)∈All_KFAMP
Θ, All_ContextsP ⊂ ΨΘ
Available_ContextsP = ΨΘ \ All_ContextsP. Available_ContextsP ⊂ ΨΘ.
⋆ ⋆ ⋆
Die von Available_ContextsP gelieferte Menge von in P noch ungenutzten Kennzahlenkontext-
symbolen wird im Folgenden für die Allokation von individuellen Kontexten für neu in das
KPM einzufügende Planebenen und Aktionen eingesetzt. Die Erzeugung einer neuen Nach-
folgerebene für eine gegebene Planebene des Planungsmodells wird in der nächsten Definition
formal spezifiziert.
Definition 9.21 Für das Planungsmodell P aus Definition 9.1 ist die Abbildung create_successor_
levelP festgelegt als
create_successor_levelP : PLAN → L×P
create_successor_levelP
((
c1,LPOS1 ,L
NEG
1 ,Q
1), (c2,LPOS2 ,LNEG2 ,Q2), (a1, . . . , ap), cpre) = (lv′, P′)
mit lv′ :=
((
c3,LPOS2 ,L
NEG
2 ,Q
′), (c4,LPOS2 ,LNEG2 ,Q′′), (), c2),
P′ :=
(
OBJ, FLU, ACT, T1, T2, PLAN ∪ {lv′}, FRINGE, owa
)
,
Q′ :=
(
Θ3 ∪ {c3},H3,N3, func′R, func′I, A3, B3, Γ3,∆3, F′,Z′,G′,Fluents, scal3R, scal3I , n3
)
,
Q′′ :=
(
Θ3 ∪ {c4},H3,N3, func′′R, func′′I , A′′, B3, Γ′′,∆3, F′′,Z′′,G′′,Fluents, scal3R, scal3I , n3
)
,
Fluents :=
{
(ki, pari, ℓ3+i, none)
∣∣ i ∈ {1, . . . , q} }, q = |Fluents2|, q ≥ 0,
fbl :=
(
(k1, par1, ξ1, upd1), . . . , (kq, parq, ξq, updq)
) ∈ perm(Fluents2),
Q3 :=
(
Q2 ¯K M
)
¯ΨΘ
({c2} ∪ Cact)
M :=
⋃
(k, par, ξ,upd)∈Fluents2
Fluent_ExpQ2(k, par),
Cact :=
⋃
(c, sig, e1, e2)∈{a1, ..., ap}
{c},
c3, c4 ∈ Available_ContextsP, c3 6= c4 beliebig gewählt,
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func′R :=
(
f 3R1, . . . , f
3
Rℓ3 , f
′
Rℓ3+1, . . . , f
′
Rℓ3+q+1
)
,
func′I :=
(
f 3I1, . . . , f
3
Iℓ3 , f
′
Iℓ3+1, . . . , f
′
Iℓ3+q+1
)
,
func′′R :=
(
f 3R1, . . . , f
3
Rℓ3 , f
′′
Rℓ3+1, . . . , f
′′
Rℓ3+q+4
)
,
func′′I :=
(
f 3I1, . . . , f
3
Iℓ3 , f
′′
Iℓ3+1, . . . , f
′′
Iℓ3+q+4
)
,
F′ := F3 ∪
{
(c3, ǫ, ℓ3+i, ki, pari, true, D∅)
∣∣ i ∈ {1, . . . , q} }
∪ { (c3, ktime, ℓ3+q+1, ktime, (c2), true, D∅) },
F′′ := F3 ∪
{
(c4, ǫ, ℓ3+i, ki, pari, true, D∅)
∣∣ i ∈ {1, . . . , q} }
∪ { (c4, ǫ, ℓ3+q+4, ktime, (c3), true, D∅) },
Γ′′ := Γ3 ∪
{
(c4, ktime, ℓ3+q+1, ζadd, (ℓ3+q+4, ℓ3+q+3), (), D∅
)
,
(c4, ǫ, ℓ3+q+3, ζmax, (ℓ3+q+2),
(
(c4, ψactions, kduration)
)
, D∅)
}
,
A′′ := A3 ∪
{
(c4, ǫ, ℓ3+q+2, 0, D∅)
}
,
Z′ := Z3 ∪ create_optional_time_metricP(c3, ℓ3+q+1),
Z′′ := Z3 ∪ create_optional_time_metricP(c4, ℓ3+q+1),
G′ := G3 ∪
{
(c3, ψactions, ∅)
}
,
G′′ := G3 ∪
{
(c4, ψactions, ∅)
}
,
und Qw =
(
Θw,Hw,Nw, funcwR , func
w
I , Aw, Bw, Γw,∆w, Fw,Zw,Gw,Fluentsw, scal
w
R, scal
w
I , nw
)
,
funcwR =
(
f wR1, . . . , f
w
Rℓw
)
, funcwI =
(
f wI, . . . , f
w
Iℓw
)
für w ∈ {1, . . . , 3}.
Dabei sind die Kennzahlenfunktionslisten func′R, func
′
I, func
′′
R und func
′′
I so zu setzen, dass ihre Elemen-
te konform mit den Definitionen 8.17, 8.19, 8.23, 8.25 und 8.31 sind. Die Abbildung create_optional_
time_metricP : ΨΘ ×N→ P(Z) ist abhängig von der vorliegenden PDDL-Problemdefinition zu reali-
sieren und wird innerhalb dieses Kapitels nicht konkreter spezifiziert. Sie liefert entweder ein geeignet
konstruiertes Kennzahlenziel bezüglich des numerischen Zeitpunkts67 des jeweiligen Weltzustands oder
die leere Menge, falls die für P zu verwendende Planmetrik nicht von der Dauer (Makespan) der von ihr
bewerteten Pläne abhängig ist.
⋆ ⋆ ⋆
DieAbbildung create_successor_levelP konstruiert für die ihr übergebene Planebene lv eineNach-
folgerebene lv′ mit noch leerer Aktionsliste, fügt lv′ in die Planebenenmenge einer Kopie P′ des
Planungsmodells P ein und liefert das Paar (lv′, P′) als Ergebnis. Die beiden Weltzustände der
neuen Planebene werden dabei aus dem zweiten Weltzustand s2 =
(
c2,LPOS2 ,L
NEG
2 ,Q
2) von lv
generiert und beschreiben danach die gleichen logischen, numerischen und organisatorischen
Sachverhalte wie dieser – denn es sind in der neuen Planebene noch keine Aktionen vorhanden,
die diese Sachverhalte in irgendeiner Weise modifizieren. Die logischen Aussagenmengen LPOS2
und LNEG2 werden jeweils unverändert von s2 übernommen. Aus dem Bewertungsmodell Q
2
dieses Weltzustands werden, unter Verwendung der in Definition 8.58 und 8.59 spezifizierten
Löschoperationen ¯K und ¯ΨΘ , der Weltzustandskontext c2 und alle Aktionskontexte sowie
sämtliche Fluent-Belegungen samt allen zugehörigen Kennzahlen, Kennzahlenzielen, Kontext-
gruppen und Kontextdeklarationen gelöscht.68 Das daraus resultierende Bewertungsmodell
Q3 enthält lediglich die Kennzahlensammlungen der für das Planungsproblem deklarierten
67Dieser wird geliefert von der Kennzahlenfunktion mit dem Index ℓ3+q+1.
68Diese Bestandteile von Q2 sind spezifisch für die Planebene lv und den Weltzustand s2 und dürfen daher nicht in
die Nachfolgerebene übernommen werden.
270
cipre
Weltzustände:
ci1 ∈ ΨΘ
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Abbildung 9.3:Modellierung der numerischen Vorbedingungen und Effekte der Aktionen in
einer Planebene.
Objekte69 ohne jegliche Aktionskontexte oder planbezogene Kennzahlen. Die Bewertungsmo-
delle Q′ und Q′′ derWeltzustände der Nachfolgerebene lv′ erhält man durch Allokation jeweils
eines neuen Weltzustandskontextes c3 resp. c4 und dessen Einfügen in eine Kopie von Q3 ein-
schließlich aller in diesem Kontext gemäß Definition 9.12 und 9.14 erforderlichen planbezo-
genen Kennzahlen70 und Kennzahlenkontextgruppen.71 Darüber hinaus ist in Q′ und Q′′ für
jede inQ3 gelöschte Fluent-Belegung eine neue mit dem Effekttyp none einzufügen, welche mit
einer einfachen Fluent-Referenz mit dem Indirektionsmodus o′ = true auf den Wert des betref-
fenden Fluents im jeweiligen Vorzustand verweist.72 Am Ende der Kennzahlenfunktionslisten
vonQ′ undQ′′ werden zuerst die Kennzahlenfunktionen dieser q Fluent-Referenzen eingefügt,
gefolgt von denen der bis zu vier für denWeltzustand neu erzeugten planbezogenen Kennzah-
len.
In den nächsten vier Abschnitten wird formal beschrieben, wie die Weltzustände durch das
Einfügen von Aktionen in die Planebenen des KPM transformiert werden. Zunächst wird in
Abschnitt 9.7 die Darstellung von numerischen PDDL-(Effekt-)Formeln in Gestalt von Kenn-
zahlen und Fluent-Belegungen eines KBM festgelegt und die Kombination mehrerer mitein-
ander kompatibler numerischer Aktionseffekte zu einer einzigen Fluent-Belegung samt ihrer
Anwendung in einem gegebenenWeltzustands-KBM spezifiziert. Danachwird in Abschnitt 9.8
die Repräsentation der numerischen Aktionsvorbedingungen in Form von Kennzahlenrestriktio-
69Siehe Abschnitt 9.3 zu den Objektdeklarationen.
70Vergleiche die Konstruktion derMengen F′, F′′, Γ′′und A′′ in Definition 9.21mit den Gültigkeitsbedingungen (9.24)–
(9.25).
71Vergleiche die Konstruktion der Kontextgruppenmengen G′ und G′′ in Definition 9.21 mit der Gültigkeitsbedin-
gung (9.14).
72Siehe die Konstruktion von Fluents, fbl, F′ und F′′ in Definition 9.21.
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nen behandelt. In Abschnitt 9.9 erfolgt die Modellierung der Start- und Endzeitpunkte der Ak-
tionen als sog. Planereignisse (kurz: Ereignisse). Die Aktionenwerden schließlich in Abschnitt 9.10
auf Basis dieser Ereignisse definiert und ihre Anwendbarkeit und Ausführung in konkreten
Planebenen des KPM spezifiziert.
Es ist hilfreich, das in diesen Abschnitten verfolgte Grundprinzip der Modellierung und Aus-
wertung von Aktionsvorbedingungen und der Modellierung und Anwendung von Aktions-
effekten bereits an dieser Stelle anhand eines Beispiels zu illustrieren. Abbildung 9.3 zeigt
ein solches für die Ausführung einer Aktion a1 in einer Planebene lvi mit der Vorgängerebe-
ne lvi−1. Im KBM des zweiten Weltzustands si−12 der Vorgängerebene ist das Read-and-Write-
Fluent (A obj1) mittels eines assign-Effekts auf den konstanten Wert 5 gesetzt. Darüber hin-
aus existiert in allen drei dargestelltenWeltzuständen das Read-Only-Fluent (B obj2), welches
mittels Kennzahlenaggregation die Summe einer weiteren Kennzahl F über eine in der Grafik
nicht näher spezifizierte Kontextgruppe mit der Mitgliedermenge Memb berechnet. Es wird
von der Aktion a1 in einer numerischen at-start-Bedingung referenziert. Die Aktion besitzt
zudem eine (positive) logische at-start-Bedingung und einen (negativen) logischen at-end-
Effekt bezüglich des nullstelligen Prädikats P sowie einen numerischen at-start-Effekt, wel-
cher den Wert von (A obj1) um 1 verringert. Wird die Aktion a1 vom Aktionspool in die
Planebene lvi kopiert,73 dann werden alle ihre logischen, numerischen und organisatorischen
at-start-Effekte im ersten Weltzustand si1 von lvi und alle ihre at-end-Effekte im zweiten
Weltzustand si2 von lvi wirksam, d.h. dort eingefügt. Im Beispiel verursacht somit der logi-
sche at-end-Effekt (not (P)), dass die Aussage (P) aus der Literalmenge LPOSi, 2 gelöscht und im
Fall einer Open World Assumption in LNEGi, 2 eingefügt wird. Analog wird im Bewertungsmodell
Qi1 des ersten Weltzustands von lvi jene Fluent-Belegung eingefügt, welche den numerischen
at-start-Effekt (decrease (A obj1) 1) – den Festlegungen in Abschnitt 9.7 entsprechend –
modelliert.
Weil der erste (resp. zweite) Weltzustand der Planebene lvi bereits das Resultat der at-start-
Effekte (resp. at-end-Effekte) der Aktion a1 repräsentiert, beziehen sich die logischen, nu-
merischen und organisatorischen at-start-Bedingungen (resp. at-end-Bedingungen) von a1
jeweils auf die im direkten Vorzustand dieses Weltzustands geltenden Sachverhalte. Folglich
erfordert die logische at-start-Bedingung der Aktion, dass die Literalmenge LPOSi−1, 2 des zwei-
ten Weltzustands si−12 der Vorgängerebene lvi−1 die Aussage (P) enthält. Die numerische For-
mel (/ (B obj2) 2) der at-start-Bedingung wird, weil sie zu einer Aktion der Planebene lvi
gehört, in Gestalt einer Kennzahlenberechnungsvorschrift im Bewertungsmodell Qi1 des ers-
ten Weltzustands si1 von lvi modelliert, verweist aber mittels einer Fluent-Referenz mit dem
Indirektionsmodus o′ = true auf den Wert von (B obj2) im Vorzustand si−12 . Organisatorische
at-start-Bedingungen (von denen die Beispielaktion keine besitzt) sind ebenfalls im Bewer-
tungsmodell Qi−12 auszuwerten, organisatorische at-end-Bedingungen hingegen in Q
i
1.
9.7 Numerische Ausdrücke und Effekte
Die vorliegende Arbeit modifiziert die Grammatik von PDDL 2.1 (Fox und Long 2003, S. 114ff)
hinsichtlich der numerischen Ausdrücke, die in den Vorbedingungen und Effekten der Pla-
nungsaktionen syntaktisch zulässig sind. Zum einen wird die mehrstellige Addition und Mul-
tiplikation aus PDDL 3.1 (Kovacs 2011, S. 2) übernommen74 und um weitere arithmetische
73Dieser Vorgang wird an späterer Stelle in Definition 9.39 im Detail spezifiziert.
74Ursprünglich wird diese syntaktische Erweiterung bereits in PDDL 3.0 von Gerevini und Long (2005, S. 3) ein-
geführt, deren BNF-Beschreibung diesbezüglich allerdings fehlerhaft ist: Es wird dort zwar das Nichtterminal
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Basisoperationen erweitert. Zum anderen wird eine Referenzierung der für die jeweils spe-
zifizierte Aktion deklarierten kontinuierlichen numerischen Aktionsparameter erlaubt. Dafür
werden die Produktionsregeln der PDDL-2.1-Spezifikation wie folgt erweitert.
Definition 9.22 Es seien die Produktionsregeln
<f-exp> ::= <number> (9.26)
<f-exp> ::= (<binary-op> <f-exp> <f-exp>) (9.27)
<f-exp> ::= (- <f-exp>) (9.28)
<f-exp> ::= <f-head> (9.29)
<f-head> ::= (<function-symbol> <term>∗) (9.30)
<f-head> ::= <function-symbol> (9.31)
<binary-op> ::= + (9.32)
<binary-op> ::= - (9.33)
<binary-op> ::= * (9.34)
<binary-op> ::= / (9.35)
der PDDL-2.1-Grammatik von Fox und Long (2003, S. 116) ersetzt durch die folgenden BNF-Regeln:
<f-exp> ::=:numeric-parameters <variable> (9.36)
<f-exp> ::= <number> (9.37)
<f-exp> ::= (- <f-exp>) (9.38)
<f-exp> ::= (<binary-op> <f-exp> <f-exp>) (9.39)
<f-exp> ::= (<multi-op> <f-exp> <f-exp>+) (9.40)
<f-exp> ::=:keyfigures (<library-op> <f-exp>+) (9.41)
<f-exp> ::= <f-head> (9.42)
<f-head> ::= (<function-symbol> <term>∗) (9.43)
<f-head> ::= <function-symbol> (9.44)
<binary-op> ::= - (9.45)
<binary-op> ::= / (9.46)
<multi-op> ::= + (9.47)
<multi-op> ::= * (9.48)
<library-op> ::= textueller Name einer Basisoperation ωRi ∈ {ωR1, . . . ,ωRℓΩ}, der (9.49)
kein <function-symbol> ist.
Darüber hinaus seien auf Seite 118 ebenda die Regeln
<f-exp-da> ::= (<binary-op> <f-exp-da> <f-exp-da>) (9.50)
<f-exp-da> ::= (- <f-exp-da>) (9.51)
<f-exp-da> ::=:duration-inequalities ?duration (9.52)
<f-exp-da> ::= <f-exp> (9.53)
ersetzt durch:
<f-exp-da> ::= <f-exp> (9.54)
Dabei bezeichnet:numeric-parameters die in der vorliegenden Arbeit neu eingeführte PDDL-Anfor-
derung (Requirement) zur Unterstützung kontinuierlicher numerischer Aktionsparameter und:dura-
tion-inequalities die von der Kennzahlenprogrammierbibliothek nicht unterstützte Anforderung
<multi-op> definiert, dieses aber nur für strikt binäre Operationen verwendet. Kovacs (2011) korrigiert diese In-
konsistenz und definiert das Nichtterminal <f-exp> unter der in PDDL 3.1 neu hinzugekommenen Anforderung
:numeric-fluents, welche in (9.37)–(9.42) nicht übernommen wird. Aus Gründen des für sie erforderlichen Im-
plementationsaufwands unterstützt die Kennzahlenprogrammierbibliothek alle anderen in PDDL 2.2 und späteren
Versionen eingeführten Spracherweiterungen nicht.
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zur Behandlung der Aktionsdauer als gesonderten kontinuierlichen Aktionsparameter.75 Die Produk-
tionsregel (9.36) ist somit nur dann anwendbar, wenn die eingelesene PDDL-Domänenbeschreibung
(Domain Description) diese Anforderung explizit in ihrem :requirements-Block76 aktiviert. In der
modifizierten Grammatik wird die von der dort entfernten ursprünglichen PDDL-2.1-Produktion (9.52)
ermöglichte Referenzierung der Aktionsdauer ?duration von der neuen allgemeineren Regel (9.36) mit
abgedeckt.
⋆ ⋆ ⋆
Ist das Requirement :numeric-parameters in der PDDL-Domänenbeschreibung angegeben,
dann stellt das Kennzahlenframework den speziellen PDDL-Typ number auch zur Deklaration
von kontinuierlichen numerischen Aktionsparametern zur Verfügung.77 Abbildung 9.4 veran-
schaulicht in ihrer unterenHälfte die Verwendung eines solchen anhand eines angepassten Bei-
spiels aus der PDDL-2.1-Spezifikation von Fox und Long (2003, S. 81). In der oberen Hälfte der
Abbildung ist die dazu semantisch äquivalente Formulierung unter Nutzung der in PDDL 2.1
eingeführten Duration Inequalities angegeben. Um den Implementationsaufwand gering zu
halten, unterstützt die Kennzahlenprogrammierbibliothek diese nicht, sondern erwartet stets
eine geeignete Übersetzung von Aktionen mit Duration Inequalities in eine Formulierung un-
ter Einsatz der konzeptionell allgemeineren – und damit hinsichtlich der Ausdrucksmächtig-
keit vielseitigeren – numerischen Aktionsparameter.
Die folgende Definition spezifiziert, wie in der modifizierten PDDL-Syntax vorliegende nu-
merische Formeln in den Vorbedingungen und Effekten von Aktionen als Satz von Kennzah-
len eines KBM zu repräsentieren sind. Sie beschreibt damit das Ergebnis des Parsingvorgangs
mit den Mitteln des in Kapitel 8 formalisierten Kennzahlenbewertungsmodells. Es wird dabei
erneut davon ausgegangen, dass die Formeln bereits nach dem von Koehler und Hoffmann
(2000, 1999) besprochenen Verfahren in allen diskreten Objektparametern grundiert wurden.
Definition 9.23 Die mit der nach Definition 9.22 modifizierten PDDL-2.1-Grammatik ohne Einsatz
der Produktionsregel <term> ::= <variable> (siehe Fox und Long 2003, S. 116) erzeugbaren Expan-
sionen der Nichtterminale <f-exp> und <f-exp-da> werden im Folgenden als objektvariablenfrei be-
zeichnet. Werden dabei alle Nichtterminale rekursiv so weit expandiert, dass das Ergebnis ausschließlich
aus terminalen Symbolen besteht, dann heißt dieses objektvariablenfreier numerischer PDDL-Ausdruck
(Object-Variable Free Numeric PDDL Expression). Ein solcher lässt sich mittels geeigneter Kombina-
tion von ein bis mehreren Kennzahlen der fünf in Kapitel 8 eingeführten Typen (siehe Definition 8.17,
8.19, 8.23, 8.25 und 8.31) sowie den in einer konkreten Implementierung des Kennzahlenframeworks
verfügbaren arithmetischen Basisoperationen (siehe Definition 7.7 und 7.21 sowie 9.2) innerhalb eines
gegebenen KBM repräsentieren.
In den Vorlagenmodellen T1 und T2 des in Definition 9.11 eingeführten Aktionspools des Planungsmo-
dells P sind objektvariablenfreie Expansionen der BNF-Regeln (9.36)–(9.44) wie folgt als Kennzahlen
darzustellen. Dazu sei das Kennzahlenbewertungsmodell Q, wie in Kapitel 8 beschrieben, vorgegeben
mit Q ∈ {T1, T2} sowie ein beliebiger Kennzahlenkontext cexp ∈ Θ von Q, der als Parsingkontext be-
zeichnet sei. In den folgenden acht Fällen wird davon ausgegangen, dass für die jeweils konstruierte
Kennzahl fl ∈ F, α ∈ A bzw. γ ∈ Γ eine gemäß Definition 8.31, 8.17 resp. 8.23 passende Kennzah-
lenfunktion in einer Punktversion fRξ und Intervallversion fIξ in die Kennzahlenfunktionsliste funcR
bzw. funcI des KBM eingefügt
78 und über ihren natürlichzahligen Index ξ ∈ {1, . . . , ℓfunc} in dieser
identifiziert wird.
75Siehe Fox und Long (2003, S. 117f) zu den BNF-Produktionsregeln der Duration Inequalities in PDDL 2.1.
76Vergleiche Fox und Long (2003, S. 65, S. 114 und S. 120).
77Dieser Typ ist bereits seit PDDL-Version 1.2 (McDermott et al. 1998) zur Deklaration von numerischen Fluents
verwendbar, aber bis einschließlich Version 3.1 (Kovacs 2011) nicht zur Deklaration von Aktionsparametern.
78Während des Parsingvorgangs üblicherweise am Listenende, damit die bisher erzeugten Kennzahlen-k-Tupel be-
züglich ihrer Kennzahlenfunktionsindizes unverändert bleiben können.
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Aktion mit variabler Dauer und Duration Inequalities in PDDL 2.1:
(:requirements
:::::::::::::::::::::::
:duration-inequalities)
[. . .]
(:durative-action heat-water
:parameters (?p - pan)
:duration
::::
(at
::::
end
::::
(<=
::::::::::
?duration
:::
(/
:::
(-
::::
100
::::::::::::::
(temperature
:::::
?p))
:::::::::::::::
(heat-rate))))
:condition (and (at start (full ?p))
(at start (onHeatSource ?p))
(at end (onHeatSource ?p)))
:effect (and (at start (heating ?p))
(at end (not (heating ?p)))
(at end (increase (temperature ?p) (* ?duration (heat-rate)))))
)
Formulierung mit kontinuierlichen numerischen Aktionsparametern:
(:requirements
::::::::::::::::::::
:numeric-parameters)
[. . .]
(:durative-action heat-water
:parameters (?p - pan
::
?d
::
-
:::::::
number)
:duration
::
(=
:::::::::::
?duration
::::
?d)
:condition (and (at start (full ?p))
(at start (onHeatSource ?p))
(at end (onHeatSource ?p))
:::
(at
::::
end
::::
(<=
:::
?d
:::
(/
:::
(-
::::
100
::::::::::::::
(temperature
:::::
?p))
:::::::::::::::
(heat-rate)))))
:effect (and (at start (heating ?p))
(at end (not (heating ?p)))
(at end (increase (temperature ?p) (* ?duration (heat-rate)))))
)
Abbildung 9.4: Übersetzung von PDDL-2.1-Duration-Inequalities (oben: gekürztes Beispiel
von Fox und Long 2003, S. 81) in numerische Aktionsbedingungen unter Ein-
satz numerischer Aktionsparameter (unten). Die Unterschiede sind markiert.
• Eine Expansion der Produktion (9.36) ist in Q stets als Fluent-Referenz
fl :=
(
cexp, ǫ, ξ, k, (cexp), false, D∅
) ∈ F
zu repräsentieren, wobei k dem vollständig zu einer terminalen Zeichenkette expandierten Nicht-
terminal <variable> auf der rechten Seite der Regel entspricht. Gilt k 6∈ ΨK, dann ist die vorlie-
gende Expansion der Produktion (9.36) semantisch unzulässig und kann nicht als Fluent-Referenz
dargestellt werden.
• Eine Expansion der Produktion (9.37) ist in Q stets als konstante Kennzahl
α := (cexp, ǫ, ξ, v, D∅) ∈ A
zu repräsentieren, wobei v ∈ R jene reelle Zahl ist, deren textuelle Repräsentation dem vollständig
zu einer terminalen Zeichenkette expandierten Nichtterminal <number> auf der rechten Seite der
Regel entspricht.
• Eine Expansion der Produktion (9.38) ist in Q stets als zusammengesetzte Kennzahl
γ :=
(
cexp, ǫ, ξ, ζneg, (ξarg), (), D∅
) ∈ Γ
zu repräsentieren, wobei ξarg ∈ {1, . . . , ℓfunc} der Index der Kennzahlenfunktion der Kennzahl ist,
welche das expandierte Nichtterminal <f-exp> auf der rechten Seite der Regel modelliert.
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• Eine Expansion der Produktion (9.39) ist in Q stets als zusammengesetzte Kennzahl
γ :=
(
cexp, ǫ, ξ, ζ, (ξ1, ξ2), (), D∅
) ∈ Γ
zu repräsentieren, wobei ξ1 (resp. ξ2) der Index der Kennzahlenfunktion der Kennzahl ist, welche
das erste (resp. zweite) expandierte Nichtterminal <f-exp> auf der rechten Seite der Regel mo-
delliert. Expandiert das Nichtterminal <binary-op> auf der rechten Seite gemäß (9.45), dann ist
ζ := ζsub zu setzen, expandiert es gemäß (9.46), dann ist ζ := ζdiv zu setzen.
• Eine Expansion der Produktion (9.40) ist in Q stets als zusammengesetzte Kennzahl
γ :=
(
cexp, ǫ, ξ, ζ, (ξ1, . . . , ξm), (), D∅
) ∈ Γ
zu repräsentieren, wobei ξi ∈ {1, . . . , ℓfunc} mit i ∈ {1, . . . , m} der Index der Kennzahlenfunkti-
on der Kennzahl ist, welche das i-te expandierte Nichtterminal <f-exp> auf der rechten Seite der
Regel modelliert und m ≥ 2 die vorliegende Anzahl dieser Nichtterminale bezeichnet. Expandiert
das Nichtterminal <multi-op> auf der rechten Seite gemäß (9.47), dann ist ζ := ζadd zu set-
zen, expandiert es gemäß (9.48), dann ist ζ := ζmul zu setzen. Gilt m 6∈ Arity(ωRζ), dann ist die
vorliegende Expansion der Produktion (9.40) semantisch unzulässig und kann nicht als gültige
zusammengesetzte Kennzahl dargestellt werden.
• Eine Expansion der Produktion (9.41) ist in Q stets als zusammengesetzte Kennzahl
γ :=
(
cexp, ǫ, ξ, ζ, (ξ1, . . . , ξm), (), D∅
) ∈ Γ
zu repräsentieren, wobei ξi ∈ {1, . . . , ℓfunc} mit i ∈ {1, . . . , m} der Index der Kennzahlenfunk-
tion der Kennzahl ist, welche das i-te expandierte Nichtterminal <f-exp> auf der rechten Seite
der Regel modelliert und m ≥ 2 die vorliegende Anzahl dieser Nichtterminale bezeichnet. Zu-
dem ist ζ ∈ {1, . . . , ℓΩ} der Index der Basisoperation ωRζ , deren textueller Operationsname dem
vollständig zu einer terminalen Zeichenkette expandierten Nichtterminal <library-op> auf der
rechten Seite der Regel entspricht. Gilt m 6∈ Arity(ωRζ), dann ist die vorliegende Expansion der
Produktion (9.41) semantisch unzulässig und kann nicht als gültige zusammengesetzte Kennzahl
dargestellt werden.
• Eine Expansion der Produktion (9.43) ist in Q stets als Fluent-Referenz
fl :=
(
cexp, ǫ, ξ, k, (par1 , . . . , parp), true, D∅
) ∈ F
zu repräsentieren, wobei k dem vollständig zu einer terminalen Zeichenkette expandierten Nicht-
terminal <function-symbol> auf der rechten Seite der Regel entspricht. Zudem bezeichne φi
mit i ∈ {1, . . . , p} das i-te vollständig zu einer terminalen Zeichenkette expandierte Nichttermi-
nal <term> auf der rechten Seite und p ≥ 0 die vorliegende Anzahl dieser Nichtterminale. Gilt
k 6∈ ΨK oder (φ1, . . . , φp) 6∈ (ΨO)∗, dann ist die vorliegende Expansion der Produktion (9.43) se-
mantisch unzulässig und kann nicht als Fluent-Referenz dargestellt werden. Ansonsten sind die
folgenden drei Unterfälle zu unterscheiden:
1) Ist p 6= 1, dann ist pari := φi für alle i ∈ {1, . . . , p} zu setzen. Gilt in diesem Fall
(
k, (par1 ,
. . . , parp)
) 6∈ FLU, dann ist die vorliegende Expansion der Produktion (9.43) semantisch
unzulässig.
2) Ist p = 1 und
(
k, (φ1)
)∈ FLU, dann ist par1 := φ1 zu setzen.
3) Ist p = 1 und
(
k, (φ1)
) 6∈ FLU, dann ist par1 := lookup_contextP(φ1) zu setzen, sofern
lookup_contextP(φ1) 6= ǫ und
∣∣κQinit(lookup_contextP(φ1), k)∣∣ = 1 gilt. Sind hingegen die
zwei letztgenannten Bedingungen nicht erfüllt, dann ist die vorliegende Expansion der Pro-
duktion (9.43) semantisch unzulässig. Es bezeichnet Qinit das KBM des an späterer Stelle in
Definition 9.40 beschriebenen Initialzustands sinit ∈ S des Planungsmodells P.
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• Eine Expansion der Produktion (9.44) ist in Q stets als Fluent-Referenz
fl :=
(
cexp, ǫ, ξ, k, (), true, D∅
) ∈ F
zu repräsentieren, wobei k dem vollständig zu einer terminalen Zeichenkette expandierten Nicht-
terminal <function-symbol> auf der rechten Seite der Regel entspricht. Gilt k 6∈ ΨK oder
(
k, ()
)
6∈ FLU, dann ist die vorliegende Expansion der Produktion (9.44) semantisch unzulässig und
kann nicht als Fluent-Referenz dargestellt werden.
⋆ ⋆ ⋆
Auf Basis von Definition 9.23 lässt sich das Parsen einer einzelnen, in der angepassten PDDL-
Syntax des Kennzahlenframeworks vorliegenden, partiell grundierten numerischen Effektfor-
mel in eine Fluent-Belegung79 eines Kennzahlenbewertungsmodells formal spezifizieren:
Definition 9.24 Gegeben sei eine in der nach Definition 9.22 modifizierten PDDL-2.1-Syntax notierte
numerische Effektformel80(
upd (k par1 · · · parp) φ
)
mit upd ∈ Upd\{none}, k ∈ ΨK, (9.55)
(par1 , . . . , parp) ∈ (ΨO)∗, p ≥ 0.
Dabei ist φ ist ein mit der angepassten Grammatik konstruierbarer objektvariablenfreier numerischer
PDDL-Ausdruck und (k par1 · · · parp) identifiziert die vom numerischen Effekt zu aktualisierende nu-
merische Zustandsvariable. In einem Vorlagenmodell Q ∈ {T1, T2} des in Definition 9.11 eingeführ-
ten Aktionspools des Planungsmodells P (mit Q wie in Kapitel 8 beschrieben) ist eine Effektformel der
Form (9.55) mit upd ∈ {increase, decrease, scale-up, scale-down} für einen gegebenen Parsing-
kontext cexp ∈ Θ von Q stets als Fluent-Belegung
fb =
(
k, (par1 , . . . , parp), ξfb, upd
)
mit ιQ(ξfb) =
{
γ =
(
cexp, ǫ, ξfb, ζ, (ξfl, ξϕ), (), D∅
)} ⊂ Γ,
ιQ(ξfl) =
{
fl =
(
cexp, ǫ, ξfl, k, (par1 , . . . , parp), true, D∅
)} ⊂ F,
ιQ(ξϕ) =
{
ϕ
} ⊂ (A ∪ B ∪ Γ ∪ ∆ ∪ F),
ζ =

ζadd falls upd = increase
ζsub falls upd = decrease
ζmul falls upd = scale-up
ζdiv falls upd = scale-down
cexp ∈ Θ
ξfb, ξfl, ξϕ ∈ {1, . . . , ℓfunc}
cexp = contextQ(ϕ)
(9.56)
und eine Effektformel der Form (9.55) mit upd = assign stets als Fluent-Belegung
fb =
(
k, (par1 , . . . , parp), ξfb, assign
)
mit ιQ(ξfb) =
{
ϕ′
} ⊂ (A ∪ B ∪ Γ ∪ ∆ ∪ F), ξfb ∈ {1, . . . , ℓfunc}cexp = contextQ(ϕ′) (9.57)
zu repräsentieren. Es bezeichnet im ersten Fall ϕ und im zweiten Fall ϕ′ die gemäß Definition 9.23, unter
Verwendung des Parsingkontextes cexp ∈ Θ und ggf. rekursiver Erzeugung weiterer Kennzahlen für Tei-
lausdrücke von φ, konstruierte Kennzahl, die den objektvariablenfreien numerischen PDDL-Ausdruck φ
79Siehe Abschnitt 8.11 zu den Fluent-Belegungen des Kennzahlenbewertungsmodells.
80In der mittels Ersetzung der Produktionsregeln (9.26)–(9.35) durch (9.36)–(9.49) und der Regeln (9.50)–(9.53)
durch (9.54) modifizierten PDDL-2.1-Grammatik nach Fox und Long (2003, S. 114ff): Expansionen der BNF-Regel
<p-effect> ::=:fluents (<assign-op> <f-head> <f-exp>) (siehe S. 117 ebenda) oder <da-effect> ::=:fluents
(<assign-op> <f-head> <f-exp-da>) oder <f-assign-da> ::= (<assign-op> <f-head> <f-exp-da>) (beide auf
S. 118 ebenda).
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in Q repräsentiert. Da fb ohne Verletzung der in Definition 9.11 festgelegten Gültigkeitsbedingung (9.2)
nicht in die Fluent-Tabelle eines der beiden Vorlagenmodelle des Aktionspools von P eingefügt werden
kann, muss für Q ∈ {T1, T2} stets fb 6∈ Fluents gelten.
Für das Bewertungsmodell Q sei die Hilfsabbildung eff_lrefQ festgelegt, welche für eine Fluent-Belegung
fb die in (9.56) angegebene Kennzahl fl liefert, sofern der von fb über den Kennzahlenfunktionsindex ξfb
referenzierte Berechnungsgraph die dort beschriebene Struktur aufweist. Zudem liefert die Abbildung
Eff_ExpQ die Menge aller Kennzahlen, welche die durch fb gegebene PDDL-Effektformel in Q modellie-
ren, abzüglich der Fluent-Referenz fl:
eff_lrefQ : Fb → P(F)
eff_lrefQ(k, par, ξfb, upd) =
{ fl} falls ∣∣ιQ(ξfb)∣∣ = 1 ∧ leftmostQ(ϕ) ∈ F ∧ k′ = k ∧ par′ = par ∧ o′ = true
für {ϕ} := ιQ(ξfb) und fl= (c, kfl, ξ, k′, par′, o′,D) := leftmostQ(ϕ)
∅ sonst,
Eff_ExpQ : Fb → P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
Eff_ExpQ(k, par, ξfb, upd) =
⋃
ϕ∈ιQ(ξfb)
KF_ExpQ(ϕ) \ eff_lrefQ(k, par, ξfb, upd).
Die von eff_lrefQ(fb) für die Fluent-Belegung fb gelieferte Fluent-Referenz fl wird im Folgenden als
Linksreferenz von fb (im Bewertungsmodell Q) bezeichnet.
⋆ ⋆ ⋆
Abbildung 9.5 veranschaulicht die von Definition 9.24 festgelegte Repräsentation numerischer
Aktionseffekte durch Kennzahlen eines KBM anhand zweier Beispiele. Auf der linken Seite
ist die Modellierung des Effekts (assign (A obj1) (/ (B obj2) 2)) gemäß Gleichung (9.57)
dargestellt und auf der rechten Seite die des Effekts (increase (A obj1) (/ (B obj2) 2))
gemäß Gleichung (9.56). In beiden Fällen ist die von der Hilfsabbildung Eff_ExpQ für die be-
treffende Fluent-Belegung gelieferte Kennzahlenmenge eingezeichnet, auf der rechten Seite zu-
dem die von der Abbildung eff_lrefQ gelieferte Linksreferenz des increase-Effekts. Der assign-
Effekt besitzt keine Linksreferenz; eff_lrefQ liefert für seine Fluent-Belegung die leere Menge.
Q = Qm+1QmQ = Qm+1Qm
(assign (A obj1) (/ (B obj2) 2)) (increase (A obj1) (/ (B obj2) 2))
Fluents:
(A obj1)
Fluents:
(A obj1)
Eff_ExpQ
eff_lrefQ
Eff_ExpQ
==
Indirektionsliste)
gänger-KBM in
(Verweise auf Vor-
÷
2
(Verweis auf Vorgänger-KBM
in Indirektionsliste)
(A obj1)
′
o′= true
+
o′= true
2
÷
(B obj2)
′
[. . .]
[. . .]
(B obj2)
′
o′= true
[. . .]
γ1
fl2 α1
γ2fl1
γ1
fl1 α1
indirections =
(
(Q1, x1), . . . (Qm, xm)
)
indirections =
(
(Q1, x1), . . . (Qm, xm)
)
Abbildung 9.5:Modellierung von numerischen Effektformeln als Kennzahlenberechnungs-
vorschriften.
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Wie bereits in Abschnitt 8.11 bei der Besprechung der Fluent-Belegungen erläutert, können
mehrere numerische Effekte in einem Weltzustand s eines Plans zueinander nebenläufig wirk-
sam werden, sofern dabei garantiert ist, dass die aus ihrer Anwendung resultierenden Wer-
te der von ihnen modifizierten Read-and-Write-Fluents für jede mögliche Reihenfolge ihrer
Anwendung in s die gleichen sind, d.h., wenn die Effekte diesbezüglich kommutativ sind.
Diese Effektkommutativität stellt innerhalb des KPM eine notwendige aber nicht in allen Fäl-
len hinreichende Bedingung für die zulässige nebenläufige Ausführung numerischer Effekte
dar. Wann zwei numerische Effekte in einem Weltzustand zueinander nebenläufig angewen-
det werden dürfen, wird im Kennzahlenplanungsmodell über die Eigenschaft der numerischen
Effektkompatibilität bestimmt.
Eine notwendige Bedingung für die Kompatibilität zweier Effekte, welche die gleiche numeri-
sche Zustandsvariable verändern, ist, dass ihre Effekttypen miteinander kompatibel sind:
Definition 9.25 Zwei numerische Effekttypen upd1, upd2 ∈ Upd heißen miteinander kompatibel, ge-
nau dann, wenn die Bedingung
compatible(upd1, upd2) = true
erfüllt ist. Dabei ist für die Abbildung compatible : Upd× Upd → B je nach den beabsichtigten Ne-
benläufigkeitseigenschaften des Kennzahlenplanungsmodells entweder compatible := compatiblePDDL2.1
mit
compatiblePDDL2.1 : Upd× Upd → B
compatiblePDDL2.1(upd1, upd2) =

true falls none ∈ {upd1, upd2}
true falls upd1,upd2 ∈ {increase, decrease}
true falls upd1,upd2 ∈ {scale-up, scale-down}
und upd1 = upd2
false sonst
zu setzen oder compatible := compatibleKF mit
compatibleKF : Upd× Upd → B
compatibleKF(upd1, upd2) =

true falls none ∈ {upd1, upd2}
true falls upd1,upd2 ∈ {increase, decrease}
true falls upd1,upd2 ∈ {scale-up, scale-down}
false sonst.
⋆ ⋆ ⋆
Es forciert compatiblePDDL2.1 das von Fox und Long (2003, S. 90f) geforderte Verhalten bezüg-
lich der Zulässigkeit von Nebenläufigkeit unterschiedlicher numerischer Effekte, welche die
gleiche numerische Zustandsvariable aktualisieren: Die nebenläufige Anwendung von Sum-
manden und Subtrahenden auf den aktuellen Fluent-Wert ist prinzipiell zulässig,81 die ne-
benläufige Anwendung von Multiplikatoren und Divisoren hingegen nicht. Die Abbildung
compatibleKF relaxiert die letztgenannte Einschränkung und erlaubt auch nebenläufige scale-
up- und scale-down-Effekte.82
81Sofern die betreffenden Effektformeln einige weitere, an späterer Stelle in diesem Kapitel beschriebene Bedingun-
gen erfüllen. Vergleiche dazu auch den Artikel von Fox und Long (2003, insbesondere S. 90f und S. 93f).
82Das Kennzahlenframework verwendet die Standardvorgabe compatible = compatibleKF, wenn für das jeweils vorlie-
gende konkrete Anwendungsszenario keine explizite anderslautende Festlegung erfolgt.
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Damit das Resultat zweier nebenläufiger, als Fluent-Belegungen repräsentierter, numerischer
Effekte nicht von ihrer Anwendungsreihenfolge auf einen gegebenen Weltzustand abhängt,
darf im Allgemeinen keiner der beiden ein Read-and-Write-Fluent modifizieren, auf das die
Effektformel des jeweils anderen (über eine von dessen Linksreferenz verschiedene Kennzahl
des KBM, in dem diese Effektformel modelliert ist) lesend zugreift. Modifizieren beide Effek-
te die gleiche numerische Zustandsvariable und sind dabei ihre Effekttypen gemäß Definiti-
on 9.25 miteinander kompatibel, dann können die zwei Fluent-Belegungen zu einer einzigen
zusammengefasst werden, indem die zwei zugehörigen Effektformeln auf geeignete Weise se-
quentiell miteinander verkettet werden. Dieser als numerische Effektkonkatenation bezeichnete
Vorgang ersetzt die Linksreferenz der zweiten Fluent-Belegung durch den gesamten Berech-
nungsgraphen der ersten Fluent-Belegung, d.h., die erste Effektformel wird an dieser Stelle in
die zweite eingesetzt. Semantisch entspricht das Resultat damit der Anwendung des zweiten
Effekts unmittelbar nach der Anwendung des ersten.
Formal ist die Kompatibilität zweier numerischer Effekte und deren Konkatenation, sofern sie
das gleiche Read-and-Write-Fluent verändern, wie folgt festgelegt.
Definition 9.26 Gegeben seien die Kennzahlenbewertungsmodelle Q1,Q2 ∈ Q mit Qw = (Θw,Hw,
Nw, funcwR , func
w
I , Aw, Bw, Γw,∆w, Fw,Zw,Gw, Fluentsw, scal
w
R, scal
w
I , nw
)
, funcwR = ( f
w
R1, . . . , f
w
Rℓw
),
funcwI = ( f
w
I1 , . . . , f
w
Iℓw ), w ∈ {1, 2} und nicht notwendigerweise Qw ∈ {T1, T2} oder Q1 6= Q2 sowie
die, z.B. gemäß Definition 9.24 aus zwei Effektformeln erzeugten, Fluent-Belegungen fb1 und fb2 mit
fbw =
(
kw, parw, ξfbw , updw
)
,∣∣ιQw(ξfbw)∣∣ = 1,{
ϕw
}
:= ιQw(ξfbw).
w ∈ {1, 2}
ξfbw ∈ {1, . . . , ℓw}
ϕw ∈ (Aw ∪ Bw ∪ Γw ∪ ∆w ∪ Fw)
(9.58)
Wie bereits in Definition 9.24 gelte auch hier fbw 6∈ Fluents im Spezialfall Qw ∈ {T1, T2}. Im Fall Qw 6∈
{T1, T2} hingegen sei fbw ∈ Fluents zulässig, aber nicht erforderlich.
Für zwei gegebene Indirektionslisten indirections1 =
(
(Q1, x1), . . . , (Qm1, xm1)
)∈ Ind⋆ und indirec-
tions2 =
(
(Q1, x1), . . . , (Qm2, xm2)
)∈ Ind⋆ heißen die zwei Tripel ( fb1,Q1, indirections1) und ( fb2,Q2,
indirections2
)
miteinander kompatibel, genau dann, wenn alle Bewertungsmodelle Q1,Q2,Q1, . . . ,Qm1,
Q1, . . . ,Qm2 gültig sind und darüber hinaus die drei Bedingungen(
k1 = k2 ∧ par1 = par2
)
=⇒
(
compatible
(
upd1, upd2
)
= true ∧
∀w∈{1, 2} .
(
eff_lrefQw
(
fbw
) 6= ∅ ∧ ϕw ∈ Γw)), (9.59)
∀ϕ∈Eff_ExpQ1 ( fb1) .
depends_on_fluentQ1
(
ϕ, k2, par2, indirections1, eff_lrefQ1
(
fb1
))
= false,
(9.60)
∀ϕ∈Eff_ExpQ2 ( fb2) .
depends_on_fluentQ2
(
ϕ, k1, par1, indirections
2, eff_lrefQ2
(
fb2
))
= false
(9.61)
erfüllt sind.
Ist k1 = k2 ∧ par1 = par2 und die Bedingung (9.59) erfüllt, dann können die zwei Fluent-Belegungen
durch sequentielle Verkettung, unter Neuzuweisung des Kontextes der betreffenden Kennzahlen, zu ei-
ner einzigen Fluent-Belegung kombiniert werden. Für einen gegebenen, im Folgenden als Konkatenati-
onskontext bezeichneten, Kennzahlenkontext cdest ∈ ΨΘ mit nicht notwendigerweise cdest ∈ (Θ1 ∪ Θ2)
sei diese sog. numerische Effektkonkatenation (Numeric Effect Concatenation) notiert als(
fb1 Q1¢
cdest
Q2 fb2
)
=
(
fb′, Q′
)
.
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Dabei bezeichnet fb′ die resultierende konkatenierte Fluent-Belegung und Q′ =
(
Θ′,H′,N′, func′R, func
′
I,
A′, B′, Γ′,∆′, F′,Z′,G′,Fluents′, scal′R, scal
′
I, n′
)
das aus dem Konkatenationsvorgang resultierende Kenn-
zahlenbewertungsmodell mit func′R =
(
f ′R1, . . . , f
′
Rℓ′
)
und func′I =
(
f ′I1, . . . , f
′
Iℓ′
)
. Das Ergebnis
(
fb′,
Q′
)
ist wie folgt zu konstruieren:
Setze zunächst
M1 :=
{
KF_ExpQ1(ϕ1) ∪ KF_ExpQ1(ϕ2) falls Q1 = Q2
KF_ExpQ1(ϕ1) falls Q1 6= Q2,
Q3 :=
[
KF_ExpQ2(ϕ2) Q2¢
cdest
(
KF_ExpQ1(ϕ1) Q1¢
cdest (Q1 ¯K M1))]
mit Q3 =
(
Θ3, . . . , n3
)
, func3R, func
3
I wie oben für Q
w, funcwR , func
w
I und w = 3 aufgeführt. Es be-
zeichne ϕ′1 ∈ Γ3 die so erzeugte Kopie von ϕ1 in Q3 und ϕ′2 ∈ Γ3 die Kopie von ϕ2 in Q3. Setze dann{
fl
}
:= leftmostQ3
(
ϕ′2
)
,
ξ := idxQ3
(
fl
)
,
ξ ′1 := idxQ3
(
ϕ′1),
M2 :=
{
γ
∣∣∣ γ = (cγ, kγ, ξγ, ζ, (j1, . . . , jm), agg, D) ∈ (Γ3 ∩ KF_ExpQ3(ϕ′2)) ∧ j1 = ξ },
M2 :=
{ (
cγ, kγ, ξγ, ζ, (ξ ′1, j2, . . . , jm), agg,D
) ∣∣∣ (cγ, kγ, ξγ, ζ, (j1, . . . , jm), agg,D) ∈ M2 },
Q4 :=
(
Θ3, H3, N3, func4R, func
4
I , A3, B3, Γ4, ∆3, F3, Z3, G3, Fluents3, scal
3
R, scal
3
I , n3
)
Γ4 :=
(
Γ3 \M2
) ∪M2
sowie die Elemente von func4R und func
4
I wie für die Kennzahlen von Q
4 von den Definitionen 8.17,
8.19, 8.23, 8.25 und 8.31 gefordert. Es sei
Q5 :=
(
Q4 ¯K
{
fl
})
,
mit Q5 =
(
Θ5, . . . , n5
)
wie oben für Qwund w = 5 aufgeführt, und es bezeichne ϕ′′2 ∈ Γ5 die Kopie von
ϕ′2 in Q
5. Man erhält schließlich
(
fb′, Q′
)
durch Setzen von
fb′ :=
(
k2, par2, idxQ5
(
ϕ′′2
)
, upd2
)
,
Q′ :=
(
Θ5, H5, N5, func5R, func
5
I , A5, B5, Γ5, ∆5, F5, Z5, G5, Fluents
′, scal5R, scal
5
I , n5
)
,
Fluents′ := Fluents5 ∪
{{
fb′
}
falls fluent_idxQ1(k1, par1) = ξfb1
∅ sonst.
Eine Kennzahl ϕ′ ∈ (A′ ∪ B′ ∪ Γ′ ∪ ∆′ ∪ F′) heißt Kopie einer Kennzahl ϕ ∈ (A1 ∪ A2 ∪ B1 ∪ B2 ∪
Γ1 ∪ Γ2 ∪ ∆1 ∪ ∆2 ∪ F1 ∪ F2) im Bewertungsmodell Q′, genau dann, wenn ϕ′ gemäß Definition 8.57
eine Kopie von ϕ in Q5 ist.
⋆ ⋆ ⋆
Der Konkatenationsvorgang ist in Definition 9.26 so formuliert, dass er sowohl innerhalb der
Vorlagenmodelle T1 und T2 als auch in den Weltzustands-KBM des Planungsmodells funktio-
niert. Es wird dabei stets das Ausgangsbewertungsmodell Q1 modifiziert, sodass alle Kenn-
zahlen und Fluent-Belegungen von Q1, die von der Operation nicht betroffen sind, unverän-
dert in das resultierende Bewertungsmodell Q′ übernommen werden. Insbesondere kann z.B.
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Q1 Q2
Q′
(increase (A obj1) (/ (B obj2) 2)) (increase (A obj1) (/ (B obj2) 2))
(
fb1 Q1¢
cdest
Q2 fb2
)
=
(
fb′, Q′
)
fb1:
eff_lrefQ1( fb1)
(A obj1)
fb2:
(A obj1)
fb′:
(A obj1)
eff_lrefQ2( fb2)
Verbindungsstelle
Eff_ExpQ2( fb2)Eff_ExpQ1( fb1)
Konkatenation
Eff_ExpQ′( fb
′)
eff_lrefQ′( fb
′)
= =
=
(A obj1)
′
o′= true
+
o′= true
2
÷
(B obj2)
′
(A obj1)
′
o′= true
+
o′= true
2
÷
(B obj2)
′
o′= true
o′= true
2
÷
(B obj2)
′
o′= true
2
+
+ ÷
(B obj2)
′(A obj1)′
α1
γ1
fl2
γ2fl1
γ1
fl2
γ2fl1
fl′2
γ′2fl
′
1 fl
′′
2
γ′′1
γ′1 γ
′′
2
α′′1
α′1
α1
Abbildung 9.6: Zusammenfügen zweier Fluent-Belegungen mittels numerischer Effektkonka-
tenation.
für Q1 ein Weltzustands-KBM und für Q2 eines der beiden Vorlagenmodelle des Planungsmo-
dells hergenommen werden, um das Ergebnis der Anwendung eines bestimmten numerischen
Effekts einer Aktion des Aktionspools in dem betreffenden Weltzustand zu erhalten. Dieser
Vorgang wird nachfolgend in Definition 9.27 festgelegt.
Zunächst wird bei der Effektkonkatenation das Bewertungsmodell Q3 durch Entfernen der
Fluent-Belegung fb1 (sowie fb2, sofern Q1 und Q2 identisch sind) aus der Fluent-Tabelle von
Q1 (sofern dort eingetragen) samt allen zugehörigen Kennzahlen und anschließendemNeuein-
fügen dieser Kennzahlen mit dem neu zugewiesenen Konkatenationskontext cdest konstruiert.
Sind beide Effekte gemäß den Bedingungen (9.59)–(9.61) miteinander kompatibel, dann wird
die Linksreferenz der zweiten Fluent-Belegung von genau einer zusammengesetzten Kennzahl
in Γ3 referenziert, und zwar stets an der ersten Position ihrer fixen Parameterliste. Die in der
Definition angegebene Menge M2 besteht dementsprechend aus genau dieser einen zusam-
mengesetzten Kennzahl γ von Q3. Die aus M2 erzeugte Menge M2 enthält eine Modifikation
dieser Kennzahl, welche in ihrer Parameterliste statt auf die Linksreferenz fl auf die Wurzel ϕ′1
des Berechnungsgraphen der ersten Effektformel verweist. Das BewertungsmodellQ5wird aus
Q3 mittels Austausch von γ durch ihre modifizierte Version und anschließendes Löschen der
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nicht mehr benötigten Linksreferenz fl konstruiert. War die ursprüngliche Fluent-Belegung
fb1 bereits in der Fluent-Tabelle von Q1 eingetragen, d.h., in diesem KBM wirksam, dann er-
hält man das resultierende Bewertungsmodell Q′ aus Q5 durch Eintragen der konkatenierten
Fluent-Belegung fb′ in die Fluent-Tabelle dieses KBM. Dadurch wird der bisherige Tabellen-
eintrag aktualisiert. Enthielt die Fluent-Tabelle von Q1 die Fluent-Belegung fb1 nicht, dann ist
keine solche Aktualisierung notwendig und folglich Q′ identisch mit Q5.
Das grundlegende Prinzip der numerischen Effektkonkatenation wird in Abbildung 9.6 für
zwei Instanzen des increase-Effekts aus Abbildung 9.5 veranschaulicht. Markiert sind die Ver-
bindungsstelle der Formelverkettung und die von den Abbildungen eff_lrefQ und Eff_ExpQ für
die jeweilige Fluent-Belegung resp. das jeweilige Bewertungsmodell gelieferten Kennzahlen-
mengen.
Auf der Basis von Definition 9.26 wird die Anwendung einer Liste nebenläufiger numerischer
Aktionseffekte, deren Berechnungsvorschriften alle in dem gleichen Kennzahlenbewertungs-
modell Q (üblicherweise mit Q ∈ {T1, T2}) repräsentiert sind, auf ein zweites Bewertungsmo-
dell Q2 (üblicherweise ein Weltzustands-KBM) in Definition 9.27 spezifiziert. Neben dem zu
verwendenden Konkatenationskontext cdest können dabei in einer Menge M zusätzliche Kenn-
zahlen angegeben werden, die ebenfalls von Q nach Q2 kopiert werden sollen. Bei der später
in Abschnitt 9.10 behandelten Aktionsausführung sind dies all jene Kennzahlen, welche die
in den Effektformeln referenzierten numerischen Parameter bzw. die Dauer der betreffenden
Planungsaktion modellieren.
Definition 9.27 Gegeben sei das Kennzahlenbewertungsmodell Q aus Definition 8.1 und eine Liste
fbl =
(
fb1, . . . , fbq
) ∈ Fb∗ von Fluent-Belegungen mit
fbi =
(
ki, pari, ξi, updi
)
, i ∈ {1, . . . , q}, q ≥ 0∣∣ιQ(ξi)∣∣ = 1 mit {ϕi} := ιQ(ξi) ξi ∈ {1, . . . , ℓfunc}
und nicht notwendigerweise fbi ∈ Fluents für i ∈ {1, . . . , q}. Alle Fluent-Belegungen fb1, . . . , fbq sei-
en gültig in Q gemäß Definition 8.28. Ebenfalls sei Q gültig gemäß Definition 8.41. Setze Q1 := Q. Die
Anwendung der Liste fbl auf ein weiteres Kennzahlenbewertungsmodell Q2 mit Q1 6= Q2 sei notiert als(
fbl
M
Q1
cdest Q2
)
= Q3.
Dabei bezeichnet Q3 das resultierende KBM, cdest ∈ ΨΘ den für den Vorgang zu verwendenden Konka-
tenationskontext83und M ⊆ (A∪ B∪ Γ∪∆∪ F) eine zusätzliche, nicht notwendigerweise nicht-leere,
Kennzahlenteilmenge des Bewertungsmodells Q1, von der die oben aufgeführten Kennzahlen ϕ1, . . . , ϕq
abhängig sind und die damit zusammen mit diesen in das Ergebnismodell Q3 kopiert werden muss, um
für die Gültigkeit von Q3 zu sorgen. Das Ergebnis Q3 ist dementsprechend nur dann definiert, wenn
fbl die Eigenschaft der sog. Anwendbarkeit von (Q1,M) nach (Q2, cdest) erfüllt. Abhängig von q sind
diesbezüglich die folgenden Fälle zu unterscheiden. Für alle diese Fälle sei Q2 :=
(
M Q1 ¢
cdest Q2
)
.
• Es ist q = 0, d.h. fbl = (). Dann heißt fbl von (Q1,M) nach (Q2, cdest) anwendbar, genau dann,
wenn Q2 gültig ist. Gilt letzteres, dann sei Q3 := Q2 und eine Kennzahl ϕ′ von Q3 heißt Kopie
einer Kennzahl ϕ von Q1 oder von Q2 im Bewertungsmodell Q3, wenn sie gemäß Definition 8.56
eine Kopie von ϕ in Q2 ist.
• Es ist q = 1, d.h. fbl = ( fb1). Dann heißt fbl von (Q1,M) nach (Q2, cdest) anwendbar, genau
dann, wenn Q2 gültig ist und einer der folgenden vier Unterfälle gilt:
83Siehe Definition 9.26 zum Begriff des Konkatenationskontextes.
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1. Es ist upd1 = none. Dann sei Q3 := Q2 und eine Kennzahl ϕ′ von Q3 heißt Kopie einer
Kennzahl ϕ von Q1 oder von Q2 im Bewertungsmodell Q3, wenn sie gemäß Definition 8.56
eine Kopie von ϕ in Q2 ist.
2. Es ist upd1 = assign ∧ fluent_updQ2(k1, par1) ∈ {none, ǫ} und es ist Q′′ mit
Q′′ :=
(
Θ′, H′, N′, func′R, func
′
I, A
′, B′, Γ′, ∆′, F′, Z′, G′, Fluents′′, scal′R, scal
′
I, n
′),
Fluents′′ := Fluents′ ∪ {(k1, par1, idxQ′(ϕ′1), upd1)},
Q′ =
(
Θ′, H′, N′, func′R, func
′
I, A
′, B′, Γ′, ∆′, F′, Z′, G′, Fluents′, scal′R, scal
′
I, n
′)
:=
[
KF_ExpQ1
(
ϕ1
)
Q1¢
cdest
(
Q2 ¯K Fluent_ExpQ2
(
k1, par1
))]
,
und ϕ′1 ist Kopie von ϕ1 in Q
′ gemäß Definition 8.56
ein gültiges KBM gemäß Definition 8.41. Gilt dies, dann sei Q3 := Q′′ und eine Kennzahl
ϕ′ von Q3 heißt Kopie einer Kennzahl ϕ von Q1 oder von Q2 im Bewertungsmodell Q3,
wenn sie gemäß Definition 8.57 eine Kopie von ϕ in Q′ ist.
3. Es ist upd1 ∈ {increase, decrease, scale-up, scale-down} ∧ fluent_updQ2(k1, par1)
= none und es ist Q′′ wie in Unterfall 2 definiert ein gültiges KBM gemäß Definition 8.41.
Gilt dies, dann sei Q3 := Q′′ und eine Kennzahl ϕ′ von Q3 heißt Kopie einer Kennzahl ϕ
von Q1 oder von Q2 im Bewertungsmodell Q3, wenn sie gemäß Unterfall 2 eine solche ist.
4. Es ist upd1 ∈ {increase, decrease, scale-up, scale-down} ∧ fluent_updQ2(k1, par1)
∈ {increase, decrease, scale-up, scale-down}, darüber hinaus sind die zwei Tripel(
fb,Q2, ()
)
und
(
fb1,Q1, ()
)
mit
fb :=
(
k1, par1, fluent_idxQ2(k1, par1), fluent_updQ2(k1, par1)
)
gemäß Definition 9.26 kompatibel miteinander und es ist Q′ mit(
fb′, Q′
)
:=
(
fb Q2¢
cdest
Q1 fb1
)
ein gültiges KBM gemäß Definition 8.41. Gilt dies, dann sei Q3 := Q′ und eine Kennzahl ϕ′
von Q3 heißt Kopie einer Kennzahl ϕ von Q1 oder von Q2 im Bewertungsmodell Q3, wenn
sie gemäß Definition 8.57 eine Kopie von ϕ in Q′ ist.
• Es ist q > 1. Ist die einelementige Liste ( fbq) von (Q1,M) nach (Q2, cdest) anwendbar, dann setze
Q′ :=
((
fbq
) M
Q1
cdest Q2
)
.
Es heißt fbl von (Q1,M) nach (Q2, cdest) anwendbar, genau dann, wenn ( fbq) von (Q1,M) nach
(Q2, cdest) anwendbar ist und
(
fb1, . . . , fbq−1
)
von (Q1, ∅) nach (Q′, cdest) anwendbar ist. Gilt
dies, dann ist Q3 rekursiv definiert als
Q3 :=
((
fb1, . . . , fbq−1
) ∅
Q1
cdest Q′
)
und die Eigenschaft einer Kennzahl ϕ′ von Q3, eine Kopie einer Kennzahl ϕ von Q1 oder von Q2
im Bewertungsmodell Q3 zu sein, ergibt sich transitiv aus Definition 8.57.
Ist fbl von Q1 nach Q2 anwendbar, dann folgt aus der obigen rekursiven Festlegung, dass Q3 ein gültiges
KBM ist.
⋆ ⋆ ⋆
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Der erste Fall q = 0 in Definition 9.27 beschreibt die Anwendung der leeren numerischen Effekt-
liste fbl = () auf das gegebene Weltzustands-KBM Q2. Dabei sind lediglich die in der Menge
M enthaltenen Kennzahlen von Q1 nach Q2 zu kopieren, um das Ergebnis Q3 zu erhalten.
Die Fluent-Tabelle von Q2 muss dementsprechend nicht aktualisiert werden. Der dritte Fall
q > 1 hingegen führt die Anwendung einer mehr als eine Fluent-Belegung umfassenden Liste
fbl = ( fb1, . . . , fbq) auf die Anwendung der nur aus dem letzten Element von fbl bestehenden
Effektliste ( fbq) auf Q2 unter anschließender rekursiver Anwendung des um dieses Element
verkürzten Listenanfangs ( fb1, . . . , fbq−1) auf das Ergebnis Q′ der Anwendung von ( fbq) zu-
rück. Die eigentliche Anwendung eines durch eine Fluent-Belegung fb1 repräsentierten nu-
merischen Effekts auf das Weltzustands-KBM Q2 wird im zweiten Fall q = 1 der Definition
spezifiziert, welcher in vier Unterfälle gegliedert ist.
Der erste Unterfall interpretiert die Anwendung einer Fluent-Belegungmit dem Effekttyp none
äquivalent zur Anwendung der leeren Effektliste im Fall q = 0. Weil der Effekttyp assign laut
Definition 9.25 inkompatibel mit allen von none verschiedenen Effekttypen ist, erfordert die
Anwendung eines assign-Effekts auf Q2 im zweiten Unterfall, dass die Fluent-Tabelle dieses
KBM für die von fb1 veränderte numerische Zustandsvariable entweder keinen Eintrag (d.h.,
der Wert des Fluents ist in Q2 undefiniert) oder eine Fluent-Belegung mit dem Typ none (d.h.,
der Wert des Fluents ist in Q2 definiert und entspricht dem im direkten Vorzustand) enthält.
Ist dies der Fall, dann ist der in Q2 existierende Tabelleneintrag, sofern vorhanden, samt al-
len zugehörigen Kennzahlen zu löschen und durch fb1 zu ersetzen. Ebenso ist auch in Unter-
fall 3 bei der Anwendung eines increase-, decrease-, scale-up- oder scale-down-Effekts zu
verfahren, wenn die Fluent-Tabelle von Q2 für die betreffende Zustandsvariable bereits eine
Fluent-Belegung des Typs none enthält.84 Sind sowohl der Typ des anzuwendenden Effekts als
auch der Typ des in Q2 für das Fluent bereits existierenden Tabelleneintrags aus der Menge
{increase, decrease, scale-up, scale-down}, dann ist im vierten Unterfall die in Q2 existie-
rende Fluent-Belegung mit der anzuwendenden Fluent-Belegung fb1 nach Definition 9.26 zu
konkatenieren, sofern die dafür erforderliche Kompatibilitätseigenschaft gegeben ist.
9.8 Kennzahlenrestriktionen
Die in PDDL 2.1 verfügbaren binären Vergleichsoperatoren <, <=, =, >= und > erlauben in Ver-
bindungmit der unären logischen Negation not die Formulierung der folgenden sechs Relatio-
nen zwischen je zwei numerischen Ausdrücken in den Vorbedingungen der Planungsaktionen:
Definition 9.28 Es bezeichnet Cmp die sechselementige Menge der in den numerischen Vorbedingun-
gen der weiter unten definierten Planereignisse verwendbaren Relationssymbole (alternativ: Vergleichs-
operatorsymbole). Sie ist MAS-weit gegeben als
Cmp =
{
<, ≤, =, 6=, ≥, > }, |Cmp| = 6.
⋆ ⋆ ⋆
Durch automatischeUmformung lässt sich jede in der nachDefinition 9.22modifizierten PDDL-
Syntax notierte numerische Aktionsvorbedingung in eine Form bringen, in welcher die linke
Seite der Relation aus einem beliebigen (bezüglich des vorliegenden Planungsproblems seman-
tisch gültigen) numerischen Ausdruck besteht und die rechte Seite aus einer einzigen reellen
Konstanten (z.B. 0 wie in Abschnitt 4.3). Numerische Vorbedingungen dieser Gestalt werden
84Eine Modifikation eines undefinierten Fluent-Werts ist mit diesen vier Effekttypen nicht möglich. Ein zuvor unde-
finierter Fluent-Wert kann lediglich mittels eines assign-Effekts auf einen definierten Wert gesetzt werden.
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innerhalb des KPM als sog. Kennzahlenrestriktionen dargestellt. Dabei ist, wie es auch bei den
in Abschnitt 9.7 behandelten numerischen Effekten der Fall ist, das Kennzahlenbewertungs-
modell, in dem die konkrete Berechnungsvorschrift der linken Relationsseite repräsentiert ist,
stets getrennt zur jeweiligen Kennzahlenrestriktion anzugeben.
Definition 9.29 Eine Kennzahlenrestriktion (Key Figure Constraint) – alternativ: ein Kennzahlen-
Constraint – ist ein Tripel
cons ∈ (N \ {0})× Cmp×R
cons = (ξ, cmp, v).
ξ ≥ 1
Dabei ist
ξ : Der Index der Constraint-Funktion der Kennzahlenrestriktion cons; ξ ∈{1, 2, 3, . . .}
cmp : Das Relationssymbol (alternativ: Vergleichsoperatorsymbol) der
Kennzahlenrestriktion cons;
cmp ∈ Cmp
v : Der konstante Vergleichswert der Kennzahlenrestriktion cons. v ∈ R
Die Kennzahlenrestriktion cons repräsentiert für ein stets separat anzugebendes Kennzahlenbewertungs-
modell Q =
(
Θ,H,N, funcR, funcI, A, B, Γ,∆, F,Z,G,Fluents, scalR, scalI, n
)
mit der reellen Kenn-
zahlenfunktionsliste funcR =
(
fR1, . . . , fRℓfunc
)
und ξ ≤ ℓfunc die numerische Restriktion
fRξ(indirections ; x1, . . . , xn) cmp v,
das heißt
fRξ(indirections ; x1, . . . , xn) < v für cmp ∈ {<} ∧ ξ ∈ {1, . . . , ℓfunc}, (9.62)
fRξ(indirections ; x1, . . . , xn) ≤ v für cmp ∈ {≤} ∧ ξ ∈ {1, . . . , ℓfunc}, (9.63)
fRξ(indirections ; x1, . . . , xn) = v für cmp ∈ {=} ∧ ξ ∈ {1, . . . , ℓfunc}, (9.64)
fRξ(indirections ; x1, . . . , xn) 6= v für cmp ∈ {6=} ∧ ξ ∈ {1, . . . , ℓfunc}, (9.65)
fRξ(indirections ; x1, . . . , xn) ≥ v für cmp ∈ {≥} ∧ ξ ∈ {1, . . . , ℓfunc}, (9.66)
fRξ(indirections ; x1, . . . , xn) > v für cmp ∈ {>} ∧ ξ ∈ {1, . . . , ℓfunc}. (9.67)
Es heißt cons gültig in einem Kennzahlenbewertungsmodell Q ∈ Q, genau dann, wenn
ξ ≤ ℓfunc ∧ |ιQ(ξ)| = 1 mit {ϕ} := ιQ(ξ)
und ϕ eine gültige Kennzahl von Q gemäß Definition 8.17, 8.19, 8.23, 8.25 oder 8.31 ist. Zudem heißt
cons gültig in Q unter der Indirektionsliste indirections ∈ Ind⋆, genau dann, wenn cons gültig in Q ist
und darüber hinaus ϕ gemäß den fünf letztgenannten Definitionen gültig in Q unter indirections ist.
Analog zu Definition 8.46 lässt sich jede Kennzahlenrestriktion mit cmp ∈ {<, >} unter Approxi-
mation in eine Kennzahlenrestriktion mit cmp ∈ {≤, ≥} kompilieren. Als approximierte Alternativen
zu (9.62) und (9.67) erhält man auf diese Weise die nicht-strikten Ungleichungen
fRξ(indirections ; x1, . . . , xn) + ε ≤ v für cmp ∈ {<} ∧ ξ ∈ {1, . . . , ℓfunc}, (9.68)
fRξ(indirections ; x1, . . . , xn)− ε ≥ v für cmp ∈ {>} ∧ ξ ∈ {1, . . . , ℓfunc} (9.69)
mit geeignet85 klein gewählter Konstante ε ∈ R, ε > 0.
85Vergleiche die Anmerkungen in Abschnitt 8.19 zur numerischen Stabilität und zur notwendigen korrekt gerichteten
Rundung bei Berechnung mit endlicher Präzision auf einem Computer.
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Die Kennzahlenrestriktion cons wird als in Normalform befindlich bezeichnet, genau dann, wenn v = 0
∧ cmp 6∈ {6=} gilt. Für cmp∈ {<} heißt diese Normalform negativ, für cmp∈ {≤} nicht-positiv, für
cmp∈ {=} fix, für cmp∈ {≥} nicht-negativ und für cmp∈ {>} positiv.
Die MAS-weite Menge aller möglichen Kennzahlenrestriktionen sei bezeichnet als
Co =
(
N \ {0})× Cmp×R.
⋆ ⋆ ⋆
Eine in der Form (9.62)–(9.67) vorliegende numerische Restriktion lässt sich stets in eine ist-
Element-von-Relation
fRξ(indirections ; x1, . . . , xn) ∈ RI(r) (9.70)
mit geeignet gewähltem r ∈ I überführen. Als solche kann sie z.B. von intervallbasierten Con-
straint-Satisfaction-Techniken weiterverarbeitet werden, wie beispielsweise von der auf Seite
247 skizzierten einfachen Schnittwertbildung, die im nächsten Abschnitt für die Widerlegung
der Ausführbarkeit eines Planereignisses in einem gegebenenWeltzustand eingesetzt wird. Die
in der folgenden Definition festgelegte Abbildung constraint_range liefert für eine Kennzahlen-
restriktion cons = (ξ, cmp, v) den Kennzahlenintervallwert r ∈ I ihrer Intervallform (9.70).
Definition 9.30 Für Kennzahlenrestriktionen sei die Hilfsabbildung constraint_range definiert als
constraint_range : Co → I
constraint_range(ξ, cmp, v) =
{R−1([−∞, v))} falls cmp ∈ {<} ∧ v 6= −∞
{R−1([−∞, v])} falls cmp ∈ {≤}
vI falls cmp ∈ {=}
{R−1((−∞, +∞])} falls cmp ∈ {6=} ∧ v = −∞
{R−1([−∞, v)),R−1((v, +∞])} falls cmp ∈ {6=} ∧ v ∈ R
{R−1([−∞, +∞))} falls cmp ∈ {6=} ∧ v = +∞
{R−1([v, +∞])} falls cmp ∈ {≥}
{R−1((v, +∞])} falls cmp ∈ {>} ∧ v 6= +∞
∅ sonst.
⋆ ⋆ ⋆
Mit den Kennzahlenrestriktionen sind an dieser Stelle nun alle Konzepte eingeführt, mit denen
innerhalb des Planungsmodells einzelne logische, organisatorische sowie numerische Vorbe-
dingungen und Effekte von Aktionen repräsentiert werden: Logische Vorbedingungen und Ef-
fekte werden in Gestalt der in Definition 9.7 eingeführten Prädikatgrundinstanzen dargestellt,
hierarchische Vorbedingungen und Effekte in Form von Kanten der in Definition 8.3 beschrie-
benen allgemeinen Kennzahlenkontexthierarchien, Gruppenvorbedingungen und -effekte in
der in Definition 8.11 festgelegten Notation für Kennzahlenkontextgruppen, numerische Vor-
bedingungen durch die Kennzahlenrestriktionen aus Definition 9.29 und numerische Effekt als
die in Definition 8.28 eingeführten Fluent-Belegungen mit der in Abschnitt 9.7 spezifizierten
Struktur ihrer Kennzahlenberechnungsvorschriften.
Die im nächsten Abschnitt beschriebenen Planereignisse fassen alle Vorbedingungen und Ef-
fekte einer Aktion zu jeweils einem ihrer beiden Zeitpunkte (d.h. at start oder at end) als
14-Tupel zusammen.
287
9.9 Planereignisse
Die Repräsentation der Gesamtheit der Vorbedingungen und Effekte zu Beginn resp. zum En-
de einer einzelnen Aktion erfolgt innerhalb des Kennzahlenplanungsmodells in Form von sog.
Planereignissen. Letztgenannte werden im vorliegenden Kapitel auch schlicht als Ereignisse
bezeichnet, wenn aus dem jeweiligen Kontext heraus eindeutig erkennbar ist, dass mit diesem
kürzeren Begriff das von der nächsten Definition beschriebene Konzept gemeint ist. Jede Ak-
tion besitzt jeweils ein Planereignis für ihren diskreten at-start-Zeitpunkt und für ihren dis-
kreten at-end-Zeitpunkt. Damit die Effekte eines Ereignisses in einem gegebenen Weltzustand
eines Plans wirksam werden können, muss der unmittelbare Vorzustand alle Vorbedingungen
des Ereignisses erfüllen. Eine Aktion ist nur dann in einer bestimmten Planebene eines Plans
ausführbar, wenn in dieser sowohl die Effekte ihres at-start- als auch ihres at-end-Ereignisses
wirksam werden können.
Definition 9.31 Ein Planereignis (Plan Event) – kurz: Ereignis (Event) – des Planungsmodells P aus
Definition 9.1 ist ein 14-Tupel
e ∈ (P(Pr))2×(P(Ed))2×(P(Gr))2×P(Co)×(P(Pr))2×(P(Ed))2×(P(Gr))2×Fb∗
e =
(
LPOS, LNEG, HPOS, HNEG, GPOS, GNEG, ConNUM; LADD, LDEL, HADD, HDEL, GADD, GDEL, eff NUM
)
.
Dabei ist
LPOS : Die Menge der positiven logischen Vorbedingungen; LPOS⊂ Pr
LNEG : Die Menge der negativen logischen Vorbedingungen; LNEG⊂ Pr
HPOS : Die Menge der positiven hierarchischen Vorbedingungen; HPOS⊂ Ed
HNEG : Die Menge der negativen hierarchischen Vorbedingungen; HNEG⊂ Ed
GPOS : Die Menge der positiven Gruppenvorbedingungen; GPOS⊂ Gr
GNEG : Die Menge der negativen Gruppenvorbedingungen; GNEG⊂ Gr
ConNUM : Die Menge der numerischen Vorbedingungen; ConNUM⊂ Co
LADD : Die Menge der logischen Add-Effekte; LADD⊂ Pr
LDEL : Die Menge der logischen Delete-Effekte; LDEL⊂ Pr
HADD : Die Menge der hierarchischen Add-Effekte; HADD⊂ Ed
HDEL : Die Menge der hierarchischen Delete-Effekte; HDEL⊂ Ed
GADD : Die Menge der Gruppen-Add-Effekte; GADD⊂ Gr
GDEL : Die Menge der Gruppen-Delete-Effekte; GDEL⊂ Gr
eff NUM : Die Liste der numerischen Effekte mit eff NUM∈ Fb∗
eff NUM =
((
k1, par1, ξ1, upd1
)
, . . . ,
(
kp, parp, ξp, updp
))
. p ≥ 0
Das Ereignis e heißt gültig (in P), genau dann, wenn alle der folgenden Bedingungen erfüllt sind:
∀pr∈(LPOS∪LNEG∪LADD∪LDEL) .
(
pr ist gültig in P gemäß Definition 9.7
)
, (9.71)
LPOS ∩ LNEG = ∅ ∧ LADD ∩ LDEL = ∅, (9.72)(
HPOS ∪HNEG ∪HADD ∪HDEL) ⊂ (Initial_ContextsP × Initial_ContextsP), (9.73)
HPOS ∩HNEG = ∅ ∧ HADD ∩HDEL = ∅, (9.74)(
ΨΘ, HPOS
)
ist zyklenfreie Kontexthierarchie gemäß Definition 8.5, (9.75)(
ΨΘ,
(
HPOS \HDEL) ∪ HADD) ist zyklenfreie Kontexthierarchie gemäß Definition 8.5, (9.76)
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∀(c,ψ,Memb)∈(GPOS∪GNEG∪GADD∪GDEL) .
(
Memb ⊆ Initial_ContextsP ∧ Memb 6= ∅ ∧
(c, ψ) ∈ Initial_GroupsP
)
,
(9.77)
∀(c,ψ,Memb)∈GPOS ∀(c′,ψ′,Memb′)∈GNEG .
((
c′ = c ∧ ψ′ = ψ) =⇒ (Memb′ ∩ Memb = ∅)), (9.78)
∀(c,ψ,Memb)∈GADD ∀(c′,ψ′,Memb′)∈GDEL .
((
c′ = c ∧ ψ′ = ψ) =⇒ (Memb′ ∩ Memb = ∅)), (9.79)
∀i∈{1, ..., p} .
(
(ki, pari) ∈ FLU ∧ updi 6= none
)
, (9.80)
∀i,j∈{1, ..., p} .
((
ki = k j ∧ pari = par j
)
=⇒ (i = j)). (9.81)
Dabei bezeichnen Initial_ContextsP und Initial_GroupsP die an späterer Stelle in Definition 9.41 festge-
legten Mengen aller Kennzahlenkontexte resp. aller Kontextgruppen des Initialzustands des Planungs-
modells P.
Für ein gegebenes Kennzahlenbewertungsmodell Q =
(
Θ, H, N, funcR, funcI, A, B, Γ, ∆, F, Z, G,
Fluents, scalR, scalI, n
)
heißt das Ereignis e (innerhalb P) gültig in Q, genau dann, wenn e gültig in
P ist, zudem Q gültig gemäß Definition 8.41 ist und darüber hinaus alle der folgenden Bedingungen
erfüllt sind:
∀cons∈ConNUM .
(
cons ist gültig in Q gemäß Definition 9.29
)
, (9.82)
∀(ξ, cmp, v)∈ConNUM ∀ϕ∈ιQ(ξ) ∀(c, k, ξfl, k′, par′, o′,D)∈(KF_ExpQ(ϕ)∩F) .[((
par′∈ (ΨO)∗
)
=⇒ ((k′, par′)∈ FLU))∧((
par′∈ΨΘ ∧ o′ = true
)
=⇒ (par′∈ Initial_ContextsP ∧ ∣∣κQinit(par′, k′)∣∣= 1))],
(9.83)
∀i∈{1, ..., p} .
(
(ki, pari, ξi, updi) ist gültig in Q gemäß Definition 8.28
)
, (9.84)
∀i∈{1, ..., p} ∀ϕ∈ιQ(ξi) ∀(c, kfl, ξfl, k′, par′, o′,D)∈(KF_ExpQ(ϕ)∩F) .[((
par′∈ (ΨO)∗
)
=⇒ ((k′, par′)∈ FLU))∧((
par′∈ΨΘ ∧ o′ = true
)
=⇒ (par′∈ Initial_ContextsP ∧ ∣∣κQinit(par′, k′)∣∣= 1))],
(9.85)
∣∣Num_Contexts(e, Q)∣∣ = 1 mit {ce} := Num_Contexts(e, Q). (9.86)
Dabei bezeichnet Qinit das Kennzahlenbewertungsmodell des initialen Weltzustands sinit aus Definiti-
on 9.15 (vgl. auch die spätere Festlegung in Definition 9.40). Ist e innerhalb P gültig in Q, dann wird
ce ∈ Θ als Ereigniskontext von e im Bewertungsmodell Q bezeichnet. Die Abbildung Num_Contexts
wird in der nachfolgenden Definition 9.32 festgelegt.
Für einen gegebenen Weltzustand s =
(
cs,LPOSs ,LNEGs ,Qs
)∈ S des Planungsmodells P mit Qs = (Θs,
Hs,Ns, funcsR, func
s
I , As, Bs, Γs,∆s, Fs,Zs,Gs,Fluentss, scal
s
R, scal
s
I, ns
)
, ein Kennzahlenbewertungsmo-
dell Q (wie oben aufgeführt), eine nicht notwendigerweise nicht-leere Kennzahlenteilmenge M ⊆ (A ∪
B ∪ Γ ∪ ∆ ∪ F) desselben sowie einen ebenfalls gegebenen Konkatenationskontext cdest ∈ ΨΘ heißt das
Ereignis e (innerhalb P) von (Q,M) nach (s, cdest) anwendbar, genau dann, wenn e innerhalb P gültig
in Q ist, zudem s gemäß Definition 9.12 gültig in P ist und darüber hinaus alle der folgenden Bedin-
gungen erfüllt sind:
∀(c,ψ,Memb)∈(GPOS∪GNEG∪GADD∪GDEL) ∃!(c′,ψ′,Memb′)∈Gs .
(
c′ = c ∧ ψ′ = ψ
)
, (9.87)
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(
Q’ ist gültiges Kennzahlenbewertungsmodell gemäß Definition 8.41
)
(9.88)
mit Q′ :=
(
Θs,H′,Ns, funcsR, func
s
I , As, Bs, Γs,∆s, Fs,Zs,G
′,Fluentss, scalsR, scal
s
I, ns
)
,
H′ :=
(
Hs\HDEL
) ∪ HADD,
G′ :=
{ (
c,ψ,
(
M\Grp_Del(e, c,ψ)) ∪ Grp_Add(e, c,ψ)) ∣∣∣ (c,ψ,M) ∈ Gs },
m ≥ 2 für indirections = (ind1, . . . , indm) := ind_prefixP(cs), (9.89)
∀cons∈ConNUM .
(
cons ist gültig in Q unter (ind1, . . . , indm−1) gemäß Definition 9.29
)
, (9.90)
∀i∈{1, ..., p} .
(
(ki, pari, ξi, updi) ist gültig in Q unter (ind1, . . . , indm−1)
gemäß Definition 8.28
)
,
(9.91)
∀i∈{1, ..., p} ∀fb′=(k′, par′, ξ ′,upd′)∈Fluentss .
((
upd′ 6= none) =⇒ (( fb′,Qs, (indm−1)) und(
(ki, pari, ξi,updi),Q, (indm−1)
)
sind miteinander kompatibel gemäß Definition 9.26
))
,
(9.92)
(
eff NUM ist von (Q,M) nach (Qs, cdest) anwendbar gemäß Definition 9.27
)
, (9.93)
∀(k, par, ξ,upd)∈Fluentss ∀ϕ∈ιQs (ξ) .
((
AccQs(ϕ, (indm−1)) ∩Org_Mod(e)
)
= ∅
)
. (9.94)
Dabei sind Grp_Add : Ev × ΨΘ × ΨG → P(ΨΘ) und Grp_Del : Ev × ΨΘ × ΨG → P(ΨΘ) die in
der nachfolgenden Definition 9.32 festgelegten Hilfsfunktionen, welche die Gruppen-Add-Effekte resp.
Gruppen-Delete-Effekte von e für die durch das Paar (c,ψ) identifizierte Kontextgruppe liefern. Die
Abbildung Org_Mod : Ev → P(ΨΘ ∪ (ΨΘ ×ΨG)) ist ebenfalls in Definition 9.32 beschrieben.
Das Ereignis e heißt (innerhalb P) potentiell von (Q,M) aus in (s, cdest) ausführbar, genau dann,
wenn es innerhalb P von (Q,M) nach (s, cdest) anwendbar ist und darüber hinaus alle der folgenden
Bedingungen erfüllt sind (mit Q und funcI wie in Kapitel 8 beschrieben):
m ≥ 2 ∧ m′ = m für indirections = (ind1, . . . , indm) := ind_prefixP(cs),
und states = (s1, . . . , sm′) := state_prefixP(cs),
mit spre =
(
cpre, LPOSpre , L
NEG
pre , Q
pre) := sm−1, (9.95)
satisfies_logic_cond(spre,LPOS,LNEG) = true, (9.96)
satisfies_hierarchic_cond(spre,HPOS,HNEG) = true, (9.97)
satisfies_group_cond(spre,GPOS,GNEG) = true, (9.98)
∀(ξ, cmp, v)∈ConNUM .[
RI
(
fIξ
(
(ind1, . . . , indm−1); x
)) ∩ RI(constraint_range(ξ, cmp, v)) 6= ∅] (9.99)
mit (Q, x) := std_indQ.
Es heißt e (innerhalb P) potentiell vom zweiten Vorlagenmodell T2 des Aktionspools aus direkt in s aus-
führbar, genau dann, wenn ein Kontext cdest ∈ Available_ContextsP existiert, für welchen es innerhalb
P potentiell von (T2,∅) aus in (s, cdest) ausführbar ist. Die konkrete Anwendung des Ereignisses e im
Weltzustand s wird von den nachfolgend in Definition 9.34 festgelegten Abbildungen apply_eventP und
execute_eventP vorgenommen. Ein auf diese Weise angewendetes Planereignis heißt potentiell in s aus-
führbar, genau dann, wenn es innerhalb P gültig in Qs ist, zudem s gültig in P gemäß Definition 9.12 ist,
Qs gültig unter (ind1, . . . , indm−1) gemäß Definition 8.41 ist und alle der obigen Bedingungen (9.95)–
(9.99) für Q := Qs erfüllt sind.
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Das Ereignis e wird universal86 genannt, genau dann, wenn LPOS = LNEG = HPOS = HNEG = GPOS =
GNEG = ConNUM = ∅ gilt (d.h., wenn es keinerlei Vorbedingungen hat) und persistent,87 genau dann,
wenn LADD = LDEL = HADD = HDEL = GADD = GDEL = ∅ ∧ eff NUM = (); d.h., wenn es keinerlei Effek-
te hat. Ein zugleich universales und persistentes Eregnis heißt leer. Im Folgenden bezeichne e∅ :=
(∅, . . . ,∅, ()) ∈ Ev das leere Ereignis.
Die MAS-weite Menge aller möglichen (nicht notwendigerweise in P gültigen) Planereignisse sei be-
zeichnet als
Ev =
(P(Pr))2×(P(Ed))2×(P(Gr))2×P(Co)×(P(Pr))2×(P(Ed))2×(P(Gr))2×Fb∗.
⋆ ⋆ ⋆
Die Planereignisse des KPM werden beim Einlesen der in PDDL vorliegenden Domänen- und
Problembeschreibung sowie dem anschließenden partiellen Grundieren des Planungsproblems
initial erzeugt und konfiguriert. Später werden sie im Rahmen des Planungsprozesses als Teil
der zur Ausführung in einem Plan vorgesehenen Aktionsinstanzen vom Aktionspool in die
Planebenen des KPM kopiert. Die 13 Mengen und die Liste der numerischen Effekte eines
jeden Planereignisses e müssen dabei stets semantisch fehlerfrei und zueinander konsistent
sein. Bezüglich der logischen und organisatorischen Vorbedingungen wird dies von den Gül-
tigkeitsbedingungen (9.71)–(9.81) der obigen Definition sichergestellt. Weil in keinem Weltzu-
stand des Planungsmodells gleichzeitig eine Aussage φ zusammen mit ihrer Negation ¬ φ gel-
ten kann, schließen die Bedingungen (9.72), (9.74) und (9.78)–(9.79) solche Kontradiktionen aus,
d.h., dass sich die positiven Vorbedingungen resp. Effekte mit den negativen Vorbedingungen
resp. Effekten überschneiden. Zudemmüssen die Kontexthierarchien der (Weltzustands-)KBM
des Planungsmodells gemäß Definition 8.6 stets zyklenfrei sein. Die zwei Bedingungen (9.75)–
(9.76) unterbinden daher, dass die hierarchischen Vorbedingungen und Effekte bereits von sich
aus, d.h. unabhängig von dem konkreten Weltzustand, in dem sie ausgewertet bzw. angewen-
det werden, Zyklen enthalten. Weil durch die Aktionen im Laufe des Planungsprozesses kei-
ne neuen Planungsobjekte und Kennzahlensammlungen erzeugt und dem KPM hinzugefügt
werden können,88 fordern die Bedingungen (9.73) und (9.77), dass sich die organisatorischen
Vorbedingungen und Effekte des Ereignisses ausschließlich auf Kennzahlenkontexte und Kon-
textgruppen beziehen, die im Initialzustand sinit konkret vorhanden sind. Analog dürfen in
den logischen Vorbedingungen und Effekten gemäß Bedingung (9.71) keine Planungsobjek-
te vorkommen, die nicht explizit nach Definition 9.4–9.5 für das Planungsproblem deklariert
sind. Ebenso muss es sich gemäß Bedingung (9.80) bei allen von den numerischen Effekten
modifizierten Größen um Read-and-Write-Fluents des Planungsproblems nach Definition 9.9
handeln. Der Effekttyp none ist für die numerischen Effekte des Ereignisses nicht zulässig. Er
ist ausschließlich in den KBM der Weltzustände des Planungsmodells zu verwenden. Zudem
legt Bedingung (9.81) fest, dass das Ereignis höchstens einen numerischen Effekt pro Read-
and-Write-Fluent besitzen darf. Sind in der PDDL-Domänenbeschreibung zum at-start- oder
at-end-Zeitpunkt einer Aktion mehrere numerische Effekte bezüglich des gleichen veränder-
ten Fluents aufgeführt, dann sind diese (spätestens) während des Grundierungsprozesses mit-
tels der in Definition 9.26 beschriebenen numerischen Effektkonkatenation zu einer einzigen
86In Anlehnung an Ghallab et al. (2004, S. 169).
87In Anlehnung an Russell und Norvig (2003, S. 396).
88Diese Beschränkung ist bei Planungsansätzen, die mit einer (partiell) grundierten Aktionsrepräsentation arbeiten,
allgemein üblich. Der von Koehler und Hoffmann (2000, 1999) beschriebene Grundierungsprozess kann je nach
vorliegendem Anwendungsfall äußerst zeit- und speicherintensiv ausfallen. Eine dynamische Instanziierung neu-
er Planungsobjekte durch Aktionseffekte erfordert im Allgemeinen eine Neugrundierung der Aktionen und Pla-
nungsziele sowie, anstelle eines zentralen Aktionspools für das gesamte KPM, individuelle Aktionspools in jedem
Weltzustand. Dies ist mit dem aktuellen Stand der Technik gemeinhin nicht praktikabel.
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Fluent-Belegung zusammenzufassen. Ist dies nicht möglich, dann liegt ein semantischer Feh-
ler im PDDL-Code vor.
Wann die Berechnungsvorschriften der numerischen Vorbedingungen und Effekte des Ereig-
nisses, welche aus den in Abschnitt 9.4 erläuterten Gründen stets getrennt von dem 14-Tupel in
einem separaten Bewertungsmodell Q repräsentiert werden, semantisch gültig sind, ist durch
die Bedingungen (9.82)–(9.86) festgelegt. Sie fordern, dass alle in der Menge ConNUM bzw. in
der Liste eff NUM enthaltenen Kennzahlenrestriktionen und Fluent-Belegungen gültig in Q ge-
mäß Definition 9.29 resp. 8.28 sind und dass alle in ihren Berechnungsvorschriften über ein
Nachschlagen in der Fluent-Tabelle eines KBM aufgelösten Fluent-Referenzen89 ausschließlich
die für das Planungsproblem explizit deklarierten Read-and-Write-Fluents referenzieren. Alle
in diesen Berechnungsvorschriften über das Kontextsymbol einer Kennzahlensammlung auf-
gelösten Fluent-Referenzen mit Indirektionsmodus o′ = true hingegen müssen stets auf Kenn-
zahlen verweisen, die bereits im KBM des Initialzustands des Planungsproblems existieren.
Bedingung (9.86) fordert darüber hinaus, dass alle Kennzahlen, welche die Formeln der nu-
merischen Vorbedingungen und Effekte des Ereignisses modellieren, der gleichen Kennzah-
lensammlung von Q angehören. Dies sorgt dafür, dass sich diese Kennzahlen, z.B. oben in
Definition 9.21, über einfaches Löschen des (dann eindeutig bestimmten) Ereigniskontextes ce
mit der in Definition 8.59 spezifizierten Löschoperation ¯ΨΘ rückstandslos aus Q entfernen
lassen.
Bezüglich der Einfügbarkeit eines Planereignisses in einen Plan des KPM unterscheidet die
obige Definition zwischen der Eigenschaft der Anwendbarkeit und der potentiellen Ausführ-
barkeit in einemWeltzustand s =
(
cs,LPOSs ,LNEGs ,Qs
)
. Die Anwendbarkeit ist gegeben, wenn sich
das Ereignis mittels der unten in Definition 9.34 spezifizierten Abbildung apply_eventP auf s
anwenden lässt, ohne dass dabei semantische Fehler auftreten oder die Gültigkeit dieses Welt-
zustands oder seines KBM verloren geht. Die Anwendbarkeit des Ereignisses e von (Q,M)
nach (s, cdest) garantiert u.a., dass das Abbildungsergebnis apply_eventP(e,Q,M, s, cdest) wohl-
definiert und ein gültiger Weltzustand ist. Dementsprechend müssen gemäß Bedingung (9.87)
alle in den Gruppenvorbedingungen und Gruppeneffekten von e aufgeführten Kontextgrup-
pen im Bewertungsmodell Qs des Weltzustands s existieren und gemäß Bedingung (9.88) die
Anwendung aller organisatorischen Effekte von e auf Qs in einem gültigen Bewertungsmodell
Q′ resultieren.90 Weil die Berechnungsvorschriften der numerischen Vorbedingungen und Ef-
fekte, wie in Abschnitt 9.7–9.8 besprochen, im Allgemeinen mittels Fluent-Referenzen mit dem
Indirektionsmodus o′ = true auf die Kennzahlenwerte im jeweiligen unmittelbaren Vorzustand
verweisen, fordert Bedingung (9.89), dass die Standardindirektionsliste91 des Weltzustands die
Mindestlänge 2 aufweist, d.h., wenigstens ein Vorzustands-KBM umfasst, in dem die Formel-
auswertung fortgesetzt werden kann. Folglich müssen gemäß den Bedingungen (9.90)–(9.91)
die Kennzahlen, welche die numerischen Vorbedingungen und Effekte von e in Qmodellieren,
unter der aus den Standardindirektionen aller Vorzustände von s konstruierten Indirektions-
liste (ind1, . . . , indm−1) in Q fehlerfrei ausgewertet werden können. Bedingung (9.92) stellt si-
cher, dass keine Inkompatibilitäten, d.h. gegenseitige Ausschlüsse, zwischen den numerischen
Effekten des Ereignisses und den bereits im KBM des Weltzustands existierenden Fluent-Bele-
gungen gegeben sind. Sie berücksichtigt zu diesem Zweck alle Kennzahlenabhängigkeiten der
betreffenden Fluent-Belegungen bis einschließlich zum KBM des unmittelbaren Vorzustands
von s, d.h. des letzten (spätesten)Weltzustands im Plan, der zeitlich garantiert vor dem frühest-
möglichen Wirksamwerden eines der auf s angewendeten resp. anzuwendenden numerischen
89Vergleiche Gleichung (8.19) in Definition 8.31.
90Das heißt, das Einfügen und Löschen der betreffenden Kanten der Kontexthierarchie darf nicht dazu führen, dass
Kennzahlenreferenzen oder Aggregationsreferenzen des KBM nicht mehr eindeutig aufgelöst werden können.
91Vergleiche die Besprechung der Hilfsabbildung ind_prefixP auf Seite 263f in Abschnitt 9.6.
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Effekte liegt.92 Bedingung (9.94) stellt sicher, dass die in (9.92) betrachteten Kennzahlenabhän-
gigkeiten der im KBM von s vorhandenen Fluent-Belegungen nicht von den organisatorischen
Effekten des Ereignisses betroffen sind, d.h., dass die Werte dieser Größen nicht (entlang der
Zeitachse) von den hierarchischen Effekten oder Gruppeneffekten von e verändert werden.
Bedingung (9.93) fordert, dass die Liste der numerischen Effekte des Ereignisses, unter Hinzu-
nahme der Kennzahlenmenge M, ohne semantische Fehler und Konflikte auf den Weltzustand
s angewendet werden kann, ohne dass dabei die Gültigkeit von Qs verloren geht.
Die potentielle Ausführbarkeit des Ereignisses e von (Q,M) aus in (s, cdest) setzt seine Anwend-
barkeit von (Q,M) nach (s, cdest) voraus und erfordert darüber hinaus, dass gemäß (9.96)–(9.98)
alle logischen und organisatorischen Vorbedingungen von e im unmittelbaren Vorzustand spre
von s erfüllt sind und zudem die Erfüllbarkeit der unter der Indirektionsliste (ind1, . . . , indm−1)
ausgewerteten numerischen Vorbedingungen von e nicht, z.B. mittels geeigneter CSP-Techni-
ken,93 ad hoc94 widerlegt werden kann. Für die Widerlegung der Erfüllbarkeit der numeri-
schen Vorbedingungen wird in Bedingung (9.99) die einfache auf Seite 247 vorgestellte lokale
CSP-Technik eingesetzt, bei der jede Kennzahlenrestriktion isoliert von allen anderen betrach-
tet wird. Konkrete Implementierungen von auf dem KPM arbeitenden Planungsalgorithmen
können diese Bedingung durch beliebige für diesen Zweck geeignete Tests ersetzten, beispiels-
weise unter Einsatz algorithmisch umfangreicherer intervallbasierter Constraint-Consistency-
Techniken, welche die gleichzeitige Erfüllbarkeit mehrerer Kennzahlenrestriktionen prüfen.
Diesen CSP-Verfahren kann etwa die Menge ConNUM von e zusammen mit allen in der Plan-
ebenenliste plan_prefixP(cs) enthaltenen Kennzahlenrestriktionen übergeben werden.
Die folgende Definition spezifiziert Hilfsabbildungen, welche einzelne Bestandteile eines gege-
benen Ereignisses zurückliefern. Einige davon wurden bereits oben bei der Formulierung der
Gültigkeits- und Anwendbarkeitsbedingungen in Definition 9.31 verwendet.
Definition 9.32 Es seien die zehn Abbildungen Grp_Pos, Grp_Neg, Grp_Add, Grp_Del, Org_Mod,
Num_Acc, Num_Con_Set, Num_Eff_Set, Num_Contexts und without_numeric definiert als
Grp_Pos : Ev×ΨΘ ×ΨG → P(ΨΘ)
Grp_Pos
((
LPOS,LNEG,HPOS,HNEG,GPOS,GNEG, . . .
)
, c′, ψ′
)
=
⋃
(c,ψ,Memb)∈GPOS,
c′= c, ψ′=ψ
Memb,
Grp_Neg : Ev×ΨΘ ×ΨG → P(ΨΘ)
Grp_Neg
((
LPOS,LNEG,HPOS,HNEG,GPOS,GNEG, . . .
)
, c′, ψ′
)
=
⋃
(c,ψ,Memb)∈GNEG,
c′= c, ψ′=ψ
Memb,
Grp_Add : Ev×ΨΘ ×ΨG → P(ΨΘ)
Grp_Add
((
. . . ,GADD,GDEL, eff NUM
)
, c′, ψ′
)
=
⋃
(c,ψ,Memb)∈GADD,
c′= c, ψ′=ψ
Memb,
92Alle Kennzahlenabhängigkeiten von Fluent-Belegungen von s, die Kennzahlenwerte zu Zeitpunkten beschreiben,
die vor dem direkten Vorzustand von s liegen, können aufgrund der strikt sequentiellen Abfolge der Weltzustände
im Plan nicht mit den numerischen Effekten des Ereignisses e konfligieren.
93Siehe Abschnitt 4.4.2, Seite 68 zu den intervallbasierten Optimierungsverfahren sowie die dort genannten weiter-
führenden Referenzen zu Constraint Consistency und Constraint Propagation bei restringierten Optimierungspro-
blemen und CSPs mit reellwertigen Variablen.
94Wie eingangs erläutert, ist die gemeinsame Erfüllbarkeit aller numerischen Vorbedingungen in einemPlan imAllge-
meinen unentscheidbar, weshalb die beschriebene Eigenschaft die Bezeichnung »potentielle Ausführbarkeit« trägt.
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Grp_Del : Ev×ΨΘ ×ΨG → P(ΨΘ)
Grp_Del
((
. . . ,GADD,GDEL, eff NUM
)
, c′, ψ′
)
=
⋃
(c,ψ,Memb)∈GDEL,
c′= c, ψ′=ψ
Memb,
Org_Mod : Ev → P(ΨΘ ∪ (ΨΘ ×ΨG))
Org_Mod
(
. . . ,HADD,HDEL,GADD,GDEL, eff NUM
)
= ⋃
(c, s)∈(HADD∪HDEL)
{c}
 ∪
 ⋃
(c,ψ,Memb)∈(GADD∪GDEL)
{(c, ψ)}
 ,
Num_Acc : Ev×Q× Ind⋆ → P(ΨΘ ∪ (ΨΘ ×ΨG))
Num_Acc
((
. . . ,ConNUM; . . . ,GDEL,
(
(k1, par1, ξ1,upd1), . . . , (kp, parp, ξp,updp)
))
, Q, indir
)
= ⋃
(ξ, cmp, v)∈ConNUM
 ⋃
ϕ∈ιQ(ξ)
AccQ(ϕ, indir)
 ∪
 p⋃
i=0
 ⋃
ϕ∈ιQ(ξi)
AccQ(ϕ, indir)
 ,
Num_Con_Set : Ev → P(Co)
Num_Con_Set
(
LPOS,LNEG,HPOS,HNEG,GPOS,GNEG,ConNUM; . . .
)
= ConNUM,
Num_Eff_Set : Ev → P(Fb)
Num_Eff_Set
(
. . . ,GADD,GDEL,
(
(k1, par1, ξ1,upd1), . . . , (kp, parp, ξp,updp)
))
={
(k1, par1, ξ1,upd1), . . . , (kp, parp, ξp,updp)
}
,
Num_Contexts : Ev×Q→ P(ΨΘ)
Num_Contexts
((
. . . ,ConNUM; . . . ,GDEL,
(
(k1, par1, ξ1,upd1), . . . , (kp, parp, ξp,updp)
))
, Q
)
={
contextQ(ϕ
′)
∣∣ ϕ′ ∈ KF_ExpQ(ϕ) ∧ ϕ ∈ ιQ(ξ) ∧ (ξ, cmp, v) ∈ ConNUM }
∪ { contextQ(ϕ′) ∣∣ ϕ′ ∈ KF_ExpQ(ϕ) ∧ ϕ ∈ ιQ(ξi) ∧ i ∈ {1, . . . , p} }
without_numeric : Ev → Ev
without_numeric
(
LPOS,LNEG,HPOS,HNEG,GPOS,GNEG,ConNUM; LADD,LDEL,HADD,HDEL,
GADD,GDEL, eff NUM
)
=
(
LPOS, LNEG, HPOS, HNEG, GPOS, GNEG, ∅ ;
LADD, LDEL, HADD, HDEL, GADD, GDEL, ()
)
.
⋆ ⋆ ⋆
Die Abbildung Grp_Pos (resp. Grp_Neg) liefert für eine durch ihren Gruppennamen ψ′ ∈ ΨG
und ihren Definitionskontext c′ ∈ ΨΘ identifizierte Kontextgruppe jene Kennzahlenkontexte,
die laut der Gruppenvorbedingungen des gegebenen Ereignisses e als Mitglieder in dieser
Gruppe im jeweiligen Vorzustand vorhanden (resp. abwesend) sein müssen, damit e in einem
bestimmten Weltzustand ausführbar ist. Auf gleiche Weise liefern Grp_Add und Grp_Del die
Kennzahlenkontexte, welche die Gruppeneffekte des Ereignisses der Gruppe hinzufügen bzw.
aus ihr entfernen. Besitzt das Planereignis für die angegebene Gruppe keine entsprechenden
Gruppenvorbedingungen resp. Gruppeneffekte, dann ist das Ergebnis dieser vier Abbildun-
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gen die leere Menge. Die Abbildung Org_Mod liefert alle Kennzahlenkontexte c, deren Menge
direkter Unterkontexte95 durch die hierarchischen Effekte von e verändert wird sowie alle von
den Gruppeneffekten des Ereignisses modifizierten Kontextgruppen – analog zu der in Defini-
tion 8.55 festgelegten Abbildung AccQ jeweils identifiziert durch ein Paar (c,ψ) ∈ ΨΘ ×ΨG . Als
Gegenstück zu Org_Mod akkumuliert die Abbildung Num_Acc auf Basis von AccQ alle Kenn-
zahlenkontexte und Kontextgruppen, welche bei Auswertung der numerischen Vorbedingun-
gen und Effekte von e in einem gegebenen BewertungsmodellQ unter einer gegebenen Indirek-
tionsliste indir traversiert resp. expandiert werden. Mit Hilfe der zwei Abbildungen Org_Mod
undNum_Acc lässt sich überprüfen ob die organisatorischen Effekte eines Planereignisses emit
den numerischen Vorbedingungen und Effekten eines anderen Ereignisses e′ konfligieren. Dies
ist der Fall, wennOrg_Mod(e) ∩ Num_Acc(e′) 6= ∅ gilt, d.h., das Berechnungsergebnis mindes-
tens einer numerischen Formel von e′ von einem organisatorischen Sachverhalt abhängt, der
von e beeinflusst wird. Ein solcher Disjunktheitstest wird im nächsten Abschnitt bei der Spezi-
fikation der Aktionsmutexes eingesetzt.
Die Abbildung Num_Con_Set (resp. Num_Eff_Set) liefert die Menge aller Kennzahlenrestriktio-
nen (resp. Fluent-Belegungen), welche die numerischen Vorbedingungen (resp. Effekte) des
Ereignisses repräsentieren. Alle Kennzahlenkontexte eines gegebenen Bewertungsmodells Q,
in denen Formeln numerischer Vorbedingungen oder Effekte von e als Kennzahlen modelliert
sind, werden von Num_Contexts geliefert. Bei einem in Q gültigen Planereignis ist dies gemäß
Bedingung (9.86) stets genau ein Kontext (der sog. Ereigniskontext von e). Eine Kopie des Ereig-
nisses e, aus der alle numerischen Vorbedingungen und Effekte entfernt wurden, erhält man
mittels der Hilfsabbildung without_numeric. Sie wird im nächsten Abschnitt im Rahmen der
Spezifikation der Aktionsausführung in einer Planebene benutzt.
Auf Basis der Hilfsabbildung Num_Con_Set sind die drei Abbildungen level_constraints, con_
prefixP und level_con_prefixP definiert. Mit ihnen können die in einem Plan des KPM geltenden
Kennzahlenrestriktionen nachgeschlagen werden:
Definition 9.33 Für die Planebenen des Planungsmodells P sind die Abbildung level_constraints so-
wie, sofern P zyklenfrei gemäß Definition 9.18 ist, die Abbildungen con_prefixP und level_con_prefixP
definiert als
level_constraints : L× {1, 2} → Q×P(Co)
level_constraints
((
s1, s2, (a1, . . . , ap), cpre
)
, j
)
=(
state_kfam
(
sj
)
,
⋃
(c, sig, e1, e2)∈{a1, ..., ap}Num_Con_Set
(
ej
))
,
con_prefixP : (ΨΘ ∪ {ǫ}) →
(
Q×P(Co))∗
con_prefixP(c
′) =
con_prefixP
(
c1
)⊕Q×P(Co) falls |Lookup_LevelP(c′)| = 1 ∧ c′ = c2
level_constraints
(
(s1, s2, act, cpre), 2
)
mit {(s1, s2, act, cpre)} := Lookup_LevelP(c′)
und
(
c1,LPOS1 ,L
NEG
1 ,Q
1) := s1
sowie
(
c2,LPOS2 ,L
NEG
2 ,Q
2) := s2
con_prefixP
(
cpre
)⊕Q×P(Co) falls |Lookup_LevelP(c′)| = 1 ∧ c′ = c1
level_constraints
(
(s1, s2, act, cpre), 1
)
mit {(s1, s2, act, cpre)} := Lookup_LevelP(c′)
und
(
c1,LPOS1 ,L
NEG
1 ,Q
1) := s1()
sonst,
95Vergleiche Definition 8.3–8.4.
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level_con_prefixP : PLAN× {0, 1, 2} →
(
Q×P(Co))∗
level_con_prefixP(lv, j) = con_prefixP
(
level_context(lv, j)
)
.
Es heißen con_prefixP und level_con_prefixP die Constraint-Präfixfunktionen von P.
⋆ ⋆ ⋆
Analog zu den in Definition 9.16 festgelegten Abbildungen level_context und level_kfam lie-
fert level_constraints für eine gegebene Planebene lv die Menge aller Kennzahlenrestriktio-
nen, die im Bewertungsmodell Qj des durch den Index j ∈ {1, 2} identifizierten ersten oder
zweiten Weltzustands von lv modelliert sind, zusammen mit Qj als Paar. Um zusätzlich al-
le numerischen Constraints aller Vorzustände im Plan zu erhalten, stehen die Abbildungen
con_prefixP und level_con_prefixP zur Verfügung. Sie sind nach dem gleichen Prinzip definiert,
wie die sechs Präfixfunktionen plan_prefixP, level_plan_prefixP, state_prefixP, level_state_prefixP,
ind_prefixP und level_ind_prefixP in Definition 9.19. Dementsprechend liefern sie eine Liste von
solchen Bewertungsmodell-Restriktionsmengen-Paaren (in der Reihenfolge deren Auftretens
im betreffenden Plan).
Die Anwendung und Ausführung eines Ereignisses in einem Weltzustand des KBM wird von
den Abbildungen apply_eventP und execute_eventP vorgenommen. Sie sindwie folgt spezifiziert:
Definition 9.34 Für das Planungsmodell P aus Definition 9.1 seien die Abbildungen apply_eventP
und execute_eventP festgelegt als
apply_eventP : Ev×Q×P(K)×S×ΨΘ → S
apply_eventP
(
e0, Q0, M, spre, cdest
)
=

ssuc falls e0 gemäß Definition 9.31 innerhalb P
von
(
Q0,M
)
nach
(
spre, cdest
)
anwendbar ist
spre sonst
mit e0 =
(
LPOS0 , L
NEG
0 , H
POS
0 , H
NEG
0 , G
POS
0 , G
NEG
0 , Con
NUM
0 ; L
ADD
0 , L
DEL
0 , H
ADD
0 , H
DEL
0 ,
GADD0 , G
DEL
0 , eff
NUM
0
)
,
spre =
(
cpre, LPOSpre , L
NEG
pre , Q
pre),
Qpre =
(
Θpre,Hpre,Npre, func
pre
R , func
pre
I , Apre, Bpre, Γpre,∆pre, Fpre,Zpre,Gpre,
Fluentspre, scal
pre
R , scal
pre
I , npre
)
und ssuc :=
(
csuc, LPOSsuc , L
NEG
suc , Q
suc),
csuc := cpre,
LPOSsuc :=
(
LPOSpre \ LDEL0
) ∪ LADD0 ,
LNEGsuc :=
{(
LNEGpre \ LADD0
) ∪ LDEL0 falls owa = true
∅ sonst,
Qsuc :=
(
Θ′,Hsuc,N′, func′R, func
′
I, A
′, B′, Γ′, ∆′, F′, Z′,Gsuc,Fluents′, scal′R, scal
′
I, n
′),
Hsuc :=
(
H′ \HDEL0
) ∪ HADD0 ,
Gsuc :=
{ (
c,ψ,
(
M \Grp_Del(e0, c,ψ)
) ∪ Grp_Add(e0, c,ψ)) ∣∣∣ (c,ψ,M) ∈ G′ }
sowie Q′ =
(
Θ′, H′, N′, func′R, func
′
I, A
′, B′, Γ′, ∆′, F′, Z′, G′, Fluents′, scal′R, scal
′
I, n
′)
:= eff NUM0
M
Q0
cdest Qpre ;
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execute_eventP : Ev×Q×P(K)×S×ΨΘ × Ev∗ → S× Ev× Ev∗
execute_eventP
(
e0, Q0, M, spre, cdest, (e1, . . . , eq)
)
=
(
s′suc, e′0, (e
′
1, . . . , e
′
q)
)
falls gemäß Definition 9.31 e0 innerhalb P
von (Q0,M) nach (spre, cdest) anwendbar ist und
alle e1, . . . , eq innerhalb P gültig in Qpre sind
(spre, e∅, (e1, . . . , eq)) sonst
mit spre, ssuc und Qpre,Qsuc wie oben für apply_eventP angegeben und
ew =
(
LPOSw , L
NEG
w , H
POS
w , H
NEG
w , G
POS
w , G
NEG
w , Con
NUM
w ; L
ADD
w , L
DEL
w , H
ADD
w , H
DEL
w ,
GADDw , G
DEL
w , eff
NUM
w
)
,
eff NUMw =
((
kw1 , par
w
1 , ξ
w
1 , upd
w
1
)
, . . . ,
(
kwpw , par
w
pw , ξ
w
pw , upd
w
pw
))
, pw≥ 0,
für w ∈ {0, . . . , q}, q ≥ 0
sowie s′suc :=
(
csuc, LPOSsuc , L
NEG
suc , Q
′′),
Q′′ :=
(
M′ Q0 ¢
cdest Qsuc
)
,
M′ :=
{
ϕ′
∣∣ ϕ′ ∈ KF_ExpQ0(ϕ) ∧ ϕ ∈ ιQ0(ξ) ∧ (ξ, cmp, v) ∈ ConNUM0 }
∪ { ϕ′ ∣∣ ϕ′ ∈ KF_ExpQ0(ϕ) ∧ ϕ ∈ ιQ0(ξ 0i ) ∧ i ∈ {1, . . . , p0} },
e′w :=
(
LPOSw , L
NEG
w , H
POS
w , H
NEG
w , G
POS
w , G
NEG
w , ConNUMw ; L
ADD
w , L
DEL
w , H
ADD
w , H
DEL
w ,
GADDw , G
DEL
w , eff NUMw
)
,
ConNUMw :=
{ (
idxQ′′(ϕ
′′), cmp, v
) ∣∣ ϕ′′ ist Kopie von ϕ in Q′′ gemäß Definition 8.57
mit ϕ ∈ ιQw(ξ) und (ξ, cmp, v) ∈ ConNUMw
}
,
eff NUMw :=
((
kw1 , par
w
1 , ξ
w
1 , upd
w
1
)
, . . . ,
(
kwpw , par
w
pw , ξ
w
pw , upd
w
pw
))
mit ξwi := idxQ′′(ϕ
′′), ϕ′′ ist Kopie von ϕ in Q′′ gemäß Definition 8.57
und ϕ ∈ ιQw(ξwi ) für i ∈ {1, . . . , pw}, w∈ {0, . . . , q},(
Q1, . . . ,Qq
)
:=
(
Qpre, . . . ,Qpre
)
,
e∅ :=
(
∅, ∅, ∅, ∅, ∅, ∅, ∅, ∅, ∅, ∅, ∅, ∅, ∅, ()
)
.
⋆ ⋆ ⋆
Die Abbildung apply_eventP wendet alle Effekte des Ereignisses e0 mit den im Bewertungsmo-
dell Q0 modellierten Effektformeln unter Hinzunahme der in der Menge M enthaltenen Kenn-
zahlen von Q0 sowie Verwendung des Konkatenationskontext cdest im Weltzustand spre an. Da-
bei werden die logischen und organisatorischen Effekte durch einfache Mengenoperationen
wirksam und die numerischen Effekte mittels des in Definition 9.27 eingeführten Operators
M
Q0
cdest .
BeimKopieren einer Aktion aus demAktionspool in eine Planebene des KPMmüssen nicht nur
die Effekte der zwei Ereignisse der Aktion auf die zwei Weltzustände der Planebene angewen-
det werden, wie es durch die Abbildung apply_eventP erfolgt, sondern auch alle Berechnungs-
vorschriften der numerischen Vorbedingungen und Effekte96 dieser Ereignisse in das jeweili-
ge Weltzustands-KBM kopiert werden. Dies ist notwendig, damit z.B. im Rahmen der weiter
96Bei den numerischen Effekten insbesondere auch die ursprünglichen, noch nicht konkatenierten Fassungen.
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unten in Abschnitt 9.11 beschriebenen Aktionsparameteroptimierung alle im Plan geltenden
Kennzahlenrestriktionen mit den in Definition 9.33 festgelegten Hilfsabbildungen akkumuliert
werden können. Weil sich bei der Anwendung der numerischen Effekte nach Definition 9.27
die Indizes der Kennzahlenfunktionen aller Kennzahlen des resultierendenWeltzustands-KBM
gegenüber dem ursprünglichen KBM verändern können,97 müssen nicht nur die in die Plan-
ebene neu eingefügten Ereignisse sondern auch alle dort bereits vorhandenen hinsichtlich der
in ihren Kennzahlenrestriktionen und Fluent-Belegungen angegebenen Funktionsindizes an-
gepasst werden, sodass diese auch nach der Effektanwendung die richtigen Kennzahlen refe-
renzieren. Zu diesem Zweck wendet die Abbildung execute_eventP auf die gleiche Weise wie
apply_eventP alle Effekte des Ereignisses e0 auf den Weltzustand spre an und sammelt zudem
alle Kennzahlen, welche die Berechnungsvorschriften der numerischen Vorbedingungen und
Effekte von e0 repräsentieren, in der Menge M′ und kopiert diese mit der in Definition 8.56
spezifizierten Operation Q0¢
cdest in das Bewertungsmodell Q′′ des Ergebnisweltzustands s′suc.
Neben dem letztgenannten liefert execute_eventP eine bezüglich der Kennzahlenfunktionsindi-
zes in Q′′ angepasste Kopie e′0 des Planereignisses e0. Der Abbildung kann zudem eine Liste
weiterer, z.B. in der entsprechenden Planebene bereits vorhandener, Ereignisse e1, . . . , eq über-
geben werden, für die ebenfalls Kopien e′1, . . . , e
′
q mit aktualisierten Funktionsindizes erzeugt
werden sollen.
9.10 Aktionen
In der von Fox und Long (2003, S. 91 und S. 94) spezifizierten Syntax für die textuelle Ausga-
be von aus PDDL-2.1-Aktionen zusammengesetzten Plänen wird eine Planungsaktion durch
ihren Namen und ihre konkrete Parameterliste identifiziert und zusammen mit ihrem numeri-
schen Ausführungszeitpunkt sowie, sofern es sich um eine durative PDDL-2.1-Aktion handelt,
ihrer numerischen Dauer aufgeführt. Die Identifikation anhand des Aktionsnamens und der
Liste der konkreten Aktionsparameter ist dabei bezüglich der ursprünglichen, d.h. ungrun-
dierten und nicht normalisierten, variablenbehafteten PDDL-Notation der Aktion eindeutig.
Diese Eindeutigkeit gilt allerdings für die partiell grundierten und normalisierten Aktionsin-
stanzen des Kennzahlenplanungsmodells nicht, da für jede bei der Auflösung der Quantoren,
Disjunktionen und bedingten Effekte98 im Rahmen des Normalisierungsvorgangs (Koehler
und Hoffmann 2000, 1999; Fox und Long 2003, S. 88f) betrachtete objektvariablenfreie Parame-
terliste im Allgemeinen mehrere Aktionsinstanzen mit unterschiedlichen Vorbedingungs- und
Effektkonjunktionen erzeugt werden. Um die partiell grundierten Aktionsinstanzen des KPM
in eindeutiger Weise referenzieren zu können, wird ein zusätzliches differenzierendes Attri-
but benötigt. Das Kennzahlenplanungsmodell verwendet zu diesem Zweck einen natürlich-
zahligen Index. Im Folgenden werden Aktionsname, objektvariablenfreie Parameterliste und
disambiguierender Index in zusammengefasster Form als sog. Aktionssignatur notiert. Weil die
kontinuierlichen numerischen Parameter in der Aktionsrepräsentation des Planungsmodells
in ihrer ungrundierten Form verbleiben, werden sie an der mit ihrem Auftreten in der PDDL-
Beschreibung korrespondierenden Stelle der Parameterliste der Aktionssignatur jeweils in Ge-
stalt jenes Kennzahlennamens aufgeführt, über den sie aus den Berechnungsvorschriften der
Aktionsvorbedingungen und -effekte heraus referenzierbar sind.
Definition 9.35 Eine Aktionssignatur (Action Signature) – kurz: Signatur – des Kennzahlenplanungs-
modells P aus Definition 9.1 ist ein Tripel
97Aufgrund der in Definition 9.26 und 9.27 eingesetzten Löschoperationen.
98Keyword when in PDDL 2.1, vgl. Fox und Long (2003, S. 97ff).
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sig ∈ ΨA × (ΨO ∪ΨK)∗ ×N
sig = (ψ, par, idx).
Dabei ist
ψ : Der Aktionsname (Action Name) der Aktionssignatur sig; ψ ∈ ΨA
par : Die objektvariablenfreie Parameterliste der Aktionssignatur sig mit par ∈ (ΨO ∪ΨK)∗
par = (par1 , . . . , parp); p ≥ 0
idx : Der disambiguierende Index der Aktionssignatur sig. idx ∈ N
Es heißt pari mit i ∈ {1, . . . , p} der i-te Parameter von sig. Er wird als (diskreter) Objektparameter
bezeichnet, genau dann, wenn pari ∈ ΨO und als (kontinuierlicher) numerischer Parameter, genau dann,
wenn pari ∈ ΨK.
Die Aktionssignatur sig heißt gültig (in P), genau dann, wenn die Bedingung
par ∈ (ObjectsP ∪ΨK)∗ ∧ ∀i,j∈{1, ..., p}, i 6=j .
((
pari ∈ ΨK ∧ parj ∈ ΨK
)
=⇒ (pari 6= parj))
erfüllt ist. Die MAS-weite Menge aller möglichen (nicht notwendigerweise in P gültigen) Aktionssig-
naturen sei bezeichnet als
Sig = ΨA × (ΨO ∪ΨK)∗ ×N.
⋆ ⋆ ⋆
Unter Verwendung der Aktionssignaturen und Planereignisse werden die partiell grundierten
Aktionsinstanzen im Aktionspool und in den Planebenen des KPM wie folgt repräsentiert:
Definition 9.36 Eine Planungsaktion (Planning Action) – kurz: Aktion – des Planungsmodells P aus
Definition 9.1 ist ein Quadrupel
a ∈ ΨΘ ×Sig× Ev× Ev
a = (c, sig, e1, e2).
Dabei ist
c : Der Kennzahlenkontext der Aktion a; c ∈ ΨΘ
sig : Die Aktionssignatur der Aktion a mit sig ∈ Sig
sig = (ψ, par, idx), par ∈ (ΨO ∪ΨK)∗
par = (par1 , . . . , parp); p ≥ 0
e1 : Das Startereignis (Start Event) der Aktion a; e1 ∈ Ev
e2 : Das Endereignis (End Event) der Aktion a. e2 ∈ Ev
Die Aktion a heißt gültig (in P), genau dann, wenn ihre Aktionssignatur sig gemäß Definition 9.35
gültig in P ist und zudem ihr Startereignis e1 und ihr Endereignis e2 gemäß Definition 9.31 gültig in
P sind. Sie wird als (vollständig) grundiert bezeichnet, genau dann, wenn par ∈ (ΨO)∗ gilt und als
partiell grundiert sonst. Sie heißt universal (resp. persistent resp. leer), genau dann, wenn sowohl e1 als
auch e2 gemäß Definition 9.31 universal (resp. persistent resp. leer) sind. Es wird c auch Aktionskontext
von a genannt.
Für ein gegebenes Paar (Q1, Q2) ∈Q×Q von Kennzahlenbewertungsmodellen mit Q1 6=Q2 und Qw =(
Θw,Hw,Nw, funcwR , func
w
I , Aw, Bw, Γw,∆w, Fw,Zw,Gw,Fluentsw, scal
w
R, scal
w
I , nw
)
, funcwR=
(
f wR1, . . . ,
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f wRℓw
)
, funcwI =
(
f wI1 , . . . , f
w
Iℓw
)
, w ∈ {1, 2} und nicht notwendigerweise Qw ∈ {T1, T2} heißt die Ak-
tion a (innerhalb P) gültig in (Q1, Q2), genau dann, wenn sie gültig in P ist, zudem Q1 und Q2 gültig
gemäß Definition 8.41 sind, c ∈ Θ1 und c ∈ Θ2 gilt, darüber hinaus gemäß Definition 9.31 das Start-
ereignis e1 innerhalb P gültig in Q1 und das Endereignis e2 innerhalb P gültig in Q2 ist und alle der
folgenden Bedingungen erfüllt sind:
∀w∈{1, 2} .
∣∣κQw(c, kduration)∣∣ = 1 mit {ϕwduration} := κQw(c, kduration), (9.100)(
ϕ1duration ∈ A1
)
=⇒ (vα≥ 0 für ϕ1duration = (c, kduration, ξα, vα, Dα)), (9.101)(
ϕ1duration 6∈ A1
)
=⇒ (idxQ1(ϕ1duration), ≥, 0) ∈ Num_Con_Set(e1), (9.102)
ϕ2duration = (c, kduration, ξfl, kduration, c, true, D∅) ∈ F2, ξfl ∈ {1, . . . , ℓ2}, (9.103)
∀i∈{1, ..., p} .
((
pari ∈ΨK
)
=⇒ (∣∣κQ1(c, pari)∣∣ = 1 ∧ (9.104)
κQ1(c, pari) =
{
(c, pari , ξβi , bi, true, ri,Di)
} ⊆ B1)),
ξβi ∈ {1, . . . , ℓ1}, bi ∈ {1, . . . , n1}, ri ∈ I, Di ∈ D,
∀i∈{1, ..., p} .
((
pari ∈ΨK
)
=⇒ (∣∣κQ2(c, pari)∣∣ = 1 ∧ (9.105)
κQ2(c, pari) =
{
(c, pari , ξfli , pari , c, true,D∅)
}⊆ F2)),
ξfli ∈ {1, . . . , ℓ2}.
ZumNachschlagen der die Aktionsdauer resp. die numerischen Aktionsparameter modellierenden Kenn-
zahlen in einem gegebenen Bewertungsmodell Q werden, analog zu (9.100) und (9.104)–(9.105), nach-
folgend in Definition 9.37 die Hilfsabbildungen durationQ und Num_Param_SetQ eingeführt.
Gilt a ∈ACT, dann heißt die Aktion a gültig im Aktionspool (ACT, T1, T2) des Planungsmodells P,
genau dann, wenn sie innerhalb P gültig im KBM-Paar (T1, T2) ist und darüber hinaus ACT keine
weitere Aktion mit dem Kontext c oder der Signatur sig enthält, d.h., wenn gilt:
∀a′=(c′, sig′, e′1, e′2)∈ACT .
(
(c′ = c ∨ sig′ = sig) =⇒ (a′ = a)). (9.106)
Ist eine Planebene lv = (s1, s2, act, cpre) ∈ PLAN des Planungsmodells P gegeben und gilt a ∈ACT,
dann heißt die Aktion a aus dem Aktionspool (von P) nach lv anwendbar, genau dann, wenn a im
Aktionspool (ACT, T1, T2) gültig ist, zudem lv in P gültig gemäß Definition 9.14 ist und ein Konka-
tenationskontext cdest ∈ Available_ContextsP existiert, für welchen gemäß Definition 9.31 unter Setzen
von
M1 := durationT1(a) ∪Num_Param_SetT1(a),
das Startereignis e1 innerhalb P von (T1,M1) nach (s1, cdest) anwendbar ist, das durch without_numer-
ic(e1) gegebene Startereignis ohne numerische Vorbedingungen und Effekte von (T1,M1) nach (s2, cdest)
anwendbar ist, darüber hinaus unter Setzen von
M2 := durationT2(a) ∪Num_Param_SetT2(a),
s1 =
(
c1, LPOS1 , L
NEG
1 , Q
1) := apply_eventP(e1, T1, M1, s1, cdest),
ind := std_indQ1 ,
s2 := apply_eventP
(
without_numeric(e1), T1, ∅, s2, cdest
)
,
lv :=
(
s1, s2, (), cpre
)
,
PLAN :=
(
PLAN \ lv) ∪ {lv},
P :=
(
OBJ, FLU, ACT, T1, T2, PLAN, FRINGE, owa
)
(9.107)
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das Endereignis e2 innerhalb P von (T2,M2) nach (s2, cdest) anwendbar ist und die drei folgenden
Bedingungen erfüllt sind:
m ≥ 2 für indirections = (ind1, . . . , indm) := ind_prefixP
(
level_context(lv, 1)
)
, (9.108)
∀(c′, sig′, e′1, e′2)∈Level_Action_Set(lv) ∀i,j∈{1, 2} .
(
simple_event_mutex(ei, e′j) = false
)
, (9.109)
∀(c′, sig′, e′1, e′2)∈Level_Action_Set(lv) ∀(c′′, sig′′, e′′1 , e′′2 )∈Lookup_Action(sig′, ACT) .(
numeric_event_mutex
(
e1, T1, (indm−1) ; e′′1 , T1, (indm−1)
)
= false ∧
numeric_event_mutex
(
e2, T2, (ind) ; e′′2 , T2, (ind)
)
= false ∧
numeric_event_mutex
(
e1, T1, (indm−1) ; e′′2 , T2, (ind)
)
= false ∧
numeric_event_mutex
(
e2, T2, (ind) ; e′′1 , T1, (indm−1)
)
= false
)
.
(9.110)
Die zur Prüfung auf gegenseitigen Aktionsausschluss (Mutex) eingesetzten zwei Abbildungen simple_
event_mutex und numeric_event_mutex werden weiter unten in Definition 9.38 beschrieben; die Hilfsab-
bildung Lookup_Action wird in Definition 9.37 festgelegt.
Die Aktion a ∈ACT heißt aus dem Aktionspool (von P) potentiell in der Planebene lv ausführbar, genau
dann, wenn sie aus dem Aktionspool von P nach lv anwendbar ist und darüber hinaus gemäß Defini-
tion 9.31 ihr Startereignis e1 innerhalb P potentiell von (T1,M1) aus in (s1, cdest) ausführbar ist, ihr
Endereignis e2 innerhalb P potentiell von (T2,M2) aus in (s2, cdest) ausführbar ist und für(
lv, P
)
:= apply_actionP(a, lv)
gilt, dass lv gültig in P gemäß Definition 9.14 ist. Die Abbildung apply_actionP liefert das Ergebnis der
Anwendung der Aktion a in der Planebene lv und wird nachfolgend in Definition 9.39 festgelegt.
Gilt a∈ Level_Action_Set(lv) für eine gegebene Planebene lv=((c1,LPOS1 ,LNEG1 ,Q1), (c2,LPOS2 ,LNEG2 ,Q2),
act, cpre
)∈ PLAN des Planungsmodells P, dann heißt a (innerhalb P) gültig in lv, genau dann, wenn a
in
(
Q1, Q2
)
gültig ist und, analog zu (9.108)–(9.110), alle der folgenden Bedingungen erfüllt sind:
m ≥ 2 für indirections = (ind1, . . . , indm) := ind_prefixP
(
c1
)
, (9.111)
∀(c′, sig′, e′1, e′2)∈(Level_Action_Set(lv)\{a}) ∀i,j∈{1, 2} .
(
simple_event_mutex(ei, e′j) = false
)
, (9.112)
∀(c′, sig′, e′1, e′2)∈(Level_Action_Set(lv)\{a}) .(
numeric_event_mutex
(
e1, T1, (indm−1) ; e′1, T1, (indm−1)
)
= false ∧
numeric_event_mutex
(
e2, T2, (indm) ; e′2, T2, (indm)
)
= false ∧
numeric_event_mutex
(
e1, T1, (indm−1) ; e′2, T2, (indm)
)
= false ∧
numeric_event_mutex
(
e2, T2, (indm) ; e′1, T1, (indm−1)
)
= false
)
.
(9.113)
Die Aktion a ∈ Level_Action_Set(lv) heißt (innerhalb P) potentiell in der Planebene lv ausführbar, ge-
nau dann, wenn sie innerhalb P gültig in lv ist und gemäß Definition 9.31 ihr Startereignis e1 potentiell
in s1 ausführbar und ihr Endereignis e2 potentiell in s2 ausführbar ist.
Die MAS-weite Menge aller möglichen (nicht notwendigerweise in P gültigen) Planungsaktionen sei
bezeichnet als
A = ΨΘ ×Sig× Ev× Ev.
⋆ ⋆ ⋆
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c sig
Qi1 oder T1 Q
i
2 oder T2
LNEGi,1 L
NEG
i,2
ci2 ∈ ΨΘ
LPOSi,2
Qi2
ci1 ∈ ΨΘ
LPOSi,1
Qi1
ci−12 ∈ ΨΘ
LPOSi−1,2
Qi−12
LNEGi−1,2
Weltzustände:
cipre
Endereignis:
GPOS2
LPOS2
HPOS2
ConNUM2
GADD2
LADD2
HADD2
eff NUM2
GNEG2
LNEG2
GDEL2
LDEL2
HDEL2
HNEG2
Startereignis:
GPOS1
LPOS1
HPOS1
ConNUM1
GADD1
LADD1
HADD1
eff NUM1
GNEG1
LNEG1
GDEL1
LDEL1
HDEL1
HNEG1
Weltzustände:
si1 s
i
2
e2e1
si−12
Aktion a
Planebene lvi
von a in lvi
Anwendung
Planebene lvi−1
Vorbedingungen
von e1 in si−12
Test der L/H/G-
Vorbedingungen
Test der L/H/G-
von e2 in si1
der Effekte
Einfügen
von e1 in si1
der Effekte
Einfügen
von e2 in si2
Qi2 oder T2 mit
Vorbed. von e2 in
Repr. der num.
Indirektion nach
Qi1 bei Auswert.
von e1 in Qi1 oder T1
num. Vorbedingungen
Repräsentation der
mit Indirektion nach Qi−12
bei Auswertung
[. . .]






Abbildung 9.7: Anwendung einer Aktion in einer Planebene.
Die in der obigen Definition festgelegte Gültigkeitseigenschaft der Aktion a in einem Bewer-
tungsmodellpaar (Q1,Q2)wird diesem Kapitel für das Paar (Q1,Q2) := (T1, T2) der zwei Vorla-
genmodelle des Aktionspools und für das Paar (Q1,Q2) :=
(
level_kfam(lv, 1), level_kfam(lv, 2)
)
der Weltzustands-KBM einer bestimmten Planebene lv∈ PLAN des KPM, in welche die Akti-
on eingefügt wurde, benötigt. Die Bedingungen (9.100)–(9.105) legen diesbezüglich fest, wie
die numerische Dauer und die kontinuierlichen numerischen Parameter von a innerhalb Q1
und Q2 als Kennzahlen zu modellieren sind. Bedingung (9.100) fordert, dass in beiden KBM
jeweils eine Kennzahl mit dem in Definition 9.3 eingeführten Namen kduration und dem Kenn-
zahlenkontext c der Aktion vorhanden sein muss. Die eigentliche Berechnungsvorschrift der
Aktionsdauer wird dabei stets in Q1 modelliert. In Q2 hingegen muss es sich bei der Kennzahl
mit diesem Namen gemäß Bedingung (9.103) stets um eine Fluent-Referenz mit dem Indirek-
tionsmodus99 o′ = true auf die konkrete Berechnungsvorschrift in Q1 handeln. Ist letztgenann-
te eine Konstante, dann muss ihr konstanter Wert nach Bedingung (9.101) stets nicht-negativ
sein. Handelt es sich um eine Kennzahl eines anderen Typs, dann kann die Nichtnegativität
ihres Werts im Allgemeinen nicht bereits während des Grundierungsvorgangs sichergestellt
werden. Dementsprechend muss in diesem Fall laut Bedingung (9.102) das Startereignis der
Aktion eine Kennzahlenrestriktion besitzen, mit der diese Eigenschaft beim Test auf Ausführ-
barkeit der Aktion in einer konkreten Planebene und während der im nächsten Abschnitt spe-
zifizierten Aktionsparameteroptimierung garantiert wird. Bedingung (9.104) legt analog fest,
99Siehe Definition 8.31 zu den Fluent-Referenzen.
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dass für jeden kontinuierlichen numerischen Parameter von a eine Basiskennzahl in Q1 mit
dem Namen dieses Parameters, dem Optimierungsmodus100 o = true und dem Kennzahlen-
kontext der Aktion existiert, auf die gemäß Bedingung (9.105) von einer gleichnamigen Fluent-
Referenz mit dem Indirektionsmodus o′ = true aus dem Kennzahlenkontext der Aktion in Q2
verwiesen wird (wenn diese Fluent-Referenz unter einer geeigneten Indirektionsliste mit Q1
als letztem Element ausgewertet wird). Bedingung (9.106) fordert, dass sich nicht mehrere Pla-
nungsaktionen des Aktionspools den gleichen Kennzahlenkontext oder die gleiche Signatur
teilen.
Wie bei der formalen Festlegung der Planereignisse in Definition 9.31 wird in der Aktions-
definition zwischen der Anwendbarkeit und der potentiellen Ausführbarkeit einer Aktion in
einer Planebene unterschieden. Für eine gegebene Planebene lv ist die Anwendbarkeit der Ak-
tion a aus dem Aktionspool des KPM nach lv gegeben, wenn ihre zwei Ereignisse mit Hilfe
der in Abschnitt 9.9 eingeführten Abbildung apply_eventP auf die betreffenden Weltzustände
der Planebene anwendbar sind (jeweils unter Hinzunahme der Kennzahlen, welche im ge-
gebenen Vorlagenmodell T1 oder T2 die Aktionsdauer und die numerischen Parameter von a
repräsentieren), ohne dass dabei semantische Fehler – wie ungültigeWeltzustands-KBM – oder
Inkonsistenzen – wie gegenseitige Ausschlüsse (Mutexes) zu bereits in der Planebene vorhan-
denen Aktionen – auftreten. Diesbezüglich ist die folgende, in Gleichung (9.107) umgesetzte,
Anwendungsreihenfolge der Ereignisse e1 und e2 notwendig: Zuerst ist das Startereignis der
Aktion mit apply_eventP vollständig auf den ersten Weltzustand der Planebene anzuwenden.
Der daraus resultierende Weltzustand wird in (9.107) als s1 bezeichnet. Anschließend sind die
logischen und organisatorischen Effekte des Startereignisses (unter Verwendung der Hilfsab-
bildung without_numeric aus Definition 9.32) ebenfalls auf den zweiten Weltzustand der Plan-
ebene anzuwenden, da sie in diesem bis dahin noch nicht wirksam sind. Auf das, in (9.107) als
s2 bezeichnete, Resultat davon muss schließlich das Endereignis der Aktion anwendbar sein.
Logische und organisatorische Mutexes zwischen der auf Anwendbarkeit in der Planebene lv
zu testenden Aktion a und den dort bereits vorhandenen Aktionen werden von Bedingung
(9.109) mittels der nachfolgend in Definition 9.38 spezifizierten Abbildung simple_event_mutex
über einfachenMengenschnitt ausgeschlossen – ähnlich, wie es in den Gültigkeitsbedingungen
(9.72), (9.74), (9.78) und (9.79) der Ereignisse in Definition 9.31 erfolgt. Im vereinfachten Ne-
benläufigkeitsmodell101 des KPM werden die Ereignisse der dabei betrachteten Aktionspaare
insbesondere auch über Kreuz auf gegenseitigen Ausschluss geprüft, d.h., es wird nicht nur
Startereignis gegen Startereignis und Endereignis gegen Endereignis geprüft, sondern eben-
so das Startereignis der einen Aktion gegen das Endereignis der anderen. Nach dem gleichen
Prinzip erfolgt in Bedingung (9.110) der Test auf gegenseitigen Ausschluss hinsichtlich der Be-
rechnungsvorschriften der numerischen Vorbedingungen und Effekte der zu betrachtenden
Aktionspaare unter Einsatz der ebenfalls unten in Definition 9.38 festgelegten Hilfsabbildung
numeric_event_mutex. Aufgrund der einfacheren Handhabbarkeit wird zu diesem Zweck zu
jeder in lv vorhandenen Aktion das jeweilige Original im Aktionspool des KPM nachgeschla-
gen und für den Vergleich mit den zwei Ereignissen von a herangezogen. Dies ermöglicht die
isolierte Betrachtung der Vorbedingungen und Effekte der betreffenden Aktion ohne den Ein-
fluss102 etwaiger in lv nebenläufig wirksam gewordener Effekte dritter Aktionen. Analog zu
den in Definition 9.31 formulierten Bedingungen (9.89), (9.92) und (9.94) zur Anwendbarkeit
eines Planereignisses in einem gegebenen Weltzustand, sind bei der Mutexprüfung alle Kenn-
zahleneinflüsse der numerischen Vorbedingungen und Effekte des betreffenden Start- oder
Endereignisses im unmittelbaren Vorzustand jenes Weltzustands, in dem die Effekte des Er-
100Siehe Definition 8.19 zu den Basiskennzahlen.
101Siehe Abschnitt 9.1.1.
102Beispielsweise über die Fluent-Tabellen der dortigen Weltzustands-KBM.
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eignisses im Plan wirksam werden, zu berücksichtigen. Dementsprechend ist ein Startereignis
stets unter der Indirektionsliste zu prüfen, die nur aus der in Bedingung (9.108) gesetzten Stan-
dardindirektion indm−1 des Vorzustands-KBM der Planebene besteht, und ein Endereignis stets
unter der Indirektionsliste, die nur aus der in (9.107) konstruierten Standardindirektion ind des
KBM von s1 besteht, d.h. jenes Weltzustands, der aus der Anwendung des Startereignisses von
a auf den ersten Weltzustand von lv resultiert.
Die bereits in Abschnitt 9.9 besprochenen Auswertungs- und Einfügepositionen der Vorbedin-
gungen und Effekte von Ereignissen in einem Plan werden noch einmal in Abbildung 9.7 für
die Anwendung einer Aktion a auf eine Planebene lv := lvi mit der Vorgängerebene lvi−1 zu-
sammengefasst. Die potentielle Ausführbarkeit von a aus dem Aktionspool von P nach lv setzt
neben der Anwendbarkeit von a aus dem Aktionspool nach lv voraus, dass alle logischen und
organisatorischen Vorbedingungen der Aktion in den entsprechenden Weltzuständen erfüllt
sind, die dortige Erfüllbarkeit ihrer numerischen Vorbedingungen nicht ad hoc widerlegt wer-
den kann und dass das von der unten in Definition 9.39 spezifizierten Abbildung apply_actionP
vorgenommene Einfügen der Aktion in der Planebene lv in einer gültigen Ergebnisplanebene
resultiert. Die Gültigkeitsbedingungen (9.111)–(9.113) für eine bereits in eine Planebene einge-
fügte Aktion sind analog zu den oben besprochenen Bedingungen (9.108)–(9.110) formuliert.
Um die numerischen Aktionsbestandteile leicht in einem gegebenen KBM nachschlagen zu
können, seien die folgenden Abbildungen für das in Kapitel 8 beschriebene Bewertungsmodell
eingeführt:
Definition 9.37 Für das Kennzahlenbewertungsmodell Q aus Definition 8.1 seien die Hilfsabbildun-
gen durationQ und Num_Param_SetQ definiert als
durationQ : A→ P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
durationQ(c, sig, e1, e2) =
{
κQ(c, kduration) falls c ∈ Θ
∅ sonst,
Num_Param_SetQ : A→ P(A ∪ B ∪ Γ ∪ ∆ ∪ F)
Num_Param_SetQ
(
c,
(
ψ, (par1 , . . . , parp), idx
)
, e1, e2
)
=
p⋃
i=1
{
κQ(c, pari) falls pari ∈ ΨK ∧ c ∈ Θ ∧ |κQ(c, pari)| = 1
∅ sonst.
Darüber hinaus sei die Hilfsabbildung Lookup_Action wie folgt festgelegt:
Lookup_Action : Sig×P(A) → P(A)
Lookup_Action(sig′, M) =
{
(c, sig, e1, e2)
∣∣ (c, sig, e1, e2) ∈ M ∧ sig′ = sig }.
⋆ ⋆ ⋆
Es liefert durationQ die Kennzahl, welche die Dauer der gegebenen Aktion im Bewertungsmo-
dell Q repräsentiert, undNum_Param_SetQ die Menge aller Kennzahlen, welche die kontinuier-
lichen numerischen Parameter der Aktion in Qmodellieren. Gemäß den Bedingungen (9.104)–
(9.105) handelt es sich in einem gültigen Planungsmodell bei diesen stets um Basiskennzah-
len (resp. Fluent-Referenzen), wenn Q das erste (resp. zweite) Vorlagenmodell oder das KBM
des ersten (resp. zweiten) Weltzustands einer Planebene von P ist. Mit der oben in Bedin-
gung (9.110) verwendeten Abbildung Lookup_Action kann eine Planungsaktion anhand ihrer
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Signatur in der gegebenenMenge M nachgeschlagen werden. Bei M handelt es sich dabei übli-
cherweise entweder um die Aktionsmenge ACT des Aktionspools oder um die Aktionsmenge
Level_Action_Set(lv) einer bestimmten Planebene des KPM.
Zur Prüfung, ob zwei Quadrupel (MPOSi ,M
NEG
i ,M
ADD
i ,M
DEL
i ) mit i ∈ {1, 2} aus endlichen posi-
tiven und negativen Vorbedingungs- und Effektmengen einer gegebenen diskreten Grund-
menge M in gegenseitigem Ausschluss zueinander stehen, wird in der nächsten Definition die
Hilfsabbildung set_mutexM eingeführt. Analog zu der in Definition 9.31 verwendeten Notation
bezeichnet dabei MPOSi ⊆M die Menge der positiven Vorbedingungen, MNEGi ⊆M die Men-
ge der negativen Vorbedingungen, MADDi ⊆M die Menge der positiven Effekte und MDELi ⊆M
die Menge der negativen Effekte. Auf der Basis von set_mutexM wird im Anschluss die Abbil-
dung simple_event_mutex definiert, mit der entschieden werden kann, ob zwei gegebene Plan-
ereignisse e1 und e2 bezüglich ihrer logischen oder organisatorischen Vorbedingungen oder
Effekte in gegenseitigem Ausschluss zueinander stehen. Dies ist genau dann der Fall, wenn
simple_event_mutex(e1, e2) den Wahrheitswert true als Ergebnis hat. Die Prüfung, ob hinsicht-
lich der numerischen Vorbedingungen oder Effekte ein Mutex zwischen e1 und e2 vorliegt,
wird durch die Abbildung numeric_event_mutex realisiert. Wie simple_event_mutex liefert sie das
Ergebnis true, wenn dies der Fall ist. Für jedes Ereignis ei wird ihr ein Bewertungsmodell Qi
und eine Indirektionsliste indirectionsi übergeben, in denen die Kennzahlenabhängigkeiten der
numerischen Ausdrücke von ei zu sammeln und miteinander zu vergleichen sind. Ein gegen-
seitiger Ausschluss liegt dabei insbesondere auch dann vor, wenn ein organisatorischer Effekt
des einen Ereignisses einen in eine numerische Berechnungsvorschrift des anderen Ereignisses
einfließenden Kennzahlenwert beeinflusst. Dies wird analog zu Bedingung (9.94) in Definiti-
on 9.31 mit Hilfe der in Definition 9.32 spezifizierten Abbildungen Num_Acc und Org_Mod
getestet.
Ein Beispiel für einen solchen Fall illustriert Abbildung 9.8. Gegeben ist ein Ereignis e1 mit den
hierarchischen Effekten HDEL = {(θ2, θ4)} und HADD = {(θ3, θ5)}, welche bei ihrer Anwendung
auf einen Weltzustand s – durch Löschen einer Kante aus der Kontexthierarchie des KBM von
s und Einfügen einer anderen – die Kennzahlenreferenz δ1 mit dem bisherigen Referenzziel β1
auf das neue Referenzziel α1 umleiten. Dies verändert im Allgemeinen den Kennzahlenwert
θ2
θ3 θ4
5
θ5
θ6
θ3 θ4
5
θ5
HDEL = {(θ2, θ4)}
HADD= {(θ3, θ5)}
θ2
θ6
θi
θj
In AccQ
(
δ1, ()
)
Nicht in AccQ
(
δ1, ()
)
θ1 θ1
x1
θ4: Auftrag
θ7: Auftrag
θ7
α1: K
Kennzahlen-
einfluss
β1: K x1
θ4: Auftrag
θ7: Auftrag
θ7
α1: K
Kennzahlen-
einfluss
β1: K
δ1: ǫ
θ1: Maschine
Auftrag, K
δ1: ǫ
θ1: Maschine
Auftrag, K
Kante löschen
Kante einfügen
(θ2, θ3)
(θ5, θ6)
(θ1, θ2)
(θ5, θ7)
(θ3, θ5)
(θ2, θ3)
(θ5, θ6)
(θ2, θ4)
(θ5, θ7)
(θ1, θ2)
Abbildung 9.8: Bei der Kennzahlenauswertung traversierte Kontexte vor und nach Wirksam-
werden hierarchischer Aktionseffekte.
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von δ1. Es sei angenommen, dass die im Bewertungsmodell Q2 vorliegenden Berechnungs-
vorschriften der numerischen Vorbedingungen und Effekte eines zweiten Ereignisses e2 auf
diese Kennzahlenreferenz verweisen, d.h. von δ1 abhängig sind. Vor der Anwendung von e1
gilt somit {θ2, θ3} ⊆Org_Mod
(
e1
)
und {θ1, θ2, θ4} ⊆Num_Acc
(
e2,Q2, (Q)
)
, wobei Q das auf der
linken Seite von Abbildung 9.8 gezeigte KBM des unmittelbaren Vorzustands sei. Die Tatsache,
dass in diesem Fall die von Org_Mod
(
e1
)
und Num_Acc
(
e2,Q2, (Q)
)
gelieferten Mengen nicht
disjunkt sind, zeigt das Vorliegen eines numerischen Mutexes zwischen e1 und e2 an.
Definition 9.38 Für eine beliebige (nicht notwendigerweise endliche) Grundmenge M sei die Hilfsab-
bildung set_mutexM festgelegt als
set_mutexM :
(P(M))4 × (P(M))4 → B
set_mutexM
((
MPOS1 , M
NEG
1 , M
ADD
1 , M
DEL
1
)
,
(
MPOS2 , M
NEG
2 , M
ADD
2 , M
DEL
2
))
=
true falls ∃i,j∈{1, 2}, i 6=j .
((
MPOSi ∩MNEGj 6= ∅
) ∨ (MADDi ∩MDELj 6= ∅) ∨(
MPOSi ∩MDELj 6= ∅
) ∨ (MNEGi ∩MADDj 6= ∅))
false sonst.
Unter Verwendung von Pr, Ed und ΨΘ als Grundmenge sei mit ihr die Abbildung simple_event_mutex
definiert:
simple_event_mutex : Ev× Ev → B
simple_event_mutex(e1, e2) =
set_mutexPr
((
LPOS1 ,L
NEG
1 ,L
ADD
1 ,L
DEL
1
)
,
(
LPOS2 ,L
NEG
2 ,L
ADD
2 ,L
DEL
2
)) ∨
set_mutexEd
((
HPOS1 ,H
NEG
1 ,H
ADD
1 ,H
DEL
1
)
,
(
HPOS2 ,H
NEG
2 ,H
ADD
2 ,H
DEL
2
)) ∨
∃(c,ψ,Memb)∈(GPOS1 ∪GNEG1 ∪GADD1 ∪GDEL1 ∪GPOS2 ∪GNEG2 ∪GADD2 ∪GDEL2 ) .[
set_mutexΨΘ
((
Grp_Pos(e1, c,ψ), Grp_Neg(e1, c,ψ), Grp_Add(e1, c,ψ),
Grp_Del(e1, c,ψ)
)
,(
Grp_Pos(e2, c,ψ), Grp_Neg(e2, c,ψ), Grp_Add(e2, c,ψ),
Grp_Del(e2, c,ψ)
))]
mit e1 =
(
LPOS1 ,L
NEG
1 ,H
POS
1 ,H
NEG
1 ,G
POS
1 ,G
NEG
1 ,Con
NUM
1 ; L
ADD
1 ,L
DEL
1 ,H
ADD
1 ,H
DEL
1 ,G
ADD
1 ,G
DEL
1 , eff
NUM
1
)
,
e2 =
(
LPOS2 ,L
NEG
2 ,H
POS
2 ,H
NEG
2 ,G
POS
2 ,G
NEG
2 ,Con
NUM
2 ; L
ADD
2 ,L
DEL
2 ,H
ADD
2 ,H
DEL
2 ,G
ADD
2 ,G
DEL
2 , eff
NUM
2
)
.
Darüber hinaus sei die Abbildung numeric_event_mutex wie folgt festgelegt:
numeric_event_mutex : Ev×Q× Ind⋆ × Ev×Q× Ind⋆ → B
numeric_event_mutex
(
e1, Q1, indirections
1; e2, Q2, indirections2
)
=[
∃fb∈Num_Eff_Set(e1), fb′∈Num_Eff_Set(e2) .
((
fb, Q1, indirections1
)
und
(
fb′, Q2, indirections2
)
sind nicht kompatibel miteinander gemäß Definition 9.26
)]
∨[
∃i,j∈{1, 2}, i 6=j ∃(ξ, cmp, v)∈Num_Con_Set(ei) ∃ϕ∈ιQi (ξ) ∃(k, par, ξfb,upd)∈Num_Eff_Set(ej) .(
depends_on_fluentQi
(
ϕ, k, par, indirectionsi, ∅
)
= true
)]
∨[
∃i,j∈{1, 2}, i 6=j .
(
Num_Acc
(
ei, Qi, indirections
i) ∩Org_Mod(ej) 6= ∅)].
⋆ ⋆ ⋆
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Zu den numerischen Ausdrücken einer Aktion, deren Werte nicht nebenläufig von den Effek-
ten einer anderen Aktion beeinflusst werden dürfen, gehört auch die Berechnungsvorschrift
der Aktionsdauer. Weil die Gültigkeitsbedingung (9.102) erfordert, dass das Startereignis einer
Aktion, deren Dauer keine numerische Konstante nach Definition 8.17 ist, stets eine Kennzah-
lenrestriktion bezüglich der Aktionsdauer aufweisen muss, wird dieser Fall von den letzten
drei Zeilen der obigen Definition der Abbildung numeric_event_mutexmit abgedeckt. Dort wird
geprüft, ob durch die Effekte des einen Planereignisses Read-and-Write-Fluents oder organisa-
torische Sachverhalte modifiziert werden, von denen die Kennzahlenrestriktionen des jeweils
anderen Ereignisses unter der betreffenden Indirektionsliste abhängig sind.
Das Einfügen einer Aktion in eine Planebene des KPMwird durch die Abbildung apply_actionP
vorgenommen. Sie ist wie folgt spezifiziert:
Definition 9.39 Für das Planungsmodell P aus Definition 9.1 sei die Abbildung apply_actionP festge-
legt als
apply_actionP : A× L→ L×P
apply_actionP(a, lv) =

(
lv, P
)
falls a ∈ACT ∧ lv ∈ PLAN und a gemäß Definition 9.36
innerhalb P von (ACT, T1, T2) nach lv anwendbar ist(
lv, P
)
sonst
mit a =
(
c, sig, e1, e2
)
,
lv =
(
s1, s2, act, cpre
)
,
act =
((
c1, sig1, e11 , e
2
1
)
, . . . ,
(
cq, sigq, e1q , e
2
q
))
und P :=
(
OBJ, FLU, ACT, T1, T2, PLAN, FRINGE, owa
)
,
PLAN :=
(
PLAN \ lv) ∪ {lv},
lv :=
(
add_action_context
(
s1, cdest
)
, add_action_context
(
s2, cdest
)
, act, cpre
)
,
act :=
((
c1, sig1, e11 , e
2
1
)
, . . . ,
(
cq, sigq, e1q , e
2
q
)
,
(
cdest, sig, e′1, e
′
2
))
,(
s2, e′2, el
2) := execute_eventP(e2, T2, M2, s2, cdest, el2)
mit el2 =
(
e21 , . . . , e
2
q
)
,
sowie P :=
(
OBJ, FLU, ACT, T1, T2, PLAN, FRINGE, owa
)
,
PLAN :=
(
PLAN \ lv) ∪ {lv},
lv :=
(
s1, s2, act, cpre
)
,
act :=
((
c1, sig1, e11 , e
2
1
)
, . . . ,
(
cq, sigq, e1q , e
2
q
))
,(
s1, e′1, el
1) := execute_eventP(e1, T1, M1, s1, cdest, el1)
mit el1 =
(
e11 , . . . , e
1
q
)
,
s2 := apply_eventP
(
without_numeric(e1), T1, ∅, s2, cdest
)
,
el1 :=
(
e11 , . . . , e
1
q
)
,
el2 :=
(
e21 , . . . , e
2
q
)
,
M1 := durationT1(a) ∪Num_Param_SetT1(a),
M2 := durationT2(a) ∪Num_Param_SetT2(a),
cdest ∈ Available_ContextsP beliebig gewählt
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unter Nutzung der Hilfsabbildung add_action_context mit
add_action_context : S×ΨΘ → S
add_action_context
(
(cs, LPOS, LNEG, Q), cdest
)
=
(
cs, LPOS, LNEG, Q′
)
mit Q = (Θ,H,N, funcR, funcI, A, B, Γ,∆, F,Z,G,Fluents, scalR, scalI, n)
und Q′ := (Θ′,H′,N′, funcR, funcI, A, B, Γ,∆, F,Z,G
′,Fluents, scalR, scalI, n),
Θ′ := Θ ∪ {cdest},
H′ := H ∪ {(cs, cdest)},
N′ := N ∪ {(ψactioncontext, cdest, {kduration})},
G′ :=
(
G \ { (c, ψ, Memb) ∣∣ (c, ψ, Memb) ∈ G ∧ c = cs ∧ ψ = ψactions })
∪ { (c, ψ, Memb∪ {cdest}) ∣∣ (c, ψ, Memb) ∈ G ∧ c = cs ∧ ψ = ψactions }.
⋆ ⋆ ⋆
Die Abbildung apply_actionP wendet die Effekte des Startereignisses e1 der gegebenen Aktion
a auf die zwei Weltzustände s1 und s2 der gegebenen Planebene lv nach dem gleichen Prin-
zip an, wie es von Gleichung (9.107) in Definition 9.36 beschrieben wird. Anstelle der dort
eingesetzten Hilfsabbildung apply_eventP verwendet sie für die Anwendung der numerischen
Effekte von e1 in s1 allerdings die zweite in Definition 9.34 festgelegte Abbildung execute_eventP,
um in den Kennzahlenfunktionsindizes angepasste Kopien e11 , . . . , e
1
q der in lv bereits existie-
renden Startereignisse e11 , . . . , e
1
q zu erhalten und darüber hinaus alle numerischen Ausdrücke
des Startereignisses e1 in das dortige KBM zu kopieren.103 Auf diese Weise wird in der obi-
gen Definition die Planebene lv des Planungsmodells P als Zwischenergebnis konstruiert. Im
zweiten Weltzustand s2 von lvwird dann mit execute_eventP das Endereignis e2 der Aktion aus-
geführt. Auf diese Weise erhält man angepasste Versionen e21 , . . . , e
2
q der in lv vorhandenen
Endereignisse e21 , . . . , e
2
q und einen neuen zweiten Weltzustand s2 für die Planebene. Mit den
aktualisierten Start- und Endereignissen wird eine angepasste Aktionsliste act erzeugt, an die
zudem eine ebenfalls geeignet angepasste Kopie a′ = (cdest, sig, e′1, e
′
2) der Aktion a angehängt
wird. Unter Verwendung der Hilfsabbildung add_action_context wird schließlich in den KBM
der beiden neuen Weltzustände s1 und s2 für den Kennzahlenkontext cdest von a′ eine Kontext-
deklaration erstellt, dieser Kontext cdest als Mitglied der im jeweiligen Weltzustandskontext cs
definierten Kontextgruppe mit dem Namen ψactions eingetragen und darüber hinaus in der
Kontexthierarchie als direkter Unterkontext von cs eingefügt. Dies sorgt dafür, dass die Dau-
er der in den Plan eingefügten Aktion a′ mittels automatischer Kennzahlenaggregation in die
von Gleichung (9.25) spezifizierte Berechnung des numerischen Zeitpunkts des zweiten Welt-
zustands der resultierenden Planebene lv des Ergebnis-KPM P einfließt.
Weil beim Einfügen der Aktion a in die Planebene lv durch die Aktion apply_actionP lediglich lv
modifiziert (durch lv ersetzt) wird und alle anderen Planebenen des KPM unverändert bleiben,
müssen nach diesem Vorgang üblicherweise alle in der Menge Successor_LevelsP
(
lv
)
enthalte-
nen direkten Nachfolgerebenen von lv, deren direkte Nachfolgerebenen usw. (sofern vorhan-
den) mit Hilfe der Abbildungen create_successor_levelP und apply_actionP neu erzeugt werden.
Es ist dabei zu berücksichtigen, dass nach dem Einfügen von a – bedingt durch die wirksam ge-
wordenen Effekte dieser Aktion – möglicherweise nicht mehr alle in diesen Nachfolgerebenen
enthaltenen Aktionen dort anwendbar bzw. potentiell ausführbar sind.
103Vergleiche die Besprechung der Abbildung execute_eventP in Abschnitt 9.9. Die Eigenschaft der Anwendbarkeit der
Aktion a aus dem Aktionspool nach lv setzt u.a. die Gültigkeit aller Start- und Endereignisse der in lv vorhande-
nen Aktionen im KBM des ersten resp. zweiten Weltzustands der Planebene voraus; vgl. Bedingung (9.22) und
Definition 9.36.
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9.11 Pläne
In den vorausgegangenen Abschnitten wurde vollständig beschrieben, wie einzelne Weltzu-
stände, Planebenen und Aktionen innerhalb des Kennzahlenplanungsmodells repräsentiert,
Aktionen in Planebenen eingefügt und alternative Planfortsetzungen durch das Anordnen von
Planebenen zu einem Baum dargestellt werden. Nachfolgend werden konkrete Eigenschaften
von Plänen, d.h. von im Wurzelknoten des Planebenenbaums beginnenden Pfaden, näher be-
trachtet. Zunächst wird in Unterabschnitt 9.11.1 spezifiziert, wie die initiale Planebene anhand
der textuellen PDDL-Beschreibung vor Beginn der eigentlichen, kombinatorischen Lösungs-
suche zu konfigurieren ist. Im Anschluss wird das Konzept des Grob- und Feinplans sowie der
Intervall-Planqualität formal eingeführt und die Eigenschaft der potentiellen und tatsächlichen
Ausführbarkeit von Grobplänen definiert. Dann wird in Unterabschnitt 9.11.3 beschrieben, wie
die im :goal-Block der PDDL-Problembeschreibung angegebenen primären Planungsziele in
Gestalt von Zielaktionen im Aktionspool des KPM modelliert werden. Danach erfolgt die for-
male Festlegung der als Planfront bezeichneten Menge FRINGE des KPM-Oktupels aus Defini-
tion 9.1. Abschließend werden die potentiellen und tatsächlichen Lösungen des Planungspro-
blems definiert und das auf diesen beiden Konzepten basierende Grundprinzip des in der ex-
perimentellen Evaluation in Kapitel 11 eingesetzten Satisficing-Planungsansatzes104 unter Ver-
wendung eines sog. Optimierungshorizonts besprochen.
9.11.1 Konfiguration der initialen Planebene
Um beschreiben zu können, wie die in Definition 9.15 eingeführte initiale Planebene initP an-
hand der in PDDL vorliegenden Domänen- und Problembeschreibung einzurichten ist, sei
zunächst ihre Struktur konkretisiert. Weil die in Abschnitt 9.10 spezifizierte Gültigkeit und
Ausführbarkeit einer Aktion in einer Planebene stets eine direkte Vorgängerebene im Plan-
ebenenbaum zur Auswertung der Vorbedingungs- und Effektformeln und Untersuchung der
Mutexfreiheit erfordert, aber initP keine solche besitzt, kann eine gültige initiale Planebene kei-
ne Aktionen enthalten.
Definition 9.40 Ist die Menge PLAN des Planungsmodells P gültig gemäß Definition 9.15, dann ist
die ebenda festgelegte initiale Planebene
initP = (spreinit, sinit, actinit, ǫ) ∈ PLAN
stets eindeutig bestimmt. In diesem Fall wird
sinit =
(
cinit,LPOSinit ,L
NEG
init ,Q
init) ∈ S
als Initialzustand (Initial State) und
spreinit =
(
cpreinit,LPOSpreinit ,L
NEG
preinit,Q
preinit) ∈ S
als Vorinitialzustand (Pre-Initial State) des Planungsmodells P bezeichnet. Es heißt initP gültige initiale
Planebene (von P), genau dann, wenn es sich bei ihr um eine gültige Planebene gemäß Definition 9.14
handelt und damit insbesondere actinit = () gilt.
⋆ ⋆ ⋆
104Siehe Simon (1959) zum Begriff des Satisficing.
309
Da in den PDDL-Formeln der Aktionseffekte keine neuen Planungsobjekte oder Kontextgrup-
pen instanziiert werden können, steht bereits vor der Grundierung und Normalisierung des
Planungsproblems fest, welche Kennzahlenkontexte und Kontextgruppen in den organisatori-
schen Vorbedingungen und Effekten der Aktionen vorkommen dürfen. Dies sind genau jene,
die im vollständig eingerichteten Initialzustand des Planungsmodells existieren. Dementspre-
chend sind die in den Gültigkeitsbedingungen von Definition 9.31 verwendeten Abbildungen
Initial_ContextsP und Initial_GroupsP abhängig vom Initialzustand sinit festgelegt:
Definition 9.41 Ist die Menge PLAN des Planungsmodells P gültig gemäß Definition 9.15, dann sind
die aus der initialen Planebene hergeleiteten Mengen Initial_ContextsP und Initial_GroupsP gegeben als
Initial_ContextsP = Θinit \ {cinit}, Initial_ContextsP ⊂ ΨΘ
Initial_GroupsP =
{
(c,ψ)
∣∣ (c,ψ,Memb) ∈ Ginit ∧ c 6= cinit }, Initial_GroupsP ⊂ ΨΘ ×ΨG
wobei Qinit =
(
Θinit, . . . , Ginit, Fluentsinit, scal
init
R , scal
init
I , ninit
)
das Kennzahlenbewertungsmodell des
Initialzustands sinit aus Definition 9.40 bezeichnet.
⋆ ⋆ ⋆
Das Setzen der im :init-Block der PDDL-Problembeschreibung angegebenen Sachverhalte er-
folgt durch Anwendung eines speziellen, als Initialereignis bezeichneten, Planereignisses auf
den zweiten Weltzustand sinit der initialen Planebene. Alle numerischen Effektformeln dieses
Initialereignisses werden dabei im zweiten Vorlagenmodell T2 des Aktionspools repräsentiert.
Definition 9.42 Ein Initialereignis (Initial Event) des Planungsmodells P aus Definition 9.1 ist ein
universales Planereignis
ie ∈ Ev
ie =
(
∅, ∅, ∅, ∅, ∅, ∅, ∅; LADD, LDEL, HADD, HDEL, GADD, GDEL, eff NUM
)
.
Das Initialereignis ie heißt gültig (in P), genau dann, wenn es über die Eigenschaft der Universali-
tät hinaus gemäß Definition 9.31 innerhalb P gültig in T2 ist und zudem cie aus Definition 9.10 der
Ereigniskontext von ie in T2 ist.
⋆ ⋆ ⋆
Wie das Kennzahlenplanungsmodell einschließlich seiner initialen Planebene anhand des ge-
gebenen PDDL-Codes einzurichten ist, spezifiziert die nächste Definition:
Definition 9.43 Die Weltzustände spreinit und sinit der initialen Planebene sind bei der Erzeugung des
Planungsmodells P, noch vor dessen Konfiguration durch das Einlesen einer in PDDL vorliegenden
Problembeschreibung durch den planenden Agenten, gemäß einer der folgenden beiden Optionen einzu-
richten:
• Die Mengen LPOSpreinit und L
POS
init sowie, sofern mit owa = true eine Open World Assumption für die
logischen Literale in den Weltzuständen gilt, die Mengen LNEGpreinit und L
NEG
init sind gemäß dem ak-
tuellen Informationsstand des planenden Agenten über seinen eigenen Zustand und den seiner
Umgebung mit domänenabhängigen Prädikatgrundinstanzen zu füllen. Die Kennzahlenbewer-
tungsmodelle Qpreinit und Qinit sind zunächst auf das aktuelle Bewertungsmodell Q aus Kapitel 8
zu setzen, welches der Agent aktuell zur Betriebsdatenerfassung und Generierung von Kenn-
zahlensollwerten verwendet. Für jeden Kennzahlenkontext c ∈ Θ dieses KBM ist in die Menge
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OBJ des Planungsmodells eine geeignete domänenspezifische Objektdeklaration einzufügen. An-
schließend sind im Bewertungsmodell Qpreinit alle Basiskennzahlen β = (cβ, kβ, ξβ, bβ, oβ, rβ,Dβ)
zu entfernen und durch jeweils eine Konstante αβ := (cβ, kβ, ξβ, vβ, Dβ) zu ersetzen, wobei vβ
auf den jeweils aktuellen vom Agenten erhobenen reellen Kennzahlenwert von β zu setzen ist.
Im Bewertungsmodell Qinit sind alle Basiskennzahlen β = (cβ, kβ, ξβ, bβ, oβ, rβ,Dβ) durch je-
weils eine Fluent-Referenz flβ :=
(
cβ, kβ, ξβ, kβ, (lookup_objectP(cβ)), false,Dβ
)
, unter geeigne-
ter Anpassung der Elemente der beiden Kennzahlenfunktionslisten des KBM, zu ersetzen. Dem-
entsprechend ist die Anzahl der Eingabewerte von Qpreinit und Qinit auf n := 0 zu ändern und in
Qinit für jede durch eine Fluent-Referenz ersetzte Basiskennzahl β eine weitere Fluent-Referenz
fl′β :=
(
cβ, kβ, ξfb, kβ, (cβ), true,Dβ
)
sowie eine zugehörige Fluent-Belegung fb :=
(
kβ, (lookup_
objectP(cβ)), ξfb, none
)
, unter geeigneter Wahl von ξfb und Ergänzung der Kennzahlenfunkti-
onslisten, in die Fluent-Tabelle von Qinit einzufügen. Darüber hinaus ist für jede auf diese Weise
in Qinit ersetzte Basiskennzahl β ein Element
(
kβ, (lookup_objectP(cβ))
)
in die Menge FLU des
Planungsmodells einzufügen. Schließlich sind die Bewertungsmodelle Qpreinit und Qinit um alle
von den Definitionen 9.12 und 9.14 für die Gültigkeit von initP geforderten Kennzahlen, Kenn-
zahlenkontexte und Kontextgruppen zu ergänzen.
• Alternativ ist zunächst LPOSpreinit = L
POS
init = L
NEG
preinit = L
NEG
init = ∅ zu setzen und es sind Q
preinit und
Qinit auf geeignete Weise so zu wählen, dass sie bis auf die von den Definitionen 9.12 und 9.14
für die Gültigkeit von initP geforderten Kennzahlen, Kennzahlenkontexte und Kontextgruppen
keine weiteren Entitäten enthalten. In diesem Fall erfolgt die Konfiguration des Initialzustands
sinit sowie der Mengen OBJ und FLU des Planungsmodells ausschließlich über das anschließende
Einlesen der in PDDL vorliegenden Domänen- und Problembeschreibung.
Als nächstes sind die PDDL-Domänen- und Problembeschreibung einzulesen und zu verarbeiten. Da-
bei sind für alle dort definierten Planungsobjekte geeignete Objektdeklarationen in die Menge OBJ und
dazu passende, geeignet konfigurierte,105 Kennzahlensammlungen in die zwei Bewertungsmodelle der
initialen Planebene einzufügen. Danach sind alle Fluents und Aktionen der PDDL-Beschreibung nach
dem von Koehler und Hoffmann (2000, 1999) vorgestellten Verfahren in allen Objektparametern zu
grundieren und normalisieren. Die durch das Kennzahlenframework unterstützten numerischen Akti-
onsparameter sind bei diesem Vorgang in ihrer Variablenform, wie in Abschnitt 9.10 beschrieben als
Basiskennzahlen modelliert, beizubehalten. Die auf diese Weise erzeugten Aktionsinstanzen sind in den
Aktionspool (ACT, T1, T2) des KPM einzufügen und alle dabei generierten grundierten Fluent-Aus-
drücke in die Menge FLU. Aus dem :init-Block der PDDL-Problembeschreibung ist ein gültiges Ini-
tialereignis gemäß Definition 9.42 zu erzeugen und unter Verwendung der Abbildung apply_eventP im
Initialzustand des Planungsmodells anzuwenden. Der :goal-Block der Problembeschreibung ist in dis-
junktive Normalform zu überführen, und für jede Konjunktion der letztgenannten ist eine in P gültige
Zielaktion gemäß Definition 9.49 unten in den Aktionspool einzufügen. Schließlich ist die in Definiti-
on 9.21 verwendete Abbildung create_optional_time_metricP gemäß der im :metric-Block der Problem-
beschreibung angegebenen numerischen Planmetrik geeignet zu setzten, sofern diese von der Plandauer
(Makespan) abhängt.
⋆ ⋆ ⋆
105Das heißt: Einschließlich aller Kennzahlen, Kennzahlenziele, Kontextgruppen und Kontextdeklarationen; vgl. Defi-
nition 8.42 zu den Kennzahlensammlungen. Basiskennzahlen müssen dabei stets, wie oben im ersten Punkt der De-
finition 9.43 für Qpreinit und Qinit beschrieben, durch jeweils eine numerische Konstante resp. einen passenden Satz
von Fluent-Belegungen und Fluent-Referenzen ersetzt werden, damit ihre aktuellenWerte von den numerischen Ef-
fekten der Planungsaktionen modifiziert werden können. In Kapitel 10 wird eine syntaktische PDDL-Erweiterung
besprochen, welche über das vom Kennzahlenframework eingeführte Requirement »:keyfigures« aktiviert wird
und die Konfiguration der Kennzahlensammlungen einzelner oder aller Planungsobjekte eines gegebenen Objekt-
typs ermöglicht.
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Der Zweck der im ersten Punkt der Definition beschriebenen Substitution der Basiskennzahlen
aller Planungsobjekte durch numerische Konstanten resp. Fluent-Referenzen auf die Fluent-
Tabelle des jeweiligen Weltzustands ist, dafür zu sorgen, dass alle Basiskennzahlen des KPM
ausschließlichmit kontinuierlichen numerischen Aktionsparametern korrespondieren. Dies er-
leichtert die Formulierung des Aktionsparameteroptimierungsproblems im nächstenAbschnitt.
9.11.2 Grobpläne und Feinpläne
Ist die Menge PLAN des KPM gültig gemäß Definition 9.15, dann korrespondiert jede in ihr
enthaltene Planebene lv mit genau einem Grobplan des Planungsmodells. Dieser ist gegeben
durch die Planebenensequenz von initP bis einschließlich zu lv. Weist keine der in diesen Plan-
ebenen enthaltenen Aktionen einen kontinuierlichen numerischen Aktionsparameter auf, d.h.,
besitzt kein Weltzustands-KBM dieser Ebenen einen Eingabewert gemäß Definition 8.13, dann
wird der Grobplan als vollständig grundiert bezeichnet. Für alle nicht vollständig grundierten
Grobpläne müssen die finalen – und idealerweise hinsichtlich der benutzerdefinierten Kenn-
zahlenziele optimalen – reellenWerte der Aktionsparameter noch gefunden werden. Ein Grob-
plan heißt potentiell ausführbar, wenn alle in ihm enthaltenen Aktionen in ihrer jeweiligen
Planebene potentiell ausführbar sind, d.h. dort gültig (insbesondere mutexfrei) und ohne bis-
her gelungeneWiderlegung der (je nach implementierter CSP-Technik entweder isolierten oder
gemeinsamen; vgl. die Erläuterung dazu auf Seite 292) Erfüllbarkeit ihrer Vorbedingungen vor-
liegen.
Definition 9.44 Ein Grobplan (Rough Plan) des Planungsmodells P aus Definition 9.1 ist eine nicht-
leere Liste
rp =
(
lv1, . . . , lvp
) ∈ PLAN∗ p ≥ 1
von Planebenen, für die gilt:
∀i∈{1, ..., p} .
(
lvi ist gültig in P gemäß Definition 9.14
)
,
rp = level_plan_prefixP(lvp , 2),
|Initial_LevelsP| = 1 mit lv1 = initP.
Die Liste (s1, . . . , sq) von Weltzuständen mit
(spreinit, s1, . . . , sq) = level_state_prefixP(lvp , 2) ∈ S∗ q = 2p−1
und s1 = sinit heißt Zustandssequenz (State Sequence) von rp. Es wird si mit i ∈ {1, . . . , 2p−1} als
i-ter Weltzustand von rp bezeichnet. Insbesondere heißt s1 erster und sq letzter Weltzustand von rp,
d.h., der Vorinitialzustand wird bei dieser Nummerierung nicht berücksichtigt.
Es wird rp als (vollständig) grundiert bezeichnet, genau dann, wenn
∀(c,LPOS,LNEG, (Θ, ..., n))∈{s1, ..., sq} . (n = 0)
für seine Zustandssequenz (s1, . . . , sq) gilt. Ansonsten heißt rp partiell grundiert. Darüber hinaus wird
rp (in P) potentiell ausführbar genannt, genau dann, wenn die folgende Bedingung erfüllt ist:
∀i∈{1, ..., p} ∀a∈Level_Action_Set(lvi) .(
a ist gemäß Definition 9.36 innerhalb P potentiell in der Planebene lvi ausführbar
)
.
⋆ ⋆ ⋆
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Ein gegebener Grobplan ist tatsächlich ausführbar, wenn für ihn mindestens ein Feinplan exis-
tiert. Ein solcher besteht aus dem Grobplan, einem reellen Aktionsparametervektor, der dafür
sorgt, dass alle im Grobplan vorhandenen Aktionsvorbedingungen gemeinsam erfüllt sind,
und dem konkreten Wert der skalaren Gesamtbewertung aus dem Intervall [0, 1] ⊂ R, der un-
ter Verwendung dieses Aktionsparametervektors im letztenWeltzustand des Grobplans erzielt
wird. Die Suche nach einem Feinplan für einen Grobplan lässt sich auf das Lösen des in Ab-
schnitt 8.19 formulierten Kennzahlenoptimierungsproblems zurückführen, wenn letzteres um
die im Grobplan enthaltenen Kennzahlenrestriktionen gemäß Definition 9.29 ergänzt wird.
Definition 9.45 Ein Grobplan rp =
(
lv1, . . . , lvp
) ∈ PLAN∗ des Planungsmodells P heißt (in P) tat-
sächlich ausführbar, genau dann, wenn er in P potentiell ausführbar ist und darüber hinaus unter Setzen
von
ind_prefixI =
(
(Q1, xˆ1), . . . , (Qm+1, xˆm+1)
)
:= level_ind_prefixP(lvp , 2) ∈ (IndI)∗,
constr =
(
(Q1,ConNUM1 ), . . . , (Q
m+1,ConNUMm+1)
)
:= level_con_prefixP(lvp , 2) ∈
(
Q×P(Co))∗,
ind_prefixR :=
(
(Q1, x1), . . . , (Qm+1, xm+1)
) ∈ (IndR)∗
mit x k ∈ RI
(
xˆ k
) ⊆ R˜nk beliebig gewählt für alle k ∈ {1, . . . , m+1} mit nk ≥ 1
und x k := ()∈ R˜0 für alle k ∈ {1, . . . , m+1} mit nk = 0
indirections :=
(
(Q1, x1), . . . , (Qm, xm)
) ∈ (IndR)∗,
Q := Qm+1
mit Qk =
(
Θk,Hk,Nk, funckR, func
k
I , Ak, Bk, Γk,∆k, Fk,Zk,Gk,Fluentsk, scal
k
R, scal
k
I , nk
)
, funckR =
(
f kR1,
. . . , f kRℓk
)
, k∈ {1, . . . ,m+1} das Optimierungsproblem
maxx obj
Q
R (indirections ; x)
aus Definition 8.47, mit x und x 1, . . . , xm+1 wie dort festgelegt, unter den ebenda angegebenen Restrik-
tionen und Hinzunahme der zusätzlichen
∣∣ConNUM1 ∣∣+ . . .+ ∣∣ConNUMm+1∣∣ Kennzahlenrestriktionen
f kRξ
((
(Q1, x1), . . . , (Qk−1, x k−1)
)
; x k
)
cmp v
(ξ, cmp, v) ∈ ConNUMk
k ∈ {1, . . . , m+1}
ξ ∈ {1, . . . , ℓk}
eine nicht-leere zulässige Menge X ⊆ R˜(|LQ1 |+ ···+|LQm+1 |) aufweist. Gilt dies, dann wird für jeden zu-
lässigen Punkt x ∈ X das durch
dp ∈ PLAN∗ × R˜∗ × [0, 1]
dp =
(
rp, x, µ
)
mit µ := objQR (indirections ; x)
gegebene Tripel als Feinplan (Detailed Plan) von rp (in P) bezeichnet. Dabei ist
rp : Der dem Feinplan zugrunde liegende Grobplan; rp ∈ L∗
x : Die reellen Aktionsparameterwerte des Feinplans; x ∈ R˜∗
µ : Die reelle Planqualität des Feinplans. µ ∈ [0, 1] ⊂ R
Im speziellen Fall, dass es sich bei rp um einen grundierten Grobplan handelt, d.h., wenn X = R˜0 = {()}
gilt, besitzt rp mit
dp =
(
rp, (), objQR (indirections ; ())
)
genau einen Feinplan in P.
⋆ ⋆ ⋆
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Bereits vor Auffinden eines Feinplans lässt sich für die mit einemGrobplan rp erreichbare Plan-
qualität eine obere und untere Schranke bestimmen, indem die Intervall-Gesamtbewertungs-
funktion objQI aus Definition 8.40 im letzten Weltzustand von rp unter dessen Standardindirek-
tionsliste ausgewertet wird. Der resultierende Kennzahlenintervallwert wird als die Intervall-
Planqualität des Grobplans bezeichnet. Sind die zu diesem Zweck eingesetzten Intervall-Basis-
operationen und Intervall-Zielfunktionen erweitert-wertebereichsvollständig oder cset-voll-
ständig gemäß Definition 7.24, dann ist insbesondere garantiert, dass mit rp keine höhere Plan-
qualität erreicht werden kann, als durch seine Intervall-Planqualität identifiziert.
Definition 9.46 Für einen Grobplan rp =
(
lv1, . . . , lvp
) ∈ PLAN∗ des Planungsmodells P liefert die
Abbildung
qualityPI : PLAN
∗ → I
qualityPI
(
lv1, . . . , lvp
)
=
objQI
((
(Q1, x1), . . . , (Qm, xm)
)
; x
)
falls
(
lv1, . . . , lvp
)
ein Grobplan gemäß
Definition 9.44 ist
0I sonst
mit objQI sowie x, x
1, . . . , xm+1∈ I∗ gemäß Definition 8.47 unter Verwendung von(
(Q1, x1), . . . , (Qm+1, xm+1)
)
:= level_ind_prefixP(lvp , 2) ∈ (IndI)∗ und Q := Qm+1
die Intervall-Planqualität (Interval Plan Quality) von rp.
⋆ ⋆ ⋆
Basierend auf der tatsächlichen Ausführbarkeit von Grobplänen lässt sich die Eigenschaft der
tatsächlichen Ausführbarkeit einer einzelnen Aktion einer Planebene abhängig von der Exis-
tenz eines Feinplans für den kürzesten Grobplan, in dem die Aktion enthalten ist, definieren:
Definition 9.47 Eine Aktion a des Planungsmodells P mit a ∈ (⋃ lv∈PLAN Level_Action_Set(lv)) heißt
(in P) tatsächlich ausführbar, genau dann, wenn die folgende Bedingung erfüllt ist:
∀lv∈PLAN .
((
a ∈ Level_Action_Set(lv)) =⇒(
rp := level_plan_prefixP(lv, 2) ist in P tatsächlich ausführbarer Grobplan
))
.
⋆ ⋆ ⋆
9.11.3 Primäre Planungsziele
Die wesentliche Zielsetzung des Planungsvorgangs besteht darin, einen Feinplan aufzufinden,
in dessen Grobplan die im:goal-Block der PDDL-Problembeschreibung angegebene prädika-
tenlogische Formel im letzten Weltzustand (unter Verwendung der Komponenten des Akti-
onsparametervektors x des Feinplans als Eingabewerte der Kennzahlenfunktionen wie in De-
finition 9.45) zum Wahrheitswert true auswertet. Ein solcher Feinplan wird im Folgenden als
vollständige Lösung des Planungsproblems bezeichnet. Die im :goal-Block formulierten Ziele
heißen dementsprechend primäre Planungsziele. Sekundäre Zielsetzung des Planungsvorgangs
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ist es, aus der Menge aller vollständigen Lösungen106 des Planungsproblems einen Feinplan
zu selektieren, dessen reelle Planqualität µ möglichst hoch ausfällt, d.h. idealerweise mindes-
tens genau so hoch wie die aller anderen vollständigen Lösungen. Wie die textuelle PDDL-
Formelnotation der Aktionsvorbedingungen kann die im:goal-Block vorgenommene Zielfor-
mulierung sowohl – in der Terminologie des Kennzahlenplanungsmodells – logische, orga-
nisatorische als auch numerische Bedingungen enthalten.107 Durch den Grundierungs- und
Normalisierungsvorgang nach Koehler undHoffmann (2000, 1999) wird sie in disjunktive Nor-
malform (DNF) überführt. Aufgrund ihrer strukturellen und semantischenÄhnlichkeit mit den
Aktionsvorbedingungen lässt sich jede Konjunktion dieser DNF als persistentes Planereignis
des KPM repräsentieren, d.h. in Gestalt eines Planereignisses ohne Effekte. Wird die Konjunk-
tion innerhalb des KPM als vollständige Planungsaktion modelliert, dann lässt sich ihre Erfüll-
barkeit (resp. tatsächliche Erfüllung) durch einen gegebenen Grobplan (resp. Feinplan) mit den
bisher eingeführten formalen Konzepten anhand der potentiellen (resp. tatsächlichen) Aus-
führbarkeit dieser Aktion direkt im Anschluss an die letzte Planebene des Plans definieren.
Derartige Planungsaktionen werden im Folgenden als Zielaktionen bezeichnet. Alle anderen,
in der PDDL-Domänenbeschreibung über die Schlüsselwörter:action und:durative-action
spezifizierten, Planungsaktionen des KPM heißen reguläre Aktionen.
Um im Aktionspool des Kennzahlenplanungsmodells Zielaktionen von regulären Aktionen
unterscheiden zu können, wird erstgenannten stets ein spezieller Aktionsname zugewiesen.
Definition 9.48 Es bezeichne
ψga ∈ ΨA
den konkreten Aktionsnamen, der im Folgenden in den Signaturen von Zielaktionen von Planungsmo-
dellen verwendet wird.
⋆ ⋆ ⋆
Unter seiner Verwendung sind die Zielaktionen des KPM wie folgt charakterisiert:
Definition 9.49 Eine Zielaktion (Goal Action) des Planungsmodells P aus Definition 9.1 ist eine im
Aktionspool von P enthaltene persistente Aktion
ga ∈ ACT
ga =
(
c, sig, e1, e2
)
c ∈ ΨΘ
mit sig = (ψga, (), idx), idx ∈ N
e1 = e∅ =
(
∅, . . . , ∅, ()
)
, e1 ∈ Ev
e2 =
(
LPOS, LNEG, HPOS, HNEG, GPOS, GNEG, ConNUM; ∅, ∅, ∅, ∅, ∅, ∅, ()
)
. e2 ∈ Ev
Die Aktion ga heißt (in P) gültige Zielaktion, genau dann, wenn sie die obige Form aufweist, dar-
über hinaus gemäß Definition 9.36 gültig im Aktionspool von P ist und zudem für Q := T1, mit
Q = (Θ, . . . , n) wie in Kapitel 8 beschrieben, die folgenden zwei Bedingungen erfüllt sind:
durationQ(ga) = {(c, kduration, ξα, 0, D∅)} ⊆ A, ξα ∈ {1, . . . , ℓfunc}, (9.114)
∄β∈B .
(
contextQ(β) = c
)
. (9.115)
⋆ ⋆ ⋆
106Diese Menge ist, wie die zulässige Menge X des in Definition 9.45 spezifizierten Maximierungsproblems, nicht
notwendigerweise endlich.
107Vergleiche Abschnitt 9.1 zur Notation der organisatorischen Vorbedingungen und Effekte in der vom Kennzahlen-
framework eingeführten, mit dem:keyfigures-Requirement aktivierten, erweiterten PDDL-2.1-Syntax.
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Damit Zielaktionen nicht die Makespan eines Plans erhöhen und damit ggf. einen negativen
Einfluss auf die Planmetrik ausüben, muss ihre Dauer laut Bedingung (9.114) stets durch ei-
ne numerische Konstante mit dem Wert 0 gegeben sein. Weil die im :goal-Block der PDDL-
Problembeschreibung spezifizierten Planungsziele anders als die Vorbedingungen und Effekte
der Planungsaktionen nicht mittels numerischer Variablen parametrisierbar sind, fordert Be-
dingung (9.115) zudem, dass im Kennzahlenkontext einer Zielaktion keine Basiskennzahlen
existieren.
Definition 9.50 Für das Planungsmodell P aus Definition 9.1 bezeichnet
GoalsP ⊂ ACT
GoalsP =
{
ga
∣∣ ga ist Zielaktion von P gemäß Definition 9.49 } |GoalsP| ≥ 1
die aus dem Aktionspool (ACT, T1, T2) hergeleitete endliche Menge aller Zielaktionen von P. Sie muss
mindestens ein Element enthalten und jedes ihrer Elemente muss eine in P gültige Zielaktionen gemäß
Definition 9.49 sein.
⋆ ⋆ ⋆
Semantisch ist die Menge GoalsP als Disjunktion der von ihren Elementen repräsentierten Pla-
nungszielkonjunktionen zu interpretieren, d.h., der Zweck des Planungsvorgangs ist es, min-
destens eine Aktion ga ∈ GoalsP am Ende eines konstruierten Plans ausführen zu können.108
Bestehen die Planungsziele des KPM ausschließlich in der Maximierung der skalaren Gesamt-
bewertung der Kennzahlenbewertungsmodelle der Weltzustände, dann ist eine leere Zielakti-
on in den Aktionspool von P einzufügen, sodass GoalsP =
{(
c, (ψga, (), idx), e∅, e∅
)}
gilt (mit
c ∈ ΨΘ, idx ∈ N geeignet gewählt).
9.11.4 Planfront
Die in Abschnitt 9.6 beschriebene Baumstruktur der Planebenen des KPM erlaubt es einem
konkreten Planungsalgorithmus, während der Plankonstruktion mehrere fertige und unferti-
ge109 Grobpläne gleichzeitig als Alternativen zueinander in Erwägung zu ziehen und in jedem
Planungsschritt zu entscheiden, an welchen Stellen der Baum auf welche Weise um Aktionen
oder Planebenen zu erweitern oder reduzieren ist und für welche Grobpläne die Instanziie-
rung eines Feinplans versucht werden soll. Die Stellen im Baum, an denen diese Operationen
vorgenommenwerden können, sind abhängig vom eingesetzten Planungsverfahren und fallen
daher nicht notwendigerweise mit all jenen Planebenen zusammen, die keine Nachfolger besit-
zen. So können etwa neue Planebenenmittels der Abbildung create_successor_levelP aus Definiti-
on 9.21 insbesondere auch an Planebenen des Baums angehängt werden, die bereits einen oder
mehrere Nachfolger haben, und eine Planebene ohne Nachfolgerebenen kann sich aufgrund
der Nichtexistenz eines zulässigen Punkts des Optimierungsproblems aus Definition 9.45 als
»Sackgasse« erweisen, sodass dortige Erweiterungen des Plans als nicht mehr zielführend zu
betrachten sind.
Aus diesem Grund verfügt das KPM-Oktupel aus Definition 9.1 über die als Planfront bezeich-
nete Kontextmenge FRINGE, welche alle Planebenen in PLAN identifiziert, die für Modifika-
tionen in Betracht kommen. Dies erfolgt jeweils anhand des Kennzahlenkontextes des zweiten
Weltzustands der betreffenden Planebene.
108Siehe die nachfolgende Festlegung der tatsächlichen Lösungen des Planungsproblems in Definition 9.54.
109Die genaue Interpretation, wann ein Grobplan als fertiggestellt gilt, obliegt dem Algorithmus. Es bietet sich an, sie
auf Grundlage der primären Planungsziele und des mit diesen verbundenen Konzepts der potentiellen Lösung,
welches in Definition 9.53 formal eingeführt wird, vorzunehmen.
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Definition 9.51 Die Planfront (Plan Fringe) des Planungsmodells P aus Definition 9.1 ist eine Menge
FRINGE ⊂ ΨΘ |FRINGE| ≥ 0
von Kennzahlenkontexten für die stets die drei Bedingungen
∀c∈FRINGE .
∣∣Lookup_LevelP(c)∣∣ = 1, (9.116)
∀c∈FRINGE ∀lv∈Lookup_LevelP(c) . level_context(lv, 2) = c, (9.117)
∀c∈FRINGE ∀lv∈Lookup_LevelP(c) .(
level_plan_prefixP(lv, 2) ist Grobplan von P gemäß Definition 9.44
) (9.118)
erfüllt sind. Die Elemente der Planfront identifizieren jene Planebenen lv = (s1, s2, act, cpre) ∈ PLAN
des Planungsmodells,110 an denen der konkrete eingesetzte Planungsalgorithmus die folgenden Opera-
tionen auf P durchführen kann (unter etwaiger anschließender Aktualisierung der Planfront):
• Anhängen weiterer aus dem Aktionspool von P nach lv anwendbarer Aktionen an die Aktionsliste
act von lv unter Verwendung der Abbildung apply_actionP.
• Erzeugen einer Nachfolger-Planebene mittels create_successor_levelP(lv).
• Suche nach einem Feinplan des Grobplans level_plan_prefixP(lv, 2) durch Lösen des Maximie-
rungsproblems aus Definition 9.45.
• Suche nach einer vollständigen Lösung des Planungsproblems wie nachfolgend in Definition 9.54
beschrieben, sofern es sich gemäß Definition 9.53 bei dem Grobplan level_plan_prefixP(lv, 2) um
eine potentielle Lösung des Planungsproblems handelt.
Die vom Kennzahlenframework für einfache Vorwärtsplaner vorgeschlagene Standardmethode zur Ver-
waltung der Planfront besteht in der automatischen Herleitung von FRINGE aus den Elementen von
PLAN derart, dass für das Planungsmodell P stets
FRINGE =
{
c
∣∣ lv ∈ PLAN ∧ c = level_context(lv, 2) ∧ Successor_LevelsP(lv) = ∅ ∧(
level_plan_prefixP(lv, 2) ist Grobplan von P gemäß Definition 9.44
)}
gilt. Spezifische Planungsalgorithmen können FRINGE bei Modifikationen von P auf beliebige Art und
Weise verwalten, sofern dabei stets die Bedingungen (9.116)–(9.118) erfüllt bleiben.
⋆ ⋆ ⋆
9.11.5 Lösungen des Planungsproblems
Ein potentiell ausführbarer Grobplan kommt als Lösung des durch das KPM repräsentierten
Planungsproblems infrage, wenn an ihn mit create_successor_levelP eine neue Planebene ange-
hängt werden kann, in der mindestens eine der in GoalsP enthaltenen Zielaktionen potentiell
ausführbar ist. Der Grobplan heißt dann durch diese Zielaktion finalisierbar:
Definition 9.52 Ein Grobplan rp=
(
lv1, . . . , lvp
)∈ PLAN∗ des Planungsmodells P heißt (in P) durch
eine gegebene Zielaktion ga ∈ GoalsP finalisierbar, genau dann, wenn rp gemäß Definition 9.44 in P po-
tentiell ausführbar ist und unter Setzen von(
lv′, P′
)
:= create_successor_levelP
(
lvp
)
die Zielaktion ga gemäß Definition 9.36 aus dem Aktionspool von P′ potentiell in der Planebene lv′ von
P′ ausführbar ist.
⋆ ⋆ ⋆
110Jeweils über den Kennzahlenkontext ihres zweiten Weltzustands.
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Bei der in diesem Kapitel vorgenommenen formalen Modellierung des KPM ist das Anhängen
einer neuen Planebene mit leerer Aktionsliste für den Test auf die potentielle Ausführbarkeit
der gegebenen Zielaktion ga am Ende des Grobplans rp erforderlich, um zu vermeiden, dass
die logischen, organisatorischen oder numerischen Vorbedingungen von ga Mutexes zu den
regulären Aktionen der letzten Planebene lvp des Grobplans erzeugen, die den Test negativ
ausfallen lassen.111
Definition 9.53 Ein Grobplan rp =
(
lv1, . . . , lvp
) ∈ PLAN∗ des Planungsmodells P heißt potentielle
Lösung des (durch P modellierten) Planungsproblems, genau dann, wenn mindestens eine Zielaktion
ga ∈ GoalsP existiert, durch die rp gemäß Definition 9.52 in P finalisierbar ist.
⋆ ⋆ ⋆
Eine potentielle Lösung rp des Planungsproblemswird im Folgenden tatsächliche Lösung dessel-
ben genannt, wenn für sie ein Feinplan existiert, welcher alle numerischen Vorbedingungen der
betreffenden Zielaktion ga, mit der rp finalisierbar ist, erfüllt. Damit diese Kennzahlenrestrik-
tionen neben den numerischen Vorbedingungen der regulären Aktionen in rp bei der Lösung
des Aktionsparameteroptimierungsproblems aus Definition 9.45 als Constraints berücksichtigt
werden, d.h. zur Begrenzung der zulässigen Menge beitragen, ist das Maximierungsproblem
nicht direkt im letzten Weltzustand von rp im Planungsmodell P zu lösen, sondern stattdes-
sen im letzten Weltzustand des Grobplans, der durch Einfügen der Zielaktion ga in eine neue,
an das Ende von rp angefügte, Planebene lv′ entsteht. Die nächste Definition beschreibt diesen
Vorgang.
Definition 9.54 Ein Grobplan rp =
(
lv1, . . . , lvp
) ∈ PLAN∗ des Planungsmodells P heißt tatsächli-
che Lösung des (durch P modellierten) Planungsproblems, genau dann, wennmindestens eine Zielaktion
ga ∈ GoalsP existiert, durch die rp gemäß Definition 9.52 in P finalisierbar ist und für die unter Setzen
von (
lv′, P′
)
:= create_successor_levelP
(
lvp
)
,(
lv′′, P′′
)
:= apply_actionP′
(
ga, lv′
)
die Planebenenliste rp′′=
(
lv′′1, . . . , lv
′′
q
)
:= level_plan_prefixP′′
(
lv′′, 2
)
gemäßDefinition 9.44 ein Grob-
plan des Planungsmodells P′′ ist, der gemäß Definition 9.45 in P′′ tatsächlich ausführbar ist. Ist dies
der Fall, dann heißt für jeden Feinplan dp′′ =
(
rp′′, x′′, µ′′
)
von rp′′ in P′′ das Tripel
dp :=
(
rp, x′′, µ′′
)
vollständige Lösung (Complete Solution) des (durch P modellierten) Planungsproblems. Weil der Vektor
x′′ stets die gleiche Dimensionalität wie der Vektor x aller möglichen Feinpläne
(
rp, x, µ
)
von rp in P
aufweist,112 handelt es sich bei dp somit auch stets um einen Feinplan von rp in P.
⋆ ⋆ ⋆
Während das Widerlegen der Existenz von Feinplänen für beliebige Grobpläne des KPM mit-
tels geeigneter CSP-Techniken sinnvoll sein kann, um während des Planungsvorgangs nicht
111In der Kennzahlenprogrammierbibliothek kann dieser Test allerdings in einer Weise implementiert werden, die das
tatsächliche Erzeugen neuer KPM-Bestandteile vollständig vermeidet.
112Da die Kennzahlensammlungen von Zielaktionen gemäß der Gültigkeitsbedingung (9.115) keine Basiskennzahlen
enthalten, die beim Einfügen der Aktion in eine Planebene in die dortigen Weltzustands-KBM kopiert werden
müssten, bleibt die Anzahl der Eingabewerte der letztgenannten unverändert.
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zielführende Pfade im Planebenenbaum möglichst frühzeitig erkennen zu können,113 ist die
Suche nach einem optimalen Aktionsparametervektor hauptsächlich für Grobpläne angezeigt,
bei denen es sich um potentielle Lösungen des Planungsproblems handelt. Die von der Plan-
front identifizierten Planebenen, bei denen es sich jeweils um die letzte Planebene einer poten-
tiellen Lösung handelt, seien daher in der Menge Opt_LevelsP des KPM zusammengefasst.
Definition 9.55 Für das Planungsmodell P aus Definition 9.1 sei die aus den Elementen von PLAN
und FRINGE hergeleitete Menge Opt_LevelsP gegeben als
Opt_LevelsP ={
lv
∣∣∣ lv ∈ PLAN ∧ level_context(lv, 2) ∈ FRINGE ∧(
level_plan_prefixP( lv, 2) ist potentielle Lösung des Planungsproblems
) }
.
⋆ ⋆ ⋆
Es ist von der jeweiligen Anwendungsdomäne und der konkret vorliegenden Planungspro-
bleminstanz abhängig, wie viele potentielle und tatsächliche Lösungen (einer bestimmten Ma-
ximallänge114) für das durch P modellierte Planungsproblem existieren und wie groß dabei
der Anteil der potentiellen Lösungen ist, für die keine vollständige Lösung existiert, weil die
zulässige Menge des Aktionsparameteroptimierungsproblems leer ist. Wird vom Planer nur
eine kleine Anzahl – z.B. einige Dutzend bis einige Hundert – potentieller Lösungen aufge-
funden, dann ist es in vielen Fällen hinsichtlich der dafür benötigten Rechenzeit vertretbar,
das Maximierungsproblem aus Definition 9.54 und 9.45 für alle diese Grobpläne zu lösen und
danach aus den so erhaltenen vollständigen Lösungen jene mit der besten reellen Planquali-
tät zur Ausführung im MAS auszuwählen. Ist der Planer hingegen in der Lage, für das Pla-
nungsproblem eine große Zahl – etwa einige Tausend bis Millionen – potentieller Lösungen
aufzuzählen,115 dann kann es sich unter Berücksichtigung der zur Verfügung stehenden tech-
nischen Ressourcen als zeitlich prohibitiv erweisen, für alle eine Optimierungmit numerischen
Verfahren oder eine Untersuchung der Lösungsexistenzmit CSP-Techniken durchzuführen. Im
Sinne des Satisficing nach Simon (1959), kann es sinnvoll sein, sich dabei zunächst auf die »viel-
versprechendsten« Grobpläne zu konzentrieren, d.h., die Optimierungs- resp. Untersuchungs-
reihenfolge der bisher gefundenen potentiellen Lösungen nach einer geeigneten heuristischen
Priorisierung zu wählen. Denkbar ist diesbezüglich beispielsweise eine zweischichtige Multi-
Threaded-Implementierung, bei der eine bestimmte Anzahl an CPU-Kernen eine kombinato-
rische Enumeration von potentiellen Lösungen vornimmt und diese an weitere CPU-Kerne
übergibt, auf denen nebenläufig dazu die Aktionsparameteroptimierung und/oder Constraint-
Analyse dieser Lösungen vorgenommen wird,116 wobei höher priorisierte Grobpläne zuerst
verarbeitet werden. Spätestens nach Ablauf der für den gesamten Planungsprozess maximal
verfügbaren Realzeit (Wall-Clock Time) kann schließlich die beste bis dahin gefundene vollstän-
dige Lösung zur Ausführung selektiert werden.
113Sofern der hierfür investierte Rechenaufwand nicht die auf diese Weise durch Reduktion des kombinatorischen
Aufwands erreichte Zeitersparnis eliminiert. Wie bereits an mehreren Stellen der Arbeit betont, ist die Existenz von
zulässigen Punkten des in Definition 9.45 resp. 8.47 festgelegten Optimierungsproblems im Allgemeinen unent-
scheidbar.
114In vielen Planungsdomänen – wie z.B. »Blocksworld« (siehe z.B. Hoffmann 2003b, S. 206ff) – ist es möglich, durch
dasWiederholen von redundanten Aktionsabfolgen die Aktionsanzahl einer Lösung immerweiter zu erhöhen. Dies
sorgt bereits bei einer reinen STRIPS-Domäne ohne numerische Aktionsparameter und Fluents für eine abzählbar
unendliche Menge möglicher Lösungen.
115Dies ist bei der in Kapitel 11 evaluierten IntaPS-Domäne der Fall; vgl. die dort besprochenen Planungsergebnisse.
Eine Aufzählung ausnahmslos aller potentiellen Lösungen einer gegebenen Maximallänge ist oftmals aufgrund
der kombinatorischen Komplexität des Planungsproblems nicht praktikabel, sodass üblicherweise bereits bei der
Generierung der Grobpläne eine unvollständige heuristische Suche durchgeführt werden muss.
116Jeweils für alle Zielaktionen, mit denen der betreffende Grobplan finalisierbar ist.
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Die Abbildung best_potential_solutionsP nimmt eine solche Priorisierung der von der Menge
Opt_LevelsP identifizierten potentiellen Lösungen des Planungsproblems vor. Sie liefert die n
heuristisch höchstbewerteten potentiellen Lösungen (sofern Opt_LevelsP so viele Elemente ent-
hält), jeweils in Gestalt eines Paares aus Grobplan und dessen Intervall-Planqualität. Ihr Para-
meter ausN∪{∞}wird in Kapitel 11 alsOptimierungshorizont (Optimization Horizon) bezeichnet.
Definition 9.56 Für das Planungsmodell P aus Definition 9.1 liefert die Abbildung
best_potential_solutionsP : N∪ {∞} → (PLAN∗ × I)∗
best_potential_solutionsP(n) =
((
rp1, µ1
)
, . . . ,
(
rpm, µm
))
mit m := min(n, q), q ≥ 0,((
rp1, µ1
)
, . . . ,
(
rp q, µq
))
:= sort_by_qualityPI
((
rp1, qualityPI (rp
1)
)
, . . . ,(
rpq, qualityPI (rp
q)
))
,(
rp1, . . . , rpq
) ∈ perm({ level_plan_prefixP(lv, 2) ∣∣ lv∈Opt_LevelsP }) beliebig gewählt
die Liste der m heuristisch bestbewerteten potentiellen Lösungen. Dabei ist sort_by_qualityPI die als
heuristische Grobplanpriorisierungsfunktion bezeichnete und abhängig vom eingesetzten Planungsal-
gorithmus zu realisierende Abbildung mit
sort_by_qualityPI : (PLAN
∗× I)∗ → (PLAN∗× I)∗
sort_by_qualityPI
(
(rp1, µ1), . . . , (rpq, µq)
)
=(
(rp1, µ1), . . . , (rp q, µq)
) ∈ perm({(rp1, µ1), . . . , (rpq, µq)}).
Sie sortiert die ihr übergebene Liste von Paaren aus Grobplänen und deren Intervall-Planqualität ab-
steigend nach der reellen Planqualität, die nach einer geeigneten heuristischen Abschätzung für den
jeweiligen Grobplan (minimal, maximal, durchschnittlich o.ä.) erreichbar ist. Eine mögliche Umsetzung
besteht in einer Sortierung nach absteigendem Maximum resp. Supremum der Intervall-Planqualität,
d.h. unter Verwendung des Sortierkriteriums
∀i,j∈{1, ..., q}, i 6=j .
((∃v∈RI(µi) ∀v′∈RI(µj) . v′< v) =⇒ (i < j)). (9.119)
⋆ ⋆ ⋆
Der in der experimentellen Evaluation in Kapitel 11 eingesetzte Planungsansatz lässt sich in
knapper Form wie folgt zusammenfassen: Enumeriere alle potentiellen Lösungen einer gege-
benen Maximallänge und suche danach durch Lösung des Maximierungsproblem aus Defi-
nition 9.45 im Planungsmodell P′′ aus Definition 9.54 für alle von best_potential_solutionsP(n)
gelieferten Grobpläne rp ∈ {rp1, . . . , rpm} und alle Zielaktionen ga ∈ GoalsP, durch die rp in P
finalisierbar ist, jeweils eine vollständige Lösung dp = (rp, x, µ) gemäß Definition 9.54. Verwen-
de dabei das Sortierkriterium (9.119). Wähle aus allen so gefundenen vollständigen Lösungen
jene (resp. eine) mit der höchsten reellen Planqualität µ zur Ausführung im MAS.
9.12 Gültigkeit des Planungsmodells
Analog zu der in Definition 8.41 behandelten Gültigkeit des in Kapitel 8 entwickelten Kenn-
zahlenbewertungsmodells seien abschließend die nach denDefinitionen in diesemKapitel stets
geltenden Eigenschaften der Bestandteile des Kennzahlenplanungsmodells zusammengefasst
und die Gültigkeit sowie strikte Gültigkeit desselben festgelegt.
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Definition 9.57 Nach den obigen Definitionen muss für ein Planungsmodell P stets gelten:
• Für die Planfront FRINGE des KPM sind die Bedingungen (9.116)–(9.118) erfüllt (Def. 9.51);
• Die Menge GoalsP ist nicht leer und alle in ihr enthaltenen Zielaktionen sind gültig (Def. 9.50).
Ein Planungsmodell P heißt gültig, genau dann, wenn über diese Eigenschaften hinaus alle der folgen-
den Bedingungen erfüllt sind:
• Die Menge OBJ aller Objektdeklarationen des KPM ist gültig gemäß Definition 9.5;
• Die Menge FLU aller grundierten Fluent-Ausdrücke des KPM ist gültig gemäß Definition 9.9;
• Der Aktionspool (ACT, T1, T2) des KPM ist gültig gemäß Definition 9.11;
• Die Menge PLAN aller Planebenen des KPM ist gültig gemäß Definition 9.15;
• Die eindeutig bestimmte Planebene initP aus Definition 9.15 ist gültige initiale Planebene des
KPM gemäß Definition 9.40.
Ein Planungsmodell P heißt strikt gültig, genau dann, wenn es gültig ist und darüber hinaus die fol-
gende Bedingung erfüllt ist:
• Alle Aktionen jeder Planebene des KPM sind in dieser potentiell ausführbar, d.h.
∀lv∈PLAN ∀a∈Level_Action_Set(lv) .(
a ist innerhalb P potentiell in lv ausführbar gemäß Definition 9.36
)
;
⋆ ⋆ ⋆
Ist das Planungsmodell nach seiner in Definition 9.43 spezifizierten initialen Einrichtung nicht
gültig, dann ist dies auf semantische Fehler in der benutzerdefinierten PDDL-Beschreibung
oder in der benutzerdefinierten Kennzahlenkonfiguration der Agenten resp. diskreten Pla-
nungsobjekte zurückzuführen. Diese Fehler sind dem Benutzer dementsprechend von der Im-
plementierung des MAS in geeigneter Form anzuzeigen. Ist das Planungsmodell unmittelbar
nach Durchführung einer der in Definition 9.51 aufgeführten möglichen Modifikationen nicht
gültig, dann ist die Ursache dafür üblicherweise in einer vom Kennzahlenframework nicht un-
terstützten Verarbeitung des Planungsmodells durch den konkreten Planungsalgorithmus zu
suchen. Die strikte Gültigkeit des KPM hingegen stellt lediglich ein vom Kennzahlenframe-
work empfohlenes Kann-Kriterium dar.
— KAPITEL 10 —
Spezifikation der
Frameworkkomponenten
In diesem Kapitel erfolgt eine domänenunabhängige Festlegung der Eigenschaften und Attri-
bute sowie der möglichen Interaktion der einzelnen Frameworkkomponenten unter Bezug-
nahme auf die in den vorherigen drei Kapiteln vorgenommene mathematische Formalisierung
des KBM und des KPM. Diese Spezifikation dient als Ausgangsbasis für die Implementierung
der Kennzahlenprogrammierbibliothek, über welche im letzten Abschnitt dieses Kapitels eine
kurze Übersicht gegeben wird.
Zunächst sei betrachtet, wie die formal definierten Bestandteile des KBM bei einer Umset-
zung der vier in Abschnitt 6.3 diskutierten Koordinations- und Steuerungsansätze (i)–(iv) da-
zu eingesetzt werden können, eine agentenglobale Kennzahlenbewertung zu konstruieren und
diese im Rahmen einer automatischen Zieloperationalisierung auf die einzelnen Agenten des
MAS zu verteilen, damit letztere ihr Verhalten geeignet an die benutzerdefinierten globalen
Kennzahlenziele anpassen können. In Abschnitt 10.2 sind die konkreten Eigenschaften der in
Kapitel 6 aufgeführten Frameworkbestandteile beschrieben, wobei einige ergänzende Attribu-
te der Kennzahlen und Kennzahlenziele eingeführt werden, die zugunsten der Einfachheit in
der Formalisierung keine Berücksichtigung fanden. Im Anschluss folgt eine Übersicht der von
der Kennzahlenbibliothek bereitgestellten arithmetischen Basisoperationen sowie die Spezifi-
kation der textuellen Konfigurationsschnittstelle. Es werden dort u.a. die Formelgrammatik
zur Definition der Kennzahlenberechnungsvorschriften und die vom Kennzahlenframework
neu eingeführten PDDL-Sprachbestandteile zur Konfiguration des KPM festgelegt.
10.1 Konstruktion des agentenglobalen Kennzahlen-
bewertungsmodells
Um ein MAS mit Hilfe von Kennzahlenbewertungsmodellen zu steuern, sind die Agenten des
MAS nach domänenabhängigen Kriterien in einer oder mehreren Hierarchien, jeweils in Ge-
stalt eines Baums mit einem obersten Gruppenagenten als Wurzel und einem bis mehreren
Basisagenten als Blätter, anzuordnen. Jedem dieser Agenten ist dabei eine Menge von eben-
falls domänenabhängigen Kennzahlen und Kennzahlenzielen zuzuteilen. Im Folgenden wird
für die vier in Abschnitt 6.3 diskutierten Steuerungsansätze beschrieben, wie anhand einer sol-
chen Agentenhierarchie zentrale und verteilte KBM konstruiert und optimiert werden können.
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Ansatz (i):
Bei diesem Steuerungsansatz verfügt lediglich der oberste Gruppenagent agt1 einer Agen-
tenhierarchie über ein Kennzahlenbewertungsmodell Q = (Θ,H,N, funcR, funcI, A, B, Γ,
∆, F,Z,G,Fluents, scalR, scalI, n). Die Agenten agtv der Hierarchie korrespondieren dabei
mit jeweils einem Kennzahlenkontext θv ∈ Θ (mit θv 6= θw für v 6= w). Es ist collectionQ(θ1)
die Kennzahlensammlung mit den Kennzahlen des Gruppenagenten agt1, d.h., die agt1
zugeordneten zusammengesetzten Gruppenkennzahlen und die von agt1 selbst erhobe-
nen Messgrößen gehören dem Kontext θ1 an. Für jeden Agenten agtv, welcher direkter
Unteragent eines anderen Agenten agtw ist, besitzt die Kennzahlensammlung collectionQ
(θw) eine direkte Untersammlung collectionQ(θv) = (θv, Aθv , Bθv , Γθv ,∆θv , Fθv ,Zθv ,Gθv ,Kθv)
mit θv ∈ SubΘ(θw,Θ,H), in der alle dem Agenten agtv zugeordneten Kennzahlen ein-
schließlich aller ihrer Berechnungsvorschriften enthalten sind (d.h., Kennzahlen des Agen-
ten agtv, die sich aus anderen Kennzahlen berechnen, sind als zusammengesetzte Kenn-
zahlen γ ∈ Γθv im Bewertungsmodell Q repräsentiert). Messgrößen, die nicht vom Grup-
penagenten agt1 selbst erhoben werden, sondern von einem anderen Agenten agtv mit
v > 1, sind jeweils als Kennzahlstellvertreter β ∈ Bθv dem Kennzahlenkontext θv zugehö-
rig. Ihre Werte werden über den Kennzahlenbroker von den diese Messgrößen tatsäch-
lich erhebenden Agenten agtv importiert. Die Konfiguration des zentralen Bewertungs-
modells Q einschließlich aller Kennzahlstellvertreter für die importierten Messgrößen
erfolgt zentral auf Seiten des obersten Gruppenagenten agt1 der Agentenhierarchie mit
Hilfe der Konfigurationsschnittstelle des Kennzahlenframeworks.1 Die Agenten agtv mit
v > 1 besitzen kein eigenes KBM und exportieren die Werte der von ihnen erhobenen
Messgrößen direkt über den Kennzahlenbroker. Für diesen Vorgang ist kein eigenes KBM
auf Seiten des jeweiligen Agenten agtv erforderlich.
Der oberste Gruppenagent der Agentenhierarchie bestimmt in regelmäßigen Zeitabstän-
den durch eine Optimierung der skalaren Gruppengesamtbewertung objQR Sollwerte für
seine eigenen sowie die von ihm importiertenMessgrößen und teilt die Sollwerte für letz-
tere seinen Unteragenten im Rahmen der domänenabhängigen Agentenkommunikation
mit. Auf Seiten der Unteragenten fließen diese Sollwerte als numerische Planungsziele
direkt in den Planungsprozess ein.
Ansatz (ii):
Das zentrale Kennzahlenbewertungsmodell Q aus Ansatz (i) wird bei dieser Modellie-
rungsweise auf mehrere agentenspezifische KBM verteilt. Es verfügt hierbei jeder Agent
agtw der Agentenhierarchie über ein eigenes BewertungsmodellQw =
(
Θw,Hw,Nw, funcwR ,
funcwI , Aw, Bw, Γw,∆w, Fw,Zw,Gw,Fluentsw, scal
w
R, scal
w
I , nw
)
, welches er lokal berechnet. Sei-
en θ1, . . . , θm die mit den Agenten agt1, . . . , agtm korrespondierenden Kennzahlenkon-
texte aus Ansatz (i). Jedes der Modelle Qw besitzt eine Kontexthierarchie (Θw,Hw) mit
TopΘw(Θw,Hw) = {θw} und θv ∈ SubΘw(θw,Θw,Hw) für alle Agenten agtv, die direkte Un-
teragenten des Agenten agtw sind. Über diese Kontexte hinaus enthält (Θw,Hw) keine
weiteren Kennzahlenkontexte, d.h., es ist
Θw = {θw} ∪Vw,
Hw = { (θw, θv) | θv ∈ Vw }
mit Vw := { θv | agtv ist direkter Unteragent von agtw }.
(10.1)
Die einem Agenten agtw zugeordneten Kennzahlen sind jeweils in dessen Bewer-
tungsmodell Qw im Kontext θw definiert, d.h., sie sind der Kennzahlensammlung
1Siehe Abschnitt 10.4 dieser Spezifikation zur textuellen Konfigurationsschnittstelle.
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collectionQw(θw) zugehörig. Kennzahlen dieser Sammlung, welche sich aus anderen
Kennzahlen berechnen, sind dabei als zusammengesetzte Kennzahlen γ ∈ Γw model-
liert. Die durch seine direkten Unteragenten agtv mit θv ∈ SubΘw(θw,Θw,Hw) expor-
tierten Kennzahlen ϕ ∈ (Av ∪ Bv ∪ Γv ∪ ∆v) des jeweiligen Bewertungsmodells Qv mit
ϕ ∈ ExportsQv(θk), θk ∈ Θv werden in dem Bewertungsmodell Qw des Agenten agtw hin-
gegen als der Untersammlung collectionQw(θv) zugehörige Kennzahlstellvertreter βϕ ∈ Bw
repräsentiert.2 Über diese Kennzahlstellvertreter hinaus enthält collectionQw(θv) keine
weiteren Kennzahlen. Den Wert einer solchen Kennzahl ϕ des Bewertungsmodells Qv
eines direkten Unteragenten agtv importiert der Agent agtw somit über den Kennzahlen-
broker als Eingabewert xb mit b ∈ {1, . . . , nw} in sein eigenes Bewertungsmodell Qw. Im
Falle einer zusammengesetzten Kennzahl ϕ ∈ Γv sind die Berechnungsvorschriften von
ϕ also nicht im Bewertungsmodell Qw des sie importierenden Agenten agtw modelliert.
Bei diesem Ansatz kann domänenabhängig für jeden Agenten des MAS festgelegt wer-
den, welche Kennzahlen und Kennzahlensammlungen seines KBM er über den Kenn-
zahlenbroker exportiert. Insbesondere ist anwendungsspezifisch zu entscheiden, ob ein
Agent agtw die Kennzahlensammlungen collectionQw(θv)mit θv ∈ SubΘw(θw,Θw,Hw), wel-
che die Kennzahlstellvertreter βϕ ∈ Bw der von ihm importierten Kennzahlen ϕ ∈ (Av ∪
Bv ∪ Γv ∪ ∆v) enthalten, selbst wieder über den Broker veröffentlicht oder ob er ledig-
lich Kennzahlen seiner eigenen Sammlung collectionQw(θw) anderen Agenten zugänglich
macht. Die KBM der Agenten werden bei diesem Ansatz lokal konfiguriert, d.h., es liest
ein jeder Agent eine ihm zugeordnete textuelle Kennzahlenkonfiguration ein und teilt
danach im Rahmen der domänenabhängigen Agentenkommunikation die Konfigurati-
on der von ihm exportierten Kennzahlen seinem direkt übergeordneten Gruppenagenten
mit, welcher daraufhin unter Verwendung dieser Informationen die Konfiguration seines
eigenen KBM einliest.
Die Optimierung des auf diese Weise konstruierten verteilten Gruppenbewertungsmo-
dells erfolgt, indem der oberste Gruppenagent agt1 der Agentenhierarchie durch Opti-
mierung seiner skalaren Zielfunktion objQ
1
R Sollwerte für seine Messgrößen und Kenn-
zahlstellvertreter bestimmt. Die Sollwerte für letztere teilt er im Rahmen der domänen-
abhängigen Agentenkommunikation seinen Unteragenten in Gestalt von Kennzahlen-
zielen mit: Ist x⋆b der durch Optimierung bestimmte Sollwert für den Kennzahlstellver-
treter βϕ ∈ B1 einer von einem Unteragenten agtv importierten Kennzahl ϕ ∈ (Av ∪ Bv ∪
Γv ∪ ∆v), dann generiert agt1 nach dem an späterer Stelle in Abschnitt 10.2.11 beschrie-
benen Prinzip anhand von x⋆b ein Kennzahlenziel zϕ bezüglich der Kennzahl βϕ resp.
ϕ und teilt es seinem Unteragenten agtv mit, der es in seine eigene Kennzahlensamm-
lung collectionQv(θv) aufnimmt. Das neue Ziel zϕ ersetzt dabei etwaige von agt1 bei ei-
nem vorherigen Optimierungsvorgang für agtv erzeugte Kennzahlenziele bezüglich ϕ.
Neben den bei der Optimierung auf diese Weise dynamisch zur Laufzeit des MAS aus
dem Gruppenbewertungsmodell Q1 generierten und stets aktualisierten Kennzahlenzie-
len kann das eigene Bewertungsmodell Qv des Agenten agtv dabei noch weitere stati-
sche, agentenspezifische Kennzahlenziele besitzen, die vom Benutzer des MAS im Rah-
men der manuellen Zieloperationalisierung (vgl. Abschnitt 6.2) konfiguriert wurden und
während des gesamten Laufs des MAS gelten. Jeder Unteragent agtv von agt1 optimiert
dann im Anschluss entweder seine eigene Zielfunktion objQ
v
R und verwendet die da-
bei für seine Messgrößen generierten Sollwerte als numerische Planungsziele, oder er
2Weil die in Abschnitt 8.11 formal beschriebenen Fluent-Referenzen lediglich im Rahmen der Aktionsplanung der
Agenten innerhalb deren KPM existieren, ist die Kennzahlenmenge Fv eines Agenten agtv außerhalb des Planungs-
vorgangs üblicherweise leer. Fluent-Referenzen werden daher von den Agenten prinzipbedingt nicht über den
Kennzahlenbroker exportiert.
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verwendet objQ
v
R direkt als Utility-Funktion in seinem Planungsprozess. Im ersteren Fall
teilt daraufhin agtv seinen eigenen Unteragenten agtk nach dem gleichen Prinzip etwaige
Sollwerte für die Kennzahlstellvertreter βϕ′ ∈ Bv der von ihm importierten Kennzahlen
ϕ′ ∈ (Ak ∪ Bk ∪ Γk ∪∆k) in Gestalt von Kennzahlenzielen zϕ′ mit. Diese wiederumwerden
jeweils in das Bewertungsmodell Qk des betreffenden Unteragenten agtk aufgenommen
und optimiert usw., bis durch die automatische Zieloperationalisierung alle Basisagenten
der Agentenhierarchie erreicht sind.
Ansatz (iii):
Dieser Steuerungsansatz kombiniert die Ansätze (i) und (ii). Dem obersten Gruppenagen-
ten agt1 der Agentenhierarchie wird hierbei das vollständige zentrale Bewertungsmodell
Q aus Ansatz (i) zugewiesen. Wie in ebendiesem Ansatz bezieht er die Werte der durch
andere Agenten erhobenen Messgrößen über den Kennzahlenbroker als Eingabewerte in
sein KBM. Alle anderen Agenten agtw mit w > 1 der Agentenhierarchie verfügen über
ein agentenspezifisches Teilmodell von Q, welches sie um etwaige zusätzliche Kennzah-
len und Kennzahlenziele ergänzen. Diese so erweiterten Teilmodelle Qw entsprechen den
gleichnamigen KBM aus Ansatz (ii), mit dem Unterschied, dass in diesem Ansatz (iii) die
Kennzahlensammlungen collectionQw(θw) weitere Kennzahlen ϕ ∈ (Aw ∪ Bw ∪ Γw ∪ ∆w)
mit ϕ 6∈ ExportsQw(θw) sowie weitere agentenlokale Kennzahlenziele z ∈ Zw enthalten
dürfen, die keine Entsprechung im zentralen Bewertungsmodell Q des obersten Grup-
penagenten agt1 besitzen. Insbesondere sind die Kennzahlstellvertreter βϕ′ ∈ Bw, mit de-
nen ein Agent agtw Kennzahlen ϕ′ ∈ (Av ∪ Bv ∪ Γv ∪ ∆v) seiner Unteragenten agtv im-
portiert, nicht in B1 enthalten.3 Da der Gruppenagent agt1 eine zentrale Optimierung des
Gruppenbewertungsmodells Q vornimmt, besitzen diese Kennzahlstellvertreter βϕ′ alle
den Optimierungsmodus o = false, d.h., für importierte Kennzahlen ϕ′ generiert der sie
importierende Agent agtw mit w > 1 bei der Optimierung seines eigenen KBM keine Soll-
werte, sondern behandelt sie als Konstanten mit den von agt1 empfangenen Sollwerten.
Ähnlich wie in Ansatz (ii) erfolgt die Konfiguration der agentenspezifischen KBM hier lo-
kal: Jeder Agent agtv mit v > 1 lädt eine ihm zugewiesene Kennzahlenkonfiguration und
teilt nach erfolgreicher Initialisierung seines KBM dem ihm in der Agentenhierarchie di-
rekt übergeordneten Agenten agtw, w > 1 die Konfiguration der von ihm exportierten
Kennzahlen mit, sodass danach agtw unter Verwendung dieser Informationen sein eige-
nes KBM initialisieren kann. Dem Gruppenagenten agt1 teilen alle Agenten agtw, w > 1
die vollständigen Berechnungsvorschriften der von ihnen exportierten Kennzahlen mit,
sodass agt1 aus diesen Informationen das zentrale Bewertungsmodell Q konstruieren
kann.
Wie in Ansatz (i) bestimmt bei dieser Modellierungsweise der Gruppenagent agt1 in re-
gelmäßigen Zeitabständen durch eine Optimierung der skalaren Gruppengesamtbewer-
tung objQR Sollwerte für seine eigenen sowie die von ihm importierten Messgrößen. Die
für letztere generierten Sollwerte teilt er nach dem gleichen Prinzip wie in Ansatz (ii) sei-
nen Unteragenten agtw, w > 1 in Form von Kennzahlenzielen im Rahmen der domänen-
abhängigen Agentenkommunikation mit. Die jeweils für sie erzeugten Ziele nehmen die
Agenten agtw in ihre Kennzahlensammlung collectionQw(θw) auf. Sie bestimmen dann ent-
weder durch Optimierung ihrer agentenspezifischen skalaren Gesamtbewertung objQ
w
R
Sollwerte für ihre eigenen Messgrößen und verwenden diese Sollwerte als numerische
Planungsziele,4 oder sie setzen objQ
w
R direkt als Utility-Funktion in ihrem Planungsprozess
3Denn es ist die jeweils importierte Kennzahl ϕ′ bereits vollständig im Modell Q repräsentiert und bedarf dort
folglich keiner Substitution durch einen Kennzahlstellvertreter.
4Diese Sollwerte stellen somit Kompromisse zwischen den vom Agenten agt1 diktierten Zielen und ihren eigenen
agentenspezifischen Zielen dar.
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ein. Sollwerte für von anderen Agenten importierte Kennzahlen generieren die Agenten
agtw mit w > 1 im ersteren Fall nicht.
Ansatz (iv):
Es sei Q = (Θ,H,N, funcR, funcI, A, B, Γ, ∆, F,Z,G,Fluents, scalR, scalI, n) das vollständige
zentrale Gruppenbewertungsmodell aus Ansatz (i) und (iii). Bei diesem Steuerungsan-
satz übernehmen alle Agenten agtw mit w ≥ 1 der Agentenhierarchie das Bewertungs-
modell Q und ergänzen es um etwaige zusätzliche agentenspezifische Kennzahlen und
Kennzahlenziele: Jedem Agenten agtw wird ein individuelles Kennzahlenbewertungs-
modellQw = (Θ,H,N, funcR⊕[((IndR)∗×R˜n)→R˜] funcwR , funcI⊕[((IndI)∗×In)→I] funcwI , A∪Aw,
B ∪ Bw, Γ ∪ Γw,∆ ∪ ∆w, F ∪ Fw,Z ∪ Zw,G ∪ Gw,Fluents ∪ Fluentsw, scalR, scalI, n+ nw) zu-
gewiesen, das er lokal berechnet. Es enthalten hierbei jeweils die Mengen Aw, Bw, Γw,
∆w, Fw die stets der Kennzahlensammlung collectionQw(θw) zugehörigen agentenspezi-
fischen Kennzahlen ϕ 6∈ ExportsQw(θw). Die Kennzahlenfunktionen letzterer sind in der
Liste funcRw zusammengefasst. Darüber hinaus enthält Zw etwaige zusätzliche Kenn-
zahlenziele des Agenten und Gw etwaige zusätzliche Kontextgruppen zur Verwendung
durch die Kennzahlen γ ∈ Γw. Die Optimierung der Zielfunktion objQ
w
R resp. ihr Einsatz
als Utility-Funktion in der Planung erfolgt durch die Agenten agtw wie in Ansatz (iii).
Die Agenten beziehen dabei die von anderen Agenten erhobenen Messgrößen über den
Kennzahlenbroker, wie es der Gruppenagent agt1 in Ansatz (i) tut. Ob sie für diese Mess-
größen Sollwerte generieren und untereinander im Rahmen der domänenabhängigen
Agentenkommunikation austauschen resp. verhandeln, ist anwendungsspezifisch zu ent-
scheiden.
10.2 Eigenschaften der Komponenten
Im diesem Abschnitt erfolgt die Spezifikation der konkreten Eigenschaften der Framework-
komponenten. Es werden dabei einige zusätzliche Attribute beschrieben, die nicht in der ma-
thematischen Formalisierung des KBM und KPM in Kapitel 7–9 enthalten sind. Zudemwerden
ebenda offen gelassene Festlegungen einzelner Mengen und Abbildungen für das Kennzahlen-
framework und dessen Implementierung verbindlich präzisiert. Während die Bestandteile des
KBM in der Formalisierung hauptsächlich als mathematische Entitäten wie Mengen, Listen
und Funktionen betrachtet wurden, liegt der Fokus an dieser Stelle in ihrer Umsetzung als Da-
tenstrukturen einer praktischen Implementierung. Die Spezifikation erfolgt dabei unabhängig
von der für die Kennzahlenbibliothek gewählten Programmiersprache sowie von den durch
eine bestimmte Zielarchitektur gestellten implementationstechnischen Rahmenbedingungen.
10.2.1 Kennzahlenpunktwerte
Die Punktwerte der Kennzahlen, wie sie von der in Definition 8.36 festgelegten Abbildung
value_of QR geliefert werden, sind als Gleitkommazahlenmindestens doppelter Präzision (Double
Precision nach IEEE Std 754-2008 mit einer Breite von mindestens 64 Bit) zu repräsentieren,
d.h. insbesondere in einem Datentyp, welcher neben bestimmten Werten aus R ebenfalls die
Symbole +∞, −∞ sowie NaN aus Definition 7.1 darstellen kann.
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10.2.2 Kennzahlenintervalle und Kennzahlenintervallwerte
Kennzahlenintervalle verfügen gemäß Definition 7.11 über eine Ober- und Untergrenze l und u
samt zugehörigem Exklusionsmodus ol und ou. Die zwei Intervallgrenzen sind als Kennzahlen-
punktwerte zu behandeln und dementsprechend als Gleitkommazahlen mindestens doppelter
Präzision zu repräsentieren, die zwei Exklusionsmodi hingegen als Attribute booleschen Typs
(Boolean), welche zu einem einzelnen Bitvektor mit beliebig vielen Füllbits resp. anderweitig
genutzten Bits zusammengefasst werden dürfen. Weil die ebenfalls in Definition 7.11 einge-
führte Abbildung R für ein Kennzahlenintervall mit l < u stets eine überabzählbare Teilmenge
von R liefert, kann diese Abbildung in einer praktischen Implementierung nicht direkt um-
gesetzt werden. Stattdessen muss die Implementierung der Kennzahlenintervalle Funktionen
zur Verfügung stellen, mit denen überprüft werden kann, ob ein gegebener Punktwert aus R˜ in
der Menge R(ρ) eines gegebenen Kennzahlenintervalls ρ enthalten ist oder nicht bzw. ob sich
zwei gegebene Kennzahlenintervalle ρ1, ρ2 überschneiden, d.h., ob R(ρ1) ∩ R(ρ2) 6= ∅ gilt.
Eine analoge Funktionalität ist für die von der Abbildung value_of QI gelieferten Kennzahlenin-
tervallwerte bezüglich der Abbildung RI aus Definition 7.14 zu implementieren.
10.2.3 Kennzahlendiskretisierungen
Der Intervallname λi, den die Abbildung λ einer Diskretisierung D ∈ D gemäß Definition 8.16
einem Kennzahlenintervall ρi von D zuordnet, ist durch die Kennzahlenbibliothek als Zeichen-
kette (String) zu repräsentieren. Die amEnde von Kapitel 7 eingeführteMenge Λ der zulässigen
Intervallbezeichner sei für das Kennzahlenframework festgelegt als die Menge aller endlichen
Zeichenketten. Insbesondere müssen die Intervallnamen somit keine spezielle Form aufwei-
sen, wie z.B. einen bestimmten regulären Ausdruck erfüllen, wie dies etwa für die weiter unten
spezifizierten Kennzahlenbezeichner gefordert wird. Der Umfang der möglichen Zeichen (z.B.
ASCII- oder Unicode-Alphabet) sowie die Zeichenkodierung kann von der Implementierung
frei gewählt werden.
Für Kennzahlenintervalle, die einer Diskretisierung angehören, seien an dieser Stelle einige
weitere Eigenschaften festgelegt, die nicht in der Formalisierung des KBM in Kapitel 8 definiert
sind:
Ordnungswert (Order Value):
Die einzelnen Intervalle einer Kennzahlendiskretisierung können, beispielsweise zu Zwe-
cken ihrer Anzeige in der GUI des MAS oder ihrer Auflistung in einer statistischen Aus-
wertung eines Laufs des MAS, in eine feste Reihenfolge gebracht werden. Dies kann ge-
schehen, indem sie etwa nach dem Wert und Exklusionsmodus ihrer Untergrenze als
primäres Vergleichskriterium und nach demWert und Exklusionsmodus ihrer Obergren-
ze als sekundäres Vergleichskriterium sortiert werden, oder alternativ lexikalisch nach
ihrem Intervallnamen. Es kann hilfreich sein, darüber hinaus den Benutzer in der Kenn-
zahlenkonfiguration eine weitere Ordnungsrelation auf den für eine Kennzahl definier-
ten Intervallen nach seinen eigenen (z.B. semantischen) Kriterien angeben zu lassen. Zu
diesem Zweck kann einem jeden Kennzahlenintervall einer Kennzahlendiskretisierung
ein reellzahliger Ordnungswert in Form einer von NaN verschiedenen Gleitkommazahl
zugeordnet werden, welche zur Laufzeit des MAS als weiteres Sortierkriterium herange-
zogen werden kann. Es ist dabei zulässig, dass mehrere Intervalle einer Diskretisierung
den gleichen Ordnungswert besitzen. Wird vom Benutzer kein Ordnungswert für ein In-
tervall angegeben, dann ist 0 für diesen zu verwenden.
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Textuelle Beschreibung (Description):
Ebenfalls zur Steigerung der Übersichtlichkeit und der Verständlichkeit von Auflistun-
gen von Kennzahlen und ihren Diskretisierungen kann einem jeden Kennzahlenintervall
einer Kennzahlendiskretisierung eine textuelle Beschreibung in Gestalt einer beliebigen
Zeichenkette zugeordnet werden. Diese kann vom Benutzer in der Kennzahlenkonfigu-
ration eingestellt werden und unterliegt, wie die Intervallnamen, keinen Beschränkun-
gen bezüglich ihrer Form. Der Zeichenumfang und die Zeichenkodierung sind von der
Implementierung frei wählbar. Dieses Attribut muss nicht für jede Kennzahl angegeben
werden, d.h., die Zeichenkette darf leer resp. undefiniert sein.
10.2.4 Kennzahlen
In der mathematischen Formalisierung wurden fünf verschiedene Kennzahlenarten definiert:
Numerische Konstanten, Basiskennzahlen, zusammengesetzte Kennzahlen, Kennzahlenrefe-
renzen und Fluent-Referenzen. Während sich diese Typen von Kennzahlen in einigen Eigen-
schaften unterscheiden, haben sie alle eine Reihe von Attributen gemein. Diese allgemeinen
Eigenschaften seien im Folgenden noch einmal zusammengefasst und in Hinblick auf ihre Um-
setzung als Attribute (resp. Methoden) einer Datenstruktur präzisiert.
Kennzahlenname:
Eine jede Kennzahl verfügt über einen Namen. Dieser kann entweder leer (in der For-
malisierung durch den leeren Bezeichner ǫ ausgedrückt) oder ein beliebiges Element
der MAS-weiten Menge ΨK der zulässigen Kennzahlenbezeichner sein. Die Namen der
Kennzahlen werden vom Kennzahlenframework durch Zeichenketten repräsentiert. Da-
bei sei ΨK als (nicht notwendigerweise echte) Teilmenge5 aller nicht-leeren Zeichenketten
vorgegeben, auf die der folgende reguläre Ausdruck zutrifft:
[\?]?[a-zA-Z_][a-zA-Z0-9_]* (10.2)
Ein zulässiger Kennzahlenname besteht somit aus einem optionalen führenden Frage-
zeichen, gefolgt von einer beliebig langen (aber mindestens ein Zeichen umfassenden)
Kombination der Klein- und Großbuchstaben von A bis Z sowie der zehn Ziffern von
0 bis 9 und des Unterstrichs, wobei es sich bei dem ersten Zeichen (resp. dem ersten
Zeichen nach dem Fragezeichen, wenn dieses vorhanden ist) nicht um eine Ziffer han-
deln darf. Der leere Bezeichner ǫ ist in eindeutiger Form entweder als Zeichenkette der
Länge 0 oder als Nullpointer zu realisieren (aber nicht gleichbedeutend durch beides).
Das führende Fragezeichen kommt, der allgemeinen Syntax von PDDL entsprechend,
ausschließlich in den Kennzahlennamen von numerischen Aktionsparametern innerhalb
des KPM zum Einsatz. Gemäß der weiter unten in Abschnitt 10.4.1 festgelegten Gramma-
tik der von der XML-Konfigurationsschnittstelle des Frameworks akzeptierten textuellen
Kennzahlenberechnungsvorschriften kann es nicht für Kennzahlen verwendet werden,
die der regulären Kennzahlensammlung eines Agenten angehören.
Kontext:
Jede Kennzahl besitzt einen Verweis auf die Kennzahlensammlung, in der sie enthalten
ist und die somit ihren Auswertungskontext darstellt. Dieser Verweis entspricht dem in
5Eine konkrete Implementierung kann insbesondere eine beliebige Längenbeschränkung der auf diesen regulären
Ausdruck passenden Kennzahlenbezeichner festlegen oder dynamisch zur Laufzeit des MAS die beiden Bedin-
gungen ΨK ∩ ΨP und ΨK ∩ ΨO aus Definition 7.26 durch Entfernen bestimmter Bezeichner aus jeweils zwei dieser
Mengen durchsetzten; siehe dazu Abschnitt 7.5.
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der Formalisierung beschriebenen Kontext c ∈ Θ der Kennzahl. In einer Implementie-
rung kann es sich beispielsweise um einen Pointer auf die Datenstruktur bzw. Objekt-
instanz, welche die betreffende Kennzahlensammlung repräsentiert, oder um eine sons-
tige eindeutige Kennung (wie beispielsweise einen Universally Unique Identifier, kurz:
UUID) handeln.
Kennzahlenfunktion:
Kennzahlen stellen jeweils eine Funktion bzw. öffentliche Methode zur Verfügung, die
den aktuellen Punkt- resp. Intervallwert der Kennzahl in Abhängigkeit von den aktu-
ellen Eingabewerten des KBM liefert. Sie implementieren darüber hinaus eine Funktion
bzw. öffentliche Methode, welche den aktuellen diskretenWert der Kennzahl zurückgibt.
Diese drei Funktionen setzen folglich die in der Formalisierung beschriebenen Abbildun-
gen value_of QR (bzw. fRξ), value_of
Q
I (bzw. fIξ) und value_of
Q
Λ praktisch um.
Diskretisierung:
Jede Kennzahl besitzt eine gültige Kennzahlendiskretisierung gemäß Definition 8.16, d.h.
eine Menge benannter, sich gegenseitig nicht überschneidender Kennzahlenintervalle.
Die Intervallnamen werden vom Kennzahlenframework wie die Kennzahlennamen als
Zeichenketten repräsentiert, vgl. die obige Spezifikation der Kennzahlendiskretisierun-
gen. Gibt der Benutzer in der Kennzahlenkonfiguration keine Diskretisierung für eine
Kennzahl an, dann wird letzterer automatisch die leere Diskretisierung D∅ zugeordnet.
Über diese in der Formalisierung beschriebenen Attribute hinaus seien für Kennzahlen die fol-
genden weiteren Eigenschaften spezifiziert. Wie die oben eingeführten zusätzlichen Attribute
der Kennzahlenintervalle dienen sie der Steigerung des Informationsgehalts von Auflistungen
von Kennzahlen in der GUI des MAS sowie in statistischen Auswertungen eines Laufs des
MAS:
Maßeinheit (Unit):
Einer jeden Kennzahl kann die Maßeinheit, in welcher ihr Punktwert erhoben wird (z.B.
Meter, Sekunden, Liter, Euro, Prozent etc.), in Form einer beliebigen Zeichenkette zuge-
ordnet werden. Die zur Verfügung stehenden Einheiten resp. die konkrete Form dieser
Zeichenkette und diemit ihr verbundene Semantik sind, wo nötig, domänenabhängig ge-
nauer zu spezifizieren. So ist es z.B. denkbar, auf Grundlage dieser Einheiten vom MAS
anwendungsabhängige automatische Umrechnungen zwischen verschiedenen Einheiten
vornehmen zu lassen. Soweit domänenspezifisch nicht anders gefordert, muss dieses At-
tribut nicht für jede Kennzahl angegeben werden, d.h., die Zeichenkette darf leer resp.
undefiniert sein.
Textuelle Beschreibung (Description):
Wie die oben spezifizierten Kennzahlenintervalle verfügt jede Kennzahl über ein indi-
viduelles Beschreibungsfeld in Gestalt einer beliebigen Zeichenkette. Diese kann vom
Benutzer in der Kennzahlenkonfiguration eingestellt werden und unterliegt keinen Be-
schränkungen bezüglich ihrer Form. Der Zeichenumfang und die Zeichenkodierung sind
von der Implementierung frei wählbar. Dieses Attribut muss nicht für jede Kennzahl an-
gegeben werden, d.h., die Zeichenkette darf leer resp. undefiniert sein.
Kennzahlenformel (Formula):
In diesem optionalen Attribut kann für jede Kennzahl die vom Benutzer eingestellte Be-
rechnungsvorschrift in ihrer in der Kennzahlenkonfiguration ursprünglich angegebenen
Form als textuelle Kennzahlenformel festgehalten werden. Es ist hauptsächlich dafür
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vorgesehen, das Debugging des MAS (insbesondere der Berechnungsgraphen) zu unter-
stützen. Wird die benutzerdefinierte Berechnungsvorschrift einer benannten zusammen-
gesetzten Kennzahl, wie in Abschnitt 8.9 der Formalisierung besprochen, auf mehrere
anonyme zusammengesetzte Kennzahlen aufgeteilt, weil sie aus mehreren Basisopera-
tionen in Folge besteht, dann ist für jede dieser anonymen Kennzahlen entweder exakt
jener Teil der ursprünglichen Kennzahlenformel in dieses Feld einzutragen, welcher die
Berechnungsvorschrift dieser anonymen Kennzahl genau repräsentiert, oder das Feld ist
leer resp. undefiniert zu belassen. Dieses Attribut muss nicht für jede Kennzahl ange-
geben werden. Es ist vorgesehen, dass es vom Formelparser der Kennzahlenbibliothek,
entsprechend der von ihm akzeptierten Grammatik, automatisch gesetzt wird. Ist dieses
Attribut für eine Kennzahl definiert, dann wird sein Inhalt vom Framework für den Aus-
tausch der Berechnungsvorschrift dieser Kennzahl zwischen den Agenten herangezogen;
ansonsten generiert das Framework zu diesem Zweck eine textuelle Formel automatisch
aus dem Berechnungsgraphen der Kennzahl. Es ist daher zwingend notwendig, dass das
Parsen der in diesemAttribut angegebenen Kennzahlenformel in einem Berechnungsgra-
phen resultiert, welcher stets genau denWert der mit dieser Formel annotierten Kennzahl
liefert.
Wird beispielsweise die zusammengesetzte Kennzahl γ2 aus dem in Abbildung 8.2 auf
Seite 205 gezeigten Beispiel gemäß der weiter unten in Abschnitt 10.4.1 festgelegten Syn-
tax aus der Formel "Eigenkapital/Gesamtkapital*100" geparst, dann ist die Kennzahl
γ1 aus diesem Beispiel mit der Teilformel "Eigenkapital/Gesamtkapital" zu versehen
und die Konstante α1 mit der Formel "100".
Wird γ2 hingegen im Rahmen der Konfiguration des KPM in PDDL-Syntax aus der For-
mel "(* (/ Eigenkapital Gesamtkapital) 100)" erzeugt, dann ist γ1 mit der Teilfor-
mel "(/ Eigenkapital Gesamtkapital)" zu annotieren und α1 auch in diesem Fall mit
"100".
Im Rahmen der in Abschnitt 6.3 behandelten automatischen Zieloperationalisierung wird in ei-
nigen Situationen eine (z.B. auf Intervallarithmetik basierende) Abschätzung der Ausdehnung
des möglichen Wertebereichs einer zusammengesetzten Kennzahl benötigt – beispielsweise,
um für eine von einem anderen Agenten importierte Kennzahl ein Kennzahlenziel einschließ-
lich Zielfunktion der in Abbildung 6.7 auf Seite 132 dargestellten Form aus einem durch Op-
timierung bestimmten Sollwert zu generieren. Bei der (weiter unten spezifizierten) automati-
sierten Bildung einer solchen Zielfunktion ist das Intervall, über welche die Stützstellen6 der
Funktion zu verteilen sind, geeignet in Abhängigkeit von dieser Abschätzung zu wählen.7 Zu
diesem Zweck sei für die Kennzahlen ein weiteres, in der Terminologie des Frameworks als
Standardspanne bezeichnetes, Attribut wie folgt spezifiziert:
Standardspanne (Default Span):
Für jede Kennzahl kann der Benutzer in der Kennzahlenkonfiguration einen als Stan-
dardspanne bezeichneten positiven reellzahligen Wert span ∈ R, span > 0 angeben. Die-
ser wird bei der automatischen Zieloperationalisierung durch das Framework in der
weiter unten vorgenommenen Spezifikation der Optimierungskomponente sowie der ex-
portierten Kennzahlen festgelegten Art und Weise eingesetzt. Gibt der Benutzer für eine
Kennzahl nicht explizit in der Kennzahlenkonfiguration eine Standardspanne an, dann
6In Abbildung 6.7 sind dies drei an der Zahl: Zwei Minimalstellen auf der linken und rechten Seite des gezeigten x-
Achsenabschnitts und eineMaximalstelle beim Sollwert dazwischen. Der Abstand zwischen der linken und rechten
Minimalstelle ist gegeben durch die nachfolgend eingeführte Standardspanne der Kennzahl.
7Vergleiche dazu die Spezifikation der Kennzahlenziele im folgenden Unterabschnitt sowie die Spezifikation der
Optimierungskomponente und des Kennzahlenexports unten.
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ist diese beim Start des MAS anhand der folgenden Strategie vom Framework automa-
tisch zu wählen:
1. Handelt es sich bei der Kennzahl um eine Basiskennzahl (c, k, ξ, b, o, r,D) ∈ B und
gilt l, u ∈ R für l := inf RI(r \ NaNI) und u := sup RI(r \ NaNI), dann sei
span := u− l.
2. Ansonsten ist die Menge
M := R∩ ⋃
(l, u, ol , ou)∈{ρ1, ..., ρm}
{l, u}
aus der Kennzahlendiskretisierung D = ({ρ1, . . . , ρm}, λ) der Kennzahl zu bilden.
Ist M 6= ∅ und (min M) 6= (max M), dann sei
span := (max M)− (min M).
3. Ansonsten ist der mögliche Wertebereich der Kennzahl durch Auswertung ihrer In-
tervallfunktion fIξ abzuschätzen, sofern die betreffende Kennzahl ϕ gültig in Q un-
ter der leeren Indirektionsliste () ist. Setze dazu
(Q, x) := std_indQ, y := value_of
Q
I
(
ϕ; (); x
)
.
Gilt l, u ∈ R für l := inf RI(y \ NaNI) und u := sup RI(y \ NaNI), dann sei
span := u− l.
4. Ansonsten ist ein domänenspezifischer Standardwert für span zu wählen. Dieser
kann etwa in Abhängigkeit von der für die Kennzahl eingestelltenMaßeinheit (Unit,
s.o.) durch die Entwickler eines das Framework verwendenden MAS spezifiziert
werden.
10.2.5 Kennzahlenziele
Von den Eigenschaften der Kennzahlenziele ist im Rahmen der Spezifikation insbesondere die
in der Formalisierung des KBM in Kapitel 8 weitgehend offen gelassene Gestalt und Reprä-
sentation der Zielfunktion satR von Interesse. Der Wertebereich der Punkt-Zielfunktion eines
Kennzahlenziels ist gemäß Definition 8.37 beschränkt auf das Intervall [0, 1] ⊂ R. Für die prak-
tische Umsetzung des KBM ist somit in erster Linie zu klären, wie eine bezüglich ihres Werte-
bereichs beschränkte univariate Funktion (mit dem Wert der Zielkennzahl als Parameter und
dem Zielerreichungsgrad des Kennzahlenziels als Funktionswert) auf einfache Weise maschi-
nell repräsentiert und durch den Benutzer konfiguriert werden kann.
Wenngleich die Repräsentation einer solchen Funktion durch einen zu den Kennzahlenberech-
nungsvorschriften analogen Berechnungsgraphen unter Verwendung von arithmetischen Ba-
sisoperationen und ihre Konfiguration durch Angabe einer textuell notierten mathematischen
Formel eine sehr hohe Ausdrucksmächtigkeit besitzen mag, wird für die Implementierung der
Kennzahlenbibliothek hiervon abgesehen: Bei dieser Art der Umsetzung ist es im Allgemei-
nen nicht trivial, auf algorithmische Weise zweifelsfrei zu erkennen resp. sicherzustellen, dass
die vom Benutzer in Form ihrer Berechnungsvorschrift angegebene Zielfunktion tatsächlich
einen beschränkten Wertebereich aufweist und sich letzterer somit durch eine (idealerweise li-
neare) Skalierung des Zielfunktionswerts um einen geeigneten Faktor auf das reelle Intervall
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[0, 1] normalisieren lässt.8 Gleiches gilt bei einer (z.B. grafisch unterstützten) Modellierung der
Zielfunktionen anhand von Bézierkurven oder Splines (de Boor 2001; Watt 2000), bei denen
die Extrema im Allgemeinen zwischen den Stützstellen (Kontrollpunkten) liegen können und
die aufgrund ihrer stückweisen Polynominterpolation vom Abhängigkeitsproblem der Inter-
vallarithmetik betroffen sind (vgl. etwa Hayes 2009).9 Für das Kennzahlenframework fällt die
Wahl stattdessen auf eine Modellierung der Zielfunktionen als stückweise lineare Funktionen
(Piecewise Linear Functions, kurz: PWLFs). Der Wertebereich einer PWLF lässt sich aufgrund
der linearen Interpolation zwischen ihren Kontrollpunkten sehr leicht auf ein bestimmtes re-
elles Intervall beschränken. Zudem kann die Intervallerweiterung satI einer PWLF satR stets
auf einfache Weise mittels Minimum-/Maximumbildung über eine kleine endliche Menge von
Punkten des Funktionsgraphen von satR »eng« berechnet werden, d.h. ohne dass es dabei zu
einer Ausweitung der Ergebnisintervalle aufgrund des Abhängigkeitsproblems kommt.
PWLFs besitzen allerdings den Nachteil, dass sie an den Übergängen zwischen den Funkti-
onsstücken (d.h. an den Stützstellen) im Allgemeinen nicht stetig differenzierbar sind, sondern
dort lediglich über eine rechts- und linksseitige Ableitung verfügen. Diesem Problem sei in
der Umsetzung des Kennzahlenframeworks mit einem Workaround begegnet. Die Ableitung
einer stückweise linearen Zielfunktion wird an den Stützstellen in Form eines Spezialfalls ge-
mäß der folgenden, bezüglich der mathematischen Optimierung des KBM vom Autor als in
vielen praktischen Fällen ausreichend angenommenen und im Prinzip willkürlich gewählten,
Berechnungsvorschrift definiert: Unterscheiden sich die rechts- und linksseitige Ableitung der
Zielfunktion an einer Stützstelle in ihrem Vorzeichen, dann sei der Wert der Ableitung an die-
ser Stelle 0, ansonsten sei er das arithmetische Mittel der beiden Richtungsableitungen. Diese
Festlegung soll dazu beitragen, dass ein (auf die univariate Zielfunktion angewendetes) gra-
dientenbasiertes Optimierungsverfahren in einem Maximum der Zielfunktion aufgrund der
dortigen Steigung 0 terminiert und an allen Stützstellen, die kein (lokales) Maximum darstel-
len, eine Aufstiegsrichtung von einem Funktionsstück in das jeweils benachbarte findet.
Im Kontext des gesamten KBM gesehen, stellt die Repräsentation der Zielfunktionen durch
PWLFs für den Benutzer keinerlei Einschränkung in der Ausdrucksmächtigkeit der Model-
lierung dar: Zieht er es vor, die Güte der Werte einer bestimmten Kennzahl in Gestalt einer
mathematischen Formel auszudrücken, dann kann er dies ohne weiteres tun, indem er eine
neue zusammengesetzte Kennzahl mit dieser Formel als Berechnungsvorschrift definiert, wel-
che denWert der zu bewertenden Kennzahl in einen auf ein Intervall [a, b] ⊂ R; a < b; a, b ∈ R
beschränkten Zielerreichungsgrad10 überführt. Definiert er dann ein Kennzahlenziel bezüg-
lich dieser neuen Kennzahl und weist ihm eine stückweise lineare Funktion satR mit den zwei
Stützstellen a mit satR(a) := 0 und b mit satR(b) := 1 und der daraus folgenden Berechnungs-
vorschrift satR(v) = (v − a)/(b − a) für alle v ∈ [a, b] zu, dann entspricht das Resultat dem
Ergebnis einer Konfiguration der Zielfunktion anhand einer frei von ihm gewählten Berech-
nungsformel mit beschränktem Wertebereich unter anschließender linearer Normalisierung
der Werte auf das Intervall [0, 1] ⊂ R.
In Abschnitt 8.15 wurden die folgenden Eigenschaften von Kennzahlenzielen festgelegt:
Zielkennzahl (Target):
Ein jedes Kennzahlenziel verweist jeweils auf die Kennzahl, welche hinsichtlich dieses
Ziels optimiert werden soll, in einer Implementierung der Kennzahlenbibliothek z.B. mit-
tels eines einfachen Pointers auf das Kennzahlenobjekt.
8Siehe die Besprechung des Abhängigkeitsproblems der Intervallarithmetik in Abschnitt 5.5 und der Nichttrivialität
resp. Unentscheidbarkeit allgemeiner nichtlinearer Optimierungsprobleme in Abschnitt 4.3.
9Siehe dazu auch Fußnote 30 auf Seite 210 der Formalisierung des KBM.
10Mit der Semantik: Je höher der Wert, desto »besser«.
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Zielfunktion (Objective Function):
Wie oben motiviert, werden die Zielfunktionen der Kennzahlenziele durch stückweise li-
neare Funktionen (PWLFs) repräsentiert. Mit ihnen kann der Benutzer auf vergleichswei-
se einfache Art und Weise den Verlauf des Zielerreichungsgrads eines Kennzahlenziels
in Abhängigkeit von dem Wert der Kennzahl modellieren. Konfiguriert wird eine Ziel-
funktion satR : R˜ → [0, 1] über eine endliche Liste von Stützstellen unter Angabe deren
Funktionswerte. Es sei
s =
[
(v1, y1), . . . , (vm, ym), (vm+1, ym+1)
] ∈ (R× [0, 1])∗× ({NaN}× [0, 1]) (10.3)
mit
satR(vi) := yi, i ∈ {1, . . . , m+1} (10.4)
vj < vj+1, j ∈ {1, . . . , m−1} (10.5)
vm+1 := NaN m ≥ 1 (10.6)
eine bezüglich derWerte der reellen vi aufsteigend geordnete und stets mit der Stützstelle
vm+1 = NaN endende Liste der Paare aus Stützstellen und Stützwerten: Es heißt vi die i-te
Stützstelle und yi der i-te Stützwert von satR. Für jedes Funktionsstück zwischen zwei
direkt benachbarten Stützstellen vj und vj+1 mit 1 ≤ j < m ist die Berechnungsvorschrift
des Zielfunktionswerts gegeben durch
satR(v) = yj +
v− vj
vj+1 − vj ·
(
yj+1 − yj
)
für vj ≤ v ≤ vj+1 ∧ m > 1,
j ∈ {1, . . . , m−1}
mit dem Spezialfall
satR(v) = v1 für m = 1 ∧ v ∈ R.
Außerhalb des Intervalls [v1, vm] ⊂ R gilt
satR(v) = v1 für v < v1,
satR(v) = vm für v > vm,
satR(NaN) = ym+1.
(10.7)
Für die Ableitung der Zielfunktion ergibt sich somit
∂ satR(v)
v
=
yj+1 − yj
vj+1 − vj für vj < v < vj+1 ∧ m > 1,
j ∈ {1, . . . , m−1}
und
∂ satR(v)
v
= 0 für m = 1 ∨ v ∈ [−∞, v1) ∪ (vm ,+∞]
mit den folgenden durch die Spezifikation explizit festgelegten Spezialfällen an den nicht
stetig differenzierbaren Stützstellen:
∂ satR(v)
v
:=

1
2 (dl + dr) falls (dl≤0 ∧ dr≤0)
oder (dl≥0 ∧ dr≥0)
0 sonst.
für v = vj ∧ m > 2,
j ∈ {2, . . . , m−1}
mit dl :=
yj − yj−1
vj − vj−1 und dr :=
yj+1 − yj
vj+1 − vj ,
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∂ satR(v)
v
:=
y2 − y1
2(v2 − v1) für v = v1 und m > 1,
∂ satR(v)
v
:=
ym − ym−1
2(vm − vm−1) für v = vm und m > 1,
∂ satR(v)
v
:= 0 für v = NaN.
Um dem Benutzer bei der Konfiguration des KBM die Einstellung der Zielfunktion zu
erleichtern, werden die Stützstellen in der Umsetzung des Frameworks nicht direkt in
der in Gleichung (10.3)–(10.6) angegebenen Form als Liste von jeweils aus Stützstelle und
zugehörigem Stützwert bestehenden Paaren repräsentiert, sondern als Liste von jeweils
aus einem gültigen Kennzahlenintervall11 und einer nicht-leeren Liste von Stützwerten
bestehenden Paaren, d.h. als eine Liste
s′ ∈ (R× [0, 1]∗)∗
s′ =
[(
ρ1, s1
)
, . . . ,
(
ρp, sp
)
,
(
ρp+1, sp+1
)]
p ≥ 1 (10.8)
mit ρi = (li, ui, oli , oui)
und si = (yi,1, . . . , yi,mi),
ρp+1 := NaNR, sp+1 := (ym+1).
li, ui ∈ R
i ∈ {1, . . . , p}
mi ≥ 1
Die explizite Festlegung von ym+1 ∈ [0, 1] durch den Benutzer des MAS ist dabei op-
tional. Erfolgt sie nicht, dann setzt das Kennzahlenframework stets ym+1 := 0. Für jedes
Kennzahlenintervall ρi, i ∈ {1, . . . , p} werden die in der Liste si angegebenen Stützwerte
yi,j, j ∈ {1, . . . ,mi} jeweils in gleichen Abständen über das reelle Intervall R(ρi)⊂ R ver-
teilten Stützstellen vi,j mit
vi,j =
li + ( j− 1) ·
ui − li
mi − 1 falls mi > 1
1
2 (li + ui) sonst
satR(vi,j) = yi,j
i ∈ {1, . . . , p}
j ∈ {1, . . . , mi}
(10.9)
zugeordnet. Damit die Liste s aus Gleichung (10.3) ohne Mehrdeutigkeiten und unter
Erfüllung der Bedingungen (10.4)–(10.6) durch einfache Anordnung der Elemente der
Menge
S =
{
(vi,j, yi,j)
∣∣ 1 ≤ i ≤ p ∧ 1 ≤ j ≤ mi }
in aufsteigender Reihenfolge der vi,j aus der Liste s′ erzeugt werden kann, sind die fol-
genden drei Bedingungen zu erfüllen:
∀i,i′∈{1, ..., p}, i 6=i′ . (R(ρi) ∩ R(ρi′) = ∅), (10.10)
∀i,i′∈{1, ..., p}∀j∈{1, ...,mi}, j′∈{1, ...,mi′} .
(
vi,j = vi′,j′ =⇒ yi,j = yi′,j′
)
, (10.11)
∀i∈{1, ..., p} . (|R(ρi)| = 1 =⇒ mi = 1). (10.12)
Bedingung (10.10) fordert, dass sich die angegebenen Intervalle nicht überschneiden, und
Bedingung (10.11) stellt sicher, dass für eine Intervallgrenze b ∈ R, die sich zwei direkt
11Siehe Definition 7.11 in Abschnitt 7.3.
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Abbildung 10.1: Beispiel für eine Zielfunktion eines Kennzahlenziels.
benachbarte Kennzahlenintervalle ρi und ρi′ (z.B. mit R(ρi) = [a, b]⊂R und R(ρi′) = (b, c]
⊂R) teilen, nicht unterschiedliche Stützwerte angegeben werden. Bedingung (10.12)
schließlich fordert, dass für alle Kennzahlenintervalle, welche lediglich einen einzelnen
Wert umfassen, genau ein Stützwert angegeben wird.
Unter Verwendung dieser Konfigurationsweise muss der Benutzer bei der Festlegung
der Zielfunktionen nicht explizit die Position einer jeden Stützstelle angeben, wenn er
eine Reihe von Stützstellen in gleichem Abstand zueinander definieren möchte: Für jedes
Kennzahlenintervall werden die von ihm angegebenen Stützwerte automatisch in glei-
chen Abständen zwischen den zugehörigen Stützstellen auf das Intervall verteilt. Dies
erleichtert ihm in einem solchen Fall die Konfiguration der Zielfunktion. Ändert er zwi-
schen zwei Läufen des MAS die Grenzen eines der Kennzahlenintervalle (beispielsweise
weil er feststellt, dass die Zielkennzahl in einigen Situationen Werte außerhalb des Inter-
valls [v1, vm] annimmt), dann werden automatisch alle in dem jeweiligen Kennzahlen-
intervall enthaltenen Stützstellen gemäß Gleichung (10.9) mitverschoben; der Benutzer
muss ihre Positionen somit nicht einzeln per Hand anpassen. Abbildung 10.1 zeigt ein
Beispiel für eine auf diese Art und Weise repräsentierte stückweise lineare Zielfunktion
mit
s′ =
[(
ρ1, s1
)
,
(
ρ2, s2
)
,
(
NaNR, (0)
)]
mit ρ1 =
(
l1, u1, false, false
)
,
s1 =
(
0, 45
)
,
ρ2 =
(
l2, u2, false, false
)
,
s1 =
(
1, 310 ,
1
10 , 0
)
.
l1 < u1 < l2 < u2
Initiales und aktuelles Gewicht (Initial Weight, Current Weight):
Das für Kennzahlenziele in Definition 8.37 festgelegte initiale und aktuelle Gewicht winit
resp. wcurr ist jeweils als Gleitkommazahl doppelter Präzision zu repräsentieren.
335
Zusätzlich zu den in der mathematischen Formalisierung eingeführten Eigenschaften seien für
Kennzahlenziele die folgenden Attribute festgelegt:
Name:
Jedem Kennzahlenziel kann ein Name zugeordnet werden. Bei diesem handelt es sich
um eine beliebige Zeichenkette, welche das Ziel in einer Auflistung, beispielsweise in
der GUI des MAS oder einer statistischen Auswertung, identifiziert. Wie die Namen der
Kennzahlenintervalle muss diese Zeichenkette keine bestimmte Form besitzen, und es
ist prinzipiell zulässig (wenngleich zugunsten der Eindeutigkeit nicht empfehlenswert),
dass mehrere Kennzahlenziele einer Kennzahlensammlung den gleichen Namen tragen.
Der Zeichenumfang und die Zeichenkodierung sind von der Implementierung frei wähl-
bar. Dieses Attribut muss nicht für jedes Kennzahlenziel angegeben werden, d.h., die
Zeichenkette darf leer resp. undefiniert sein. Es sei empfohlen, dass der Benutzer einen
kurzen, möglichst aussagekräftigen Text als Namen des Kennzahlenziels wählt.
Textuelle Beschreibung (Description):
Sollte der Name eines Kennzahlenziels nach Einschätzung des Benutzers nicht hinrei-
chend Aussagekraft besitzen oder bedarf das Ziel zu Zwecken der Dokumentation einer
weiteren Erläuterung, dann kann ihm zudem eine beliebige Zeichenkette als textuelle Be-
schreibung zugewiesen werden, welche ebenfalls in der GUI des MAS angezeigt werden
kann (beispielsweise als Tooltip über dem Eintrag eines Kennzahlenziels in einer Tabel-
le o.ä.). Der Zeichenumfang und die Zeichenkodierung sind von der Implementierung
frei wählbar. Dieses Attribut muss nicht für jede Kennzahl angegeben werden, d.h., die
Zeichenkette darf leer resp. undefiniert sein.
Expansionsmodus (Expansion Mode) und zugehörige Parameter:
In dem erweitert-reellen Funktionsstück unterhalb der kleinsten reellen Stützstelle v1
sowie oberhalb der größten reellen Stützstelle vm besitzt die Zielfunktion jeweils den
konstanten Wert y1 resp. ym und die Steigung 0, wie in Gleichung (10.3)–(10.7) oben
definiert. Somit haben in diesen beiden Funktionsstücken ebenfalls alle partiellen Ab-
leitungen der Zielfunktion nach den in die Zielkennzahl einfließenden Basiskennzahlen
den Wert 0. Nimmt die Zielkennzahl in einem Lauf des MAS Werte außerhalb des In-
tervalls [v1, vm] an, dann terminieren gradientenbasierte lokale Optimierungsverfahren,
wie sie in Kapitel 4 beschrieben sind, auf die Zielfunktion des betreffenden Kennzah-
lenziels angewandt12 daher üblicherweise bereits im ersten Iterationsschritt, wenn sie
mit dem aktuellen Wert der Zielkennzahl resp. den aktuellen Werten aller in diese ein-
fließenden Kennzahlen als Startpunkt initialisiert werden. Die generierten Sollwerte der
(Basis-)Kennzahlen entsprechen in einem solchen Fall den aktuellen Istwerten: Für alle
Werte v der Zielkennzahl, die außerhalb des Intervalls [v1, vm] liegen, besitzt die Ziel-
funktion an der Stelle v ein lokales Extremum, welches zugleich lokales Minimum und
lokales Maximum ist.
In einigen Situationen kann sich dieses Verhalten bei der Optimierung des KBM als kon-
traproduktiv bezüglich des Ansteuerns von durch den Benutzer als »besser« beurteilten
Kennzahlenwerten erweisen: Während der Zielerreichungsgrad eines Kennzahlenziels
aus praktischen Erwägungen nach oben und unten auf ein einheitliches reellwertiges In-
tervall [a, b] mit a, b ∈ R beschränkt werden muss, um für die Vergleichbarkeit der Ziel-
12Das heißt ohne Berücksichtigung anderer Kennzahlenziele, die ebenfalls in die Gesamtbewertungsfunktion satQR
des KBM einfließen.
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erreichungsgrade aller Kennzahlenziele des KBM zu sorgen,13 kann aus der Sicht des
Benutzers die Günstigkeit der Werte einer Kennzahl prinzipiell nach oben und unten un-
beschränkt sein. Für einige Kennzahlen mag der Benutzer höhere Kennzahlenwerte stets
als besser und kleinere Werte stets als schlechter erachten (oder vice versa), ohne dass für
ihn eine obere und untere Grenze existiert, über resp. unter der alle Kennzahlenwerte für
ihn gleich erstrebenswert sind. Für die Festlegung einer Zielfunktion bezüglich einer sol-
chen in der Günstigkeit ihres Werts unbeschränkten Kennzahl – wie etwa des monetären
Periodengewinns, um ein Beispiel zu nennen – muss er dennoch eine obere Grenze des
Kennzahlenwerts in Form der Stützstelle vm und eine untere Grenze in Form der Stütz-
stelle v1 angeben, welcher er den maximal resp. minimal möglichen Zielerreichungsgrad
zuweist – d.h. auch dann, wenn z.B. alle Werte oberhalb vm aus seiner Sicht prinzipiell
noch erstrebenswerter sind als vm und alle Werte unterhalb v1 noch ungünstiger sind
als v1. Das automatische Anstreben besserer bzw. das Verhindern schlechterer Kennzah-
lenwerte seitens der Agenten wird folglich in einem solchen Fall erschwert, sobald der
aktuelle Kennzahlenwert das Intervall [v1, vm] verlässt. Um diesem Problem entgegen-
zuwirken, erlaubt das Kennzahlenframework eine automatische Vergrößerung des Inter-
valls [v1, vm] unter geeigneter Verschiebung der Stützstellen der Zielfunktion, sobald der
aktuelle reelle Wert der Zielkennzahl eine vorgegebene Differenz zu den Intervallgren-
zen v1 und vm unterschreitet. Diese Differenz sei als Expansionsschwellenwert (Expansion
Threshold) bezeichnet und kann individuell für jedes Kennzahlenziel in Form einer reel-
len Zahl ethrs ∈ R eingestellt werden. Gibt der Benutzer in der Kennzahlenkonfiguration
für ein Kennzahlenziel keinen Expansionsschwellenwert an, dann ist ethrs = 0 für das Ziel
zu verwenden. Darüber hinaus kann für ein Kennzahlenziel der sog. Expansionsschritt
(Expansion Step) in Form einer nicht-negativen reellen Zahl estep ∈ R+0 angegeben werden,
welcher festlegt, um wie viele Einheiten die Intervallgrenzen im Falle einer Anpassung
verschoben werden. Gibt der Benutzer in der Kennzahlenkonfiguration für ein Kenn-
zahlenziel keinen Expansionsschritt an, dann ist entweder estep = 12 · span für das Ziel zu
verwenden oder alternativ ein anwendungsabhängig zu spezifizierender Standardwert.
Es ist dabei span die Standardspanne der Zielkennzahl.
Jedes Kennzahlenziel verfügt über einen Expansionsmodus emode ∈ {Maintain, Upwards,
Downwards, Both}. Dieses Attribut bestimmt, wie die Zielfunktion anzupassen ist, wenn
sich der aktuelle Wert der Zielkennzahl den Intervallgrenzen v1 und vm nähert. Die mög-
lichen vier Werte gehen mit den folgenden Verhaltensweisen in der Anpassung der Ziel-
funktion einher:
• Maintain:Hat der Expansionsmodus des Kennzahlenziels diesenWert, oder istm = 1
oder estep = 0, dann erfolgt keine automatische Anpassung der Zielfunktion, wenn
sich der aktuelle Kennzahlenwert v1 und vm nähert.
• Upwards: Es sei ρmax = (lmax, umax, olmax , oumax) das Intervall der Liste s
′ mit der größ-
ten Obergrenze umax. In diesem Expansionsmodus wird das Intervall ρmax in der Lis-
te s′ immer dann durch das Intervall ρmax mit
ρmax =
{
(lmax + estep, umax + estep, olmax , oumax) falls lmax = umax
(lmax, umax + estep, olmax , oumax) sonst
(10.13)
ersetzt, sobald der aktuelle Wert der Zielkennzahl größer als vm − ethrs und zugleich
Element von R ist. Nach der Ersetzung ist die Liste s aus der aktualisierten Liste s′
13Siehe hierzu die Diskussion in Abschnitt 4.5.2 dieser Arbeit bezüglich der Auswirkungen auf das Optimierungs-
ergebnis, wenn die Komponentenfunktionen der Vektor-Zielfunktion eines Multikriterien-Optimierungsproblems
Werte unterschiedlicher Größenordnungen annehmen.
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neu zu berechnen und ρmax neu zu bestimmen. Diese Anpassung ist solange zu wie-
derholen, bis der aktuelle (reelle) Wert der Zielkennzahl kleiner gleich dem neuen
Wert von vm − ethrs ist. Dieser Expansionsmodus erfordert, dass m > 1 mit v1 < v2
und estep > 0 gilt.
• Downwards: Es sei ρmin = (lmin, umin, olmin , oumin) das Intervall der Liste s
′ mit der
kleinsten Untergrenze lmin. In diesem Expansionsmodus wird das Intervall ρmin in
der Liste s′ immer dann durch das Intervall ρmin mit
ρmin =
{
(lmin − estep, umin − estep, olmin , oumin) falls lmin = umin
(lmin − estep, umin, olmin , oumin) sonst
(10.14)
ersetzt, sobald der aktuelle Wert der Zielkennzahl kleiner als v1 + ethrs und zugleich
Element von R ist. Nach der Ersetzung ist die Liste s aus der aktualisierten Liste s′
neu zu berechnen und ρmin neu zu bestimmen. Diese Anpassung ist solange zu wie-
derholen, bis der aktuelle (reelle) Wert der Zielkennzahl größer gleich dem neuen
Wert von v1 + ethrs ist. Dieser Expansionsmodus erfordert, dass m > 1 mit v1 < v2
und estep > 0 gilt.
• Both: Es seien ρmin und ρmax definiert wie für die Expansionsmodi Upwards und
Downwards. Im Expansionsmodus Both wird das Intervall ρmin durch das Intervall
ρmin wie in (10.14) festgelegt ersetzt, sobald der aktuelle Wert der Zielkennzahl klei-
ner als v1 + ethrs und zugleich Element von R ist. Zudem wird das Intervall ρmax
durch das Intervall ρmax wie in (10.13) festgelegt ersetzt, sobald der aktuelle Wert
der Zielkennzahl größer als vm − ethrs und zugleich Element von R ist. Nach jeder
einzelnen Ersetzung ist die Liste s aus der aktualisierten Liste s′ neu zu berechnen
und ρmin sowie ρmax neu zu bestimmen. Diese Anpassung ist solange zu wiederho-
len, bis der aktuelle (reelle) Wert der Zielkennzahl größer gleich dem neuen Wert
von v1 + ethrs und kleiner gleich dem neuen Wert von vm − ethrs ist. Dieser Expansi-
onsmodus erfordert, dass m > 1 mit v1 < v2 und estep > 0 gilt.
Der Expansionsschwellenwert ethrs sowie der Expansionsschritt estep eines Kennzahlen-
ziels sind in der Implementierung des Kennzahlenframeworks jeweils als Gleitkomma-
zahl doppelter Präzision zu repräsentieren. Die Repräsentation des Expansionsmodus
emode kann durch einen beliebigen Datentyp erfolgen, welcher vier unterschiedliche Wer-
te darzustellen vermag. Gibt der Benutzer in der Kennzahlenkonfiguration für ein Kenn-
zahlenziel keinen Expansionsmodus an, dann ist für das Ziel der Wert emode = Maintain
zu verwenden.
10.2.6 Kennzahlensammlungen
Eine Kennzahlensammlungwird vomKennzahlenframework als Container-Datenstruktur rea-
lisiert, der ein innerhalb des KBM eindeutiges Kontextsymbol aus der Menge Θ ⊂ ΨΘ zugeord-
net wird. Die Elemente von Θ werden dabei als spezielle Objekte repräsentiert, welche jeweils
einen textuellen Universally Unique Identifier (UUID) beinhalten. Pro Kennzahlensammlung
fasst eine Instanz dieses Containers alle in dem Kennzahlenkontext der Sammlung definier-
ten Kennzahlen, Kennzahlenziele und Kennzahlenkontextgruppen zusammen, wie in Definiti-
on 8.42 der Formalisierung des KBM festgelegt. Die Datenstruktur beinhaltet zu diesem Zweck
mehrere Listen oder Mengen mit Pointern auf die jeweiligen Instanzen der die Kennzahlen,
Ziele und Gruppen repräsentierenden Datenstrukturen. Die Kontextdeklarationen des KBM
sind ebenfalls in den Kennzahlensammlungsdatentyp integriert: Jede Kennzahlensammlung
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verfügt über einen Namen, welcher dem in Definition 8.8 beschriebenen Namen ψ ∈ ΨC des
durch sie repräsentierten Kennzahlenkontextes entspricht. Dieser Name wird, wie die Kenn-
zahlennamen, seitens des Frameworks durch eine Zeichenkette repräsentiert. Da die Menge N
des KBM nicht für jeden Kennzahlenkontext eine Kontextdeklaration enthalten muss, darf die-
se Zeichenkette leer sein resp. das Namensattribut der Kennzahlensammlung undefiniert. Die
Menge ΨC der zulässigen Kennzahlenkontextnamen (bzw. Kennzahlensammlungsnamen) sei
dabei festgelegt als die Menge aller nicht-leeren Zeichenketten (d.h. mit der Mindestlänge 1),
auf die der folgende reguläre Ausdruck zutrifft:
[ˆ\$\[\]\t\n\f\r]+ (10.15)
Ein zulässiger Kennzahlenkontextname ist somit eine beliebig lange (aber mindestens ein Zei-
chen umfassende) Kombination beliebiger Zeichen außer dem Dollarzeichen, der beiden ecki-
gen Klammern, dem Tabulator (Unicode: 0x09), Zeilenumbruch (Unicode: 0x0a), Form Feed
(Unicode: 0x0c) sowie Carriage Return (Unicode: 0x0d). Der Zeichenumfang und die Zeichen-
kodierung sind von der Implementierung frei wählbar. Die Menge K⊂ΨK der Namen der von
der Kennzahlensammlung exportierten Kennzahlen (vgl. Definition 8.8) wird ebenfalls inner-
halb der Kennzahlensammlungsinstanz als Liste resp. Menge von Zeichenketten geführt.
Eine jede Kennzahlensammlung verfügt darüber hinaus über einen Pointer auf die Instanz des
Kennzahlenbrokers, welche verwendet werden soll, um die aktuellen Werte ihrer Basiskenn-
zahlen bei der Auswertung ihrer zusammengesetzten Kennzahlen zu beziehen und mit dessen
Hilfe die Werte der von ihr exportierten Kennzahlen veröffentlicht resp. protokolliert werden
sollen. Vergleiche dazu die Spezifikation des Kennzahlenbrokers unten.
10.2.7 Kennzahlenkontextgruppen
Die Kennzahlenkontextgruppen verfügen in ihrer Umsetzung durch das Kennzahlenframe-
work jeweils über einen Gruppennamen in Form einer Zeichenkette sowie eine Liste oder
Menge von Pointern auf jene Kennzahlensammlungen, welche die aktuellen Mitglieder der
betreffenden Gruppe sind. Die Menge ΨG der zulässigen Kennzahlenkontextgruppennamen
sei dabei festgelegt als die Menge aller Zeichenketten der Mindestlänge 2, auf die der folgende
reguläre Ausdruck zutrifft:
\$[ˆ\$\[\]\t\n\f\r]+ (10.16)
Ein zulässiger Kennzahlenkontextgruppenname besteht somit stets aus einem Dollarzeichen,
gefolgt von einer beliebig langen (aber mindestens ein Zeichen umfassenden) Kombination be-
liebiger Zeichen außer dem Dollarzeichen, der beiden eckigen Klammern, dem Tabulator (Uni-
code: 0x09), Zeilenumbruch (Unicode: 0x0a), Form Feed (Unicode: 0x0c) und Carriage Return
(Unicode: 0x0d). Der Zeichenumfang und die Zeichenkodierung sind von der Implementie-
rung frei wählbar. Da jeder gültige Gruppenname mit einem Dollarzeichen beginnt, muss die-
ser im RAMnicht notwendigerweise mitgespeichert werden, d.h., es kann bei der maschinellen
Repräsentation des Namensattributs der Kontextgruppen weggelassen und implizit als stets
gegebenes Präfix betrachtet werden. Das Dollarzeichen dient lediglich dazu, die Mengen ΨC
und ΨG konform zu Definition 7.26 disjunkt zu halten, um bei der in Abschnitt 10.4.1 spezi-
fizierten textuellen Repräsentation der Kennzahlenberechnungsvorschriften Referenzierungen
von Kennzahlensammlungen und Referenzierungen von Kennzahlenkontextgruppen bereits
syntaktisch unterscheiden zu können.
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10.2.8 Kennzahlenbewertungsmodell und Skalarisierungsfunktionen
Das KBM wird in Form einer Datenstruktur realisiert, die u.a. aus einer Liste oder Menge von
Pointern auf alle dem KBM zugehörigen Kennzahlensammlungen besteht und einem Attri-
but, welches das zu verwendende Skalarisierungsfunktionspaar (scalR, scalI) festlegt. Die in
Definition 8.1 aufgeführten Mengen N, A, B, Γ, ∆, F, Z und G werden in dieser Datenstruktur
nicht explizit als Listen oder Mengen geführt, da sie bereits gemäß der obigen Spezifikation der
Kennzahlensammlungen auf ebendiese aufgeteilt repräsentiert werden. Die Kennzahlenfunk-
tionslisten funcR und funcI werden ebenfalls nicht explizit als Listen verwaltet; ihre Elemente
sind stattdessen als Methoden der einzelnen Kennzahlenobjekte des KBM verteilt umgesetzt.
DieMenge Fluents der aktuellen Fluent-Belegungen des KBM kann in Gestalt einer Hashtabelle
implementiert werden, welche grundierte Fluent-Ausdrücke auf (Pointer auf) die betreffenden
Kennzahlenobjekte in den Kennzahlensammlungen des KBM abbildet.
Die Skalarisierungsfunktion des KBMmuss mindestens zwischen den beiden in Definition 8.39
beschriebenen Funktionen weighted_averageR und averageR gewählt werden können. In der Im-
plementierung der Kennzahlenbibliothek kann die zu verwendende Skalarisierungsfunktion
z.B. durch ein austauschbares Funktionsobjekt oder einen Funktionspointer einstellbar sein.
Bei einer objektorientierten Umsetzung sind ebenfalls die skalare Gesamtbewertungsfunktion
satQR und die Intervall-Gesamtbewertungsfunktion sat
Q
I sowie deren Entsprechungen obj
Q
R und
objQI aus Definition 8.47 als öffentliche Methoden bereitzustellen. Die Kennzahlenbibliothek ist
so zu realisieren, dass zusätzlich zu weighted_averageR und averageR weitere (z.B. domänenspe-
zifisch definierte) Skalarisierungsfunktionen von den Entwicklern eines das Framework ver-
wendenden MAS implementiert und eingesetzt werden können. Eine über eine einfache Wahl
aus mehreren vordefinierten Alternativen hinausgehende Konfiguration der Skalarisierungs-
funktion durch den Benutzer des MAS ist nicht vorgesehen. Es ist jeweils domänenabhängig
für das konkrete MAS festzulegen, ob der Benutzer in der Konfiguration des MAS zwischen
mehreren Skalarisierungsfunktionenwählen kann undwelcheAlternativen dabei zur Auswahl
stehen.
10.2.9 Kennzahlenbroker
Der Kennzahlenbroker stellt eine einheitliche Schnittstelle bereit, mit deren Hilfe die aktuellen
Werte der Basiskennzahlen eines KBM (d.h. dessen Eingabewerte) in dieses eingegeben und
anschließend bei der Auswertung dessen zusammengesetzter Kennzahlen von den Kennzah-
lenfunktionen der letzteren bezogen werden können. Unter Verwendung dieser Schnittstelle
können zudem die Werte aller von einer Kennzahlensammlung exportierten Kennzahlen un-
ter dem Namen der Sammlung über ein Blackboard in Gestalt einer relationalen Datenbank
veröffentlicht und damit den KBM anderer Agenten des MAS als Eingabewerte zur Verfü-
gung gestellt werden. Diese Ein- und Ausgabeschnittstelle für Kennzahlenwerte wird durch
eine Container-Datenstruktur realisiert, die in der Terminologie des Frameworks als Kennzah-
lenquelle (Key Figure Source) bezeichnet wird. In ihr sind Werte beliebig vieler Kennzahlen als
Gleitkommazahlen mindestens doppelter Präzision ablegbar, wobei diese Werte jeweils unter
Angabe des Namens der betreffenden Kennzahl (d.h. über eine Zeichenkette der in der Spezifi-
kation der Kennzahlen oben festgelegten Form) lesbar und schreibbar sind. Diese Datenstruk-
tur kann in einer Implementierung der Kennzahlenbibliothek z.B. in Form einer Hashtabelle,
mit dem Kennzahlennamen als Schlüssel und dem Kennzahlenwert als dem Schlüssel zuge-
ordnetes Objekt, umgesetzt werden.
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Da sich die Werte der Kennzahlen im Allgemeinen mit der Zeit verändern, verfügt jede Kenn-
zahlenquelle über einen Zeitstempel, welcher die in ihr gespeicherten Kennzahlenwerte ein-
deutig jenem diskreten Zeitpunkt zuordnet, zu dem sie gelten. Darüber hinaus verfügen Kenn-
zahlenquellen jeweils über eine sog. Senderkennung (Sender Identification) in Form einer beliebi-
gen nicht-leeren Zeichenkette, welche eindeutig den örtlichen Bezug bzw. Ursprung der Kenn-
zahlenwerte angibt. Stammen die im Container gespeicherten Kennzahlenwerte alle aus einer
einzelnen Kennzahlensammlung bzw. dienen sie als Eingabewerte der Kennzahlenfunktionen
deren Kennzahlen, dann sieht das Kennzahlenframework vor, dass als Senderkennung der Na-
me dieser Kennzahlensammlung verwendet wird. Fasst eine Kennzahlenquelle hingegen die
Kennzahlenwerte mehrerer Kennzahlensammlungen zusammen (beispielsweise aller Samm-
lungen der Kennzahlensammlungshierarchie des lokalen KBM eines Agenten, wenn in diesem
nicht mehrere Kennzahlen den gleichen Namen besitzen), dann kann domänenabhängig als
Senderkennung eine beliebige eindeutige Zeichenkette gewählt werden. Der Zeitstempel einer
Kennzahlenquelle ist durch einen mindestens 64 Bit umfassenden Bitvektor zu repräsentieren,
welcher von einem das Kennzahlenframework einsetzendenMAS gleichfalls anwendungsspe-
zifisch in beliebiger Weise, d.h. beispielsweise als ganze Zahl oder als Gleitkommazahl, in-
terpretiert werden kann. Dieser Bitvektor kann von einer Implementierung der Kennzahlen-
bibliothek insbesondere in zwei mindestens 32 Bit breite, im RAM als ganze Zahlen (Integer)
verwaltete Teile titer (höherwertige Bits) und tslot (niederwertige Bits) zerlegt werden, die im
Folgenden als Iterationszähler resp. Time Slot bezeichnet seien. Ihre genaue Semantik ist do-
mänenabhängig festzulegen.
Neben einem Austausch der Kennzahlenwerte erlaubt der Kennzahlenbroker den Austausch
der Werte der ersten partiellen Ableitungen der Kennzahlen zwischen den Agenten (z.B. zwi-
schen einem Gruppenagenten und dessen Unteragenten). Zu diesem Zweck stellt er eine zu
den Kennzahlenquellen analoge Ein- und Ausgabeschnittstelle für Ableitungswerte zur Verfü-
gung. Diese ist ebenfalls durch eine Container-Datenstruktur realisiert, welche in der Termino-
logie des Kennzahlenframeworks als Ableitungsquelle (Derivative Source) bezeichnet wird und
pro Instanz für jeweils eine Kennzahl die Werte ihrer partiellen Ableitungen nach den in die-
se Kennzahl einfließenden zusammengesetzten Kennzahlen sowie Basiskennzahlen speichert.
Die Ableitungswerte sind jeweils unter Angabe eines Pointers auf die Instanz der Datenstruk-
tur, welche die Kennzahl repräsentiert, nach der abgeleitet wurde, lesbar und schreibbar. Die
Ableitungsquellen können in der Implementierung der Kennzahlenbibliothek somit ähnlich
wie die Kennzahlenquellen z.B. als Hashtabelle, mit dem Kennzahlenpointer als Schlüssel und
demAbleitungswert als mit dem Schlüssel assoziiertes Objekt, umgesetzt werden. Beim Export
über den Kennzahlenbroker werden die Kennzahlenquellen mit einem Zeitstempel in Form ei-
nes Iterationszählers titer und eines Time Slots tslot sowiemit einer Senderkennung in Form einer
Zeichenkette versehen, welche in der öffentlichen Programmierschnittstelle (API) des Brokers
und in der Datenbank exakt auf die gleiche Weise zu repräsentieren sind, wie es bei den Kenn-
zahlenquellen der Fall ist. Darüber hinaus enthält jede Ableitungsquelle eine Referenz auf die
abgeleitete Kennzahl in Gestalt eines Pointers.
Die Kennzahlenquellen und Ableitungsquellen mit aktuellem Zeitstempel werden vom Kenn-
zahlenbroker zur lokalen Nutzung durch das KBM eines Agenten auf schnell zugreifbare Art
und Weise im Arbeitsspeicher vorgehalten, sodass bei der Auswertung der Kennzahlen dieses
KBM nur dann eine Datenbankabfrage erfolgen muss, wenn ein von einem anderen Agenten
zu importierender Wert noch nicht von diesem Agenten über die Datenbank bezogen wurde.
Kennzahlen- und Ableitungsquellen mit einem veralteten Zeitstempel werden vom Kennzah-
lenbroker hingegen nicht zu Zwecken der schnelleren Auswertung im Arbeitsspeicher vorge-
halten und sind bei Bedarf stets aus der Datenbank zu beziehen. Das Datenbanklayout, wel-
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ches vom Kennzahlenbroker zur Speicherung der Kennzahlen- und Ableitungswerte verwen-
det wird, kann von der Implementierung frei gewählt werden.
10.2.10 Optimierer
Aufgrund der Tatsache, dass die oben spezifizierten Zielfunktionen der Kennzahlenziele sowie
einige der in Abschnitt 10.3 unten festgelegten Basisoperationen nicht an allen Stellen stetig
differenzierbar sind, kommt bei der Umsetzung des Kennzahlenframeworks als primäres Op-
timierungsverfahren zur Bestimmung der Sollwerte für die Basiskennzahlen der auf Seite 69ff
vorgestellte Differential-Evolution-Algorithmus zum Einsatz. Dieser ist nicht auf partielle Ab-
leitungen angewiesen und prinzipiell in der Lage, ein globalesMaximumder zu optimierenden
Zielfunktion zu finden, selbst dann, wenn der durch die aktuellen Kennzahlenwerte gegebene
Punkt der Zielfunktion ein lokales, aber nicht globales, Maximum derselben darstellt. Gradien-
tenbasierte lokale Optimierungsverfahren hingegen würden bereits in einem lokal maximalen
Startpunkt terminieren. Trotz seiner großen Flexibilität hinsichtlich der von ihm unterstützten
Zielfunktionen ist das Differential-Evolution-Verfahren vergleichsweise einfach zu implemen-
tieren.
Das Framework sieht die freie Austauschbarkeit des eingesetzten Optimierungsverfahrens vor.
Die Implementierung der Kennzahlenbibliothek ist so zu gestalten, dass durch die Entwickler
eines das Framework verwendendenMASweitere Optimierungsverfahren – d.h. insbesondere
auch gradientenbasierte Verfahren, welche die ersten partiellen Ableitungen der von ihnen op-
timierten Funktionen nutzen – eingebunden und zur Steuerung der Agenten eingesetzt werden
können. Zu diesem Zweck stellt das Kennzahlenframework eine einheitliche Schnittstelle zur
Ausgabe der im Optimierungsprozess bestimmten Sollwerte für die Kennzahlen bereit. Diese
ist analog zu den Kennzahlen- und Ableitungsquellen als Container-Datenstruktur realisiert,
welche in der Terminologie des Kennzahlenframeworks als Sollwertsammlung (Target Value
Collection) bezeichnet wird. Die in ihr als Gleitkommazahlen mindestens doppelter Präzision
abgelegten Kennzahlensollwerte sind jeweils unter Angabe eines Pointers auf die Instanz der
Datenstruktur, welche die mit dem Sollwert verbundene Kennzahl repräsentiert, lesbar und
schreibbar. In einer konkreten Implementierung können die Sollwertsammlungen somit z.B. in
Form einer Hashtabelle, mit dem Kennzahlenpointer als Schlüssel und dem Sollwert als mit
dem Schlüssel assoziiertes Objekt, umgesetzt werden.
Damit bei der Optimierung stets endliche Sollwerte für die Basiskennzahlen gefunden wer-
den können, stellt das Kennzahlenframework die Anforderung, dass der zulässige Bereich
des zu lösenden Optimierungsproblems beschränkt ist. Dies wird vom Kennzahlenframework
durch die Forderung erreicht, dass unmittelbar vor der Ausführung des ersten Optimierungs-
prozesses für die Wertebereichsrestriktionen r aller Basiskennzahlen des KBM die Bedingung
l, u ∈ R mit l := inf RI(r \ NaNI) und u := sup RI(r \ NaNI) erfüllt ist. Während beim Start des
MAS sowie beim Austausch der Kennzahleninformationen zwischen den Agenten prinzipi-
ell l, u ∈ {−∞,+∞} für eine Basiskennzahl β = (c, k, ξ, b, o, r,D) ∈ B gelten darf, ist vor dem
erstmaligen Aufruf der durch die Optimierungskomponente bereitgestellten Optimierungs-
prozeduren jeweils l, u ∈ R explizit zu erzwingen, wenn dies nicht bereits der Fall ist. Wird
die Anpassung domänenabhängig nicht anders spezifiziert, dann ist sie dadurch zu erreichen,
dass r derart modifiziert wird, dass danach l = xb − 12 · span gilt, falls zuvor l 6∈ R galt, sowie
u = xb +
1
2 · span, falls zuvor u 6∈ R galt. Dabei ist xb der zum Zeitpunkt der Anpassung aktuelle
Wert der betreffenden Basiskennzahl und span ihre Standardspanne. Die Justierung der Restrik-
tionen kann somit, wie die Optimierung des KBM, erst dann vorgenommen werden, sobald
die Istwerte der Basiskennzahlen erstmalig erhoben wurden (sie ist daher u.U. nicht unmittel-
bar beim Start des MAS möglich). Die Beschränkung des zulässigen Bereichs durch diese im
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Prinzip willkürlich gewählte Anpassungsregel kann allerdings dazu führen, dass tatsächliche
lokale oder globale Extrema des Optimierungsproblems mit den ursprünglichen Restriktionen
außerhalb des zulässigen Bereichs des analogen Optimierungsproblems mit den angepassten
Restriktionen liegen und somit bei der Lösung des zweitgenannten nicht als Sollwerte geliefert
werden. Um dieser Situation entgegenzuwirken, erlaubt das Kennzahlenframework – analog
zu der oben spezifizierten Anpassung der Zielfunktionsstützstellen – eine automatische Ex-
pansion der Wertebereichsrestriktion r einer (in der betreffenden Richtung ursprünglich un-
beschränkten) Basiskennzahl, immer dann, wenn ihr aktueller Wert eine vorgegebene endli-
che Differenz zu l bzw. u unterschreitet. Die dieser Strategie zugrunde liegende Idee ist es,
einen künstlich beschränkten zulässigen Bereich schrittweise immer dann zu vergrößern, so-
bald sich die aktuellenWerte der Basiskennzahlen (durch die zielgerichtete Aktionsausführung
der Agenten) an Sollwerte annähern, die in der Nähe des Randes des zulässigen Bereichs lie-
gen. Auf diese Weise wird prinzipiell die Generierung neuer, aufgrund der bisherigen Restrik-
tionen zuvor nicht erzeugbarer Sollwerte ermöglicht, die mit einem höheren Zielfunktionswert
einhergehen als die bisherigen Sollwerte. Dies erlaubt eine Form der automatischen Zielope-
rationalisierung, bei der neue, höher gesteckte Ziele generiert werden, sobald die alten (fast)
erreicht sind. Neben den in der mathematischen Formalisierung festgelegten Eigenschaften
besitzen die Basiskennzahlen in der Umsetzung des Kennzahlenframeworks zu diesem Zweck
einen benutzerkonfigurierbaren Expansionsmodus:
Expansionsmodus (Expansion Mode) und zugehörige Parameter der Basiskennzahlen:
Jede Basiskennzahl verfügt über einen Expansionsmodus emode ∈ {Maintain, Upwards,
Downwards, Both}, einen Expansionsschwellenwert (Expansion Threshold) ethrs ∈ R sowie
einen Expansionsschritt (Expansion Step) estep ∈ R+0 . Diese Attribute bestimmen, wie die
Wertebereichsrestriktion r hinsichtlich des oben eingeführten, aus r hergeleiteten reel-
len Infimums l und Supremums u anzupassen ist, wenn sich der aktuelle Wert xb der
Basiskennzahl dem Wert von l resp. u nähert. Die vier möglichen Modi gehen mit den
folgenden Verhaltensweisen bei der Anpassung von r einher:
• Maintain:Hat der Expansionsmodus der Basiskennzahl diesenWert, oder ist estep =
0, dann erfolgt keine automatische Anpassung ihrer Wertebereichsrestriktion, wenn
sich der aktuelle Kennzahlenwert l resp. u nähert.
• Upwards: In diesem Expansionsmodus wird die Wertebereichsrestriktion der Basis-
kennzahl immer dann, wenn der aktuelle Kennzahlenwert xb größer ist als u− ethrs
und zugleich xb ∈ R gilt, derart modifiziert, dass sich dabei der Wert von u um estep
erhöht. Diese Anpassung ist solange zu wiederholen, bis der neue Wert von u− ethrs
größer gleich dem aktuellen (reellen)Wert der Basiskennzahl ist. Dieser Expansions-
modus erfordert, dass estep > 0 gilt.
• Downwards: In diesem Expansionsmodus wird die Wertebereichsrestriktion r der
Basiskennzahl immer dann, wenn der aktuelle Kennzahlenwert xb kleiner ist als
l + ethrs und zugleich xb ∈ R gilt, derart modifiziert, dass sich dabei der Wert von l
um estep verringert. Diese Anpassung ist solange zu wiederholen, bis der neue Wert
von l + ethrs kleiner gleich dem aktuellen (reellen) Wert der Basiskennzahl ist. Dieser
Expansionsmodus erfordert, dass estep > 0 gilt.
• Both: Hat der Expansionsmodus der Basiskennzahl diesen Wert, dann wird auf die
Wertebereichsrestriktion sowohl die für Upwards als auch die für Downwards spezi-
fizierte Aktualisierungsregel angewendet.
Welche Werte für den Expansionsmodus, Expansionsschwellenwert und Expansions-
schritt der einzelnen Basiskennzahlen eines KBM als Voreinstellung hergenommen wer-
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den, und ob diese Attribute durch den Benutzer des MAS in der Kennzahlenkonfi-
guration frei einstellbar sind, kann von den Entwicklern eines das Framework ver-
wendenden MAS domänenabhängig spezifiziert werden. Erfolgt eine solche Festlegung
nicht, dann werden vom Kennzahlenframework ethrs := 0 und estep := 12 · span als Vor-
gabewerte benutzt, wobei span die Standardspanne der jeweiligen Basiskennzahl ist.
Der Expansionsmodus wird in diesem Fall in Abhängigkeit von den ursprünglichen
(d.h. noch nicht auf endliche Werte angepassten) Grenzen l und u gewählt: Gilt initial
l, u ∈ R, dann wird emode := Maintain gesetzt, ist hingegen l = −∞ und u ∈ R, dann wird
emode := Downwards gesetzt, ist l ∈ R und u = +∞, dann wird emode := Upwards gesetzt,
und ansonsten emode := Both. In einer Implementierung des Kennzahlenframeworks sind
die Attribute emode, ethrs und estep der Basiskennzahlen exakt auf die gleiche Weise zu re-
präsentieren, wie es bei den Kennzahlenzielen der Fall ist.
10.2.11 Exportierte Kennzahlen und Zieloperationalisierung
Für die von einem Agenten über den Kennzahlenbroker exportierten Kennzahlen, die in Form
von Kennzahlstellvertretern, d.h. als Basiskennzahlen, in die KBM anderer Agenten importiert
werden, sind die basiskennzahlspezifischen Eigenschaften wie die Wertebereichsrestriktion r,
der Optimierungsmodus o sowie der Expansionsmodus emode einschließlich der zugehörigen
Parameter ethrs und estep geeignet zu wählen. Wie dies in einem konkreten MAS zu erfolgen hat,
kann domänenabhängig von den Entwicklern des MAS spezifiziert werden. In diesem Ab-
schnitt wird das Standardvorgehen des Kennzahlenframeworks beschrieben, das zum Einsatz
kommt, falls keine solche anwendungsabhängige Festlegung vorgenommen wird.
Es sei ϕ die einem Bewertungsmodell Q zugehörige exportierte Kennzahl und ϕ′ ihr Kenn-
zahlstellvertreter im Bewertungsmodell Q′, dessen Attribute zu setzen sind. Handelt es sich
bei der exportierten Kennzahl um eine Basiskennzahl, dann werden die Werte der Attribute
o, r, emode, ethrs und estep ihres Kennzahlstellvertreters ϕ′ von ϕ unverändert übernommen. Bei
allen anderen Kennzahlentypen werden sie wie folgt gesetzt:
Optimierungsmodus:
Der Optimierungsmodus o des Kennzahlstellvertreters wird genau dann auf true gesetzt,
wenn die exportierte Kennzahl ϕ 6∈ B von mindestens einer beeinflussbaren Basiskenn-
zahl abhängig ist, d.h., es wird
o :=
{
true falls Lϕ 6= ∅
false sonst
mit Lϕ :=
{
bβ
∣∣ (cβ, kβ, ξβ, bβ, oβ, rβ,Dβ) ∈ B ∩KF_DepQ(ϕ, (), 1,∅) ∧ oβ = true }
für ϕ′ gesetzt. Es bezeichnet dabei Lϕ die Indexmenge der Eingabewerte der in ϕ ein-
fließenden Basiskennzahlen des Bewertungsmodells Q, welche den Optimierungsmodus
true aufweisen.
Expansionsmodus und zugehörige Parameter:
Für den Kennzahlstellvertreter ϕ′ wird der Expansionsmodus auf emode := Both gesetzt,
der Expansionsschritt auf estep := 12 · span und der Expansionsschwellenwert auf ethrs := 0.
Wertebereichsrestriktion:
Die Wertebereichsrestriktion r des Kennzahlstellvertreters ϕ′ wird durch intervallarith-
metische Auswertung der exportierten Kennzahl ϕ unter dem Eingabeintervallvektor
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x ∈ In der Standardindirektion vonQ bestimmt. Dazumuss ϕ gültig inQ unter der leeren
Indirektionsliste () sein. Setze
(Q, x) := std_indQ, r := value_of
Q
I
(
ϕ; (); x
)
. (10.17)
Gilt {l, u}∩ {−∞,+∞} 6= ∅ für l := inf RI(r \ NaNI) und u := sup RI(r \ NaNI), dann sind
l und/oder u vor der ersten Optimierung des Bewertungsmodells Q′ auf die in der obi-
gen Spezifikation der Optimierungskomponente beschriebene Weise, d.h. durch geeig-
nete Modifikation von r, auf einen endlichen Wert aus R zu beschränken. Der Austausch
der Kennzahleninformationen zwischen den Agenten kann vor dieser für die Optimie-
rung notwendigen Justierung mit dem in Gleichung (10.17) gesetzten Wert geschehen.
Es bleibt der domänenabhängigen Implementierung eines konkretenMAS überlassen, ob
die Wertebereichsrestriktion r des Kennzahlstellvertreters ϕ′ immer dann gemäß dieser
Strategie aktualisiert wird, wenn sich die Restriktionen der in ϕ einfließenden Basiskenn-
zahlen B ∩KF_DepQ(ϕ, (), 1,∅) ändern (etwa aufgrund einer Expansion oder aufgrund
einer Justierung auf einen endlichen Wert vor einem Optimierungsvorgang): Ein solche
Anpassung von ϕ′ fällt in den Bereich der anwendungsspezifischen Agentenkommuni-
kation und wird vom Kennzahlenframework daher nicht eigenständig vorgenommen.
Der Kennzahlenname k, die Kennzahlendiskretisierung D und die Standardspanne span des
Kennzahlstellvertreters wird stets unverändert von der exportierten Kennzahl kopiert; glei-
ches gilt für die in dieser Spezifikation eingeführte textuelle Beschreibung und die Maßeinheit
der Kennzahl. Die textuelle Kennzahlenformel wird nicht von der exportierten Kennzahl über-
nommen, sondern ist für ihren Kennzahlstellvertreter undefiniert.
Wie imRahmen der automatischen Zieloperationalisierung aus den durch einenOptimierungs-
prozess bestimmten Sollwerten für importierte Kennzahlen geeignete Kennzahlenziele kon-
struiert und an die Unteragenten eines Gruppenagenten weiterzureichen sind, ist ebenfalls do-
mänenabhängig zu entscheiden. Die Standardvorgabe des Kennzahlenframeworks besteht in
der Konstruktion einer Zielfunktion der in Abbildung 6.7 dargestellten Form mit einem strik-
ten globalen Maximum an der Stelle des Sollwerts. Es sei xb ∈ R˜ der aktuelle Wert und x⋆b ∈ R
der Sollwert des Kennzahlstellvertreters ϕ′ im Bewertungsmodell Q′ einer von einem Unter-
agenten exportierten Kennzahl ϕ des Bewertungsmodells Q. Das Kennzahlenziel bezüglich ϕ′
(das an den jeweiligen Unteragenten als Kennzahlenziel bezüglich ϕ weiterzureichen ist) wird
bei dieser Standardvorgehensweise von der Kennzahlenbibliothek mit den folgenden Eigen-
schaften gebildet:
Zielfunktion:
Die stückweise lineare Zielfunktion satR ist definiert durch eine Liste s′ von vier jeweils
aus Kennzahlenintervall und einelementiger Stützwertliste bestehenden Paaren:
s′ =
[(
ρ1, (0)
)
,
(
ρ2, (1)
)
,
(
ρ3, (0)
)
,
(
NaNR, (0)
)]
mit ρ1 = (x⋆b − a)R, ρ2 = (x⋆b)R, ρ3 = (x⋆b + a)R
und a =
{
max
{ 1
2 · span,
∣∣x⋆b − xb∣∣+ ethrs} falls xb ∈ R
1
2 · span sonst.
Dabei ist span die Standardspanne der Zielkennzahl ϕ′ resp. ϕ und ethrs der Expansi-
onsschwellenwert des Kennzahlenziels (s.u.). Die Repräsentation der drei reellwertigen
Stützstellen v1, v2, v3 ∈R erfolgt durch drei Kennzahlenintervalle mit |R(ρ1)| = |R(ρ2)| =
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|R(ρ3)| = 1, damit bei einer automatischen Expansion der Zielfunktion die aus s′ abge-
leiteten Stützstellen v1 und v3 mit satR(v1) = satR(v3) = 0 verschoben werden, nicht aber
die mit dem Sollwert korrespondierende Stützstelle v2 mit satR(v2) = 1. Bei einer Reprä-
sentation durch nur ein einziges Kennzahlenintervall ρ mit R(ρ) = [x⋆b − a, x⋆b + a] und
der Stützwertliste (0, 1, 0) wäre dies nicht der Fall: Dann würde bei einer Expansion auch
die Stützstelle v2 mitverschoben werden,14 was im Allgemeinen nicht dem Zweck des
generierten Kennzahlenziels entspricht.
Expansionsmodus:
Der Expansionsmodus des Kennzahlenziels wird auf emode := Both gesetzt.
Expansionsschwellenwert:
Der Expansionsschwellenwert des Kennzahlenziels wird auf ethrs := 1d · span gesetzt. Da-
bei ist span die Standardspanne der Zielkennzahl und d ∈ R mit d > 2 ein erweitert-
reellzahliger Divisor, der domänenspezifisch beliebig festgelegt werden kann, z.B. in Ab-
hängigkeit von der Maßeinheit der Zielkennzahl. Das Kennzahlenframework verwendet
ansonsten die (willkürlich gewählte) Standardvorgabe d := 4.
Expansionsschritt:
Der Expansionsschritt des Kennzahlenziels ist estep := 12 · span.
Initiales und aktuelles Gewicht:
Das initiale und aktuelle Gewicht des generierten Kennzahlenziels ist domänenabhängig
zu wählen und zweiteres ggf. im Laufe der Zeit anzupassen. Die Standardeinstellung
durch das Kennzahlenframework ist winit := wcurr := 1.
10.3 Grundumfang der Basisoperationen
An dieser Stelle seien die von der Kennzahlenprogrammierbibliothek zur Verfügung gestellten
Basisoperationen in Form einer kurzen tabellarischen Übersicht aufgeführt. Eine vollständi-
ge Spezifikation ihrer Berechnungs- und Ableitungsvorschriften findet sich in Anhang A ab
Seite 475. Die Intervallversionen ωRi dieser Operationen gemäß Definition 7.25 sind über ei-
ne Plugin-Schnittstelle austauschbar. Die Bibliothek wird u.a. mit einem Plugin ausgeliefert,
welches die konkrete Intervallarithmetikimplementierung von Boost.Interval (Brönnimann et
al. 2006a) enthält. Der evaluierte Softwareprototyp konzentriert sich fürs Erste auf eine kleine
Grundmenge essentieller arithmetischer und statistischer Operationen, wie sie u.a. von Löd-
ding (2005) und Nyhuis undWiendahl (1999) zur Definition von Kennzahlen imAnwendungs-
kontext der Fertigungssteuerung eingesetzt werden, in dem auch die Experimente in Kapitel 11
vorgenommen werden: Implementiert sind die arithmetischen Grundrechenarten sowie Qua-
dratwurzel, Absolutbetrag, Rundungsoperationen und einige statistische Aggregatoperatio-
nen wie Minimum, Maximum, arithmetisches Mittel, Standardabweichung und Median. Wie
in Kapitel 7 erläutert, erlaubt das Framework die Definition weiterer Basisoperationen durch
den Entwickler eines die Kennzahlenbibliothek verwendenden MAS, sodass bei entsprechen-
dem Bedarf z.B. trigonometrische Funktionen sowie Logarithmus- und Exponentialfunktion
leicht nachgerüstet werden können.
Bezüglich der Art und Weise, wie eine Basisoperation in den im nächsten Abschnitt spezi-
fizierten textuellen Kennzahlenberechnungsformeln der XML-Konfigurationsschnittstelle no-
tiert wird, kann zwischen zwei Typen von Basisoperationen unterschieden werden: Unäre und
14Vergleiche die Spezifikation der Kennzahlenziele oben.
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binäre Operatoren werden in Form eines Operatorzeichens vor ihren Operanden resp. zwi-
schen ihre Operanden geschrieben; benannte Funktionen hingegen in Gestalt ihres Funkti-
onsnamens, gefolgt von einer durch Kommata getrennten und in Klammern eingeschlosse-
nen Argumentliste. Die jeweiligen Operatorzeichen und Funktionsnamen der Basisoperatio-
nen sind in der Spezifikation in Anhang A angegeben. Anstelle eines natürlichzahligen Index,
wie er in der mathematischen Formalisierung zum Einsatz kommt, wird dort und in diesem
Abschnitt zugunsten einer besseren Lesbarkeit für die Basisoperationen deren Operatorzei-
chen bzw. Funktionsname als Index verwendet. In den folgenden Tabellen ist für jede Basis-
operationen ein Seitenverweis auf ihre Spezifikation in Anhang A angegeben. Innerhalb des
PDDL-Codes von Planungsaktionen werden die numerischen Berechnungsformeln hingegen
stets in der dort üblichen, von Lisp übernommen, geklammerten PDDL-Präfixnotation (vgl.
Abschnitt 9.7 sowie Fox und Long 2003) notiert, wobei ebenfalls die in Anhang A angegebenen
Operatorzeichen und Funktionsnamen zum Einsatz kommen.
Unäre Operationen
Basisoperation Typ Beschreibung Seite
ω- Präfix-Operator Negation S. 476
ωsqrt Benannte Funktion Quadratwurzel S. 479
ωsqr Benannte Funktion Quadrat S. 480
ωround Benannte Funktion Runden S. 480
ωfloor Benannte Funktion Abrunden S. 481
ωceil Benannte Funktion Aufrunden S. 481
ωabs Benannte Funktion Betrag S. 482
Binäre Operationen
Basisoperation Typ Beschreibung Seite
ω+ Infix-Operator Addition S. 476
ω* Infix-Operator Multiplikation S. 477
ω/ Infix-Operator Division S. 477
Aggregatoperationen
Basisoperation Typ Beschreibung Seite
ωsum Benannte Funktion Summe S. 478
ωproduct Benannte Funktion Produkt S. 479
ωmin Benannte Funktion Minimum S. 482
ωmax Benannte Funktion Maximum S. 483
ωavg Benannte Funktion Durchschnitt S. 484
ωstd Benannte Funktion Standardabweichung S. 484
ωmedian Benannte Funktion Median S. 485
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10.4 Textuelle Konfigurationsschnittstelle
Nachfolgend wird die von den zwei textuellen Konfigurationsschnittstellen des Kennzahlen-
frameworks verwendete spezielle Notation anhand von (E)BNF-Produktionsregeln und Syn-
taxdiagrammen hinsichtlich ihrer Grammatik spezifiziert: Die XML-Schnittstelle dient zur Kon-
figuration der Kennzahlensammlungen der Agenten, die PDDL-Schnittstelle zur Einrichtung
des KPM (beides jeweils zur Laufzeit des MAS). Die in Java realisierte Kennzahlenprogram-
mierbibliothek stellt entsprechende Parser zur Verfügung.
10.4.1 Von der XML-Konfigurationsschnittstelle unterstützte Notation für
Kennzahlen und Zielfunktionen
Gegenstand dieses Abschnitts ist die Spezifikation der für eine Konfiguration der Kennzah-
lenberechnungsvorschriften und der stückweise linearen Zielfunktionen der Kennzahlenzie-
le wesentlichen Bestandteile der XML-Konfigurationsschnittstelle. Zudem wird eine allgemei-
ne ASCII-Notation für die Ein- und Ausgabe von Kennzahlenintervallwerten festgelegt. Die
hier eingeführte Grammatik kann sowohl in den von der Kennzahlenbibliothek eingelesenen
XML-Konfigurationsdateien als auch beispielsweise in domänenabhängigen Eingabemasken
der grafischen Benutzungsoberfläche eines konkreten MAS eingesetzt werden.
Die Spezifikation des vollständigen von der Kennzahlenbibliothek verwendeten XML-Konfi-
gurationsformats mit einer umfänglichen Beschreibung der einzelnen XML-Elemente und Ele-
mentattribute findet sich in Anhang B dieser Arbeit. Die folgenden Unterabschnitte widmen
sich ausschließlich der über die allgemeine XML-Syntax hinausgehenden Notation, welche u.a.
innerhalb der den XML-Attributen zugewiesenen Zeichenketten zum Einsatz kommt.
Grammatik der Kennzahlenformeln
Die Kennzahlenformeln, mit denen bei der Konfiguration eines KBM die Berechnungsvor-
schriften der zusammengesetzten Kennzahlen anzugeben sind, bestehen jeweils aus textuel-
len Verweisen auf andere Kennzahlen, die mit den in Abschnitt 10.3 spezifizierten Operatoren
und benannten Funktionen miteinander verknüpft werden. Die binären Operatoren der vier
arithmetischen Grundrechenarten (Addition, Subtraktion, Multiplikation und Division) besit-
zen dabei eine der üblichen »Punkt vor Strich«-Regel entsprechende Bindungsstärke.
Der lexikalische Scanner des Formelparsers, welcher eine zu analysierende Formel in einzelne
Lexeme zerlegt, überliest bei jenen Nichtterminalen, die in der folgenden EBNF-Spezifikation
auf der linken Seite des Definitionssymbols ::= fett gedruckt sind, alle durch Whitespace und
Kommentare gegebenen Lexem-Zwischenräume zwischen den auf der rechten Seite der jewei-
ligen Symboldefinition stehenden Terminalen und Nichtterminalen. Kommentare können da-
bei in dem von der Programmiersprache C bekannten Stil als "/*Kommentar*/" sowie "//Kom-
mentar" (jeweils ohne Anführungszeichen) geschrieben werden, wobei Kommentare der zwei-
ten Form stets bis zum Ende jener Zeile reichen, in der sie stehen. Bei den auf der linken Seite
des Definitionssymbols nicht fett gedruckten Nichtterminalen erfolgt diese Filterung durch
den lexikalischen Scanner nicht und entsprechende Zeichenfolgen gelten dort als Bestandteil
des Nichtterminals.
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Terminale Symbole sind in der hier verwendeten EBNF-Notation von Anführungszeichen um-
schlossen und in Festbreitenschrift gesetzt, nichtterminale Symbole sind kursiv gedruckt. Die
Formelgrammatik wird in Abbildung 10.2 mit Hilfe eines Syntaxdiagramms veranschaulicht.
Definition ::= [Identifier "="] Expression (10.18)
Expression ::= ["+" | "-"] Term {("+" | "-") Term} (10.19)
Term ::= Factor {("*" | "/") Factor} (10.20)
Factor ::= Literal (10.21)
| Identifier "(" ExpressionList ")"
| Identifier ContextModifiers
| "(" Expression ")"
ExpressionList ::= Expression {"," Expression} (10.22)
ContextModifiers ::= [CollectionModifier] [GroupModifier] (10.23)
Literal ::= "NaN" | "Infinity" |Number (10.24)
Number ::= Digits "." [Digits] [Exponent] [Precision] (10.25)
| "." Digits [Exponent] [Precision]
| Digits [Exponent] [Precision]
Digits ::= Digit {Digit} (10.26)
Digit ::= "0" | "1" | "2" | "3" | "4" | "5" | "6" | "7" | "8" | "9" (10.27)
Exponent ::= ("e" | "E") ["+" | "-"] Digits (10.28)
Precision ::= "f" | "F" | "d" | "D" (10.29)
Identifier ::= LetterUnderscore {LetterUnderscore |Digit} (10.30)
LetterUnderscore ::= "_" | "a" | "b" | "c" | "d" | "e" | "f" | "g" | "h" (10.31)
| "i" | "j" | "k" | "l" | "m" | "n" | "o" | "p" | "q"
| "r" | "s" | "t" | "u" | "v" | "w" | "x" | "y" | "z"
| "A" | "B" | "C" | "D" | "E" | "F" | "G" | "H" | "I"
| "J" | "K" | "L" | "M" | "N" | "O" | "P" | "Q" | "R"
| "S" | "T" | "U" | "V" | "W" | "X" | "Y" | "Z"
CollectionModifier ::= "[" CollectionName "]" (10.32)
GroupModifier ::= "[" GroupName "]" (10.33)
CollectionName ::= NameChar {NameChar} (10.34)
GroupName ::= "$" NameChar {NameChar} (10.35)
NameChar ::= ? REGULAREXPRESSIONMATCH( [ˆ\$\[\]\t\n\f\r] ) ? (10.36)
Für den in der Grammatik enthaltenen binären Subtraktionsoperator "-" ist in Abschnitt 10.3
keine entsprechende Basisoperation definiert. Er wird daher beim Parsen in jeweils eine binäre
Additionsoperation ω+ mit einem durch die unäre Basisoperation ω- negiertem zweitem Ar-
gument, d.h. gemäß der Äquivalenz y1 − y2 − . . .− ym = y1 + (−y2) + . . .+ (−ym), überführt.
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Expression
Term ::= Factor
Expression
ExpressionIdentifier
Literal
::=
( )
( )
,
Expression ::=
Term
-
+
Definition
Identifier
::=
=
GroupModifier
Factor
*
/
::=CollectionModifier
]CollectionName[
::=GroupModifier
]GroupName[
CollectionModifier
Abbildung 10.2: Syntaxdiagramm der Hauptbestandteile der Kennzahlenformelgrammatik.
Binäre Operatoren gleicher Bindungsstärke werden durch den Formelparser stets linksassozia-
tiv ausgewertet. Dies ist insbesondere für die nicht assoziativen binären Operatoren "-" und
"/" von Bedeutung.
Die Grammatik der Gleitkommaliterale, repräsentiert durch das in (10.24) definierte Symbol
Literal, wurde von der Programmiersprache Java übernommen.15 Die optionalen Suffixe "F"
und "D" (jeweils als Groß- und Kleinbuchstaben möglich) geben dabei die Präzision an, in wel-
cher der numerische Wert geparst wird: Hat das numerische Literal das Suffix "f" oder "F",
dann wird der Wert als Gleitkommazahl einfacher Präzision (Float) eingelesen; hat es hingegen
das Suffix "d" oder "D" oder kein Präzisionssuffix, dann wird der Wert als Gleitkommazahl
doppelter Präzision (Double) geparst. Ist der textuell notierte Wert in der gewählten Präzisi-
on nicht exakt repräsentierbar, dann wird er beim Parsen auf den nächsten repräsentierbaren
Gleitkommawert gerundet.16 Das Suffix hat lediglich Auswirkungen auf die Präzision beim
Parsen und nicht auf die Gleitkommapräzision, in welcher der eingelesene und ggf. gerunde-
te numerische Wert letztendlich im Berechnungsgraphen gespeichert wird (dies erfolgt wie in
Abschnitt 10.2 spezifiziert stets in doppelter Präzision).
In der Definition des Symbols NameChar in (10.36) steht die spezielle Sequenz17 (Special Se-
quence) »?REGULAREXPRESSIONMATCH( [ˆ\$\[\]\t\n\f\r] )?« stellvertretend für die freie
15Vergleiche § 3.10.2 der Java™Language Specification (Gosling et al. 2005, S. 24ff), auch online verfügbar unter:
http://docs.oracle.com/javase/specs/ (zuletzt abgerufen am 19.12.2016).
16Siehe auch IEEE 754 (1985) zur Präzision und Rundung von Gleitkommazahlen.
17Ein dem Standard ISO/IEC 14977 (1996) zur EBNF-Notation entliehenes Konstrukt.
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Wahl aus jenen Einzelzeichen, welche in Zeichenketten, die den in (10.15) angegebenen re-
gulären Ausdruck erfüllen, auftreten können. Vergleiche dazu die Spezifikation der Kennzah-
lensammlungen und Kennzahlenkontextgruppen in Abschnitt 10.2 oben.
Einer Kennzahlenformel wird der Name der Kennzahl, deren Berechnungsvorschrift sie fest-
legt, gefolgt von einemGleichheitszeichen vorangestellt, falls derName der betreffendenKenn-
zahl in dem vorliegenden anwendungsabhängigen Definitionskontext nicht bereits anderwei-
tig gegeben ist (z.B. durch ein anderes Eingabefeld in der Benutzungsoberfläche eines konkre-
ten MAS oder ein anderes XML-Attribut innerhalb einer Kennzahlenkonfigurationsdatei). Die
Bezeichner von Kennzahlen und benannten Funktionen werden durch das Symbol Identifier re-
präsentiert. Folgt auf dieses in der Produktionsregel des Factor-Nichtterminals eine linke runde
Klammer, dann wird der Bezeichner als Funktionsname interpretiert und das entsprechende
Factor-Symbol somit als Funktionsaufruf mit in runden Klammern eingeschlossen und durch
Kommata voneinander getrennten Argumenten betrachtet. Ansonsten wird der Bezeichner als
Kennzahlenname interpretiert und das Factor-Symbol als Verweis auf eine oder mehrere Kenn-
zahlen. Solche Kennzahlenverweise können sich entweder in Form einer Kennzahlenreferenz
(vgl. Abschnitt 8.10 der Formalisierung) auf eine einzelne Kennzahl beziehen, oder in Gestalt
einer Aggregationsreferenz (vgl. Abschnitt 8.9 der Formalisierung) auf eine Gruppe von Kenn-
zahlen mit dem gleichen Namen, die unterschiedlichen Kennzahlensammlungen angehören.
Direkt im Anschluss an einen Kennzahlennamen können daher bis zu zwei Kontextmodifika-
toren (Context Modifiers) angegeben werden. Bei einem solchen handelt es sich entweder um
den in eckige Klammern eingeschlossenen Namen einer anderen Kennzahlensammlung (sog.
Collection Modifier) oder einer Kennzahlenkontextgruppe (sog. Group Modifier), auf die mit dem
betreffenden Kennzahlenverweis zugegriffen werden soll. Die textuelle Referenzierung von
Kennzahlen und Kennzahlenkontextgruppen geschieht in den Kennzahlenformeln wie folgt:
Es sei c′′ ∈ Θ der Kontext der durch die jeweilige Kennzahlenformel definierten zusammen-
gesetzten Kennzahl γ = (c′′, k′′, ξ ′′, ζ ′′, I ′′, agg′′, D′′) ∈ Γ. Dann wird eine Kennzahlenreferenz
δ = (c, k, ξ, ψ′, k′, o′, D) ∈ ∆, wie sie in Definition 8.25 beschrieben ist, innerhalb der Formel
in Gestalt des textuellen Bezeichners k′ der referenzierten Kennzahl notiert. Dabei wird stets
c := c′′ gesetzt. Gehört die von δ referenzierte Kennzahl einer anderen Kennzahlensammlung
an als γ, dann wird der textuelle Name ψ′ der Kennzahlensammlung der referenzierten Kenn-
zahl (in eckige Klammern eingeschlossen) als Kontextmodifikator direkt hinter dem Kennzah-
lennamen angegeben. Der textuelle Kennzahlenverweis hat in diesem Fall die Form k′[ψ′], ein
konkretes Beispiel wäre etwa "SomeKeyFigure[SomeSubcollection]".
Eine Aggregationsreferenz (c′, ψ′, k′) hingegen, wie sie in Definition 8.21 beschrieben ist und in
Definition 8.23 zum Einsatz kommt, wird in der Kennzahlenformel innerhalb der Argument-
liste einer Aggregatoperation notiert, indem hinter dem textuellen Kennzahlennamen k′ der
textuelle Name ψ′ der referenzierten Kennzahlenkontextgruppe (in eckige Klammern einge-
schlossen) als Kontextmodifikator angegeben wird. Ist die referenzierte Gruppe in einer an-
deren Kennzahlensammlung definiert als γ, dann wird zwischen dem Kennzahlennamen und
dem Kontextmodifikator, welcher den Gruppennamen angibt, ein weiterer Kontextmodifika-
tor mit dem textuellen Namen ψ′′ der Kennzahlensammlung collectionQ(c′) eingeschoben. Der
Kennzahlenverweis hat in diesem Fall die Form k′[ψ′′][ψ′], ein konkretes Beispiel wäre etwa
"SomeKeyFigure[SomeSubcollection][$SomeGroup]". Textuelle Aggregationsreferenzen kön-
nen nur als Argumente von Aggregatoperationen angegeben werden und sind nicht durch bi-
näre Operatoren mit anderen Formelbestandteilen verknüpfbar. Wenngleich solche Verknüp-
fungen gemäß der spezifizierten Grammatik syntaktisch korrekt sind, gelten sie als semanti-
sche Fehler und werden vom Formelparser nicht akzeptiert.
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Beispiele für Kennzahlenformeln nach dieser Grammatik sind etwa:
New_Key_Figure = KeyFigure1 * sum(KeyFigure2[Some Subagent][$GROUP]) (10.37)
Another_Key_Figure = -median((1/2+New_Key_Figure)/2, 3.1,
KeyFigure3[Agent//5@192.168.1.242],
KeyFigure4[$another group])
(10.38)
Some_Constant = 1-sqrt(3)-sqrt(2) (10.39)
Die oben beschriebene und mit der mathematischen Formalisierung direkt korrespondieren-
de Art der Referenzierung von Kennzahlen und Kennzahlenkontextgruppen in den textuel-
len Kennzahlenformeln wird von der Implementierung der Kennzahlenbibliothek durch einen
sog. erweiterten Referenzierungsmodus ergänzt, welcher hinter einem Kennzahlenbezeichner
beliebig viele Kontextmodifikatoren zulässt. Für eine detaillierte Spezifikation dieses Modus
siehe Pantke (2008, S. 181f). Er kommt bei der Evaluation des KPM in Kapitel 11 der vorliegen-
den Arbeit nicht zum Einsatz.
Grammatik der Kennzahlenintervalle und Kennzahlenintervallwerte
Die von der textuellen Konfigurationsschnittstelle verwendete Notation für Kennzahleninter-
valle, wie sie zur Festlegung der Kennzahlendiskretisierungen und der stückweise linearen
Zielfunktionen von Kennzahlenzielen zum Einsatz kommt, ist der in der Mathematik allge-
mein üblichen Intervallnotation entlehnt. Die zwei durch ein Komma getrennten Intervallgren-
zen werden von zwei Klammern umschlossen, welche jeweils die Offenheit oder Abgeschlos-
senheit der jeweiligen linken oder rechten Intervallgrenze anzeigen:
Interval ::= LeftIntervalBracket FloatValue "," (10.40)
FloatValue RightIntervalBracket
LeftIntervalBracket ::= "[" | "]" | "(" (10.41)
RightIntervalBracket ::= "]" | "[" | ")" (10.42)
FloatValue ::= ["+" | "-"] Literal (10.43)
Es ist dabei dem Benutzer des MAS überlassen, ob er eine offene Intervallgrenze jeweils mit
einer runden Klammer oder mit einer horizontal gespiegelten eckigen Klammer notiert. Beide
Formen sind in der mathematischen Literatur verbreitet und werden daher von der Kennzah-
lenbibliothek unterstützt. Für ein mit dieser Intervallgrammatik definiertes Kennzahleninter-
vall ρ = (l, u, ol , ou)wird genau dann ol := false gesetzt, wenn die linke Klammer durch das Ter-
minal "[" gegeben ist. Analog wird genau dann ou := false gesetzt, wenn die rechte Klammer
dem Terminal "]" entspricht. Es definiert somit z.B. "[-Infinity, Infinity]" das Kennzah-
lenintervall ρ mit R(ρ) = R und "(-Infinity, Infinity)" bzw. "]-Infinity, Infinity["
das Kennzahlenintervall ρ mit R(ρ) = R. Der Intervallname λ(ρ) ∈ Λ innerhalb einer Kenn-
zahlendiskretisierungD ∈ Dwird in dem jeweils vorliegenden Definitionskontext anderweitig
festgelegt, z.B. in einer Kennzahlenkonfigurationsdatei durch ein anderes XML-Attribut oder
in der grafischen Benutzungsoberfläche eines konkreten MAS durch ein anderes Eingabefeld.
Für λ(ρ) ist insbesondere auch die leere Zeichenkette (d.h. ein String der Länge 0) zulässig.
Für den textuellen Im- und Export der in Abschnitt 7.3 formal eingeführten Kennzahlenin-
tervallwerte in Gestalt einfacher ASCII-Zeichenketten sieht das Kennzahlenframework eine
weitere Ein- und Ausgabeschnittstelle mit der folgenden Grammatik vor, welche u.a. für den
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, FloatValue
)
[
]
Interval ::=
FloatValue
(
]
[
FloatValue
,
}{
FloatValue ::=
Literal
-
+Interval
FloatSet
.
IntervalValue ::=
FloatSet ::=
Abbildung 10.3: Syntaxdiagramm für die textuelle Notation der Kennzahlenintervalle und
Kennzahlenintervallwerte.
Nachrichtenaustausch zwischen den Agenten eines MAS sowie für GUI-Eingabefelder ver-
wendet werden kann:
IntervalValue ::= (Interval | FloatSet) {"." (Interval | FloatSet)} (10.44)
FloatSet ::= "{" [FloatValue {"," FloatValue}] "}" (10.45)
Mehrere Teilmengen von R˜ – wie zusammenhängende Intervalle oder endliche Mengen reel-
ler Zahlenliterale – werden in dieser Syntax mit dem Infix-Operator ".", welcher die in der
mathematischen Literatur üblicherweise als ∪ notierte Mengenvereinigung repräsentiert, zu
einem Kennzahlenintervallwert y ∈ I vereinigt. Beispiele für Kennzahlenintervallwerte nach
dieser Grammatik sind etwa:
{} (10.46)
[1,3[ . {4,NaN} (10.47)
{-Infinity}.(0, +Infinity] (10.48)
Abbildung 10.3 veranschaulicht die Intervallgrammatik anhand eines Syntaxdiagramms.
Grammatik der Zielfunktionsdefinitionen
Wie in Abschnitt 10.2.5 spezifiziert, wird die stückweise lineare Zielfunktion eines Kennzah-
lenziels als Liste von Paaren aus jeweils einem Kennzahlenintervall ρ ∈ R und einer Liste
(v1, . . . , vk) ∈ [0, 1]∗ von Stützwerten konfiguriert, welche im Fall k > 2 das Kennzahleninter-
vall in k− 1 Teilintervalle gleicher Breite partitionieren. Zugunsten der Übersichtlichkeit wer-
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den in der textuellen Kennzahlenkonfiguration die Paare und ihre Elemente nicht unter Ein-
satz einer geschachtelten Klammerung, wie sie in Gleichung (10.8) zu sehen ist, in einer ein-
zelnen textuellen Liste zusammengefasst, sondern getrennt voneinander angegeben: In einer
Kennzahlenkonfigurationsdatei wird pro Paar ein XML-Element angegeben, welches die Ele-
mente des Paares in Gestalt zweier XML-Attribute zugewiesen bekommt.18 Bei einer Konfigu-
ration der Zielfunktionen über eine anwendungsspezifische grafische Benutzungsoberfläche
hingegen kann die Eingabe der zwei Elemente z.B. durch zwei getrennte Eingabefelder er-
folgen.19 Für das Kennzahlenintervall ρ eines solchen Paares ist die im vorausgegangenen Ab-
schnitt spezifizierte Grammatik des Nichtterminals Interval zu verwenden. Seine Stützwertliste
(v1, . . . , vk) wird gemäß der folgenden Produktionsregel notiert:
FloatVector ::= FloatValue {"," FloatValue} (10.49)
| "(" FloatValue {"," FloatValue} ")"
Die einzelnen Elemente einer durch das Symbol FloatVector repräsentierten Stützwertliste sind
durch jeweils ein Komma voneinander abzutrennen. Wenngleich Stützwerte, die nicht im In-
tervall [0, 1] ⊂ R enthalten sind, syntaktisch zulässig sind, werden sie vom Parser der Kenn-
zahlenkonfigurationsschnittstelle als semantische Fehler zurückgewiesen. Die gesamte Liste
kann optional durch ein rundes Klammerpaar eingeschlossen werden. Abbildung 10.4 zeigt
ein Syntaxdiagramm für diese Listennotation.
10.4.2 Neu eingeführte kennzahlenorientierte PDDL-Sprachbestandteile
Wie in Kapitel 9 beschrieben, wird das KPM durch das Einlesen einer anwendungsspezifi-
schen PDDL-Domänenbeschreibung und einer dazugehörigen situationsabhängigen PDDL-
Problembeschreibung konfiguriert. Der genaue Vorgang ist in Definition 9.43 auf Seite 309f
festgelegt. Das Kennzahlenframework verwendet zu diesem Zweck die zeitdiskrete Teilmen-
ge20 von PDDL 2.1 nach Fox und Long (2003), welche es um zusätzliche kennzahlenori-
entierte Spracherweiterungen ergänzt. Diese sind auf die von der vorliegenden Arbeit neu
eingeführten PDDL-Requirements :agent-typing, :agent-graph, :numeric-parameters und
:universal-initial-literals verteilt. Mit dem allgemeinen Requirement:keyfigures wer-
den alle diese Erweiterungen gleichzeitig aktiviert. Welches der Requirements automatisch
welches andere Requirement freischaltet, ist in Abbildung 10.5 als Hierarchie dargestellt. Ein
von einem Requirement ausgehender Pfeil zeigt dabei stets auf jenes Requirement, welches
den Funktionsumfang des erstgenannten mit einschließt.
Mit:agent-typing wird die benutzerdefinierbare Objekttyphierarchie gemäß PDDL 2.1 akti-
viert und darüber hinaus der spezielle diskrete Typ agent als direkter Untertyp des PDDL-
Standardtyps object verfügbar gemacht. Im:types-Block der Domänenbeschreibung können
danach weitere Untertypen von agent erzeugt werden, welchen anschließend über einen spe-
ziellen, vom Framework neu eingeführten und über das:agent-typing-Requirement aktivier-
ten,:templates-Block eine für alle Objektinstanzen des betreffenden Typs geltende Kennzah-
lensammlungskonfiguration zugeordnet werden kann. Diese beschreibt, welche Kontextgrup-
pen, Kennzahlen und Kennzahlenziele (samt Berechnungsvorschriften) konkrete Objekte des
jeweiligen Typs besitzen. Sie entspricht damit konzeptionell einer Klassendefinition in einer
18Vergleiche die Spezifikation des XML-Konfigurationsformats in Anhang B dieser Arbeit.
19Vergleiche z.B. den im unteren Teil von Abbildung 11.7 auf Seite 381 gezeigten PWLF-Editor des IntaPS-MAS.
20Weil das KPM eine Veränderung der aktuellenWerte von numerischen Fluents resp. Kennzahlen lediglich zu diskre-
ten Zeitpunkten vorsieht, wird der Funktionsumfang des PDDL-2.1-Requirements »:continuous-effects« (vgl.
Fox und Long 2003, S. 79ff) vom Framework nicht implementiert.
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FloatVector ::=
FloatValue
,
( FloatValue )
,
Abbildung 10.4: Syntaxdiagramm für die Stützwertliste einer stückweisen Kennzahlenziel-
funktion.
:universal-initial-literals
logischen Allquantors forall
im :init-Block der PDDL-
Problembeschreibung.
Erlaubt die Verwendung des
:keyfigures
:agent-graph
Aktiviert die Prädikate link
und member zum Zugriff
auf die Kontexthierarchie
aus den Planungsaktionen.
:agent-typing
:numeric-paramters
Aktiviert den reellwertigen
Variablentyp number zur
Deklaration von kontinuier-
lichen Aktionsparametern.
»Wird automatisch aktiviert von«
PDDL-2.1-Requirement nach Fox und Long (2003)
Vom Framework neu eingeführtes Requirement
Aktiviert den Objekttyp agent, dessen Untertypen
mit dem :templates-Block benutzerdefinierte
Kennzahlensammlungskonfigurationen zugeordnet
werden können.
Aus PDDL 2.1.
:typing
:fluents
Aus PDDL 2.1.
Abbildung 10.5: Hierarchie der vom Framework eingeführten PDDL-Requirements.
objektorientierten Programmiersprache wie Java oder C++. Die Kennzahlen und Kennzahlen-
ziele der Untertypen überschreiben dabei, im Sinne einer Vererbungshierarchie, die Berech-
nungsvorschriften und anderen Attribute der gleichnamigen Entitäten der Obertypen. Nach
dem gleichen Prinzip können in der PDDL-Problembeschreibung instanziierte Objekte des
Planungsproblems, welche Variablen des Typs agent zuweisbar sind, mit Hilfe des ebenfalls
über das :agent-typing-Requirement aktivierten :agents-Blocks weiter individualisiert wer-
den. Um die PDDL-2.1-Grammatik hinsichtlich dieser zwei Blocks zu erweitern, ersetzt das
Framework die von Fox und Long (2003, S. 114) in einer speziellen BNF-Variante angegebene
Produktionsregel <domain> durch
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<domain> ::= (define (domain <name>)
[<require-def> ]
[<types-def> ] :typing
[<templates-def> ] :agent-typing
[<constants-def> ]
[<predicates-def> ]
[<functions-def> ] :fluents
<structure-def>∗ )
(10.50)
und die ebenda auf Seite 119 angegebene Regel <problem> durch die folgende Produktion:
<problem> ::= (define (problem <name>)
(:domain <name>)
[<require-def> ]
[<object declaration> ]
[<agent-setup> ] :agent-typing
<init>
<goal>
[<metric-spec> ])
(10.51)
Die Syntax des:templates- und des:agents-Blocks ist durch die Produktionsregeln der beiden
Nichtterminale <templates-def> und <agent-setup> festgelegt. Sie machen von den Symbo-
len <primitive-type>, <typed list(t)> und <name> der PDDL-2.1-Grammatik von Fox und
Long (2003) Gebrauch und seien daher an dieser Stelle ebenfalls in dem von diesen Autoren
verwendeten BNF-Stil angegeben:
<templates-def> ::= (:templates <agent spec(primitive-type)>∗ ) (10.52)
<agent-setup> ::= (:agents <agent spec(agent-name)>∗ ) (10.53)
<agent spec(t)> ::= ( t <kfam-spec>∗ ) (10.54)
<kfam-spec> ::= (groups <typed list(agent-group)>) (10.55)
<kfam-spec> ::= (init <constructor-name>) (10.56)
<kfam-spec> ::= (config <config-file>) (10.57)
<kfam-spec> ::= (replace-objectives) (10.58)
<agent-name> ::= <quoted-name> (10.59)
<agent-group> ::= <quoted-name> (10.60)
<constructor-name> ::= <quoted-name> (10.61)
<config-file> ::= '<file-path-or-uri>' (10.62)
<config-file> ::= "<file-path-or-uri>" (10.63)
<quoted-name> ::= <name> (10.64)
<quoted-name> ::= '? REGULAREXPRESSIONMATCH( [ˆ\$\'\[\]\t\n\f\r] ) ?' (10.65)
<quoted-name> ::= "? REGULAREXPRESSIONMATCH( [ˆ\$\"\[\]\t\n\f\r] ) ?" (10.66)
<file-path-or-uri> ::= ?LOKALER DATEIPFAD ODER URI? (10.67)
Ein konkretes Beispiel für die Verwendung des:templates-Blocks zur Konfiguration der Agen-
tentypen einer Planungsdomäne gibt Abbildung 10.6. Gezeigt ist der Anfang der PDDL-Do-
mänendatei, welche in Kapitel 11 bei der Evaluation des KPM im IntaPS-MAS zum Einsatz
kommt. Die über die Produktionsregeln (10.50)–(10.67) neu eingeführten Elemente sind im
Beispielcode durch Unterstreichung gekennzeichnet. Syntaxdiagramme für die Nichtterminale
<templates-def> und <kfam-spec> sind im oberen Teil von Abbildung 10.7 zu sehen.
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PDDL-Domänenbeschreibung »Evaluation/intaps.pddl« (Ausschnitt):
(define (domain IntaPS)
(:requirements
::::::::::::
:keyfigures :durative-actions :conditional-effects :quantified-preconditions
:equality)
(:types resource local-order peer peer-order group-manager
:
-
::::::
agent
sched-order - local-order
finalization - object)
(
::::::::::
:templates
(resource (
::::::
groups ORDERS CANCELLED_ORDERS SOLD_ORDERS CURRENT - local-order)
(
::::
init da-intaps) (
::::::
config
::::::::::::::::::::::::::::::::::::::
"Evaluation/keyfigures-resource.xml"))
(local-order (
::::
init op-intaps) (
::::::
config
:::::::::::::::::::::::::::::::::::
"Evaluation/keyfigures-order.xml"))
(peer (
::::::
groups ORDERS CANCELLED_ORDERS SOLD_ORDERS CURRENT - peer-order)
(
::::
init da-intaps))
(peer-order (
::::
init op-intaps))
(group-manager (
::::::
groups RESOURCES - (either resource peer))))
[. . .]
)
Abbildung 10.6: Beispiel für die Konfiguration der Agententypen mit dem:templates-Block
in der PDDL-Domänenbeschreibung (vollständiges Listing auf Seite 420–423).
Für agent und jeden zuvor im:types-Block erzeugtenUntertyp von agent kann im:templates-
Blockmaximal eine Expansion des Nichtterminals <agent spec(primitive-type)> angegeben
werden, welche jeweils maximal einen in Klammern eingeschlossenen groups-, init-, config-
sowie replace-objectives-Ausdruck (in beliebiger Reihenfolge) enthalten darf. Analog kann
innerhalb des :agents-Blocks der PDDL-Problembeschreibung für jedes instanziierte Objekt
dieser Agententypen eine solche Expansion spezifiziert werden. Ein Beispiel dafür zeigt Abbil-
dung 10.8. Mit dem Schlüsselwort groups wird festgelegt, welche Kontextgruppen im Kenn-
zahlenkontext eines Agenten des betreffenden Typs (resp. im Kennzahlenkontext des konkre-
ten Agentenobjekts, falls das Schlüsselwort innerhalb des :agents-Blocks steht) vorhanden
sind und welche Untertypen von agent diesen Gruppen jeweils beitreten dürfen. Diese Spe-
zifikation erfolgt analog zum :types-Block von PDDL 2.1 über eine optional typisierte Liste.
Um bei der Notation nicht zu stark vom allgemeinen Sprachdesign der an Lisp angelehn-
ten Syntax bisheriger PDDL-Versionen abzuweichen, werden dabei die vom regulären Aus-
druck 10.16 vorgesehenen führenden Dollarzeichen der Gruppennamen stets weggelassen. Sie
werden durch den PDDL-Parser der Kennzahlenbibliothek bei der Überführung des textuellen
PDDL-Codes in ein gültiges KPM gemäß Kapitel 9 automatisch ergänzt. Der in der PDDL-
Notation jeweils nach einem Bindestrich spezifizierbare optionale Typ einer Kontextgruppe
schränkt die Menge der Agenten ein, welche der Gruppe über die Gruppeneffekte der Pla-
nungsaktionen beitreten können. Er dient damit als zusätzliche Restriktion bei der (partiellen)
Grundierung der Aktionen und erlaubt zudem bereits während des Parsingvorgangs eine au-
tomatische Inferenz darüber, welche benannten Kennzahlen und Kennzahlenziele alle Mitglie-
der einer bestimmten Kontextgruppe besitzen.21
Mit dem Schlüsselwort init kann für jeden Agententyp (resp. für jedes Agentenobjekt) eine
vom konkreten MAS bereitgestellte, anwendungsabhängige, benannte Konstruktorfunktion
21Die namentliche Referenzierung von nichtexistenten Kennzahlen und Kennzahlenkontextgruppen in den Formeln
der Aktionsbedingungen und -effekte ist dadurch schon vor der Grundierung und Normalisierung der Aktionen
als semantischer Fehler erkennbar.
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( groups
init <constructor-name>
replace-objectives
'
"
<type>
::=<kfam-spec>
<templates-def> ::=
( <primitive-type> )<kfam-spec>( :templates )
( :metric maximize-agents <agent-name>
::=<metric-spec> :agent-typing
)-<agent-group>
<file-path-or-uri>
<file-path-or-uri>
config '
"
)
Abbildung 10.7: Syntaxdiagramm einiger vom Framework eingeführter kennzahlenorientier-
ter PDDL-Erweiterungen.
aufgerufen werden,22 welche die Kennzahlensammlungen aller Planungsobjekte des betref-
fenden Typs (resp. die Kennzahlensammlung des angegebenen Objekts) bei der Instanziierung
jeweils mit einer initialen Menge von Kennzahlen und Kennzahlenzielen (im Sinne von do-
mänenspezifischen Voreinstellungen für den Agententyp resp. das Agentenobjekt) bestückt.
Diese Voreinstellungen können anschließend durch Einlesen einer nach dem Schlüsselwort
config angegebenen XML-Konfigurationsdatei23 erweitert, überschrieben und/oder konkre-
tisiert werden. Ungeachtet der Reihenfolge, in der die init- und config-Ausdrücke innerhalb
der Expansionen von <agent spec(primitive-type)> stehen, erfolgt die Instanziierung eines
Agentenobjekts eines Typs t stets wie folgt: Zuerst werden nacheinander alle benannten Kon-
struktoren aller Obertypen von t, beginnend beim allgemeinsten Typ und endend beim spe-
ziellsten, aufgerufen, gefolgt vom benannten Konstruktor von t und abgeschlossen durch den
im:agents-Block festgelegten Konstruktor des individuellen Objekts (jeweils sofern via init
spezifiziert). Danach werden in der gleichen Reihenfolge alle für diese Typen sowie das instan-
ziierte Objekt angegebenen XML-Konfigurationsdateien eingelesen. Später aufgerufene Kon-
struktoren resp. eingelesene Dateien überschreiben dabei mit den explizit von ihnen gesetzten
Attributwerten die zuvor eingestellten Werte des jeweiligen Attributs. Zuvor erzeugte Kenn-
zahlen und Kontextgruppen können von ihnen nicht wieder entfernt werden. Für Kennzahlen-
ziele ist dies hingegen möglich: Die im geschilderten Instanziierungsablauf vorher erzeugten
22Sofern das MAS derartige Konstruktorfunktionen bereitstellt.
23Siehe Anhang B sowie den obigen Abschnitt 10.4.1 zur Elementstruktur und Formelsyntax der XML-Konfigurati-
onsschnittstelle des Kennzahlenframeworks.
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PDDL-Problembeschreibung »PP-N10_Run_1__Mill-A__i00s00.p0.pddl« (Ausschnitt):
(define (problem PP-N10_Run_1__Mill-A__i00s00) (:domain IntaPS)
(:objects
Resource-Manager - group-manager
Mill-A - resource
EnginePart-2 EnginePart-7 PrecisionGears-3 PrecisionGears-4 PrecisionGears-5
PrecisionGears-6 - sched-order)
(
:::::::
:agents
(Resource-Manager (
::::::::::::::::::
replace-objectives))
(Mill-A (
:::::::
config
::::::::::::::::::::::::::::::::::::
"PP-N10_Run_1__Mill-A__i00s00.xml") (
::::::::::::::::::
replace-objectives)))
(:init
(
::::::
member Resource-Manager RESOURCES Mill-A)
(
::::
link Resource-Manager Mill-A)
(= (cFixedCosts Mill-A) 5.0)
(= (cMaintenanceCosts Mill-A) 5.0)
(= (cMaintenanceEffect Mill-A) 0.5)
(= (cMaxOrders Mill-A) 3.0)
[. . .] )
(:metric
::::::::::::::::
maximize-agents Mill-A Resource-Manager)
)
Abbildung 10.8: Beispiel für eine im Rahmen der Evaluation in Kapitel 11 automatisch gene-
rierte PDDL-Problemdatei der IntaPS-Domäne.
Kennzahlenziele werden unmittelbar vor dem Einlesen der XML-Konfigurationsdatei des Typs
t (resp. des konkreten Objekts o) genau dann wieder gelöscht, wenn für t (resp. o) ein replace-
objectives-Ausdruck angegeben wurde.
Das Requirement :agent-graph aktiviert die speziellen Prädikate link und member zur Verwal-
tung der Kontexthierarchie und der Kennzahlenkontextgruppen in den Planungsweltzustän-
den mit der Syntax und Semantik, wie sie in Abschnitt 9.1 eingeführt wurde. Diese zwei Prädi-
kate können anschließend im:predicates-Block der PDDL-Domänenbeschreibung nicht mehr
als in den logischen Aktionsvorbedingungen und -effekten verwendbare gewöhnliche logische
Prädikate redefiniert werden. Ihre in den Aktionsbeschreibungen sowie im:init- und:goal-
Block der Problembeschreibung auftretenden Literale werden dann stattdessen vom PDDL-
Parser den organisatorischen Vorbedingungen und Effekten der Planereignisse24 zugeordnet.
Der im zweiten Parameter des member-Prädikats angegebene Gruppenname wird dabei wie im
groups-Ausdruck des:templates- und:agents-Blocks ohne führendes Dollarzeichen notiert.
Wird das Requirement :agent-graph nicht angeführt, dann können im:predicates-Block ein
zweistelliges link-Prädikat und ein dreistelliges member-Prädikat deklariert werden, ohne dass
deren Literale nachfolgend vom Parser mit einer besonderen organisatorischen Semantik hin-
sichtlich der KBM der Planungsweltzustände interpretiert werden. Diese Literale werden dann
den logischen Vorbedingungen und Effekten der Planereignisse zugerechnet.
Wird im:requirements-Block der PDDL-Domänenbeschreibung das Requirement :numeric-
parameters angegeben, dann aktiviert dies den speziellen reellwertigen Typ number zur De-
klaration von kontinuierlichen numerischen Aktionsparametern. Dieser kann anschließend im
:types-Block nicht mehr als regulärer diskreter Objekttyp redefiniert werden. Die für die Refe-
24Siehe Definition 9.31 zu den Planereignissen.
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renzierung von numerischen Parametern in den Vorbedingungs- und Effektformeln der Ak-
tionen erforderlichen Modifikationen der BNF-Produktionsregeln von PDDL 2.1 werden in
Definition 9.22 auf Seite 272 festgelegt. Dieser Definition entsprechend ermöglicht das über-
geordnete :keyfigures-Requirement darüber hinaus die Verwendung der in Anhang A spe-
zifizierten benannten Basisoperationen25 in den numerischen Formeln der Aktionen. Weitere
vom letztgenannten Requirement freigeschaltete, in den den PDDL-Versionen 1.2 bis 3.1 nicht
enthaltene, Sprachmerkmale sind die mehrfache Schachtelbarkeit der mit dem PDDL-Schlüssel-
wort when notierten bedingten Effekte26 sowie die Platzierbarkeit der Zeitangaben at start,
at end und over all an beliebigen Stellen innerhalb einer logischen Formel (anstelle ausschließ-
lich vor prädikatenlogischen Literalen und numerischen Bedingungen und Effekten).27 Von
diesen zwei Syntaxerweiterungen macht z.B. die in Abbildung 11.34 auf Seite 421 abgedruckte
Cancel-Aktion der in der experimentellen Evaluation verwendeten PDDL-Domänenbeschrei-
bung Gebrauch.
Das Requirement:universal-initial-literals erlaubt die Verwendung des PDDL-Allquan-
tors forall im :init-Block der Problembeschreibung. Jede dort aufgeführte allquantifizierte
Formel muss dabei stets in einer aus nur einem einzigen Monom bestehenden disjunktiven
Normalform (DNF) resultieren, d.h., sie darf insbesondere keine logischen Disjunktionen, Im-
plikationen oder Äquivalenzen enthalten.
Die Menge der Agenten, deren Kennzahlenziele in die skalare Gesamtbewertung der Weltzu-
stände und damit in die im Planungsprozess zu optimierende Planmetrik einfließen sollen,
wird in der PDDL-Problembeschreibung anhand der folgenden zusätzlichen BNF-Regel für
das Nichtterminal <metric-spec> aus der PDDL-2.1-Spezifikation von Fox und Long festge-
legt. Sie wird ebenfalls durch das Requirement:agent-typing aktiviert:
<metric-spec> ::=:agent-typing (:metric maximize-agents <agent-name>∗ ) (10.68)
Die nach dem Schlüsselwort maximize-agents angegebenenObjektemüssen Instanzen des dis-
kreten Typs agent oder seiner Untertypen sein. Wird dort kein einziger Agent explizit angege-
ben, dann werden automatisch alle Kennzahlenziele aller zuvor instanziierten Agentenobjekte
zur Definition der skalaren Gesamtbewertung der Weltzustände hergenommen. Die initialen
Gewichte der einzelnen Kennzahlenziele und die stückweise linearen Zielfunktionen werden
über die nach dem oben beschriebenen Schema eingelesenen XML-Dateien konfiguriert. Ein
Syntaxdiagramm für die neue Produktionsregel (10.68) ist im unteren Teil von Abbildung 10.7
dargestellt.
10.5 Implementierung der Kennzahlenbibliothek
Die in Abschnitt 6.1 vorgestellten Komponenten des Kennzahlenframeworks, einschließlich
des in den Kapiteln 7–8 formalisierten Kennzahlenbewertungsmodells (KBM) und des in Ka-
pitel 9 entwickelten Kennzahlenplanungsmodells (KPM), wurden prototypisch in Gestalt ei-
ner Java-Programmierbibliothek implementiert. Diese Kennzahlenbibliothek umfasst insge-
samt 103.576 Zeilen Quellcode in 247 java-Dateien in 12 Packages. Davon entfallen 19.484
Zeilen auf die Javadoc-API-Dokumentation und 67.877 Zeilen auf den eigentlichen Java-Quell-
text ohne Leerzeilen und Kommentare. Inklusive aller Klassen der eingeschränkten Sichtbar-
25Wie beispielsweise floor, ceil, abs, avg, median und std.
26Sofern zusätzlich das Requirement:conditional-effects aktiviert ist.
27Sofern zusätzlich das Requirement:durative-actions aktiviert ist.
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keit28 protected, private und package-private umfasst die Kennzahlenbibliothek 363 Klassen,
40 Enums und 49 Interfaces. Der Code macht Gebrauch von Java-Sprachbestandteilen wie Au-
toboxing und -unboxing, Enums, Varargs und Generics und greift auf Bibliotheksfunktionen29
der Java Standard Edition (SE) 6 zurück. Zur Entwicklung eines MAS mit der Kennzahlenbi-
bliothek wird daher ein Java Development Kit (JDK) der Version 6 oder höher benötigt.
Die folgende Tabelle fasst den Funktionsumfang der einzelnen Java-Packages der Kennzahlen-
bibliothek zusammen:
Package Beschreibung
org.tzi.keyfigures Implementierung des KBM aus Kapitel 8, ein-
schließlich Kennzahlenbroker, Konfigurationspar-
ser, Automatischer Differentiation und Optimie-
rung.
org.tzi.keyfigures.planning Implementierung des KPM aus Kapitel 9, ein-
schließlich PDDL-Parser sowie partieller Grundie-
rung und Normalisierung der Aktionen nach dem
Verfahren von Koehler und Hoffmann (2000, 1999).
org.tzi.keyfigures.planning.predicates Implementierung der speziellen Prädikate link
und member sowie der Kennzahlenrestriktionen und
numerischen Effekte aus Kapitel 9.
org.tzi.keyfigures.fol Implementierung der im PDDL-Code verwendba-
ren prädikatenlogischen Formeln, einschließlich
automatischer Umformungsalgorithmen.
org.tzi.keyfigures.ia Verschiedene allgemeine Operationen und Algo-
rithmen auf Kennzahlenintervallen.
org.tzi.keyfigures.client Verschiedene Interfaces und Klassen (Funktoren)
zur Anpassung der Kennzahlenbibliothek an die
domänenabhängigen Anforderungen des MAS.
org.tzi.keyfigures.client.plugin Implementierung der allgemeinen Plugin-Schnitt-
stelle der Kennzahlenbibliothek, über welche u.a.
die konkrete Intervallarithmetikimplementierung
austauschbar ist.
org.tzi.keyfigures.client.ia Plugin-Schnittstelle für, z.B. über das Java Native
Interface (JNI) eingebundene, Intervallarithmetik-
implementierungen.
org.tzi.keyfigures.gui Verschiedene Java-Swing-GUI-Komponenten zur
Anzeige des aktuellen Zustands einzelner Bestand-
teile des KBM.
org.tzi.keyfigures.gui.syntax GUI-Komponenten mit Syntax Highlighting, Par-
entheses Matching und visueller Fehlermarkierung
zur Bearbeitung der textuellen Kennzahlenkonfigu-
rationen (XML-Code) und Planungskonfiguratio-
nen (PDDL-Code).
org.tzi.keyfigures.util Spezielle von der Kennzahlenbibliothek verwen-
dete Java-Collections sowie Hilfsklassen und
-methoden für Logging, Parsing, Formeltransfor-
mation etc.
28Zu den Zugriffsmodifikatoren bei der Klassendeklaration in der Programmiersprache Java siehe Kap. 8 der Java™
Language Specification (Gosling et al. 2005), für aktuelle Java-Versionen online verfügbar unter:
http://docs.oracle.com/javase/specs/ (zuletzt abgerufen am 19.12.2016).
29Siehe die Dokumentation der Java-Standardbibliothek unter http://docs.oracle.com/javase/6/docs/api/
(zuletzt abgerufen am 19.12.2016).
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Bei der im nächsten Kapitel vorgenommenen experimentellen Evaluation wird als Intervall-
arithmetikimplementierung die C++-Bibliothek Boost.Interval (Brönnimann et al. 2006a; vgl.
Abschnitt 5.6.2) eingesetzt, welche über ein gesondertes Plugin in die Kennzahlenbibliothek
integriert wird. Dieses ist in einem weiteren Package umgesetzt:
Über separates Plugin bereitgestelltes Package Beschreibung
org.tzi.keyfigures.client.ia.boost Konkretes Intervallarithmetik-Plugin mit
nativem Boost.Interval-Kompilat für Linux,
Windows, Solaris und Mac OS X, jeweils für die
Prozessorarchitekturen Intel-x86 (32 Bit) und
AMD64 (64 Bit).
Nachfolgend seien die wichtigsten Klassen der Bibliothek – jene, die das KBM und KPM rea-
lisieren – anhand von UML-Klassendiagrammen vorgestellt und in Beziehung zueinander ge-
setzt.
10.5.1 Klassen des Kennzahlenbewertungsmodells
Mit dem Differentiable-Interface definiert die Kennzahlenbibliothek allgemeine Operatio-
nen, die auf (an bestimmten oder allen Stellen) differenzierbaren, von Basiskennzahlen abhän-
gigen Funktionen möglich sind. Diese Schnittstelle wird sowohl von den Kennzahlenklassen30
der Bibliothek als auch von den Klassen, welche die Kennzahlenziele31 und die Gesamtbe-
wertungsfunktionen32 realisieren, implementiert. Sie umfasst Methoden zur Berechnung des
aktuellen reellen Punktwerts und Gradienten der Funktion,33 der Kennzahlenintervallwerte
der Intervallerweiterungen der Funktion und ihrer ersten partiellen Ableitungen34 sowie ei-
ne Methode zur schnellen Bestimmung der Basiskennzahlen, von denen die Funktion aktuell
abhängig ist. Die abstrakte Klasse KeyFigure implementiert dieses Interface und definiert zu-
dem die allgemeinen Attribute und Methoden, über die gemäß Abschnitt 10.2 alle Kennzahlen
verfügen. Die verschiedenen Kennzahlentypen gemäß der Kennzahlentaxonomie aus Abbil-
dung 6.3 resp. der Formalisierung des KBM in Kapitel 8 sind als Unterklassen von KeyFigure
realisiert. Diese sind KFBasic für die Basiskennzahlen, KFConstant für numerische Konstan-
ten, KFReference für Kennzahlenreferenzen, KFFluentReference für Fluent-Referenzen und
KFComposed für zusammengesetzte Kennzahlen. Diese Klassenhierarchie ist in Abbildung 10.9
dargestellt.
Die Basisoperationen sind als Unterklassen der Klasse KFComposed umgesetzt und dabei wie in
Abschnitt 10.3 in unäre Operationen (KFUnaryOp), binäre Operationen (KFBinaryOp) und m-äre
Aggregatoperationen (KFAggregateOp) gegliedert. Die konkreten Unterklassen dieser abstrak-
ten Basisoperationsklassen realisieren die einzelnen Basisoperationen der Kennzahlenbiblio-
thek. Siehe dazu die Klassendiagramme in Abbildung 10.10.
Wie in Abschnitt 10.2 festgelegt, werden die in der Formalisierung des KBM beschriebenen
Kontexthierarchien als Hierarchien von Kennzahlensammlungen realisiert. Ein Objekt der in
Abbildung 10.11 gezeigten Klasse KFCollection repräsentiert jeweils eine solche Kennzahlen-
sammlung. Die Java-Klasse KFAM fasst alle Kennzahlensammlungen eines KBM sowie den zu
30Klasse KeyFigure und Unterklassen.
31Klasse KFObjective.
32Klasse KFScalarize und Unterklassen.
33Basierend auf den aktuellen reellen Eingabewerten, die im Kennzahlenbroker hinterlegt sind.
34Basierend auf den aktuellen Wertebereichsrestriktionen der Basiskennzahlen oder (alternativ) den im Kennzahlen-
broker hinterlegten Eingabeintervallwerten.
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KFReference
+ getIntervalGradient() : KFIntervalGradient
+ getValue() : double
+ getGradient() : KFGradient
+ getIntervalValue() : KFIntervalValue
+ getBasicInputs(Boolean) : Set<KFBasic>
+ getCollection() : KFCollection
«Interface»
Differentiable
KFScalarize
«Interface»
ObjectiveFunction
KFObjective
# objectives# kf_target
KFAggregateOpKFBinaryOpKFUnaryOp
KFBasic KFConstant KFFluentReference KFComposed
org.tzi.keyfigures
+ getDescription() : String
+ getUnit() : String
+ getName() : String
+ getUserFormula() : String
+ getDefaultSpan() : double
+ isConstant() : boolean
+ isDefault() : boolean
KeyFigure
# objectives
Abbildung 10.9: Klassendiagramm der fünf Kennzahlentypen aus Kapitel 8, der Kennzahlen-
ziele sowie der skalaren Gesamtbewertung. Alle gezeigten Klassen imple-
mentieren das Interface Differentiable.
einem bestimmten Zeitpunkt gegebenen Zustand der Kontexthierarchie zwischen diesen zu
einer Container-Datenstruktur zusammen und stellt darüber hinaus die skalare Gesamtbewer-
tung und Intervall-Gesamtbewertung des KBM in Gestalt eines KFScalarize-Objekts zur Ver-
fügung. Jeder Kennzahlensammlung ist ein Kennzahlenbroker zuzuordnen, welcher die Ein-
gabewerte aller Basiskennzahlen der Sammlung in Gestalt von Kennzahlenquellen-Objekten35
verwaltet und bei Bedarf aus der Datenbank von anderen Agenten bezieht resp. die von ei-
nem Agenten selbstständig erhobenen Kennzahlenquellen in die Datenbank schreibt und so
anderen Agenten zugänglich macht. Der Kennzahlenbroker ist durch die Klasse KFBroker
umgesetzt. Üblicherweise verfügt ein jeder Agent des MAS über ein eigenes Broker-Objekt,
welches er zwecks eines Austausches der Kennzahlen mit anderen Agenten mit der zentra-
len Kennzahlendatenbank verbindet.36 Eine Kennzahlensammlung stellt – neben zahlreichen
weiteren Operationen – Methoden zur Verfügung, mit denen Kennzahlen und Untersamm-
lungen der Sammlung über ihren jeweiligen (im Kontext der Kennzahlensammlung eindeu-
tigen) Namen nachgeschlagen werden können. Zudem verfügen die Kennzahlensammlun-
gen über öffentliche Methoden, mit denen die Konfiguration der Sammlung aus einer XML-
Konfigurationsdatei (oder einem gegebenen String-Objekt mit XML-Konfigurationscode) ge-
laden werden kann. Dieser Vorgang bestückt die Kennzahlensammlung mit benutzerdefinier-
ten Kennzahlen und Kennzahlenzielen aus der jeweiligen XML-Konfiguration und wird von
der Klasse KFConfigParser durchgeführt. Eine jede Kennzahlensammlung verfügt zu diesem
35Instanzen von Klassen, welche das Interface KFSource implementieren.
36Als relationale Datenbank verwendet die Implementierung der Kennzahlenbibliothek eineMySQL-Datenbank.
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Zweck über eine eigene Instanz dieser Klasse, von der sie individuell konfiguriert wird. Der
Parser liefert beim Einlesen der Konfiguration detaillierte Fehlerbeschreibungen, sobald er auf
einen syntaktischen oder semantischen Fehler im XML-Code der geladenen Konfiguration
stößt. Diese werden in Form von Exception-Objekten zurückgeliefert und können beispiels-
weise mit Hilfe der im GUI-Package enthaltenen Dialog-Komponente DialogKFErrorReport
dem Benutzer des MAS angezeigt werden.
Die in der Formalisierung des KBM in Kapitel 8 definierten Kennzahlenkontextgruppen wer-
den in der Implementierung der Kennzahlenbibliothek durch Gruppen von Kennzahlensamm-
lungen realisiert. Diese Gruppen werden von der Klasse KFCollectionGroup repräsentiert. Je-
der Kennzahlensammlung wird dazu ein durch die Klasse KFGroupManager gegebener Grup-
penmanager zugeteilt, welcher alle Kontextgruppen enthält, die im Kontext der jeweiligen
Kennzahlensammlung zugreifbar sind. Zur Laufzeit des MAS können Kennzahlensammlun-
gen dynamisch zu den Gruppen hinzugefügt werden und wieder aus ihnen entfernt werden.
Die Aggregationsreferenzen der zusammengesetzten Kennzahlen (realisiert durch die Klas-
se KFAggregationRef, vgl. Javadoc-Referenz) werden dabei automatisch angepasst. Außerhalb
des KPM empfiehlt es sich, nach jedem Hinzufügen einer Kennzahlensammlung zu einer sol-
KFOperatorDivide KFOperatorMultiply KFOperatorPlus
KFBinaryOp
+ getLeftOperand() : KeyFigure
+ getRightOperand() : KeyFigure
KFUnaryOp
+ getOperand() : KeyFigure
KFFunctionFloor KFFunctionRoundKFFunctionAbs KFFunctionCeil
KFOperatorNegateKFFunctionSqrtKFFunctionSqr
KFAggregateOp
+ getAllOperands() : KeyFigure[]
KFFunctionMedian KFFunctionMinKFFunctionAvg KFFunctionMax
KFFunctionSumKFFunctionProduct KFFunctionStd
org.tzi.keyfigures
Abbildung 10.10: Die Basisoperationen als spezialisierte Kennzahlenklassen.
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KeyFigure
KFConfigParser
KFBroker
# symtab # collection
# collection# config_parser
# broker
# subcollections
KFCollection
+ lookupSubCollection(String) : KFCollection
+ getBroker() : KFBroker
+ lookupKeyFigure(String) : KeyFigure
+ loadXMLConfig(File) : Exception[]
+ loadXMLConfig(String) : Exception[]
+ getName() : String
Abbildung 10.11: Umsetzung der Kontexthierarchien durch Kennzahlensammlungen.
chen Gruppe eine semantische Prüfung des KBM zu veranlassen, um ausschließen zu kön-
nen, dass durch den Vorgang unzulässige zyklische Abhängigkeiten in den benutzerdefinier-
ten Kennzahlenberechnungsvorschriften entstanden sind. Die Klasse KFCollection bietet mit
semanticCheck() eine Methode an, welche diesen Prüfvorgang bei Bedarf durchführt.
Die allgemeine Programmierschnittstelle (API) der Optimierungskomponente des Kennzah-
lenframeworks ist durch die abstrakte Klasse KFOptimizer im Package org.tzi.keyfigures
festgelegt. Die Umsetzung der tatsächlichen Optimierungsverfahren erfolgt durch die Definiti-
on von konkreten Unterklassen von KFOptimizer. Die Standardimplementierung der Kennzah-
lenbibliothek ist der von der Klasse KFDifferentialEvolutionOptimizer zur Verfügung ge-
stellte Differential-Evolution-Algorithmus. Dessen konfigurierbare verfahrensspezifische Ab-
bruchkriterien sind in der Javadoc-Referenz der Klasse dokumentiert.37 Mit der KFOptimizer-
Klasse als Grundlage für alle konkreten Optimierer ist die Kennzahlenbibliothek leicht um
weitere direkte, gradientenbasierte und intervallbasierte Optimierungsverfahren erweiterbar.
10.5.2 Klassen des Kennzahlenplanungsmodells
Abbildung 10.12 zeigt die implementationstechnischen Beziehungen zwischen denwichtigsten
Klassen und Interfaces, mit denen das KPM aus Kapitel 9 umgesetzt ist. Die logischen Verknüp-
fungen und Quantoren sind als Unterklassen der abstrakten Klasse FOLExpression realisiert.
Die Objektterme und numerischen Terme, welche als Argumente von Prädikaten auftreten dür-
fen, werden von Klassen repräsentiert, die das FOLTerm-Interface implementieren. Insbesonde-
re implementiert auch die Klasse KeyFigure dieses Interface. Die in der Menge ObjectsP des
KPM enthaltenen diskreten Planungsobjekte werden von der Klasse FOLStringObject darge-
stellt, die in der Menge Object_ContextsP enthaltenen Kontextsymbole dieser Objekte von der
Klasse FOLTheta. Das Interface FOLContext stellt Methoden zum Nachschlagen von PDDL-
Variablendeklarationen zur Verfügung und wird von allen Klassen implementiert, die den
semantischen Auswertungskontext eines logischen (Teil-)Ausdrucks um zusätzliche typisier-
te, gebundene Variablen erweitern können. Dazu gehören z.B. die Klassen FOLForAll und
FOLExists, deren Instanzen jeweils eine allquantifizierte resp. existenzquantifizierte prädika-
tenlogische Formel repräsentieren, sowie die von der Klasse KFPM_Action umgesetzten PDDL-
Aktionen, deren diskrete38 und numerische Parameter ebenfalls derartige Variablen sind.
37Vergleiche auch den in Abbildung 11.8 in Kapitel 11 gezeigten Konfigurationsdialog des IntaPS-MAS.
38Diskrete Parameter können die PDDL-Aktionen nur in ihrer ursprünglichen Form vor Durchführung der partiellen
Grundierung undNormalisierung besitzen. Derartige Aktionsparameter werden daher in der formalen Darstellung
des KPM in Kapitel 9 nicht berücksichtigt, müssen aber von der Kennzahlenbibliothek, welche die automatische
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(implementierende Klassen)
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KFPM_Action
KFPlanLevel
KFAM
KFPlanningState
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. . . . . . . . .
(implementierende Klassen)
FOLThetaFOLStringObject
FOLObject
«Interface»
PredicateImplementation
«Interface»
PNumericUpdate PNumericComparison POrganizational
PMemberPLink
PObjectComparison
org.tzi.keyfigures.planning
org.tzi.keyfigures.planning.predicates
org.tzi.keyfigures.fol
KFPM_PredDeclKFPM_FluentDecl
# planning_model
# fluents
KFPlanningModel
# planning_model# operators,
# initial_level
- level_states
- successors# predecessor
- level_actions
# normalized_goals
# kf_model
# plan_level
# kf_model
# predicates
Abbildung 10.12: Einige der wesentlichen Klassen des Kennzahlenplanungsmodells.
Die Anwendung der vier PDDL-Effekttypen increase, decrease, scale-up und scale-down
in einem Weltzustand des KPM wird von Unterklassen der abstrakten Klasse PNumericUpdate
umgesetzt. Analog nehmen die Unterklassen von PNumericComparison die Bestimmung der in
einem solchen Weltzustand möglichen Wahrheitswerte von Kennzahlenrestriktionen vor. Da-
zu liegt für jede der numerischen Relationen <, ≤ , =, ≥ und > jeweils eine spezialisierte
Unterklasse vor. Die Auswertung und Anwendung der in Kapitel 9 eingeführten organisatori-
schen Spezialprädikate link und memberwird von den Klassen PLink und PMember implemen-
Transformation der PDDL-Beschreibung in die ebenda vorausgesetzte Form vornimmt, nichtsdestotrotz implemen-
tiert werden.
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tiert. Die Klasse PObjectEqualTo beschreibt nach dem gleichen Prinzip den Vergleich diskreter
PDDL-Objekte mit der binären PDDL-Objektrelation =.
Das KPM selbst wird durch die Klasse KFPlanningModel repräsentiert, seine einzelnen Plan-
ebenen durch die Klasse KFPlanLevel und deren Weltzustände durch die Klasse KFPlanning-
State. Zur Darstellung der beiden Vorlagenmodelle T1 und T2 des Aktionspools des KPM
sowie der KBM der Weltzustände kommen dabei Instanzen der oben besprochenen Klasse
KFAM zum Einsatz. Das Einlesen von textuellen PDDL-Domänenbeschreibungen und PDDL-
Problembeschreibungen erfolgt durch die Klasse PDDLSimpleParser. Dieser wird bei ihrer In-
stanziierung das jeweils zu konfigurierende KFPlanningModel-Objekt im Konstruktor überge-
ben. Sie stellt u.a. dieMethoden parseDomainDescription() und parseProblemDescription()
zum Start des Parsingvorgangs zur Verfügung. Die Anschließende partielle Grundierung und
Normalisierung des Aktionspools erfolgt durch einen Aufruf der Methode normalizeModel()
auf der vom Parser konfigurierten KFPlanningModel-Instanz.
— TEIL IV —
Evaluation und Fazit
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— KAPITEL 11 —
Evaluation des
Kennzahlenplanungsmodells
Wie in Kapitel 6 besprochen, ist die Kennzahlenbibliothek in vielen unterschiedlichen An-
wendungsdomänen einsetzbar, in denen Agenten eines MAS numerische Tatbestände erhe-
ben und zu ihrer Laufzeit mittels geeigneter Aktionsselektion gemeinsam ein numerisches
(Multikriterien-)Zielsystem optimieren1 und/oder als numerische Relationen formulierbare2
Planungsziele verfolgen. Zur Evaluation der Funktionstüchtigkeit und Performanz des Kenn-
zahlenframeworks wurde die Kennzahlenbibliothek in das am Technologiezentrum Informa-
tik (TZI) der Universität Bremen entwickelte und im nächsten Abschnitt beschriebene Multi-
agentensystem IntaPS zur (simulierten) integrierten Produktionsplanung und -steuerung ein-
gebunden. Die in Abschnitt 6.3 vorgestellten agentenglobalen Koordinationsansätze (ii)–(iv)
zur verteilten Multikriterien-Zieloperationalisierung werden in Pantke (2011) und ausführlich
in Pantke (2008) anhand des IntaPS-Fertigungsszenarios experimentell miteinander verglichen.
Dies erfolgt dort jeweils unter Einsatz des ursprünglichen, auf einer Beliefs-Desires-Intentions-
Architektur (BDI; siehe Rao und Georgeff 1991, 1995) basierenden, cobac-Steuerungsansatzes
nach Timm (2004), d.h. ohne Einsatz des erst in der vorliegenden Arbeit entwickelten KPM
und insbesondere ohne eine Verwendung kontinuierlicher numerischer Aktionsparameter.
Die dabei erzielten Ergebnisse zeigen, dass sich die in Kapitel 6 (dieser Arbeit) konzipierten,
in Kapitel 7–8 formalisierten und in Kapitel 10 spezifizierten Komponenten und Mechanismen
auch in der Praxis eines konkreten MAS dazu eignen, benutzerdefinierte zusammengesetz-
te Kennzahlen über das gesamte MAS zu erheben und die Aktionsausführung der einzelnen
Agenten unter Verwendung benutzerdefinierter Kennzahlenziele in diemit diesen Zielen beab-
sichtigte Richtung zu beeinflussen. Die Evaluation in Pantke (2011, 2008) konzentriert sich auf
die Fragestellung, wie gut die dort festgelegten Kennzahlenziele die Koordination zwischen
den Agenten fördern und ob bzw. in welchem Ausmaß sich die verschiedenen in Abschnitt 6.3
vorgestellten und in Abschnitt 10.1 spezifizierten Ansätze zur Modellierung und Kennzah-
lensteuerung in ihrer Wirkungsweise und Leistungsfähigkeit bezüglich der tatsächlich festge-
stellten Zielerreichung und Koordination voneinander unterscheiden. Wie prinzipbedingt im
Vorhinein zu vermuten war,3 schnitt dabei der zentralisierte Ansatz (iii) am besten, der ver-
teilte Blackbox-Ansatz (ii) – nur geringfügig schlechter – am zweitbesten4 und der redundan-
1Vergleiche Abschnitt 8.19 zur Optimierung der skalaren Gesamtbewertung des agentenglobalen oder agentenloka-
len KBM und Abschnitt 9.11.2 zur Aktionsparameteroptimierung im KPM.
2Vergleiche Abschnitt 9.8 zu den Kennzahlenrestriktionen und Abschnitt 9.11.3 zu den primären Planungszielen des
KPM.
3Siehe Abschnitt 6.3.
4Aufgrund des auf Seite 133 besprochenen Horizontproblems.
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te Optimierungsansatz (iv) ohne zusätzliche Sollwertverhandlung zwischen den Agenten mit
Abstand am schlechtesten ab.5 Für Details siehe Pantke (2008, Kap. 7–8).
In Pantke et al. (2014b) sowie Pantke und Herzog (2014) erfolgt analog der Nachweis, dass
sich die Koordinationsansätze (ii) und (iii) ebenfalls bei Einsatz des nachfolgend im vorlie-
genden Kapitel beschriebenen zweistufigen IntaPS-Planungsverfahrens auf Basis des in Kapi-
tel 9 formalisierten KPM und der weiter unten in Abbildung 11.33–11.36 abgedruckten PDDL-
Domänenbeschreibung mit kontinuierlichen numerischen Aktionsparametern für eine effekti-
ve verteilte Agentensteuerung und Zieloperationalisierung innerhalb eines MAS eignen. Be-
trachtet wird in beiden Artikeln ein einfaches Werkstattszenario mit zwei agentengesteuerten
Fräsmaschinen, welche zur Laufzeit des MAS u.a. mittels automatischer Kennzahlenaggregati-
on das durchschnittliche Gesamtzerspanungsvolumen6 der von ihnen gefertigten Kundenauf-
träge erheben. Über entsprechend definierte Kennzahlenzielfunktionen wird die dynamische
Zuteilung der Aufträge zu den Maschinen im Rahmen der PDDL-basierten Belegungsplanung
gesteuert: Eine Maschine soll möglichst nur Aufträge mit geringem Gesamtzerspanungsvolu-
men fertigen, die jeweils andere möglichst nur Aufträge mit hohem Gesamtzerspanungsvolu-
men. In Pantke et al. (2014b) werden zu diesem Zweck ausschließlich lokale Kennzahlenziele
auf Seiten der Fräsmaschinenagenten eingesetzt. In Pantke und Herzog (2014) hingegen erfolgt
eine agentenglobale Sollwertgenerierung durch einen Gruppenagenten mittels der Koordinati-
onsansätze (ii) und (iii). Der letztgenannte Konferenzbeitrag stellt zudem eine Erweiterung des
in Definition 8.47 spezifizierten Optimierungsproblems vor, mit welcher während der Kenn-
zahlensollwertgenerierung zugleich die anzustrebende zukünftige organisatorische Struktur7
des MAS optimiert wird: Das Vorhandensein resp. die Abwesenheit von konkreten Kanten
in der Kontexthierarchie sowie von konkreten Kennzahlenkontexten in den Kontextgruppen
wird dabei jeweils durch spezielle, zum Optimierungsproblem hinzugenommene, reelle Ein-
stellgrößen modelliert.
Der wesentliche Beitrag der vorliegenden Arbeit besteht in der Erweiterung des ursprüng-
lich in Pantke (2008) entwickelten, implementierten und evaluierten domänenunabhängigen
Kennzahlenframeworks um die hinsichtlich einer effektiven kennzahlenbasierten Aktionsse-
lektion in MAS relevanten Planungsaspekte, namentlich in Gestalt des in Kapitel 9 formal
beschriebenen KPM. Wie dort und in Kapitel 3 erläutert, fanden kontinuierliche numerische
Aktionsparameter, insbesondere mit nichtlinearen Kennzahleneinflüssen, in der Literatur zur
PDDL-basierten KI-Aktionsplanung (Automated Planning) und bei den auf diesem Gebiet füh-
renden wissenschaftlichen Konferenzen wie u.a. ICAPS, AAAI, ECAI und AAMAS bisher we-
nig Beachtung. Aus diesem Grund kann der diesbezügliche Funktionsumfang des KPM und
der Kennzahlenbibliothek durchaus als Pionierarbeit eingeordnet werden. Die in diesem Ka-
pitel vorgenommene experimentelle Evaluation konzentriert sich daher auf die Erhebung der
Planungsperformanz, die mit dem in Abschnitt 9.11.5 skizzierten zweistufigen Satisficing-Pla-
nungsansatz unter Verwendung des KPM, reellwertiger Aktionsparameter und eines variie-
renden natürlichzahligen Optimierungshorizonts n in der IntaPS-Fertigungsdomäne erzielbar
ist. Es erfolgt eine Reproduktion der in Pantke et al. (2014a, 2016) sowie auf dem Journal Pre-
sentation Track8 der 26th International Conference on Automated Planning and Scheduling
(ICAPS 2016) vorgestellten Ergebnisse mit einer neueren, verbesserten Codebasis der Kennzah-
5Aufgrund des auf Seite 134f besprochenen Konsensproblems.
6Das Gesamtzerspanungsvolumen eines zu fertigenden Auftrags bezeichnet das Volumen an Material, z.B. angege-
ben in Kubikzentimetern, welches insgesamt von den verwendeten Fräsrohlingen zu entfernen ist, um das beab-
sichtigte Fräsergebnis (d.h. die gewünschte Werkstückgeometrie) zu erhalten.
7Das heißt: Die Kantenmenge der agentenglobalen Kennzahlenkontexthierarchie und die Mitgliedermengen der
Kennzahlenkontextgruppen.
8Siehe http://icaps16.icaps-conference.org/schedule.html und http://icaps16.icaps-conference.org/
Programme.pdf (zuletzt abgerufen am 19.12.2016).
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lenprogrammierbibliothek und des IntaPS-MAS. Dementsprechend ist dieses Kapitel struktu-
rell und inhaltlich weitgehend deckungsgleich mit Pantke et al. (2016). Letztgenannter Zeit-
schriftenartikel und der Konferenzbeitrag Pantke et al. (2014b) werden inzwischen auch von
Savas¸, Fox, Long und Magazzeni als ihrem auf der ECAI 2016 präsentierten Papier (Savas¸ et
al. 2016) vorausgegangene Arbeiten (Related Work) angeführt. Sie widmen sich in dieser Veröf-
fentlichung ebenfalls der Modellierung von Planungsaktionen mit reellwertigen Parametern,
die sie als Control Parameters bezeichnen. Hinsichtlich der von ihrem Planer »POPCORN« un-
terstützten numerischen Vorbedingungen und Effekte beschränken sie sich allerdings auf aus-
schließlich lineare Funktionen und Optimierungsprobleme. Zukünftige Zeitschriften- und Kon-
ferenzveröffentlichungen werden zeigen, inwiefern damit das Konzept der kontinuierlichen
numerischen Aktionsparameter in PDDL-basierten Planungsmodellen im Mainstream der KI-
Planungsforschung angekommen ist.
Der Rest des Kapitels ist wie folgt gegliedert: Zunächst erfolgt in Abschnitt 11.1 eine Einfüh-
rung in die grundlegende Zielsetzung und Funktionsprinzipien des IntaPS-MAS. Es wird be-
sprochen, wie sich der IntaPS-Ansatz zur integrierten Produktionsplanung und -steuerung
mit dynamischer Auftrags- und Fertigungsdisposition von klassischen Verfahren der Ferti-
gungssteuerung unterscheidet und wie die Annahme und Zuordnung von Kundenaufträgen
zu Werkzeugmaschinen während der Laufzeit des MAS vonstattengeht. Zudem wird die ge-
naue Konfiguration des Evaluationsszenarios beschrieben, welches zwei Fräsmaschinen und
zwei verschiedene Auftragsvorlagen umfasst. Die in der IntaPS-Domäne bei der lokalen Be-
legungsplanung der Maschinen verfügbaren Aktionen werden in Form eines vereinfachten
grafischen Schemas vorgestellt (der vollständige PDDL-Code ist am Kapitelende abgedruckt),
anhand dessen im Anschluss exemplarisch einige in den Experimenten mögliche Pläne be-
trachtet werden, die aufzeigen, dass speziell im IntaPS-Szenario die zweifelsfreie Bestimmung
der tatsächlichen Ausführbarkeit eines partiell grundierten Grobplans nicht immer trivial ist.
Die Beispiele veranschaulichen auch, inwiefern die Wahl des Optimierungshorizonts n prinzi-
piell einen Einfluss auf die Planungsperformanz ausüben kann. In Abschnitt 11.2 wird das ein-
gesetzte zweistufige Planungsverfahren einschließlich des domänenspezifischen IntaPS-Plan-
enumerators umfänglich mittels Pseudocode beschrieben. Eine detaillierte Besprechung und
Interpretation der Evaluationsergebnisse folgt in Abschnitt 11.3. Das Kapitel schließt mit einer
Zusammenfassung der gemachten Beobachtungen und einem Fazit in Abschnitt 11.4.
11.1 Das IntaPS-Multiagentensystem
Das IntaPS-MAS wurde ursprünglich im Rahmen des DFG-Projekts »IntaPS: Integrierte agen-
tenbasierte Arbeitsplanung und Fertigungssteuerung«9 am Technologiezentrum Informatik
(TZI) der Universität Bremen in Kooperation mit dem Institut für Fertigungstechnik undWerk-
zeugmaschinen (IFW) der Universität Hannover entwickelt (Lorenzen et al. 2006; Timm 2004;
Tönshoff et al. 2001; Tönshoff et al. 2000). Es dient als Simulations- und Testumgebung für
agentenbasierte Techniken, welche zum Ziel haben, essentielle Erfolgsfaktoren wie Flexibilität,
Effizienz, Termintreue, Profitabilität und Robustheit von industriellen Fertigungsprozessen bei
gleichzeitigem Verfolgen von – zum Zeitpunkt der Drucklegung der vorliegenden Arbeit nach
wie vor anhaltenden und damit immer noch hochaktuellen – betriebswirtschaftlichen Trends
wieMass Customization, Kleinstserien-Make-to-Order-Fertigung und Just-in-Time-Produktion zu
9Als Teil des Schwerpunktprogramms 1083 »Intelligente Softwareagenten und betriebswirtschaftliche Anwen-
dungen« mit Förderungszeitraum von 2000 bis 2007; für Details siehe http://gepris.dfg.de/gepris/projekt/
5246138 (zuletzt abgerufen am 19.12.2016).
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maximieren. Der klassische Ansatz in der Serienfertigung besteht darin, für ein herzustellen-
des Produkt zunächst eine vollständige Material- und Arbeitsplanung zu erstellen und diese
dann umzusetzen (tayloristische Trennung von planender und ausführender Arbeit; vgl. Töns-
hoff et al. 2000). Der Arbeitsplan gibt die Reihenfolge der erforderlichen Arbeitsschritte und
Fertigungsverfahren an und ordnet sie einzelnen Betriebsmitteln zu. Die terminliche Zuord-
nung konkreter Aufträge zu Arbeitssystemen und die Kapazitätsplanung finden im Anschluss
durch die Fertigungssteuerung statt. Systeme zur rechnergestützten Arbeitsplanung (Compu-
ter Aided Process Planning, abgekürzt: CAPP) und Fertigungssteuerung (Produktionsplanung und
-steuerung, kurz: PPS) erleichtern heute die Erstellung der Pläne durch automatisierte Opti-
mierungsverfahren des Operations Research. Das Ergebnis dieser Planung ist statischer Natur,
d.h. ein starrer, wenig flexibler Ablaufplan, der in der Regel für die unveränderte Ausführung
über einen längeren Zeitraum vorgesehen ist. Da vollständige Neuplanungen unter Wahrung
der Optimalität sehr zeitintensiv sein können, sind kurzfristige Änderungen der Pläne, z.B.
aufgrund einer Maschinenstörung, üblicherweise mit einem Verlust der Optimalität verbun-
den (Lorenzen et al. 2006; Tönshoff et al. 2000). Gerade in sehr dynamischen Produktionsum-
gebungen, z.B. in denen der Fertigungsablauf von hoch individualisierten Kundenaufträgen
anhängig ist, pro Auftrag nur kleine Stückzahlen zu fertigen und viele verschiedene Aufträge
parallel zu bearbeiten sind, führt dies zu Koordinationsproblemen zwischen den voneinander
getrennten (d.h. insbesondere in der Praxis häufig auch hinsichtlich des Informationsflusses
entkoppelten) Aufgabenbereichen Arbeitsplanung und Fertigungssteuerung, wenn erstere oh-
ne Berücksichtigung der tatsächlichen Aufträge, Kapazitäten und Termine erfolgt (Timm 2004).
Die Zielsetzung des IntaPS-Projekts besteht darin, zu untersuchen, wie weit die beschriebenen
Probleme durch den Einsatz von Agententechnologie gelöst werden können. Dazu wurde ein
MAS entwickelt, welches ein Produktionsumfeld durch intelligente Agenten simuliert, die auf
der einen Seite die eingehenden Kundenaufträge in Form von Auftragsagenten (Order Agents)
repräsentieren und auf der anderen Seite die Arbeitssysteme der Fertigungsstätte in Form
von Ressourcenagenten (Resource Agents). Der Simulationsablauf wird durch einen separaten
Agenten, den IntaPS-Simulationsmanager (Simulation Manager), initiiert und kontrolliert. Ein
zentraler Gruppenagent (Group Agent) nimmt zudem eine Erhebung agentenglobaler Kenn-
zahlen über alle Ressourcenagenten und, je nach gewähltem Koordinationsansatz, eine Opera-
tionalisierung agentenglobaler Kennzahlenziele vor. Die Auftragsagenten verfügen über eine
Grobplanung der zur Fertigung des jeweiligen Auftrags erforderlichen Arbeitsvorgänge und
schreiben letztere für eine Feinplanung auf einem elektronischen Markt aus.10 Die Ressour-
cenagenten führen einen jeweils individuellen Belegungsplan (Schedule), der angibt, wann sie
welche Arbeitsvorgänge angenommener Aufträge ausführen, wann für sie Wartungsarbeiten
eingeplant sind und wann sie für die Fertigung neu eingehender Aufträge noch zur Verfügung
stehen. Sie bieten den Auftragsagenten im Rahmen eines nachrichtenbasierten Verhandlungs-
protokolls (FIPA Contract Net; vgl. FIPA 2002) auf Anfrage freie Termine an, um eine Belegung
mit einem Auftragsfertigungsschritt zu erhalten. Die Planung erfolgt durch IntaPS somit de-
zentralisiert auf Ebene einzelner Aufträge und Betriebsmittel. Abbildung 11.1 veranschaulicht
diese dem IntaPS-MAS zugrunde liegende Architektur.
Während des Förderungszeitraums des oben genannten DFG-Projekts wurden drei Haupt-
versionen (Major Versions) von IntaPS implementiert.11 Die originäre Fassung geht auf die
10Die in den bisherigen Veröffentlichungen zu IntaPS in diesemKontext verwendeten Begriffe »Grobplan« und »Fein-
plan« sind nicht zu verwechseln mit den gleichnamigen Konzepten des in Kapitel 9 formalisierten KPM. Beide
Interpretationen haben allerdings die gemeinsame Grundsemantik, dass ein Grobplan aufgrund einer in ihm er-
folgten Aussparung bestimmter Details nicht notwendigerweise eine vollständige und direkt ausführbare Lösung
des konkret zu lösenden Planungs- resp. Steuerungsproblems darstellt, und diese Details jeweils durch einen pas-
senden Feinplan konkretisiert werden.
11Autoren des IntaPS-Codes sind: Ingo J. Timm, Thorsten Scholz, Sven Werner, Jasper Arndt und Florian Pantke.
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Abbildung 11.1: Die IntaPS-Architektur (Quelle: Lorenzen et al. 2006, S. 100).
Dissertation von Timm (2004) zurück. Eine Weiterentwicklung von IntaPS Version 3 erfolg-
te in der Diplomarbeit des Autors (Pantke 2008). Die aktuelle vierte Version ist Ergebnis der
im Kontext des Sonderforschungsbereichs (SFB) 637 »Selbststeuerung logistischer Prozesse«12
(Freitag et al. 2004; Gehrke et al. 2010) an der Universität Bremen entstandenen vorliegen-
den Arbeit. IntaPS ist in Java unter Verwendung des Agententoolkits JADE (Bellifemine et
al. 2008, 1999) implementiert, welches u.a. eine Kommunikation der Agenten untereinander
nach dem FIPA-Standard13 erlaubt. IntaPS Version 4 läuft zudem auf dem ebenfalls im SFB 637
am TZI entwickelten Multiagentenframework PlaSMA (Warden et al. 2010). Abbildung 11.2
zeigt ein Bildschirmfoto dieser Fassung. Im Vordergrund ist die grafische Bedienoberfläche des
IntaPS-Simulationsmanagers zu sehen, ganz im Hintergrund die PlaSMA-GUI, aus der heraus
IntaPS gestartet wird.
Zur Belegungsplanung und Steuerung der Ressourcenagenten kommt bis einschließlich IntaPS
Version 3 (Pantke 2011, 2008; Timm et al. 2006; Timm 2004) der BDI-basierte (Rao und Georgeff
1991, 1995) cobac-Steuerungsansatz zur Auflösung logischer Zielkonflikte nach Timm (2004)
zum Einsatz. Dieser wurde bei der Integration des in der vorliegenden Arbeit entwickelten
KPM in IntaPS Version 4 vollständig durch die nachfolgend in diesem Kapitel vorgestellte
PDDL-basierte Aktionsplanung ersetzt: Damit die Leistungsfähigkeit des in Abschnitt 9.11.5
skizzierten zweistufigen Planungsansatzes unter Verwendung des KPM in isolierter Form –
d.h. insbesondere ohne jeglichen Einfluss weiterer strategischer Steuerungsmechanismen, wel-
che eine Vorfilterung des Handlungsspielraums der Agenten vornehmen, wie es z.B. die al-
gorithmische Intentionsselektion des BDI- resp. cobac-Ansatzes tut – untersucht werden kann,
wird von der konfliktbasierten Agentensteuerung nach Timm (2004) in neueren Veröffentli-
chungen zu IntaPS (Pantke et al. 2014a, b, 2016; Pantke undHerzog 2014) sowie in dieser Arbeit
12Im Teilprojekt »Wissensmanagement zur Unterstützung selbststeuernder Logistikprozesse« mit Förderungszeit-
raum von 2004 bis 2012; für Details siehe http://gepris.dfg.de/gepris/projekt/5485934 und http://gepris.
dfg.de/gepris/projekt/5419252 (zuletzt abgerufen am 19.12.2016).
13Siehe FIPA (2001).
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kein Gebrauch gemacht. Die Auflösung von Zielkonflikten soll hier ausschließlich auf Basis
der in den Abschnitten 8.19 und 9.11 beschriebenen Multikriterienoptimierung des KBM resp.
KPM evaluiert werden. Von besonderem Interesse ist dabei die Funktionsfähigkeit und Per-
formanz des KPM in Hinblick auf das Planen mit kontinuierlichen numerischen Aktionspara-
metern. Zu diesem Zweck führt IntaPS Version 4 reellwertige Fertigungsparameter (in Gestalt
einer abstrakten Fräsgeschwindigkeit sowie einer variablen Stillstandszeit) in das Simulations-
modell ein. Das IntaPS-Evaluationsszenario wird in den folgenden Unterabschnitten im Detail
beschrieben.
11.1.1 Integrierte Produktionsplanung und -steuerung mit dynamischer
Auftrags- und Fertigungsdisposition
Die IntaPS-Architektur unterscheidet sich hinsichtlich ihres Informationsflusses und ihrer Re-
aktionsfähigkeit von klassischen Szenarien der industriellen Praxis, in denen ein menschlicher
Disponent manuell nach bestimmten Strategien und Erfahrungswerten über die Annahme und
interne Freigabe eingehender Kundenaufträge entscheidet und dabei u.a. im Voraus Zusagen
über Liefertermine, anfallende Rechnungsposten und die Einhaltbarkeit konkreter Produktan-
Abbildung 11.2: Die grafische Benutzungsoberfläche von IntaPS.
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forderungen14 gibt. In einer solchen klassischen Auftragsdisposition erfolgt die Bearbeitung
der eingehenden Auftragsanfragen häufig nach dem First-In-First-Out-Prinzip (kurz: FIFO)
unter einer mehr oder minder groben aber informierten Abschätzung, bei welcher Kennzah-
len wie z.B. der aktuelle Auftragsbestand sowie die gegenwärtigen Maschinenauslastungen,
Lagerbestände und Durchlaufzeiten berücksichtigt werden. Die aufgrund ihrer Berechnungs-
komplexität in der Regel sehr zeitintensive Fertigungsfeinplanung einschließlich der konkreten
temporalen Ressourcenbelegungsplanung (Scheduling) erfolgt dabei üblicherweise in regelmä-
ßigen Zeitintervallen, z.B. in einem Rechenzentrum über Nacht (sog. periodendynamische Dispo-
sition; vgl. Gudehus 2012). Erfolgt das detaillierte Scheduling erst nach der Auftragsannahme
können in der betrieblichen Praxis Fälle eintreten, in denen die termingerechte Auslieferung
der durch den Disponenten kürzlich zugesagten Kundenaufträge unerwartet gefährdet ist,
weil vorliegende Engpässe (etwa aufgrund jüngster Maschinenausfälle, Überauslastung der
Kapazitäten, Fehlproduktion und/oder nicht ausreichender Lagerbestände) zu spät im System
sichtbar werden.
Im IntaPS-MAS wird daher die Entscheidung, welche externen Aufträge unter welchen Bedin-
gungen und Fristen angenommen werden können, vollständig auf autonome Softwareagenten
verlagert, die in verteilter Weise eine integrierte Produktionsplanung und -steuerung für die
gegebenen Aufträge und Produktionsressourcen vornehmen. Dies soll die Bearbeitung ein-
gehender Auftragsanfragen direkt aus dem Scheduling-Vorgang heraus mit prinzipbedingt
zuverlässigeren Zusagen unter vertretbaren Antwortzeiten und mit schnellen Reaktionen auf
unerwartete Ereignisse im Fertigungsprozess ermöglichen (sog. ereignisdynamische Disposition;
vgl. Gudehus 2012). Für die vollständig automatisierte Entscheidungsfindung hinsichtlich An-
nahme oder Ablehnung konkreter Aufträge stehen über die während der Belegungsplanung
verarbeiteten Auftragsdetails hinaus alle im operativen Fertigungsprozess erfassten Betriebs-
daten zur Verfügung. Die kontinuierlichen numerischen Aktionsparameter des KPM erlauben
dabei die Integration der operativen Maschineneinstellgrößen15 in den Scheduling-Prozess.
Diese innerhalb bestimmter (domänenspezifischer) Wertebereiche variierbaren Fertigungspa-
rameter können somit für jeden Produktionsschritt eines Auftrags einzeln feinoptimiert und
so an den derzeitigen Auftragsbestand und die aktuelle Produktionssituation angepasst wer-
den. Dadurch wird ein hoher Integrationsgrad zwischen Produktionsplanung und -steuerung
sowie Auftragsannahme erzielt. Der Ansatz erlaubt es, dass bereits zum Zeitpunkt der finalen
Beantwortung der eingegangenenAuftragsanfrage bekannt ist, ob unter geeigneter Anpassung
des Produktionsprozesses, des Belegungsplans und der Maschinenparameter (auch anderer
Aufträge des Auftragsbestands) das bestellte Produkt unter sehr hoher Wahrscheinlichkeit zu
den gegebenen Konditionen hinreichend profitabel gefertigt und geliefert werden kann. Damit
mit diesem flexiblen Steuerungsansatz die Wirtschaftlichkeit der Auftragsfertigung maximiert
werden kann, müssen alle mit der Produktion assoziierten Geschäftsziele der Organisation in
geeigneter Form in den automatischen Planungsvorgängen der Agenten modelliert und be-
rücksichtigt werden. In IntaPS Version 4 geschieht dies mit Hilfe des in Kapitel 8 formalisierten
KBM und des in Kapitel 9 entwickelten KPM.
Ein wesentliches Grundmerkmal des IntaPS-Ansatzes ist, dass der detaillierte Arbeitsplan der
Fertigungsaufträge nicht fix sein muss. Das MAS profitiert daher von der Ausdrucksmäch-
tigkeit und Flexibilität der in Version 4 eingeführten PDDL-basierten Aktionsplanung: IntaPS
berücksichtigt, dass bestimmte geometrische Design-Features der zu fertigenden Werkstücke
(beispielsweise ein Innengewinde) prinzipiell mit unterschiedlichen Fertigungsverfahren auf
verschiedenartigen Werkzeugmaschinen erzeugt werden können (z.B. entweder durch Fräsen
oder Bohren und/oder Formen); siehe dazu den Artikel von Timm et al. (2006) zum Capability
14Wie Fertigungstoleranzen, Qualitätsstandards etc.
15Wie Drehzahl, Vorschub und Zustellung bei Fräsmaschinen, Sinter-Temperaturen und -Zeiten etc.
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Matching in IntaPS sowie die thematisch verwandte Arbeit von Ruf (1991) zur featurebasierten
CAD/CAM-Integration in dynamische Produktionsprozesse. In der klassischen Belegungspla-
nung mit entkoppelter, zeitlich vorgelagerter Auftragsannahme ist die Menge der konkret aus-
zuführenden Fertigungsschritte fest definiert und es ist lediglich zu entscheiden, zu welchen
Zeitpunkten diese auf welchen Produktionsressourcen vorzunehmen sind. Weil alle durchzu-
führenden Aktionen im Voraus bekannt sind, ist eine derartige (auf den Status quo des Auf-
tragsbestands bezogene) Scheduling-Aufgabe direkt auf ein statisches Constraint Optimization
Problem (COP) abbildbar.16 In IntaPS hingegen sind die einzelnen Produktionsschritte im All-
gemeinen nicht im Detail im Voraus festgelegt, sondern ebenfalls im Rahmen der integrierten
PPS zu bestimmen und hinsichtlich der betrieblichen Ziele zu optimieren. Dies soll die Anpas-
sungsfähigkeit des Systems erhöhen.
11.1.2 Das untersuchte Fertigungsszenario
Das in diesem Kapitel untersuchte Evaluationsszenario entspricht einer Situation, in der die
Anzahl der eingehenden Auftragsanfragen signifikant die Produktionskapazität der Werkstät-
te überschreitet. Um unter diesen Umständen eine Maximierung der skalaren Gesamtbewer-
tung des benutzerdefinierten KBM zu erreichen, wird eine möglichst sorgfältige Selektion der
zur Fertigung anzunehmenden Kundenaufträge während des Planungsprozesses notwendig.
In den durchgeführten Experimenten verfolgt jeder Ressourcenagent eine monetäre Gewinn-
maximierung als einziges Kennzahlenziel. Die absichtliche Beschränkung auf ein Einkriteri-
en-Zielsystem soll die anschließende statistische Auswertung, Nachvollziehbarkeit und Inter-
pretation der Simulationsergebnisse und des beobachteten Agentenverhaltens erleichtern. Die
Qualität der von den Agenten generierten und ausgeführten Pläne lässt sich damit ganz ein-
fach anhand des innerhalb eines Simulationslaufs erwirtschafteten Geldbetrags bemessen. Es
soll insbesondere festgestellt werden, welchen Einfluss verschiedene Werte des Optimierungs-
horizonts n auf die für die Planung anfallende Rechenzeit und die Profitabilität der simulierten
Fertigungsprozesse haben. In alltäglichen Produktionsszenarien realer Unternehmen können
über die in diesem Kapitel betrachtete eindimensionale Zielsetzung hinaus zusätzliche Ziele,
wie z.B. eine hinreichende Fairness17 bei der Auftragsannahme, eine Optimierung der Lagerbe-
stände und Losgrößen oder eineMinimierung bzw. Bündelung von Stillstandszeiten, bestehen.
Für Multikriterien-Zielsysteme wird die Funktionsfähigkeit des KPM in IntaPS von Pantke et
al. (2014a, b) sowie Pantke und Herzog (2014) gezeigt.
Abbildung 11.3 veranschaulicht den nachfolgend evaluierten Simulationsaufbau. Er besteht
aus einer Produktionsstätte mit zwei Fräsmaschinen Mill-A und Mill-B, welche beide durch
IntaPS-Ressourcenagenten repräsentiert und verwaltet werden. Die Simulationszeit ist diskre-
tisiert in Time Slots (kurz: Slots, TS) konstanter Länge. In den durchgeführten Experimenten
umfasst jeder Simulationslauf jeweils 20 TS. In jedem Slot werden durch den IntaPS-Simulati-
onsmanager18 sechs neue Auftragsagenten gestartet, die randomisiert aus zwei verschiedenen
Auftragsvorlagen instanziiert werden. Jede von einem solchen Agenten repräsentierte exter-
ne Auftragsanfrage ist im Rahmen des IntaPS-Planungsproblems entweder den Werkzeugma-
16Das heißt: Ein COP, dessen Variablen- und Restriktionsmenge während des gesamten Lösungsvorgangs unverän-
dert bestehen bleibt. COPs bei denen dies nicht der Fall ist heißen Dynamic Constraint Optimization Problems (siehe
z.B. Sharma und Sharma 2012; Mertens et al. 2006). Bei der Anpassung bestehender Belegungspläne können dy-
namische CSP-Techniken hilfreich sein, um eine vollständige Neuplanung zu vermeiden und damit Rechenzeit zu
sparen.
17Es kann marktstrategisch sinnvoll sein, einen breiten Kundenstamm zu pflegen, auch wenn dabei einige Aufträge
weniger rentabel ausfallen als andere. Eine ständige Benachteiligung von Nicht-Stammkunden und Kleinaufträgen
kann zu einer Stärkung der Marktposition konkurrierender Anbieter führen.
18Für Details zu den Aufgaben und der Funktionsweise des Simulationsmanagers siehe Timm (2004, Kap. 6).
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Abbildung 11.3: Das im IntaPS-MAS untersuchte Werkstattszenario.
schinen zur Fertigung zuzuteilen oder alternativ abzulehnen. Das resultierende agentenglo-
bale Planungs- und Steuerungsproblem der Auftragsannahme sowie Erstellung und Aktuali-
sierung des Maschinenbelegungsplans, einschließlich Terminierung erforderlicher Wartungs-
vorgänge und etwaiger Stillstandszeiten, ist auf die Agenten des MAS verteilt. Dabei nimmt
jeder Ressourcenagent die genaue zeitliche Ausgestaltung des lokalen Belegungsplans der von
ihm verwalteten Werkzeugmaschine einschließlich der Optimierung aller zugehörigen opera-
tiven Fertigungsparameter vor. Dies erfolgt in jedem Time Slot mittels PDDL-basierter Akti-
onsplanung. Jeder Fertigungsauftrag besitzt einen Lieferpreis und eine Lieferfrist (Deadline)
in Time Slots, zu welcher das bestellte Produkt auszuliefern ist. Bei Nichteinhaltung der Frist
fällt für jeden zusätzlich benötigten Slot eine ebenfalls auftragsspezifische monetäre Konven-
tionalstrafe an (Preisminderung), bevor der Kunde die Bestellung nach Ablauf einer maxima-
len Verspätung in TS nicht mehr abnehmen muss und der Auftrag damit in einer Stornierung
unter Entrichtung der bis dahin angefallen Vertragsstrafe durch den Anbieter endet (Nichter-
füllung). Die produziertenWerkstücke müssen darüber hinaus eine Qualitätsprüfung bestehen
(z.B. hinsichtlich Übereinstimmung der geometrischen Form und der Oberflächengüte mit den
Vorgaben unter den zugesicherten Toleranzen), deren Ausgang von der Wahl der operativen
Fertigungsparameterwerte beeinflusst wird.
Zur Erhebung der Profitabilität der Fertigung wird beiden Ressourcenagenten Mill-A und
Mill-B eine eigene Kostenstelle zugeordnet, von der alle durch die Ressource verursachten
Kosten (fixe Betriebskosten, variable Fertigungskosten, Wartungskosten, Vertragsstrafen etc.)
abgebucht werden und alle mit ihr erzielten Umsätze19 angerechnet werden. Den aktuellen
Kontostand dieser Kostenstelle in abstrakten Geldeinheiten (GE) erheben die Ressourcenagen-
ten über die agentenlokale Basiskennzahl Money, deren Wert zu Beginn eines jeden Simula-
tionslaufs auf 0 GE gesetzt wird. Die Maximierung ihres Kontostands können die Agenten
über eine geeignete Aktionsplanung unter Minimierung der Produktionskosten und Liefer-
verzögerungen und Maximierung der Maschinenauslastung und -verfügbarkeit im Laufe der
Simulation erreichen. Als absolutes Maß für die Güte des von Mill-A und Mill-B in einem Si-
mulationslauf gezeigten Verhaltens dient der im letzten Time Slot desselben vorhandene Ge-
samtgeldbetrag, d.h. die Summe der Money-Kennzahlen der zwei Ressourcenagenten zu die-
sem Zeitpunkt. Die Erhebung dieser Summe erfolgt in Form der agentenglobalen Kennzahl
19Anteilig pro auf der Maschine durchgeführtem Fertigungsschritt der Kundenaufträge.
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GroupMoney des zentralen IntaPS-Gruppenagenten, welcher in jedem TS der Simulation die
aktuellen Kontostände vonMill-A undMill-B über den Kennzahlenbroker importiert.
Bei der zerspanenden Werkstückbearbeitung nutzt im Laufe der Zeit u.a. das Schnittwerkzeug
der Fräsen ab. Aus diesemGrund erheben die Ressourcenagenten die agentenlokale Basiskenn-
zahl MaintenanceLevel (nachfolgend in einigen Grafiken als MaintLevel abgekürzt), welche den
Wartungszustand der betreffenden Ressource in abstrakten Wartungspunkten (WP) mit dem
zulässigenWertebereich [−1, 1] ⊂ R angibt. Dabei entspricht der WertMaintenanceLevel = 1 ei-
nem neuwertigen und vollständig intakten Schnittwerkzeug, während MaintenanceLevel ≤ 0
einen defekten Zustand anzeigt, unter dem eine zeit- und kostenintensive Reparatur der Ma-
schine zwingend erforderlich ist, bevor diese wieder für den Produktionsbetrieb zur Verfü-
gung steht. Durch regelmäßiges Einstreuen von kurzen Instandhaltungsarbeiten in den Be-
legungsplan der Ressourcen können defektbedingte längere Maschinenausfallzeiten vermie-
den werden. Analog wird die Qualität der produzierten Werkstücke von den Ressourcen- und
Auftragsagenten in abstrakten Qualitätspunkten (QP) mit dem normalisierten Wertebereich
[0, 1] ⊂ R gemessen (größerer Wert ist besser).
Die Auftragsagenten verfügen jeweils über eine Spezifikation der von ihnen repräsentierten ex-
ternen Kundenaufträge, einschließlich der Lieferbedingungen (u.a. Rechnungspreis, Qualitäts-
anforderungen, Lieferfristen und Vertragsstrafe; jeweils als Basiskennzahlen mit dem Optimie-
rungsmodus o′ = false vorliegend) und eines groben Fertigungsplans mit allen notwendigen
Bearbeitungen und Materialien (Timm et al. 2006). Für die einzelnen Bearbeitungsoperationen
eines Auftrags erfolgt die Zuteilung zu konkreten Werkzeugmaschinen mittels nachrichtenba-
sierter Verhandlung zwischen dem betreffenden Auftragsagenten und den IntaPS-Ressourcen-
agenten unter Verwendung des Agenteninteraktionsprotokolls FIPA Contract Net (FIPA 2002).
Dabei schreibt der Auftragsagent jeden zu erledigenden Fertigungsschritt über eine Call-for-
Proposal-Nachricht (CFP) mit den zeitlichen und fertigungstechnischen Anforderungen an alle
für den Schritt in Frage kommenden20 Ressourcenagenten zu einem fixen21 Preis aus. Zu Be-
ginn jedes Time Slots entscheiden die Ressourcenagenten für jeden bei ihnen bis dahin neu
eingegangenen CFP, ob sie diesen mit einem Fertigungsangebot (Propose-Nachricht nach dem
FIPA-Standard) oder einer Ablehnung (Refuse-Nachricht nach dem FIPA-Standard) beantwor-
ten. Zu diesem Zweck suchen sie mittels PDDL-basierter Aktionsplanung den für sie (hin-
sichtlich der formulierten Kennzahlenziele) bestmöglichen lokalen Belegungsplan unter Er-
wägung der tatsächlichen Fertigung der neuen Auftragsanfragen und unter Berücksichtigung
des aktuellen Maschinenzustands sowie des Fertigungsfortschritts des von ihnen bereits ange-
nommenen Auftragsbestands. Erhält der Auftragsagent als Antwort auf seine Ausschreibung
Propose-Nachrichten von mehreren Ressourcenagenten, dann wählt er unter diesen Bietern je-
nenmit den für ihn besten Konditionen nach einem bestimmten Kriterium aus und teilt diesem
den Fertigungsschritt mit einerAccept-Proposal-Nachricht zu. Alle anderen Bieter erhalten dem-
entsprechend eine Reject-Proposal-Nachricht. Erhält der Auftragsagent hingegen ausschließlich
Refuse-Nachrichten von den Ressourcenagenten, dann hat er die Möglichkeit, den betreffenden
Fertigungsschritt bis zum Ablauf der Deadline neu auszuschreiben. Die Ressourcenagenten
planen bei diesem Ausschreibungsprozess stets optimistisch, d.h., sie gehen zunächst davon
aus, dass sie einen Auftrag, auf den sie mit einer Propose-Antwort bieten, tatsächlich auch be-
kommen. Erhalten sie den Zuschlag nicht, dann begegnen sie dieser Situation mit Neuplanung
im nächsten Time Slot. Um nicht vorgesehene Stillstandszeiten zu vermeiden, überspringen
20Welche Fertigungsoperationen von einer Ressource unterstützt werden, wird in IntaPS über sog. Capabilities onto-
logisch modelliert (Timm et al. 2006).
21Dedizierte Preisverhandlungsmechanismen sollen in der vorliegenden Arbeit nicht betrachtet werden.
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sie bis dahin alle unerwartet im aktuellen TS nicht durchführbaren Fertigungsaktionen22 unter
Vorziehen aller ursprünglich für einen späteren Zeitpunkt eingeplanten Aktionen.
In den Experimenten erfolgt aus Gründen der Einfachheit der Accept-Proposal-Zuschlag seitens
der Auftragsagenten im Fall von mehreren vorliegenden Angeboten nach dem Zufallsprinzip,
und eine Neuausschreibung fehlgeschlagener Call-for-Proposals findet nicht statt. Letzteres soll
die Anzahl der von den Ressourcenagenten in jedem Time Slot zu bearbeitenden CFPs kon-
stant bei sechs halten, um die Speicher- und Berechnungskomplexität des zu lösenden Aktions-
planungsproblems zu limitieren.23 Ebensowenig wird weder eine Neufertigung von durch die
Qualitätsprüfung gefallenen Werkstücken in Erwägung gezogen, noch eine – in IntaPS prin-
zipiell mögliche – Lagerfertigung (Make-to-Stock). Weil sich die Evaluation im Folgenden auf
die Erhebung der Planungsperformanz bei Verwendung von kontinuierlichen numerischen
Aktionsparametern konzentriert, die im untersuchten IntaPS-Szenario nur im KPM der Res-
sourcenagenten existieren, sind die Auftragsagenten in den Experimenten als einfache reak-
tive Agenten umgesetzt. Um dies zu erreichen, werden zwei verschiedene Auftragsvorlagen
EnginePart und PrecisionGears verwendet, welche beide lediglich einen einzigen Fertigungs-
schritt umfassen. Dadurch verschwindet auf Seiten der Auftragsagenten das in der konsisten-
ten und möglichst optimalen Verteilung mehrerer sequentieller Fertigungsschritte auf unter-
schiedliche Produktionsressourcen bestehende Planungsproblem praktisch vollständig. Eine
detaillierte Modellierung und Untersuchung von komplexeren Varianten dieses Problems mit
mehr als einem Fertigungsschritt pro Auftrag kann in weiterführenden Arbeiten erfolgen.
Jeder Ressourcenagent verfügt über eine eigene Kennzahlensammlung, welche er unter sei-
nem, in dem über die IntaPS-GUI konfigurierbaren Ressourcenagentenprofil (siehe Abbildung
11.5–11.6) angegebenen, individuellen Agentennamen über den Kennzahlenbroker exportiert.
Für jeden ihm momentan sowie in der Vergangenheit zugeordneten Auftrag führt er eine di-
rekte Untersammlung, die er mit verschiedenen Basiskennzahlen hinsichtlich des betreffen-
den Auftrags füllt und in jedem Time Slot aktualisiert. Die Untersammlungen aller aktuell
zur Fertigung vorgesehenen Aufträge fasst er im Kennzahlenkontext seiner Hauptsammlung
zu der Kennzahlenkontextgruppe $ORDERS zusammen, die Untersammlungen aller in der Ver-
gangenheit vertragsgemäß fertiggestellten Aufträge in der Gruppe $SOLD_ORDERS und die Un-
tersammlungen aller in der Vergangenheit stornierten Aufträge in der Gruppe $CANCELLED_
ORDERS. Die Kennzahlensammlungen der Ressourcenagenten können mit benutzerdefinierten
Kennzahlen und Kennzahlenzielen bestückt werden, indem mit Hilfe des Szenario-Editors
(Abbildung 11.5) des Simulationsmanagers dem betreffenden Agenten eine XML-Kennzahlen-
konfigurationsdatei für die Hauptkennzahlensammlung der Ressource und eine weitere für
alle Untersammlungen der von der Ressource angenommenen Aufträge zugeordnet wird (Ab-
bildung 11.6). Auch dem Gruppenagenten kann über den Szenario-Editor des Simulationsma-
nagers eine eigene Kennzahlenkonfigurationsdatei zugewiesen werden (Abbildung 11.8). Das
in diesen Dateien zu verwendende textuelle Kennzahlenkonfigurationsformat ist in Anhang B
spezifiziert.
22Eine Aktion ist nicht durchführbar, wenn einige ihrer at-start- (resp. at-end-Bedingungen) zu Beginn (resp. zum
Ende) ihrer Ausführung nicht erfüllt sind; vgl. Kapitel 9.
23Durch diese strikte Limitierung soll ausgeschlossen werden, dass der Grundierungs- und Normalisierungsvor-
gang nach Koehler und Hoffmann (2000, 1999) in einigen Simulationsläufen auf dem Testsystem aufgrund unzu-
reichender RAM-Reserven fehlschlägt. Die Experimentparameter der durchgeführten Simulationsläufe wurden so
gewählt, dass die Evaluation in IntaPS Version 4 mit ca. 3 GB freiem RAM auskommt. Die maximale Heap-Größe
der den PlaSMA-Server ausführenden Java Virtual Machine (JVM) wurde dementsprechend in den Experimenten
mit der JVM-Kommandozeilenoption -Xmx4096m auf 4 GB beschränkt.
380
......
...Kennzahlensammlung
der Ressource B
Kennzahlensammlung
des Gruppenagenten
Kennzahlensammlung
der Ressource A
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Abbildung 11.4: Die allgemeine Struktur der Kennzahlensammlungshierarchie in IntaPS.
Abbildung 11.5: Konfiguration des evaluierten Simulationsszenarios in der GUI des IntaPS-
Simulationsmanagers.
381
Abbildung 11.6: In den Experimenten verwendete Konfiguration der Ressourcenagenten.
Abbildung 11.7: In den Experimenten verwendete Auftragskonfiguration.
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Abbildung 11.8: In den Experimenten verwendete Konfiguration des Gruppenagenten, der
Kennzahlensteuerung sowie der Optimierungsparameter.
Die Kennzahlensammlungen der Ressourcenagenten sind aus der Kennzahlensammlung des
Gruppenagenten heraus zum einen als Untersammlungen über ihren Namen zugreifbar, zum
anderen können sie via Kennzahlenaggregation über die Kontextgruppe $RESOURCES des Grup-
penagenten referenziert werden. Diese Gruppe enthält während der Simulation die Unter-
sammlungen aller gestarteten Ressourcenagenten des Szenarios.
Abbildung 11.4 veranschaulicht den allgemeinen Aufbau der Kennzahlensammlungshierar-
chie, wie sie in IntaPS zum Einsatz kommt. Wie die dargestellten Kennzahlensammlungen auf
die einzelnen Agenten eines Szenarios verteilt werden, ist abhängig vom gewählten Kennzah-
lensteuerungsansatz; vergleiche dazu die Spezifikation dieser Ansätze in Abschnitt 10.1. Eine
kurze Beschreibung aller in IntaPS ermittelten Messgrößen findet sich in Anhang C.
Die Bildschirmfotos in Abbildung 11.6 und 11.7 zeigen die in den Experimenten verwendeten
Einstellungen der Ressourcenagenten und der zwei Auftragsprofile EnginePart und Precision-
Gears. Die numerischen Agenteneigenschaften stehen in Gestalt von benannten Kennzah-
len in der Kennzahlensammlung des betreffenden Agenten zur Verfügung und können da-
mit als Read-Only-Fluents in die Berechnungsvorschriften der numerischen Vorbedingungen
und Effekte der Planungsaktionen der Ressourcen einfließen. Die PDDL-Modellierung der in
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Konstante Kennzahl Kurzname in Wert für Beschreibung
diesem Kapitel Mill-A undMill-B
cFixedCosts FixedCosts 5 GE/TS Fixkosten (ständig)
cMaintenanceCosts MaintCosts 5 GE/TS Wartungskosten (nur während Wartung)
cMaintenanceEffect MaintEffect 0,5 WP/TS Steigerung des Wartungszustands
(nur während Wartung)
cRepairCosts RepairCosts 15 GE/TS Reparaturkosten (nur während Reparatur)
cRepairTime RepairTime 3 TS Dauer pro Reparaturvorgang
cMaxOrders MaxOrders 3 Aufträge Maximale lokale Warteschlangenlänge
Abbildung 11.9: Konfigurationswerte der Ressourcenagenten in den Experimenten.
Kennzahl Kurzname in Wert für Wert für Beschreibung
diesem Kapitel EnginePart PrecisionGears
cPrice - 75 GE 75 GE Rechnungsbetrag bei ver-
tragsgemäßer Auslieferung
cPenalty - 10 GE/TS 10 GE/TS Konventionalstrafe bei
Verspätung
RemainingTimeToDeadline TimeToDeadline 5 TS 5 TS Lieferfrist
(verbleibende Zeit)
cMaxDelay - 0 TS 0 TS Maximale Verspätung
vor Stornierung
cSetupTimePerLot - 0,5 TS 0,5 TS Rüstzeit pro Los
cLotCount - 1 Los 1 Los Losanzahl
cLotSize - 1 Stück 1 Stück Losgröße
(benötigte Rohlinge)
cRequiredQuality RequiredQuality 0,6 QP 0,85 QP Zugesicherte
Mindestqualität
cWorkVolumePerPiece - 25.000 cm3 2.000 cm3 Gesamtzerspanungs-
volumen pro Rohling
Abbildung 11.10: Konfigurationswerte der Auftragsvorlagen in den Experimenten.
der IntaPS-Domäne verfügbaren Aktionen ist Betrachtungsgegenstand des nächsten Unterab-
schnitts. Welche der dabei relevanten Maschinen- und Auftragseigenschaften unter welchem
Kennzahlennamen bereitgestellt werden und welche konkreten Werte sie in den Experimenten
haben, ist in den Tabellen in Abbildung 11.9 und 11.10 zusammengefasst. Das Namenspräfix
»c« zeigt an, dass derWert der betreffenden Konfigurationskennzahl während der Simulations-
läufe stets konstant bleibt. Die in den Tabellen angegebenen Kurznamen kommen nachfolgend
in einigen Grafiken zum Einsatz.
11.1.3 PDDL-Modellierung mit kontinuierlichen Aktionsparametern
Pro Time Slot kann jeder Ressourcenagent mehrere mit dem Contract-Net-Protokoll in Verbin-
dung stehende kurze kommunikative Aktionen sowie ein einzelnes, bis zu 1 TS langes, Frag-
ment einer u.U. längeren durativen Hauptaktion ausführen. Hauptaktionen, die gemäß ihrem
?duration-Ausdruck24 länger als 1 TS sind, werden dabei vom IntaPS-MAS am Ende des aktu-
ellen TS unterbrochen und im nächsten TS fortgesetzt. Am Ende jedes Times Slots aktualisieren
alle Agenten des MAS ihre Kennzahlenwerte, veröffentlichen diese über den Kennzahlenbro-
ker und nehmen, abhängig vom eingestellten Koordinationsansatz,25 eine neue Kennzahlen-
sollwertgenerierung vor. Mögliche Hauptaktionen sind das Fertigen eines Auftrags auf der
betreffenden Ressource (Aktion Produce), das Durchführen von Instandhaltungsarbeiten (Akti-
onMaintain), das Beheben eines konkret vorliegenden Maschinenausfalls (Aktion Repair) oder
das Brachliegen der Maschine (Aktion Idle).
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Parameter:
?m ∈ Machines
?o ∈ Orders
?o ∈ Orders
Parameter:
Parameter:
?m ∈ Machines
?o ∈ Orders
Aktion »Repair«Aktion »Reject«
?duration = 0 ?duration = RepairTime(?m)
Parameter:
?m ∈ Machines
Aktion »Accept« Aktion »Cancel«
?duration = 0?duration = 0
Parameter:
?m ∈ Machines
Aktion »Maintain«
?duration = 1
at-end-Effekte:
Handled(?m, ?o)
at-end-Effekt:
TotalOrders(?m) += 1
at-end-Effekte:
TotalOrders(?m) -= 1
Handled(?m, ?o)
at-end-Effekte:
MaintLevel(?m) = 1
Accepted(?m, ?o)
Money(?m) -= ?duration·(RepairCosts(?m)+FixedCosts(?m))
at-end-Effekte:
MaintLevel(?m) += MaintEffect(?m)
Money(?m) -= ?duration · (MaintCosts(?m) + FixedCosts(?m))
Money(?m) -=MaxPenalty(?o)
¬Handled(?m, ?o)
at-start-Bed.:
¬Handled(?m, ?o)
Accepted(?m, ?o)
¬Accepted(?m, ?o)
¬Handled(?m, ?o)
at-start-Bedingungen: at-start-Bed.:
MaintLevel(?m)≤ 0
MaintLevel(?m) +MaintEffect(?m) ≤ 1
MaintLevel(?m) > 0
at-start-Bedingungen:
PlannedTime = 0
at-start-Bed.:
¬Accepted(?m, ?o)
PlannedTime = 0
TotalOrders(?m)<MaxOrders(?m)
Abbildung 11.11: Aktionen für die lokale Auftragsbestandsverwaltung, Maschinenreparatur
und -wartung (gekürzte und vereinfachte grafische Darstellung).
Der von den Ressourcenagenten verwendete PDDL-Code der IntaPS-Planungsdomäne sowie
die XML-Kennzahlenkonfigurationsdateien der Ressourcenagenten, Auftragsagenten und des
Gruppenagenten sind in den Abbildungen 11.33–11.42 auf den Seiten 420–429 abgedruckt.Weil
die dort gezeigte textuelle PDDL-Domänenbeschreibung vergleichsweise umfangreich ausfällt,
soll in diesem Abschnitt das Funktionsprinzip der oben aufgeführten Planungsaktionen an-
hand der alternativen – gekürzten und auf das Wesentliche reduzierten – grafischen Darstel-
lung aus Pantke et al. (2016) illustriert werden.
Die in Abbildung 11.11 schematisch dargestellten ungrundierten Aktionen der Ressourcen-
agenten verwenden prädikatenlogische Literale, numerische Fluents und diskrete Objektpara-
meter. Bei den zwei in Abbildung 11.12 skizzierten Aktionen kommen zudem kontinuierliche
numerische Aktionsparameter zum Einsatz. Der PDDL-Code der vollständigen, in den Expe-
rimenten tatsächlich eingesetzten, Versionen dieser Aktionen26 verwendet darüber hinaus die
in Kapitel 9 beschriebenen Spezialprädikate link und member des Kennzahlenframeworks. Die
Details zu den mit diesen Prädikaten vorgenommenen Modifikationen der Kontexthierarchie
und der Kontextgruppen sollen zugunsten einer besseren Übersichtlichkeit an dieser Stelle zu-
nächst ignoriert werden.
Die gezeigte Instandhaltungsaktion Maintain besitzt einen einzigen Parameter ?m, der die zu
wartende Maschine angibt. Sie erhöht deren Wartungszustand um das durch die konstante
Kennzahl mit dem Kurznamen MaintEffect (vgl. Abbildung 11.9) gegebene Inkrement. Damit
sie ausgeführt werden kann, muss dieserWartungszustand zuvor positiv sein, d.h., dieMaschi-
ne darf nicht defekt sein, und er darf nach ihrer Ausführung nicht denmaximalmöglichenWert
1 überschreiten. Die Dauer der Aktion beträgt auf beiden Ressourcen stets genau 1 TS. Wäh-
rend der Ausführung der Wartungsaktion fallen auf der Maschine somit jeweils genau einmal
die durch die Kennzahl FixedCosts gegebenen Fixkosten und die durch die KennzahlMaintCosts
gegebenenWartungskosten an, welche zum at-end-Zeitpunkt der Aktion vomKontostand des
24Siehe auch Abschnitt 9.10 zur Repräsentation der Länge einer Planungsaktion als Kennzahl innerhalb des KPM.
25Vergleiche Abschnitt 6.2.
26Siehe Abbildung 11.33–11.36.
385
?slots ∈ [ 0, 10 ] ⊂ R
:::::::::::::::::::::::::::::
Parameter:
?m ∈ Machines
?m ∈ Machines
?speed ∈ [ 0, 1 ] ⊂ R
:::::::::::::::::::::::::::
?o ∈ Orders
Parameter:
Aktion »Produce«
?duration = Duration(?o, ?speed)
Aktion »Idle«
?duration = ⌈ ?slots ⌉
Money(?m) += Revenue(?o, ?duration)− ProdCosts(?o, ?speed)− ?duration · FixedCosts(?m)
Quality(?o, ?speed) ≥ RequiredQuality(?o)
at-end-Effekte:
MaintLevel(?m) -= Wearout(?o, ?speed)
Handled(?m, ?o)
at-end-Bedingung:
TotalOrders(?m) -= 1
at-end-Effekt:
Money(?m) -= ?duration · FixedCosts(?m)
at-start-Bedingungen:
Accepted(?m, ?o)
¬Handled(?m, ?o)
TimeToDeadline(?o) ≥ ?duration
MaintLevel(?m) >Wearout(?o, ?speed)
Abbildung 11.12: Planungsaktionen für Stillstandszeiten und zerspanende Werkstückbearbei-
tung mit kontinuierlichen numerischen Aktionsparametern (unterstrichen)
sowie klassischen Objektparametern (gekürzte und vereinfachte grafische
Darstellung).
Agenten abgezogen werden. Auf ähnliche Weise erfolgt die Reparatur der Ressource durch
die Repair-Aktion. Diese setzt den Wartungszustand der Maschine auf den maximalen Wert 1
zurück und ist nur dann ausführbar, wenn unmittelbar zuvor ein nicht-positiver Wartungszu-
stand, d.h. ein Defekt, besteht. In der durchgeführten Evaluation dauert die Reparatur einer
Fräse genau 3 TS und veranschlagt dabei insgesamt 45 GE an Reparaturkosten sowie 15 GE an
Fixkosten (vgl. die Profildaten in Abbildung 11.6 und 11.9).
Zur Verwaltung des lokalen Auftragsbestands der Ressource dienen die AktionenAccept, Reject
und Cancel, welche das Versenden von Nachrichten im Rahmen des vom Auftragsagenten ?o
initiierten Contract-Net-Protokolls durch den Ressourcenagenten ?m modellieren. Im KPM des
letzteren liegen neu eingegangene CFPs als Auftragsobjekte vor, für welche die zweistelligen
logischen Literale Accepted(?m, ?o) und Handled(?m, ?o) zunächst zu false auswerten. Erstge-
nanntes Prädikat ist genau dann wahr, wenn der Auftrag der Maschine nach einem erfolgten
Angebot zugeteilt wurde. Das zweite gilt genau dann, wenn das Contract-Net-Protokoll für
den Auftrag auf der Seite des Ressourcenagenten vollständig abgeschlossen wurde. Dies ist
der Fall, wenn der Ressourcenagent entweder ein Angebot verweigerte, ein Angebot vornahm
und für dieses nicht den Zuschlag bekam oder nach einem Angebot den Zuschlag erhielt und
danach den Auftrag entweder vertragsgemäß fertigte oder unter Entrichtung der maximalen
Vertragsstrafe stornierte. Die Accept-Aktion beantwortet das eingegangene CFP des Auftrags
?o mit einer Propose-Nachricht nach dem FIPA-Standard. Ihre Ausführung ist erfolgreich und
resultiert in den in Abbildung 11.11 angegebenen Effekten, wenn der Ressourcenagent ?m als
Antwort eine Accept-Proposal-Nachricht vom betreffenden Auftragsagenten erhält. Sendet letz-
terer stattdessen eine Reject-Proposal-Nachricht, dann scheitert die Aktionsausführung in der
Executor-Komponente des Ressourcenagenten (d.h., die at-end-Effekte treten nicht ein) und
dieser reagiert darauf in der oben beschriebenen Weise mit Überspringen aller in Folge nicht
mehr ausführbarer Aktionen und anschließender Neuplanung im nächsten Time Slot.27 Als Ge-
genstück dazu verweigert dieReject-Aktion des IntaPS-Ressourcenagenten ein Angebot auf das
betreffende CFP mit einer Refuse-Nachricht nach dem FIPA-Standard. Ein der Maschine nach
27Der Indeterminismus bezüglich der zwei möglichen auf die Propose-Nachricht folgenden Antworten des Auftrags-
agenten wird somit nicht im PDDL-basierten Planungsvorgang des Ressourcenagenten modelliert, sondern außer-
halb des KPM in der Ausführungskomponente des Agenten nach dem Execution-Monitoring-and-Replanning-Prinzip
für dynamische Umgebungen (Onaindía et al. 2001) behandelt.
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einem erfolgreichen Angebot zugeordneter Auftrag wird aus dem aktuellen Auftragsbestand
entweder durch vertragsgemäße Fertigung und Auslieferung oder durch Ausführen der Can-
cel-Aktion wieder entfernt. Die Cancel-Aktion nimmt eine Stornierung des Auftrags vor, z.B.,
wenn dieser nicht bis zur vereinbarten spätesten Lieferfrist oder in der zugesicherten Mindest-
qualität ausgeliefert werden kann, indem sie eine Failure-Nachricht nach dem FIPA-Standard
an den Auftragsagenten sendet. Als Konsequenz wird die maximale Vertragsstrafe von der
Kostenstelle der Ressource abgebucht. Alle Accept- und Reject-Aktionen des Agenten müssen
stets zu Beginn des aktuellen Plans – d.h. zu Beginn des aktuellen Time Slots – ausgeführt wer-
den. Dies wird jeweils durch die at-start-Bedingung PlannedTime = 0 erzwungen (vgl. dazu
die Besprechung des IntaPS-Planlayouts in Abschnitt 11.2.1 unten). Während ein IntaPS-Time-
Slot in der Praxis üblicherweise mit einer Zeitspanne von mehreren Minuten korrespondiert,
erfolgt die Übermittlung der Netzwerkpakete, welche die von den kommunikativen Aktionen
Accept, Reject und Cancel versendeten FIPA-Nachrichten enthalten, auf moderner Hardware in
der Regel im kleinen einstelligen Millisekundenbereich oder darunter. Weil die Dauer dieser
drei Aktionen somit mehrere Größenordnungen kleiner ausfällt als die der Produce- und Idle-
Aktionen, ist sie im KPM der Agenten vernachlässigbar und dort schlicht mit 0 TS angegeben.
Mit der in Abbildung 11.12 vereinfacht dargestellten Aktion Produce wird ein der Ressource
?m zuvor durch erfolgreiche Ausführung der Accept-Aktion zugeteilter Auftrag ?o gefertigt.
Auftragstyp »EnginePart«
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Abbildung 11.13: Einfluss des kontinuierlichen ?speed-Parameters auf die Produktion von
Aufträgen des Typs EnginePart.
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Auftragstyp »PrecisionGears«
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Abbildung 11.14: Einfluss des kontinuierlichen ?speed-Parameters auf die Produktion von
Aufträgen des Typs PrecisionGears.
Die Produktion der Werkstücke kann dabei mit unterschiedlichen Fertigungsgeschwindigkei-
ten erfolgen. Im Allgemeinen besitzen Fräsmaschinen Einstellparameter wie Vorschub, Dreh-
zahl und Zustellung, welche Einfluss auf die Materialabtragsrate (gemessen in Volumen pro
Zeiteinheit, z.B. cm3/TS), Fertigungsdauer, Werkzeugabnutzung, Fertigungskosten und resul-
tierende Werkstückqualität haben. In den Experimenten soll von der Realisierung einer dies-
bezüglich physikalisch akkuratenModellierung des Zerspanungsvorgangs abgesehen werden.
Stattdessen wird die Produce-Aktion der Fräsen mit nur einem einzigen abstrakten Geschwin-
digkeitsparameter ?speed mit dem reellen Wertebereich [0, 1] ⊂ R umgesetzt, der direkt mit
der Materialabtragsrate korrespondiert. Die genaue Ausprägung der Abhängigkeit der Fer-
tigungsdauer,28 Fertigungskosten,29 Werkstückqualität30 sowie des Werkzeugverschleißes31
vom Wert dieses kontinuierlichen Aktionsparameters unterscheidet sich zwischen den zwei
Auftragstypen EnginePart und PrecisionGears und ist in den Funktionsplots in Abbildung 11.13
und 11.14 visualisiert. Die Konfiguration dieser vier Funktionen durch den IntaPS-Benutzer
erfolgt mit Hilfe des in Abbildung 11.7 gezeigten GUI-Dialogs zur Bearbeitung der Auftrags-
profile. Der in Abbildung 11.36 abgedruckte PDDL-Code der Produce-Aktion enthält die je-
28Funktion »Duration« in Abbildung 11.12; in Abbildung 11.13 und 11.14 als »Belegte Time Slots« ausgewiesen.
29Funktion »ProdCosts« in Abbildung 11.12; in Abbildung 11.13 und 11.14 als »Bearbeitung« ausgewiesen.
30Funktion »Quality« in Abbildung 11.12; in Abbildung 11.13 und 11.14 als »Erreicht« ausgewiesen.
31Funktion »Wearout« in Abbildung 11.12; in Abbildung 11.13 und 11.14 als »Abnutzung« ausgewiesen.
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weiligen Berechnungsvorschriften in textueller Form – unter Verwendung der mit dem XML-
Code in Abbildung 11.37–11.40 konfigurierten benutzerdefinierten Auftrags- und Maschinen-
kennzahlen (Read-Only-Fluents). In der detaillierten PDDL-Domänenbeschreibung tritt an die
Stelle des in den grafischen Aktionsschemata eingesetzten Accepted-Prädikats die Prüfung und
Modifikation der Kennzahlenkontexthierarchie (vgl. Abbildung 11.4) und der Kontextgruppen
$ORDERS, $SOLD_ORDERS und $CANCELLED_ORDERS der KPM-Weltzustände mit den organisatori-
schen Vorbedingungen und Effekten der Aktionen.
Die zweite Planungsaktion der Agenten, die von numerischen Parametern Gebrauch macht, ist
die ebenfalls in Abbildung 11.12 gezeigte Idle-Aktion. Sie wird von einer Ressource immer dann
in den lokalen Belegungsplan eingefügt, wenn auf dieser für ein bis mehrere Time Slots keine
Produktions-, Instandhaltungs- oder Reparaturtätigkeiten anfallen.Mit demAktionsparameter
?slots kann dabei die Stillstandszeit in TS eingestellt werden. Die Ausführungsdauer der Idle-
und Produce-Aktionen wird im Belegungsplan stets auf ganze Time Slots aufgerundet.
Der Wert des Geschwindigkeitsparameters jeder eingeplanten Produktionsaktion, die Länge
jeder eingeplanten Idle-Aktion sowie die genaue Ausführungsreihenfolge dieser Aktionen ist
durch die Planungskomponente der Ressourcenagenten sorgfältig zu wählen, um zur Laufzeit
des MAS einen bestmöglichen (idealerweise pareto-optimalen) Kompromiss zwischen den in
der jeweils vorliegenden IntaPS-Szenariokonfiguration gegebenen benutzerdefinierten Kenn-
zahlenzielen zu erreichen.32 Dies stellt ein gemischt kombinatorisch-numerisches Optimie-
rungsproblem auf operativer Ebene dar. In den Funktionsplots ist die optimale Fertigungs-
geschwindigkeit in Situationen, in denen der Wert des ?speed-Parameters am stärksten durch
die Qualitäts- und/oder Termineinhaltungsbedingung der Produce-Aktion restringiert ist, mit
»Opt.« markiert. In Plänen, in denen das Constraint bezüglich des Wartungszustands früher
aktiv wird,33 kann die optimale Fertigungsgeschwindigkeit niedriger sein. Werden sie direkt
im Time Slot ihrer Annahme mit der eingezeichneten optimalen Fertigungsgeschwindigkeit
(und einem dafür ausreichenden Maschinenwartungszustand) produziert, werfen die Aufträ-
ge beider Typen jeweils 58 GE Gewinn ab und benötigen 2 TS bis zu ihrer Fertigstellung. Weil
allerdings PrecisionGears-Aufträge bei ihrer Produktion weniger Werkzeugverschleiß verursa-
chen und damit seltenere Maschineninstandhaltungsarbeiten erfordern als Aufträge des Typs
EnginePart, sind erstere längerfristig leicht rentabler als letztgenannte.
Bevor der in IntaPS Version 4 zum Einsatz kommende domänenabhängige einfache Planungs-
algorithmus auf Basis des in Abschnitt 9.11.5 skizzierten zweistufigen Planungs- und Opti-
mierungsansatzes vorgestellt und experimentell untersucht wird, sollen im nächsten Unterab-
schnitt zunächst die verschiedenen Probleme besprochen werden, die im Evaluationsszenario
hinsichtlich der Bestimmung der Aktionsausführbarkeit in den Weltzuständen des KPM mit
Techniken der Intervallarithmetik auftreten können. Weil das Evaluationsszenario nicht den
Anspruch einer physikalisch akkuraten Modellierung erhebt, wurden die oben aufgeführten
Maschinen- und Auftragseigenschaften vorsätzlich »antagonistisch« gewählt, d.h., so dass die-
se Probleme in den Experimenten absichtlich forciert werden. Der (unrealistisch) hohe Werk-
zeugverschleiß der Aufträge zielt darauf ab, die Interaktion der Vorbedingungen und Effekte
der Produktionsaktionen mit denen der Instandhaltungsaktionen bereits nach möglichst we-
nigen simulierten Time Slots beobachten zu können. Dies soll die erforderliche Gesamtrechen-
zeit der Experimente limitieren. Je nach Frequenz und Ausprägung ihres Auftretens beein-
trächtigen die nachfolgend diskutierten Erschwernisse die Planungsperformanz unterschied-
lich stark, was sich in den am Kapitelende präsentierten Evaluationsergebnissen niederschlägt.
32Diese Kennzahlenziele können im Allgemeinen Kriterien wie monetären Gewinn, Maschinenauslastung und
-verfügbarkeit, Wartungszustände, Lagerbestände, Termintreue u.v.m. betreffen.
33Das heißt: Bei sukzessiver Erhöhung der Fertigungsgeschwindigkeit wird der Wartungszustand der Maschine
nicht-positiv bevor das Qualitäts- oder Deadline-Constraint verletzt wird.
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11.1.4 Partiell grundiertes Planen mit Intervallarithmetik
Zur Lösung ihres Belegungsplanungsproblems verwenden die IntaPS-Ressourcenagenten den
inAbschnitt 9.11.5 formal vorgestellten zweistufigen Planungsansatz, bestehend aus einer kom-
binatorischen Zusammenstellung partiell grundierter Grobpläne in der ersten Stufe, gefolgt
von einer finalen Grundierung der numerischen Aktionsparameter durchmathematische Opti-
mierung in der zweiten. Zur Widerlegung der Ausführbarkeit einer gegebenen Aktion in einer
gegebenen Planebene wird von ihnen die auf Seite 247 beschriebene einfache lokale Intervall-
CSP-Technik eingesetzt.34 Für das IntaPS-Evaluationsszenario sei das Prinzip dieses Ansatzes
anhand der in Abbildung 11.15 dargestellten sequentiellen Beispielpläne illustriert. Dabei wird
deutlich, dass eine tatsächliche Nichtausführbarkeit eines Grobplans von den Ressourcenagen-
ten nicht immer bereits in der ersten Planungsstufe festgestellt werden kann.
In Teilabbildung (a) ist jeweils eine partiell grundierte Fassung (d.h. mit eingesetzten Objekt-
parametern und einem in Variablenform beibehaltenen ?speed-Parameter) der Produce-Aktion
aus Abbildung 11.12 für die zwei Auftragstypen PrecisionGears und EnginePart visualisiert.
Zu sehen sind die möglichen minimalen und maximalen Werte der Aktionslänge (Duration),
Werkzeugabnutzung (Wearout) und Werkstückqualität (Quality), die abhängig vom konkreten
Wert des Geschwindigkeitsparameters erzielt werden können: Für den Auftragstyp Precision-
Gears resp. EnginePart ergibt sich ein möglicherWertebereich von [1, 8] resp. [2, 7] für die Dauer,
von
[ 1
10 , 1
]
resp.
[ 1
10 ,
1
2
]
für die Abnutzung und von
[ 1
4 , 1
]
resp.
[ 1
2 , 1
]
für die Qualität. Ange-
nommen, der Wartungszustand des planenden Ressourcenagenten beträgt MaintLevel = 12 im
Initialzustand des Planungsproblems, und die kombinatorische Planungsstufe fügt eine par-
tiell grundierte Produce-Aktion für einen (zuvor angenommenen) EnginePart-Auftrag zu Be-
ginn des Plans ein und direkt danach eine solche für einen (ebenfalls zuvor angenommenen)
PrecisionGears-Auftrag. Dann ist der nach beiden Aktionen prinzipiell erreichbareWertebereich
des Wartungszustands gegeben durch
[ 1
2 ,
1
2
]− [ 110 , 1]− [ 110 , 12] = [−1, 310]. Ob nach beiden Ak-
tionen ein Maschinendefekt vorliegt oder nicht ist somit von der finalenWahl der Produktions-
geschwindigkeit beider Aktionen in der zweiten Planungsstufe abhängig. Aus diesem Grund
kann mit Bedingung (9.99) auf Seite 289 weder für die MaintLevel > 0 erfordernde Maintain-
Aktion noch für die MaintLevel ≤ 0 voraussetzende Repair-Aktion die potentielle Ausführbar-
keit direkt im Anschluss an die beiden partiell grundierten Produktionsaktionen im Plan wi-
derlegt werden. Die erste Planungsstufe kann den Plan daher sowohl mit einer Instandhal-
tung35 als auch mit einer Reparatur36 fortsetzen. Die mit der jeweils selektierten Alternative in
den Plan eingefügten numerischen Aktionsvorbedingungen (Kennzahlenrestriktionen) sorgen
in der zweiten Planungsstufe dann für eine Beschränkung des zulässigen Bereichs des dorti-
gen Optimierungsproblems auf jene reellenWertepaare für die beiden ?speed-Parameter, unter
denen alle drei37 Aktionen im Plan nacheinander ausführbar sind.
Die vollständig grundierten Pläne in den Teilabbildungen (b)–(g) darunter veranschaulichen
einige Ergebnisse, die man gemäß den in Abbildung 11.13–11.14 gezeigten Funktionsgraphen
mit bestimmten reellen ?speed-Werten und sequentiellen Anordnungen der Aktionen erhält.
Während in Plan (b) die Wahl der Geschwindigkeit ?speed = 0 dafür sorgt, dass zwar die zu-
gesicherte Mindestqualität von 0,85 QP aber nicht die Deadline von 5 TS eingehalten wird,
gilt das Gegenteil für Plan (c) mit ?speed = 1. Diese maximale Geschwindigkeit würde zwar
hinsichtlich der mit ihr einhergehenden Fertigungsdauer die Produktion von fünf Precision-
34Vergleiche dazu auch die Ausführbarkeitsbedingung (9.99) in Definition 9.31 zu den Planereignissen und ihre Be-
sprechung in Abschnitt 9.9.
35Wegen
(
0,+∞
) ∩ [−1, 310 ] 6= ∅.
36Wegen
(−∞, 0] ∩ [−1, 310 ] 6= ∅.
37Die zwei Produce-Aktionen und die anschließendeMaintain- oder Repair-Aktion.
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Abbildung 11.15: Kombinatorische sequentielle Belegungsplanung mit unterschiedlichen dis-
kreten und kontinuierlichen Aktionsparameterwerten.
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Gears-Aufträgen innerhalb der gegebenen Frist erlauben, aber dabei alle Qualitätsvorgaben
verfehlen und noch im ersten Time Slot des Plans einen Maschinendefekt verursachen. Weil
es sich bei der mindestens erforderlichenWerkstückqualität um eine konstante Eigenschaft der
Aufträge handelt, ist in diesem Fall die verletzte RestriktionQuality(PrecisionGears1, ?speed) ≥
RequiredQuality(PrecisionGears1) ausschließlich von den lokalen Parametern ?o und ?speed der
betreffenden Produce-Aktion abhängig. Insbesondere wird die Einhaltung oder Verletzung die-
ser Bedingung nicht von früheren Aktionen im Plan beeinflusst. Die Tatsache, dass die Re-
striktion somit vollständig auf die lokalen numerischen Ausdrücke der partiell grundierten
Aktion beschränkt ist, erlaubt es einem Planer, bereits während der partiellen Grundierung
und Normalisierung der Aktionen, den zulässigen Wertebereich des ?speed-Parameters mit
geeigneten Constraint-Consistency-Verfahren wie Hull Consistency oder Box Consistency38
vom ursprünglichen allgemeinen Intervall [0, 1] auf das auftragsspezifische Intervall
[
0, 15
]
für
PrecisionGears einzugrenzen. Über das Deadline-Constraint lässt sich dieses weiter zu
[ 7
351 ,
1
5
]
kontrahieren. Als direkte Konsequenz daraus ergibt sich das ebenfalls weiter eingegrenzte In-
tervall [2, 5] für die mögliche Aktionsdauer der Produktionsaktion für diesen Auftrag. In Fol-
ge zieht der Planer aufgrund der auf diese Weise bestimmten (nicht notwendigerweise größ-
ten) unteren Schranke von 2 TS für die Fertigungsdauer des Auftrags eine Konstruktion des
Plans (c) nicht in Erwägung, weil für die letzten drei Aktionen desselben die Ausführbarkeits-
bedingung (9.99) nicht mehr erfüllt ist. Der Ausschluss dieses Plans wird wohlgemerkt durch
einmalige Formelvorverarbeitung noch vor Beginn der eigentlichen, kombinatorischen Lö-
sungssuche ermöglicht und erfordert üblicherweise, dass die untersuchten Constraint-Berech-
nungsvorschriften eine hinreichend einfache Struktur aufweisen, bei der die einzelnen Varia-
blen leicht durch automatische Transformation isolierbar sind.39 Stattdessen nimmt die erste
Planungsstufe maximal zwei PrecisionGears-Aufträge mit der gegebenen Frist via Accept zur
anschließenden Fertigung an, für welche die zweite Planungsstufe jeweils, dem festgelegten
Kennzahlenziel der Profitmaximierung entsprechend, eine optimale Fertigungsgeschwindig-
keit zwischen ?speed = 19 und ?speed =
1
5 auffindet.
40 Eine solche vollständige Lösung des
Planungsproblems ist in Teilabbildung (d) dargestellt.
Eine frühzeitige algorithmische Feststellung, dass zu einem gegebenen Grobplan kein Feinplan
existiert, wird in der ersten Planungsstufe schwieriger, sobald die Restriktion MaintLevel ≥
Wearout(?o, ?speed) aktiv wird. Anders als es bei der oben betrachteten Qualitätsbedingung
der Fall ist, hängt die Erfüllbarkeit dieser Restriktion von den vorausgehenden Aktionen im
Plan ab. Dies ist in Teilabbildung (e) illustriert: Werden anstelle von zwei PrecisionGears-Auf-
trägen zwei EnginePart-Aufträge mit dem über die Hull Consistency des Qualitäts- und Dead-
line-Constraints eingegrenzten möglichenWertebereich ?speed ∈ [ 112 , 45] produziert, dann sind
die Bedingungen der beiden Produce-Aktionen bezüglich des Maschinenwartungszustands
und der Fertigungsfrist zwar für jede Aktion lokal41 erfüllbar, aber nicht für beide Aktionen
gemeinsam.42 Dies ist mit der auf Seite 247 besprochenen einfachen Intervallschnittwertbil-
dung auch dann nicht erkennbar, wenn bei der partiellen Aktionsgrundierung eine Vorverar-
beitung hinsichtlich Hull oder Box Consistency vorgenommen wird. Eine Detektion einer sol-
chen globalen Constraint-Inkonsistenz in der ersten Planungsstufe erfordert den dortigen Ein-
38Siehe Benhamou und Granvilliers (2006); Benhamou et al. (1999); Chabert und Jaulin (2009).
39Das Resultat dieses Vorgangs ist im PDDL-Code der Produce-Aktion in Abbildung 11.36 als zusätzliche numerische
Aktionsbedingung (<= ?speed (QualitySpeedLimit ?o)) hartkodiert.
40Beziehungsweise eine im Intervall
[ 1
9 ,
1
5
]
liegende IEEE-754-Gleitkommazahl; vgl. Abbildung 11.14.
41Das heißt: Es existiert für jede der zwei Produce-Aktion mindestens ein reeller Geschwindigkeitswert ?speed ∈[
0, 45
]
, der die genannten zwei Bedingungen dieser einen Aktion erfüllt.
42Das heißt: Es existiert für die zwei Produce-Aktionen kein Paar
(
?speed1, ?speed2
) ∈ [0, 45 ]2 von Geschwindigkeits-
werten, das die genannten Bedingungen beider Aktionen gleichzeitig erfüllt. Jedes Paar aus dieser Box, das alle
Bedingungen der einen Aktion erfüllt, erfüllt mindestens eine Bedingung der jeweils anderen Aktion nicht.
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satz ausgefeilterer, iterativer Constraint-Satisfaction-Verfahren, welche in der Regel auch mit
einem deutlich höheren Rechenaufwand einhergehen (Benhamou und Granvilliers 2006). Für
eine praxistaugliche Performanz der ersten Planungsstufe, muss letztere allerdings in der Lage
sein, in einer festen Zeitspanne möglichst viele partiell grundierte Aktionen auf ihre potentielle
Ausführbarkeit in einer gegebenen Planebene zu testen. Die Ausführung von iterativen Inter-
vallteilungsverfahren bis zur deren regulären Termination verbietet sich daher üblicherweise
zu diesem Zweck aufgrund der dafür benötigten Rechenzeit. Der in IntaPS Version 4 imple-
mentierte domänenspezifische Planer setzt derartige aufwändige CSP-Verfahren aus diesem
Grund nicht ein und ist somit nicht in der Lage, die leere zulässige Menge der partiell grun-
dierten Fassung von Plan (e) bereits in der ersten Planungsstufe zu erkennen. Der Grobplan
wird in IntaPS stattdessen nach wie vor als potentielle Lösung interpretiert und der zweiten
Planungsstufe übergeben, wo das Auffinden eines zulässigen Punkts schließlich nach einer
zuvor eingestellten maximalen Anzahl erfolgloser Versuche – d.h. ebenfalls nach Investition
einer nicht unerheblichen Menge an Rechenzeit – scheitert.43 Tatsächlich ausführbare Alterna-
tiven zu diesem Plan bestehen in der Selektion eines anderen Auftragstyps für eine der beiden
Produce-Aktionen oder im Einschub einerMaintain-Aktion zwischen diesen, was eine schnelle-
re, fristgerechte Fertigung des zweiten EnginePart-Auftrags mit ?speed = 34 ermöglicht. Diese
zwei vollständigen Lösungen sind in den Teilabbildungen (f) und (g) gezeigt.
Das in Kapitel 5 im Detail behandelte Abhängigkeitsproblem der Intervallarithmetik erschwert
ebenfalls die schnelle Widerlegbarkeit der Aktionsausführbarkeit in einer gegebenen Plan-
ebene sowie die heuristische Selektion von potentiellen Lösungen zur Optimierung anhand der
in Definition 9.56 festgelegten Abbildung best_potential_solutionsP. Abbildung 11.16 illustriert
dies anhand einer Abwandlung des in Kapitel 9 besprochenen Beispiels aus Abbildung 9.1 auf
Seite 246. Der wesentliche Unterschied zwischen beiden Grafiken besteht in der Ausgestaltung
der Aktion a1. Während diese in der letztgenannten Abbildung lediglich den Wert des Flu-
ents (K obj1) um den reellen Wert des Aktionsparameters ?p1 erhöht, verringert die Aktion
a1 in Abbildung 11.16 gleichzeitig den Wert des Fluents (K obj2) um den Parameterwert. In
einem konkreten MAS kann dieser Vorgang beispielsweise den Transfer einer kontinuierlich
quantifizierbaren Ressource vom Objekt obj2 zum Objekt obj1 modellieren, bei dem die im
System vorhandene Gesamtmenge der Ressource gleich bleibt, aber unterschiedlich auf die
Planungsobjekte verteilt werden kann. Nachdem mit der zweiten Aktion a2 das Objekt obj2
der Kontextgruppe G hinzugefügt wird, fließt der Aktionsparameter ?p1 über die automati-
sche Kennzahlenaggregation, wie in der Abbildung durch die fettgedruckten Pfeile visualisiert,
zweifach in die Berechnungsvorschrift des Read-Only-Fluents (Total obj3) ein. Es ist leicht zu
sehen, dass der gezeigte Berechnungsgraph dieser Kennzahl die Formel (Total obj3) = (0+
?p1) + (10− ?p1) repräsentiert, welche sich zu (Total obj3) = 10 vereinfachen lässt, d.h. zu
einer Konstanten. Die Auswertung der Kennzahlenintervallfunktion der zusammengesetzten
Kennzahl (Total obj3) liefert allerdings ein Ergebnis, das dem reellen Intervall [9, 11] ent-
spricht – welches also aufgrund des Abhängigkeitsproblems zu weit ist. Im Rahmen des Tests
auf potentielle Aktionsausführbarkeit können derartige ausgeweitete Intervalle dazu führen,
dass die Widerlegung der Erfüllbarkeit des durch die numerischen Aktionsbedingungen im
Plan gegebenen Constraint-Systems mittels einfacher CSP-Techniken zunächst scheitert, und
damit partiell grundierte Aktionen in einen Grobplan eingefügt werden, die nicht tatsächlich
ausführbar sind. Die anschließende erfolglose Optimierung solcher Grobpläne in der zweiten
Planungsstufe bindet wertvolle Rechenzeit, was die Zeiteffizienz des Planungsprozesses nega-
tiv beeinflusst. Je mehr nicht tatsächlich ausführbare Grobpläne in der ersten Stufe unerkannt
bleiben, desto stärker fällt dieser Effekt üblicherweise aus. Weil die algorithmische Vereinfa-
43Eine detaillierte Untersuchung, wie viel Rechenzeit in der ersten Planungsstufe für konkrete CSP-Techniken aufzu-
bringen ist, um die in beiden Stufen anfallende Gesamtrechenzeit unter Beibehaltung der resultierenden Planqua-
lität zu minimieren, kann in weiterführenden Arbeiten erfolgen.
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Abbildung 11.16: Abhängigkeitsproblem der Intervallarithmetik beim Planen mit kontinuier-
lichen numerischen Aktionsparametern.
chung nichtlinearer Berechnungsvorschriften im Allgemeinen nicht trivial und die Elimination
des mehrfachen Auftretens von Variablen in einer Formel nicht immer möglich ist (z.B. bei Po-
lynomen), kann das Abhängigkeitsproblem im KPM des Kennzahlenframeworks leider nicht
in allen Anwendungsszenarien vollständig vermieden werden.
Die in der Praxis ungünstigste Auswirkung des Abhängigkeitsproblems auf die berechneten
Intervallwerte tritt in Abbildung 11.16 für die skalare Gesamtbewertung des dritten Weltzu-
stands s3 ein: Weil der Wert der gezeigten stückweise linearen Kennzahlenzielfunktion vom re-
ellen Erfüllungsgrad 1 an der Stelle (Total obj3) = 10 auf den Wert 0 bei (Total obj3) = 11
fällt, liefert die Auswertung der Intervall-Gesamtbewertung in diesemWeltzustand44 dement-
sprechend das Ergebnis [0, 1]. Dieses ist identisch mit dem kompletten allgemein möglichen
Wertebereich der skalaren Gesamtbewertung gemäß Definition 8.39. Der von der Abbildung
best_potential_solutionsP zur Priorisierung der potentiellen Lösungen zurate gezogene Kenn-
zahlenintervallwert enthält somit in diesem Fall keinerlei nützliche Informationen mehr über
die bei der Aktionsparameteroptimierung tatsächlich erreichbare Güte des Grobplans. Letz-
tere beträgt in diesem Beispiel, unabhängig von dem für ?p1 gewählten reellen Wert, stets ge-
nau 1 und entspricht damit »glücklicherweise« dem Supremumder Intervalleingrenzung. Vom
IntaPS-Planer würde diese Tatsache erst in der zweiten Planungsstufe erkannt werden. Ist die
44Das heißt: Mit den durch die Standardindirektionsliste von s3 gegebenen Argumenten.
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Abbildung 11.17: Von den IntaPS-Ressourcenagenten in jedem Time Slot durchgeführter zwei-
stufiger Planungsprozess samt anschließender Teilplanausführung durch
die Executor-Komponente.
dort wirklich erreichbare Planqualität stattdessen kleiner als die berechnete Intervallobergren-
ze, dann führt dies dazu, dass der Grobplan bei der Priorisierung durch best_potential_solutionsP
überbewertet und damit anderen Grobplänen, deren tatsächlich erreichbare Planqualität höher
ist, vorgezogen wird. Eine solche heuristische Überbewertung erhält man beispielsweise, wenn
in Abbildung 11.16 das Fluent (K obj2) im Weltzustand s1 mit dem Wert 9 anstelle von 10 in-
itialisiert wird.45 Abhängig vom gewählten Optimierungshorizont n kann es also vorkommen,
dass die besten vollständigen Lösungen vom Planer nicht aufgefunden werden, weil ihr Grob-
plan nicht in der sortierten Ergebnisliste von best_potential_solutionsP enthalten ist, da andere
suboptimale oder nicht tatsächlich ausführbare Grobpläne fälschlicherweise höher priorisiert
wurden.
Die betrachteten Beispielprobleme illustrieren die Erschwernisse und Worst-Case-Szenarien,
die in der IntaPS-Domäne bei der PDDL-basierten Planung mit dem KPM prinzipiell zu er-
warten sind. Die in der Praxis zu beobachtende Frequenz und Ausprägung ihres Auftretens
kann eine erhebliche Auswirkung auf die erzielbare Performanz des IntaPS-Planers in Hinblick
auf die benötigte Rechenzeit und erzielbare Planqualität haben. Wie weit dies der Fall ist, und
welchen Einfluss die Wahl des Optimierungshorizonts n dabei hat, soll im Evaluationsszenario
experimentell geklärt werden.
11.2 Der zweistufige IntaPS-Planungsalgorithmus
Das allgemeine domänenunabhängige Funktionsprinzip des in Abschnitt 9.11.5 beschriebe-
nen, auch bei der Evaluation in IntaPS Version 4 zum Einsatz kommenden, zweistufigen Pla-
nungsansatzes und seiner Interaktion mit der Executor-Komponente der Agenten ist in Ab-
bildung 11.17 grafisch dargestellt. In jedem Time Slot der IntaPS-Simulation erfolgt jeweils
eine Iteration des gezeigten Planungs- und Ausführungszyklus. Der aus Pantke et al. (2016)
übernommene Algorithmus 11.1 auf Seite 395 spezifiziert diesen Ansatz auf einer im direk-
ten Vergleich zur detaillierten Formalisierung des KBM und KPM in Kapitel 8–9 höher ge-
wählten, vereinfachten Abstraktionsebene. Als Eingabe erhält der Planungsalgorithmus die in
Abbildung 11.33–11.36 abgedruckte PDDL-Domänenbeschreibung, eine dazu passende, vom
planenden Agenten aus dem Status quo im aktuellen Time Slot erzeugte, PDDL-Problem-
beschreibung sowie alle XML-Kennzahlenkonfigurationsdateien, die im :templates- resp.
:agents-Block46 des PDDL-Codes referenziert werden. Die in der Evaluation verwendeten
45Die in s3 wirklich erzielbare skalare Gesamtbewertung beträgt dann 910 , während die Intervall-Gesamtbewertung
die mögliche Güte dieses Weltzustands mit dem ausgeweiteten Intervall
[ 4
5 , 1
]
eingrenzt.
46Siehe die Beschreibung der durch das Kennzahlenframework über das Requirement »:keyfigures« neu eingeführ-
ten PDDL-Sprachfeatures in Kapitel 10.
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Algorithmus 11.1 : Domänenunabhängiges Planungsverfahren aus Pantke et al. (2016).
function plan (domainFile, problemFile, keyFigureFiles, nmin, nmax, previousPlan, agent)
Input : domainFile : The textual PDDL domain description (planning operators etc.)
problemFile : The textual PDDL problem description (the current agent state, goal, and metric)
keyFigureFiles : The XML configuration of the key figures referenced in the PDDL code
nmin ∈ N∪ {∞} : The initial optimization horizon
nmax ∈ N∪ {∞} : The optimization horizon limit with nmax ≥ nmin
previousPlan : The output of the previous planning process (if available) or an empty plan
agent : The agent object from the problem file whose actions are to be planned
Output : The generated fully grounded plan (not necessarily with feasible numeric parameter assignments), or the
empty set if no plan was found
begin
/* Partial grounding of the planning operators and import of the previous plan: */
(start, actions, goal, metric) ← instantiateProblem (domainFile, problemFile, keyFigureFiles)1
previousPlan← removeInfeasibleAndAlreadyExecutedActions (start, previousPlan)2
/* STAGE I: Enumerate partially grounded plan candidates and prioritize them by plan metric: */
potentialPlans← enumeratePlans (start, actions, goal, metric, previousPlan, agent)3
if potentialPlans = ∅ then return ∅4
(p1, . . . , pk) ← sortByPlanMetricInterval (potentialPlans, metric) /* Sort in descending order of priority */5
/* STAGE II: Optimize numeric action parameters of the n highest-prioritized plans: */
optimizedPlans← ∅6
n← min (k, max (1, nmin))7
for i ← 1 to n do8
/* Pass optimized parameter values of imported plan as hint (e.g., for starting point): */
plan← optimizeNumericParameters (pi , metric, previousPlan)9
quality← evaluate (metric, plan) /* Assertion: quality is in [0, 1] if plan is feasible and negative otherwise */10
optimizedPlans← optimizedPlans∪ { plan }11
if quality < 0 and n < min (k, nmax) then12
n← n + 113
end
end
(q1, . . . , qm) ← sortByPlanMetricValue (optimizedPlans, metric) /* Sort in descending order of plan quality */14
/* Return plan with best quality value (i.e., best feasible plan or least penalized infeasible plan): */
return q1 /* The caller must re-check the numeric action parameter assignments for feasibility! */15
end
XML-Dateien sind in Abbildung 11.37–11.42 zu sehen. Über sie werden u.a. die Kennzahlen-
sammlungen der konkret vorliegenden Planungsobjekte mit Read-Only-Fluents (z.B. zusam-
mengesetzte Kennzahlen mit automatischer Kennzahlenaggregation) und Kennzahlenzielen
bestückt.
Im Rahmen der Neuplanung und Planreparatur kann dem Planer der im vorherigen Time Slot
erzeugte und partiell ausgeführte Plan zum Reimport in den neuen Plan übergeben werden.
Auf diese Weise kann ein starkes Commitment47 bezüglich der gefundenen Pläne über einen
längeren Zeitraum verfolgt werden. Schwächere Formen des Plan-Commitments sind durch
geeignete Kürzung oder anderweitige Vorfilterung des dem Algorithmus übergebenen alten
Plans (in Zeile 2) realisierbar. Eine vollständige Neuplanung in jedem Time Slot erfolgt dem-
entsprechend, wenn der previousPlan-Parameter stets auf den leeren Plan gesetzt wird. Der
genaue, als (Grob-)Planenumerator bezeichnete, Mechanismus, nach dem die potentiellen Lö-
sungen des Planungsproblems in der ersten Planungsstufe gesucht und aufgezählt werden,
ist durch Algorithmus 11.1 nicht näher festgelegt. Er wird in Zeile 3 in Gestalt der Black-Box-
Funktion enumeratePlans aufgerufen. Die Implementierung dieser Funktion kann im Allgemei-
nen von einem simplistischen kombinatorischen »Durchprobieren« bis hin zu konzeptionell
anspruchsvolleren, beliebig ausgefeilten heuristischen Suchverfahren und Pruning-Regeln rei-
chen, welche insbesondere domänenspezifisch umgesetzt sein dürfen. Die zu diesem Zweck
47Siehe z.B. Talamadupula et al. (2013); Fox et al. (2006).
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Abbildung 11.18: Viersegmentiges Planlayout der IntaPS-Ressourcenagenten. Jedes Segment
unterliegt individuellen Pruning-Regeln bei der domänenspezifischen Pla-
nenumeration.
eingesetzten Techniken charakterisieren in der Praxis im Wesentlichen die Effizienz der ers-
ten Planungsstufe. In den Experimenten wird ein IntaPS-spezifischer Planenumerator verwen-
det, der ein einfaches Durchprobieren aller innerhalb einer fest vorgegebenen Planstruktur
möglichen Aktionssequenzen vornimmt und im nächsten Unterabschnitt vorgestellt wird. Die
in Zeile 5 von Algorithmus 11.1 durchgeführte Grobplanpriorisierung entspricht der in De-
finition 9.56 beschriebenen heuristischen Bewertung mit der Hilfsabbildung sort_by_qualityPI
und dem dort angegebenen Sortierkriterium (9.119) bezüglich des Supremums der Intervall-
Gesamtbewertung des letzten Weltzustands des Grobplans.
In Zeile 9 des Algorithmus erfolgt für jede der n höchstpriorisierten potentiellen Lösungen
jeweils die Suche nach der besten vollständigen Lösung durch Bearbeitung des Optimierungs-
problems aus Definition 9.54. In den Experimentläufen wird zu diesem Zweck der auf Seite 69ff
behandelte Differential-Evolution-Algorithmus mit einer exakten Penalty-Funktion48 und den
in Abbildung 11.8 gezeigten Einstellungen benutzt. Als Besonderheit wird dabei vom Funkti-
onswert der Penalty-Funktion genau dann zusätzlich der konstante Wert 1 abgezogen, wenn
der ausgewertete Punkt unzulässig ist, d.h., wenn mindestens einer der subtrahierten Straf-
kostenterme positiv ausfällt. Das Ergebnis der Penalty-Funktion ist somit in nicht-zulässigen
Punkten stets negativ und in zulässigen Punkten stets nicht-negativ. Dies garantiert, dass bei
der Aktionsparameteroptimierung zulässige Punkte immer gegenüber nicht-zulässigen Punk-
ten vorgezogen werden und dass letztgenannte hinsichtlich der Schwere ihrer Constraint-
Verletzungen miteinander verglichen werden können. Der Penalty-Parameter α wird in jeder
vom Differential-Evolution-Verfahren erzeugten Populationsgeneration schrittweise von initi-
al 0 auf final 1 in der letzten Generation erhöht. Analog wird der Optimierungshorizont n in
Zeile 7 von Algorithmus 11.1 mit einem kleinen Wert initialisiert und bei jedem Auffinden ei-
nes Grobplans mit leerer zulässiger Menge um 1 erhöht, bis ein bestimmter maximaler Wert
erreicht ist (Zeile 12–13). Konnte bis dahin keine vollständige Lösung des Planungsproblems
gefunden werden, liefert der Planer jenen (unzulässigen) grundierten Plan zurück, der die we-
nigsten Strafkosten aufweist. In einem solchen Fall überspringt die Executor-Komponente des
Agenten alle nicht ausführbaren Aktionen in diesem und übergibt ihn erneut dem Planer zur
Planreparatur im nächsten Time Slot. Bei der Evaluation wird der zu verwendende minima-
le und maximale Optimierungshorizont durch die zwei Variablen nmin, nmax ∈ N∪ {∞} mit
nmin ≤ nmax gekennzeichnet und zwischen den Experimenten variiert.
11.2.1 IntaPS-spezifische Grobplanenumeration
Eine der zentralen Anforderungen an das entwickelte Kennzahlenframework ist die Einsetz-
barkeit desselben in vielen unterschiedlichen MAS-Anwendungsdomänen. Dementsprechend
ist das in Kapitel 8 und 9 formal beschriebene KBM und KPM domänenunabhängig gestaltet.
48Konkret: Die Entsprechung der Penalty-Funktion aus Gleichung (4.30) auf Seite 76 für Maximierungsprobleme.
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Algorithmus 11.2 : Der IntaPS-Planenumerator aus Pantke et al. (2016).
function enumeratePlans (start, actions, goal, metric, previousPlan, agent)
Input : start : The initial world state of the planning problem
actions : The partially grounded action pool
goal : The logic goal specification; always a grounded version of
goal ≡ ∀?o∈Orders : Handled (?o) for the IntaPS scenario
metric : The plan metric function (built from the defined key figure objective functions)
previousPlan : The output of the previous planning process (if available) or an empty plan
agent : The agent object from the given initial state to enumerate the plans for
Output : A set of potentially feasible, partially grounded plans that lead from the given initial state to a state that
satisfies the given goal condition. All discrete object parameters of the contained actions are grounded,
whereas all continuous numeric action parameters are kept lifted as variables.
begin
plans← ∅1
p← (start) /* Start with empty plan */2
(o1, . . . , om) ← getDefinedOrders (start)3
/* Add initial cancel actions and import accept/reject actions from previous plan: */
(p, i) ← planHead (p, (o1, . . . , om) , actions, previousPlan, agent)4
/* Determine which orders are queued at this point and which still require an accept/reject decision: */
decided← { j | j ∈ {1, . . . ,m} ∧ evaluateCondition (Handled (oj) ∨Accepted (oj) , lastState (p)) = {true} }5
open← {1, . . . , m} \ decided6
queued← { j | j ∈ {1, . . . ,m} ∧ evaluateCondition (¬Handled (oj) ∧Accepted (oj) , lastState (p)) = {true} }7
remaining← max (0, evaluateExpression (MaxOrders (agent)− TotalOrders (agent) , lastState (p)))8
/* Generate possible versions of the rest of the plan: */
if open 6= ∅ then9
/* Enumerate open accept/reject decisions by means of a constrained bit vector representation: */
foreach (b1, . . . , bm) ∈ { 0, 1 }m with remaining ≥ ∑j∈ open bj and 0 = ∑j∈ decided bj do10
Decisions← ∅11
foreach j ∈ open do12
if bj = 1 then Decisions← Decisions∪ { getAcceptActionsFor (agent, oj ; actions) }13
else Decisions← Decisions∪ { getRejectActionsFor (agent, oj ; actions) }14
end
{D1, . . . , Dh} ← Decisions /* Usually |D1 × . . .× Dh| = 1 for the common IntaPS model */15
DECISION: foreach (d1, . . . , dh) ∈ D1 × . . .× Dh do16
p′ ← p17
for j← 1 to h do18
if evaluateActionCondition (dj, lastState (p′)) = {true} then p′ ← appendAction (p′, dj)19
else continue DECISION20
end
plans← plans∪ planDurativeActions (p′, (o1, . . . , om) , actions, goal, previousPlan, i, agent)21
end
end
end
if plans = ∅ then return planDurativeActions (p, (o1, . . . , om) , actions, goal, previousPlan, i, agent)22
else return plans23
end
Speziell das KPM soll als Grundlage für verschiedenartige konkrete Planungsalgorithmen ver-
wendbar sein. Die Entwicklung eines leistungsfähigen numerischen General-Purpose-Planers
gilt aufgrund der allgemeinen Unentscheidbarkeit derartiger Planungsprobleme weitläufig als
sehr schwierig. Aus diesem Grund kann die Integration von domänenspezifisch zugeschnit-
tenen Mechanismen in einen Planer für bessere Performanz im jeweils vorliegenden Anwen-
dungsszenario sorgen. Ähnlich wie die in Abschnitt 4.3 besprochenen nichtlinearen Optimie-
rungsverfahren differieren unterschiedliche General-Purpose-Planer bezüglich der von ihnen
in unterschiedlichen Planungsdomänen erreichbaren Performanz zum Teil stark.49
49So treten regelmäßig auf der International Planning Competition (IPC) im Rahmen der ICAPS-Konferenz mehre-
re Planer-Implementierungen in verschiedenen Benchmark-Problemen gegeneinander an und erzielen dabei z.T.
höchst unterschiedliche Ergebnisse. Siehe http://www.icaps-conference.org/index.php/Main/Competitions
für Details (zuletzt abgerufen am 19.12.2016).
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Algorithmus 11.3 : Der IntaPS-Planenumerator aus Pantke et al. (2016) (Fortsetzung).
function planHead (p, (o1, . . . , om) , actions, previousPlan, agent)
Input : p : The initial plan to append to
(o1, . . . , om) : The order objects defined in the problem description
actions : The partially grounded action pool
previousPlan : The output of the previous planning process (if available) or an empty plan
agent : The agent object from the problem description whose actions are to be planned
Output : A pair consisting of the updated plan and the advanced import position in the given previous plan
begin
start← firstState (p)1
i ← 1 /* Initial position in the imported previous plan */2
(state′0, action
′
1, state
′
1, . . . , action
′
k , state
′
k) ← previousPlan /* With k = 0 if no actions are present */3
/* Add initial cancels: */
while i ≤ k and action′i has type Cancel do4
if evaluateActionCondition (action′i , lastState (p)) = {true} then p← appendAction (p, action′i)5
i ← i + 16
end
OVERDUE: foreach o ∈ {o1, . . . , om} with evaluateCondition (TimeToDeadline (o) < 0, start) = {true} do7
foreach c ∈ getCancelActionsFor (agent, o ; actions) do8
if evaluateActionCondition (c, lastState (p)) = {true} then9
p← appendAction (p, c) /* Choose first applicable cancel action for each overdue order */10
continue OVERDUE11
end
end
end
/* Import accept/reject actions from previous plan: */
while i ≤ k and action′i has type (Accept or Reject) do12
if evaluateActionCondition (action′i , lastState (p)) = {true} then p← appendAction (p, action′i)13
i ← i + 114
end
return (p, i)15
end
Weil die Entwicklung eines technisch umfangreichen domänenunabhängigen Planers damit
nicht zu den Zielsetzungen der vorliegenden Arbeit gehört, verwendet der einfache in IntaPS
implementierte KPM-basierte Planer anwendungsspezifische Steuerungs- und Pruning-Regeln
zur Reduzierung des bei der kombinatorischen Plankonstruktion zu berücksichtigenden Such-
raums. Diese Regeln resultieren in dem in Abbildung 11.18 dargestellten viersegmentigen
Planlayout und dem IntaPS-Planenumerator, dessen Funktionsweise von dem aus Pantke et
al. (2016) übernommenen Pseudocode in den Algorithmen 11.2–11.5 spezifiziert wird. Algo-
rithmus 11.2 zeigt die in Zeile 3 des domänenunabhängigen Algorithmus 11.1 aufgerufene
enumeratePlans-Funktion der IntaPS-Ressourcenagenten. Sie macht von den weiteren Hilfs-
funktionen planHead (Algorithmus 11.3), planDurativeActions (Algorithmus 11.4) und planTail
(Algorithmus 11.5) Gebrauch, um die in jedem der Segmente möglichen Teilpläne nacheinan-
der aufzuzählen. Welches Plansegment dabei von welcher Funktion konstruiert wird, ist im
unteren Teil von Abbildung 11.18 markiert. Die folgenden Konstruktionsregeln werden vom
IntaPS-Planenumerator umgesetzt:
1. Zu Beginn eines jeden Plans sind alle überfälligen Aufträge automatisch zu stornieren.
Die zu diesem Zweck in den Plan eingefügten Cancel-Aktionen bilden dessen erstes Seg-
ment, welches keinerlei kombinatorische Aspekte umfasst. Die Menge der überfälligen
Aufträge ist direkt im initialen Weltzustand des KPM ersichtlich.
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2. Für jedes Auftragsobjekt des KPM, das am Ende des ersten Plansegments nicht bereits
zur Produktion angenommen, fertig produziert oder storniert wurde, ist entweder eine
Accept- oder eine Reject-Aktion in den Plan einzufügen. Diese Aktionen bilden das zweite
Plansegment.
3. Es wird angenommen, dass die Einfügereihenfolge der AktionenAccept,Reject undCancel
in ein Plansegment, das nur aus solchen kommunikativen Aktionen besteht, keine Aus-
wirkung auf das Ergebnis oder die Qualität des konstruierten Plans hat. Dies reduziert
die kombinatorische Komplexität der drei in Abbildung 11.18 als weiße Boxen dargestell-
ten Segmente. Die Aktionsausführung erfolgt in ihnen beliebig nebenläufig.
4. Das dritte Plansegment fasst alle durativen Hauptaktionen positiver Dauer zusammen,
d.h. Aktionen des Typs Produce, Maintain, Repair und Idle. Es ist in Abbildung 11.18 als
schattierte Box dargestellt und definiert den Belegungsplan der jeweiligen Ressource.
Algorithmus 11.4 : Der IntaPS-Planenumerator aus Pantke et al. (2016) (Fortsetzung).
function planDurativeActions (p, (o1, . . . , om) , actions, goal, previousPlan, i, agent)
Input : p : The plan to append to
(o1, . . . , om) : The order objects defined in the problem description
actions : The partially grounded action pool
goal : The logic goal specification
previousPlan : The output of the previous planning process (if available) or an empty plan
i ∈ N : The index of the action in the previous plan to be imported next
agent : The agent object from the problem description whose actions are to be planned
Output : A set of potentially feasible, partially grounded plans that lead to a state that satisfies the given goal condition,
or the empty set if the goal could be reached from the last state of the given plan
begin
plans← ∅1
w← 2 /* Minimum schedule length for which pruning of trailing idle actions will be done */2
ℓ← max (1, evaluateExpression (MaxOrders (agent) + 1, lastState (p))) /* Max. durative actions to plan */3
(state′0, action
′
1, state
′
1, . . . , action
′
k , state
′
k) ← previousPlan /* With k = 0 if no actions are present */4
/* Import durative actions from previous plan: */
while i ≤ k and action′i has type (Produce orMaintain or Repair or Idle) do5
if evaluateActionCondition (action′i , lastState (p)) 6= {false} then6
p← appendAction (p, action′i)7
ℓ← ℓ− 18
w← 19
end
i ← i + 110
end
queued← { j | j ∈ {1, . . . ,m} ∧ evaluateCondition (¬Handled (oj) ∧Accepted (oj) , lastState (p)) = {true} }11
ℓ← max (ℓ, |queued| )12
if ℓ ≥ 1 then13
/* Enumerate durative action schedules that satisfy the IntaPS search space pruning constraints: */
A← getIdleActionsFor (agent ; actions) ∪ getMaintenanceActionsFor (agent ; actions) ∪
getRepairActionsFor (agent ; actions) ∪
(⋃
j∈ queued getProduceActionsFor (agent, oj ; actions)
)
14
SCHEDULE: foreach (a1, . . . , ah) ∈
⋃ℓ
j=1 A
j with (∀j∈ {1, ..., h−1} : ¬ ((aj has type Idle) ∧ (aj+1 has type Idle)))15
and ¬ (h≥w ∧ ah has type Idle) and (∀j,j′∈ {1, ..., h} : ¬ (j 6= j′ ∧ (aj has type Produce) ∧ (aj′ has type Produce)∧
getOrderArgument (aj) = getOrderArgument (aj′ ))) do
p′ ← p16
for j← 1 to h do17
if evaluateActionCondition (aj, lastState (p′)) 6= {false} then p′ ← appendAction (p′, aj)18
else continue SCHEDULE19
end
plans← plans∪ planTail (p′, (o1, . . . , om) , actions, goal, agent)20
end
end
if plans = ∅ then return planTail (p, (o1, . . . , om) , actions, goal, agent)21
else return plans22
end
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Die Aktionsausführung in diesem Segment ist strikt sequentiell und ohne jegliche vorge-
sehene Nebenläufigkeit. Es wird angenommen, dass die genaue Ausführungsreihenfolge
der Hauptaktionen einen Einfluss auf den erreichbaren finalen Weltzustand und damit
auf die maximal erzielbare Qualität des grundierten Plans hat. Daher sind vom Planenu-
merator alle in diesem Segment möglichen Aktionsreihenfolgen in Betracht zu ziehen.
5. Es wird angenommen, dass im Aktionspool des KPM enthaltene partiell grundierte Pro-
duce-Aktionen für Aufträge, die sich am Ende des zweiten Plansegments nicht im ak-
tuellen Auftragsbestand der Ressource befinden, nicht anwendbar sind. Sie werden in
einem Vorverarbeitungsschritt automatisch aus der Menge der möglichen Aktionen her-
ausgefiltert (Zeile 11 und 14 in Algorithmus 11.4), d.h. ohne ihre Ausführbarkeit in jeder
betrachteten Planebene weiter zu testen. Dies beschleunigt die kombinatorische Grob-
planaufzählung signifikant.
6. Für jedes Auftragsobjekt darf nicht mehr als eine Produce-Aktion in den Plan eingefügt
werden. Es wird angenommen, dass nach einer erfolgreichen oder fehlgeschlagenen Fer-
tigung alle weiteren Produktionsaktionen für den betreffenden Auftrag hinfällig sind.
Dementsprechend werden Planfortsetzungen mit wiederholten Produce-Aktionen nicht
in Erwägung gezogen.
7. Es dürfen im Plan nicht mehrere Idle-Aktionen direkt aufeinander folgen. Brachzeiten
über mehrere Time Slots sind stets durch Einfügen einer einzigen Idle-Aktion (in der ers-
ten Planungsstufe) und Belegung ihres ?slots-Parameters mit einem geeignet großen
Wert (in der zweiten Planungsstufe) zu realisieren.
8. Falls das dritte Plansegment mehr als eine Aktion enthält, dann darf es nicht mit einer
Idle-Aktion enden. Weil davon ausgegangen wird, dass bei dem Ressourcenagenten in
jedem Time Slot neue Auftragsanfragen eingehen, deren mögliche Produktionszeiträu-
me in der Zukunft liegen, verhindert diese Regel ein unnötig frühes Plan-Commitment
bezüglich zukünftiger Stillstandszeiten.
9. Am Ende des Plans sind alle angenommenen Aufträge, die bis dahin nicht storniert oder
erfolgreich gefertigt wurden, zu stornieren. Die entsprechenden Cancel-Aktionen bilden
das vierte und letzte Plansegment.
Algorithmus 11.5 : Der IntaPS-Planenumerator aus Pantke et al. (2016) (Fortsetzung).
function planTail (p, (o1, . . . , om) , actions, goal, agent)
Input : p : The plan to finalize
(o1, . . . , om) : The order objects defined in the problem description
actions : The partially grounded action pool
goal : The logic goal specification
agent : The agent object from the problem description whose actions are to be planned
Output : A singleton set containing an updated plan that satisfies the given goal condition, or the empty set if the given
plan could not be finalized to reach the goal
begin
/* Finalize the plan by canceling all orders that are still not completely handled at this point: */
UNHANDLED: foreach o ∈ {o1, . . . om} with evaluateCondition (Handled (o) , lastState (p)) 6= {true} do1
foreach c ∈ getCancelActionsFor (agent, o ; actions) do2
if evaluateActionCondition (c, lastState (p)) = {true} then3
p← appendAction (p, c) /* Choose first applicable cancel action for the order */4
continue UNHANDLED5
end
end
end
if evaluateCondition (goal, lastState (p)) = {true} then return {p}6
else return ∅7
end
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Zu Beginn der ersten drei Plansegmente werden jeweils alle Aktionen, die gemäß den obigen
Regeln im betreffenden Segment zulässig sind, aus dem im previousPlan-Parameter überge-
benen vorherigen Plan übernommen, sofern sie im aktuellen Plan nach wie vor ausführbar
sind. Für einen gegebenen Weltzustand prüfen die im Pseudocode verwendeten Funktionen
evaluateCondition und evaluateActionCondition, ob der gegebene logische Ausdruck in dem gege-
benen Weltzustand potentiell erfüllbar ist resp. ob die gegebene Aktion im direkten Anschluss
an den Weltzustand (in einer nach diesem eingefügten neuen Planebene) potentiell ausführbar
ist. Sie liefern die Menge {true}, genau dann, wenn die von ihnen jeweils geprüfte Bedingung
mit den dazu konkret eingesetzten CSP-Techniken und der für den Test maximal aufzuwen-
denden Rechenzeit als (unabhängig von der finalen Aktionsparameterbelegung) stets wahr
bewiesen werden kann. Gelingt dieser Beweis stattdessen für die Negation der Bedingung,
dann liefern die Funktionen die Menge { false}. Gelingt der Beweis weder für die Bedingung
noch für ihre Negation, dann ist ihr Funktionsergebnis {true, false}.50
Die Aufzählungsrestriktionen in Zeile 15 der planDurativeActions-Funktion in Algorithmus 11.4
setzen die Regeln 7, 8 und 6 (der dortigen Reihenfolge entsprechend) um. Die Regeln 4 und 5
sind in der vorausgehenden Zeile implementiert. Für die Enumeration der möglichen Accept/
Reject-Entscheidungen wurde in Zeile 10 der enumeratePlans-Funktion in Algorithmus 11.2 eine
Bitvektorrepräsentation (b1, . . . , bm) ∈ {0, 1}m gewählt: Für den i-ten Auftrag löst das Setzen
von bi = 1 eine Accept-Aktion und das Setzen von bi = 0 eine Reject-Aktion aus. Lediglich die
Bits, die mit einer noch unbeantworteten Auftragsanfrage (d.h. CFP-Nachricht des Contract-
Net-Protokolls) korrespondieren, werden dabei berücksichtigt. Die Anzahl der noch annehm-
baren Aufträge (d.h. der gleichzeitig auf 1 setzbaren Bits) und die Anzahl der durativen Haupt-
aktionen im dritten Plansegment sind zudem durch die konstante Kennzahl MaxOrders des
Ressourcenagenten (vgl. Abbildung 11.9 und Zeile 3 von Algorithmus 11.4) limitiert.
11.2.2 PDDL-Code der IntaPS-Planungsdomäne
Die in den Simulationsläufen der Evaluation von den Ressourcenagenten verwendete PDDL-
Domänenbeschreibung ist in Abbildung 11.33–11.36 zu sehen. Im Code sind alle durch das
in dieser Arbeit neu eingeführte :keyfigures-Requirement hinzugekommenen, in Kapitel 10
näher beschriebenen, Sprachmerkmale durch Unterstreichung hervorgehoben. Anders als die
grafische Vereinfachung der Produce-Aktion in Abbildung 11.12 verfügt ihr PDDL-Code in Ab-
bildung 11.36 über einen zusätzlichen vierten Parameter ?finalization, welcher die diskreten
Werte sell und cancel annehmen kann. Wird er auf cancel gesetzt, dann lassen die Vorbedin-
gungen und bedingten Effekte der Produktionsaktion auch die Fertigung eines Auftrags unter
dezidierter Verletzung der Lieferfrist oder Qualitätsanforderungen zu, was mit Fälligwerden
der vereinbarten Vertragsstrafe einhergeht. Diese Modellierung dient dazu, bei der Evaluation
der Planungsperformanz den gesamten Handlungsspielraum der Agenten innerhalb des KPM
abzubilden und damit insbesondere auch eindeutig suboptimale Worst-Case-Lösungen in den
Suchraum des Planers mit aufzunehmen: Die Erkennung und bewusste Vermeidung letzterer
charakterisiert unter den konkreten Kennzahlenzielen des Evaluationsszenarios (Profitmaxi-
mierung) einen erwartungsgemäß funktionierenden Planungsprozess. Zugunsten einer leich-
teren Veranschaulichung der möglichen Problemsituationen bei der Belegungsplanung in Ab-
schnitt 11.1.4 wurde die Möglichkeit einer tatsächlich operativ ausgeführten Fehlproduktion
durch die Aktionsbedingungen in Abbildung 11.12 noch nicht berücksichtigt.
50Dies ist der Fall, wenn der Wahrheitswert von der finalen Wahl der Aktionsparameterwerte abhängig ist, mit dem
Grobplan also sowohl die Erfüllung als auch Nichterfüllung der Bedingung erreicht werden kann, oder wenn mit
den eingesetzten algorithmischen Verfahren in der verfügbaren Zeit kein erfolgreicher Beweis einer tatsächlich
geltenden Erfüllung oder Unerfüllbarkeit möglich war.
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11.3 Untersuchung des Einflusses des Optimierungshorizonts
auf die Planungsperformanz
Um die Funktionstüchtigkeit der KPM-Implementierung der Kennzahlenbibliothek prototy-
pisch zu testen und die mit ihr erzielbare Performanz des IntaPS-spezifischen Planers zu eva-
luieren, wurden mehrere Experimente mit unterschiedlichen Werten für die Untergrenze nmin
und Obergrenze nmax des Optimierungshorizonts n in IntaPS Version 4 vorgenommen. Es soll-
te dabei bestimmt werden, welchen Einfluss diese zwei Parameter des Planers in dem oben
beschriebenen einfachen Fertigungsszenario auf die benötigte Gesamtplanungszeit und die er-
reichte Planqualität pro Simulationslauf haben. Jedes durchgeführte Experiment umfasst eine
Simulation über 20 Time Slots, welche 50 mal mit unterschiedlichen Sequenzen von aus den
zwei Auftragsvorlagen zufällig gewählten Auftragsanfragen (CFPs) wiederholt wurde. Die
Startwerte (Random Seeds) des Zufallsgenerators variieren in jedem der 50 Simulationsläufe
jedes Experiments sowie zwischen den Experimenten.51 Die Experimente unterscheiden sich
ansonsten lediglich in den Werten von nmin und nmax, d.h., insbesondere die Eigenschaften der
Auftragsvorlagen und Ressourcen sind in allen Experimenten identisch.
In den Experimenten besteht die skalare Gesamtbewertung der Ressourcenagenten einzig aus
der in Abbildung 11.19 gezeigten und über das XML-Element <Objective> in Abbildung 11.38
konfigurierten Kennzahlenzielfunktion, welche die Maximierung der Money-Kennzahl des
Agenten operationalisiert. Die wesentlichen Ergebnisse hinsichtlich der erreichten Planungs-
performanz sind in Abbildung 11.20 zusammengefasst. Nähere Details zu dem von den zwei
Ressourcenagenten an den Tag gelegten Auftragsannahme- und Fertigungsverhalten sind in
den Abbildungen 11.21 und 11.22 aufgeführt.
Der Optimierungshorizont wurde in allen Experimenten, die in den Tabellen in der Form n = c
mit c ∈ {1, 3, 5, 10, 20, 30, 60, 100, 200, 400, 1000,∞} ausgezeichnet sind, konstant gehalten, d.h.,
der zweistufige IntaPS-Planungsprozess wurde dort in jedem Time Slot mit nmin = nmax = c
ausgeführt. Dementsprechend wurde im Experiment n = ∞ stets die gesamteMenge aller vom
Planenumerator erzeugten potentiellen Lösungen in die zweite Planungsstufe zur Aktionspa-
rameteroptimierung weitergereicht. Dies resultierte darin, dass in einigen Time Slots der 50
Simulationsläufe von einem einzelnen Ressourcenagenten bis zu 11.625 Grobpläne mittels Dif-
ferential Evolution zu grundieren waren. Bei den in der Form 3 ≤ n ≤ nmax resp. 3 ≤ n < nmax
mit nmax ∈ {5, 10, 20, 30, 60, ∞} ausgewiesenen Experimenten hingegen kam die oben beschrie-
bene dynamische Horizontanpassung zum Einsatz. Dazu wurde in jedem durchgeführten Pla-
nungsprozess52 der Optimierungshorizont n mit dem Wert nmin = 3 initialisiert und mit jeder
potentiellen Lösung, für die kein Feinplan gefunden werden konnte, um 1 erhöht, bis das ent-
51Weil jedes Experiment lediglich 50 der insgesamt 720 = 79.792.266.297.612.001 (knapp 80 Billiarden) möglichen 20-
elementigen Sequenzen der 7 pro Time Slot möglichen Multimengen an Neuaufträgen selektiert (ohne Symmetrie-
elimination sind es sogar 2120 ≈ 1,3 Sextillionen mögliche CFP-Sequenzen), wurde von einer Wiederverwendung
der gleichen 50 Random Seeds in jedem Experiment abgesehen, um die von der Gesamtheit aller Experimente ab-
gedeckte Stichprobengröße zu steigern. Eine Erhöhung der Wiederholungszahl pro Experiment um eine bis meh-
rere Größenordnungen war (wie weiter unten besprochen und aus den Daten in Abbildung 11.20 ersichtlich) auf-
grund der dafür erforderlichen Rechenzeit nicht praktikabel. In der Konsequenz muss in Kauf genommen werden,
dass allein die Wiederholung eines Experiments mit anderen Random Seeds, wenn alle anderen Einstellungen ein-
schließlich nmin und nmax gleich bleiben, prinzipiell mit statistisch signifikanten Unterschieden in den erhobenen
Kennzahlenwerten einhergehen kann. Einer statistischen Signifikanz der Unterschiede zwischen den Experimenten
darf bei der Interpretation der Ergebnisse dementsprechend kein zu hoher Stellenwert beigemessen werden. Dass
es sich bei der in diesem Kapitel vorgenommenen Evaluation um eine (erfolgreiche) Reproduktion der in Pantke et
al. (2016) gemachten Beobachtungen handelt, trägt dieser Tatsache Rechnung.
52Jeweils ein Planungsprozess nach Algorithmus 11.1 pro Time Slot und Maschine in 50 Simulationsläufen, d.h. ins-
gesamt 2 · 20 · 50 = 2.000 Planungsprozesse pro Experiment.
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Abbildung 11.19: Die von den Ressourcenagenten Mill-A und Mill-B in den Experimenten
maximierte Kennzahlenzielfunktion.
sprechende Limit nmax des jeweiligen Experiments erreicht war oder keine weiteren Grobplä-
ne zur Optimierung vorlagen. Im Experiment 3 ≤ n < ∞ wurde dafür keine natürlichzahlige
Obergrenze verwendet, sondern stattdessen der Optimierungshorizont solange angehoben, bis
entweder drei vollständige Lösungen gefunden oder bereits alle in der ersten Planungsstufe
aufgezählten Grobpläne (z.T. erfolglos) optimiert wurden. Der höchste auf diese Weise tatsäch-
lich erreichte Horizontwert beträgt n = 61 in diesem Experiment.53
Zusätzlich zu den 18 Experimenten, in denen der beschriebene Planungsansatz mit kontinu-
ierlichen Aktionsparametern und einer dementsprechend partiell grundierten Aktionsreprä-
sentation in der ersten Planungsstufe zum Einsatz kommt, wurden vier weitere Kontrollver-
suche mit diskreten ?speed-Werten und damit bereits in der ersten Planungsstufe vollstän-
dig grundiert vorliegenden Aktionen durchgeführt. Diese Experimente orientieren sich an ei-
ner klassischen PDDL-2.1-Modellierung und sollen Vergleichswerte darüber liefern, wie gut
das Belegungsplanungsproblem von den Ressourcenagenten mit diskretisierten Fertigungs-
geschwindigkeiten gelöst werden kann. Bei den in der Form n = 0, d = c mit c ∈ {4, 5, 6, 7}
ausgewiesenen Experimenten wurde (in Zeile 1 von Algorithmus 11.1) der ?speed-Parameter
der Produktionsaktion mit allen Werten aus der Menge
Dd =
{
0,
1
d− 1, . . . ,
d− 2
d− 1, 1
}
⊂ Q (11.1)
grundiert und der ?slots-Parameter der Idle-Aktion auf den Wert 1 fixiert. Es ist somit
?speed ∈ D4 =
{
0, 13 ,
2
3 , 1
}
für n = 0, d = 4,
?speed ∈ D5 =
{
0, 14 ,
1
2 ,
3
4 , 1
}
für n = 0, d = 5,
?speed ∈ D6 =
{
0, 15 ,
2
5 ,
3
5 ,
4
5 , 1
}
für n = 0, d = 6,
?speed ∈ D7 =
{
0, 16 ,
1
3 ,
1
2 ,
2
3 ,
5
6 , 1
}
für n = 0, d = 7.
Um diese vier Diskretisierungen im Grundierungsprozess der Agenten zu erzwingen, wurden
in dem in Abbildung 11.36 gezeigten PDDL-Code der Produce-Aktion die zwei Bedingungen
(<= ?speed 1) und (>= ?speed 0) entfernt und durch die Disjunktion
(or (= ?speed 0) (= ?speed 1d−1) . . . (= ?speed
d−2
d−1) (= ?speed 1))
ersetzt.54 Weil in den diskretisierten Kontrollexperimenten die erste Planungsstufe ausschließ-
lich auf vollständig grundierten Aktionen arbeitet, verschwindet das kontinuierliche Aktions-
parameteroptimierungsproblem in der zweiten Planungsstufe, und der Differential-Evolution-
Optimierer liefert in Zeile 9 von Algorithmus 11.1 instantan den ihm übergebenen Plan zu-
rück, d.h. ohne überhaupt eine initiale Population zu erzeugen. In diesen Experimenten sind
53Bei der ersten Durchführung der Evaluation (mit anderen Random Seeds und einer älteren Codebasis) in Pantke et
al. (2016) wurde im Experiment 3 ≤ n < ∞ hingegen n = 93 erreicht.
54Jeweils unter Notation der aus den experimentabhängigen konkreten Werten für d resultierenden Brüche als geeig-
net gerundete Gleitkommaliterale.
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Optimierungshorizont Monetäres Gesamtergebnis Reale Zeit pro Simulationslauf Effizienzquotient
(Mittel ± σ) (Mittel ± σ) GE/min
n = 200 961,37 ± 55,89 GE 75,91 ± 13,98 min 12,66
n = ∞ (= 11.625) 958,54 ± 57,26 GE 539,96 ± 147,80 min 1,78
n = 1.000 955,60 ± 57,05 GE 176,85 ± 37,93 min 5,40
n = 400 952,04 ± 62,21 GE 121,61 ± 24,74 min 7,83
n = 100 941,41 ± 62,45 GE 43,23 ± 7,01 min 21,78
n = 60 904,77 ± 64,54 GE 31,60 ± 3,81 min 28,63
n = 30 881,01 ± 51,27 GE 22,75 ± 2,24 min 38,73
n = 20 853,27 ± 58,93 GE 20,30 ± 2,14 min 42,03
3 ≤ n < ∞ (3 ≤ n ≤ 61) 849,26 ± 10,48 GE 16,72 ± 2,53 min 50,79
3 ≤ n ≤ 60 846,51 ± 20,23 GE 16,50 ± 3,05 min 51,30
n = 10 799,70 ± 94,92 GE 15,54 ± 3,58 min 51,46
3 ≤ n ≤ 30 794,83 ± 47,10 GE 17,18 ± 5,08 min 46,26
3 ≤ n ≤ 20 780,25 ± 71,07 GE 17,57 ± 4,05 min 44,41
3 ≤ n ≤ 10 667,21 ± 94,36 GE 18,93 ± 3,89 min 35,25
n = 5 573,04 ± 117,30 GE 18,35 ± 3,26 min 31,23
3 ≤ n ≤ 5 508,12 ± 114,36 GE 20,20 ± 3,14 min 25,15
n = 3 472,67 ± 90,57 GE 18,16 ± 3,05 min 26,03
n = 1 330,58 ± 93,47 GE 20,22 ± 4,25 min 16,35
n = 0, d = 7 (diskretisiert) 853,04 ± 11,16 GE 94,97 ± 31,31 min 8,98
n = 0, d = 6 (diskretisiert) 851,37 ± 2,63 GE 75,97 ± 26,43 min 11,21
n = 0, d = 5 (diskretisiert) 710,07 ± 21,17 GE 48,89 ± 14,47 min 14,52
n = 0, d = 4 (diskretisiert) 466,00 ± 0,00 GE 34,80 ± 7,62 min 13,39
Abbildung 11.20: Durchschnittliche Planqualität (in Geldeinheiten) und Laufzeit (auf einer
AMD-FX-8350-CPU und einer 64-Bit-JVM unter Linux) der Experimente
über jeweils 50 Simulationsläufe.
alle enumerierten Grobpläne variablenfrei. Es sind somit die reellen Werte aller Kennzahlen
(Fluents) in allen bei der Grobplankonstruktion erzeugten Weltzuständen bekannt. Die Prü-
fung der Aktionsausführbarkeit in einer Planebene wird dadurch trivial, weshalb der IntaPS-
Planer in den Kontrollversuchen keinerlei unzulässige Pläne erzeugte. Durch das Einsetzen des
?speed-Parameters generiert der Grundierungs- und Normalisierungsvorgang in Zeile 1 von
Algorithmus 11.1 allerdings ein Vielfaches mehr an Produce-Aktionsinstanzen, als es in den Ex-
perimenten mit n > 0 der Fall ist. Dies führt zu einer erhöhten kombinatorischen Komplexität
der ersten Planungsstufe in den diskretisierten Experimenten und, wie die Ergebnisse in Ab-
bildung 11.20 deutlich zeigen, zu einer geringeren Effizienz des gesamten Planungsprozesses.
11.3.1 Ergebnisse
Die wesentliche Zielsetzung der Evaluation besteht darin, festzustellen, ob resp. wie die von
den zwei Ressourcenagenten erreichte Planqualität von der Wahl des Optimierungshorizonts
n abhängt und wie der vorgestellte zweistufige Planungsansatz mit partiell grundierten kon-
tinuierlichen Aktionsparametern bezüglich Flexibilität und Effizienz im direkten Vergleich zu
einer klassischen, diskreten und vollständig grundierten PDDL-basierten Planung abschnei-
det. Der Begriff »Flexibilität« bezieht sich in diesem Kontext auf die Fähigkeit der Agenten, ihr
Verhalten an den aktuellen und zukünftig zu erwartenden Zustand der von ihnen verwalteten
Ressource sowie an von ihnen selbst nicht beeinflussbare externe Ereignisse (wie die rando-
misierte CFP-Sequenz und Zuschlagserteilung in jedem IntaPS-Simulationslauf) in einer hin-
sichtlich der formulierten Kennzahlenziele möglichst vorteilhaften Weise feinanzupassen. Wie
zu Beginn des Kapitels angemerkt, ist die beabsichtigte Steigerung ebendieser Flexibilität (ge-
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Optimierungs- Monetäres Verfüg- Auslas- Stornierte Ausgelieferte Unzulässige
horizont Maschine Ergebnis barkeit tung Aufträge Aufträge Pläne
n = 200 Mill-A 478,57 GE 100 % 88,4 % 0 8,68 0
Mill-B 482,81 GE 100 % 88,5 % 0 8,74 0
n = ∞ Mill-A 479,97 GE 100 % 88,4 % 0 8,70 0
(n = 11.625) Mill-B 478,57 GE 100 % 88,4 % 0 8,68 0
n = 1.000 Mill-A 477,06 GE 100 % 88,3 % 0 8,66 0
Mill-B 478,54 GE 100 % 88,3 % 0 8,68 0
n = 400 Mill-A 476,72 GE 100 % 88,4 % 0 8,66 0
Mill-B 475,32 GE 100 % 88,1 % 0 8,64 0
n = 100 Mill-A 469,25 GE 100 % 87,8 % 0 8,56 0
Mill-B 472,16 GE 100 % 87,8 % 0 8,60 0
n = 60 Mill-A 455,37 GE 100 % 86,9 % 0 8,38 0,02
Mill-B 449,41 GE 100 % 86,4 % 0 8,30 0
n = 30 Mill-A 439,74 GE 100 % 85,6 % 0,08 8,18 0,10
Mill-B 441,28 GE 100 % 85,8 % 0,10 8,20 0,16
n = 20 Mill-A 422,99 GE 99,7 % 84,3 % 0,32 7,98 2,22
Mill-B 430,27 GE 100 % 85,4 % 0,06 8,04 2,10
3 ≤ n < ∞ Mill-A 425,38 GE 100 % 80,9 % 0 8,00 0
(3 ≤ n ≤ 61) Mill-B 423,88 GE 100 % 81,2 % 0 7,98 0
3 ≤ n ≤ 60 Mill-A 426,67 GE 100 % 81,3 % 0 7,96 0,02
Mill-B 423,53 GE 100 % 81,6 % 0 7,96 0,02
n = 10 Mill-A 390,18 GE 97,4 % 81,8 % 0,74 7,66 3,66
Mill-B 409,53 GE 98,2 % 83,8 % 0,50 7,86 3,12
3 ≤ n ≤ 30 Mill-A 398,29 GE 100 % 80,7 % 0,70 7,70 1,02
Mill-B 396,53 GE 100 % 80,0 % 0,86 7,70 1,28
3 ≤ n ≤ 20 Mill-A 391,85 GE 99,7 % 79,7 % 0,94 7,64 2,90
Mill-B 388,40 GE 99,7 % 79,4 % 1,00 7,60 2,96
3 ≤ n ≤ 10 Mill-A 344,28 GE 89,9 % 76,1 % 0,84 7,28 5,56
Mill-B 322,94 GE 89,9 % 75,2 % 1,58 7,06 6,74
n = 5 Mill-A 287,93 GE 86,2 % 74,1 % 2,62 6,82 9,52
Mill-B 285,11 GE 87,2 % 74,5 % 2,64 6,76 9,42
3 ≤ n ≤ 5 Mill-A 253,47 GE 85,2 % 70,6 % 3,06 6,44 10,86
Mill-B 254,65 GE 83,9 % 70,7 % 2,84 6,48 10,40
n = 3 Mill-A 242,89 GE 88,0 % 71,2 % 3,46 6,24 11,10
Mill-B 229,78 GE 84,7 % 69,9 % 3,34 6,16 11,24
n = 1 Mill-A 169,01 GE 86,6 % 66,9 % 4,24 5,40 12,56
Mill-B 161,57 GE 85,8 % 66,6 % 4,38 5,34 12,08
n = 0, d = 7 Mill-A 425,84 GE 100 % 84,8 % 0 7,98 0
(diskretisiert) Mill-B 427,21 GE 100 % 85,0 % 0 8 0
n = 0, d = 6 Mill-A 425,05 GE 100 % 80,0 % 0 8 0
(diskretisiert) Mill-B 426,32 GE 100 % 80,2 % 0 8 0
n = 0, d = 5 Mill-A 354,35 GE 100 % 75,5 % 0,02 6,96 0
(diskretisiert) Mill-B 355,72 GE 100 % 75,2 % 0,02 6,98 0
n = 0, d = 4 Mill-A 233,00 GE 100 % 80,0 % 0 5 0
(diskretisiert) Mill-B 233,00 GE 100 % 80,0 % 0 5 0
Abbildung 11.21: Von den Ressourcenagenten im letzten Time Slot erzielte Kennzahlenwerte
(Durchschnitt über 50 Simulationsläufe pro Experiment).
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Optimierungs- ?speed-Parameter ?speed-Parameter Auftragsannahmen Auftragsannahmen
horizont Maschine EnginePart PrecisionGears EnginePart PrecisionGears
n = 200 Mill-A 0,69783 0,11341 0,22 8,78
Mill-B 0,75000 0,11387 0,20 8,80
n = ∞ Mill-A 0,71364 0,11343 0,22 8,78
(n = 11.625) Mill-B 0,69545 0,11351 0,22 8,78
n = 1.000 Mill-A 0,70862 0,11351 0,28 8,72
Mill-B 0,75000 0,11338 0,22 8,78
n = 400 Mill-A 0,71572 0,11340 0,34 8,66
Mill-B 0,75000 0,11365 0,38 8,62
n = 100 Mill-A 0,75000 0,11447 0,36 8,64
Mill-B 0,75000 0,11414 0,36 8,64
n = 60 Mill-A 0,73333 0,11547 0,72 8,28
Mill-B 0,75000 0,11507 0,78 8,22
n = 30 Mill-A 0,73605 0,11618 0,90 8,18
Mill-B 0,72241 0,11675 0,88 8,18
n = 20 Mill-A 0,67196 0,11800 1,44 7,74
Mill-B 0,66072 0,11650 1,20 7,78
3 ≤ n < ∞ Mill-A 0,75001 0,11707 4,14 4,56
(3 ≤ n ≤ 61) Mill-B 0,75001 0,11564 4,10 4,60
3 ≤ n ≤ 60 Mill-A 0,73609 0,11657 4,30 4,28
Mill-B 0,72123 0,11723 4,10 4,58
n = 10 Mill-A 0,71864 0,11801 2,14 7,26
Mill-B 0,66399 0,11736 1,96 7,28
3 ≤ n ≤ 30 Mill-A 0,70872 0,11624 4,26 5,00
Mill-B 0,71520 0,11912 4,06 5,24
3 ≤ n ≤ 20 Mill-A 0,71310 0,11623 3,98 5,42
Mill-B 0,71341 0,11698 4,38 4,98
3 ≤ n ≤ 10 Mill-A 0,73357 0,11723 3,80 5,14
Mill-B 0,72127 0,12062 3,90 5,66
n = 5 Mill-A 0,74767 0,11972 3,80 6,52
Mill-B 0,73970 0,11886 4,26 5,98
3 ≤ n ≤ 5 Mill-A 0,75001 0,12409 4,84 5,36
Mill-B 0,74830 0,12292 4,94 5,24
n = 3 Mill-A 0,72008 0,12757 7,02 3,20
Mill-B 0,73343 0,12558 7,10 3,18
n = 1 Mill-A 0,74813 0,11798 9,66 0,52
Mill-B 0,74923 0,12105 9,48 0,66
n = 0, d = 7 Mill-A 0,44444 0,16667 0,22 8,68
(diskretisiert) Mill-B 0,41398 0,16667 0,18 8,68
n = 0, d = 6 Mill-A 0,80000 0,20000 0,26 8,52
(diskretisiert) Mill-B 0,70000 0,20000 0,22 8,32
n = 0, d = 5 Mill-A 0,69139 keine gefertigt 7,02 0
(diskretisiert) Mill-B 0,69415 keine gefertigt 7,00 0
n = 0, d = 4 Mill-A 0,58333 keine gefertigt 5 0
(diskretisiert) Mill-B 0,58333 keine gefertigt 5 0
Abbildung 11.22: Fertigungsstatistik der Ressourcenagenten im letzten Time Slot (Durch-
schnitt über 50 Simulationsläufe pro Experiment).
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genüber bisherigen zentralisierten Ansätzen) eines der Hauptmotive für den Einsatz verteilter
Agententechnologie in Steuerungs- und Planungsszenarien der betriebswirtschaftlichen Pra-
xis. Weil diesbezüglich, aufgrund der allgemeinen Unentscheidbarkeit numerischer Planungs-
probleme,55 insbesondere der Satisficing-Aspekt56 des zweistufigen Planungsansatzes von In-
teresse ist, liegt der Fokus der Evaluation auf der Analyse, wie die Planqualität und benötigte
Planungszeit mit dem konkreten Wert von n skaliert. Es ist zu untersuchen, wie sich diese drei
Größen zueinander verhalten, d.h., wie zeiteffizient die Planungsprozesse in Relation zu dem
mit der Gruppenkennzahl GroupMoney erfassten monetären Endergebnis der Simulation sind
und wie sehr sich der Optimierungshorizont n dabei als Instrument zur direkten Einflussnah-
me auf die Kompromissbildung zwischen Erreichung einer möglichst hohen Planqualität und
Investition von möglichst wenig Rechenzeit eignet.
Der Kennzahlenwert von GroupMoney im jeweils letzten Time Slot der Simulationsläufe wird
im Folgenden als monetäres Gesamtergebnis bezeichnet. Es dient in der Evaluation als direk-
ter Maßstab für die Güte des von den zwei Ressourcenagenten in der Simulation gezeigten
gemeinsamen Verhaltens. Die zweite Spalte der Tabelle in Abbildung 11.20 gibt für jedes durch-
geführte Experiment den Mittelwert und die Standardabweichung des monetären Gesamter-
gebnisses an. Jeder der drei (durch die horizontalen Linien separierten) Abschnitte der Tabellen
in Abbildung 11.20–11.22 ist in absteigender Reihenfolge nach diesem Durchschnittswert sor-
tiert. Die oberen zwei Tabellenabschnitte enthalten die unter Einsatz von partiell grundierten
kontinuierlichen Aktionsparametern erzielten Ergebnisse, der untere Abschnitt die Resultate
der diskretisierten Kontrollexperimente. Der höchste in den Experimenten beobachtete Medi-
an des monetären Gesamtergebnisses beträgt 1.004 GE und trat in den Experimenten n = 200,
n = 400, n = 1.000 und n = ∞ auf. Er entspricht zugleich dem in der gesamten Evaluation
von dieser Kennzahl maximal erreichten Wert. In den vier diskretisierten Kontrollversuchen
beträgt der höchste Median (resp. das höchste Maximum) des monetären Gesamtergebnisses
hingegen lediglich 852,9 GE (resp. 871,3 GE) und wurde vom Experiment n = 0, d = 6 (resp.
n = 0, d = 7) erreicht.
Es liegt die Vermutung nahe, dass in den diskretisierten Experimenten durch eine weitere Er-
höhung des natürlichzahligen Versuchsparameters d größereGroupMoney-Werte, welche näher
an den in den Experimenten mit n ≥ 200 erwirtschafteten Beträgen liegen, erzielbar sind. Fei-
nere Diskretisierungen des ?speed-Parameters gehen allerdings mit einer erheblichen Steige-
rung der kombinatorischen Komplexität und Suchraumgröße der zur Laufzeit des MAS zu
lösenden Belegungsplanungsprobleme einher und damit in der Regel auch mit einem sig-
nifikanten Wachstum der für die Planung benötigten CPU-Zeit. Die durchschnittliche reale
Rechenzeit (Wall-Clock Time) der einzelnen, jeweils 20 TS langen, Simulationsläufe ist in der
dritten Tabellenspalte in Abbildung 11.20 angegeben. Als Leistungsindikator für die Effizienz
der Planungsprozesse in einem Experiment wird in der letzten Spalte der Quotient aus dem
Mittelwert des monetären Gesamtergebnisses und der durchschnittlichen Wall-Clock-Zeit pro
Simulationslauf gebildet. Je größer dieser Effizienzquotient, desto weniger Rechenzeit musste
pro erwirtschafteter Geldeinheit im Schnitt investiert werden. Die höchste Effizienz in diesem
Sinne wurde durch Verwendung eines festen Optimierungshorizonts von n = 10 sowie durch
Initialisierung von n mit dem Wert nmin = 3 unter dynamischer Inkrementierung bis nmax≈ 60
bewerkstelligt. Die Daten aller drei Experimente, welche einen Effizienzquotienten von über
50 aufweisen,57 sind in den Ergebnistabellen fettgedruckt. Die Tatsache, dass sich ausgerech-
net diese Experimente als am effizientesten erwiesen, ist ein durchaus interessantes Resultat:
55Siehe Helmert (2002).
56Hier: Das Fällen hinreichend guter Entscheidungen mit limitierten Ressourcen in der verfügbaren Zeit; vgl. Simon
(1959).
57Namentlich n = 10 und 3 ≤ n ≤ 60 sowie 3 ≤ n < ∞.
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Berücksichtigt man, dass in den nicht-diskretisierten Experimenten der Suchraum des IntaPS-
Planungsproblems Größen von bis 819.199.999 prinzipiell konstruierbaren58 (nicht notwendi-
gerweise tatsächlich ausführbaren) Grobplänen erreicht und dort in einigen Time Slots bis zu
17.272 potentielle Lösungen von der ersten Planungsstufe identifiziert werden, erscheint ein
erforderlicher Optimierungshorizont zwischen 3 und 61 für eine effiziente Satisficing-Strategie
und zwischen 100 und 1.000 für bestmögliche Ergebnisse vergleichsweise klein. Die Experi-
mente zeigen, dass in der IntaPS-Domäne bereits durch Optimierung nur eines kleinen Bruch-
teils der von der ersten Planungsstufe generierten Grobpläne gute Ergebnisse erzielt werden
können. Der Suchraumgröße der zur Laufzeit des MAS gelösten Planungsprobleme allein ist
das in den Simulationsläufen beobachtete Effizienzpotential des zweistufigen Planungsansat-
zes zunächst nicht anzusehen.
Ebenfalls ist festzustellen, dass, während eine Erhöhung von nmax von 10 auf 20 und höher
die durchschnittliche Gesamtplanungszeit ebenfalls steigert, letztgenannte durch eine Limitie-
rung von n auf Werte unter 10 nicht analog weiter reduziert werden kann. Dies liegt darin
begründet, dass bei einem sehr klein gewählten Optimierungshorizont nicht selten alle von
der Abbildung best_potential_solutionsP aus Definition 9.56 gelieferten Grobpläne eine leere zu-
lässige Menge aufweisen. Erhält die Executor-Komponente der Agenten einen solchen unzu-
lässigen59 Plan zur Ausführung, gehen die daraufhin im nächsten Time Slot vorzunehmenden
Planreparaturen (im direkten Vergleichmit dem unveränderten Reimport eines tatsächlich aus-
führbaren Plans) mit einer z.T. signifikant erhöhten kombinatorischen Komplexität einher, da
für zuvor bereits eingeplante Aktionen geeigneter Ersatz gesucht werden muss. Die durch-
schnittliche Anzahl an Time Slots pro Simulationslauf, in denen ein Ressourcenagent aufgrund
eines zu kleinen Limits nmax wissentlich einen unzulässigen Plan zur Ausführung selektieren
und anschließend reparieren musste, ist in der letzten Tabellenspalte in Abbildung 11.21 auf-
geführt. Alle Fälle, in denen der Agent einen bereits optimistisch eingeplanten Zuschlag auf
ein Fertigungsangebot nicht erhielt und allein aus diesem Grund eine Planreparatur vorneh-
men musste, sind dabei nicht mitgezählt.60 Wie in der Tabelle zu sehen, wächst die Zahl der in
einem Simulationslauf stornierten Aufträge, die Maschinenausfallzeit (vgl. die in der Tabelle
angegebene Maschinenverfügbarkeit in Prozent) und die Anzahl unzulässiger Pläne in relativ
konsistenter Weise um so mehr, je geringer n gewählt wird.
Während die notwendigen Planreparaturen in allen nicht-diskretisierten Experimenten mit
nmax ≤ 10 zu einer Suchraumgröße von bis zu 819.199.999 konstruierbaren Grobplänen pro Pla-
nungsvorgang führten, betrug diese im Kontrollexperiment n = 0, d = 7 sogar 19.987.173.375,
d.h. das ca. 24,4-Fache des bei der Planung mit partiell grundierten kontinuierlichen Aktions-
parametern aufgetretenen Maximalwerts. Wie die Daten in Abbildung 11.20 zeigen, war das
Erwirtschaften eines Geldbetrages von GroupMoney ≈ 850 GE unter Satisficing Planning mit
partiell grundierten ?speed-Parametern und anschließender numerischer Optimierung grob
viermal zeiteffizienter (schneller) als unter klassischer Parameterdiskretisierung in den Kon-
trollversuchen. In der Tat weisen ausnahmslos alle im mittleren Tabellenabschnitt gelisteten
Experimente einen höheren Effizienzquotienten auf als die vier Kontrollexperimente im un-
teren Abschnitt. Dies belegt exemplarisch, dass die auf dem in Kapitel 9 formal beschriebe-
nen KPM basierende partiell grundierte Planung nach dem einfachen Algorithmus 11.1 in der
IntaPS-Domäne tatsächlich von Vorteil und damit praktisch sinnvoll ist.
58Gemäß der im Java-Code implementierten Abschätzung des IntaPS-Planers, auf der dessen GUI-Fortschrittsanzeige
basiert und die vor dem weiteren, detaillierten Pruning des Suchraums gemäß Zeile 15 von Algorithmus 11.4 vor-
genommen wird.
59Das heißt: Einen grundierten Plan, in dem nicht alle Aktionen tatsächlich ausführbar sind.
60Weil die Häufigkeit dieser Fälle, aufgrund der Randomisierung der Auftragszuschläge bei mehreren Angeboten,
nicht unmittelbar von den eingestellten Planungsparametern abhängig ist.
409
6
4
2
0
6
4
2
0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
M
&
R
(T
im
e
Sl
ot
s)
n= 10: Maintenance and Repair Time Spent on Mill-A (#R=250)
8
6
4
2
0
8
6
4
2
0S
ol
d
O
rd
er
s
n= 10: Amount of Orders Sold by Mill-A (#R=250)
6
4
2
0
6
4
2
0
M
&
R
(T
im
e
Sl
ot
s)
n= 10: Maintenance and Repair Time Spent on Mill-A (#R=50)
8
6
4
2
0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
8
6
4
2
0S
ol
d
O
rd
er
s
Elapsed Shop Floor Time (Time Slots)→
n= 10: Amount of Orders Sold by Mill-A (#R=50)
Abbildung 11.23: Instandhaltungs- und Reparaturzeiten sowie Auftragsfertigstellungen bei
der Versuchsvordimensionierung mit n = 10 aus Pantke et al. (2016).
Die realen Laufzeiten61 der in Abbildung 11.20–11.22 aufgeführten Experimente auf dem ver-
wendeten Testsystem62 summieren sich auf insgesamt 73.310,72 Minuten (50,91 Tage). Wäh-
rend der überwiegenden Zeit der Evaluation liefen zwei IntaPS-Planungsvorgänge gemäß Al-
gorithmus 11.1 (jeweils einer pro Ressource) real-parallel zueinander auf jeweils einem eige-
nen CPU-Kern. Die Anzahl der Time Slots pro Simulationslauf (20 TS) und die Anzahl der
Wiederholungen pro Experiment (#R = 50) wurden so gewählt, dass die Evaluation in vertret-
barer Zeit und mit hinreichend statistisch aussagekräftigen Ergebnissen durchgeführt werden
konnte. Die in den Abbildungen 11.6–11.7, 11.9–11.10 sowie 11.13–11.14 gezeigten Szenarioein-
stellungen sorgen dafür, dass in den Experimenten die überwiegende Mehrheit der relevanten
Ereignisse, die Auswirkungen auf das monetäre Gesamtergebnis der Ressourcenagenten ha-
ben, in den ersten 20 TS eines Simulationslaufs auftreten.
In der aus Pantke et al. (2016) übernommenen Abbildung 11.23 sind Box-and-Whisker-Plots
über den zeitlichen Verlauf der Zahl der vertragsgemäß fertiggestellten Aufträge63 in den Si-
mulationsläufen sowie der mit Maschineninstandhaltung und -reparatur verbrachten Time
Slots64 zu sehen. Diese Statistik wurde im Rahmen der ebenda durchgeführten Versuchspla-
nung und Vordimensionierung mit dem Optimierungshorizont n = 10 erhoben. Die unteren
zwei Plots fassen jeweils die Daten der ersten 50 Wiederholungen (#R = 50) zusammen; die
oberen zwei Plots enthalten darüber hinaus die Daten von 200 weiterenWiederholungen (#R =
250). Am Verlauf der Kennzahlenwerte über die Simulationszeit ist zu erkennen,65 dass auf der
Maschine Mill-A etwa jeden fünften bis siebten Time Slot eine Maintain- oder Repair-Aktion
ausgeführt wird und ein Auftrag etwa jeden zweiten bis dritten Slot unter Einhaltung aller
Fristen und Qualitätsanforderungen fertiggestellt und ausgeliefert wird. Eine Verlängerung
61Das heißt: DieWall-Clock-Zeiten der Simulationsläufe ohne etwaige dazwischenliegende Leerlaufzeiten.
62IntaPS Version 4 auf einem AMD-FX-8350-Prozessor und einer 64-Bit-OpenJDK-JVM unter Linux mit einer maxi-
malen JVM-Heap-Größe von 4 GB.
63Zusammengesetzte Kennzahl SoldOrders der Ressourcenagenten; vgl. den Konfigurationscode in Abbildung 11.38.
64Basiskennzahl HistoryMaintenanceSlots der Ressourcenagenten; vgl. die GUI-Anzeige in Abbildung 11.32.
65Siehe insbesondere die Sprünge des Median im Laufe der Zeit.
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Abbildung 11.24: Instandhaltungs- und Reparaturzeiten sowie Auftragsfertigstellungen bei
der Versuchsvordimensionierung mit n = ∞ aus Pantke et al. (2016).
der Simulationsläufe um weitere TS würde imWesentlichen nur zu einer Wiederholung dieser
Ereignismuster führen, dabei aber lediglich in einem sehr begrenzten Maße zusätzliche Er-
kenntnisse über die Leistungseigenschaften des KPM-basierten Planers liefern. Ebenfalls wird
in Abbildung 11.23 deutlich, dass sich die Quartile der in jedem Time Slot erhobenen Kenn-
zahlenwerte nur marginal durch eine Verfünffachung der Stichprobengröße von #R = 50 auf
#R = 250 verändern. Tatsächlich werden die Quartilwerte und der Interquartilabstand stärker
von derWahl des Optimierungshorizonts n beeinflusst als von derWiederholungszahl #R. Dies
wird durch einen Vergleich von Abbildung 11.23 mit der in Abbildung 11.24 dargestellten Sta-
tistik für n = ∞ ersichtlich, wo deutlich mehr Boxen aufgrund eines Interquartilabstands von 0
zu einfachen Strichen (mit wenigen Ausreißern) zusammenfallen und sich auch die Median-
werte gegen Ende der Simulation von jenen in der erstgenannten Abbildung unterscheiden.
In Abbildung 11.20 ist zu sehen, dass im dortigen mittleren Tabellenteil das durchschnittliche
monetäre Gesamtergebnis in auffällig konsistenter Weise mit dem Optimierungshorizont ska-
liert. Gleiches gilt für die Anzahl der Diskretisierungsschritte der Kontrollversuche im unteren
Tabellenabschnitt. Je größer derWert von n resp. d dort wird, desto mehr GE erwirtschaften die
zwei Ressourcen im Schnitt. Wird allerdings der Optimierungshorizont auf 200 und höher an-
gehoben, dann ist diese Korrelation nicht weiter gegeben. Dies ist im oberen Tabellenabschnitt
sichtbar, wo das Experiment n = 200 noch vor dem Experiment n = ∞, in dem alle potentiellen
Lösungen optimiert wurden, monetär am besten abschneidet. Gilt n ≥ 200, dann hat es offen-
bar eine größere Auswirkung auf den in einem Simulationslauf erzielten Profit, wie vorteilhaft
die randomisierten CFP-Sequenzen hinsichtlich des aktuellen Zustands der Ressource ausfal-
len und wie viel Erfolg ein Agent bei der ebenso zufallsbasierten Zuschlagserteilung im Rah-
men des Contract-Net-Protokolls hat.66 Eine »unglückliche« Abfolge externer, von einem Res-
sourcenagenten nicht direkt beeinflussbarer Ereignisse sind von dessen Planungskomponente
in den durchgeführten Versuchen augenscheinlich nur bis zu einem bestimmten Grad kom-
pensierbar. Dass eine weitere Steigerung des Profits mit höherenWerten für n nicht möglich ist,
mag auch darin begründet liegen, dass Werte über 200 mit einer sehr geringenWahrscheinlich-
keit einhergehen, dass der tatsächlich beste Grobplan außerhalb des Optimierungshorizonts
liegt und damit nicht von der Abbildung best_potential_solutionsP zurückgeliefert wird. Wie an
den in der letzten Tabellenspalte in Abbildung 11.21 angegebenen Werten zu sehen ist, be-
trägt bereits in allen durchgeführten Experimenten mit n ≥ 100 die Wahrscheinlichkeit, dass
die von best_potential_solutionsP gelieferte Liste nur Grobpläne mit leerer zulässiger Menge ent-
66Beziehungsweise, ob beide Ressourcenagenten überhaupt ein Angebot auf dieselben Aufträge abgeben. Dies ist u.a.
von den Feinplänen abhängig, die der Differential-Evolution-Optimierer (welcher ebenfalls auf einen Zufallsgene-
rator zurückgreift) liefert.
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hält, unter 1 : 1.000 pro Time Slot und Maschine. Dies legt die Vermutung nahe, dass die ge-
wählte Stichprobengröße von #R = 50 für die im oberen Tabellenteil gelisteten Experimente
schlicht zu klein ist, um verlässliche statistische Aussagen über die mit den dortigen Opti-
mierungshorizontwerten erzielbare mittlere Planqualität zu treffen. Weil eine Skalierung der
Wiederholungszahl #R um nur eine Größenordnung zu einer zusätzlich erforderlichen Wall-
Clock-Rechenzeit von ca. 300 Tagen für die vier genannten Experimente geführt hätte, sah der
Autor von einer experimentellen Verifikation dieser These im Rahmen der in diesem Kapitel
vorgenommenen Evaluation allerdings ab. Eine Klärung dieser Fragestellung bietet sich damit
für weiterführende Untersuchungen an.
Die in der vierten Tabellenspalte in Abbildung 11.22 angegebenen durchschnittlichen ?speed-
Werte der in den Experimenten ausgeführten Produktionsaktionen für PrecisionGears-Aufträge
liegen alle innerhalb des in Abbildung 11.14 mit »Opt.« markierten optimalen67 Bereichs
[ 1
9 ,
1
5
]
.
In der dritten Spalte angegebene mittlere Geschwindigkeitswerte unter 0,75 für EnginePart
kommen durch Situationen zustande, in denen analog zu Abbildung 11.15 (e)–(f) die optimale
Produktionsgeschwindigkeit für diesen Auftragstyp – z.B. aufgrund eines geringen Wartungs-
zustands der Maschine – von 34 auf
7
20 ,
5
28 oder
1
12 fällt. Die Tabelle zeigt ebenfalls auf, dass
in Experimenten mit kleinen Werten für nmax von beiden Ressourcen hauptsächlich Aufträge
des Typs EnginePart angenommen werden, und sich diese Bevorzugung bei sukzessivem An-
heben von nmax graduell in Richtung der längerfristig profitableren68 PrecisionGears-Aufträge
verschiebt: Die durchschnittliche Anzahl der in einem Simulationslauf von einer Maschine ge-
fertigten Aufträge des Typs PrecisionGears steht in sichtbarer Korrelation zum mittleren mone-
tären Gesamtergebnis des jeweiligen Experiments. Grund für diese Verschiebung ist, dass die
von der Abbildung qualityPI aus Definition 9.46 berechnete Intervall-Planqualität für einige po-
tentielle Lösungen, in denen EnginePart-Aufträge gefertigt werden, etwas zu weit ausfällt, weil
die komplexen Zusammenhänge zwischen den im jeweiligen Plan existierenden Constraints
bezüglich Lieferfrist und Maschinenwartungszustand, welche die tatsächlich mögliche reelle
Planqualität weiter nach oben beschränken, von einfacher Intervallarithmetik nicht berück-
sichtigt werden.69 Da in den durchgeführten Experimenten die Profitmaximierung der Res-
sourcenagenten das einzige operationalisierte Kennzahlenziel ist und dort keine weiteren Ziele
zur Durchsetzung von Fairness in der Auftragsannahme o.ä. definiert sind, stellt die Fertigung
von ausschließlich PrecisionGears-Aufträgen die erwartete optimale Verhaltensweise der Agen-
ten dar.
Die Ergebnisse der vier Kontrollexperimente lassen erkennen, dass die beiden Diskretisie-
rungen d = 4 und d = 5 augenscheinlich zu grob für eine profitable Fertigung von Precision-
Gears sind: Anders als die aus der Diskretisierungsvorschrift (11.1) resultierenden Mengen D6
und D7 enthalten die Mengen D4 und D5 keinen diskreten ?speed-Wert, der innerhalb des in
Abbildung 11.14 markierten optimalen Bereichs liegt. In der Konsequenz wird in den Versu-
chen n = 0, d = 4 und n = 0, d = 5 kein einziger Auftrag dieses Typs gefertigt. Mit den dort
möglichen vier resp. fünf Geschwindigkeitswerten ist die Fertigung von EnginePart-Aufträgen
schlicht lukrativer. Dies zeigt deutlich, dass die Ressourcenagenten in diesen zwei Experimen-
ten aufgrund fehlender Flexibilität bei der Wahl der operativen Maschinenparameter nicht in
der Lage sind, das volle Optimierungspotential ihrer lokalen Belegungspläne auszuschöpfen.
Im Allgemeinen kann nicht angenommen werden, dass bei der PDDL-basierten Aktionspla-
nung immer eine perfekte Vorabdiskretisierung aller numerischen Aktionsparameter schon
während der (klassischen) Grundierungs- undNormalisierungsphasemöglich ist. Die Lage der
67Siehe Seite 388 dazu, unter welchen Bedingungen (hinsichtlich des Ressourcenzustands) dieses Optimum gegeben
ist.
68Siehe Seite 388.
69Vergleiche die in Abschnitt 11.1.4 besprochenen Problemfälle.
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Optimierungshorizont (n = c)→
Planungsperformanz in den Experimentreihen »PP« und »MECH«
PP:Monetäres Gesamtergebnis (Durchschnitt in GE)
PP: Zeit pro Simulationslauf (Durchschnitt in min)
MECH:Monetäres Gesamtergebnis (Durchschnitt in GE)
MECH: Zeit pro Simulationslauf (Durchschnitt in min)
Abbildung 11.25: Vergleich der mittleren Planqualität und Laufzeit in der Experimentreihe
»PP« der vorliegenden Arbeit mit den Resultaten der Experimentreihe
»MECH« aus Pantke et al. (2016).
diesbezüglichen Optima kann in Abhängigkeit von den vielen möglichen Kombinationen von
internen Agentenzuständen und externen Umgebungszuständen variieren und damit stark ab-
hängig vom jeweils vorliegenden Weltzustand sein. Die Menge aller möglichen Optima muss
daher nicht notwendigerweise endlich sein, sondern kann insbesondere auch überabzählbar
ausfallen. Vor allem Anwendungsszenarien, bei denen letzteres der Fall ist, erfordern inhärent
eine in den Planungsprozess der Agenten integrierte planspezifische Aktionsparameteropti-
mierung mit den in Abschnitt 4.3 vorgestellten Mitteln.
Die bereits anhand der Zahlen in Abbildung 11.20 erkennbare Korrelation zwischen demWert
des Optimierungshorizonts und dem mittleren monetären Gesamtergebnis sowie der durch-
schnittlichen Rechenzeit pro Simulationslauf ist in Abbildung 11.25 noch einmal grafisch für
die Versuche mit fixem Horizont n = c ≤ 1.000, d.h. mit nmin = n= nmax, dargestellt. Einge-
zeichnet sind sowohl die im Mechatronics-Journal (Pantke et al. 2016) und auf der SysInt-Kon-
ferenz (Pantke et al. 2014a) vorgestellten Ergebnisse (erzielt mit einer älteren Softwareversion
und im Folgenden als Experimentreihe »MECH« ausgewiesen) als auch die in Abbildung 11.20
aufgeführten Resultate der im Rahmen dieser Arbeit mit verbesserter Codebasis, identischer
Szenariokonfiguration und anderen Random Seeds wiederholten experimentellen Erhebung
der Planungsperformanz (im Folgenden als Experimentreihe »PP« bezeichnet). Während die
Linienplots des monetären Gesamtergebnisses von »PP« und »MECH« aufgrund sehr ähn-
licher Datenpunkte so dicht beieinanderliegen, dass sie in der Grafik kaum voneinander zu
unterscheiden sind, fallen die Simulationszeiten von allen Experimenten mit c ≥ 30 in der Ex-
perimentreihe »PP« im Schnitt etwas kürzer aus als in »MECH«. Dies ist auf einige in der
neueren Fassung der Java-Kennzahlenbibliothek vorgenommene Code-Optimierungen (u.a. in
der Differential-Evolution-Implementierung) zurückzuführen. Eine detailliertere Statistik über
die zeitliche Entwicklung der Kennzahlenwerte von GroupMoney während der Simulations-
läufe ist in Abbildung 11.26 für einige ausgewählte Experimente der Reihe »PP« in Form von
Box-and-Whisker-Plots visualisiert.
Ein direkter Vergleich der absteigend nachmittleremmonetären Gesamtergebnis sortierten Ab-
bildung 11.20 mit der ebenfalls nach diesem Kriterium sortierten Tabelle 3 in Pantke et al.
(2016, S. 56) zeigt, dass die Experimentreihe »PP« die in »MECH« vorliegende Reihenfolge
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Abbildung 11.26: Zeitlicher Verlauf der vom IntaPS-Gruppenagenten erhobenen Kennzahl
GroupMoney in einigen ausgewählten Experimenten der Reihe »PP« (Statis-
tik über jeweils 50 Simulationsläufe).
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Abbildung 11.27: Statistisch nicht signifikante Unterschiede (p> 0,05) im monetären Gesamt-
ergebnis zwischen ausgewählten Experimenten der Reihe »PP«.
aller in den unteren zwei Tabellenabschnitten enthaltenen Versuche exakt reproduzieren konn-
te. Lediglich innerhalb des oberen Tabellenabschnitts mit den Experimenten n = 200, n = 400,
n = 1.000 und n = ∞, für welche eine Erhöhung des Optimierungshorizonts über 200 nicht
mit einer weiteren Steigerung der durchschnittlichen Planqualität einherging, differieren beide
Versuchsreihen in ihrer sortierten Experimentreihenfolge. Tatsächlich unterscheiden sich diese
vier Experimente in ihren monetären Gesamtergebnismengen weder innerhalb von »PP« und
»MECH« noch zwischen beiden Versuchsreihen statistisch signifikant voneinander.70 Als Bei-
spiele hierfür seien das in der oberen Hälfte von Abbildung 11.27 gezeigte Resultat der statis-
tischen Tests zwischen den (in Abbildung 11.20 adjazenten) Experimenten n = 200 und n = ∞
der Reihe »PP« sowie die Testergebnisse aus dem Vergleich des Experiments n = 200 zwischen
den Reihen »PP« und »MECH« im obersten Teil von Abbildung 11.30 angeführt. Auch die Tests
zwischen den zwei diskretisierten Kontrollexperimenten n = 0, d = 7 und n = 0, d = 6 liefern
einen p-Wert von weit über 0,05 (siehe den unteren Teil von Abbildung 11.27).
Während sich nicht alle in Abbildung 11.20 direkt benachbarten Experimente in ihren mone-
tären Gesamtergebnissen statistisch signifikant voneinander unterscheiden, ist dies z.B. für die
adjazenten Experimente n = 100 und n = 60 sowie 3 ≤ n ≤ 20 und 3 ≤ n ≤ 10 durchaus der
Fall, wie in Abbildung 11.28 zu sehen ist. Zwischen anderen Experimenten wiederum sind die
statistischen Tests nicht eindeutig: So weichen die vom Wilcoxon-Rangsummentest und dem
Welch-t-Test gelieferten p-Werte in den von Abbildung 11.29 gezeigten zwei Beispielen stark
voneinander ab.
70Das heißt: Die Wahrscheinlichkeit, dass die vier (nicht vollständig bekannten) Grundgesamtheiten aller unter der
gegebenen IntaPS-Szenariokonfiguration möglichen 20 TS langen Simulationsläufe mit n = 200, n = 400, n = 1.000
resp. n = ∞ paarweise tatsächlich das gleiche mittlere monetäre Gesamtergebnis aufweisen beträgt laut Welch-t-
Test (deutlich) mehr als 5%.
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Abbildung 11.28: Statistisch signifikante Unterschiede (p< 0,05) im monetären Gesamtergeb-
nis zwischen ausgewählten Experimenten der Reihe »PP«.
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Abbildung 11.29: Nicht eindeutig statistisch signifikante Unterschiede im monetären Gesamt-
ergebnis zwischen ausgewählten Experimenten der Reihe »PP«.
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Abbildung 11.30: Statistische Tests des monetären Gesamtergebnisses in ausgewählten Expe-
rimenten zwischen den Reihen »PP« und »MECH«.
Die vorgenommenen paarweisen statistischen Tests zwischen den Experimenten ergaben, dass
sich die monetären Gesamtergebnisse von 19 der 22 Experimente – wie es idealerweise der Fall
sein sollte – nicht signifikant zwischen der Versuchsreihe »MECH« und ihrer Wiederholung
»PP« unterscheiden. Bei zwei Experimenten (3 ≤ n ≤ 5 sowie n = 1.000) ist die Signifikanz wie
in Abbildung 11.29 nicht eindeutig, und bei einem Experiment (3 ≤ n ≤ 10) mit 0,01< p< 0,05
gegeben. Der letztgenannte Vergleich ist im untersten Teil von Abbildung 11.30 aufgeführt.71
71Ein solcher statistisch signifikanter Unterschied zwischen einem Experiment und seiner Wiederholung mit anderen
Random Seeds aber ansonsten identischen Einstellungen ist ein Hinweis darauf, dass die Stichprobengröße #R = 50
zu klein für eine verlässliche Erhebung des unter den gegebenen Versuchsparametern zu erwartenden mittleren
monetären Gesamtergebnisses ist. Da die durchgeführten Simulationsläufe auf dem Testsystem eine Rechenzeit
von insgesamt über 50 Tagen benötigten, musste bei der Evaluation, wie in Fußnote 51 auf Seite 402 angemerkt,
aus praktischen Gründen von einer Erhöhung von #R abgesehen werden. Die Ergebnisse der Experimentreihe
»PP« zeigen allerdings, dass die wesentlichen in Pantke et al. (2016) gemachten Beobachtungen bereits mit #R = 50
hinreichend genau reproduzierbar sind.
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Abbildung 11.31:Mit IntaPS Version 4 ausgeliefertes Hilfsprogramm »TestPDDL« zum Funkti-
onstest und Debugging von PDDL-Code.
IntaPS erzeugt für jedes Experiment detaillierte Versuchsprotokolle, die jeweils in einem eige-
nen Ordner zusammengefasst werden, welcher u.a. alle Konfigurationsdateien des Versuchs
sowie alle PDDL-, XML- und Logdateien der Planungsprozesse pro Simulationslauf, Time Slot
und Maschine enthält. Die PDDL-Dateien in den Unterverzeichnissen »run-i/planning-log«
mit i ∈ N können mit dem in der vorkompilierten Binärdistribution von IntaPS Version 4 mit-
gelieferten Hilfsprogramm »TestPDDL« eingelesen werden, um auf ihre korrekte Funktionsfä-
higkeit überprüft zu werden. Das Programm führt ein Parsing sowie eine semantische Fehler-
analyse, partielle Grundierung und Neuplanung durch. Mit ihm sind alle von den Ressour-
cenagenten gefundenen Pläne bis hin zur letzten Nachkommastelle jedes numerischen Akti-
onsparameters vollständig reproduzierbar. Abbildung 11.31 zeigt ein Bildschirmfoto der grafi-
schen Bedienoberfläche von »TestPDDL«. Das ebenfalls im Lieferumfang von IntaPS enthaltene
Hilfsprogramm »TestKF« erlaubt analog einen Funktionstest und ein Debugging von XML-
Kennzahlenkonfigurationsdateien. Zur Laufzeit von IntaPS werden Informationen über den
aktuellen Zustand der KBM der Agenten mit den von der Kennzahlenbibliothek zur Verfü-
gung gestellten GUI-Komponenten angezeigt.72 Ein Screenshot davon ist in Abbildung 11.32
zu sehen.
72Sofern der in Abbildung 11.2 konfigurierte Automatic Simulation Mode nicht aktiviert ist.
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Abbildung 11.32: Anzeige der Kennzahleninformationen in der GUI der Ressourcenagenten
und des Gruppenagenten während der laufenden Simulation.
11.4 Fazit
Mit der in diesem Kapitel besprochenen experimentellen Evaluation wurde die tatsächliche
Funktionsfähigkeit des in Kapitel 9 formal entwickelten KPM im Sinne eines Proof of Concept
nachgewiesen, indem dieses in das IntaPS-MAS integriert und dort zur kennzahlenbasierten
Steuerung der Ressourcenagenten eingesetzt wurde. Zu diesem Zweck wurde das in jedem Ti-
me Slot der Simulation anfallende lokale Belegungsplanungsproblem derWerkzeugmaschinen
in einer – ebenfalls durch die vorliegende Arbeit eingeführten – kennzahlenorientierten Erwei-
terung von PDDL 2.1 modelliert, welche u.a. Read-Only-Fluents mit automatischer Kennzah-
lenaggregation über dynamische Objektgruppen sowie kontinuierliche numerische Aktions-
parameter unterstützt.
Die Grundstruktur des dem KPM zugrunde liegenden KBM, einschließlich der in diesemmög-
lichen automatischen Kennzahlenaggregation und verteilten Sollwertgenerierung nach den in
Kapitel 6 beschriebenen Koordinationsansätzen (i)–(iv), wurde bereits in der Diplomarbeit des
Autors (Pantke 2008) entwickelt und ebenda sowie in mehreren Konferenzbeiträgen (Pantke
2011; Pantke und Herzog 2014; Pantke et al. 2014b) im Detail evaluiert. Dieses Kapitel widme-
te sich daher der ausführlichen Evaluation der kennzahlenbasierten Aktionsplanung, welche
den thematischen Kern und zentralen Beitrag der vorliegenden Arbeit ausmacht und in Pantke
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(2008) noch unberücksichtigt blieb. Im Fokus stand dabei die Untersuchung, inwiefern die Pla-
nungsperformanz des auf dem KPM arbeitenden domänenabhängigen IntaPS-Planers von der
Anzahl der von diesem zur mathematischen Optimierung selektierten Grobpläne abhängt. Die
dazu vorgenommenen Versuche der Experimentreihe »PP« stellen eine Wiederholung der in
Pantke et al. (2014a, 2016) durchgeführten Simulationsläufe der Experimentreihe »MECH« mit
anderen Random Seeds sowie der zum Zeitpunkt der Drucklegung dieser Arbeit aktuellen
Codebasis der Kennzahlenprogrammierbibliothek und von IntaPS Version 4 dar.
Die Evaluationsergebnisse zusammenfassend lässt sich feststellen, dass das vorgestellte zwei-
stufige Planungsverfahren mit partiell grundierten kontinuierlichen numerischen Aktionspa-
rametern auf Basis des in dieser Arbeit entwickelten KPM in den durchgeführten Experimenten
erheblich zeiteffizienter abschneidet als klassisches PDDL-2.1-basiertes Planen mit vollständig
grundierten Aktionen. Der Ansatz scheint damit eine hochflexible Aktionsplanung zu ermög-
lichen, bei der die Agenten eines MAS ihre operativen Aktionsparameter während des Pla-
nungsvorgangs individuell an die sich jeweils zur Laufzeit ergebenden Situationen feinanpas-
sen. Die gemachten Beobachtungen belegen zudem exemplarisch anhand der IntaPS-Domäne,
dass der in Abschnitt 9.11.5 eingeführte Optimierungshorizont n ∈ N ∪ {∞} ein geeignetes
und in der Praxis wirksames Instrument zur graduellen Kompromissbildung zwischen der
Minimierung der in die Planung investierten Rechenzeit und der Maximierung der dabei er-
zielten Planqualität darstellt. In den Experimenten wurden trotz Suchraumgrößen von bis zu
819.199.999 konstruierbaren Plänen die zeiteffizienten Resultate mit auffällig kleinen Horizont-
werten n ≤ 61 erreicht. Ein Vergleich der Daten der neuen Experimentreihe »PP«mit denen der
Experimentreihe »MECH« aus Pantke et al. (2016) weist zudem darauf hin, dass die prinzipi-
elle Reproduzierbarkeit der zentralen Beobachtungen in der IntaPS-Domäne auch mit anders
randomisierten Stichprobenmengen gegeben ist.
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PDDL-Domänenbeschreibung »Evaluation/intaps.pddl« (Teil 1/4):
(define (domain IntaPS)
(:requirements
::::::::::::
:keyfigures :durative-actions :conditional-effects :quantified-preconditions
:equality)
(:types resource local-order peer peer-order group-manager
:
-
::::::
agent
sched-order - local-order
finalization - object)
(
::::::::::
:templates
(resource (
::::::
groups ORDERS CANCELLED_ORDERS SOLD_ORDERS CURRENT - local-order)
(
::::
init da-intaps) (
::::::
config
::::::::::::::::::::::::::::::::::::::
"Evaluation/keyfigures-resource.xml"))
(local-order (
::::
init op-intaps) (
::::::
config
:::::::::::::::::::::::::::::::::::
"Evaluation/keyfigures-order.xml"))
(peer (
::::::
groups ORDERS CANCELLED_ORDERS SOLD_ORDERS CURRENT - peer-order)
(
::::
init da-intaps))
(peer-order (
::::
init op-intaps))
(group-manager (
::::::
groups RESOURCES - (either resource peer))))
(:constants sell cancel - finalization)
(:predicates (RushOrder ?o - local-order) (Handled ?o - local-order))
(:functions (RepairCounter ?r - resource) (Active ?o - local-order))
(:durative-action Accept
:parameters (?r - resource ?o - sched-order)
:duration (= ?duration 0)
:condition (at start (and (not (or (Handled ?o) (
::::::
member
:::
?r
:::::::
ORDERS
:::
?o)
(
::::::
member
:::
?r
:::::::::::::
SOLD_ORDERS
:::
?o)
(
::::::
member
:::
?r
::::::::::::::::::
CANCELLED_ORDERS
:::
?o)))
(<= (+ (Stock ?r) (Workpieces ?o)) (cMaxStock ?r))
(< (TotalOrders ?r) (cMaxOrders ?r)) (= (PlannedTime ?r) 0)))
:effect (at end (and (
::::
link
:::
?r
:::
?o) (
::::::
member
::::
?r
:::::::
ORDERS
:::
?o) (assign (Active ?o) 1)
(assign (QualityAccumulator ?o) 0)
(assign (ElapsedThroughputTime ?o) 0)
(when (RushOrder ?o)
(and (increase (RushOrders ?r) 1)
(increase (NewRushOrders ?r) 1)))
(when (not (RushOrder ?o))
(and (increase (CustomOrders ?r) 1)
(increase (NewCustomOrders ?r) 1)))))
)
Abbildung 11.33: PDDL-Beschreibung der IntaPS-Planungsdomäne.
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PDDL-Domänenbeschreibung »Evaluation/intaps.pddl« (Teil 2/4):
(:durative-action Reject
:parameters (?r - resource ?o - sched-order)
:duration (= ?duration 0)
:condition (at start (and (not (or (Handled ?o) (
::::::
member
:::
?r
:::::::
ORDERS
:::
?o)
(
::::::
member
:::
?r
:::::::::::::
SOLD_ORDERS
:::
?o)
(
::::::
member
:::
?r
::::::::::::::::::
CANCELLED_ORDERS
:::
?o)))
(= (PlannedTime ?r) 0)))
:effect (at end (and (not (
::::
link
:::
?r
:::
?o)) (Handled ?o)))
)
(:durative-action Cancel
:parameters (?r - resource ?o - sched-order)
:duration (= ?duration 0)
:condition (at start (and (
::::
link
:::
?r
:::
?o) (
:::::::
member
:::
?r
:::::::
ORDERS
:::
?o)
(not (or (Handled ?o) (
::::::
member
:::
?r
::::::::::::
SOLD_ORDERS
:::
?o)
(
::::::
member
:::
?r
::::::::::::::::::
CANCELLED_ORDERS
:::
?o)))))
:effect (at end (and (
::::::
member
:::
?r
::::::::::::::::::
CANCELLED_ORDERS
:::
?o) (not (
::::::
member
:::
?r
:::::::::
CURRENT
:::
?o))
(decrease (Money ?r) (MaxPenalty ?o))
(when (= (PlannedTime ?r) 0)
(and (not (
:::::::
member
:::
?r
:::::::
ORDERS
:::
?o))
(when (RushOrder ?o)
(decrease (RushOrders ?r) 1))
(when (not (RushOrder ?o))
(decrease (CustomOrders ?r) 1))))
(Handled ?o)))
)
Abbildung 11.34: PDDL-Beschreibung der IntaPS-Planungsdomäne (Fortsetzung).
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PDDL-Domänenbeschreibung »Evaluation/intaps.pddl« (Teil 3/4):
(:durative-action Repair
:parameters (?r - resource)
:duration (= ?duration (RepairCounter ?r))
:condition (at start (<= (MaintenanceLevel ?r) 0))
:effect (at end (and (assign (MaintenanceLevel ?r) (cInitialMaintenanceLevel ?r))
(assign (RepairCounter ?r) (cRepairTime ?r))
(increase (PlannedMaintenanceSlots ?r) ?duration)
(increase (HistoryMaintenanceSlots ?r) ?duration)
(increase (HistoryFailureSlots ?r) ?duration)
(decrease (Money ?r) (* (+ (CostsPerSlot ?r) (cRepairCosts ?r))
?duration))
(forall (?o - sched-order)
(and (increase (ElapsedThroughputTime ?o)
(* (Active ?o) ?duration))
(decrease (RemainingTimeToDeadline ?o)
(* (Active ?o) ?duration))))))
)
(:durative-action Maintain
:parameters (?r - resource)
:duration (= ?duration 1)
:condition (at start (and (<= (+ (MaintenanceLevel ?r)
(* (cMaintenanceEffect ?r) ?duration))
(cInitialMaintenanceLevel ?r)) (> (MaintenanceLevel ?r) 0)
(not (exists (?o - sched-order) (
::::::
member
:::
?r
::::::::
CURRENT
::::
?o)))))
:effect (at end (and (increase (MaintenanceLevel ?r)
(* (cMaintenanceEffect ?r) ?duration))
(increase (PlannedMaintenanceSlots ?r) ?duration)
(increase (HistoryMaintenanceSlots ?r) ?duration)
(decrease (Money ?r)
(* (+ (CostsPerSlot ?r) (cMaintenanceCosts ?r))
?duration))
(forall (?o - sched-order)
(and (increase (ElapsedThroughputTime ?o)
(* (Active ?o) ?duration))
(decrease (RemainingTimeToDeadline ?o)
(* (Active ?o) ?duration))))))
)
(:durative-action Idle
:parameters (?r - resource
:::::::
?length
::
-
:::::::
number)
:duration (= ?duration (
::::
ceil
::::::::
?length))
:condition (at start (and (>
:::::::
?length 0) (<=
::::::::
?length 10)
(not (exists (?o - sched-order) (
::::::
member
:::
?r
::::::::
CURRENT
::::
?o)))))
:effect (at end (and (increase (PlannedIdlingSlots ?r) ?duration)
(increase (HistoryIdlingSlots ?r) ?duration)
(decrease (Money ?r) (* (CostsPerSlot ?r) ?duration))
(when (<= (MaintenanceLevel ?r) 0)
(increase (HistoryFailureSlots ?r) ?duration))
(forall (?o - sched-order)
(and (increase (ElapsedThroughputTime ?o)
(* (Active ?o) ?duration))
(decrease (RemainingTimeToDeadline ?o)
(* (Active ?o) ?duration))))))
)
Abbildung 11.35: PDDL-Beschreibung der IntaPS-Planungsdomäne (Fortsetzung).
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PDDL-Domänenbeschreibung »Evaluation/intaps.pddl« (Teil 4/4):
(:durative-action Produce
:parameters (?r - resource ?o - sched-order
:::::::
?speed
::
-
:::::::
number ?f - finalization)
:duration (= ?duration (
::::
ceil
(+ (RemainingSetupContent ?o)
(/ (* (RemainingWorkpiecesContent ?o) (cWorkVolumePerPiece ?o))
(+ (cMinProduceCapacity ?o) (*
::::::
?speed (ProduceCapacityDiff ?o))))))
:condition (and (at start (and (<=
::::::
?speed 1) (>=
::::::
?speed 0) (> (RemainingWork ?o) 0)
(< (cMinProduceCapacity ?o) (cMaxProduceCapacity ?o))
(<= (+ (Stock ?r) (Workpieces ?o)) (cMaxStock ?r))
(forall (?c - sched-order)
(or (= ?c ?o) (and (not (= ?c ?o))
(not (
::::::
member
:::
?r
:::::::::
CURRENT
:::
?c)))))
(
::::
link
:::
?r
:::
?o) (
:::::::
member
:::
?r
:::::::
ORDERS
:::
?o)
(not (or (
:::::::
member
:::
?r
::::::::::::
SOLD_ORDERS
:::
?o)
(
:::::::
member
:::
?r
:::::::::::::::::
CANCELLED_ORDERS
:::
?o)))))
(at end (and (> (MaintenanceLevel ?r) 0)
(or (and (= ?f sell)
(>= (QualityAccumulator ?o) (cRequiredQuality ?o))
(>= (RemainingTimeToDeadline ?o) 0)
(<=
:::::::
?speed (QualitySpeedLimit ?o)))
(= ?f cancel)))))
:effect (and (at start (and (
::::::
member
:::
?r
:::::::::
CURRENT
:::
?o)
(increase (QualityAccumulator ?o)
(/ (* (cQualityFactor ?r)
(RemainingWorkpiecesContent ?o)
(+ (cSlowProduceQuality ?o)
(*
::::::
?speed (ProduceQualityDiff ?o))))
(WorkpiecesContent ?o)))
(decrease (MaintenanceLevel ?r)
(/ (* (cWearoutFactor ?r)
(RemainingWorkpiecesContent ?o)
(+ (cSlowProduceWearout ?o)
(*
::::::
?speed (ProduceWearoutDiff ?o))))
(WorkpiecesContent ?o)))
(decrease (Money ?r)
(/ (* (cProductionCostFactor ?r)
(RemainingWorkpiecesContent ?o)
(+ (cSlowProduceCosts ?o)
(*
::::::
?speed (ProduceCostDiff ?o))))
(WorkpiecesContent ?o)))
(forall (?o - sched-order)
(and (increase (ElapsedThroughputTime ?o)
(* (Active ?o) ?duration))
(decrease (RemainingTimeToDeadline ?o)
(* (Active ?o) ?duration))))))
(at end (and (not (
::::::
member
:::
?r
:::::::::
CURRENT
:::
?o))
(assign (RemainingLotCount ?o) 0)
(assign (RemainingSetupTime ?o) 0)
(assign (RemainingLotSize ?o) 0)
(assign (RemainingTimeForPiece ?o) 0)
(increase (PlannedProductionSlots ?r) ?duration)
(increase (HistoryProductionSlots ?r) ?duration)
(decrease (Money ?r) (* (CostsPerSlot ?r) ?duration))
(when (= ?f sell)
(and (
:::::::
member
:::
?r
::::::::::::
SOLD_ORDERS
:::
?o)
(increase (Money ?r) (Revenue ?o))))
(when (not (= ?f sell))
(and (
:::::::
member
:::
?r
:::::::::::::::::
CANCELLED_ORDERS
:::
?o)
(decrease (Money ?r) (MaxPenalty ?o))))
(Handled ?o))))
))
Abbildung 11.36: PDDL-Beschreibung der IntaPS-Planungsdomäne (Fortsetzung).
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XML-Kennzahlenkonfiguration »Evaluation/keyfigures-resource.xml« (Teil 1/2):
<!-- Key figure configuration for the resource agents (general case) -->
<KeyFigureCollection>
<KeyFigure name="CostsPerSlot" description="The current fixed and stock costs per time
slot (without any action being performed)"
definition="cFixedCosts + Stock*cStockCosts" unit="EUR" />
<KeyFigure name="AvgCuttingVolume"
description="The average cutting volume of all current and past orders"
definition="avg(CuttingVolume[$ORDERS], CuttingVolume[$SOLD_ORDERS],
CuttingVolume[$CANCELLED_ORDERS])"
unit="ccm" default_span="2500" />
<KeyFigure name="StdCuttingVolume" description="The standard deviation of the cutting
volume of all current and past orders"
definition="std(CuttingVolume[$ORDERS], CuttingVolume[$SOLD_ORDERS],
CuttingVolume[$CANCELLED_ORDERS])"
unit="ccm" default_span="1000" />
<!-- Using an interval-arithmetic friedly formula for machine utilization
(prevents interval widening): -->
<KeyFigure name="Utilization"
description="The machine utilization over all passed time slots"
definition="100/(1+(HistoryMaintenanceSlots+HistoryIdlingSlots)
/HistoryProductionSlots)"
unit="Percent" default_span="100"/>
<KeyFigure name="Availability"
description="The machine availability over all passed time slots"
definition="100-100*HistoryFailureSlots/PassedTime" unit="Percent"
default_span="100"/>
<KeyFigure name="PassedTime"
description="The number of passed time slots"
definition="HistoryProductionSlots+HistoryMaintenanceSlots+HistoryIdlingSlots"
unit="Time Slots" default_span="100"/>
<KeyFigure name="PlannedTime" description="The total duration of all planned actions"
definition="PlannedProductionSlots+PlannedMaintenanceSlots+PlannedIdlingSlots"
unit="Time Slots" default_span="100"/>
<KeyFigure name="TotalWorkContent"
description="The total work content of all queued orders"
definition="sum(WorkContent[$ORDERS])" unit="Time Slots" default_span="100"/>
<KeyFigure name="TotalOrders" description="The resource’s total amount of queued orders"
definition="CustomOrders+RushOrders" unit="Orders" default_span="10">
<Interval definition="[0, 1)" label="red"/>
<Interval definition="[1, 2)" label="orange"/>
<Interval definition="[2, 3)" label="yellow"/>
<Interval definition="[3, +Infinity]" label="green"/>
</KeyFigure>
Abbildung 11.37: In den Experimenten verwendete XML-Kennzahlenkonfigurationsdatei für
die IntaPS-Ressourcenagenten.
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XML-Kennzahlenkonfiguration »Evaluation/keyfigures-resource.xml« (Teil 2/2):
<KeyFigure name="CancelledOrders"
description="The amount of orders cancelled by the resource"
definition="sum(One[$CANCELLED_ORDERS])" unit="Orders" default_span="100"/>
<KeyFigure name="SoldOrders"
description="The amount of orders sold by the resource"
definition="sum(One[$SOLD_ORDERS])" unit="Orders" default_span="100"/>
<KeyFigure name="CancelledValue"
description="The total sum of prices of all cancelled orders"
definition="sum(cPrice[$CANCELLED_ORDERS])" unit="EUR" default_span="10000"/>
<KeyFigure name="SoldValue"
description="The total sum of prices of all sold orders"
definition="sum(cPrice[$SOLD_ORDERS])" unit="EUR" default_span="10000"/>
<KeyFigure name="CancelledContent"
description="The total work content of all cancelled orders"
definition="sum(WorkContent[$CANCELLED_ORDERS])" unit="Time Slots"
default_span="100"/>
<KeyFigure name="SoldContent"
description="The total work content of all sold orders"
definition="sum(WorkContent[$SOLD_ORDERS])" unit="Time Slots"
default_span="100"/>
<KeyFigure name="CancelledPenalty"
description="The total penalty paid for all cancelled orders"
definition="sum(Penalty[$CANCELLED_ORDERS])" unit="EUR" default_span="10000"/>
<KeyFigure name="SoldPenalty"
description="The total penalty paid for all sold orders"
definition="sum(Penalty[$SOLD_ORDERS])" unit="EUR" default_span="10000"/>
<BasicKeyFigure name="CustomOrders" boundary="[0, 3]" expansion_mode="upwards"
expansion_threshold="0" expansion_step="2" default_span="3">
<Interval definition="[0, 0]" label="red"/>
<Interval definition="(0, 1)" label="orange"/>
<Interval definition="[1, 2)" label="yellow"/>
<Interval definition="[2, +Infinity]" label="green"/>
</BasicKeyFigure>
<BasicKeyFigure name="RushOrders" boundary="[0, 3]" expansion_mode="upwards"
expansion_threshold="0" expansion_step="2" default_span="3">
<Interval definition="[0, 0]" label="red"/>
<Interval definition="(0, 1)" label="orange"/>
<Interval definition="[1, 2)" label="yellow"/>
<Interval definition="[2, +Infinity]" label="green"/>
</BasicKeyFigure>
<BasicKeyFigure name="Money">
<Interval definition="[-Infinity, 0)" label="red"/>
<Interval definition="[0, 100)" label="orange"/>
<Interval definition="[100, 250)" label="yellow"/>
<Interval definition="[250, +Infinity]" label="green"/>
</BasicKeyFigure>
<Objective name="Maximize Profit" description="Money incentive for production"
target="Money" expansion_mode="upwards" expansion_threshold="750"
expansion_step="1500">
<ControlPoint value="-1500" satisfaction="0"/>
<ControlPoints interval="(0, 1500]" satisfaction="0.25, 1"/>
</Objective>
</KeyFigureCollection>
Abbildung 11.38: In den Experimenten verwendete XML-Kennzahlenkonfigurationsdatei für
die IntaPS-Ressourcenagenten (Fortsetzung).
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XML-Kennzahlenkonfiguration »Evaluation/keyfigures-order.xml« (Teil 1/2):
<!-- Key figure configuration for the resource agents’ orders -->
<KeyFigureCollection>
<KeyFigure name="One" definition="1" description="Named constant of value 1" />
<KeyFigure name="CuttingVolume" description="The order’s total cutting volume" unit="ccm"
definition="Workpieces*cWorkVolumePerPiece" default_span="5000" />
<KeyFigure name="ProduceQualityDiff"
description="The difference between the estimated maximal and
minimal production quality"
definition="cFastProduceQuality-cSlowProduceQuality"
unit="Norm. Quality" />
<KeyFigure name="QualitySpeedLimit" description="The estimated maximum production speed
at which selling will succeed"
definition="(cRequiredQuality-cSlowProduceQuality)/
(cFastProduceQuality-cSlowProduceQuality)" unit="Norm. Speed" />
<KeyFigure name="ProduceCostDiff"
description="The difference between the estimated maximal and
minimal production cost"
definition="cFastProduceCosts-cSlowProduceCosts" unit="EUR" />
<KeyFigure name="ProduceWearoutDiff"
description="The difference between the estimated maximal and
minimal machine wearout"
definition="cFastProduceWearout-cSlowProduceWearout" unit="Points" />
<KeyFigure name="Workpieces" description="The total number of workpieces"
definition="cLotCount*cLotSize" unit="Workpieces" />
<KeyFigure name="WorkContent" description="The total work content"
definition="SetupContent + WorkpiecesContent" unit="Time Slots" />
<KeyFigure name="WorkpiecesContent"
description="The work content w.r.t. actual workpiece production only"
definition="cTimePerPiece*Workpieces" unit="Time Slots" />
<KeyFigure name="SetupContent" description="The work content w.r.t. machine setup only"
definition="cLotCount*cSetupTimePerLot" unit="Time Slots" />
<KeyFigure name="MaxPenalty"
description="The penalty to be paid on cancellation or failed quality check"
definition="max(1, cMaxDelay)*cPenalty" unit="EUR" default_span="500" />
<KeyFigure name="Revenue"
description="The current revenue, depending on the current time over deadline"
definition="cPrice-Penalty" unit="EUR" default_span="500" />
<KeyFigure name="Penalty" description="The current accumulated penalty"
definition="min(SlotsOverdue, cMaxDelay)*cPenalty" unit="EUR"
default_span="500" />
<KeyFigure name="SlotsOverdue" description="The current time over deadline"
definition="max(0, -RemainingTimeToDeadline)" unit="Time Slots" />
Abbildung 11.39: In den Experimenten verwendete XML-Kennzahlenkonfigurationsdatei für
die IntaPS-Auftragsagenten.
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XML-Kennzahlenkonfiguration »Evaluation/keyfigures-order.xml« (Teil 2/2):
<KeyFigure name="RemainingWorkpieces" description="The remaining number of workpieces"
definition="max(0, RemainingLotCount-1)*cLotSize + max(0, RemainingLotSize-1)"
unit="Workpieces" />
<KeyFigure name="RemainingWork" description="The remaining work content"
definition="RemainingSetupContent + RemainingWorkpiecesContent"
unit="Time Slots" />
<KeyFigure name="RemainingSetupContent"
description="The remaining work content w.r.t. machine setup only"
definition="max(0, RemainingLotCount-1)*cSetupTimePerLot + RemainingSetupTime"
unit="Time Slots" />
<KeyFigure name="RemainingWorkpiecesContent"
description="The remaining work content w.r.t. actual workpiece production only"
definition="RemainingWorkpieces*cTimePerPiece + RemainingTimeForPiece"
unit="Time Slots" />
<KeyFigure name="DefaultSpeed" description="The default production speed"
definition="max(0, min(1,
(cWorkVolumePerPiece-cMinProduceCapacity)/ProduceCapacityDiff))"
unit="Norm. Speed" />
<KeyFigure name="ProduceCapacityDiff"
description="The difference between the maximal and minimal production capacity"
definition="cMaxProduceCapacity-cMinProduceCapacity" unit="ccm" />
</KeyFigureCollection>
Abbildung 11.40: In den Experimenten verwendete XML-Kennzahlenkonfigurationsdatei für
die IntaPS-Auftragsagenten (Fortsetzung).
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XML-Kennzahlenkonfiguration »Evaluation/keyfigures-group.xml« (Teil 1/2):
<!-- Key figure configuration for the group agent (general case) -->
<KeyFigureCollection>
<KeyFigure name="GroupOrders" description="The group’s total amount of orders"
definition="GroupCustom+GroupRush" unit="Orders" default_span="20">
<Interval definition="[0, 2)" label="red"/>
<Interval definition="[2, 4)" label="orange"/>
<Interval definition="[4, 6)" label="yellow"/>
<Interval definition="[6, +Infinity]" label="green"/>
</KeyFigure>
<KeyFigure name="GroupCustom" description="The group’s total amount of custom orders"
definition="sum(CustomOrders[$RESOURCES])" unit="Orders" default_span="20">
<Interval definition="[0, 2)" label="red"/>
<Interval definition="[2, 4)" label="orange"/>
<Interval definition="[4, 6)" label="yellow"/>
<Interval definition="[6, +Infinity]" label="green"/>
</KeyFigure>
<KeyFigure name="GroupRush" description="The group’s total amount of rush orders"
definition="sum(RushOrders[$RESOURCES])" unit="Orders" default_span="20">
<Interval definition="[0, 2)" label="red"/>
<Interval definition="[2, 4)" label="orange"/>
<Interval definition="[4, 6)" label="yellow"/>
<Interval definition="[6, +Infinity]" label="green"/>
</KeyFigure>
<KeyFigure name="GroupMoney" description="The group’s total amount of money"
definition="sum(Money[$RESOURCES])" unit="EUR" default_span="2000">
<Interval definition="[-Infinity, 0)" label="red"/>
<Interval definition="[0, 200)" label="orange"/>
<Interval definition="[200, 500)" label="yellow"/>
<Interval definition="[500, +Infinity]" label="green"/>
</KeyFigure>
Abbildung 11.41: In den Experimenten verwendete XML-Kennzahlenkonfigurationsdatei für
den IntaPS-Gruppenagenten.
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XML-Kennzahlenkonfiguration »Evaluation/keyfigures-group.xml« (Teil 2/2):
<KeyFigure name="CancelledOrders"
description="The amount of orders cancelled by all resources"
definition="sum(CancelledOrders[$RESOURCES])" unit="Orders"
default_span="200"/>
<KeyFigure name="SoldOrders" description="The amount of orders sold by all resources"
definition="sum(SoldOrders[$RESOURCES])" unit="Orders" default_span="200"/>
<KeyFigure name="CancelledValue"
description="The total sum of prices of all cancelled orders"
definition="sum(CancelledValue[$RESOURCES])" unit="EUR" default_span="20000"/>
<KeyFigure name="SoldValue" description="The total sum of prices of all sold orders"
definition="sum(SoldValue[$RESOURCES])" unit="EUR" default_span="20000"/>
<KeyFigure name="CancelledContent"
description="The total work content of all cancelled orders"
definition="sum(CancelledContent[$RESOURCES])" unit="Time Slots"
default_span="200"/>
<KeyFigure name="SoldContent" description="The total work content of all sold orders"
definition="sum(SoldContent[$RESOURCES])" unit="Time Slots"
default_span="200"/>
<KeyFigure name="CancelledPenalty"
description="The total penalty paid for all cancelled orders"
definition="sum(CancelledPenalty[$RESOURCES])" unit="EUR"
default_span="20000"/>
<KeyFigure name="SoldPenalty" description="The total penalty paid for all sold orders"
definition="sum(SoldPenalty[$RESOURCES])" unit="EUR" default_span="20000"/>
</KeyFigureCollection>
Abbildung 11.42: In den Experimenten verwendete XML-Kennzahlenkonfigurationsdatei für
den IntaPS-Gruppenagenten (Fortsetzung).

— KAPITEL 12 —
Zusammenfassung und Ausblick
In dieser Arbeit wurde ein anwendungsunabhängiges Framework zur kennzahlenbasierten
Steuerung, Koordination und Aktionsplanung in MAS vorgestellt, welches ein Kennzahlenbe-
wertungsmodell (KBM) und ein Kennzahlenplanungsmodell (KPM) als Hauptkomponenten
besitzt. Damit wurde erstmals eine vollständige, domänenübergreifende Architektur zur einfa-
chen Konfiguration, flexiblen Anpassung und effektiven Operationalisierung von betriebswirt-
schaftlichen quantitativen Zielsystemen in agentenbasierten cyber-physischen Systemen für
die Selbststeuerung industrieller und logistischer Prozesse, z.B. im Kontext der Industrie 4.0,
entwickelt, die sowohl eine MAS-weite Zielkoordination als auch eine detaillierte kurzfristige
und reaktionsfähige Aktionsplanung der operativen Prozesse der Organisation zur Laufzeit
mit einschließt. Sowohl das KBM als auch das KPM können in der Entwicklungsphase und
während des Betriebs des MAS durch die Entwickler resp. die Benutzer des MAS für das je-
weils vorliegende Anwendungsszenario konfiguriert und feinjustiert werden. Die Bestandteile
des Frameworks wurden in Kapitel 6 in einen abstrahierten allgemeinen Steuerungsprozess
intelligenter Agenten eingeordnet und in einer, vom konkreten Anwendungsszenario unab-
hängigen, Java-Kennzahlenbibliothek für MAS umgesetzt. Die Funktionstüchtigkeit und Leis-
tungsfähigkeit der Implementierung wurde in Kapitel 11 sowie in mehreren Veröffentlichun-
gen (Pantke 2011; Pantke und Herzog 2014; Pantke et al. 2014a, b, 2016) anhand der Ferti-
gungsdomäne des IntaPS-MAS von Timm (2004) evaluiert. Die Vorarbeit dafür erfolgte bereits
in Pantke (2008), wo das allgemeine Kennzahlenframework noch ohne Berücksichtigung der
Planungsaspekte konzipiert wurde. Die vorliegende Arbeit führt das KPM als neuen Frame-
workbestandteil ein und ermöglicht dadurch eine zentrale oder verteilte kennzahlenbasierte
Aktionsplanung imMAS unter Optimierung kontinuierlicher Einstellparameter auf der opera-
tiven Prozessebene.
Das KBM stellt ein auf mehrere Agenten verteilbares quantitatives Multikriterienmodell zur
Bewertung von Weltzuständen dar und erlaubt die Erhebung der Güte des lokalen und globa-
len Agentenverhaltens in einem MAS. Es orientiert sich an dem Konzept betriebswirtschaftli-
cher Leistungskennzahlen (Key Performance Indicators, KPI) und wurde in Kapitel 8 vollum-
fänglich formal spezifiziert. Die Kennzahlenbibliothek stellt eine XML-Konfigurationsschnitt-
stelle zur Verfügung, mit der die lokalen KBM der einzelnen Agenten zur Laufzeit eingerichtet,
ergänzt und angepasst werden können. Die Java-Implementierung des KBMunterstützt die au-
tomatische Differentiation skalarer Bewertungsfunktionen und Kennzahlenberechnungsvor-
schriften auch über Agentengrenzen hinweg und erlaubt die Eingrenzung der Wertebereiche
der benutzerdefinierten Kennzahlen, Zielfunktionen und deren ersten partiellen Ableitungen
mittels Intervallarithmetik. Als Eingaben in das KBM dienen die jeweils zu bestimmten Zeit-
punkten aktuellen Werte von durch die Agenten in regelmäßigen Abständen erhobenen Mess-
größen. Die Ausgaben des KBM umfassen u.a. den auf der Grundlage dieser Messwerte be-
431
432
rechneten Funktionswert einer skalaren agentenlokalen oder MAS-weiten (agentenglobalen)
Gesamtbewertungsfunktion. In einem mathematischen Optimierungsprozess wird ein, abhän-
gig von dem eingesetzten Optimierungsverfahren lokales oder im besten Fall globales, Maxi-
mum dieser Funktion ermittelt. Das Ergebnis ist eine Menge von Sollwerten für die Messgrö-
ßen eines Agenten und ggf. für die von ihm importierten Kennzahlen anderer Agenten. Diese
Sollwerte identifizieren die im nachfolgenden Planungsprozess der Agenten anzustrebende
Stelle der optimierten Gesamtbewertungsfunktion (idealerweise exakt1 eines ihrer globalen
Maxima) und dienen damit als Grundlage für die agentenlokale und agentenglobale Verhal-
tensoptimierung innerhalb des MAS im Sinne eines Joint Commitment: Durch eine Propagation
dieser Sollwerte imMASwird eine Koordination zwischen den Agenten möglich, d.h. eine Ab-
stimmung des agentenglobalen Verhaltens auf gemeinsame, in Gestalt der Sollwerte gegebene,
numerische Ziele. Die mittels mathematischer Optimierung der KBM generierten Sollwerte
stellen innerhalb des MAS vereinbarte Kompromisse zwischen etwaigen auf agentenlokaler
oder agentenglobaler Ebene konfligierenden quantitativen Zielen dar.2 Sie ähneln damit kon-
zeptionell den Intentions einer BDI-Agentensteuerung nach Rao und Georgeff (1991, 1995). In
Kapitel 6 wurden vier verschiedene Ansätze spezifiziert, wie ein agentenglobales KBM auf
mehrere Agenten verteilt und zur Koordination und Steuerung derselben eingesetzt werden
kann. Drei resp. zwei davon wurden in Pantke (2008, 2011) sowie Pantke und Herzog (2014)
hinsichtlich ihres Erfolgs bei der kennzahlenbasierten Zieloperationalisierung im IntaPS-MAS
miteinander verglichen.
Der wichtigste Beitrag der vorliegenden Arbeit ist das KPM, welches in Kapitel 9 formal spezi-
fiziert wurde. Es beschreibt, wie die Werte der im MAS erhobenen Messgrößen und benutzer-
definierten zusammengesetzten Kennzahlen im Laufe der Zeit durch die Aktionsausführung
der Agenten verändert werden können und erlaubt die Konstruktion von diesbezüglichen Plä-
nen. Dazu verkettet esmehrere KBM, die sich jeweils auf einen bestimmten diskreten Zeitpunkt
beziehen, mittels sog. Indirektionslisten zu Zustandssequenzen. Dabei erlaubt es die gleichzei-
tige Darstellung mehrerer zueinander alternativer Planfortsetzungen in einem Baum von sog.
Planebenen. Die Weltzustände des KPMwerden durch die in einen Plan eingefügten Aktionen
im Sinne einer Zustandsmaschine transformiert. Zur Laufzeit des MAS wird das KPM unter
Verwendung der PlanningDomainDefinition Language (PDDL) konfiguriert. Die Kennzahlen-
bibliothek unterstützt zu diesem Zweck die zeitdiskrete Teilmenge von PDDL 2.1 ohne Dura-
tion Inequalities,3 die im Rahmen der Arbeit um neue kennzahlenorientierte Sprachelemente
erweitert wurde. Insbesondere beinhaltet das KPM und die in Abschnitt 10.4.2 spezifizierte
PDDL-2.1-Erweiterung folgende Modellierungsfeatures:
1. Automatische Kennzahlenaggregation über Gruppen von Planungsobjekten
Das KPM unterstützt die automatische Erhebung benutzerdefinierter Kennzahlen über
dynamische Gruppen von Planungsobjekten im Sinne von »numerischenAxiomen«4 und
erlaubt die proaktive Planung der zukünftigen, durch die Aktionsausführung der Agen-
ten ausgelösten, Veränderungen der Gruppenzusammensetzungen, welche im Allgemei-
nen direkte Auswirkungen auf die Werte der so aggregierten Kennzahlen haben.
2. Aktionen mit kontinuierlichen numerischen Parametern
Das KPM ermöglicht die Planung mit reellwertigen Aktionsparametern und die (im All-
gemeinen nichtlineare) Optimierung deren Werte in Bezug auf die benutzerdefinierten
Kennzahlenziele des KBM oder die benutzerdefinierte Planmetrik des KPM. Auf diese
Weise können kontinuierliche Einstellgrößen operativer Prozesse innerhalb des KPM ab-
gebildet und optimiert werden.
1Exakt im Sinne der Präzision der Gleitkommawerte.
2Siehe die Betrachtungen zur Pareto-Optimalität in den Abschnitten 4.5, 6.1, 6.3 und 8.16.
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Weil eine automatische Kennzahlenaggregation augenscheinlich bisher von keinem anderen
PDDL-basierten KI-Planungssystem implementiert wurde5 und kontinuierliche Aktionspara-
meter in der benötigten allgemeinen Form in keiner bisher veröffentlichten offiziellen PDDL-
Version enthalten sind,6 stellen diese Modellierungsfeatures bis dato Alleinstellungsmerkmale
des KPM dar.
Für das Planen mit kontinuierlichen numerischen Aktionsparametern unter Verwendung des
KPM wurde in der Arbeit ein allgemeiner zweistufiger Meta-Algorithmus vorgestellt: In ei-
ner ersten Planungsstufe werden zunächst mittels kombinatorischer Anordnung von partiell
grundierten Aktionsinstanzen mehrere potentielle Lösungen konstruiert, welche genau dann
tatsächlich ausführbar sind, wenn für alle ihre numerischen Aktionsparameter reellwertige Be-
legungen gefundenwerden können, die alle numerischen Bedingungen im Plan gemeinsam er-
füllen. Zur Widerlegung der Erfüllbarkeit kommen in der ersten Planungsstufe Intervallarith-
metik und auf dieser aufbauende (einfache) intervallbasierte Constraint-Satisfaction-Techniken
zum Einsatz. Die potentiellen Lösungen werden mittels intervallarithmetischer Auswertung
der benutzerkonfigurierten Gesamtbewertungs- resp. Planmetrikfunktion im jeweils letzten
Weltzustand des Plans priorisiert. Anschließend werden in einer zweiten Planungsstufe für
die n höchstpriorisierten potentiellen Lösungen die finalen reellen Belegungen der Aktions-
parameter mittels mathematischer Optimierung bestimmt. Der natürlichzahlige Parameter n
heißt in der Terminologie des Kennzahlenframeworks Optimierungshorizont. Wie in der Eva-
luation in Kapitel 11 exemplarisch nachgewiesen werden konnte, handelt es sich bei ihm um
ein wirksames Instrument zur graduellen Kompromissbildung (nach dem Prinzip des Satisfi-
cing) zwischen der in den Planungsprozess investierten Rechenzeit und der aus diesem resul-
tierenden durchschnittlichen Planqualität.
Um mit durch die Umgebung der Agenten bedingtem Indeterminismus hinsichtlich des tat-
sächlichen Eintretens der Aktionseffekte sowie mit Situationen, in denen z.B. aufgrund eines
zu klein gewählten Optimierungshorizonts keine tatsächlich ausführbaren Lösungen des Pla-
nungsproblems gefunden werden konnten, umgehen zu können, sieht das Framework die In-
tegration der deterministischen Planung auf dem KPM in einen Steuerungszyklus mit Ausfüh-
rungsüberwachung und Neuplanung resp. inkrementeller Planreparatur vor (Execution Moni-
toring and Replanning; vgl. Kapitel 3). Für die erste Planungsstufe legt das Framework keine
spezifischen Aktionsselektionsstrategien oder -heuristiken fest. Diese dürfen von einem die
Kennzahlenbibliothek verwendenden MAS vor allem auch in stark anwendungsabhängiger
Weise, z.B. unter Nutzung von speziellem Domänenwissen, implementiert werden.
Bei der Realisierung des Kennzahlenframeworks, insbesondere des KBM und KPM, erwiesen
sich die nichtlineare mathematische Optimierung und die Intervallarithmetik als essentielle
Techniken, die an mehreren Stellen des Frameworks benötigt werden. Die Optimierung dient
im Rahmen der Interagentenkoordination zur Generierung von Kennzahlensollwerten und im
Rahmen der Aktionsplanung zur Bestimmung der finalen Werte der numerischen Aktions-
parameter. Die Intervallarithmetik findet drei Einsatzzwecke. Zum einen werden mit ihr bei
der Verteilung eines agentenglobalen KBM auf mehrere agentenlokale KBM nach Koordinati-
onsansatz (ii)7 die möglichen Wertebereiche der von den Agenten über den Kennzahlenbro-
ker exportierten zusammengesetzten Kennzahlen eingegrenzt. Die Ergebnisse dieses Vorgangs
werden als Intervallrestriktionen bei der verteilten Optimierung der Gruppenbewertung her-
3Die Duration Inequalities von PDDL 2.1 werden vollständig durch die in der Arbeit eingeführten kontinuierlichen
numerischen Aktionsparameter ersetzt, da sie vollständig auf diese abbildbar sind (vgl. Abschnitt 9.1).
4Vergleiche Thiébaux et al. (2005) und Ivankovic et al. (2014).
5Siehe Abschnitt 3.2.
6Siehe Abschnitt 3.3.
7Siehe Seite 131ff.
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genommen, um das Risiko zu reduzieren, dass (arithmetisch) unerreichbare Sollwerte erzeugt
und im MAS propagiert werden. Zum anderen wird Intervallarithmetik im Planungsprozess
der Agenten zur Priorisierung der potentiellen Lösungen und zur Widerlegung der Erfüllbar-
keit der numerischen Aktionsbedingungen in den partiell grundierten Plänen genutzt (s.o.).
Die Funktionsfähigkeit des Kennzahlenframeworks und der Kennzahlenbibliothek konnte in
Kapitel 11 und den in Abschnitt 1.4 aufgeführten Veröffentlichungen anhand von Experimen-
ten im IntaPS-MAS belegt werden. Es ist abschließend festzustellen, dass die Umsetzung alle
zwölf in Abschnitt 1.2 formulierten Anforderungen erfüllt.
Mögliche weiterführende Arbeiten
Über die Zielsetzungen der vorliegenden Arbeit hinaus bieten sich die folgenden Aspekte für
zukünftige Untersuchungen und mögliche Erweiterungen des Kennzahlenframeworks an:
Austausch der Intervallarithmetikimplementierung und des Optimierungsverfahrens:
Während der Funktionsumfang von Boost.Interval für die Evaluation im IntaPS-MAS
vollkommen ausreichend war, empfiehlt sich für zukünftige Versionen der Kennzahlen-
bibliothek die Plugin-Einbindung von IEEE-1788-kompatiblen Intervallarithmetikimple-
mentierungen wie beispielsweise libieeep1788, sobald diese hinreichend praxiserprobt
sind und bezüglich der Korrektheit ihrer Ergebnisse als zuverlässig gelten (vgl. Kapi-
tel 5). Zudem kann untersucht werden, ob mit anderen, z.B. gradientenbasierten, Opti-
mierungsverfahren eine zeiteffizientere Planungmöglich ist. Es bietet sich gegebenenfalls
an, existierende Optimierungsverfahren für den Koordinationsansatz (ii) so zumodifizie-
ren, dass diese auch den Missing Value NaN sowie die Unendlichkeitssymbole −∞ und
+∞ als Sollwerte für die von anderen Agenten importierten Kennzahlen liefern können.
Diese drei besonderen Kennzahlenwerte können, abhängig von der Anwendungsdomä-
ne, in bestimmten Fällen semantisch sinnvoll sein (vgl. die diesbezügliche Diskussion in
Kapitel 7 und Abschnitt 8.19).
Einsatz von ausgefeilteren Constraint-Satisfaction-Techniken in der ersten Planungsstufe:
Wie in den Kapiteln 9 und 11 besprochen, kann untersucht werden, inwiefern der Einsatz
von fortgeschritteneren – und damit zumeist zeitintensiveren – Constraint-Satisfaction-
Techniken in der ersten Planungsstufe zu einer Verkürzung der durchschnittlichen Ge-
samtplanungszeit und damit zu einer Steigerung der Zeiteffizienz des zweistufigen Pla-
nungsprozesses beiträgt, weil mit ihnen eine größere Zahl an partiell grundierten Plänen
frühzeitig als nicht tatsächlich ausführbar identifiziert werden kann.
Erweiterung des Kennzahlenplanungsmodells und der Menge der Basisoperationen:
Die PDDL-Konfigurationsschnittstelle der Kennzahlenbibliothek kann um die in den
PDDL-Versionen 2.2 bis 3.1 sowie in MA-PDDL und PDDL+ eingeführten Sprachele-
mente ergänzt werden. Für jedes Sprachelement ist dabei individuell zu bestimmen, ob
seine Unterstützung über eine formale Erweiterung des KPM oder durch automatische
Übersetzung in die von letzterem bereits unterstützten Modellierungsmerkmale mittels
geeigneter Kompilationsschemata8 erfolgen soll. Im Zuge dieser Erweiterungen kann das
KPM insbesondere hinsichtlich der Darstellbarkeit von zeitkontinuierlichen numerischen
Effekten (Continuous Effects) aus PDDL 2.1, von kontinuierlichen Prozessen aus PDDL+
sowie von probabilistischen Effekteintrittswahrscheinlichkeiten (wie etwa in PPDDL; vgl.
8Vergleiche Nebel (1999, 2000a, b) sowie Kapitel 3.
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Kapitel 3) formal ausgebaut werden. Eine für die Repräsentation der letztgenannten hilf-
reiche Baumstruktur für alternative Planfortsetzungen ist im KPM bereits in Form des
Planebenengraphen vorhanden (vgl. Kapitel 9). Die Kennzahlenbibliothek lässt sich zu-
dem in zukünftigen Versionen leicht um weitere, bisher nicht in Abschnitt 10.3 aufge-
führte resp. in Anhang A spezifizierte, Basisoperationen ergänzen.
Integration und Evaluation in anderen Anwendungsdomänen:
Darüber hinaus bietet es sich natürlich an, die Kennzahlenbibliothek in weitere MAS aus
anderen Anwendungsgebieten zu integrieren und, z.B. hinsichtlich ihrer dortigen Pla-
nungsperformanz, zu evaluieren.
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— ANHANG A —
Spezifikation der Basisoperationen
In diesem Anhang werden die Berechnungs- und Ableitungsvorschriften der durch die eva-
luierte prototypische Version der Kennzahlenbibliothek zur Verfügung gestellten Punkt-Basis-
operationen vollständig spezifiziert. Für alle im Folgenden aufgeführten Operationen ωRi, de-
ren Intervallerweiterungen gemäß Tabelle 9.1 des IEEE-Intervallarithmetikstandards1 (IEEE
1788 2015, S. 28) von standardkonformen Intervallarithmetikumsetzungen stets zu implemen-
tieren sind, ist die Funktion ωRi : R∗→ I aus Definition 7.25 über die Plugin-Schnittstelle der
Kennzahlenbibliothek austauschbar. Nachfolgend werden daher lediglich für die Intervallver-
sionen jener Aggregatoperationen, welche nicht in IEEE 1788 (2015) enthalten sind, konkrete
Berechnungsvorschriften angegeben. Diese greifen wiederum auf die von der Plugin-Schnitt-
stelle abgedeckten Intervalloperationen zurück. Bei den in Kapitel 11 besprochenen Experi-
menten kommt die C++-Bibliothek Boost.Interval (Brönnimann et al. 2006a; Melquiond et al.
2006) als Intervallarithmetikimplementierung zum Einsatz.
Wie in Kapitel 7 erläutert, kann jede Punktoperation, die mehr als einen Parameter unterstützt,
in jeweils zwei Versionen umgesetzt werden: Eine Fassung interpretiert den Argumentwert NaN
als eine in vorausgegangenen Rechenschritten aufgetretene arithmetische Ausnahme, die an
spätere Rechenschritte unverändert weiter zu propagieren ist. Ist mindestens eines ihrer Argu-
mente NaN, dann liefert sie ebenfalls NaN als Operationsergebnis (sog. Ausnahmesemantik des
NaN-Symbols). Die zweite Fassung interpretiert NaN hingegen als Missing Value und ignoriert
bei der Berechnung des Operationsergebnisses alle Parameter mit diesem Wert (sog. Missing-
Value-Semantik des NaN-Symbols). Darüber hinaus können, wie in Kapitel 5 behandelt, meh-
rere Divisionsoperationen angeboten werden, welche identische Punktversionen aufweisen,
sich aber in ihren Intervallversionen voneinander unterscheiden. Eine Fassung kann z.B. die
bei der Intervalldivision [a, b]/[c, d] mit c < 0 < d auftretende Wertebereichslücke (a/c, a/d)
entfernen und in einem solchen Fall das aus der Vereinigung von zwei Intervallen bestehende
Ergebnis [−∞, a/c] ∪ [a/d, +∞] liefern,2 während eine alternative zweite Version stattdessen
die zusammenhängende Intervallhülle [−∞,+∞] = R des erstgenannten Ergebnisses liefert.
Der Softwareprototyp beschränkt sich aus Gründen des Umfangs3 auf die Auslegungen der
Basisoperationen, wie sie bei der experimentellen Evaluation in der vorliegenden Arbeit und
in Pantke (2008, 2011); Pantke undHerzog (2014) sowie Pantke et al. (2014a, b, 2016) konkret be-
nötigt werden. Im Folgenden wird die von den mehrstelligen Operationen jeweils verwendete
NaN-Semantik explizit angegeben. Die gegenwärtig nicht implementierten alternativen Fassun-
gen können in zukünftigen Versionen der Kennzahlenbibliothek ergänzt werden.
1Dort z.T. unter anderem Funktionsnamen gelistet. Für alle nachfolgend aufgeführten Präfix- und Infix-Operatoren
wird daher zusätzlich der in IEEE 1788 (2015) verwendete Funktionsname genannt.
2Diese Version wird auch vom Boost.Interval-Plugin implementiert, welches der Kennzahlenbibliothek beiliegt.
3Unter anderem ist die korrekte Funktionsfähigkeit jeder zur Verfügung gestellten Punkt- und Intervalloperation
sowie partiellen Ableitung mittels Spezifikation und Durchführung geeigneter Unit-Tests sicherzustellen.
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Einige der spezifizierten Punktoperationen sind nicht an allen Stellen stetig differenzierbar.
Für die betreffenden Stellen werden daher in diesem Anhang Spezialfälle in Form von expli-
zit festgelegten und im Prinzip willkürlich gewählten Berechnungsvorschriften definiert. Diese
Art undWeise der Behandlung der nicht stetig differenzierbaren Stellen orientiert sich dabei im
Wesentlichen an der Diskussion analoger Fälle beiWalther et al. (2005). Ableitungsvorschriften,
die solche Spezialfälle enthalten, sind im Folgenden durch eine Verwendung des Definitions-
symbols := anstelle des Gleichheitszeichens kenntlich gemacht.
Negation: Liefert die Negation ihres Arguments, entsprechend einer Multiplikation mit −1.
• TYP: Unärer Präfix-Operator
• OPERATORZEICHEN: -
• ARITÄT: Arity(ωR-) = {1}
• FIXE PARAMETER: fixed_parameters(ωR-) = ∞
• BERECHNUNGSVORSCHRIFT:
ωR-(y1, . . . , ym) =

−y1 falls m = 1 und y1 ∈ R
−∞ falls m = 1 und y1 = +∞
+∞ falls m = 1 und y1 = −∞
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion neg.
• ABLEITUNG:
∂ ωR-(y1)
∂ y1
= −1
Addition: Liefert die Summe ihrer zwei Argumente.
• TYP: Binärer Infix-Operator
• OPERATORZEICHEN: +
• ARITÄT: Arity(ωR+) = {2}
• FIXE PARAMETER: fixed_parameters(ωR+) = ∞
• SEMANTIK VON NaN-ARGUMENTEN: Arithmetische Ausnahme
• BERECHNUNGSVORSCHRIFT:
ωR+(y1, . . . , ym) =
y1 + y2 falls m = 2 und y1, y2 ∈ R
−∞ falls m = 2 und {y1, y2} ∩ {−∞, +∞, NaN} = {−∞}
+∞ falls m = 2 und {y1, y2} ∩ {−∞, +∞, NaN} = {+∞}
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion add.
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• ABLEITUNG:
∂ ωR+(y1, y2)
∂ y1
=
∂ ωR+(y1, y2)
∂ y2
= 1
Multiplikation: Liefert das Produkt ihrer zwei Argumente.
• TYP: Binärer Infix-Operator
• OPERATORZEICHEN: *
• ARITÄT: Arity(ωR*) = {2}
• FIXE PARAMETER: fixed_parameters(ωR*) = ∞
• SEMANTIK VON NaN-ARGUMENTEN: Arithmetische Ausnahme
• BERECHNUNGSVORSCHRIFT:
ωR*(y1, . . . , ym) =
y1 · y2 falls m = 2 und y1, y2 ∈ R
−∞ falls m = 2 und {y1, y2} ∩ {−∞, +∞} 6= ∅
und
(
(y1>0 ∧ y2<0) ∨ (y1<0 ∧ y2>0)
)
+∞ falls m = 2 und {y1, y2} ∩ {−∞, +∞} 6= ∅
und
(
(y1>0 ∧ y2>0) ∨ (y1<0 ∧ y2<0)
)
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion mul.
• ABLEITUNG:
∂ ωR*(y1, y2)
∂ y1
= y2,
∂ ωR*(y1, y2)
∂ y2
= y1
Division: Liefert den Wert des Quotienten ihrer zwei Argumente.
• TYP: Binärer Infix-Operator
• OPERATORZEICHEN: /
• ARITÄT: Arity(ωR/) = {2}
• FIXE PARAMETER: fixed_parameters(ωR/) = ∞
• SEMANTIK VON NaN-ARGUMENTEN: Arithmetische Ausnahme
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• BERECHNUNGSVORSCHRIFT:
ωR/(y1, . . . , ym) =
y1
y2
falls m = 2 und y1, y2 ∈ R und y2 6= 0
−∞ falls m = 2 und y1 ∈ R und y1 < 0 und y2 = 0
+∞ falls m = 2 und y1 ∈ R und y1 > 0 und y2 = 0
0 falls m = 2 und y1 ∈ R und y2 ∈ {−∞, +∞}
−∞ falls m = 2 und y1 ∈ {−∞, +∞} und y2 ∈ R
und
(
(y1>0 ∧ y2<0) ∨ (y1<0 ∧ y2≥0)
)
+∞ falls m = 2 und y1 ∈ {−∞, +∞} und y2 ∈ R
und
(
(y1<0 ∧ y2<0) ∨ (y1>0 ∧ y2≥0)
)
NaN sonst.
• INTERVALLOPERATIONEN:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion div.
• ABLEITUNG:
∂ ωR/(y1, y2)
∂ y1
= ωR/ (1, y2) ,
∂ ωR/(y1, y2)
∂ y2
= ωR/
(
ωR-(y1), ωRsqr(y2)
)
Summe: Liefert die Summe ihrer Argumente.
• TYP: m-äre Aggregatoperation
• FUNKTIONSNAME: sum
• ARITÄT: Arity(ωRsum) = N
• FIXE PARAMETER: fixed_parameters(ωRsum) = 0
• SEMANTIK VON NaN-ARGUMENTEN: Arithmetische Ausnahme
• BERECHNUNGSVORSCHRIFT:
ωRsum(y1, . . . , ym) ={
0 falls m = 0
ωR+(ωR+(. . . ωR+(ωR+(0, y1), y2) . . . , ym−1), ym) sonst.
• INTERVALLOPERATION:
ωRsum(ρ1, . . . , ρm) =

0I falls m = 0
ωI+(ωI+(. . . ωI+(ωI+(0I, {ρ1}), sonst.
{ρ2}) . . . , {ρm−1}), {ρm})
• ABLEITUNG:
∂ ωRsum(y1, . . . , ym)
∂ yi
= 1 i ∈ {1, . . . , m}
479
Produkt: Liefert das Produkt ihrer Argumente.
• TYP: m-äre Aggregatoperation
• FUNKTIONSNAME: product
• ARITÄT: Arity(ωRproduct) = N
• FIXE PARAMETER: fixed_parameters(ωRproduct) = 0
• SEMANTIK VON NaN-ARGUMENTEN: Arithmetische Ausnahme
• BERECHNUNGSVORSCHRIFT:
ωRproduct(y1, . . . , ym) ={
1 falls m = 0
ωR*(ωR*(. . . ωR*(ωR*(1, y1), y2) . . . , ym−1), ym) sonst.
• INTERVALLOPERATION:
ωRproduct(ρ1, . . . , ρm) =

1I falls m = 0
ωI*(ωI*(. . . ωI*(ωI*(1I, {ρ1}), sonst.
{ρ2}) . . . , {ρm−1}), {ρm})
• ABLEITUNG:
∂ ωRproduct(y1, . . . , ym)
∂ yi
= ωRproduct(y1, . . . , yi−1, yi+1, . . . , ym)
für i ∈ {1, . . . , m}
Quadratwurzel: Liefert die Quadratwurzel ihres Arguments.
• TYP: Unäre Funktion
• FUNKTIONSNAME: sqrt
• ARITÄT: Arity(ωRsqrt) = {1}
• FIXE PARAMETER: fixed_parameters(ωRsqrt) = ∞
• BERECHNUNGSVORSCHRIFT:
ωRsqrt(y1, . . . , ym) =

√
y1 falls m = 1 und y1 ∈ R und y1 ≥ 0
+∞ falls m = 1 und y1 = +∞
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion sqrt.
• ABLEITUNG:
∂ ωRsqrt(y1)
∂ y1
= ωR/
(
1
2 , ωRsqrt(y1)
)
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Quadrat: Liefert das Quadrat ihres Arguments.
• TYP: Unäre Funktion
• FUNKTIONSNAME: sqr
• ARITÄT: Arity(ωRsqr) = {1}
• FIXE PARAMETER: fixed_parameters(ωRsqr) = ∞
• BERECHNUNGSVORSCHRIFT:
ωRsqr(y1, . . . , ym) =

(y1)2 falls m = 1 und y1 ∈ R
+∞ falls m = 1 und y1 ∈ {−∞, +∞}
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion sqr.
• ABLEITUNG:
∂ ωRsqr(y1)
∂ y1
= ωR*(2, y1)
Runden: Liefert die ihrem reellen Argument am nächsten liegende ganze Zahl (oder ihr Argu-
ment, falls dieses keine reelle Zahl ist).
• TYP: Unäre Funktion
• FUNKTIONSNAME: round
• ARITÄT: Arity(ωRround) = {1}
• FIXE PARAMETER: fixed_parameters(ωRround) = ∞
• BERECHNUNGSVORSCHRIFT:
ωRround(y1, . . . , ym) =

⌊ y1⌉ falls m = 1 und y1 ∈ R
y1 falls m = 1 und y1 ∈ {−∞, +∞}
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion round.
• ABLEITUNG:
∂ ωRround(y1)
∂ y1
:= 0
Die Rundungsoperationen ωRround, ωRfloor und ωRceil sind an den Stellen ihrer Wert-
übergänge nicht stetig differenzierbar, an allen anderen Stellen besitzen sie den Ablei-
tungswert 0. Wie in Walther et al. (2005) vorgeschlagen, setzt die Kennzahlenbibliothek
den Wert der Ableitung der jeweiligen Operation auch an den nicht stetig differenzier-
baren Stellen auf 0. Wie in Kapitel 4 anhand des in Abbildung 4.5 dargestellten Funk-
tionsbeispiels veranschaulicht, kann die Verwendung von Rundungsoperationen in der
Zielfunktion für ein gradientenbasiertes Optimierungsverfahren ein erhebliches Problem
darstellen.
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Abrunden: Liefert die ihrem reellen Argument am nächsten liegende ganze Zahl, welche klei-
ner oder gleich dem Argument ist (oder ihr Argument, falls dieses keine reelle Zahl ist).
• TYP: Unäre Funktion
• FUNKTIONSNAME: floor
• ARITÄT: Arity(ωRfloor) = {1}
• FIXE PARAMETER: fixed_parameters(ωRfloor) = ∞
• BERECHNUNGSVORSCHRIFT:
ωRfloor(y1, . . . , ym) =

⌊ y1⌋ falls m = 1 und y1 ∈ R
y1 falls m = 1 und y1 ∈ {−∞, +∞}
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion floor.
• ABLEITUNG:
∂ ωRfloor(y1)
∂ y1
:= 0
Bezüglich der Ableitungsregel dieser Basisoperation siehe die Bemerkung zu ωRround
oben.
Aufrunden: Liefert die ihrem reellen Argument am nächsten liegende ganze Zahl, welche grö-
ßer oder gleich dem Argument ist (oder ihr Argument, falls dieses keine reelle Zahl ist).
• TYP: Unäre Funktion
• FUNKTIONSNAME: ceil
• ARITÄT: Arity(ωRceil) = {1}
• FIXE PARAMETER: fixed_parameters(ωRceil) = ∞
• BERECHNUNGSVORSCHRIFT:
ωRceil(y1, . . . , ym) =

⌈y1⌉ falls m = 1 und y1 ∈ R
y1 falls m = 1 und y1 ∈ {−∞, +∞}
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion ceil.
• ABLEITUNG:
∂ ωRceil(y1)
∂ y1
:= 0
Bezüglich der Ableitungsregel dieser Basisoperation siehe die Bemerkung zu ωRround
oben.
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Betrag: Liefert den Absolutbetrag ihres Arguments.
• TYP: Unäre Funktion
• FUNKTIONSNAME: abs
• ARITÄT: Arity(ωRabs) = {1}
• FIXE PARAMETER: fixed_parameters(ωRabs) = ∞
• BERECHNUNGSVORSCHRIFT:
ωRabs(y1, . . . , ym) =

|y1| falls m = 1 und y1 ∈ R
+∞ falls m = 1 und y1 ∈ {−∞, +∞}
NaN sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin.
Zu implementieren ist die IEEE-1788-Funktion abs.
• ABLEITUNG:
∂ ωRabs(y1)
∂ y1
:=

−1 falls m = 1 und y1 < 0
0 falls m = 1 und y1 = 0
1 falls m = 1 und y1 > 0
NaN sonst.
Die Betragsfunktion ist an der Stelle y1 = 0 nicht stetig differenzierbar, sondern besitzt
dort lediglich eine links- und rechtsseitige Ableitung. Wie in Walther et al. (2005) vorge-
schlagen, setzt die Kennzahlenbibliothek den Wert der Ableitung an dieser Stelle auf 0.
Dies geschieht in Anlehnung an die Ableitung ∂ ωRsqr(0)/∂ y1 = 0 der Basisoperation
ωRsqr.
Minimum: Liefert das Minimum ihrer von NaN verschiedenen Argumente bezüglich der in
Definition 7.1 festgelegten Ordnungsrelation < in R.
• TYP: m-äre Aggregatoperation
• FUNKTIONSNAME: min
• ARITÄT: Arity(ωRmin) = N
• FIXE PARAMETER: fixed_parameters(ωRmin) = 0
• SEMANTIK VON NaN-ARGUMENTEN: Missing Value
• BERECHNUNGSVORSCHRIFT:
ωRmin(y1, . . . , ym) ={
min ({y1, . . . , ym} \ {NaN}) falls |{y1, . . . , ym} \ {NaN}| ≥ 1
+∞ sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin. Alle Argumente mit dem
Wert NaNR sind dabei als fehlende Werte zu behandeln (d.h. zu ignorieren).
Zu implementieren ist die IEEE-1788-Funktion min.
483
• ABLEITUNG:
∂ ωRmin(y1, . . . , ym)
∂ yi
:=

1
|M| falls yi = ωRmin(y1, . . . , ym)
0 sonst.
für i ∈ {1, . . . , m}
mit M := { j | 1 ≤ j ≤ m ∧ yj = ωRmin(y1, . . . , ym) }
Das Minimum ωRmin ist an allen Stellen mit ∃i, j∈{1, ...,m}; i 6=j . yi = yj = ωRmin(y1, . . . , ym)
nicht stetig differenzierbar, d.h., falls mehrere der Parameter den gleichen als Minimum
zurückgelieferten Wert aufweisen. Analoges gilt für das Maximum ωRmax. In Walther et
al. (2005) wird vorgeschlagen, das Minimum und Maximum zweier Werte y1, y2 ∈ R an-
hand der Berechnungsvorschriften min(y1, y2) = 12 · (a + b− |a− b|) und max(y1, y2) =
1
2 · (a+ b+ |a− b|) zu differenzieren, was unter Verwendung der oben spezifizierten Ab-
leitung der Betragsfunktion im Fall von y1 = y2 in den Ableitungswerten ∂min(y1, y2)/
∂ y1 = ∂min(y1, y2)/∂ y2 = 12 resultiert. Anstatt das Minimum von mehr als zwei Para-
metern unter Ausnutzung dieser Äquivalenz alsmin(y1, . . . , ym) = min(y1,min(. . . ,min(
ym−1, ym) . . .)) oder min(y1, . . . , ym) = min(min(. . .min(y1, y2), . . .), ym) zu differenzie-
ren, was jeweils zu einem von der konkreten Reihenfolge der Parameter abhängigen
partiellen Ableitungswert führen würde, teilt die Kennzahlenbibliothek im Falle meh-
rerer Parameter mit dem gleichen minimalen Wert den Ableitungswert gleichmäßig unter
ebendiesen Parametern auf: Besitzen d Parameter den gleichen und mit dem Minimum
identischen Wert, dann sei der Ableitungswert aller dieser Parameter 1d . Dies entspricht
einer Differentiation der Berechnungsvorschriftmin(y1, . . . , ym) = 1|M| ·∑j∈M yj, d.h. der
Differentiation des arithmetischen Mittels der kleinstwertigen Parameter.
Maximum: Liefert das Maximum ihrer von NaN verschiedenen Argumente bezüglich der in
Definition 7.1 festgelegten Ordnungsrelation < in R.
• TYP: m-äre Aggregatoperation
• FUNKTIONSNAME: max
• ARITÄT: Arity(ωRmax) = N
• FIXE PARAMETER: fixed_parameters(ωRmax) = 0
• SEMANTIK VON NaN-ARGUMENTEN: Missing Value
• BERECHNUNGSVORSCHRIFT:
ωRmax(y1, . . . , ym) ={
max ({y1, . . . , ym} \ {NaN}) falls |{y1, . . . , ym} \ {NaN}| ≥ 1
−∞ sonst.
• INTERVALLOPERATION:
Abhängig vom selektierten Intervallarithmetik-Plugin. Alle Argumente mit dem
Wert NaNR sind dabei als fehlende Werte zu behandeln (d.h. zu ignorieren).
Zu implementieren ist die IEEE-1788-Funktion max.
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• ABLEITUNG:
∂ ωRmax(y1, . . . , ym)
∂ yi
:=

1
|M| falls yi = ωRmax(y1, . . . , ym)
0 sonst.
für i ∈ {1, . . . , m}
mit M := { j | 1 ≤ j ≤ m ∧ yj = ωRmax(y1, . . . , ym) }
Für Details zur Ableitungsregel dieser Basisoperation siehe die Bemerkung zum Mini-
mum ωRmin oben.
Durchschnitt: Liefert das arithmetische Mittel ihrer Argumente.
• TYP: m-äre Aggregatoperation
• FUNKTIONSNAME: avg
• ARITÄT: Arity(ωRavg) = N
• FIXE PARAMETER: fixed_parameters(ωRavg) = 0
• SEMANTIK VON NaN-ARGUMENTEN: Arithmetische Ausnahme
• BERECHNUNGSVORSCHRIFT:
ωRavg(y1, . . . , ym) =
ωR/
(
ωRsum(y1, . . . , ym), m
)
falls m ≥ 1
0 sonst.
• INTERVALLOPERATION:
ωRavg(ρ1, . . . , ρm) =
ωI/
(
ωRsum
(
ρ1, . . . , ρm
)
, mI
)
falls m ≥ 1
0I sonst.
• ABLEITUNG:
∂ ωRavg(y1, . . . , ym)
∂ yi
=
1
m
i ∈ {1, . . . , m}
Standardabweichung: Liefert die Standardabweichung ihrer Argumente.
• TYP: m-äre Aggregatoperation
• FUNKTIONSNAME: std
• ARITÄT: Arity(ωRstd) = N
• FIXE PARAMETER: fixed_parameters(ωRstd) = 0
• SEMANTIK VON NaN-ARGUMENTEN: Arithmetische Ausnahme
• BERECHNUNGSVORSCHRIFT:
ωRstd(y1, . . . , ym) = ωRsqrt
(
ωR+
[
ωRavg
(
ωRsqr(y1), . . . , ωRsqr(ym)
)
,
ωR-
(
ωRsqr
[
ωRavg(y1, . . . , ym)
])]) (A.1)
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• INTERVALLOPERATION:
ωRstd(ρ1, . . . , ρm) = ωIsqrt
(
ωI+
[
ωIavg
(
ωRsqr(ρ1), . . . , ωRsqr(ρm)
)
,
ωI-
(
ωIsqr
[
ωRavg(ρ1, . . . , ρm)
])]) (A.2)
• ABLEITUNG:
∂ ωRstd(y1, . . . , ym)
∂ yi
= ωR/
(
ωR+
(
yi, ωR-
[
ωRavg(y1, . . . , ym)
])
,
ωR*
[
m, ωRstd(y1, . . . , ym)
]) (A.3)
für i ∈ {1, . . . , m}
Eine in der Literatur4 in ähnlichen Varianten verbreitete Formel für die Standardabwei-
chung ist
σ(y1, . . . , ym) =
√
1
m
·
m
∑
i=1
(yi − a)2 für m ≥ 1 mit a := 1m ·
m
∑
i=1
yi. (A.4)
Diese lässt sich umformen zu
σ(y1, . . . , ym) =
√
1
m
·
( m
∑
i=1
(yi)2
)
− a2. (A.5)
Letztere Berechnungsvorschrift ist in Gleichung (A.1) und (A.2) unter Verwendung der
oben spezifizierten Basisoperationen umgesetzt. In dieser Form ausgedrückt lässt sich die
Standardabweichung CPU-effizienter implementieren, da für die direkte Umsetzung die-
ser Berechnungsvorschrift lediglich ein einziger Schleifendurchlauf über die Parameter
nötig ist, welcher zugleich die Summe der Parameterwerte und die Summe der Quadra-
te der Parameterwerte bildet. Die in Gleichung (A.3) angegebene Ableitungsregel erhält
man durch Differentiation dieser Berechnungsvorschrift, z.B. indem man das von Algo-
rithmus 4.3 beschriebene Prinzip des Rückwärtsmodus per Hand auf (A.1) anwendet und
die daraus resultierende Formel anschließend durch geeignete Umformung vereinfacht.
Median: Liefert den Median ihrer von NaN verschiedenen Argumente.
• TYP: m-äre Aggregatoperation
• FUNKTIONSNAME: median
• ARITÄT: Arity(ωRmedian) = N
• FIXE PARAMETER: fixed_parameters(ωRmedian) = 0
• SEMANTIK VON NaN-ARGUMENTEN: Missing Value
• BERECHNUNGSVORSCHRIFT:
ωRmedian(y1, . . . , ym) =

v⌈j⌉ falls p ≥ 1 und p ungerade
ωRavg(vj, vj+1) falls p ≥ 1 und p gerade
0 sonst.
mit
(
v1, . . . , vp
)
:= sort(y1, . . . , ym) und j :=
p
2
(A.6)
4Vergleiche z.B. Lödding (2005); Nyhuis und Wiendahl (1999).
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• INTERVALLOPERATION:
ωRmedian(ρ1=(l1, u1, ol1 , ou1), . . . , ρm=(lm, um, olm , oum)) ={ (
ωRmedian(l
′
1, . . . , l
′
m), ωRmedian(u
′
1, . . . , u
′
m), false, false
) }
mit
(
l′i , u
′
i
)
:=
{
(li, ui) falls R(ρi) 6= ∅
(NaN, NaN) sonst.
i ∈ {1, . . . , m}
• ABLEITUNG:
∂ ωRmedian(y1, . . . , ym)
∂ yi
:=

1
|M1| falls p ≥ 1 und p ungerade und yi = v⌈j⌉
1
2·|M2| falls p ≥ 1 und p gerade und vj 6= vj+1 und yi = vj
1
2·|M3| falls p ≥ 1 und p gerade und vj 6= vj+1 und yi = vj+1
1
|M2| falls p ≥ 1 und p gerade und yi = vj = vj+1
0 sonst.
mit M1 := { k | 1 ≤ k ≤ m ∧ yk = v⌈j⌉ }
M2 := { k | 1 ≤ k ≤ m ∧ yk = vj }
M3 := { k | 1 ≤ k ≤ m ∧ yk = vj+1 }
(A.7)
für i ∈ {1, . . . , m}
Die in der Berechnungsvorschrift (A.6) verwendete Funktion sort liefert die von NaN ver-
schiedenen Elemente der ihr übergebenen Liste in aufsteigender oder absteigender Rei-
henfolge ihrer Werte als Liste zurück. Da alle Elemente mit dem Wert NaN bei diesem
Sortiervorgang herausgefiltert werden, gilt p ≤ m. Ist p gerade, dann bezeichnet vj den
Untermedian und vj+1 den Obermedian.
Der Median ist eine unstetige, nicht differenzierbare Funktion. Da bei der Berechnung
dieser Basisoperation ein Sortieralgorithmus zum Einsatz kommt, entspricht die Diffe-
rentiation von ωRmedian an einer gegebenen Stelle prinzipiell der Differentiation eines Al-
gorithmus mit Schleifenkonstrukten und Fallunterscheidungen, wie sie u.a. von Walther
et al. (2005) und Bücker et al. (2006) behandelt wird. Durch die Verwendung von Fall-
unterscheidungen wird das Ableitungsergebnis des Medians bei dieser Vorgehensweise
allerdings im Allgemeinen abhängig von der Reihenfolge seiner Parameter in der zu sor-
tierenden Eingabeliste; vgl. etwa die Diskussion der Differentiation bedingter Zuweisun-
gen bei Walther et al. (2005, S. 12f): Befinden sich mehrere Elemente mit dem gleichen
und mit demMedian (bzw. Unter- oder Obermedian) identischen Wert aber unterschied-
lichen partiellen Ableitungen in der Parameterliste, dann wäre es abhängig von der Rei-
henfolge der Parameter, welcher von ihnen letztendlich über den Index ⌈j⌉ (bzw. j und
j+1) für das Funktionsergebnis und infolgedessen ebenfalls zur Bildung der jeweiligen
partiellen Ableitung herangezogen wird.5 Um dies zu verhindern, definiert die Kennzah-
lenbibliothek die partiellen Ableitungen nach allen Parametern mit einem mit v⌈j⌉ (für p
5Das Ableitungsergebnis ist dann abhängig von der Position der Parameter in der zu sortierenden Liste und der
direkt aus dieser Position sowie der konkreten Programmlogik des Sortieralgorithmus folgenden Reihenfolge der
Parameter in der resultierenden sortierten Liste. So kann sort(y1, y2, y3) für m = 3 mit y1 = y2 < y3 und y1, y2,
y3 ∈ R sowohl (y1, y2, y3) als auch (y2, y1, y3) liefern. Bei einer Ableitung nach dem Prinzip der Differentiation
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ungerade) resp. vj oder vj+1 (für p gerade) identischen Wert analog zu ωRmin und ωRmax
anhand des arithmetischenMittels dieser Parameter. Dies entspricht einer Differentiation
der Berechnungsvorschrift median(y1, . . . , ym) =
(
∑i∈M1 yi
)
/ |M1| für p ungerade und
median(y1, . . . , ym) = 12
[(
∑i∈M2 yi
)
/ |M2| +
(
∑i∈M3 yi
)
/ |M3|
]
für p gerade.
von Algorithmen ist es somit – abhängig vom eingesetzten Ableitungsverfahren – möglich, dass z.B. für die parti-
elle Ableitung ∂ ωRmedian(y1, y2, y3)/∂ y1 im ersten Fall der Wert 0 geliefert wird und im zweiten Fall der Wert 1.
Tatsächlich ist die partielle Ableitung des Medians an dieser Stelle allerdings undefiniert (Richtungsableitungen
existieren hingegen). Siehe z.B. Araya-Polo und Hascoët (2005) zur Problematik nur stückweise differenzierbarer
Funktionen bzw. Algorithmen.

— ANHANG B —
Spezifikation des XML-
Kennzahlenkonfigurationsformats
Dieser Anhang legt das XML-basierte textuelle Kennzahlenkonfigurationsformat der Kennzah-
lenbibliothek fest. Es werden im Folgenden die zur Definition der Kennzahlensammlungen zur
Verfügung stehenden XML-Elemente und -Attribute beschrieben. Alle in den XML-Attributen
in textueller Form angegebenen reellwertigen resp. rationalen Zahlenliterale (Expansionen des
auf Seite 351 definierten Nichtterminals FloatValue) werden jeweils auf den nächsten 64-Bit-
Gleitkommawert gemäß IEEE Std 754-2008 gerundet.
B.1 Das KeyFigureCollection-Element
Eine Kennzahlenkonfigurationsdatei besteht aus genau einem KeyFigureCollection-Element,
welches die einzelnen Bestandteile der zu konfigurierenden Kennzahlensammlung als weitere
XML-Elemente enthält.
Attribute
Dieses XML-Element besitzt keine Attribute.
Enthalten in
Es handelt sich um das Top-Level-Element der XML-Datei.
Mögliche enthaltene Elemente
• KeyFigure: Definiert eine neue benutzerdefinierte Kennzahl (B.2).
• BasicKeyFigure: Definiert eine neue Basiskennzahl oder passt eine vom konkreten MAS
vorgegebene Basiskennzahl an (B.3).
• Objective: Definiert ein neues benutzerdefiniertes Kennzahlenziel (B.5).
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B.2 Das KeyFigure-Element
Dieses Element dient zur Festlegung einer neuen benutzerdefinierten Kennzahl.
Attribute
Die folgenden Attribute geben die Eigenschaften der Kennzahl gemäß der Spezifikation in Ab-
schnitt 10.2.4 ab Seite 327 an:
• name (erforderlich, falls nicht Bestandteil der Kennzahlenformel im definition-Attribut):
Gibt den Namen der Kennzahl an. Dieser muss den in Abschnitt 10.2.4 auf Seite 327 fest-
gelegten regulären Ausdruck (10.2) erfüllen und darf dabei nicht mit einem führenden
Fragezeichen beginnen. Zudem muss er eindeutig sein, d.h., es darf keine weitere Kenn-
zahl der zu konfigurierenden Kennzahlensammlung diesen Namen tragen.
• definition (erforderlich): Gibt die Berechnungsvorschrift der Kennzahl an. Die zu ver-
wendende Formelsyntax ist in Abschnitt 10.4.1 auf Seite 347ff definiert.
• description (optional): Setzt einen kurzen Beschreibungstext zu dieser Kennzahl.
• unit (optional): Legt die Maßeinheit (Unit) der Kennzahl fest.
• default_span (optional): Setzt die Standardspanne (Default Span) der Kennzahl. Es ist
eine positive reelle resp. rationale Zahl in der Syntax des in Abschnitt 10.4.1 auf Sei-
te 351 definierten Nichtterminals FloatValue anzugeben. Fehlt dieses Attribut, dann wird
die Standardspanne der Kennzahl automatisch durch die Kennzahlenbibliothek in der in
Abschnitt 10.2.4 beschriebenen Weise festgelegt.
• is_default (optional): Gibt an, ob es sich bei der Kennzahl um eine unveränderte Stan-
dardkennzahl des konkreten MAS handelt. Reserviert für den Austausch der Kennzah-
lenkonfigurationen zwischen den Agenten.
Das IntaPS-MAS erlaubt die Verwendung dieses Attributs durch den Benutzer (d.h. in den Kenn-
zahlenkonfigurationsdateien) nicht und verwendet es ausschließlich intern im Rahmen des Nach-
richtenaustausches zwischen den Agenten.
Enthalten in
• KeyFigureCollection (B.1)
Mögliche enthaltene Elemente
• Interval: Definiert ein Kennzahlenintervall ρ der Diskretisierung D der Kennzahl (B.4).
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B.3 Das BasicKeyFigure-Element
Mit diesem Element können neue Basiskennzahlen unter Verwendung der Java-Reflection-API
bzw. eines Hashtable-Lookups eingeführt sowie bestehende Basiskennzahlen bezüglich ihrer
Eigenschaften angepasst werden.
Attribute
Die folgenden Attribute geben die Eigenschaften der betreffenden Basiskennzahl gemäß der
Spezifikation in Abschnitt 10.2.4 ab Seite 327 sowie ab Seite 341 an:
• name (erforderlich): Gibt den Namen der Basiskennzahl an. Dieser muss den in Abschnitt
10.2.4 auf Seite 327 festgelegten regulären Ausdruck (10.2) erfüllen und darf dabei nicht
mit einem führenden Fragezeichen beginnen. Soll die Basiskennzahl neu eingeführt wer-
den, dann muss der Name eindeutig sein, d.h., es darf keine weitere Kennzahl der zu
konfigurierenden Kennzahlensammlung diesen Namen tragen. Soll hingegen eine beste-
hende, vom konkreten MAS vordefinierte Basiskennzahl angepasst werden (sofern die-
ses eine solche Modifikation erlaubt), ist hier der Name einer der jeweils konfigurierten
Kennzahlensammlung angehörigen Standardbasiskennzahl des MAS anzugeben. In die-
sem Fall werden alle nicht explizit für das vorliegende BasicKeyFigure-Element aufge-
führten optionalen XML-Attribute von der existierenden Kennzahl übernommen. Über
welche Basiskennzahlen ein bestimmter Agent standardmäßig verfügt, ist dabei jeweils
domänenspezifisch festgelegt.
• description (optional): Setzt einen kurzen Beschreibungstext zu dieser Kennzahl.
• unit (optional): Legt die Maßeinheit (Unit) der Kennzahl fest.
• default_span (optional): Setzt die Standardspanne (Default Span) der Kennzahl. Verglei-
che das gleichnamige Attribut des KeyFigure-Elements.
• boundary (optional): Stellt dieWertebereichsrestriktion r ∈ I der Basiskennzahl ein. In der
vorliegenden prototypischen Implementierung der Kennzahlenbibliothek ist ein einzelnes
Kennzahlenintervall ρ ∈ R in der Syntax des in Abschnitt 10.4.1 auf Seite 351f definierten
Nichtterminals Interval anzugeben. Fehlt dieses Attribut für eine neu definierte Basis-
kennzahl, dann wird automatisch r := {ρ}mit ρ := R−1(R) gesetzt.
• expansion_mode (optional): Legt den Expansionsmodus der Basiskennzahl fest. Es ist ei-
ner der vier Werte maintain, upwards, downwards und both zu wählen. Vergleiche dazu
die Spezifikation der möglichen Expansionsmodi in Abschnitt 10.2.10 auf Seite 341ff.
• expansion_threshold und expansion_step (optional): Stellt den Expansionsschwellen-
wert ethrs ∈ R resp. den Expansionsschritt estep ∈ R+0 der Basiskennzahl ein. Es ist jeweils
die Syntax des in Abschnitt 10.4.1 auf Seite 351 definierten Nichtterminals FloatValue zu
verwenden. Zu den Standardwerten dieser Attribute für neu definierte Basiskennzahlen
siehe Abschnitt 10.2.10, Seite 341f.
• optimization_mode (optional): Gibt den Optimierungsmodus o der Basiskennzahl an. Es
ist einer der zwei Werte true und false zu wählen. Fehlt dieses Attribut für eine neu
definierte Basiskennzahl, dann wird automatisch o := true gesetzt.
• is_default (optional): Siehe das gleichnamige Attribut des KeyFigure-Elements.
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• default_value (optional): Definiert einen Standardwert für die Basiskennzahl, welcher
immer dann verwendet wird, wenn der aktuelle Wert der Basiskennzahl nicht von einer
Kennzahlenquelle bezogen werden kann (etwa weil die zum aktuellen Zeitpunkt ver-
wendete Kennzahlenquelle keinen Wert für die Kennzahl enthält). Es ist ein Wert in der
Syntax des in Abschnitt 10.4.1 auf Seite 351 definierten Nichtterminals FloatValue anzu-
geben. Ist für eine Basiskennzahl kein Standardwert definiert (dies ist die übliche Vorein-
stellung), dann wirft die Implementierung der betreffenden Basiskennzahl eine Excepti-
on, wenn sie den aktuellen Kennzahlenwert nicht von einer Kennzahlenquelle beziehen
kann. Um das Werfen dieser Exception zu deaktivieren, kann der Standardwert z.B. ex-
plizit auf den fehlenden Wert NaN∈ R˜ (siehe Definition 7.1 auf Seite 142) gesetzt werden.
Vergleiche auch die Spezifikation des Source-Elements (B.8).
Dieses Attribut wird vom IntaPS-MAS hauptsächlich zum einmaligen Austausch von Agenten-
eigenschaften und Simulationsparametern zwischen den Agenten verwendet, um diese während
der Simulation unveränderbaren Werte nicht in jedem einzelnen Time Slot erneut in der Daten-
bank des Kennzahlenbrokers speichern zu müssen.
Enthalten in
• KeyFigureCollection (B.1)
Mögliche enthaltene Elemente
• Interval: Definiert ein Kennzahlenintervall ρ der Diskretisierung D der Kennzahl (B.4).
• Source: Definiert eine Kennzahlenquelle für eine neu eingeführte Basiskennzahl (B.8).
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B.4 Das Interval-Element
Dieses Element dient zur Definition eines Kennzahlenintervalls ρ der Diskretisierung D einer
Kennzahl.
Attribute
Die folgenden Attribute geben die Eigenschaften des Kennzahlenintervalls gemäß der Spezifi-
kation in Abschnitt 10.2.3 ab Seite 326 an:
• definition (erforderlich): Legt die Unter- und Obergrenze des Kennzahlenintervalls in
der durch das Nichtterminal Interval in Abschnitt 10.4.1 auf Seite 351f gegebenen Nota-
tion fest.
• label (optional): Gibt einen Namen für das Kennzahlenintervall in Form einer beliebi-
gen Zeichenkette an. Hierbei dürfen mehrere Kennzahlenintervalle der Diskretisierung
den gleichen Intervallnamen besitzen. Wird einer der englischen Farbnamen red, green,
blue, yellow, orange, magenta, cyan, black, pink oder gray angegeben, sowird das Kenn-
zahlenintervall in den GUI-Komponenten der Kennzahlenbibliothek entsprechend einge-
färbt angezeigt. Fehlt dieses Attribut, dann wird automatisch der leere Intervallname ǫ
verwendet (in der Implementierung der Kennzahlenbibliothek als Nullpointer repräsen-
tiert).
• order (optional): Gibt für das Kennzahlenintervall einen Ordnungswert an, anhand des-
sen die Kennzahlenintervalle der Diskretisierung der Kennzahl geordnet werden können
(durch eine kleiner-als-, größer-als- oder ist-gleich-Relation). Es ist eine reelle resp. ratio-
nale Zahl in der Syntax des in Abschnitt 10.4.1 auf Seite 351 definierten Nichtterminals
FloatValue anzugeben. Fehlt dieses Attribut, dannwird (wie in Abschnitt 10.2.3 festgelegt)
automatisch der Ordnungswert 0 verwendet.
• description (optional): Setzt einen kurzen Beschreibungstext für das Kennzahleninter-
vall.
Enthalten in
• KeyFigure (B.2)
• BasicKeyFigure (B.3)
Mögliche enthaltene Elemente
Dieses Element kann keine weiteren Elemente enthalten.
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B.5 Das Objective-Element
Dieses Element dient zur Festlegung eines neuen benutzerdefinierten Kennzahlenziels.
Attribute
Die folgenden Attribute geben die Eigenschaften des Kennzahlenziels gemäß der Spezifikation
in Abschnitt 10.2.5 ab Seite 330 an:
• name (erforderlich): Gibt den Namen des Kennzahlenziels in Form einer beliebigen Zei-
chenkette an.
• target (erforderlich): Gibt an, welche Kennzahl durch das Kennzahlenziel optimiert wer-
den soll. Muss die Syntax
Identifier
[
CollectionModifier
]
gemäß der in Abschnitt 10.4.1 auf Seite 347ff definierten Formelgrammatik aufweisen.
Die referenzierte Kennzahl muss existieren und aus der zu konfigurierenden Kennzah-
lensammlung zugreifbar sein.
• description (optional): Setzt einen kurzen Beschreibungstext für das Kennzahlenziel.
• value (optional†): Definiert eine einzelne Stützstelle der Zielfunktion des Kennzahlen-
ziels mit dem im satisfaction-Attribut angegebenen einzelnen Stützwert. Es ist eine
reelle resp. rationale Zahl in der Syntax des in Abschnitt 10.4.1 auf Seite 351 definierten
Nichtterminals FloatValue anzugeben.
• interval (optional†): Definiert ein einzelnes Intervall der Zielfunktion des Kennzahlen-
ziels, in welchem die im satisfaction-Attribut angegebenen n ≥ 1 Stützwerte den in-
nerhalb des Intervalls in gleichen Abständen verteilten n Stützstellen zugeordnet werden
(wie auf Seite 330ff beschrieben). Die zu verwendende Intervallnotation ist durch das
Nichtterminal Interval in Abschnitt 10.4.1 auf Seite 351f definiert.
• label (optional†): Definiert alle Kennzahlenintervalle der Diskretisierung der Zielkenn-
zahl, welche den durch den Attributwert gegebenen Namen aufweisen, als Intervalle
der Zielfunktion des Kennzahlenziels und ordnet in jedem von ihnen die im satisfac-
tion-Attribut angegebenen n ≥ 1 Stützwerte den innerhalb des jeweiligen Intervalls in
gleichen Abständen verteilten n Stützstellen zu (wie auf Seite 330ff beschrieben).
• order (optional†): Definiert alle Kennzahlenintervalle der Diskretisierung der Zielkenn-
zahl, welche den durch den Attributwert gegebenen numerischen Ordnungswert aufwei-
sen, als Intervalle der Zielfunktion des Kennzahlenziels und ordnet in jedem von ihnen
die im satisfaction-Attribut angegebenen n ≥ 1 Stützwerte den innerhalb des jewei-
ligen Intervalls in gleichen Abständen verteilten n Stützstellen zu (wie auf Seite 330ff
beschrieben).
• satisfaction (optional†): Gibt den einzelnen Stützwert des mit dem value-Attribut resp.
die n ≥ 1 Stützwerte der mit dem Attribut interval, label oder order festgelegten In-
tervalle der Zielfunktion an. Die zu verwendende Stützwertlistennotation ist durch das
Nichtterminal FloatVector in Abschnitt 10.4.1 auf Seite 353 definiert. Alle Stützwerte
müssen Elemente des Intervalls [0, 1] ⊂ R sein.
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• weight (optional): Definiert das initiale Gewichtwinit ∈ [0, 1] ⊂ R des Kennzahlenziels. Es
ist die Syntax des in Abschnitt 10.4.1 auf Seite 351 definierten Nichtterminals FloatValue
zu verwenden. Fehlt dieses Attribut, dann wird automatisch winit := 1 gesetzt.
• expansion_mode (optional): Legt den Expansionsmodus des Kennzahlenziels fest. Sie-
he das gleichnamige Attribut des BasicKeyFigure-Elements sowie die Spezifikation der
Kennzahlenziele in Abschnitt 10.2.5 auf Seite 335ff.
• expansion_threshold und expansion_step (optional): Stellt den Expansionsschwellen-
wert ethrs ∈ R resp. den Expansionsschritt estep ∈ R+0 des Kennzahlenziels ein. Siehe die
gleichnamigenAttribute des BasicKeyFigure-Elements sowie Abschnitt 10.2.5, Seite 335ff.
Enthalten in
• KeyFigureCollection (B.1)
Mögliche enthaltene Elemente
• ControlPoint: Legt eine einzelne Stützstelle samt zugehörigem Stützwert für die Ziel-
funktion des Kennzahlenziels fest (B.6).
• ControlPoints: Legt eine bis mehrere Stützstellen samt zugehörigen Stützwerten für die
Zielfunktion des Kennzahlenziels fest (B.7).
Anmerkungen
†: Für ein Kennzahlenziel ist mindestens eine Stützstelle der Zielfunktion einschließlich Stütz-
wert anzugeben. Dies kann entweder durchAngabe genau eines der vier Attribute value, inter-
val, label und order für das betreffende Objective-Element geschehen, oder alternativ durch
die Angabe von ein bis mehreren ControlPoint(s)-Elementen innerhalb des Objective-Ele-
ments. Im erstgenannten Fall müssen mit dem satisfaction-Attribut des Objective-Elements
für alle so definierten Stützstellen die zugehörigen Stützwerte festgelegt werden. Dieses At-
tribut kann nur dann verwendet werden, wenn für das Objective-Element genau eines der
Attribute value, interval, label, order aufgeführt ist.
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B.6 Das ControlPoint-Element
Mit diesem Element kann für ein Kennzahlenziel eine einzelne Stützstelle samt zugehörigem
Stützwert der Zielfunktion angegeben werden. Siehe auch die Spezifikation des Objective-
Elements (B.5). Ein Objective-Element kann beliebig viele ControlPoint–Elemente enthalten.
Attribute
• value (erforderlich): Definiert eine einzelne Stützstelle der Zielfunktion des Kennzah-
lenziels mit dem im satisfaction-Attribut angegebenen einzelnen Stützwert. Siehe das
gleichnamige Attribut des Objective-Elements.
• satisfaction (erforderlich): Gibt den Stützwert der mit dem value-Attribut festgelegten
Stützstelle der Zielfunktion an. Siehe das gleichnamige Attribut des Objective-Elements.
Die zu verwendende Stützwertnotation ist durch das Nichtterminal FloatVector in Ab-
schnitt 10.4.1 auf Seite 353 definiert. Es ist dabei exakt ein Stützwert anzugeben. Dieser
muss Element des Intervalls [0, 1] ⊂ R sein.
Enthalten in
• Objective (B.5)
Mögliche enthaltene Elemente
Dieses Element kann keine weiteren Elemente enthalten.
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B.7 Das ControlPoints-Element
Mit diesem Element können für ein Kennzahlenziel eine bis mehrere Stützstellen samt zu-
gehörigen Stützwerten der Zielfunktion angegeben werden. Siehe auch die Spezifikation des
Objective-Elements (B.5). Ein Objective-Element kann beliebig viele ControlPoints-Elemente
enthalten.
Attribute
• interval (optional†): Definiert ein einzelnes Intervall der Zielfunktion des Kennzahlen-
ziels. Siehe das gleichnamige Attribut des Objective-Elements.
• label (optional†): Definiert alle Kennzahlenintervalle der Diskretisierung der Zielkenn-
zahl, welche den durch den Attributwert gegebenen Namen aufweisen, als Intervalle
der Zielfunktion des Kennzahlenziels. Siehe das gleichnamige Attribut des Objective-
Elements.
• order (optional†): Definiert alle Kennzahlenintervalle der Diskretisierung der Zielkenn-
zahl, welche den durch den Attributwert gegebenen numerischen Ordnungswert aufwei-
sen, als Intervalle der Zielfunktion des Kennzahlenziels. Siehe das gleichnamige Attribut
des Objective-Elements.
• satisfaction (erforderlich): Gibt die Stützwerte der mit dem Attribut interval, label
oder order festgelegten Intervalle der Zielfunktion an. Siehe das gleichnamige Attribut
des Objective-Elements.
Enthalten in
• Objective (B.5)
Mögliche enthaltene Elemente
Dieses Element kann keine weiteren Elemente enthalten.
Anmerkungen
†: Es ist genau eines der Attribute interval, label oder order anzugeben. Vergleiche hierzu die
Anmerkung zum Objective-Element.
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B.8 Das Source-Element
Mit diesem Element können für eine Basiskennzahl Kennzahlenquellen angegeben werden,
die den aktuellen Gleitkommawert der Kennzahl liefern und setzen. Als Quelle für Basiskenn-
zahlen können Objekte aller Java-Klassen dienen, die das KFSource-Interface (siehe Javadoc-
Dokumentation des Packages org.tzi.keyfigures) implementieren. Diese Klassen fassen die
Werte der von einem Agenten erhobenen Basiskennzahlen zusammen und stellen sie über pa-
rameterlose get-Methoden mit dem Rückgabetyp double zur Verfügung. Zudem besitzen sie
für jede Basiskennzahl eine set-Methode mit einem Parameter des Typs double zum Schrei-
ben des Kennzahlenwerts (u.a. benötigt von der Optimierungskomponente). Pro Java-Klasse
kann mit diesem XML-Element jeweils eine solche get- und set-Methode angegeben werden,
die dann von der Kennzahlenbibliothek zur Laufzeit über die Java-Reflection-API aufgerufen
wird, um an denWert der Kennzahl zu gelangen resp. diesen im Rahmen der Optimierung des
Kennzahlenbewertungsmodells zu schreiben.
Darüber hinaus kann für Klassen, die das erweiterte KFMappedSource-Interface implementieren
(diese stellen die Werte der Basiskennzahlen via Hashtable-Lookup zur Verfügung), ein Hash-
Key in Form einer Zeichenkette angegeben werden, über den der Kennzahlenwert zugreifbar
ist. Letzterer Ansatz wird von der Kennzahlenbibliothek auch zum Austausch von Kennzah-
lenwerten sowie Kennzahlenkonfigurationen zwischen den Agenten des MAS zur Verfügung
gestellt (etwa zur Konfiguration der Kennzahlstellvertreter einer Stellvertretersammlung).
Attribute
• class (erforderlich): Gibt den Namen der Java-Klasse an, für die das Source-Element
beschreibt, wie von ihr der Basiskennzahlenwert zu beziehen ist. Dies ist üblicherweise
der vollständige Klassenname einschließlich des Java-Package-Namens.
• get (optional†): Setzt den Namen der get-Methode der im class-Attribut angegebenen
Klasse, welche den Wert der Basiskennzahl liefert. Diese Java-Methode muss parameter-
los sein und den Rückgabetyp double aufweisen.
• set (optional†): Setzt den Namen der set-Methode der im class-Attribut angegebenen
Klasse, welche den Wert der Basiskennzahl schreibt. Diese Java-Methode muss genau
einen Parameter des Typs double besitzen und den Rückgabetyp void aufweisen.
• key (optional†): Setzt den Hash-Key, mit dem über das KFMappedSource-Interface auf den
Wert der Basiskennzahl zugegriffen werden kann. Die im class-Attribut angegebene
Klasse muss dieses Java-Interface implementieren.
Enthalten in
• BasicKeyFigure (B.3)
Mögliche enthaltene Elemente
Dieses Element kann keine weiteren Elemente enthalten.
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Anmerkungen
†: Für die Kennzahlenquelle muss mindestens eines der Attribute get oder key angegeben
werden. Wird das key-Attribut verwendet, so muss die im class-Attribut angegebene Klasse
das erweiterte KFMappedSource-Interface implementieren.
Im IntaPS-MAS kommt dieses Element hauptsächlich zum Austausch der Kennzahlenkonfigurationen
zwischen den Agenten zum Einsatz und wird vom Benutzer in den Kennzahlenkonfigurationsdateien
üblicherweise nicht verwendet.

— ANHANG C —
Referenz der IntaPS-Standardkennzahlen
Dieser Anhang gibt eine Übersicht der vordefinierten Standardkennzahlen des IntaPS-MAS,
die für eine Verwendung in den Berechnungsvorschriften der benutzerdefinierten Kennzahlen
zur Verfügung stehen.
C.1 Standardkennzahlen der Ressourcenagenten
Die folgenden Kennzahlen sind stets Bestandteil der Kennzahlensammlung eines Ressourcen-
agenten in IntaPS. Die in Abschnitt C.1.1 aufgeführten Konstanten des Agentenprofils kön-
nen vor Beginn der Simulation in der IntaPS-GUI eingestellt werden1 und bleiben während
eines Simulationslaufs stets unverändert. Die Werte der in Abschnitt C.1.2 aufgeführten Basis-
kennzahlen sind abhängig von den ausgeführten Agentenaktionen und Agenteninteraktionen
und werden in jedem Time Slot der Simulation aktualisiert. Diese Basiskennzahlen können
vom Benutzer bei Bedarf in der XML-Kennzahlenkonfiguration der Ressource mit Hilfe des
BasicKeyFigure-Elements2 hinsichtlich der in den Abschnitten 10.2.4 und 10.2.10 spezifizier-
ten Attribute angepasst werden.
C.1.1 Konstanten aus dem Agentenprofil
• cFailureProbability: Die allgemeine Ausfallwahrscheinlichkeit der vom Ressourcen-
agenten verwalteten Maschine in allen Time Slots, in denen MaintenanceLevel = 1 gilt,
als reeller Wert aus dem Intervall [0, 1] ⊂ R. Die konkrete Ausfallwahrscheinlichkeit der
Maschine in einem beliebigen Time Slot mit MaintenanceLevel > 0 beträgt stets
(cFailureProbability)MaintenanceLevel.
Wird im Agentenprofil cFailureProbability := 0 gesetzt, dann wird dadurch der ran-
domisierte Maschinenausfall während der Simulation deaktiviert.
• cFixedCosts: Die Fixkosten der vom Ressourcenagenten verwalteten Maschine in Geld-
einheiten pro Time Slot (GE/TS).
• cInitialMaintenanceLevel: Der initiale Wartungszustand der vom Ressourcenagenten
verwalteten Maschine zu Beginn der Simulation in Wartungspunkten (WP).
1Vergleiche Abbildung 11.6 auf Seite 381.
2Siehe Anhang B.3.
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• cMaintenanceCosts: Die für den Ressourcenagenten bei ausgeführter Wartungsaktion
anfallenden Wartungskosten in Geldeinheiten pro Time Slot (GE/TS).
• cMaintenanceEffect: Die für die vom Ressourcenagenten verwaltete Maschine wirksam
werdende Steigerung des Wartungszustands bei ausgeführter Wartungsaktion in War-
tungspunkten pro Time Slot (WP/TS).
• cMaxOrders: Die maximale lokale Auftragswarteschlangenlänge des Ressourcenagenten
in Aufträgen.
• cMaxStock: Der maximale Lagerbestand des Ressourcenagenten in Werkstücken.3
• cProductionCostFactor: Positiver reeller Skalierungsfaktor, mit dem die im Profil ei-
nes gefertigten Auftrags konfigurierten fertigungsgeschwindigkeitsabhängigen Bearbei-
tungskosten bei der Produktion des Auftrags auf der vom Ressourcenagenten verwalte-
ten Maschine multipliziert werden.
• cQualityFactor: Positiver reeller Skalierungsfaktor, mit dem die im Profil eines gefertig-
ten Auftrags konfigurierte fertigungsgeschwindigkeitsabhängige Werkstückqualität bei
der Produktion des Auftrags auf der vom Ressourcenagenten verwaltetenMaschine mul-
tipliziert wird.
• cRepairCosts: Die für den Ressourcenagenten bei ausgeführter Reparaturaktion anfal-
lenden Reparaturkosten in Geldeinheiten pro Time Slot (GE/TS).
• cRepairTime: Die Zeit in Time Slots (TS), welche die Ausführung einer einzelnen Repa-
raturaktion durch den Ressourcenagenten veranschlagt.
• cStockCosts: Die für den Ressourcenagenten anfallenden Lagerkosten in Geldeinheiten
pro auf seinem Lager befindlichen Werkstück pro Time Slot (GE/Werkstück/TS).3
• cWearoutFactor: Positiver reeller Skalierungsfaktor, mit dem der im Profil eines gefer-
tigten Auftrags konfigurierte fertigungsgeschwindigkeitsabhängige Werkzeugverschleiß
bei der Produktion des Auftrags auf der vom Ressourcenagenten verwalteten Maschine
multipliziert wird.
C.1.2 Während der Simulation erhobene Basiskennzahlen
• CustomOrders: Die aktuelle Anzahl der vom Ressourcenagenten zur Fertigung angenom-
men Standardaufträge, welche noch nicht fertiggestellt oder storniert wurden.
• CustomOverDue: Die aktuelle Anzahl der vom Ressourcenagenten zur Fertigung ange-
nommen Standardaufträge, welche bereits ihre Deadline überschritten haben, aber noch
nicht fertiggestellt oder storniert wurden.
• DeltaMoney: Die Differenz zwischen dem Geldbetrag des Ressourcenagenten im aktuel-
len Time Slot und dem Geldbetrag des Agenten im vorherigen Time Slot (erstgenannter
minus letztgenannter) in Geldeinheiten (GE).
• HistoryFailureSlots: Die in der laufenden Simulation bereits angefallene Anzahl an
Time Slots, in denen die vom Ressourcenagenten verwaltete Maschine defekt war (bishe-
rige Ausfallzeit in TS).
3Eine Lagerfertigung (Make-to-Stock) ist bei dem in Kapitel 11 evaluierten IntaPS-Szenario nicht möglich. Diese Kenn-
zahl besitzt daher dort keine Relevanz.
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• HistoryIdlingSlots: Die in der laufenden Simulation bereits angefallene Anzahl an Time
Slots, in denen der Ressourcenagent eine Idle-Aktion ausgeführt hat (bisherige Brachzeit
in TS).
• HistoryMaintenanceSlots: Die in der laufenden Simulation bereits angefallene Anzahl
an Time Slots, in denen der Ressourcenagent eine Maintain- oder Repair-Aktion ausge-
führt hat (bisherige Instandhaltungs- und Reparaturzeit in TS).
• HistoryProductionSlots: Die in der laufenden Simulation bereits angefallene Anzahl an
Time Slots, in denen der Ressourcenagent eine Produce-Aktion ausgeführt hat (bisherige
Rüst- und Bearbeitungszeit in TS).
• MaintenanceLevel: Der aktuelle Wartungszustand der vom Ressourcenagenten verwal-
teten Maschine in Wartungspunkten (WP).
• MeanThroughputTime: Diemittlere Durchlaufzeit aller bisher vomRessourcenagenten aus-
gelieferten Aufträge in Time Slots (TS). Auch durch automatische Kennzahlenaggregati-
on mit der Kennzahlenformel
avg(ElapsedThroughputTime[$SOLD_ORDERS])
berechenbar.
• MinCustomPenalty: Die Summe [sic] der bisher angefallen Konventionalstrafen aller mit
der Basiskennzahl CustomOverDue gezählten aktuell überfälligen Standardaufträge des
Ressourcenagenten in Geldeinheiten (GE).
• MinCustomPrice: Die Summe [sic] der Rechnungsbeträge aller mit der Basiskennzahl
CustomOrders gezählten aktuell angenommenen Standardaufträge des Ressourcenagen-
ten in Geldeinheiten (GE).
• MinRushPenalty: Die Summe [sic] der bisher angefallen Konventionalstrafen aller mit
der Basiskennzahl RushOverDue gezählten aktuell überfälligen Eilaufträge des Ressour-
cenagenten in Geldeinheiten (GE).
• MinRushPrice: Die Summe [sic] der Rechnungsbeträge aller mit der Basiskennzahl Rush-
Orders gezählten aktuell angenommenen Eilaufträge des Ressourcenagenten in Geldein-
heiten (GE).
• Money: Der aktuelle Geldbetrag des Ressourcenagenten in Geldeinheiten (GE).
• NewCustomOrders: Die Anzahl der noch nicht final angenommenen Standardaufträge, für
die der Ressourcenagent im aktuellen Time Slot ein Angebot (Propose) übermittelt hat, um
diese Aufträge bei einem tatsächlichen Zuschlag durch den jeweiligen Auftragsagenten
in die Menge der angenommenen Standardaufträge sowie in die Kontextgruppe $ORDERS
aufzunehmen.
• NewRushOrders: Die Anzahl der noch nicht final angenommenen Eilaufträge, für die der
Ressourcenagent im aktuellen Time Slot ein Angebot (Propose) übermittelt hat, um diese
Aufträge bei einem tatsächlichen Zuschlag durch den jeweiligen Auftragsagenten in die
Menge der angenommenen Eilaufträge sowie in die Kontextgruppe $ORDERS aufzuneh-
men.
• PlannedIdlingSlots: Die Anzahl der zukünftigen Time Slots, für welche die Ausführung
einer Idle-Aktion durch den Ressourcenagenten aktuell eingeplant ist, aber noch nicht
durchgeführt wurde (eingeplante Brachzeit in TS).
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• PlannedMaintenanceSlots: Die Anzahl der zukünftigen Time Slots, für welche die Aus-
führung einerMaintain- oder Repair-Aktion durch den Ressourcenagenten aktuell einge-
plant ist, aber noch nicht durchgeführt wurde (eingeplante Instandhaltungs- und Repa-
raturzeit in TS).
• PlannedProductionSlots: Die Anzahl der zukünftigen Time Slots, für welche die Aus-
führung einer Produce-Aktion durch den Ressourcenagenten aktuell eingeplant ist, aber
noch nicht durchgeführt wurde (eingeplante Rüst- und Bearbeitungszeit in TS).
• RushOrders: Die aktuelle Anzahl der vom Ressourcenagenten zur Fertigung angenom-
men Eilaufträge, welche noch nicht fertiggestellt oder storniert wurden.
• RushOverDue: Die aktuelle Anzahl der vom Ressourcenagenten zur Fertigung angenom-
men Eilaufträge, welche bereits ihre Deadline überschritten haben, aber noch nicht fer-
tiggestellt oder storniert wurden.
• SellCustomOrders: Die Anzahl der im aktuellen Time Slot vom Ressourcenagenten zur
Auslieferung vorgesehenen fertiggestellten Standardaufträge.
• SellRushOrders: Die Anzahl der im aktuellen Time Slot vom Ressourcenagenten zur
Auslieferung vorgesehenen fertiggestellten Eilaufträge.
• Stock: Der derzeitige Lagerbestand des Ressourcenagenten in Werkstücken.3
C.2 Standardkennzahlen der Aufträge
Auf die folgenden Kennzahlen der Aufträge eines Ressourcenagenten kann aus der Kennzah-
lensammlung des letzteren via Kennzahlenaggregation über die Gruppen $ORDERS (fasst die
aktuell in der Auftragswarteschlange der Ressource angenommenen aber bisher weder fertig-
gestellten noch stornierten Aufträge zusammen), $SOLD_ORDERS (fasst alle in der Vergangenheit
von der Ressource erfolgreich fertiggestellten und ausgelieferten Aufträge zusammen) und
$CANCELLED_ORDERS (fasst alle in der Vergangenheit von der Ressource stornierten Aufträge
zusammen) zugegriffen werden. Die in Abschnitt C.2.1 aufgeführten Konstanten des Auftrags-
profils können vor Beginn der Simulation in der IntaPS-GUI eingestellt werden4 und bleiben
während eines Simulationslaufs stets unverändert. Die Werte der in Abschnitt C.2.2 aufgeführ-
ten Basiskennzahlen sind abhängig von den ausgeführten Agentenaktionen und Agentenin-
teraktionen und werden in jedem Time Slot der Simulation aktualisiert. Diese Basiskennzahlen
können vom Benutzer bei Bedarf in der XML-Auftragskennzahlenkonfiguration der Ressource
mit Hilfe des BasicKeyFigure-Elements5 hinsichtlich der in den Abschnitten 10.2.4 und 10.2.10
spezifizierten Attribute angepasst werden.
C.2.1 Konstanten aus dem Auftragsprofil
• cFastProduceCosts: Die resultierenden Bearbeitungskosten des Auftrags in Geldeinhei-
ten (GE) bei Bearbeitung allerWerkstückemit der maximalen Fertigungsgeschwindigkeit
?speed = 1. Diese konstante Auftragskennzahl ist nur dann verfügbar, wenn in dem über
die IntaPS-GUI editierbaren Ressourcenagentenprofil der Zugriff auf die Endpunkte der
stückweise linearen Kostenfunktion der Auftragsprofile aktiviert ist.6
4Vergleiche Abbildung 11.7 auf Seite 381.
5Siehe Anhang B.3.
6Über die Option »Allow Key Figure Access to Order PWLF Endpoints« ; vgl. Abbildung 11.6 auf Seite 381.
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• cFastProduceQuality: Die resultierende Werkstückqualität des Auftrags in Qualitäts-
punkten (QP) bei Bearbeitung aller Werkstücke mit der maximalen Fertigungsgeschwin-
digkeit ?speed = 1. Diese konstante Auftragskennzahl ist nur dann verfügbar, wenn in
dem über die IntaPS-GUI editierbaren Ressourcenagentenprofil der Zugriff auf die End-
punkte der stückweise linearen Qualitätsfunktion der Auftragsprofile aktiviert ist.6 Zu
dem im IntaPS-MAS verwendeten abstrakten Qualitätsmaß der Aufträge siehe die Be-
schreibung der Auftragskennzahl cRequiredQuality.
• cFastProduceWearout: Der resultierende Werkzeugverschleiß des Auftrags in Wartungs-
punkten (WP) bei Bearbeitung aller Werkstücke mit der maximalen Fertigungsgeschwin-
digkeit ?speed = 1. Diese konstante Auftragskennzahl ist nur dann verfügbar, wenn in
dem über die IntaPS-GUI editierbaren Ressourcenagentenprofil der Zugriff auf die End-
punkte der stückweise linearen Verschleißfunktion der Auftragsprofile aktiviert ist.6
• cLotCount: Die bestellte Losanzahl des Auftrags.
• cLotSize: Die Losgröße des Auftrags in Werkstücken pro Los.
• cMaterialPropertyA: Der reelle Wert der ersten benutzerdefinierten physikalischen Ma-
terialeigenschaft des Auftrags in der jeweils im Auftragsprofil eingestellten Einheit.7
• cMaterialPropertyB: Der reelle Wert der zweiten benutzerdefinierten physikalischen
Materialeigenschaft des Auftrags in der jeweils im Auftragsprofil eingestellten Einheit.7
• cMaxDelay: Die maximale Zeit in Time Slots (TS), die, nachdem der Auftrag die durch
cMaxTime gegebene maximale Durchlaufzeit überschritten hat, noch verstreichen darf,
bis der Auftrag (unter der dann angefallenen maximalen Konventionalstrafe) in jedem
Fall zu stornieren ist.
• cMaxProduceCapacity: Das Arbeitsvolumen in der im Auftragsprofil eingestellten Ein-
heit (z.B. das Materialabtragsvolumen in cm3 bei einer zerspanenden Bearbeitung), wel-
ches von der den Auftrag bearbeitenden Maschine bei maximaler Fertigungsgeschwin-
digkeit ?speed = 1 in der von der Auftragskennzahl cTimePerPiece gegebenen Zeit ver-
arbeitet wird.
• cMaxTime: Die maximale Durchlaufzeit (Deadline) des Auftrags in Time Slots (TS). Wird
diese überschritten, dann fällt in jedem überzogenen Time Slot die durch cPenalty gege-
bene Konventionalstrafe an.
• cMinProduceCapacity: Das Arbeitsvolumen in der im Auftragsprofil eingestellten Ein-
heit (z.B. das Materialabtragsvolumen in cm3 bei einer zerspanenden Bearbeitung), wel-
ches von der den Auftrag bearbeitenden Maschine bei minimaler Fertigungsgeschwin-
digkeit ?speed = 0 in der von der Auftragskennzahl cTimePerPiece gegebenen Zeit ver-
arbeitet wird.
• cPenalty: Die Konventionalstrafe des Auftrags in Geldeinheiten pro überzogenem Time
Slot (GE/TS).
• cPrice: Der Vertragspreis des Auftrags in Geldeinheiten (GE). Dieser wird bei erfolg-
reicher Fertigstellung und Auslieferung des Auftrags abzüglich etwaiger angefallener
Konventionalstrafen dem bearbeitenden Ressourcenagenten gutgeschrieben.
7Diese Kennzahl kommt bei dem in Kapitel 11 evaluierten IntaPS-Szenario nicht zum Einsatz.
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• cRequiredQuality: Die von den gefertigten Werkstücken des Auftrags zu erreichende
Mindestqualität in Qualitätspunkten (QP). Bei letzteren handelt es sich um ein abstraktes,
über alle Werkstücke des Auftrags gerechnetes Qualitätsmaß mit dem möglichen Werte-
bereich [0, 1] ⊂ R (größerer Wert ist »besser«).
• cSetupTimePerLot: Die Rüstzeit des Auftrags in Time Slots pro Los (TS/Los).
• cSlowProduceCosts: Die resultierenden Bearbeitungskosten des Auftrags in Geldeinhei-
ten (GE) bei Bearbeitung aller Werkstücke mit der minimalen Fertigungsgeschwindigkeit
?speed = 0. Diese konstante Auftragskennzahl ist nur dann verfügbar, wenn in dem über
die IntaPS-GUI editierbaren Ressourcenagentenprofil der Zugriff auf die Endpunkte der
stückweise linearen Kostenfunktion der Auftragsprofile aktiviert ist.6
• cSlowProduceQuality: Die resultierende Werkstückqualität des Auftrags in Qualitäts-
punkten (QP) bei Bearbeitung aller Werkstücke mit der minimalen Fertigungsgeschwin-
digkeit ?speed = 0. Diese konstante Auftragskennzahl ist nur dann verfügbar, wenn in
dem über die IntaPS-GUI editierbaren Ressourcenagentenprofil der Zugriff auf die End-
punkte der stückweise linearen Qualitätsfunktion der Auftragsprofile aktiviert ist.6 Zu
dem im IntaPS-MAS verwendeten abstrakten Qualitätsmaß der Aufträge siehe die Be-
schreibung der Auftragskennzahl cRequiredQuality.
• cSlowProduceWearout: Der resultierende Werkzeugverschleiß des Auftrags in Wartungs-
punkten (WP) bei Bearbeitung aller Werkstücke mit der minimalen Fertigungsgeschwin-
digkeit ?speed = 0. Diese konstante Auftragskennzahl ist nur dann verfügbar, wenn in
dem über die IntaPS-GUI editierbaren Ressourcenagentenprofil der Zugriff auf die End-
punkte der stückweise linearen Verschleißfunktion der Auftragsprofile aktiviert ist.6
• cTimePerPiece: Die Zeit in Time Slots (TS), welche die Fertigung des durch die Auftrags-
kennzahl cWorkVolumePerPiece gegebenenArbeitsvolumens bei der Standardfertigungs-
geschwindigkeit des Auftrags auf der ihn fertigenden Maschine benötigt. Die Standard-
fertigungsgeschwindigkeit des Auftrags ist dabei gegeben durch
DefaultSpeed = max
(
0, min
(
1,
cWorkVolumePerPiece− cMinProduceCapacity
cMaxProduceCapacity− cMinProduceCapacity
))
.
• cWorkVolumePerPiece: Das Arbeitsvolumen pro Werkstück des Auftrags in der im Auf-
tragsprofil eingestellten Einheit (z.B. das Materialabtragsvolumen in cm3/Werkstück bei
einer zerspanenden Bearbeitung).
C.2.2 Während der Simulation erhobene Basiskennzahlen
• ElapsedThroughputTime: Die bisher verstrichene Durchlaufzeit des Auftrags auf der ihn
fertigenden Maschine in Time Slots (TS).
• QualityAccumulator: Speichert den Wert des abstrakten Qualitätsmaßes in Qualitäts-
punkten (QP) über alle Werkstücke, welchen der Auftrag in seinem aktuellen (unvoll-
ständigen oder bereits vollständig abgeschlossenen) Fertigungszustand auf der ihn bear-
beitendenMaschine bei sofortiger Auslieferung (statt etwaiger noch ausstehender Fertig-
stellung) erzielen würde.
• RemainingLotCount: Die noch verbleibende zu fertigende Losanzahl des Auftrags.
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• RemainingLotSize: Die noch verbleibende zu fertigendeWerkstückanzahl des aktuell ge-
fertigten Loses des Auftrags.
• RemainingSetupTime: Die noch verbleibende Rüstzeit des aktuell gefertigten Loses des
Auftrags auf der ihn fertigenden Maschine in Time Slots (TS).
• RemainingTimeForPiece: Die noch verbleibende Bearbeitungszeit des aktuell bearbeite-
ten einzelnen Werkstücks des Auftrags auf der ihn fertigenden Maschine in Time Slots
(TS).
• RemainingTimeToDeadline: Die noch verbleibende Zeit bis zum Ablauf der Deadline des
Auftrags in Time Slots (TS). Ein negativer Wert zeigt eine bereits eingetretene Überschrei-
tung der Deadline an.


Kurzzusammenfassung
Die praxistaugliche Realisierungmodularer agentenbasierter Cyber-Physical Systems (CPS)
für Einsatzzwecke der Industrie 4.0 geht nicht selten mit der Anforderung einher, dass
insbesondere quantitative Zielsetzungen, wie sie in Unternehmen üblicherweise in Ge-
stalt von betriebswirtschaftlichen Kennzahlensystemen formuliert und operationalisiert
werden, auch in die Entscheidungszyklen der autonomen Softwareagenten einfließen,
die zur Planung und Steuerung der betrieblichen Prozesse zum Einsatz kommen sollen.
Gebrauchsfertige Softwareframeworks, welche sich speziell der Integration von flexibel
konfigurierbaren Leistungskennzahlen in Multiagentensysteme (MAS) und CPS widmen
und damit den Entwicklungsprozess dieser Systeme durch die Bereitstellung geeigneter
wiederverwendbarer Programmkomponenten erleichtern, sucht man gegenwärtig aller-
dings noch vergeblich. Ein solches Framework wird daher in dem vorliegendenWerk kon-
zipiert, in Form einer anwendungsdomänenunabhängigen Java-Programmierbibliothek
umgesetzt und exemplarisch in einem konkreten Anwendungsszenario der Industrie 4.0
evaluiert.
Das vorgestellte Kennzahlenframework für MAS deckt sowohl die Konfiguration be-
nutzerdefinierter Kennzahlen und Kennzahlenziele zur Laufzeit des Systems als auch
die kennzahlenbasierte Koordination mehrerer Agenten und deren detaillierte KI-Hand-
lungsplanung bis herunter zu den operativen betrieblichen Prozessen ab. Für die Model-
lierung der jeweils anwendungsspezifischen Planungsprobleme wird eine kennzahlenori-
entierte Erweiterung der Planning Domain Definition Language (PDDL) entwickelt. Die
Arbeit gibt kurze Einführungen in die wichtigsten vom Framework eingesetzten Tech-
niken, wie z.B. in die Multikriterienoptimierung restringierter nichtlinearer Funktionen,
automatische Differentiation, Intervallarithmetik sowie KI-Handlungsplanung. Die expe-
rimentelle Evaluation untersucht im Sinne eines Proof of Concept die integrierte Pro-
duktionsplanung und -steuerung einer Make-to-Order-Fertigung von Kleinstserien und
Einzelstücken in einer simulierten Werkhalle nach dem Prinzip des Satisficing.
