Thispaper rejects on some of our research on embodied agents from the viewpoint of non-verbal behaviol: In previous studies we aimed tu investigate the utility of embodied interface agent by applying novel evaluation methoah. One study tracks bio-signals in order to evaluate the impact of aflective agent behavior on the Stress level of users [13]. In another study, users' eye movements were recorded to demonstrate the benejt of an embodied interface agent as a navigational guide 161. Since the enGOUrUgiTLg results of these two studies mostly relied on the use of non-verbal agent behaviors, i R C h d h g non-verbal means to express affect and empathy as well as deictic gestures, we wanr to answer the question posed in the title of the current paper in the afirmative: non-verba! agent behavior matters for effective human-computer interaction.
Introduction and Motivation
Non-verbal behavior is an essential part of humar-tohuman communication and social experience. This fact is also gaining increasing importance for human-computer systems that strive to capitalize on the naturalness and efficiency of human conversation. Since non-verbal behavior requires a greater bandwidth than e.g. textual messages, researchers started to propose different types of embodiment to improve human-computer interaction. The embodiment of a computer is either realized by means of a synthetic interface agent [2, 121 or a physical robotic agent [ I] .
In this paper, we will describe two of our previous studies that used embodied (synthetic) agents with non-verbal behavior in order to improve human-computer interaction. In thefirst study, we investigate the impact of affective behavior of an embodied agent -assuming the role of a vir-0-7803-9035-0/05/$20.00 02005 IEEE 535 tual quiz master in a mathematical game -on users' affective states, which are derived from physiological data [13]. The main hypothesis of this study,can be formulated as: If an embodied interface agent provides affective (verbal and non-verbal) feedback to the user, it can effectively reduce user stress. It is well known that physiological signals (or bio-signals) such as skin conductance, muscle tension, and hem rate provide important information regarding the intensity and quality of a person's experience, and can thus be used to infer a user's emotion or affective state (see, e.g. [lo] ). By tracking users' bio-signals, we may find answers to questions such as "Does the interaction with an embodied agent have an influence on users' affective state?'' or "Which particular verbal and non-verbal behaviors of an embodied agent cause frustration or relaxation in the user? '' In the second study, we will track and analyze eye movements and bio-signals while users are following the web page based presentation of different rooms of an apartment [6] . Three types of presentations will be contrasted: a An embodied interface agent presents the apartment The apartment is presented by means of a text-box and The presentation is given by speech only.
Although gaze point and focus of attention are not necessarily always identical, a user's eye movement data provide rich evidence of the user's visual and (overt) attentional processes [3] . The movements of the human eye can be used to answer questions such as "To which part of the embodied agent (face or body) is the user attending to?' or "Can the agent's verbal or gestural behavior direct the user's focus of attention?'
In our experience, bio-signal and eye movement data can offer valuable information relevant to the utility of embodied agents and the usability of interfaces employing those agents. The tracking of the physiological activity of users using speech and gestures; read out by speech; lends itself to reliably capturing the moment-to-moment experience of interface users, which is hard to assess by using post-experiment questionnaires.
The rest of the paper is organized as follows. The two following sections report on our studies on embodied behaviors with affect display and empathy (Sect. 2) and deictic gestures (Sect. 3). Section 4 concludes the paper.
Displaying Affect and Empathy
2.1. Method 2.1.1. Theory and Game Design We implemented a simple mathematical quiz game where subjects are instructed to sum up five consecutively displayed numbers and are then asked to subtract the i-th number of the sequence (i 5 4).
The instruction is given by the "Shima" character, an animated cartoon-style 2D agent, using synthetic speech and appropriate gestures. The numbers are also displayed in a balloon adjacent to the agent. Subjects compete for the best score in terms of correct answers and time. Subjects were told that they would interact with a prototype interface that may still contain some bugs. This warning was essential since in some quiz questions, a delay was inserted before showing the 5th number. The delay was assumed to induce frustration as the subjects' goals of giving the correct answer and achieving a fast score are thwarted.
In order to measure user frustration (or stress), we took users' galvanic skin response (GSR) signal which is an indicator of skin conductance.' It has been shown that skin conductance varies linearly with the overall level of arousal and increases with anxiety and stress {see Picard [lo] Aflective version. Depending on whether the subject selects the correct or wrong answer from the menu displayed in the game window (see the numbers in Fig. l) , the character expresses 'happy for' and 'sorry for' emotions both verbally and non-verbally, e.g., by "smiling" (for happiness) and "hanging shoulders" (for sorriness). When a delay in the game flow happens, the character expresses empathy for the subject after the delay happens, the agent does not comment on the occurrence of the delay, and simply remains silent for a short period of time.
If a delay occurs (in the affective version), the agent expresses empathy to the subjects by displaying a gesture that Japanese people will easily understand as a signal of the interlocutor's apology (see Fig. l ), and uttering: "I apologize that there was a delay in posing the question" (English translation). Note that the apology is given afrer the occurrence of the delay, immediately after the subject's answer (and not during the delay period).
In order to show the effect of the agent's behavior on the physiological state of subjects, we consider specific segments, (i) The DELAY segment refers to the period after which the agent suddenly stops activity while the question is not completed until the moment when the agent continues with the question; (ii) the DELAY-RESPONSE segment refers to the period when the agent expresses empathy concerning the delay, or ignores the occurrence of the delaywhich follows the agent's response (regarding the correctness of the answer) to the subject's answer; (iii) the RE-SPONSE segment refers to the agent's response to the subject's correct or wrong answer to the quiz question.
Procedure and Apparatus
The subjects were recruited directly by the experimenter and offered 1,000 Yen for participation, and additionally 5,000 Yen for the best score. Subjects have been randomly assigned to one of the two versions of the game. The experiment was conducted in Japanese, and lasted for about 25 minutes (15 min. for game play; 10 min. for experimenter instructions, attaching the sensors, etc). Subjects came to the testing room individually and were seated in front of a computer display, keyboard, and mouse. After briefing the subjects about the experiment and asking them to sign the consent form, they were attached to GSR and blood volume pulse sensors on the first three fingers of their non-dominant hand.
Before subjects actually started to play the game, the character shows some quiz examples that explain the game. This period also serves to collect physiological data of subjects that are needed as a baseline to normalize data obtained during game play. In six out of a total of thirty quiz questions, a delay was inserted before showing the 5th number. The duration of delays was 6-14 seconds. While subjects played the game the experimenter remained in the room and monitored their physiological activity on a laptop computer. The experimenter and laptop were hidden from the view of the subjects. After the subjects completed the quiz, the sensors have been removed from their hand, and they were asked to fill out a short questionnaire, which contained questions about the difficulty and their impression of playing the game. Finally, subjects were told to keep checking a web page that will announce the best score.
The game was displayed on a 20 inch color monitor, running Intemet Explorer with browsing buttons deactivated. The Microsoft Agent package [7] was used to control agent animations and synthetic speech. Two flat speakers produced the sound. Physiological signals have been recorded with the ProComp+ unit and visualized with BioGraph2.1 software (both from Thought Technology Ltd.
[14]).
Results
The first observation relates to the use of delays in order to induce stress in subjects. All eighteen subjects showed a significant rise of skin conductance in the DELAY segment, indicating an increased level of arousal. The data of two subjects of the non-affective version were discarded because of extremely deviant values. In the following, the confidence level Q is set to 0.05.
The general hypothesis about the positive effect of embodied agents with affective behavior on a subjective measure, here the users' stress level, can be divided into two specific hypotheses (Empathy and Affective Feedback}.
Emparhy Hypothesis: Skin conductance (stress) is lower when the character shows empathy after a delay occurred, than when the character does not show empathy.
AfJective Feedback Hypothesis: When the character telis whether the subject's answer is right or wrong, skin conductance is lower in the affective version than in the non-affective version.
To support the Empathy Hypothesis, the differences between the mean values of the GSR signal (in microSiemens) in the DELAY and DELAY-RESPONSE segments have been calculated for each subject. In the non-affective version (no display of empathy), the difference is even negative (mean = -0+08). In the affective version (display of empathy), GSR decreases when the character responds to the user (mean = D.14), The t-test (two-tailed, assuming unequal variances) showed a significant effect of the character's emphatic behavior as opposed to non-affective behavior (t (16) physiological activity. (A condition "Agent without deictic gestures" was not found interesting when designing the experiment.) The same type and speed of (synthetic) voice was used in all versions.
3.1.2. Subjects Fifteen subjects (3 female, 12 male), all students or staff from the University of Tokyo, participated in the study. Five subjects were randomly assigned to each version. The age of subjects ranged from 24 to 33 (mean 28.75 years). They were recruited through flyers and received 1,000 Yen for participation.
Apparatus The presentation of the apartment was
hosted on a computer with a 17 inch (42.5 cm) monitor (the main monitor). A second computer was used to controi the eye tracking system, a NAC Image Technology Eyemark
Recorder model EMR-8B [8].
The system has a sampling rate of 60 Hz. The subject's head posture was maintained with a chin rest, with the eyes at a distance of 24 inch (60 cm) from the main monitor:A digital video recorder that captured the data from the third camera was connected to the computer that processed the eye movements. (The subjects were also connected to a bio-signal encoder that collected skin conductance and heart rate information. Results regarding those physiological data will be discussed in another publication.)
3.1.4.
Procedure The subjects were first briefed about the experiment. They were told that an apartment will be shown to them, and that they would be asked general questions about the apartment afterwards. They were also instructed to watch the demonstration carefully since they should be able to report features of the apartment to others. Calibration of the eye tracker was performed by instructing subjects to fixate nine points in the screen area. After that, the subjects were shown the presentation that lasted for 8 minutes.
Finally, the subjects were freed from the equipment, and asked to fill out a questionnaire in order to report on their perception of the interface and to answer some contentrelated questions concerning the presented material.
3.1.5. Data Analysis For analysis, the recorded video data of a presentation were first divided into individual scenes. A scene is a presentation unit where a referring entity (agent, text box, or voice) describes a reference object (an item of the room). Only the Agent and Text versions feature a visible referring entity. In Fig. 2 , the scene consists of the agent performing a hand gesture to its right and introducing the living room. In order to be able to compare the three versions, scenes where the agent or text box moves from one location were left out. For each scene (41 in total), the following four screen area categories were defined:
a The area of a (visible) referring entity is either the smallest rectangle demarcating the agent or the text box (the agent area is further subdivided into face and body areas).
The area of the reference object is the smallest rectangle demarcating the object currently described.
e The layout area (a designated, permanent reference object) is the field on the screen that displays the layout of the apartment.
o Other screen areas.
A program has been written that first maps eye-tracking data to zy-coordinates of the video sequence, and then counts the gaze points in each of the four categories. When eye movements are relatively steady for a short period in one area, they are called firations whereas rapid shifts from one area to another are called saccades [3] . During a saccade, no visual processing takes place. If a cluster of gaze points has less than 6 entries, it was categorized as part of a saccade [5] . AH data accounted for in the analysis are derived from the activity of subjects' left eyes.
Results

Focus of Attention Hypothesis
The ability of the interface to direct a subject's focus of attention to reference objects has been tested in two ways, spatial and spatiotemporal. The sparid analysis counts the gaze points that fall within areas of interest, specifically the reference object area and the layout area. Except for the introductory episode, the layout is not explicitly referred to during the presentation although it may serve as an orientation aid for users. The hypothesis is tested by restriction to those scenes where the referring entity (agent, text, voice) refers to some item of the apartment. A between-subjects analysis of variance (ANOVA) showed that users focus on the reference objects more in the Voice version than in either of the Agent or the Text version (F(2,9) = 8 . 2 ;~ = 0.009). The result for the map area, while not statistically significant, shows a tendency toward a similar distribution of gaze points (F(2,9) = 2.8; p = 0.1 1). (For a comparison between gaze points in the agent and text box areas, see the Locked Attention Hypothesis.) Those results suggest that gaze points are not randomly distributed across the screen area but depend on the presence of a visible presentation medium. When an agent or a text box is present, users' attentional focus is more evenly shared between the presentation medium and the presented material. as in human-human communication.
Locked Attention Hypothesis
This hypothesis compares the portions that subjects focus on the agent (face or body) or the text box that reveals text line by line. The mean for the agent is 18% of the total number of gaze.points, and the mean for the text box is 32%. The t-test (one-tailed, assuming unequal variances) showed that subjects look significantly more often at the text box (t(6) = -2.47; p = 0.03). This result can be seen as evidence that users spend considerable time for processing an object that gradually reveals new information. Locked attention can prevent users from attending to other salient information [4] .
Shift of Attention Hypothesis
While a spatial analysis can indicate where attention is spent, it cannot reveal the nature of how users traverse the interface when watching a presentation. In order to address those more complex aspects of intelligent interfaces, we performed a (preliminary) $patio-temporal analysis of eye movement data, Figure 3 depicts a screen shot of the original view (taken by the outward directed camera of the EMR-SB system) of a subject in the Agent version. The dark colored dots are gaze points drawn by our program. The numbers have been added to the screen shot by hand. The frames around the agent (face, body) and the layout have been re-drawn for clarity. When the agent speaks the sentence written as the title of Fig. 3 , the subject's focus of attention is first on the agent's face, next on the layout area, then it traverses back to the agent's face, and finally shifts to the layout area.
A more detailed description of one subject's attentional shifts is shown in Fig. 4 . The rectangles.above the sentences of the introductory episode of the apartment presentation indicate the focus of the subject's attention. The surface smucture of the sentences is synchronized with attentional focus. Observe that the subject initially shifts attention between the agent and the living room (the current reference object), and when the agent says "The space of this apartment is 78 square meters", the subject focuses on the layout that de- picts the size of the apartment. In the following, the subject partly attends to the agent's gesture, and after some occasional shifts to other areas, fixates on the layout. When the agent explains how the rooms are marked, the subject is apparently not attending to the layout during the utterance of the sentence.
The attentional shifts in the example of Fig. 4 suggest that users can perceive embodied agents to possess a certain degree of competence, such as directing the user to locations of interest. Even more importantly, it demonstrates how a user re-directs attentional focus back to the agent after being directed to a reference object, which supports the interpretation of users expecting agents to provide them conversational cues and other meaningful information. As a first attempt to provide a systematic spatio-temporal analysis of eye movements for embodied agent based interfaces, we propose a Instructor-Reference-Instructor (IRI) triple as a basic unit for evaluation. A IRI denotes a situation where the user first attends to an instructor, a referring entity like an agent or it text box, then focuses on areference object, and afterwards shifts attention back to the instructor.
IRIs appear to be important interaction patterns in conversation, including direction-giving tasks 191, and strong indicators of the instructor agent being conceived of as a social actor. As a preliminary evaluation, we compared the number of IRIs of the Agent and Text versions for the episode displayed in Fig. 4 (plus one sentence) . Here, both the living room and the layout qualify as reference objects. Agent (4.34) and Text (2). While this outcome indicates a tendency, further analysis with more episodes is needed to support the hypothesis that embodied agents trigger conversational behavior in users.
Agent Face-Body Hypothesis This hypothesis has
been tested by summarizing gaze points that are contained in either the agent face or the agent body region. It could be shown that subjects were looking mostly at the agent's face (mean = 83.1%; stdev = 6.8), which supports the claim that users interact socially with interface agents [16] .
Conclusions
This paper tried to answer the question whether nonverbal behavior of an embodied agent matters in humancomputer interaction. Based on two studies that employ embodied agents we demonstrated that non-verbal behavior is of key importance in (at least) two ways: (i) Non-verbal agent behavior is crucial to the expression of affect and empathy, and may thus be used as a stress-reducing channel in humanxomputer interaction; (ii) Deictic gestures in addition to speech can be used to direct the user's focus of attention and provide navigational aid to the user.
A shortcoming of the work described in this paper is that the impact of non-verbal behavior was not tested for (truly) interactive face-to-face communication between a human and an embodied agent. Here, we refer the interested reader to the work described in [9] . Another issue relates to the risk of selecting inappropriate non-verbal behaviors and possible negative effects on human-agent interaction. Similarly, repetitive-verbal and non-verbal behaviors (as in the case of apologizing in the quiz example) will have to be treated with more care in the future.
