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Summary
Multicrystalline Silicon (mc-Si) is a solar graded raw material for industrial so-
lar cell production. Compared to microelectronic-grade Silicon material, mc-Si
material contains more impurities and a high density of extended crystal de-
fects such as grain boundaries, dislocations and micropercipitate. Dislocations
are line defects in crystals, which either begin and end on the crystal surface
or form a closed curve inside the crystal. A volume of 1 mm3 Silicon may
contain dislocations of a total length of 1 km. Dislocations largely control the
electrical properties of the material and often impact the solar cell character-
istics adversely.
The main objective of the PhD thesis is to develop statistical methods for the
analysis of systems of dislocations and similar structures. A problem of par-
ticular importance is estimating the number of dislocations on Silicon wafers.
After etching the surface of a Silicon wafer a system of overlapping circular
etch pits is observed, which grew around the dislocation centers. In the sta-
tistical analysis, dislocation objects are distinguished from other objects like
grain boundaries, oxygen precipitates and artifacts on a given planar section of
microcrystalline Silicons, by an image analysis procedure developed by physi-
cists. Typically, the dislocation centers show a high degree of overlapping and
chain-like clustering. In order to estimate the number n of dislocations on a
given wafer, the etched dislocation pattern Z is considered as a germ-grain
model, Z = X⊕ b(o,R), as studied in stochastic geometry. The corresponding
germ point pattern X consists of all dislocation centers and the grains are discs
with fixed radius R, corresponding to the etch pits. Experimental observations
showed that R = 1 µm.
The problem of estimating n is equivalent to the problem of estimating the
intensity λ (dislocation intensity) of the point process X. Statistical methods
are developed to estimate the intensity λ of a germ-grain model with circular
grains. While the aim is estimating the intensity of a point process X, the ob-
servable is a random set, the union Z of overlapping discs with fixed radius R.
Because of overlappings, intensity estimation in this setting is a complicated
problem.
In the classical case of a Boolean model (X is a homogeneous Poisson process)
one of the successful methods to estimate the intensity of Poisson point process
X uses the spherical contact distribution function Hs(·). In the case of Silicon
wafers the assumption of a Poisson process X is unrealistic. Therefore, the
following models for the point process X are considered:
• Segment cluster process,
iv
• Line-based Poisson process,
• Superposition of a segment cluster process and a Poisson process,
• Superposition of a line-based Poisson process and a Poisson process.
A segment cluster process is a Poisson cluster process where the cluster points
are scattered on the segments, the centers of which are in the parent points.
A line-based Poisson point process is a process where the points are scattered
randomly on the lines of a Poisson line process.
The approach for estimating the intensity of the Boolean models is developed in
the thesis for non-Poissonian cases, where X is a segment cluster or line-based
Poisson point process. Approximations for the spherical contact distribution
functions HXs (·) of the segment cluster process, line-based Poisson process and
superposition of these two processes with Poisson point processes are derived,
using numerical methods and simulation. This is useful for the statistical ap-
proach, since the spherical contact distribution function of Z, HZs (·), can be
expressed in terms of HXs (·). By help of the ImageC software of Imtronic the
empirical spherical contact distribution functions HˆZs (·) of dislocation patterns
were estimated.
The parameters of the different point process models are estimated using non-
linear regression, by fitting the theoretical spherical spherical contact distribu-
tion functions HZs (·) to their empirical counterparts HˆZs (·). The mean square
error criterion is used for comparison between the models. Then the numbers
of dislocations are estimated, using the model parameters of X. As expected,
the estimated numbers which are obtained by the statistical methods used in
the thesis are larger than estimates obtained by methods developed by physi-
cists.
An alternative method for estimating the numbers of dislocations starts from
the intensity function. The dislocation pattern on the wafer is considered as an
inhomogeneous planar point process with intensity function λ(x). The func-
tion is summarized by the ‘point density distribution function’ D(·), which
was introduced in this thesis. This function is estimated as follows
Dˆ(t) =
area with estimated point density λˆ(x) ≤ t
area of W
,
where W is the window of observation.
The point density distribution function is useful as a descriptor even for very
irregular point processes. It can be parameterized and the corresponding pa-
rameters can be estimated, which helps to come to interesting results for the
v
process of growth of number of dislocations.
In the physical literature deterministic models are given which describe the
so-called multiplication behavior of the number X(t) of movable dislocations
at time t during crystallization. Since for the given samples of dislocations the
dislocation density varies heavily, the deterministic physical models are refined
so that X(t) is a random variable; the classical (deterministic) physical mod-
els for dislocation growth process are replaced by stochastic growth processes,
which are described as follows.
A deterministic growth process X(t) is considered according to which the num-
ber of dislocations grows. This growth process X(t) is stopped after a random
time T . Thus X(T ) is simply a function of random variable.
It is shown that the Weibull distribution fits the empirical data very well.
Therefore, the two following models are discussed for the growth process of
dislocations, which both lead to the Weibull distribution:
1. The number of dislocations X(t) at time t grows according to an expo-
nential law (this model has physical support). This growth process is
stopped after an exponentially distributed time;
2. the exponential growth law in 1 is replaced by a power law growth model.
In this case the Gumbel distribution is the unique distribution for the
random stop time T for which X(T ) has a Weibull distribution.
For different dislocation patterns, the mean growth times of two mentioned
growth models are estimated.
Also other stochastic growth processes are studied, which can be similarly
modelled as dislocation growth. Examples are wildfire sizes, number of galaxies
in cubic cells of the universe and size of particles in a process of chemical
engineering.
See Ghorbani and Stoyan (2003) and Ghorbani et al. (2004) for main results
of this thesis.
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Chapter 1
Introduction
Multicrystalline silicon (mc-Si) is a cost-effective, solar graded raw material
for industrial solar cell production. Compared to microelectronic-grade silicon
material, mc-Si material contains more impurities and a high density of ex-
tended crystal defects such as grain boundaries, dislocations and micropercipi-
tate. These defects largely control the electrical properties of the material and
often impact the solar cell characteristics adversely. The aim of Phd work is to
study statistically dislocations and to develop appropriate statistical methods
for such and similar structures. Dislocations are line defects in crystals, which
either begin and end on the crystal surface or form a closed curve inside the
crystal. There are two main form of dislocations, namely edge dislocation and
screw dislocation. Other dislocation forms may be constructed from segments
of edge and screw dislocations.
Figure 1.1 shows a simple cubic crystal in which slip of one atom distance has
occurred over the left half of the slip plane but not over the right half. The
boundary between the slipped and unslipped regions is called dislocation. Its
position is marked by the termination of an extra vertical half-plane of atoms
crowed into the upper half of the crystal as shown in Figure 1.2. The second
simple type of dislocation is the screw dislocation, sketched in Figures 1.3 and
1.4. A screw dislocation marks the boundary between slipped and unslipped
parts of t he crystal. The boundary parallels the slip direction, instead of lying
perpendicular to it as for the edge dislocation. The screw dislocation may be
thought of as produced by cutting the crystal partway through with a knife
and shearing it parrel to the edge of the cut by on atom spacing. A screw
dislocation transforms successive atom planes into the surface of a helix; this
accounts for the name of the dislocation. For more details see Kittel (1996).
Note that a typical 10 ×10 cm2 solar cell capable of delivering a power
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Figure 1.1: An edge dislocation EF in the glide plane ABCD. Figure shows
the slipped region ABEF in which the atoms are displaced by more than half
a lattice constant and the unslipped region FECD with displacement less than
half a lattice constant.
Figure 1.2: Structure of an edge dislocation. The deformation may be thought
of as caused by inserting an extra plane of atoms on the upper half of the y
axis. Atoms in the upper half-crystal are compressed by the insertion; those
on the lower half are extended.
2
Figure 1.3: A screw dislocation. A part ABEF of the slip plane has slipped in
the direction parallel to the dislocation line EF.
Figure 1.4: Another view of screw dislocation. The broken vertical line that
marks the dislocation is surrounded by strained material.
3
Figure 1.5: Region of high defect density in an multicrystalline silicon ingot
with a volume of 10 × 10 × 28 cm3, which includes mainly dislocations and
grain boundaries.
of about 1 W may contain dislocations with a total length of some hundred
meters up to kilometers and grain boundaries with a total area comparable to
the cell area. A volume of 1 mm3 silicon may contain dislocations of a total
length of 1 km. Figure 1.5 shows region of high defect density in an mc-Si
ingot mainly dislocation and grain boundaries. This column consists of 180
wafers of 10 × 10 cm2. The lateral resolution of the image is 500 µm. The
image was produced by Dr. Wolf from Institute of Crystal Growth (IKZ) in
Berlin.
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Chapter 2
Methods of preprocessing of
dislocation images
2.1 Description of raw dislocation images
For statistical analysis of dislocations in silicon material, wafers are cut out of
a multicrystalline silicon ingot with surface perpendicular to the direction of
solidification. For suitably revealing dislocations and other defects on wafer
a secco-etching process is applied, see Secco (1972). Before etching, the sili-
con wafer is chemically polished. This step is important because a rough or
dirty surface will automatically cause a poor etching. Any modification of the
HNO3−CH3COOH−HF polishing mixture leading to a shiny surface can be
used. After one minute, the polishing solution is rapidly flushed away with
water. Particular care must be taken not to touch the wafer with fingers or
gloves, as this can result in subsequent anomalous etching effect. After a one
minute etching process even the smallest etch pits are the result of dislocations.
Etching pits resulting from precipitates are essentially not yet visible. Then
microscopic images from etched samples are made. The noise of these images
is minimized through timing integration. This means that the images result
from an averaging procedure based on 5 images of the same sample taken at
different times.
The method by which images are produced, the interaction between objects
in real space, the illumination, and the camera frequently leads to situations
where the image exhibits significant shading across the field-of-view. In some
cases the image might be bright in the center and decrease in brightness as
one goes to the edge of the field-of-view. In other cases the image might be
darker on the left side and lighter on the right side. The shading might be
5
Figure 2.1: Feret diameters of an object in directions α = 0◦ and α = 45◦.
caused by non-uniform illumination, non-uniform camera sensitivity, or even
dirt and dust on glass (lens) surfaces. In general this shading effect is unde-
sirable. Eliminating it is frequently necessary for subsequent processing and
especially when image analysis or image understanding is the final goal.
2.2 Automatic object recognition
2.2.1 Shape ratios
With help of the ImageC software of Imtronic the (x, y)-positions of all objects
(etch pits, grain boundaries, precipitates) are determined. Since the descrip-
tion of the shape of the objects is the aim, in addition such characteristics are
calculated that are independent of the position and orientation of the objects.
Examples are area, perimeter, number of closed holes and maximum Feret di-
ameter.
Experience shows that if the aim is discrimination and classification, the use
of shape ratios is a very effective of shape statistics as described in Stoyan and
Stoyan (1994).
There are many shape ratios, often describing in a very intuitive manner cer-
tain geometrical characteristics. The first shape ratio described here is based
on the Feret diameter.
The Feret diameter in direction α for a typical object X is the distance be-
tween two parallel lines of direction α which contact sides of X. Figure 2.1
shows the Feret diameter for a typical object in directions α = 0◦ and α = 45◦.
For all values of α between [0◦, 360◦] the Feret diameters of the object X are
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calculated and then the length ratio of X is defined as
fl(X) =
B(X)
L(X)
,
where B(X) is the minimum Feret diameter of X and L(X) is the maximum
Feret diameter.
The area-perimeter ratio of the object X is defined as
fAU(X) =
4piA(X)
U(X)2
,
here A(X) is the area of X and U(X) its perimeter. This shape ratio charac-
terizes, in particular, deviations from the circular form. For any disc it is
fAU = 1,
while for all other objects
fAU < 1.
The smaller fAU is, the greater is the deviation from circular shape.
2.2.2 Methods for image analysis
Rinio’s procedure (details in Rinio, 2004) is used for discrimination and clas-
sification the objects of the images into the three following classes,
• single dislocations,
• groups of overlapping dislocations,
• other objects (grain boundaries etc.).
The method consists of three methods of image analysis. Manual, full auto-
matic and a semi-automatic method, in which a manual pre-selection of grain
boundaries and artifacts is integrated. Figure 2.2(a) shows a small piece of
silicon wafer with objects belonging to the three classes above.
Manual method
In this method grain boundaries and artifacts are selected and removed man-
ually. Figure 2.2(b) shows the effects of this method applied to Figure 2.2(a).
Then the number of visible dislocations is manually determined, as described
in Rinio et al. (2002).
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(a)
(b)
Figure 2.2: (a) A small piece of a silicon wafer of area 119 × 155 µm2 that
consists of single dislocations, groups of dislocations and grain boundaries. (b)
Trace of a removed grain boundary.
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Full automatic method
This method uses an algorithm in order to classify the objects of images, see
Rinio (2004). This algorithm is based on the following observations.
After the etching process the dislocation pits can be identified by measuring
the maximum Feret diameter. However, it must be mentioned that a pair of
dislocations can not be distinguished from a single one by means of Feret di-
ameter. Therefore pairs of dislocations are counted as single ones. All other
objects with a larger Feret diameter are in the most cases overlapping disloca-
tions, grain boundaries or mixing of both types.
Grain boundaries have a very small area-perimeter ratio because of their
skeleton-like structure. That is why they can be easily distinguished from
overlapping dislocation systems by means of the area-perimeter ratio. In un-
usual cases there appear large dislocation systems whose area-perimeter ratio
is similarly small like the area-perimeter ratio of grain boundaries. Fortu-
nately, these objects often include a large number of holes by which they can
be recognized.
Finally by means of the length ratio, parallel boundaries of twin grains can
be distinguished. The boundaries of twin grains are located so close together
that a lot of holes are observed.
This method is problematic in cases where grain boundaries and overlapping
dislocations touch each other. Such mixed objects are classified either as dis-
location systems or as grain boundaries. The decision parameters such as the
lower bound of the area-perimeter ratio has to be matched to the typical struc-
ture of the samples that will be analyzed. In general, the quality of the full
automatic method is less than that of the manual method.
The optimization of decision parameters was done by comparing automatic
dislocation counting with a very precise manual counting for a set of 200 typ-
ical images. Afterwards some thousand combinations of decision parameters
for counting the dislocation of all images were tested. The combination of de-
cision parameters which yields the smallest error in counting was finally used,
see Rinio (2004). A comparison of manual and automatic counts for a sample
of 200 images with optimal decision parameters is shown in Figure 2.3. Ob-
viously, there is a relatively good agreement between manual and automatic
counting.
Semi-automatic method
In this method first artifacts and grain boundaries are manually selected and
removed. Because of the manual processing the remaining objects are just
9
Figure 2.3: Comparison of manual and automatic count for a sample of 200
images after the optimization of decision parameters. Every point corresponds
to one image.
single dislocations or cluster of overlapping dislocations. The following steps
are then carried out automatically.
1. All objects with a maximum Feret diameter less than 2 µm are considered
as single dislocations. For all these objects the mean area a¯ is determined.
2. Objects with a Feret diameter larger than 2 µm are divided into small
objects such that the area of the new objects is equal to a¯. These small
objects are considered as a single dislocations.
The semi-automatic method is time consuming but it provides a better recog-
nition accuracy than the full automatic method. That is why this method was
used for image analysis by Rinio (2004).
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Chapter 3
Statistical methods for the
estimation of dislocation
numbers
3.1 Rinio’s method
After etching the surface of a silicon wafer a system of overlapping circular etch
pits can be observed, which grew around the centers of dislocations. Typically,
these centers show a high degree of clustering, see Figure 3.11. It is then an
important and very difficult problem to determine the number n of dislocations
on a given surface sample.
For this purpose Rinio has developed an algorithm, which was described in
chapter 2. According to this algorithm the number of dislocations is estimated
as
number of dislocations = number of single etch pits
+
total area of overlapping etch pits
mean area of a single etch pit
. (3.1)
Here mean area of a single etch pit is the mean area a¯ of all objects with a
maximum Feret diameter less than 2 µm.
Because of heavy overlapping of etch pits this estimator tends to underesti-
mate the numbers of dislocations.
In the statistical analysis dislocation objects are distinguished from other ob-
jects like grain boundaries, oxygen precipitates and artifacts on a given planar
section of microcrystalline silicon by an image analysis procedure developed in
11
Rinio (2004).
In the following two statistical methods for estimating the number of dis-
locations are suggested.
3.2 Point process methods
3.2.1 Classical intensity estimation
The idea of this method is quite natural: the true pattern of dislocations is
a planar point pattern, which however cannot be observed directly since the
points appear as disc-like objects.
The beginning of a statistical analysis of point patterns is usually the investi-
gation of their point density.
If it can be assumed that the data belong to a homogeneous point pattern, then
it is sufficient to estimate the intensity λ. It is defined as the mean number of
points per area unit. The usual estimator of λ is
λˆ =
number of observed points
area of the window
=
n
A(W )
.
Here and in the following n denotes the number of points in the window W .
Problems in the estimation of λ appear when not all points can be observed
because of overlapping in clusters.
The situation in the inhomogeneous case is more complicated. Let Λ(B) de-
notes the mean number of dislocation points in the set B. Assume that there
is a function λ(x) so that
Λ(B) =
∫
B
λ(x)dx.
The function λ(x) is called the intensity function. A heuristic interpretation is
as follows: the probability that in a infinitesimally small disc of center x and
area dF there is a point belonging to the pattern is λ(x)dF .
A well-known method for the estimation of intensity functions is the use of
kernel estimators. Let kh(x) be a density function, the kernel function, and let
h be the bandwidth. Then
λˆh(x) =
n∑
i=1
kh(x− xi) (3.2)
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is an estimator for λ(x) where the xi are the observed points.
There are many possible kernel functions to chose from. A quite simple form
is the disc kernel:
kh(z) =
{
a for ‖z‖ ≤ h,
0 otherwise.
Another often used form is the Epanechnikov kernel
kh(z) =
8
3pih
eh(‖z‖),
where
eh(t) =
{
3
4h(1− t
2
h2
) for t ≤ h,
0 otherwise.
In the case of the disc kernel the estimator of the intensity function is simply
λˆh(x) =
number of points in b(x, h)
pih2
.
Here the intensity function at location x is estimated by the point density in
a disc centered at x with radius h. Experimental experience shows that the
particular choice of the kernel form is not as decisive as that of the band-
width h. For large h one obtains smooth intensity functions, which smooth
away details of the distribution; for small h the estimated function is rough
and may obscure the fundamental structure of the distribution. The correct
choice of h is a difficult problem, frequently discussed in the literature, see
Silverman (1986), Diggle (1983) and Stoyan and Stoyan (1994). Before a large
statistical study a pilot investigation with various bandwidths is recommended.
In order to estimate the dislocation density λ(x) the following kernel func-
tion was used by physicists (see Rinio et al., 2002),
k(z) =
1
l

1
pir21
for ‖z‖ < r1,
1
pi(r22−r21) for r1 ≤ ‖z‖ < r2,
...
...
1
pi(r2l −r2l−1)
for rl−1 ≤ ‖z‖ < rl,
0 otherwise,
(3.3)
where ri = i in µm and l = 13 µm. Using the notation in Stoyan and Stoyan
(1994, p. 236), the kernel function (3.3) can be rewritten as follows
k(z) =
1
13pi
e(‖z‖),
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Figure 3.1: Fluctuations of lg λˆ(x) for a typical window of observation. The
resolution is 12.5 µm.
where
e(t) =
{
(2[t] + 1)−1 for 0 ≤ t < 13,
0 otherwise.
Here [ ] is the greatest integer function defined by
[t] = max{n ∈ Z, n ≤ t}
Figure 3.1 shows the fluctuations of lg λˆ(x) for a typical dislocation pattern,
which was estimated by physicists by means of kernel function in (3.3).
3.2.2 Intensity estimation in the case of overlapping
discs
After the etching process a system of overlapping etch pits is observed on
the surface of silicon wafers. Experimentally etch pits grow around single
dislocation objects and have a circular shape. In the following it is assumed
that every etch pit is a disc with fixed radius R. Because of overlapping of
etch pits, intensity estimation of dislocation objects is a big problem.
While the aim is statistical analysis of the point pattern X of dislocations, the
observable is a union Z of overlapping discs with fixed radius R, where the
point process X consists of the centers of discs,
Z = X ⊕ b(o,R) =
⋃
xi∈X
b(xi, R). (3.4)
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A more realistic model for the data would be
Z =
⋃
xi∈X
b(xi, Ri), (3.5)
where the discs have variable radius Ri. Moreover the shape of dislocation
objects may depend on the directions of dislocation lines. So the discs with
random radius Ri in (3.5) could be replaced by random sets Xi,
Z =
⋃
xi∈X
(Xi + xi).
However in the following the R-model (3.4) is used to describe the data.
With the aim to come to estimates of the number n of dislocations in win-
dow W , the reduced point number nred(r) is introduced as
nred(r) =
A(X ⊕ b(o, r) ∩W )
pir2
for r ≥ 0. (3.6)
With increasing r, the function nred(r) decreases. For r → 0, nred(r) ap-
proaches the true number of points.
In terms of Z, nred(r) can be reexpressed as
nred(r) =
A(Z ⊕ b(o, r −R) ∩W )
pir2
for r ≥ R.
Direct estimation of nred(r) for r < R is not possible because only the random
set Z is observable, but not the point process X.
For r > R a plausible estimator of nred(r) is
nˆred(r) =
A(W )
A(W 	 b(o, r −R)) ·
A(Z ⊕ b(o, r −R) ∩W 	 b(o, r −R))
pir2
.
By means of an image analyzer the curve of nred(r) for values of r ≥ R can be
obtained. The true number of points of X can be estimated by extrapolating
the curve of nred(r) for r = 0. Since nred(r) is closely related to the spherical
contact distribution function of X, this function is studied in the following
sections.
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3.3 Random point processes
3.3.1 Introduction
The basic ingredients of practical geometry are points. Therefore random point
patterns (or ‘point processes’ in mathematical terminology) play a fundamental
role in stochastic geometry. Random point processes are mathematical models
for irregular random point patterns like
• the position of centers of intersection of dislocation lines with the surface
of a silicon wafer,
• centers of pores in the surface of a block of steel.
A random point process X can be regarded as a random sequence X =
{x1, x2, ...} of points. For a given set B, X(B) denotes the random num-
ber of points of X in B.
In the description and statistical analysis of a homogeneous point process X,
analysis by means of the contact distribution function HXs (r) plays an impor-
tant role. It is defined as
HXs (r) = 1− P (X(b(o, r)) = 0) for r ≥ 0. (3.7)
By definition 1 − HXs (r) is the probability that in the disc b(o, r) there is no
point of the point process. Thus HXs (r) is the distribution function of the
distance from the origin to that point of the point process closest to o.
Heuristically speaking HXs (r) is the distribution function of the distance of a
test point chosen randomly outside X, measured to the nearest point of X.
The next section discusses the simplest and most important random point-
pattern, the Poisson point process. This process is important as a component
of more complicated models. Two important examples are Boolean models
and Poisson cluster processes.
3.3.2 The homogeneous Poisson point process
The homogeneous Poisson process is characterized by two fundamental prop-
erties:
(1) If k is any integer and if B1, B2, . . . , Bk are any disjoint sets then the
random variables X(B1), . . . , X(Bk) are stochastically independent.
(2) The number X(B) of points in any bounded set B has a Poisson distri-
bution with parameter λA(B) where A(B) is the area of B.
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Figure 3.2: A sample of a Poisson point process generated by simulation.
Figure 3.2 shows a sample of Poisson point process. The number λ occurring
in property (2) is the characteristic parameter of the homogeneous Poisson
process. It gives the mean number of points to be found in an area unit and
it given by
E(X(B)) = λA(B) for all bounded set B. (3.8)
Thus it is the intensity or density of the point process X.
Spherical contact distribution function
In the case of Poisson point process the spherical contact distribution function
has the simple form
HXs (r) = 1− exp(−λpir2) for r ≥ 0, (3.9)
see Stoyan and Stoyan (1994).
3.3.3 Statistics for the homogeneous Poisson point pro-
cess
There are various statistical methods for homogeneous Poisson process. It is
assumed that the point pattern is given in a rectangular window W . Gener-
alization to other window shapes is also possible. If more than one window
can be analyzed then the corresponding statistical quantities are obtained by
area-weighted averaging.
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Estimation of intensity
The most fundamental statistical question for the homogeneous Poisson point
process concerns the estimation of the intensity λ. The distribution of a ho-
mogeneous Poisson process depend only on the parameter λ; if it is known
then all interesting quantities and distributions can be calculated. A general
unbiased estimator for the intensity λ of is given by
λˆ =
X(W )
A(W )
.
3.3.4 Poisson cluster processes
The basic ingredient of a Poisson cluster process is a homogeneous Poisson pro-
cess of intensity λp; its points are called ‘parent points’. A cluster of daughter
points C = {x1, ..., xm} is scattered around each parent point and the union
of all daughter points forms a Poisson cluster process. The random number
of daughter points in the cluster are independent and identically distributed.
Let c be a random variable having this distribution. All clusters are assumed
to be mutually independent and generated by the same law. For more details
see Stoyan et al. (1995). Special cases of Poisson cluster process are:
• Mate´rn cluster process. Here the number c of points per cluster C
has a Poisson distribution with parameter µ. The points of a cluster
are independently uniformly scattered in the disc b(x, ρ), where x is the
parrent point and ρ is a further model parameter. The intensity λ of
this process is λ = µλp. Figure 3.3 shows a sample of a Mate´rn cluster
process.
• Gauss-Poisson process. Here a typical cluster C is composed of zero, one,
or two points with probability p0, p1 and p2, respectively. If C consists
only of one point then that point coincides with the parent point. If C
is composed of two points then one of them is the parent point and the
second point is in random distance d of the first point. The distribution
of the distance is a further model characteristic. Figure 3.4 shows a
sample of a Gauss-Poisson process.
• Segment cluster process. In this case the typical cluster is a series of
points are distributed on a segment with fixed length l and uniform ran-
dom orientation according to a homogeneous one-dimensional Poisson
process with intensity λl. The parent point is located in the center of
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Figure 3.3: A sample of a Mate´rn cluster process generated by simulation. The
parameters are ρ = 0.17, µ = 5 and λp = 10. The side-length of the square is
5.
Figure 3.4: A sample of a Gauss-Poisson process generated by simulation. The
parameters are p0 = 0.4, p1 = 0.3, d = 1 and λp = 0.7. The distribution of
distance is assumed to be uniform. The side-length of the square is 5.
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(a) λl = 5 (b) λl = 10
Figure 3.5: Two samples of the segment cluster process generated by simula-
tion. The parameters are λp = 3, l = 3 and λl. The side-length of the square
is 5.
the segment. This model was already used in Pons-Border´ıa et al. (1999)
in second-order point process statistics and called segment Cox point pro-
cess. Figure 3.5 shows samples of the segment cluster process.
Of course the segment cluster process is not a realistic model for dislo-
cation patterns, but it reflects some of their properties. Therefore it is
discussed later in Section 3.5.4.
3.4 Germ-grain models
3.4.1 Fundamentals
Germ-grain models are particular models for random sets. Let X = {xn} be
a point process, and the X1, X2, . . . be a sequence of compact random sets
that may dependent. There may exist dependencies between the grains as
well as between grains and germs. Then replace each point xi of X by the
appropriately shifted corresponding set Xi and take their union. The resulting
union set Z is said to be a germ-grain model. The procedure can be formulated
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mathematically as follows:
Z =
⋃
xi∈X
(Xi + xi).
The points xi are called germs and the random sets Xi grains.
Spherical contact distribution function
In the description and statistical analysis of homogeneous random closed sets,
analysis by means of contact distribution functions is an important tool.
The spherical contact distribution function of a stationary random closed set
Z is defined as
HZs (r) = 1−
P (Z ∩ b(o, r) = ∅)
1− p for r ≥ 0, (3.10)
where p is the probability of covering the origin by Z (area fraction of Z),
p = P (o ∈ Z).
Note that HZs (r) can be interpreted as the distribution function of the random
distance from a test point chosen randomly outside of Z to the nearest point
of Z. Furthermore, 1− (1−HZs (r))(1− p) is the area fraction of Z ⊕ b(o, r).
Therefore, for estimating HZs (r) the area of Z⊕ b(o, r) in the window of obser-
vation W can be determined. For this purpose the minus-sampling estimator
can be used,
Hˆs(r) =
A[(X ⊕ b(o, r)) ∩ (W 	 b(o, r))]
A(W 	 b(o, r))
/
(1− pˆ), (3.11)
where pˆ is the estimated area fraction of Z.
3.4.2 The Boolean model
The Boolean model is an important particular case of the germ-grain model.
Assume that X is a homogeneous Poisson point process with intensity λ and
X1, X2, . . . a sequence of mutually independent random compact sets, which
are also independent of X. The Boolean model Z is defined as
Z =
⋃
xi∈X
(xi +Xi).
21
Figure 3.6: A sample of a Boolean model generated by simulation. The typical
grain is a disc with fixed radius R. The parameters are λ = 1 and R = 0.5.
In a very simple case the typical grain is a disc with fixed radius R. Then
Z =
⋃
xi∈X
b(xi, R) = X ⊕ b(o,R).
Figure 3.6 shows a sample of Boolean model.
The spherical contact distribution function for the Boolean model with cir-
cular grains has the following form
HZs (r) = 1− exp[−λpi(r2 + 2rR)] for r ≥ 0, (3.12)
for more details see Stoyan et al. (1995).
Statistical inference for the Boolean model
In the statistical analysis of the Boolean model the main problem is to esti-
mate λ the intensity of Poisson point process, in particular if the typical grain
is known.
An important method is the so-called minimum contrast method. The mini-
mum contrast method consists in determining such parameters which bring a
theoretical function as close as possible to its empirical counterpart.
Let F (r; c1, c2) be such a function depending on the unknown parameters c1, c2,
and let Fˆ (r) be its empirical counterpart. Then minimum contrast estimators
cˆ1 and cˆ2 of c1 and c2 are those values of ξ1 and ξ2 which minimize∫ r2
r1
(F (r; ξ1, ξ2)− Fˆ (r))2dr,
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for suitable r1 and r2.
Often the integral is replaced by a sum over squared differences of F (r; ξ1, ξ2)
and Fˆ (ri) for a series of ri-values. See Serra (1982) and Stoyan et al. (1995).
Heinrich (1993) investigated such estimators for the Boolean model and showed
their consistency and asymptotic normality.
In Boolean model statistics the use of spherical contact distribution function
Hs instead of function F is popular. If the typical grain is a disc with fixed
radius R, formula (3.12) yields
log(1−HZs (r)) = −λpi(r2 + 2rR) = −ar2 − br,
with non-negative coefficients a = λpi and b = 2λpiR. By means of the es-
timator (3.11) the empirical spherical contact distribution function Hˆs(r) is
computed for various values of r from the given sample. The coefficients a and
b can be calculated by the ordinary or generalized least-square method. This
method leads to estimates of λ by means of
λˆ1 = − aˆ
pi
,
and
λˆ2 = − bˆ2piR.
If the Boolean model is really an appropriate model for the data, it is expected
that λˆ1 and λˆ2 be equal. If not, a possible estimator of λ would be 12(λˆ1+ λˆ2).
For more details about statistics for the Boolean model see Ohser (1980),
Cressie and Laslett (1987), Cressie (1993), Stoyan et al. (1995), Molchanov
(1996) and Ohser and Mu¨cklich (2000).
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3.5 Intensity estimation for cluster processes
3.5.1 The geometrical problem
Let now the point process X be more general than in Section 3.4.2, namely a
Poisson cluster process. Z = X ⊕ b(o,R) is then a germ-grain model where
the points of X are the germs and discs with fixed radius R are the grains. If
R is known the problem is estimating the intensity λ.
A statistical tool for its solution is the spherical contact distribution function
and minimum contrast method. The main problem is giving formulas for
HZs (r).
The spherical contact distribution function of Z is given by
HZs (r) = P (Z ∩ b(o, r) 6= ∅ | o /∈ Z) = 1−
P (Z ∩ b(o, r) = ∅)
1− p
= 1− 1− P (o ∈ Z ⊕ b(o, r))
1− p for r ≥ 0.
This yields
HZs (r) = 1−
1− P (o ∈ X ⊕ b(o, r +R))
1− p for r ≥ 0, (3.13)
where
p = P (o ∈ Z) = P (o ∈ X ⊕ b(o,R)). (3.14)
By definition, HXs (r) is the probability that in the disc b(o, r) there is at least
one point of the cluster point process. It can be obtained by means of formulas
for the Boolean model, where the germs are the parent points and the grains
the clusters. Of course, here the grains are not convex and the general methods
for Boolean models with non-convex grains developed in Hug et al. (2003), Hug
et al. (2002), and Last and Holtmann (1999) can be used. A direct approach
starts from the formula
HXs (r) = 1− exp[−λpEA(C ⊕ b(o, r))] for r ≥ 0. (3.15)
Here C denotes the random set consisting of the points of a typical cluster
centered at o.
The equations (3.13) and (3.14) yield the spherical contact distribution func-
tion HZs (·) in terms of HXs (·),
HZs (r) = 1−
1−HXs (r +R)
1−HXs (R)
. (3.16)
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Furthermore, formula (3.6) yields
nred(r) =
A(W )HXs (r)
pir2
for r ≥ 0. (3.17)
Finally, equations (3.15) and (3.16) yield
HZs (r) = 1− exp{−λp[EA(C ⊕ b(o,R + r))− EA(C ⊕ b(o,R))]} for r ≥ 0.
(3.18)
Thus the geometrical problem of determining EA(C⊕b(o, r)) has to be solved.
It is difficult, since the discs may overlap.
The following list gives examples of Poisson cluster processes which their spher-
ical contact distribution function were derived, see Saxl (1993), Saxl and Rataj
(1996), and Rataj and Saxl (1997):
• deterministic clusters, the daughter points are regular latices (e.g. the
vertices of regular polyhedra or polygons).
• Mate´rn cluster process, the daughter points are independently uniformly
distributed in a disc of radius ρ and the number of daughter points has
Poisson distribution.
• Poisson spherical cluster, the daughter points are independently uni-
formly distributed on a disc of radius ρ and the number of daughter
points has Poisson distribution.
• Binomial cluster process, the daughter points of which are independently
uniformly distributed in a disc of radius ρ or on it and the number of
daughter points is fixed.
• Thomas cluster process, the number of daughter points in a typical clus-
ter has a Poisson distribution. The daughter points are scattered around
the corresponding parent point according to a symmetric two dimensional
normal distribution with variance σ2.
In the following three sections, formulas for Mate´rn cluster process, Gauss-
Poisson process and segment cluster process are derived and discussed.
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3.5.2 Mate´rn cluster process
A possible solution for calculating HZs (.) is given in Stoyan and Stoyan (1994).
The desired mean area is determined as an integral over the covering function
p(x, t):
EA(C ⊕ b(o, x)) = 2pi
∫ ρ+x
|ρ−x|
tp(x, t)dt,
where
p(x, t) = P (t ∈ Xx), ‖t‖ = t.
The determination of p(x, t) for Mate´rn cluster process is relatively easy. Here
p(x, t) is equal to the probability that a homogeneous Poisson process of in-
tensity µ/piρ2 has at least one point in intersection of discs b(o, ρ) and b(t, x).
If A(t, x, ρ) denotes the area of this intersection then
p(x, t) = 1− exp[−µA(t, x, ρ)
piρ2
] for t ≥ 0.
Here for |x− ρ| < t < |x+ ρ|
A(t, x, ρ) = x2{arccos(t
2 + x2 − ρ2
2tx
)− t
2 + x2 − ρ2
4t2x2
[4t2x2 − (t2 + x2 − ρ2)2] 12}
+ ρ2{arccos(t
2 + ρ2 − x2
2tρ
)− t
2 + ρ2 − x2
4t2ρ2
[4t2ρ2 − (t2 + ρ2 − x2)2] 12}.
Figure 3.7 shows the theoretical curve of nred(r) for Mate´rn cluster process ob-
tained by means of (3.15), (3.17) and formulas in this section for A(W ) = 1000.
The integrations were calculated numerically for different model parameters.
3.5.3 Gauss-Poisson process
Here a Gauss-Poisson process with constant parameter d is considered. By
definition,
EA(C ⊕ b(o, r)) = p1pir2 + p2(2pir2 − γr(d)),
where
γr(d) =
{
2r2 arccos d2r − d2
√
4r2 − d2 if 2r ≥ d,
0 if 2r < d.
Where γr(d) is the area of intersection of two circles of radius r and centers
separated by distance d. Formula (3.15) yields
HXs (r) = 1− exp[−λp(p1pir2 + p2(2pir2 − γr(d)))].
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Figure 3.7: The theoretical curve of nred(r) for a Mate´rn cluster process with
parameters ρ = 0.2, µ = 0.2 and λp = 0.5.
Figure 3.8: The theoretical curve of nred(r) for a Gauss-Poisson cluster process
with parameters p1 = 0.1, p2 = 0.6, d = 1 and λp = 0.5.
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Formula (3.17) yields
nred(r) =
A(W ){1− exp[−λp(p1pir2 + p2(2pir2 − γr(d)))]}
pir2
for r > 0.
(3.19)
Figure 3.8 shows the theoretical curve of nred(r) for Gauss-Poisson process
obtained by means of (3.19) for different model parameters for A(W ) = 1000.
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Figure 3.9: A typical dilated cluster of a segment cluster process, which is
divided in two parts S1 and S2.
3.5.4 Segment cluster process
Consider the interval [0, l] on the x-axis of R2. On this segment a series of
points according to a one-dimensional homogeneous Poisson process with in-
tensity λl are distributed. The set of these points is the typical cluster of
segment cluster process and is denoted by C.
This model has three parameters λP , λl and l. The intensity λ is given by
λ = λp · λl · l.
The aim of the following is to derive a formula for the term EA(C ⊕ b(o, ρ)),
the mean area of C ⊕ b(o, ρ), which appears in the formula of HZs (·) in (3.18).
Figure 3.9 shows the set the area of which has to be determined, the dilation
of the typical cluster by b(o, ρ). The problem of calculating the exact area is
not easy, since the discs may overlap. A possible approximation for the case
l−2ρ > 0 is as follows. (The other case is briefly discussed below the equation
(3.37).)
The set (C⊕b(o, ρ)) is divided in two parts, namely S1 and S2. The part of
this set which lies inside the segment [ρ, l− ρ] is called S1 and the rest outside
the segment [ρ, l − ρ] is called S2. The mean area of S1 can be calculated
exactly using the Cavalieri principle and the theory of the Boolean model,
while the area of S2 is calculated approximately using simulation results.
For the set S1, the Cavalieri principle yields
EA(S1) =
∫ ρ
−ρ
E`(t)dt, (3.20)
where `(t) denotes the sum of lengths of the chords produced by intersection
of S1 with the segment {(x, y) : ρ ≤ x ≤ (l − ρ), y = t} with t ∈ [−ρ, ρ].
In order to calculate E`(t) a one-dimensional Boolean model is considered
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with intensity λl and a typical grain which is a segment of deterministic length
2
√
ρ2 − t2 (this is the length of the chord obtained by intersection of b(o, ρ)
and the line y = t). The length fraction LL(t) of this model satisfies
LL(t) =
E`(t)
l − 2ρ for −ρ ≤ t ≤ ρ.
The known formulas for the Boolean model yield
LL(t) = 1− exp(−2λl
√
ρ2 − t2) for −ρ ≤ t ≤ ρ.
Therefore
EA(S1) = (l − 2ρ)
∫ ρ
−ρ
(1− exp(−2λl
√
ρ2 − t2))dt
= ρ(l − 2ρ)
∫ 1
−1
(1− exp(−2λlρ
√
1− t2))dt.
With
f(µ) =
∫ 1
−1
(1− exp(−2µ
√
1− t2))dt, (3.21)
one obtains
EA(S1) = ρ(l − 2ρ)f(λlρ). (3.22)
Because there is no analytical solution for the integral in (3.21), it was nu-
merically calculated for different values of µ. By a least square method an
exponential function was fitted to the results, yielding the approximation
fˆ(µ) ≈ 2− 2 exp(−1.5µ) = g(µ). (3.23)
Figure 3.10 shows the exact f(µ) and the approximation g(µ) given in (3.23).
The formulas (3.22) and (3.23) yield
EA(S1) ≈ 2ρ(l − 2ρ)(1− exp(−1.5λlρ)). (3.24)
In order to calculate EA(S2) a one-dimensional homogeneous Poisson process
on the segment [0, 2ρ] with intensity λl is considered. Let C0 denotes the series
of points of the process which are distributed on the segment [0, 2ρ]. Define
a(λl, ρ) = EA
(
C0 ⊕ b(o, ρ) ∩ ([−ρ, ρ]× [−ρ, ρ])
)
. (3.25)
Then clearly,
EA(S2) = 2a(λl, ρ). (3.26)
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Figure 3.10: Plot of the function f(µ) and its approximation g(µ). • = f(µ),
◦ = g(µ).
Combination of formulas (3.22) and (3.26) yields
EA(C ⊕ b(o, ρ)) = ρ(l − 2ρ)f(λlρ) + 2a(λl, ρ) for R ≤ l2 . (3.27)
Therefore
EA(C ⊕ b(o, ρ)) ≈ ρ(l − 2ρ)fˆ(λlρ) + 2a(λl, ρ)
= 2ρ(l − 2ρ)(1− exp(−1.5λlρ)) + 2a(λl, ρ) for ρ ≤ l2 .
(3.28)
Now the term a(λl, ρ) is considered. The aim is finding a simple function of λl
and ρ which approximates a(λl, ρ). A lower bound is obtained as follows.
Let X be the distance of the most left point of C0 (or distance of the first point
of the corresponding Poisson process in [0,∞)) to the origin o. The random
variable X has an exponential distribution with parameter λl. Then consider
the set
b(X, ρ) ∩ ([−ρ, ρ]× [−ρ, ρ]).
Its area is
A(X) = piρ2 − ρ2 arccos(ρ−X
ρ
) + (ρ−X)
√
X(2ρ−X).
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The corresponding mean is
EA(X) =
∫ ρ
0
λl exp(−λlx)A(x)dx
= ρ2
∫ 1
0
λlρ exp(−λlρx)(pi − arccos(1− x) + (1− x)
√
x(2− x))dx.
(3.29)
Define
f1(µ) =
∫ 1
0
µ exp(−µx)(pi − arccos(1− x) + (1− x)
√
x(2− x))dx. (3.30)
This yields
EA(X) = ρ2f1(λlρ). (3.31)
Because there is no analytical solution for the integral in (3.30), an approxi-
mation is necessary. Regression yields the approximation for the integrand
(pi − arccos(1− x) + (1− x)
√
x(2− x) ≈ 3.29− 1.64x,
then using this approximation in the integral in (3.30) implies
f1(µ) ≈ 1
µ
(
−1.65µ exp(−µ) + 1.64 exp(−µ) + 3.29µ− 1.64
)
. (3.32)
The formulas (3.31) and (3.32) yield
EA(X) ≈ ρ
λl
(
−1.65λlρ exp(−λlρ) + 1.64 exp(−λlρ) + 3.29λlρ− 1.64
)
= g1(λl, ρ) for λl 6= 0
= 0 for λl=0
Clearly, g1(λl, ρ) underestimates a(λl, ρ) and numerical calculations have shown
that the error is inacceptable.
Now define
g2(λl, ρ) = ρ
2(2 +
pi
2
)(1− exp(−λlρ)).
Because g2(λl, ρ) overestimates a(λl, ρ), an idea for approximating a(λl, ρ) is
using a linear combination of g1 and g2,
aˆ(λl, ρ) = αρg1(λl, ρ) + (1− αρ)g2(λl, ρ),
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for a suitable value of αρ. For ρ = 1, α1 = 0.56 minimizes the square deviation∫ 300
0
(aˆ(λl, 1)− a(λl, 1))2dλl,
which yields the approximation
aˆ(λl, 1) = 0.56g1(λl, 1) + 0.44g2(λl, 1)
= 0.92
exp(−λl)
λl
− 2.50 exp(−λl)− 0.92
λl
+ 3.41. (3.33)
For different values of λl, a(λl, 1) and aˆ(λl, 1) are shown in Table 3.1.
An approximation for a(λl, ρ) with ρ 6= 1 is obtained via the exact formula
a(λl, ρ) = ρ
2a(λlρ, 1), (3.34)
which is a consequence of the definition of a(λl, ρ) in (3.25).
The formulas (3.33) and (3.34) yield
aˆ(λl, ρ) = ρ
2aˆ(λlρ, 1)
= 0.92
ρ
λl
exp(−λlρ)− 2.50ρ2 exp(−λlρ)− 0.92 ρ
λl
+ 3.41ρ2. (3.35)
Consequently, the formula (3.26) and (3.35) yield
EˆA(S2) = 1.84
ρ
λl
exp(−λlρ)− 5ρ2 exp(−λlρ)− 1.84 ρ
λl
+ 6.82ρ2. (3.36)
For different values of λl and ρ, EA(S2) and EˆA(S2) are shown in Table 3.2.
Consequently, the formulas (3.28) and (3.35) yield
EA(C ⊕ b(o, ρ)) ≈ (4ρ2 − 2ρl) exp(−1.5λlρ) + (1.84ρ
λl
− 5ρ2) exp(−λlρ)
+ 2.82ρ2 + 2ρl − 1.84ρ
λl
for ρ ≤ l
2
. (3.37)
For different values of λl, ρ and l, EA(C ⊕ b(o, ρ)) and EˆA(C ⊕ b(o, ρ)) are
shown in Table 3.3.
Note that also in the case ρ > l2 the mean area of the set C ⊕ b(o, ρ) can be
approximated using formula (3.37). An explanation is as follows.
For the case ρ > l2 , according to the definitions of S1 and S2, the set S1 is
empty (S1 = ∅) while the two components of the set S2 cover the interval
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λl a(λl, 1) aˆ(λl, 1)
0.00 0.00 0.00
0.25 0.68 0.66
0.50 1.19 1.18
0.75 1.58 1.59
1.00 1.88 1.92
1.25 2.11 2.17
1.50 2.30 2.38
2.00 2.57 2.68
2.50 2.76 2.87
3.00 2.89 3.00
4.00 3.06 3.14
5.00 3.16 3.21
6.00 3.23 3.25
7.00 3.28 3.28
8.00 3.31 3.30
9.00 3.34 3.31
12.00 3.40 3.34
15.00 3.44 3.35
18.00 3.46 3.36
25.00 3.49 3.38
30.00 3.50 3.38
35.00 3.51 3.39
40.00 3.52 3.39
50.00 3.53 3.40
100.00 3.55 3.40
200.00 3.56 3.41
300.00 3.56 3.41
Table 3.1: Accuracy of the approximation of a(λl, 1) by aˆ(λl, 1) given in formula
(3.33).
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(λl, ρ) EA(S2) EˆA(S2)
(0.5,1) 2.37 2.34
(0.5,2) 15.02 15.27
(0.5,3) 41.50 42.76
(0.5,4) 82.39 85.57
(0.5,5) 137.63 143.35
(2,1) 5.15 5.35
(2,2) 24.43 28.04
(2,7) 355.64 327.74
(2,10) 693.95 672.80
(2,40) 11346.46 10875.46
Table 3.2: Accuracy of the approximation of EA(S2) by EˆA(S2) given in
formula (3.36). The results are based on 106 simulated samples.
(λl, ρ, l) EA(C ⊕ b(o, ρ)) EˆA(C ⊕ b(o, ρ))
(0.5,1,10) 10.88 10.78
(0.5,2,10) 33.43 33.91
(0.5,3,10) 62.38 64.23
(0.5,4,10) 97.05 100.76
(0.5,5,10) 137.72 143.35
(2,1,20) 38.48 39.56
(2,2,20) 87.35 88.95
(2,7,20) 419.59 411.74
(2,10,20) 693.20 672.80
Table 3.3: Accuracy of the approximation of EA(C⊕b(o, ρ)) by EˆA(C⊕b(o, ρ))
given in formula (3.37). The results are based on 106 simulated samples.
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[l−ρ, ρ] twice. The part of the set S2 which lies inside the interval [l−ρ, ρ] has
the same nature as S1 in the case of ρ < l2 . So it is natural to approximate it
by (3.24) and it is convenient that this formula yields negative values for ρ > l2 .
Consequently, if X is a segment cluster process then the formulas (3.15)
and (3.37) yield the approximation
− log(1−HXs (r)) ≈ λp
{
(4r2 − 2rl)e−1.5λlr + (1.84r
λl
− 5r2)e−λlr
+ 2.82r2 + 2rl − 1.84r
λl
}
for r > 0. (3.38)
Finally, the formulas (3.18) and (3.37) yield the spherical contact distribution
function
− log(1−HZs (r)) ≈
λp
{
exp(−1.5λlR)
(
2(R + r)(2R + 2r − l) exp(−1.5λlr)− 4R2 + 2Rl
)
+exp(−λlR)
(
(R + r)(
1.84
λl
− 5R− 5r) exp(−λlr)− 1.84R
λl
+ 5R2
)
+2.82r2 + 5.64rR + 2rl − 1.84r
λl
}
for r ≥ 0. (3.39)
3.6 Line-based Poisson process
Consider now a randomly distributed system of lines distributed as a stationary-
symmetric Poisson line process Φ with intensity LA (details in Section 3.6.1).
On each line, points are distributed according to a homogeneous one-dimensional
Poisson process of intensity λl. The point process obtained by the union of all
points is called line-based Poisson process. This process is, as also the segment
cluster process, a special case of a Cox process.
The intensity λ of the line-based Poisson process is given by
λ = LA · λl,
where LA is the mean length of lines per area unit.
3.6.1 The Poisson line process
The theory of planar line processes becomes a special case of the theory of point
processes by considering that ‘points’ lying not in Euclidean space but in the
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space of lines in the plane. This space can be parameterized as a cylinder
in R3, see Stoyan et al. (1995). A directed line is a line with a preferred
direction along the line. The family of all directed line in the plane is denoted
by F ∗(2, 1).
Directed lines in plane can be put into 1:1 correspondence with the set of points
on a cylinder in R3. To see this note that a convenient set of coordinates for
a directed planar line ` is based on its perpendicular distance from the origin
o and the angle that it makes with the x−axis. The first coordinate p is the
signed perpendicular distance of ` from o; the sign is positive if o lies to the
left of ` and negative if it lies to the right. The second coordinate is the angle
between ` and the x−axis, measured in an anti-clockwise direction. Thus
p ∈ R and α ∈ (0, 2pi]. This supplies a 1:1 correspondence F ∗(2, 1) relating to
the cylinder
C∗ = {(cosα, sinα, p) : p ∈ R, α ∈ (0, 2pi]}.
A line process is random collection of lines in the plane which is locally fi-
nite; only finitely many lines hit each compact planar set. It is convenient to
consider directed line processes, results transfer easily to the undirected case.
Formally, a directed line process is defined a random subset of the represen-
tation space C∗. The process is locally finite exactly, when the representing
random subset is a random locally finite subset, hence a point process, on C∗.
Stationary-symmetric and motion-symmetric line process
The definitions of stationary-symmetric and motion-symmetric line processes
are entirely analogous to those of stationary and isotropic stationary of point
process. A line process Φ = {`1, `2, . . .} is stationary-symmetric if ΦT =
{T`1, T `2, . . .} has the same distribution (considered as a line process) for
every translation T , and this is to say that in the C∗ representation the point
process
{(p(`1) + s · sin(α(`1) + γ), α(`1)), (p(`2) + s · sin(α(`2 + γ), α(`2)), . . .}
has the same point process distribution as
{(p(`1), α(`1)), (p(`2), α(`2)), . . .}
for each s in R and γ in (0, 2pi].
Motion-symmetric line processes have in addition the property that
{(p(`1), α(`1) + γ), (p(`2), α(`2) + γ), . . .}
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has the same poin process distribution as
{(p(`1), α(`1) + γ), p(`2), α(`2) + γ), . . .}
for each γ in (0, 2pi], where the additions of angles αk + γ are interpreted
modulo 2pi.
The intensity measure
A directed line process Φ when regarded as a point process on C∗ yields an
intensity measure Λ on C∗:
Λ(A) = E#{` ∈ φ ∩ A} (3.40)
for each Borel set A of C∗.
A Poisson line process is the line process produced by a Poisson process on C∗.
Consequently, it is characterized by its intensity measure Λ thus a stationary-
symmetric Poisson line process are characterized by the intensity LA (mean
length of line per area unit) and the rose of direction R (the distribution
of direction of a typical line). Moreover, stationary-symmetry Poisson line
processes are motion-symmetric precisely, when the rose of direction is the
uniform measure on (0, 2pi].
Consider that Φ is a motion-symmetric Poisson line process of intensity LA.
Then the number of lines of Φ hitting the disc b(o, r) is of Poisson distribution
of mean 2rLA. This means
HΦs (r) = P (o ∈ Φ⊕ b(o, r)) = 1− exp(−2rLA) for r ≥ 0. (3.41)
3.6.2 The spherical contact distribution of the line-based
Poisson process
An approximation for the spherical contact distribution function of a line-
based Poisson process X can be obtained by taking the limit from the spherical
contact distribution function of the segment cluster process in (3.38) if l→∞
and λp → 0 with λp · l→ LA. This yields
HXs (r) ≈ 1− exp
(
−2rLA(1− exp(−1.5rλl))
)
for r ≥ 0. (3.42)
If small values of r are of interest, the approximation (3.42) should give good
results also for points scattered on random curves.
38
Now if Z = X ⊕ b(o,R) then formula (3.16) yields
− log(1−HZs (r)) ≈
2rLA − 2(r +R)LA exp(−1.5(r +R)λl) + 2RLA exp(−1.5Rλl) for r ≥ 0.
(3.43)
3.7 Superposition
In order to come to more realistic models it is frequently necessary to construct
point process models adapted to the situation in question. Three fundamental
operations which produce new point process from old ones are
• thinning,
• clustering,
• superposition.
Poisson cluster processes which were discussed in Section 3.3.4 are examples for
the application of the clustering operation. In the following the superposition
operation is considered. Let X1 and X2 be two independent point processes.
Consider the union
X = X1 ∪X2. (3.44)
With probability one the point sets X1 and X2 do not overlap, i.e. never points
of X1 and X2 coincide. The spherical contact distribution function of the point
process X, HXs (·), can be obtained in terms of HX1s (·) and HX2s (·) as follows.
Clearly, for any set K
P
(
(X1 ∪X2) ∩K = ∅
)
= P (X1 ∩K = ∅ and X2 ∩K = ∅)
= P (X1 ∩K = ∅) · P (X2 ∩K = ∅). (3.45)
For K = b(o, r) then (3.7) and (3.45) yield
HXs (r) = 1−
(
1−HX1s (r)
)(
1−HX2s (r)
)
for r ≥ 0. (3.46)
Now consider the random set Z = X⊕ b(o,R). The formulas (3.16) and (3.46)
yield HZs (·) in terms of HX1s (·) and HX2s (·),
HZs (r) = 1−
1−HXs (r +R)
1−HXs (R)
= 1−
(
1−HX1s (r +R)
)(
1−HX1s (R)
) · (1−HX2s (r +R))
(1−HX2s (R)
) for r ≥ 0. (3.47)
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If the point process X in the R-model (3.4) is a superposition of a segment
cluster process X1 in Section 3.5.4 and a Poisson process X2 of intensity κ then
its intensity λ is given by
λ = λp · λl · l + κ,
and the formulas (3.9), (3.39) and (3.47) yield
− log(1−HZs (r)) ≈
λp
{
exp(−1.5λlR)
(
2(R + r)(2R + 2r − l) exp(−1.5λlr)− 4R2 + 2Rl
)
+exp(−λlR)
(
(R + r)(
1.84
λl
− 5R− 5r) exp(−λlr)− 1.84R
λl
+ 5R2
)
+2.82r2 + 5.64rR + 2rl − 1.84r
λl
}
+ κpir2 + 2κpirR for r ≥ 0, R ≤ l
2
.
(3.48)
If the point process X in the R-model (3.4) is a superposition of a line-based
Poisson process X1 in Section 3.6 and a Poisson process X2 of intensity κ then
its intensity λ is given by
λ = LA · λl + κ,
and the formulas (3.9), (3.39) and (3.43) yield
− log(1−HZs (r)) ≈ 2rLA − 2(r +R)LA exp(−1.5(r +R)λl)
+ 2RLA exp(−1.5Rλl) + κpir2 + 2κpirR for r ≥ 0. (3.49)
3.8 Parameter estimation
Statistics is based on the R-model (3.4), which was considered as a model for
describing the dislocation patterns (see Figures 3.11 and 3.16). Experimental
observations showed that R = 1 µm is a good estimate. The following models
for the point process X are discussed:
1. Poisson process,
2. Segment cluster process,
3. Line-based Poisson process,
4. Superposition of a segment cluster process and a Poisson process,
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5. Superposition of a line-based Poisson process and a Poisson process.
By help of the ImageC software of Imtronic the empirical spherical contact
distribution functions HˆZs (·) of dislocation patterns were estimated.
The corresponding parameters were estimated using non-linear regression, fit-
ting the theoretical spherical spherical contact distribution functions to their
empirical counterparts. Finally, the numbers of dislocations was estimated by
nˆ = A(W ) · λˆ,
where A(W ) is the area of window of observation and λ is the intensity of
the fitted model. The results are shown in Tables 3.4, 3.5, . . . , 3.10. Figures
3.12, 3.13, . . . , 3.21, 3.22 show the empirical spherical contact distribution func-
tions and the fitted curves for different samples.
Obviously, the Poisson process is by no means a suitable model; It was
considered only to show that a more general model is needed for describing
the dislocation pattern. Moreover, none of the other models is a realistic
model for dislocation patterns. A possible criterion for comparison between
the models is the mean square error MSE, which is defined as
MSE =
1
m− k + 1
m∑
i=1
(HZs (ri)− HˆZs (ri))2,
in whichm is the number of empirical observation points ri and k is the number
of estimated parameters. The mean square error describes the accuracy of
approximation of the empirical function of HˆZs (·) by its theoretical counterpart.
The mean square error has the same units as the response variable, here the
spherical contact distribution function, see Bates and Watts (1988).
The values of MSE for different models are given in Tables 3.4, 3.5, . . . , 3.10.
These values suggest that the empirical spherical contact distribution functions
are fitted very well by the spherical contact distribution functions of the models
2, 4 and 5. While all these models are geometrically unrealistic, they fit the
empirical contact distribution function well and the corresponding estimates
of n are similar and larger than the estimate obtained by the method of Rinio
(2004).
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Figure 3.11: Dislocation pattern of sample F252. The darker regions indicate
a higher degree of dislocation clusters.
Model λˆp λˆl lˆ LˆA κˆ nˆ
√
MSE
[µm−2] [µm−1] [µm] [µm−1] [µm−2] [104]
1 - - - - 0.0007 1.9 0.0500
2 0.0003 0.161 69.055 - - 7.7 0.0045
3 - 0.048 - 0.032 - 4.1 0.0140
4 0.0003 0.161 66.055 - 0.00 7.7 0.0045
5 - 0.152 - 0.016 0.0002 7.1 0.0050
Table 3.4: Estimated parameters of different models for the dislocation pattern
F252. The estimated n obtained by the method of Rinio (2004) is 1.4 × 104.
The models are 1: Poisson process, 2: Segment cluster process, 3: Line-based
Poisson process, 4: Superposition of segment cluster and Poisson process, 5:
Superposition of line-based Poisson process and Poisson process.
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Figure 3.12: The empirical spherical contact distribution function (•) of sample
F252 and the fitted theoretical function for a Poisson process (—).
Figure 3.13: The empirical spherical contact distribution function (•) of sample
F252 and the fitted theoretical function for a segment cluster process (—).
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Figure 3.14: The empirical spherical contact distribution function (•) of sample
F252 and the fitted theoretical function for a line-based Poisson process (—).
Model λˆp λˆl lˆ LˆA κˆ nˆ
√
MSE
[µm−2] [µm−1] [µm] [µm−1] [µm−2] [104]
1 - - - - 0.0005 1.9 0.0433
2 0.00007 0.091 264.902 - - 6.5 0.0046
3 - 0.058 - 0.025 - 5.0 0.0072
4 0.00007 0.091 264.902 - 0.00 6.5 0.0046
5 - 0.090 - 0.019 0.00007 6.3 0.0049
Table 3.5: Estimated parameters of different models for the dislocation pattern
F253. The estimated n obtained by the method of Rinio (2004) is 1.9× 104.
Model λˆp λˆl lˆ LˆA κˆ nˆ
√
MSE
[µm−2] [µm−1] [µm] [µm−1] [µm−2] [104]
1 - - - - 0.0007 2.5 0.0388
2 0.0001 0.083 194.433 - - 7.1 0.0047
3 - 0.052 - 0.029 - 5.7 0.0070
4 0.0001 0.083 194.433 - 0.00 7.1 0.0047
5 - 0.083 - 0.021 0.0001 6.9 0.0049
Table 3.6: Estimated parameters of different models for the dislocation pattern
F254. The estimated n obtained by the method of Rinio (2004) is 1.8× 104.
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Figure 3.15: The empirical spherical contact distribution function (•) of sam-
ple F252 and the fitted theoretical function for superposition of a line-based
Poisson process and a Poisson process (—).
Figure 3.16: Dislocation pattern of sample F253. The darker regions indicate
a higher degree of dislocation clusters.
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Figure 3.17: The empirical spherical contact distribution function (•) of sam-
ple F253 and the fitted theoretical function for superposition of a line-based
Poisson process and a Poisson process (—).
Figure 3.18: The empirical spherical contact distribution function (•) of sam-
ple F254 and the fitted theoretical function for superposition of a line-based
Poisson process and a Poisson process (—).
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Model λˆp λˆl lˆ LˆA κˆ nˆ
√
MSE
[µm−2] [µm−1] [µm] [µm−1] [µm−2] [104]
1 - - - - 0.0006 3.0 0.0509
2 0.0002 0.122 116.255 - - 6.7 0.0056
3 - 0.053 - 0.028 - 4.2 0.0117
4 0.0002 0.122 116.255 - 0.00 6.7 0.0056
5 - 0.119 - 0.017 0.0002 6.3 0.0060
Table 3.7: Estimated parameters of different models for the dislocation pattern
F255. The estimated n obtained by the method of Rinio (2004) is 1.5× 104.
Figure 3.19: The empirical spherical contact distribution function (•) of sam-
ple F255 and the fitted theoretical function for superposition of a line-based
Poisson process and a Poisson process (—).
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Model λˆp λˆl lˆ LˆA κˆ nˆ
√
MSE
[µm−2] [µm−1] [µm] [µm−1] [µm−2] [104]
1 - - - - 0.002 4.2 0.0436
2 0.0002 0.167 192.701 - - 15.8 0.0059
3 - 0.111 - 0.041 - 12.2 0.0076
4 0.0002 0.167 192.701 - 0.00 15.8 0.0059
5 - 0.163 - 0.033 0.0002 15.2 0.0061
Table 3.8: Estimated parameters of different models for the dislocation pattern
F256. The estimated n obtained by the method of Rinio (2004) is 1.7× 104.
Figure 3.20: The empirical spherical contact distribution function (•) of sam-
ple F256 and the fitted theoretical function for superposition of a line-based
Poisson process and a Poisson process (—).
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Model λˆp λˆl lˆ LˆA κˆ nˆ
√
MSE
[µm−2] [µm−1] [µm] [µm−1] [µm−2] [104]
1 - - - - 0.001 2.8 0.0413
2 0.0002 0.150 103.166 - - 10.4 0.0049
3 - 0.069 - 0.036 - 6.8 0.0093
4 0.0002 0.150 103.166 - 0.00 10.4 0.0049
5 - 0.146 - 0.022 0.0002 9.7 0.0052
Table 3.9: Estimated parameters of different models for the dislocation pattern
F257. The estimated n obtained by the method of Rinio (2004) is 2.4× 104
Figure 3.21: The empirical spherical contact distribution function (•) of sam-
ple F257 and the fitted theoretical function for superposition of a line-based
Poisson process and a Poisson process (—).
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Model λˆp λˆl lˆ LˆA κˆ nˆ
√
MSE
[µm−2] [µm−1] [µm] [µm−1] [µm−2] [104]
1 - - - - 0.0004 15.7 0.0377
2 0.0003 0.924 39.114 - - 30.1 0.0028
3 - 0.030 - 0.030 - 28.1 0.0169
4 0.0003 0.924 39.114 - 0.00 30.8 0.0028
5 - 0.844 - 0.010 0.0002 28.1 0.0027
Table 3.10: Estimated parameters of different models for the dislocation pat-
tern A21h1. The estimated n obtained by the method of Rinio (2004) is
5.2× 104.
Figure 3.22: The empirical spherical contact distribution function (•) of sample
A21h1 and the fitted theoretical function for superposition of a line-based
Poisson process and a Poisson process (—).
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Chapter 4
Modelling the probability
distribution of the number of
dislocations
4.1 Introduction
The aim of this chapter is to suggest and investigate stochastic models for
the dislocation growth process in silicon ingot during crystallization. This
may improve the classical (deterministic) physical models for the dislocation
growth process and helps to understand better this process. Moreover, this
leads to an alternative method for estimating the number of dislocations on
a silicon wafer, using the ‘point density distribution function’ introduced in
Section 4.2.
4.2 Dislocation density and point density dis-
tribution function
The statistical analysis in this section is based on the following characteristics.
Consider an inhomogeneous planar point process with intensity function λ(x).
Define the point density distribution function as
D(t) = lim
b→∞
A
(
Rt ∩ ([0, b]× [0, b])
)
b2
, (4.1)
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where A(·) denotes the Lebesgue measure and Rt is the set of all points in the
square [0, b]2 of side-length b with λ(x) ≤ t,
Rt = {x ∈ R2 : λ(x) ≤ t}.
This function can be estimated statistically by
Dˆ(t) =
area with estimated point density λˆ(x) ≤ t
area of W
=
A(Wt)
A(W )
. (4.2)
Here W is the window of observation and Wt the subset of points x satisfying
λˆ(x) ≤ t,
Wt = {x ∈ W : λˆ(x) ≤ t},
where λˆ(x) is an estimate of the intensity function.
The use of the point density distribution function is a form of data reduc-
tion, in which a lot of information on the point dislocation pattern may be
lost. On the other hand, the point density distribution function is useful as a
summary descriptor even for very irregular point processes and helps to come
to interesting results for the process of growth of the number of dislocations.
Note that the number of points of point process in windowW can be estimated
by
nˆ = A(W )
∫ ∞
0
(1− Dˆ(t))dt. (4.3)
Proof of formula (4.3). Remember the estimation of the intensity function λ(x)
by means of the kernel function k(x) in Section 3.2. Since the kernel function
is a density function,
n =
n∑
i=1
∫
R2
k(x− xi)dx
=
∫
R2
n∑
i=1
k(x− xi)dx
=
∫
R2
λˆ(x)dx.
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Furthermore,
∫
R2
λˆ(x)dx =
∫
R2
∫ λˆ(x)
0
dtdx
=
∫
R2
∫ ∞
0
1{λˆ(x) > t}dtdx
= lim
W→R2
∫ ∞
0
∫
W
(1− 1{λˆ(x) ≤ t})dxdt
= lim
W→R2
∫ ∞
0
(A(W )− A(W )Dˆ(t))dt
= lim
W→R2
A(W )
∫ ∞
0
(1− Dˆ(t))dt.
Consequently, formula (4.3) is approximately true, in particular for large win-
dows.
Another way for defining the point density distribution function is as fol-
lows. Suppose that {λ(x)} is a stationary random field on R2, which is observed
in the windowW . The point process could be, for example, a Cox process with
random intensity {λ(x)}. Then D(t) in (4.1) is the one-dimensional marginal
distribution of the random field and λ is its mean.
If n¯ is the mean number of points in W , then
n¯ = λA(W ).
By definition
λ =
∫ ∞
0
(1−D(t))dt,
and consequently
n¯ = A(W )
∫ ∞
0
(1−D(t))dt.
4.2.1 Empirical observations for the point density dis-
tribution function of dislocation patterns
Ten samples of dislocation patterns of area about 25 mm2, which are shown
in Figures 4.1, 4.3, 4.5, . . ., 4.17, were investigated in order to estimate the
corresponding point density distribution functions by means of formula (4.2).
The colors in these images show the decadic logarithms of dislocation density
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Figure 4.1: Fluctuations of lg λˆ(x) in sample F252.
in cm−2 obtained by Rinio’s method (details in Rinio, 2004); in the black re-
gions the dislocation density is less than 105 cm−2 and the resolution of all
images is 12.5 µm. The fraction of the area of the black regions is denoted
by pˆ. Figures 4.2, 4.4, 4.6, . . ., 4.18 show the corresponding empirical point
density distribution functions and values of pˆ for these images.
A difficulty in the estimation of D(t) consists in the following. The values
of λˆ(x) are not given completely, it is unknown how the point density behaves
in the black areas. Consequently, D(t) cannot be estimated for t < 105. This
means that the estimation of D(t) happens under the condition of censoring
from below. However, if a parametric model for the point density distribution
function is used, the corresponding parameters can be estimated also from
the censored data. The following will show that indeed classical statistical
distribution functions can be fitted to the empirical D(t).
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Figure 4.2: The empirical point density distribution function of sample F252,
which is estimated using formula (4.2). pˆ = 0.68.
4.3 A physical model for dislocation growth
4.3.1 Introduction
In the photovoltaic industry silicon ingot casting is established as a cost effec-
tive crystallization technique for high quality multicrystalline wafer material.
Those wafers can show a dislocation density distribution, which can be con-
nected to their multicrystalline structure. A first explanation for dislocation
density fluctuations is found to come from the geometrical orientation of differ-
ent grains due to the local elastic stress field in the ingot during crystallization.
In the physical literature (details in Franke, 2000; Franke et al., 2000) different
material and physical parameters are taken in to account for the modelling of
the dislocation multiplication.
4.3.2 Dislocation multiplication and exponential growth
models
The so-called multiplication behavior of the number X(t) of movable disloca-
tions at time t in a square of area 1cm2 is described by the differential equation
dX(t)
dt
= K
v0
τm0
exp(
−U
kT )
(
τa − A
√
X(t)
)m+1
X(t). (4.4)
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Figure 4.3: Fluctuations of lg λˆ(x) in sample F253.
Figure 4.4: The empirical point density distribution function of sample F253,
which is estimated using formula (4.2). pˆ = 0.68.
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Figure 4.5: Fluctuations of lg λˆ(x) in sample F254.
Figure 4.6: The empirical point density distribution function of sample F254,
which is estimated using formula (4.2). pˆ = 0.69.
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Figure 4.7: Fluctuations of lg λˆ(x) in sample F255.
Figure 4.8: The empirical point density distribution function of sample F255,
which is estimated using formula (4.2). pˆ = 0.67.
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Figure 4.9: Fluctuations of lg λˆ(x) in sample F256.
Figure 4.10: The empirical point density distribution function of sample F256,
which is estimated using formula (4.2). pˆ = 0.61.
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Figure 4.11: Fluctuations of lg λˆ(x) in sample F257.
Figure 4.12: The empirical point density distribution function of sample F257,
which is estimated using formula (4.2). pˆ = 0.58.
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Figure 4.13: Fluctuations of lg λˆ(x) in sample A12h1.
Figure 4.14: The empirical point density distribution function of sample
A12h1, which is estimated using formula (4.2). pˆ = 0.65.
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Figure 4.15: Fluctuations of lg λˆ(x) in sample A21h1.
Figure 4.16: The empirical point density distribution function of sample
A21h1, which is estimated using formula (4.2). pˆ = 0.84.
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Figure 4.17: Fluctuations of lg λˆ(x) in sample A22h1.
Figure 4.18: The empirical point density distribution function of sample
A22h1, which is estimated using formula (4.2). pˆ = 0.41.
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Model parameter Value Unit
Velocity constant v0 4.30× 106 [cm/s]
Dimension conserving stress τ0 1000.0 [N/cm2]
Adjacent stress τa 5000.0 [N/cm2]
Activation energy U on 20 Mpa 2.18 [eV]
Boltzmann constant k 8.629× 10−5 [eV/K]
Multiplication constant K 0.031 [cm/N]
Stress exponent m 1.10 [-]
Table 4.1: The parameters of the dislocation multiplication model which are
material constants.
with initial condition X(0) = 1, see Franke (2000) and Franke et al. (2000).
There is clear evidence that the physical process of dislocation growth acts
for the given material in a region where A = 0 can be assumed, while in the
physical literature the value A = 0.05 N/cm appears. The explanation is as
follows:
In all Figures 4.1, 4.3 and 4.17 the maximum observed dislocation density
practically does not exceed 109 cm−2. Solving the differential equation in (4.4)
by numerical methods shows that this dislocation density can be reached after
about t = 460s if A = 0.05, see Figures 4.19 and 4.20. Now assume A = 0.
The solution is shown in Figure 4.21, and the needed time for getting the same
value of dislocation density is about t = 450s. So the use of the value A = 0.05
instead of A = 0 has no influence on the growth process for the samples studied.
The model parameters given in Table 4.1 for temperature T = 1000◦K
yield for A = 0 the following solution of differential equation (4.4):
X(t) = eµt, (4.5)
with
µ = 0.042 s−1.
Thus for a given growth time t the number of dislocations can be calculated.
However, as Figures 4.1, 4.3, . . ., 4.17 clearly show, the density of dislocations
varies heavily. Thus the deterministic law (4.5) has to be refined so that X(t)
is a random variable.
The basic assumptions for the following are:
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Figure 4.19: The solution of the differential equation in (4.4) on the interval
[0,2000] for A = 0.05 N/cm.
Figure 4.20: The solution of the differential equation in (4.4) on the interval
[0,460] for A = 0.05 N/cm. X(450) = 107.97 cm−2 and X(460) = 108.11 cm−2.
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Figure 4.21: The solution of the differential equation in (4.4) on the interval
[0,450] for A = 0. X(450) = 108 cm−2.
(1) the variability of λˆ(x) is caused by local variability of growth time,
(2) the deterministic variable t is replaced by a random variable T , which
means that the growth time is assumed to be a random variable.
The following section presents three classes of distribution functions which will
turn out to be useful for the description of dislocation number distributions.
The reader should note that distributions of continuous random variables are
used while natural numbers are of course discrete. However, for the large
considered numbers this discrepancy does not matter.
4.4 Three distributions
4.4.1 Pareto distribution
A random variable X with the distribution function
F (x) = 1− (a
x
)θ for x ≥ a and θ, a > 0, (4.6)
is said to have a Pareto distribution with parameters a and θ; see Johnson
et al. (1995). Its density function has the form
f(x) = θaθx−(1+θ), x ≥ a and θ, a > 0,
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Figure 4.22: The density functions of the Pareto distribution with parameters
a = 1 and θ.
see Figure 4.22. Note that the Pareto density function has a heavy tail.
The mean and variance of X are
E(X) =
θa
θ − 1 for θ > 1,
and
V ar(X) =
θa2
(θ − 1)2(θ − 2) for θ > 2,
for θ ≤ 1 the mean of X does not exist.
In other words, if Y ∼ Exp(θ) then the random variable
X = aeY , (4.7)
has a Pareto distribution with parameters a and θ.
Proof.
P (X < x) = P (aeY < x) = P (Y < log(
x
a
)) = 1− exp(−θ log(x
a
)
)
(4.8)
= 1− (a
x
)θ for x ≥ a and θ > 0.
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The conditional distribution of X given X > b with b > a is
P (X < x|X > b) = 1− ( b
x
)θ for x ≥ b and θ > 0, (4.9)
i.e. it is a Pareto distribution with parameters b and θ.
4.4.2 Weibull distribution
A random variable X with the distribution function
F (x) = 1− e−λxκ for x ≥ 0 and λ, κ > 0, (4.10)
is said to have a Weibull distribution with parameters λ and κ. For the use in
the following, the real-valued parameter m is introduced by κ = 1/m and the
Weibull distribution is written as
F (x) = 1− e−λx
1
m for x ≥ 0 and m,λ > 0. (4.11)
Its density function has the form
f(x) =
λ
m
x
1
m
−1e−λx
1
m for x ≥ 0 and m,λ > 0.
Note that the density function has a pole at x = 0 for m > 1 and has a heavy
tail, see Figure 4.23.
The mean and variance of X are
E(X) = (
1
λ
)mΓ(1 +m),
and
V ar(X) = (
1
λ
)2m
(
Γ(1 + 2m)− Γ2(1 +m)
)
,
where Γ(·) denotes the gamma function.
It is easy to show that in the case T ∼ Exp(λ) the random variable
X = Tm, (4.12)
has a Weibull distribution with parameters λ and 1/m. (This is the reason
that the Weibull distribution is introduced here with parameters λ and 1/m.)
The conditional distribution of X given X > a is
P (X < x|X > a) = 1− e−λ(x
1
m−a 1m ) for x ≥ a and m,λ > 0. (4.13)
Note that this is not the so-called three-parameter Weibull distribution.
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Figure 4.23: The density functions of the Weibull distribution with parameters
λ = 1 and m.
4.4.3 Gumbel distribution
A random variable T with distribution function
F (t) = 1− exp(−e t−αβ ) for −∞ < t, α < +∞, β > 0, (4.14)
is said to have a Gumbel distribution with parameters α and β. Its density
function has the form
f(t) =
1
β
e
t−α
β exp(−e t−αβ ) for −∞ < t, α < +∞, β > 0, (4.15)
see Figure 4.24. The mean and variance of T are
E(T ) = α− 0.577216β,
and
V ar(T ) =
pi2
6
β2.
If T ∼ Gum(−m
µ
log λ, m
µ
) then the random variable
X = eµT , (4.16)
has the Weibull distribution with parameters λ and 1/m.
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Figure 4.24: The density function of the Gumbel distribution with parameters
α = 268.18 and β = 54.05. These parameters appear in one of the examples
below.
Proof. From (4.14) the distribution function of T has the form
P (T ≤ t) = 1− exp(−e
t+mµ log λ
m
µ ) for −∞ < t <∞.
Then for X = eµT
P (X ≤ x) = P (T < 1
µ
log x) = 1− exp(−e 1µ log x+mµ log λmµ )
= 1− exp(−e log x+m log λm ) = 1− exp(−λx 1m ) for x > 0.
4.5 Stochastic growth models leading to Pareto
and Weibull distributions
In the following, stochastic growth models are presented which lead to the
Pareto or Weibull distributions for the case of dislocation growth. Consider
the stochastic process X(t) which represents the number of dislocations in a
square of area 1cm2 at time t.
Suppose as in (4.5) that the growth process of the number of dislocations
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follows the deterministic model
X(t) = eµt, (4.17)
where X(0) = 1 is the number of dislocations at the beginning of the process.
If the growth process {X(t)} is stopped at a random time T which is exponen-
tially distributed with parameter λ then X(T ) has a Pareto distribution with
parameters a = 1 and θ = λ
µ
, see Section 4.4.1.
Another model, which has so far no physical support, assumes that the
growth process of the number of dislocations follows instead of (4.17) the model
X(t) = tm for m > 0, (4.18)
where X(0) = 0 is the number of dislocations at the beginning of the process.
(It is X(1) = 1 and since t and the final dislocation numbers are large in
the application of this theory, the small discrepancy does not matter.) If the
growth process {X(t)} is stopped at a random time T which is exponentially
distributed with parameter λ then X(T ) has a Weibull distribution with pa-
rameters λ and 1/m, see Section 4.4.2.
A third model tries to combine the physical multiplication model in (4.5)
with the Weibull distribution of dislocation numbers:
Let X(t) be given by (4.17) and let the random growth time have a Gumbel
distribution with parameters −m
µ
log λ and m
µ
. Then X(T ) has a Weibull
distribution with parameters λ and 1/m.
4.6 Fitting distributions to the empirical point
density distribution function
In the following, it is first assumed that the random growth time T follows an
exponential distribution with parameter λ. This assumption is not completely
arbitrary. Table 4.2 shows values of X(t) and the corresponding values of t for
sample F252, assuming that (4.17) together with parameters in Table 4.1 is
true. The column under pˆ shows the area fractions of the areas for which the
point densities are below the values of X(t). These values can be reinterpreted
as estimates for the probability that the growth times are smaller than t, see
Figure 4.25.
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t X(t) pˆ
[s]
0 1 0
274 104.991 0.680
297 105.4 0.850
336 106.1 0.970
375 106.8 0.990
408 107.4 0.999
447 108.1 1
Table 4.2: The growth times for the deterministic process {X(t)} in (4.17)
starting from X(0) = 1.
Consider now the residual growth times 23 (=297-274),62,101,134 and 173
(=447-274) and the corresponding conditional probabilities 0.53 (=0.85−.681−.68 ),
0.91, 0.97, 0.99 and 1 (=1−.681−.68), which are plotted in Figure 4.26. As it is
shown in this figure, an exponential distribution can be fitted to the residual
times. This means that the conditional distribution P (T < t|T > 274) is
an exponential distribution. This is a necessary condition for an exponential
distribution of the random variable T .
If T ∼ Exp(λ) then Y = µT has also an exponential distribution and
its parameter is θ = λ
µ
. Under the exponential assumptions (exponentially
distributed random growth time and (4.17)), X(T ) = eY follows a Pareto dis-
tribution with parameters a = 1 and θ = λ
µ
, see Section 4.4.1.
The corresponding parameter θ can be estimated by fitting the Pareto distri-
bution with parameters a = 1 and θ to the estimated censored point density
distribution functions in Figures 4.2, 4.4, . . . , 4.18. The results, which were
obtained by the least squares method are given in Table 4.3.
Figures 4.27, 4.28, . . . 4.35 show the empirical point density distribution
functions and the fitted curves of the Pareto distribution with parameters
a = 1 and θ. Clearly, these figures show that the Pareto model does not fit
the empirical data. Furthermore, since the estimates of the parameter θ in
Table 4.3 are always less than one, the expectation of the Pareto distribution
in (4.6) is infinite, which is physically not plausible. Consequently, either the
model which assumes the exponential law of growth (4.17) is not true or the
assumption of the exponentially distributed growth time.
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Figure 4.25: The estimates for the probabilities that growth times are smaller
than t for sample F252. X(0) = 0
Figure 4.26: The empirical distribution function of residual growth times t for
sample F252. The fitted exponential distribution function 1 − exp(−ζt) (—)
has the parameter ζ = 0.034.
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Name of the sample θˆ
F252 0.19
F253 0.19
F254 0.19
F255 0.18
F256 0.17
F257 0.17
A12h1 0.15
A21h1 0.21
A22h1 0.11
Table 4.3: Estimated parameters of the Pareto distribution in (4.6) for all
samples for a = 1.
On the other hand, as it shown in Figures 4.27, 4.28, . . . 4.35, the Weibull
distribution provides an excellent fit to the empirical data.
Regarding these facts, in the following two stochastic growth models which
yield to the Weibull distribution are discussed:
1. Assume first that the exponential law of growth (4.17) is not true and
replace it by the power law in (4.18). But assume as before that the
growth time T follows an exponential distribution with parameter λ.
Then X(T ) has a Weibull distribution with parameters λ and 1/m. The pa-
rameters λ andm can be estimated by fitting the Weibull distribution in (4.11)
to the estimated censored point density distribution functions in Figures 4.2,
4.4, . . . , 4.18. The results, which were obtained by the least squares method
are given in Table 4.4. The estimated mean growth times for all samples are
given in Table 4.5.
2. Assume now that the exponential law of growth (4.17) is true. The
unique distribution for the random growth time T which yields the
Weibull distribution with parameters λ and 1/m for X(T ) is a Gum-
bel distribution with parameters α = −m
µ
log λ and β = m
µ
.
Table 4.6 gives the estimated parameters α and β of the Gumbel distribu-
tion which were obtained using the parameters of Table 4.4 and the physical
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Figure 4.27: Fit of Pareto distribution F (x) (—) and Weibull distribution (—)
to the empirical point density distribution function (•) for sample F252. The
Weibull distribution provides an excellent fit.
Figure 4.28: Fit of Pareto distribution F (x) (—) and Weibull distribution (—)
to the empirical point density distribution function (•) for sample F253. The
Weibull distribution provides an excellent fit.
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Figure 4.29: Fit of Pareto distribution F (x) (—)and Weibull distribution (—)
in to the empirical point density distribution function (•) for sample F254.
The Weibull distribution provides an excellent fit.
Figure 4.30: Fit of Pareto distribution F (x) (—) and Weibull distribution (—)
to the empirical point density distribution function (•) for sample F255. The
Weibull distribution provides an excellent fit.
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Figure 4.31: Fit of Pareto distribution F (x) (—) and Weibull distribution (—)
to the empirical point density distribution function (•) for sample F256. The
Weibull distribution provides an excellent fit.
Figure 4.32: Fit of Pareto distribution F (x) (—) and Weibull distribution (—)
to the empirical point density distribution function (•) for sample F257. The
Weibull distribution provides an excellent fit.
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Figure 4.33: Fit of Pareto distribution F (x) (—) and Weibull distribution (—)
to the empirical point density distribution function (•) for sample A12h1. The
Weibull distribution provides an excellent fit.
Figure 4.34: Fit of Pareto distribution F (x) (—) and Weibull distribution (—)
to the empirical point density distribution function (•) for sample A21h1. The
Weibull distribution provides an excellent fit.
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Figure 4.35: Fit of Pareto distribution F (x) (—) and Weibull distribution (—)
to the empirical point density distribution function (•) for sample A22h1. The
Weibull distribution provides an excellent fit.
Name of the sample λˆ [s−1] mˆ
F252 0.007 2.27
F253 0.009 2.30
F254 0.008 2.27
F255 0.009 2.35
F256 0.004 2.09
F257 0.003 2.00
A12h1 0.051 3.74
A21h1 0.371 6.35
A22h1 0.008 2.71
Table 4.4: Estimated parameters of the Weibull distribution in (4.11) for all
samples.
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Name of the sample E(T )
[s]
F252 143
F253 111
F254 125
F255 111
F256 250
F257 333
A12h1 20
A21h1 3
A22h1 125
Table 4.5: Estimated mean of the exponential random growth time for the
power growth law in (4.18) for all samples.
parameter µ = 0.042, which is given in (4.5). The mean growth times for all
samples are given in Table 4.6.
It must be mentioned that the random variable T is a time, which must be
positive. But according to (4.14) the Gumbel distributed random variable T
also gets negative values with probability
FT (0) = P (T ≤ 0) = 1− exp(−e
−α
β )
= 1− exp(−e
m
µ log(λ)
m
µ ) = 1− exp(−λ).
The probabilities of T ≤ 0 for each sample were calculated which are given in
last column of Table 4.6, as expected these probabilities are very small.
4.7 Summary of model fitting
• For the power growth law with exponential distributed random growth
times, the mean growth times are between 111 and 333 seconds, see
Table 4.5. For sample A21h1 the estimated mean growth time is only 3
seconds, which is very small. This value may be explained by the relative
high area fraction of that sample, which is shown in Figure 4.16, which
cause that the growth process stops very soon.
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Name of the sample α β E(T ) P (T ≤ 0)
[s]
F252 268.18 54.05 237 0.007
F253 257.96 54.76 226 0.009
F254 260.96 54.05 230 0.008
F255 263.57 55.95 231 0.009
F256 274.76 49.76 246 0.004
F257 276.63 47.62 249 0.003
A12h1 265.00 89.05 214 0.049
A21h1 149.91 151.19 63 0.310
A22h1 311.54 64.52 274 0.008
Table 4.6: Estimated parameters and mean of the Gumbel random growth
time for the exponential growth law in (4.17) for all samples.
• For the exponential growth law with Gumbel distributed random growth
times, the mean growth times are between 214 and 274 seconds, see
Table 4.6. Again the estimated mean growth time for sample A21h1is is
relatively small.
• The empirical data support only two of these models, namely
(1) exponentially distributed random growth time together with power
law of growth,
(2) Gumbel distributed random growth time together with exponential
law of growth.
• The number of dislocations in regions of area about 25 mm2 follows a
Weibull distribution.
4.8 Estimating the number of dislocations
Statistics for the dislocation patterns in Section 4.6 shows that the Weibull
distribution
D(t) = 1− exp(−λ m√t) for t > 0, (4.19)
with parameters in Table 4.4, fits very well the empirical point density distri-
bution functions, see Figures 4.27, 4.28, . . ., 4.35.
Now as an alternative to the method discussed in chapter 3 for estimating
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Name of the sample nˆ nˆRinio
[104] [104]
F252 4.3 1.4
F253 5.4 1.9
F254 5.9 1.8
F255 5.4 1.5
F256 5.9 1.7
F257 6.4 2.4
Table 4.7: The numbers of dislocations n are estimated by means of formulas
(4.3) and (4.19).
the number of dislocations on a silicon wafer, the number of dislocation is esti-
mated using the point density distribution function by means of formulas (4.3)
and (4.19). The estimated numbers of dislocations for all samples are given
in Table 4.7. The estimated number of dislocation based on Rinio’s method,
which were obtained by means of formula (3.1) are also given in this table. As
in chapter 3 for calculating nRinio it was assumed that a single etch pit has a
circular shape with radius R = 1µm.
As it is shown in Table 4.7, nˆ the estimated numbers of dislocations by means
of point density are always larger than nˆRinio because in dislocation patterns a
heavy clusters of ovarlapings etch pits are observed, which cause the formula
(3.1) underestimates the numbers of dislocations.
4.9 A stochastic modification of the exponen-
tial growth model
The idea here is to modify the deterministic law (4.17) to a random law.
Clearly, (4.17) corresponds to the ordinary differential equation
dX(t) = µX(t)dt, (4.20)
with initial condition X(0) = a. This equation is modified by adding the
stochastic part σX(t)dW (t) to the right-hand of (4.20). This yields the fol-
lowing stochastic differential equation (Black-Scholes model)
dX(t) = µX(t)dt+ σX(t)dW (t). (4.21)
Here W (t) denotes a Wiener process.
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Figure 4.36: A simulation of the Wiener process on the interval [0, 1] with time
step ∆t = 0.002.
Definition. A Wiener process W (t), t ≥ 0, is a continuous-time stochastic
process with W (0) = 0 and such that the increment W (t)−W (s) is normally
distributed with mean 0 and variance t− s for any 0 ≤ s < t, and increments
for non overlapping time intervals are independent.
The Wiener process can be discretized with time step ∆t as
∆W (t) =W (t+∆t)−W (t) ∼ N(0,∆t). (4.22)
This discretized form W (t+∆t) =W (t) +∆W (t), where ∆W (t) ∼ N(0,∆t),
is used for the simulation of the Wiener process; see Karatzas and Shreve
(1999). Figure 4.36 shows a simulation of the Wiener process. The stochastic
differential equation (4.21) can be discretized with time step ∆t as
X(t+∆t)−X(t) = µX(t)∆t+ σX(t)∆W (t)
or
X(t+∆t) = X(t)
(
1 + µ∆t+ σ∆W (t)
)
.
Figures 4.37 and 4.38 show simulations of the stochastic process X(t) on the
interval [0, 10] for different values of µ and σ.
4.9.1 The double Pareto-lognormal distribution
The theory of stochastic differential equations, see Gard (1988), offers a solu-
tion of (4.21) even if X(0) is a random variable.
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Figure 4.37: A simulation of X(t) in equation (4.21) with initial condition
X(0) = 104 and time step ∆t = 0.02 on the interval [0, 10]. The parameters
are µ = 1.08 and σ = 1.
Figure 4.38: A simulation of X(t) in equation (4.21) with initial condition
X(0) = 104 and time step ∆t = 0.02 on the interval [0, 10]. The parameters
are µ = 1.08 and σ = 2.
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Assume that X(0) is distributed lognormally, logX(0) ∼ N(ν, τ 2). After t
time units the process state X(t) is also distributed lognormally (details in
Øksendal, 1994)with
logX(t) ∼ N(ν + (µ− σ
2
2
)t, τ 2 + σ2t) (4.23)
Suppose now that the process {X(t)} is stopped at a random time T . Assume
that T has an exponential distribution with density
f(t) = λ exp(−λt) for t > 0.
Formula (4.23) yields (details in Reed, 2001) that the distribution of X(T )
is that of the product of two independent random variables U and V , where
V is lognormally distributed (log V ∼ N(ν, τ 2)) and U follows the so-called
double Pareto (or two-sided Pareto) distribution with density
f(u) =
{
αβ
α+βu
β−1 for 0 < u ≤ 1,
αβ
α+βu
−α−1 for u > 1,
(4.24)
where α and -β (α, β > 0) are the roots of the ‘characteristic equation’
σ2
2
z2 + (µ− σ
2
2
)z − λ = 0, (4.25)
see Reed (2001).
The resulting distribution of X(T ) = UV has the probability density
f(x) =
αβ
α+ β
[x−α−1 exp{αν + α
2τ 2
2
}Φ( log x− ν − ατ 2
τ
) (4.26)
+ xβ−1 exp{−βν + β
2τ 2
2
}Φc( log x− ν + βτ
2
τ
)] for x > 0,
where Φ is the standard normal distribution function and Φc = 1 − Φ. Reed
(2001) calls the corresponding distribution the double Pareto-lognormal dis-
tribution and writes
X(T ) ∼ dP lN(α, β, ν, τ)
to indicate that a random variable X(T ) follows this distribution.
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Figure 4.39: The density function of X(T ) in (4.24) for α = 1.28 and β = 0.78.
The parameters of (4.21) are µ = 1, σ = 2, λ = 2 and ν = τ = 0.
Figure 4.40: The distribution function of X(T ) for the case of Fig. 4.39.
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Figure 4.41: The density function of X(T ) for α = 1.56 and β = 2.56. The
parameters of (4.21) are µ = 1, σ = 1, λ = 2 and ν = τ = 0.
Figure 4.42: The distribution function of X(T ) for the case of Fig. 4.41.
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Figure 4.43: The effect of stochastic part in (4.21) for different values of σ on
the probability density function of X(T ) in (4.28). The parameters are λ = 1,
µ = 1.08.
Now the special case ν = log a and τ = 0 is considered (this is equivalent
with assuming X(0) = a). Consequently, the distribution of X(T ) has the
form
F (x) =
{
α
α+β (
x
a
)β for 0 < x ≤ a,
1− β
α+β (
x
a
)−α for x > a,
(4.27)
and the density function has the form
f(x) =
{
αβ
a(α+β)(
x
a
)β−1 for 0 < x ≤ a,
αβ
a(α+β)(
x
a
)−α−1 for x > a,
(4.28)
in which equation (4.25) yields
β =
2µ− σ2 +√(2µ− σ2)2 + 8λσ2
2σ2
, (4.29)
and
α = β − 2µ− σ
2
σ2
. (4.30)
It must be mentioned that if σ → ∞ then β → 0, α → 1 and if σ → 0 then
β →∞, α→ λ
µ
.
88
The rth central moment µr is
µr = E(Xr) =
αβ
(α− r)(β + r)e
0.5(r log a)2 for r < α, (4.31)
for r ≥ α the moment µr does not exist.
If β < 1 the density function f(x) is monotonically decreasing having its mode
at zero. In this case both arms of the distribution function F (x) have negative
slope. If β > 1 the density of X(T ) is unimodal and the left-hand arm of
the distribution function has positive slope. The two cases are illustrated in
Figures 4.39, 4.40, 4.41 and 4.42.
Figure 4.43 shows the effect of the stochastic part in (4.21) for different values
of σ on the density function of X(T ). In the case σ = 0 there is no stochastic
part and the random variable X(T ) does not get values less than a and it has
a Pareto distribution with parameters a and λ
µ
. In the cases σ = 1 and σ = 2
random variable X(T ) gets values less than a with the difference that in the
case σ = 1 the fluctuations of X(T ) less than the case σ = 2 (see equation
(4.21)). This can be observed in the behavior of probability density function
of X(T ) in Figure 4.43.
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Chapter 5
General growth laws and size or
number distributions
5.1 Introduction
In chapter 4 deterministic exponential and power law growth processes were
introduced which yielded to Pareto and Weibull distributions, after an expo-
nential and Gumbel distributed length of times, respectively. In this chapter
the general deterministic law of growth
X(t) = f(t), (5.1)
is considered according to which some size or number variable increases in time
t. This growth process is stopped after a random distributed length of time
T . Thus X(T ) is simply a function of the random variable T . The value of
this approach of modelling lies in the possibility of physical interpretation of
the parameters of the various distributions. A number of phenomena which
can be viewed as resulting from such a process are modelled such as numbers
of galaxies in cubic cells of the universe, Los Angeles wildfire sizes and size of
particles in a process of chemical engineering.
5.2 Stochastic growth processes
Table 5.1 shows some particular cases of the function f(t) in (5.1) and corre-
sponding random stop times which yield to Pareto and Weibull distributions
and their truncated forms.
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Growth law Distribution of T Resulting distribution
aeµt Exp(λ) Pareto (a, λ
µ
)
eµt Gumbel (−m
µ
log λ, m
µ
) Weibull (λ, 1
m
)
tm Exp(λ) Weibull (λ, 1
m
)
aeµt one-side trunc. Exp(λ) one-side trunc. Pareto (a, λ
µ
)
tm one-side trunc. Exp(λ) one-side trunc. Weib.
tm two-sides trunc. Exp(λ) two-sides trunc. Weib.
Table 5.1: Growth processes with different distributions of random stop times,
which lead to Pareto (truncated Pareto) and Weibull (truncated Weibull) dis-
tributions.
In the following, last three cases in Table 5.1 are discussed in detail.
Consider the growth process
X(t) = aeµt for a > 0. (5.2)
Assume that this growth process is stopped at a random time T which has an
exponential distribution with mean 1/λ truncated-from-above (at log b
a
) with
distribution function
F log
b
a (t) =
1− e−λt
1− e−λ log ba
for 0 < t < log
b
a
, (5.3)
then X(T ) has a Pareto distribution with parameters a and λ
µ
truncated-from-
above at b, with distribution function
Gba(x) =
1− (a
x
)
λ
µ
1− (a
b
)
λ
µ
for a < x < b. (5.4)
Furthermore, if the growth process
X(t) = tm for m > 0, (5.5)
is stopped at a random time T which has an exponential distribution with
mean 1/λ truncated-from-below at m
√
a with distribution function
F m√a = 1− e(−λ(t− m
√
a)) for t > m
√
a,
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then X(T ) has a Weibull distribution with parameters λ and 1/m truncated-
from-below at a given in (4.13). The situation in the case of truncation from
above is analogous.
Now, if the growth process in (5.5) is stopped at a random time T which has
an exponential with mean 1/λ truncated-from-below at m
√
a and from-above
at m
√
b with distribution function
F
m√
b
m√a(t) =
1− e−λ(t− m√a)
1− e−λ( m√b− m√a) for
m
√
a < t <
m
√
b,
then X(T ) has a Weibull distribution with parameters λ and 1/m truncated-
from-below at a and from-above at b with distribution function
G
m√
b− m√a(x) =
1− e−λ( m√x− m√a)
1− e−λ( m√b− m√a) for 0 < t <
m
√
b− m√a. (5.6)
Depending on the problem under study different forms for the function f(t)
in (5.1) and different random stop times T might be considered, which yield
different distribution functions of X(T ). These distributions may have com-
plicated forms and may not yet have appeared in the theory of statistical
distributions. Consider, for example, the growth process
X(t) = ( m
√
a+ t)m. (5.7)
If the random stop time T has a gamma distribution with parameters α and
λ and probability density function
f(t) =
λα
Γ(α)
tα−1 exp(−λt) for t > 0; α, λ > 0. (5.8)
Then X(T ) has the probability density function
f(x) =
1
m
x
1
m
−1 λ
α
Γ(α)
( m
√
x− m√a)α−1 exp(−λ( m√x− m√a)) for x > a. (5.9)
The following lemma describes all possible cases.
Lemma. Consider the deterministic law of growth X(t) = f(t) in which X(t)
denotes the size of an object at time t with initial value f(0) = a, a ≥ 0 and f
is a continuous increasing function. Assume that the growth process is stopped
at a continuous random time T having distribution function F c2c1 (·),
F c2c1 (t) =
F (t)− F (c1)
F (c2)− F (c1) for c1 < t < c2,
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(F c2c1 (·) is the truncated distribution function F (·) from-below at c1 ≥ 0 and
from-above at c2) then
1. G(·) = F ◦ f−1(·) is a distribution function on interval [a,∞],
2. The distribution function of X(T ), which is denoted by G
f(c2)
f(c1)
(·), is
G
f(c2)
f(c1)
(x) =
G(x)−G(f(c1))
G(f(c2))−G(f(c1)) for f(c1) < x < f(c2),
(Gf(c2)f(c1)(·) is the truncated distribution function G(·) from-below at f(c1)
and from-above at f(c2).)
Proof.
G(a) = F ◦ f−1(a) = F (0) = 0, G(∞) = F ◦ f−1(∞) = F (∞) = 1
G
f(c2)
f(c1)
(x) = P (X(T ) < x) = P (T < f−1(x)) = F c2c1 (f
−1(x))
=
F (f−1(x))− F (c1)
F (c2)− F (c1) =
F ◦ f−1(x)− F ◦ f−1(f(c1))
F ◦ f−1(f(c2))− F ◦ f−1(f(c1))
=
G(x)−G(f(c1))
G(f(c2))−G(f(c1)) for f(c1) < x < f(c2).
5.3 Examples
5.3.1 Distribution of the number of galaxies
The data analyzed are simulated numbers of galaxies in cubic window of the
universe provided to the authors by famous astronomer Prof. V. J. Mart´ınez,
see for theoretical background Mart´ınez and Saar (2002). The original window
with side length of 141.3 Mpc (1 Mpc is a million of parsecs, 1 parsec is 3.26
light years) was divided into 103 (sample galaxy10), 203(sample galaxy20) and
303 (sample galaxy30) subwindows, called cells, and the numbers of galaxies
in the cells were counted. Table 5.2 shows the empirical means and variances
of the numbers of galaxies per cells for all samples.
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Sample Empirical mean Empirical variance
galaxy10 15.45 162.41
galaxy20 1.93 9.67
galaxy30 0.57 1.98
Table 5.2: The empirical means and variances of the numbers of galaxies per
cells for all samples.
Based on the fact that the universe is seen by cosmologists as a result of
a growth process, the Weibull distribution is fitted to data. As for many of
our cells the number of galaxies is small, we do not work with the continuous
Weibull distribution but instead by its discretized version with probability
mass function
P (X = k) = e−λk
1
m − e−λ(k+1)
1
m for k = 0, 1, 2, . . . and λ,m > 0. (5.10)
The so-called discrete Weibull distribution given by (5.10) is not unknown in
the statistical literature (Nakagawa and Osaki, 1975; Johnson et al., 1992) but
it was probably never before used in cosmology.
Classical point process statistics would probably suggest for such numbers
the negative binomial distribution because of the high degree of clustering of
galaxies. Therefore, the negative binomial distribution with probability mass
function
P (X = k) =
Γ(θ + k)aθ
k! Γ(θ)(1 + a)(θ+k)
for k = 0, 1, 2, . . . and a, θ > 0, (5.11)
was fitted also to the galaxy data. Tables 5.3 and 5.4 show the estimated
parameters of models in (5.10) and (5.11), which were obtained by the max-
imum likelihood method using the Newton-Raphson optimization procedure,
see Venables and Ripley (2002). The standard errors (SEs) given in parenthe-
ses where obtained via the diagonal of the inverse of the Hessian matrix of the
log-likelihood function.
To compare the goodness-of-fit of the two models the Akaike Information
Criterion (AIC) is used. The AIC is a likelihood-based statistics and includes
a penalty for each parameter in the model (Akaike, 1983) and is computed as
twice the negative likelihood plus twice the number of estimated parameters;
a lower AIC indicates a better fit.
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Sample λˆ (SE) mˆ (SE) Mean Variance
galaxy10 0.028 (0.003) 0.796 (0.020) 15.523 164.804
galaxy20 0.589 (0.009) 1.314 (0.015) 1.932 9.608
galaxy30 1.321 (0.010) 1.546 (0.014) 0.572 1.848
Table 5.3: The maximum likelihood estimates of the parameters of the discrete
Weibull distribution for all samples.
Sample θˆ (SE) aˆ (SE) Mean Variance
galaxy10 1.53 (0.075) 0.10 (0.006) 15.43 171.34
galaxy20 0.52 (0.013) 0.27 (0.008) 1.93 9.13
galaxy30 0.28 (0.006) 0.46 (0.012) 0.57 1.76
Table 5.4: The maximum likelihood estimates of the parameters of the negative
binomial distribution for all samples.
Comparison of the AICs of the two models in Table 5.5 shows that the discrete
Weibull fits the data better than the negative binomial distribution.
Tables 5.6, 5.7 and 5.8 show the empirical and theoretical numbers for all
samples.
Serfozo (1990) introduced two point processes in which the number of points
in disjoint cells has a negative binomial distribution, see also Diggle and Milne
(1983). But probably no point processes until now has been introduced in
which the number of points in disjoint cells has a discrete Weibull distribution.
The question remains open to interpret the parameters λ andm cosmologically.
Name of the sample AIC of Weibull AIC of Neg. bin.
galaxy10 7467.37 7469.11
galaxy20 29404.94 29411.28
galaxy30 52406.58 52460.18
Table 5.5: The Akaike information criterion of the discrete Weibull distribution
in (5.10) and the negative binomial distribution in (5.11) for all samples.
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Table 5.6: The empirical frequencies of numbers of the galaxies and the corre-
sponding theoretical values of the discrete Weibull distribution in (5.10) and
the negative binomial distribution in (5.11) for sample galaxy10.
Numbers Empirical numbers Weibull Neg. bin.
0 33 27.73 25.25
1 32 37.27 35.11
2 34 40.85 40.38
3 40 42.53 43.21
4 44 43.15 44.51
5 43 43.08 44.78
6 49 42.52 44.33
7 50 41.62 43.39
8 48 40.47 42.09
9 38 39.13 40.54
10 32 37.67 38.84
11 26 36.12 37.04
12 38 34.51 35.19
13 35 32.88 33.32
14 29 31.23 31.46
15 16 29.60 29.64
16 36 27.99 27.86
17 31 26.41 26.14
18 23 24.87 24.48
19 21 23.38 22.90
20 21 21.94 21.39
21 31 20.56 19.95
22 18 19.24 18.59
23 14 17.97 17.30
24 22 16.77 16.09
25 16 15.63 14.95
26 16 14.55 13.88
27 10 13.52 12.88
28 10 12.56 11.94
29 12 11.65 11.06
continued on next page
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continued from pervious page
Numbers Empirical numbers Weibull Neg. bin.
30 11 10.79 10.24
31 13 9.99 9.48
32 6 9.24 8.77
33 11 8.54 8.11
34 8 7.88 7.49
35 5 7.27 6.92
36 5 6.70 6.39
37 6 6.17 5.90
38 6 5.68 5.44
39 9 5.22 5.02
40 2 4.79 4.62
41 4 4.40 4.26
42 2 4.04 3.93
43 7 3.70 3.62
44 1 3.39 3.33
45 2 3.10 3.07
46 2 2.84 2.82
47 4 2.59 2.60
48 1 2.37 2.39
49 2 2.16 2.20
50 2 1.97 2.02
51 3 1.80 1.86
52 4 1.64 1.71
53 2 1.49 1.57
54 0 1.36 1.44
55 0 1.24 1.32
56 0 1.13 1.21
57 1 1.02 1.11
58 5 0.93 1.02
59 1 0.84 0.94
60 2 0.76 0.86
61 0 0.69 0.79
62 0 0.63 0.72
63 0 0.57 0.66
continued on next page
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continued from pervious page
Numbers Empirical numbers Weibull Neg. bin.
64 1 0.51 0.61
65 0 0.47 0.56
66 1 0.42 0.51
67 0 0.38 0.47
68 0 0.34 0.43
69 0 0.31 0.39
70 1 0.28 0.36
71 0 0.25 0.33
72 0 0.23 0.30
73 0 0.20 0.28
74 0 0.18 0.25
75 0 0.16 0.23
76 0 0.15 0.21
77 1 0.13 0.19
78 0 0.12 0.18
79 1 0.11 0.16
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Table 5.7: The empirical frequencies of numbers of the galaxies and the corre-
sponding theoretical values of the discrete Weibull distribution in (5.10) and
the negative binomial distribution in (5.11) for sample galaxy20.
Numbers Empirical numbers Weibull Neg. bin.
0 3573 3562.00 3581.31
1 1466 1490.52 1460.05
2 868 892.86 873.49
3 605 581.39 578.06
4 417 396.04 400.91
5 283 277.89 285.69
6 202 199.20 207.21
7 137 145.18 152.17
8 111 107.22 112.78
9 78 80.06 84.19
10 64 60.34 63.20
11 36 45.85 47.66
12 41 35.08 36.08
13 18 27.01 27.41
14 26 20.91 20.87
15 18 16.27 15.93
16 10 12.72 12.19
17 10 9.99 9.34
18 6 7.87 7.17
19 8 6.22 5.51
20 2 4.94 4.24
21 4 3.93 3.27
22 2 3.14 2.52
23 3 2.51 1.94
24 3 2.02 1.50
25 0 1.62 1.16
26 3 1.31 0.90
27 1 1.05 0.69
28 0 0.85 0.54
29 1 0.69 0.42
continued on next page
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continued from pervious page
Numbers Empirical numbers Weibull Neg. bin.
30 0 0.56 0.32
31 0 0.46 0.25
32 0 0.37 0.19
33 0 0.30 0.15
34 0 0.25 0.11
35 2 0.20 0.09
36 0 0.16 0.07
37 0 0.13 0.05
38 0 0.11 0.04
39 1 0.09 0.03
40 0 0.07 0.02
41 0 0.06 0.02
42 0 0.05 0.01
43 0 0.04 0.01
44 0 0.03 0.00
45 0 0.03 0.00
46 1 0.02 0.00
100
Numbers Empirical numbers Weibull Neg. bin.
0 19755 19780.60 19794.94
1 3842 3796.15 3697.23
2 1618 1580.40 1590.30
3 756 778.56 813.04
4 417 420.08 448.64
5 222 240.58 258.48
6 116 143.84 153.12
7 89 88.89 92.47
8 54 56.41 56.65
9 35 36.59 35.09
10 30 24.17 21.92
11 16 16.23 13.79
12 12 11.04 8.73
13 11 7.61 5.55
14 7 5.30 3.54
15 3 3.73 2.27
16 2 2.64 1.46
17 2 1.89 0.94
18 5 1.36 0.60
19 1 0.99 0.39
20 1 0.72 0.25
21 0 0.53 0.16
22 1 0.39 0.10
23 1 0.29 0.07
24 1 0.21 0.04
25 0 0.16 0.03
26 0 0.12 0.01
27 0 0.09 0.01
28 2 0.07 0.00
29 1 0.05 0.00
Table 5.8: The empirical frequencies of numbers of the galaxies and the corre-
sponding theoretical values of the discrete Weibull distribution in (5.10) and
the negative binomial distribution in (5.11) for sample galaxy30.
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Model F (x) Estimates (SE) AIC
Pareto 1− (a
x
)λ λˆ=0.62 (0.03) 1453
Truncated Pareto
(
1− (a
x
)θ
)
/
(
1− (a
b
)θ
)
θˆ=0.56 (0.03), bˆ=75.83 (3.23) 1424
Tapered Pareto 1− (a
x
)β exp(a−x
θ
) βˆ=0.56 (0.03), θˆ=29.78 (9.11) 1428
Table 5.9: Maximum likelihood estimates of the parameters of different distri-
butions, which were fitted to wildfire data by Schoenberg et al. (2003).
Model F (x) Estimates (SE) AIC
Truncated Weibull 1− exp(−λ(x 1m − a 1m )) λˆ=5.42 (1.19), mˆ=8.36 (1.90) 1440
Table 5.10: Maximum likelihood estimates of the parameters of the truncated
Weibull distributionn, which were fitted to wildfire data.
5.3.2 Wildfire size distributions
In Schoenberg et al. (2003) a variety of statistical distributions were examined
for the Los Angeles County wildfire sizes between 1950 and 2000 greater than
0.15625 square miles. The AIC likelihood criterion and graphical methods
as well as Kolmogorov-Smirnov and Crame´r-von Mises statistics were used to
compare the goodness-of-fits of the different distributions. The result was that
the truncated-from-above Pareto distribution yields a better fit than the other
alternative distributions like Pareto, tapered Pareto etc.
Unfortunately, Schoenberg et al. (2003) offered no model for the wildfire
growth process. The given models in Table 5.1 might be considered for this
data, specially the exponential growth model (5.2) which yields to the trun-
cated truncated-from-above Pareto distribution. Reed and McKelvey (2002)
describe models for the wild fire data in terms of growth and extinguishment
rates.
A truncated-from-below Weibull distribution with distribution function
given in Table 5.10 was fitted also to Schoenberg’s data, but this did not
lead to a better fit than with the truncated Pareto distribution since the cor-
responding AIC of these models are 1440 and 1424, respectively. Figure 5.1
presents the empirical survivor function 1−F (x) and estimated survivor func-
tions based on the various models.
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Figure 5.1: Empirical and estimated survivor functions according to the Pareto
(—), the Weibull (—), the tapered Pareto (—) and the truncated Pareto (—)
distributions.
5.3.3 Particle size distribution in the fluidized bed
In chemical engineering there are several processes where agglomeration is used
to combine smaller particles in order to get larger particles. The final product
is a coarse grained material which does not agglomerate, is easy to store and
move and easily mixes with other materials.
One such process is the fluidized bed spray granulation method, see Pietsch
(2002). The preexisting solid particles in the fluidized bed are sprayed with
a liquid from the top down or bottom up. The solvent evaporate in the hot
unsaturated gaz and the remaining solid matter grow in layers on the parti-
cle surface. Growth through agglomeration of particles with each other also
occurs. If the particles achieve a particular diameter then they are removed
from the apparatus.
Let X(t) be the diameter of a particle at time t. Heinrich (2000) showed
that X(t) grows in a particular form of the granulation process as described
above according to the law
X(t) = X(0) 3
√
1
6
t+ 1, (5.12)
in which the unit of time is [h].
Figure 5.2 shows for some particular experiment the empirical probabil-
ity density functions of particle diameters in the beginning and at the end.
103
Figure 5.2: The empirical density function of particle diameter X(0) in the
beginning, X(T ) at the end and the fitted distribution to X(T ) for a experi-
ment.
Assume that X(0), the particle diameter in the beginning, has a normal dis-
tribution with parameters µ0 = 869.87 µm, σ0 = 108.15 µm. At the end,
when the particle leaves the apparatus are, mean and standard deviation are
µ = 1278.95 µm and σ = 276.89 (µm).
Assume also that the residence time T of a particle in the fluidized bed is
distributed as a mixture of two gamma distributions with probability density
function
f(t) =
{
Γ(α1, λ1) with probability p,
Γ(α2, λ2) with probability 1− p,
(5.13)
(Γ(αi, λi) denotes the probability density function of gamma distribution with
parameters αi and βi as given in (5.8).
Parameters p, αi and λi are estimated so that the distribution of X(T ) with
normal distributed X(0) is close to the empirical distribution in Figure 5.2.
This yielded pˆ = 0.937, αˆ1 = 96.43, λˆ1 = 8.61, αˆ2 = 3467.50 and λˆ2 = 51.60.
The corresponding mean and standard deviation of particle diameter at the
end are 1278.51 µm and 246.77 µm.
The results shows that there are two components of the residence time
distribution, a short with mean 11.2 and a long with mean 67.2, which are
correspond to small and large particles.
The estimation method assumes that F0(·) and F (·) are the distribution
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functions of X(0) and X(T ) and fT (·) is the density function of the residence
time T . Reexpress equation (5.12) as
X(T ) = X(0)g(T ).
This yields
F (x) = P (X(T ) ≤ x) = P (X(0) ≤ x
g(T )
)
=
∫ ∞
0
F0(
x
g(t)
)fT (t)dt.
Parameterize the density function of T as fT (θ, ·). Take then the empirical
values of F0(·) and F (·) estimate the parameters of fT (θ, ·) by minimizing the
following sum of square errors:
n∑
i=1
(
Fˆ (xi)−
∫ ∞
0
Fˆ0(
xi
g(t)
)fT (θ, t)dt
)2
for some values xi of particle diameter.
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