Abstract-The debugging cycle is the most common methodology for finding and correcting errors in sequential programs. Cyclic debugging is effective because sequential programs are usually deterministic. Debugging parallel programs is considerably more difficult because successive executions of the same program often do not produce the same results. In this paper we present a general solution for reproducing the execution behavior of parallel programs, termed Instant Replay. During program execution we save the relative order of significant events as they occur, not the data associated with such events. As a result, our approach requires less time and space to save the information needed for program replay than other methods. Our technique is not dependent on any particular form of interprocess communication. It provides for replay of an entire program, rather than individual processes in isolation. No centralized bottlenecks are introduced and there is no need for synchronized clocks or a globally consistent logical time. We describe a prototype implementation of Instant Replay on the BBN Butterfly' Parallel Processor, and discuss how it can be incorporated into the debugging cycle for parallel programs.
I. INTRODUCTION
D EBUGGING sequential programs is a well-understood task that draws on tools and techniques developed over many years. One early technique was to record snapshots of the entire program state, often consisting of many pages of hexadecimal digits, for perusal by the programmer. Debugging was a programmer-intensive operation, since there were few tools for analyzing the program state. Over time this approach was replaced by interactive debuggers, which allow the programmer to examine arbitrary details of the program state during execution. Debugging became more computationintensive, since the computer was used to reproduce execution sequences with successively greater detail. As a result, the most common methodology used today to debug sequential programs is cyclic: the program is executed until an error manifests itself, the programmer postulates a set of underlying causes for the error, trace statements or additional breakpoints are inserted to gather more information about the causes of the error, and the program is reexecuted. This technique is effective because sequential programs are usually determinisManuscript received September 3, 1986 ; revised December 5, 1986 . This work was supported by the National Science Foundation under Grant DCR-8320136 and DARPA/ETL under Grant DACA76-85-C-0001. The Xerox Corporation University Grants Program provided equipment used in the preparation of this paper. J. Mellor tic. That is, for a fixed input, each execution of a program will always follow the same execution path and produce the same results.
Debugging parallel programs is considerably more difficult because parallel programs are often not deterministic. ' In our model parallel programs consist of multiple asynchronous processes that communicate using some form of messagepassing or shared memory. No assumption may be made about the relative speed of processes; we can only assume finite progress by each process. Since parallel programs do not fully specify all possible execution sequences, the execution behavior of a parallel program in response to a fixed input may be indeterminate, with the results depending on a particular resolution of race conditions existing among processes. Therefore, cyclic debugging techniques for error isolation are not guaranteed to work because successive executions of the same parallel program may not produce the same results. We are left with two options for debugging parallel programs: we can either take snapshots of the program state during execution for later examination or we can provide a mechanism that guarantees reproducible behavior of parallel programs. Only the latter approach allows reliable use of cyclic debugging techniques.
The first alternative, in which the programmer analyzes snapshots of program state taken during execution, recognizes that multiple executions of parallel programs are indeterminate, therefore, all information necessary to diagnose program errors must be collected during a single execution. Behavioral Abstraction (BA) is typical of this approach [2] . BA provides a mechanism for the hierarchical definition of events in terms of sequences of primitive events that can occur during program execution. An event recognition tool monitors the stream of primitive events that occur during program execution and presents the user with an abstract view of the program's behavior in terms of a sequence of hierarchicallydefined events. There are two disadvantages to this technique. First, BA requires that a user exhaustively describe interesting events which take place during execution in terms of a bottomup specification. In creating the specification, the user must anticipate all interesting events related to an error before execution; there is no mechanism for gathering additional information about an error after it is observed. Second, the amount of information gathered tends to be voluminous. Since the technique is not cyclic, the user must collect enough
We are interested in programs that exhibit true parallelism or, at the very least, appear to exhibit parallelism due to preemptive scheduling of processes. A concurrent program implemented by coroutines running on a single processor without the possibility of preemption can be debugged as if it were a sequential program.
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The second alternative for debugging parallel programs is based on reproducible program execution, which allows cyclic debugging techniques-to be applied. Reproducible program behavior has been studied in several domains, including concurrent programs using semaphores and monitors for communication, systems based on nested atomic transactions, and systems comprised of loosely coupled processes that communicate via messages.
Carver and Tai have considered repeatable execution for programs consisting of concurrent processes that interact through semaphores and monitors [3] . In their approach, execution of a concurrent program is characterized by a sequence of P operations (termed a P sequence) on shared semaphores. The same idea can be used to produce an M sequence for monitors, which records a series of starts of monitor procedures. A P sequence is a sequence of ordered pairs; each pair corresponds to a P operation on a specific semaphore by a specific process. Thus, a P sequence is a total order of all synchronization operations that occur in a program. P sequences can be created by the programmer to test specific synchronization sequences of a concurrent program or can be reproduced during execution to provide repeatable execution. Methods to reproduce the execution behavior of programs comprised of loosely coupled processes that communicate using messages typically require that the contents of each message be recorded in an event log as it is received [7] , [13] , [24] . The programmer can either review the events (messages) in the log, in an attempt to isolate errors, or the events can be used as input to replay the execution of a process in isolation.
A similar event logging approach has also been used to monitor program performance [16] . There are several disadvantages to this approach. First, it has only been used in loosely coupled systems and there are reasons to believe it would not be well-suited to tightly coupled systems. Although the amount of data exchanged in messages could be very large, this technique exploits the fact that communication in loosely coupled systems takes place infrequently, primarily because of the high cost of communication. The additional time necessary to copy a message into an event log in local memory does not seriously affect performance when compared with the time required to send a message. This assumption does not necessarily apply to tightly coupled systems, where the cost of communication is lower, allowing more frequent communication. Another disadvantage is that the space requirements for the event log tend to be very large. Again, within the domain of loosely coupled processes, it is reasonable to assume the logs will grow slowly enough that they can be buffered in memory and then stored on external devices without seriously affecting the performance of the program. The third, and most important drawback, is that it is difficult to examine the global effects of process interactions using this technique, since the replay mechanism only operates on a single process in isolation. Previous attempts to replay groups of processes using this scheme require that a network-wide consistent time be maintained [7] .
In this paper we present a general solution for reproducing the execution behavior of parallel programs, termed Instant Replay. Our emphasis is on providing repeatable execution of highly parallel programs in tightly coupled systems, although our approach naturally extends to loosely coupled systems. During program execution we save the relative order of significant events as they occur, not the data associated with such events. Since we do not require the contents of all process interactions (e.g., messages) to be saved, our approach requires less time and space to save the information needed for program replay than other methods. Our Real-time programs, in particular, may not be good candidates for Instant Replay because it is so difficult to simulate equivalent virtual machines. 3 We require that programs receive identical input from the environment during both execution and replay. However, it is not sufficient simply to supply the same input to the process, we must also supply it at the same points during program execution. This can be very difficult for real-time programs since they often receive input as a result of asynchronous interrupts. Without making special provisions to record when interrupts occur during program execution, which could severely degrade performance, we cannot accurately simulate the original virtual machine environment.
It is important to note that the problem of finding equivalent virtual machines also arises when debugging sequential programs; it is orthogonal to the specific problem of debugging parallel programs. We do not depend on a particular simulation of virtual machines, so any techniques developed for sequential program debugging can probably be used. Specifically, we assume that programs do not exploit the physical characteristics of any resources allocated by the system, therefore, we need only ensure that the amount of resources available during replay is at least the amount used by the program during the original execution. Any unsuccessful attempt to allocate resources during execution can be recorded, so that the same behavior can be recreated during replay. Peterson [20] , and Vitanyi and Awerbuch [25] present algorithmic solutions for the concurrent-reading-while-writing (CRWW) problem that permit concurrency among readers and writers, as well as among writers themselves. Instrumentation for Instant Replay can be added to systems that use such protocols, if a serialization order of operations on each shared object can be determined.4
For the remainder of this paper, we will illustrate our technique using a CREW protocol for access to shared objects. A CREW protocol ensures a total order of writers with respect to each shared object, a total order of readers with respect to writers of each shared object, and a partial order of readers with respect to each shared object. Although we could use a protocol that requires mutually exclusive (MO) access to shared objects, resulting in a total order on accesses to each object, many parallel programs allow concurrent readers. An exclusive access protocol would artificially limit the parallelism in such programs. Since the execution path of a program can be characterized by a partial order on the operations with respect to each shared object, we will not require a total order.
In addition to being independent of a particular protocol, Instant Replay does not rely on a particular granularity of interprocess communication. The granularity of access to shared objects is implementation-dependent. Message-passing systems only require the protocol during shared buffer access; shared-memory systems may require the protocol to be used whenever shared storage is referenced.
C. Data Structures for Program Monitoring
In order to record the partial order of accesses to objects that characterizes an execution, we use a set of process history tapes. During the monitoring phase, a process history tape is used to record the version number of each shared object accessed by a process; it is modified only by the corresponding process. Since the relevant information is read and recorded as part of the access to an object, the monitoring phase imitates whatever parallelism is exhibited by the application.
Each history tape has a header containing several fields: a pointer to the current square on the tape, a pointer to the last non-blank square on the tape, and a pointer to the initial square on the tape. The two operations that can be applied to a history tape are ReadHistoryTape, which reads the value written in the current square, and WriteHistoryTape, which writes a value in the current square. Each of these operations advances the current square pointer of the tape.
Upon creation, each shared object is assigned a version number of 0. Also upon creation, each process is assigned a history tape that is initially blank. Durirg each read or write operation on a shared object by a process, information about the object is recorded on the process's history tape. All history tapes created during the execution of a parallel program are linked together to form a tree. Each time a process spawns a child, a reference to the history tape of the child process is recorded on the history tape of the parent. This organization of history tapes enables each process history tape to be associated with the correct process during execution replay.
In addition to the information recorded on a process's history tape regarding interactions with shared objects and child processes Each process that reads a shared object must use the entry procedure ReaderEntry (Fig. 1) . This routine uses a semaphore associated with the object to ensure that readers do not attempt to access that object while a writer is using it. Once the reader is granted access by the sefmaphore, it increments the number of active readers using the object.5 Writers are not allowed to modify the object as long as the count of active readers is nonzero. Once the count of active readers has been updated, the reader process releases the semaphore and records the version of the object it is about to read on its process history tape. Then, the reader is allowed to access the object. Eventually, the exit routine ReaderExit (also in Fig. 1 Each process that modifies a shared object must use the entry procedure WriterEntry (Fig. 2) . In this routine, the writer uses a semaphore associated with the object to gain exclusive access to the object. Once the semaphore is acquired, the writer process waits for all active readers to finish. No new readers can access the object since the entry routine for a reader must also acquire the semaphore. When all readers have finished with the object, the writer is free to access the current version of the object. The writer records the current version number of the object onto its process history tape as well as the number of readers for that version. The writer may then modify the shared object. Exclusive access is maintained because the semaphore is not released until the exit procedure is called. The WriterExit routine (also in Fig. 2 ) simply initializes the number of readers for the new version, increments the version number for the object, and releases exclusive access to the object by performing a V operation on the object's semaphore.
In replay mode, the object semaphore is not required for either readers or writers because the information on process history tapes, in conjunction with the counts maintained with the object, is sufficient to correctly order the operations on a target object. to communicate with other nodes across the switching network. All the memory in the system resides on individual nodes, but any processor can address any memory through the switch. A remote memory reference (read) takes about 4 As, roughly five times as long as a local reference.
Chrysalis [191, the Butterfly operating system, consists largely of a protected subroutine library that implements operations on a set of primitive data types, including event blocks (structures used by processes to post a word of data to the event owner), dual queues (queues that hold a sequence of long word data enqueued by processes, or alternatively, a sequence of process handles corresponding to processes waiting to dequeue data as it becomes available), shared memory segments, and a global name table. Objects of these types can be shared among all processes executing on the machine. Low-level operations on these data types are provided by Chrysalis, many of which are implemented by microcode. These primitive operations provide a general framework upon which efficient high-level communication protocols and software systems can be built.
B. Monitoring Chrysalis Operations
Our prototype implementation provides programmers with encapsulated versions of the Chrysalis primitive operations on events, dual queues, shared memory objects, and processes. The encapsulated versions of the Chrysalis primitives enforce CREW access synchronization and record a partial order on the operations as detailed in the previous section. This implementation was done at the level of primitive Chrysalis operations to make replay available to all programs; it can be used in any software system developed on top of the Chrysalis operating system. In particular, recent system development efforts at the University of Rochester that can be easily modified to incorporate Instant Replay include LYNX, a programming language and runtime system for distributed computing [22] , [23] , and SMP, a message-passing system that supports multicast message communication among groups of processes [15] . While encapsulating the Chrysalis primitives for events and dual queues, it became apparent that providing a CREW protocol for all operations was inappropriate. Most of the operations on events and dual queues are atomic, which means that the operations must occur serially with respect to their target data object (a characteristic of the hardware). The CREW protocol allows concurrent readers of shared objects, but introduces additional cost. Since event and dual queue operations cannot exploit concurrent execution of readers, the expense of the CREW protocol is not justified. By replacing the CREW protocol with the simpler mutual exclusion (ME) protocol, we force the serial execution of the Chrysalis event and dual queue primitive operations, but reduce execution overhead by simplifying the entry and exit protocols. An 6 Our current implementation uses a 32-bit word for each entry on a history tape, although 16 -bit words would suffice for our case studies, as well as most other programs. Therefore, our space requirements are conservative and could easily be reduced by a factor of 2.
I The message-passing system used here is an early prototype of SMP [15] .
The results described in this section are particularly relevant to programs based on SMP, or similar communication models. To instrument this application we replaced some dual queue and event primitives used for synchronization between the master and slaves with monitored versions of the Chrysalis primitives. The underlying message-passing system, however, required more extensive changes. Message passing was implemented using shared memory segments as communication buffers. Modifications to the send and receive primitives of the message-passing system were required to enforce the CREW access protocols, as detailed in Section II, for the shared communication buffers.
Although the code overhead and programming effort to make this transformation were more substantial than that required for the knight's tour, the size of the effort was still small. The original Gaussian elimination program contains 1059 lines of code. To instrument the program for Instant Replay, 24 lines of code were altered and 17 lines of code were added: Most of the changes to the source code files occurred in the message-passing module. Fig. 3 shows the skeletal form of the monitored message-passing routines.
The performance of the Gaussian elimination implementation was degraded by the enforcement of a CREW protocol on shared object access and recording the access order to shared objects. Fig. 4 depicts the performance of monitored and unmonitored versions of the application on a 400 x 400 matrix. The unmonitored program improves dramatically in performance as additional processors become involved in the computation, however, there is no significant improvement in performance when more than 32 processors are in use. In fact, performance begins to degrade slightly beyond 32 processors because the additional communication involved is not justified by the gain in parallelism [14] . Our first attempt at monitoring this program did not incorporate any optimizations and resulted in severe performance degradation when more than 8 processors were in use, as shown in Fig. 4 . This experiment demonstrates the importance of efficient monitoring operations. Modifying the monitoring protocols to reduce the size of critical sections greatly improved the performance, but still managed to roughly triple the execution time of the program on 64 processors. Examination of the monitoring cost showed that the program was spending a great deal of time monitoring and recording noncritical polling operations on buffers.8 To 8 New evidence has cast doubt upon the data used to plot the curve for monitoring without polling primitives. While monitoring with polling primitives is clearly preferable, we now believe the disparity between these two approaches is less severe than our graph suggests. lower the cost of monitoring, we devised a special entry procedure for use with the common programming idiom in which readers poll before reading a value. Our implementation of message passing uses polling to find incoming messages. Whenever a process attempts to receive a message, a large number of buffers, one for each process in the computation, are polled. Our naive approach to monitoring operations considered each polling operation as an access to a shared object, which was duly recorded on the process's history tape. The realization that none of the polling operations, except the last one, are necessary for replay led us to devise a special entry procedure used in conjunction with polling. With this new entry procedure, the access ordering to a buffer is recorded only when a message is found. An indication of which buffer supplied the message and the version number for that buffer are recorded on the process's history tape. During replay, only the buffer from which a process received a message during the monitoring phase is polled. Use of this entry procedure eliminated recording of nonessential ordering information during the monitoring phase, saving both time and storage space for the information collected. The performance of the program using the special entry procedure is also shown in Fig. 4 . The result: we were able to monitor a communication-intensive application for replay by imposing a performance overhead of less than 1 percent for up to 64 processors. In addition, we were able to replay the program in the same amount of time as was used by the original execution.
As [4] , consistent states based on the happened before ordering of Lamport [11] . For example, if we suspend a process P at breakpoint X, all events that occurred before P reached X should be reflected eventually in all other processes. In addition, other processes should not be allowed to proceed beyond any point that requires process P to proceed beyond X. This view of a computation is the best we Instant Replay can also be used in conjunction with an event log technique to allow repeatable execution of a subset of processes involved in a computation. As we have described it, our approach requires that the input to each process be recomputed during replay, rather than retrieved from an event log. This is both an advantage and a disadvantage. While our technique requires less time and space during the monitoring phase, it also requires that all processes be reexecuted during replay. Global replay is a disadvantage if the computational requirements to replay a program are very large, particularly when it is unnecessary to recreate the entire original set of processes to isolate an error. By using an event log together with Instant Replay, we can reexecute the subset of processes in which we are interested and simulate the rest.
There is a tradeoff between the expense of maintaining an event log during normal execution and the expense of reexecuting all processes during replay. The event log approach and Instant Replay represent two extremes, wherein the expense is shifted from the monitoring phase to the replay phase. However, a compromise between our technique and the event log approach is possible. When frequent replay of a subset of processes in a computation is desired, as would be the case when using cyclic debugging to isolate errors, it is possible to collect additional information in an event log during replay that would eliminate the need for reexecution of the entire program during subsequent replay. We can record in an event log all external inputs to the subset of processes of interest. This record would include both inputs from the external environment and inputs from processes not under scrutiny. Interactions involving processes to be reexecuted during replay are recorded, as before, as partial orders on history tapes. On subsequent executions, only the designated subset of processes would be reexecuted and their interface with the external environment, including the other processes, would be simulated using the event log. Since we assume that the debugging methodology is cyclic, the set of processes that are simulated by an event log will grow larger as we look at fewer processes in greater detail (i.e., top-down debugging). Note however that we would continue to use Instant Replay in the monitoring phase because it has the least impact on normal program execution and can be used to generate event logs during the debugging cycle. 10 Finally, we can use Instant Replay, together with techniques developed by Miller [16] , [17] Several optimizations to reduce further the time and space needs of our technique are also under consideration. An example of such an optimization was described in Section III. Other optimizations based on similar idempotent operations are possible. Another interesting optimization is based on the observation that some parallel programs (or segments of programs) are deterministic. The Gaussian elimination program is a good example. The processes that perform Gaussian elimination proceed in lockstep; no monitoring operations are necessary to reproduce behavior. It is possible to reduce contention and space needs for monitoring if we can determine that some sequence of interprocess operations yields a deterministic schedule. Clearly this information is applicationspecific and may only be obtainable with programmer assistance. Nonetheless, this approach is worth exploring for large parallel systems with deterministic components.
Finally, we intend to explore the impact of Instant Replay on the development of a general-purpose programnming environment for parallel architectures. Additional tools will be constructed as a part of any such environment (e.g., sourcelevel single-process debuggers for parallel programs, tools to monitor execution with graphical displays, compilers to automatically instrumert programs), and we will want to integrate our program replay capability with those tools as they are developed.
