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Abstract The paper describes an algebraic construction of the inversive differential
ring, associated with a nonlinear control system, defined on a nonhomogeneous but reg-
ular time scale. The ring of meromorphic functions in system variables is constructed
under the assumption that the system is submersive, and equipped with three oper-
ators (delta- and nabla-derivatives, and the forward shift operator) whose properties
are studied. The formalism developed unifies the existing theories for continuous- and
discrete-time nonlinear systems, and accommodates also the case of non-uniformly
sampled systems. Compared with the homogeneous case the main difficulties are
noncommutativity of delta (nabla) derivative and shift operators and the fact that the
additional time variable t appears in the definition of the differential ring. The latter
yields that the new variables of the inversive closure, depending on t , have to be chosen
to be smooth at each dense point t of the time scale.
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1 Introduction
The most popular treatment for nonlinear control systems is from the viewpoint of
differential geometry. An alternative and complementary perspective is an algebraic
approach based on the use of either differential algebra [10] or vector spaces of dif-
ferential one-forms over the suitable differential fields or rings of meromorphic func-
tions [9]. The algebraic approach has proven to be more natural for studying the
problems like system inversion, realization and reduction, input-output and transfer
equivalence. Mathematically speaking, the approach based on differential one-forms
consists of three steps. First, one associates an inversive differential field (ring) to a
nonlinear control system. Second, one applies the differential operator to “linearize”
the given system, yielding a system description in terms of differential one-forms.
Finally, one introduces the polynomial operators acting on differential one-forms.
The respective results for the homogeneous time scale case are given in [4] and are
based on using the delta-derivative. The latter is a generalization of both the standard
time-derivative and that of the difference operator, allowing to merge the continuous-
and discrete-time cases into a single general framework. However, in order to treat
the nontraditional application areas such as biology [16], economics [2] and medi-
cine, where the system dynamics are defined on time scales that are partly continuous
and partly discrete, or to accommodate the non-uniformly sampled systems [12], one
needs to work on a nonhomogeneous time scale.
The main focus of this paper is on the first step, i.e., to provide an algebraic construc-
tion of the inversive differential ring, associated with the nonlinear control system,
defined on a nonhomogeneous, but regular time scale. This paves the way to handle the
last two steps. We assume that the control system under consideration is submersive
and defined by analytic functions. Note that submersivity assumption is not restrictive
since it is a necessary condition for system accessibility, see [13].
The extension from homogeneous to nonhomogeneous but regular is far from being
trivial. Compared to the homogeneous case, the delta-derivative and the forward shift
operators do not commute anymore, but this difficulty is more of a technical nature,
making the computations more complex. The main source of difficulty is that the
additional time variable t appears in the definition of the differential ring. The latter
requires that the new variables of the inversive closure, depending on t , have to be
chosen to be smooth at each dense point t of the time scale. The preliminary version of
the present paper was presented at European Control Conference in 2009, see [5]. The
present improved version differs from it in a few key aspects. First, we provide a new
example with an explicit construction of the inversive closure. Second, the backward
jump operator and the nabla-derivative were introduced and some of their properties
proved. Especially, it is demonstrated that the composition of the nabla-derivative and
the forward jump operator equals the delta-derivative. The latter yields that the ring
of meromorphic functions in system variables can be equipped with three operators
(the forward shift, delta- and nabla-derivatives).
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The paper is organized as follows. Section 2 recalls the basic notions of time scale
calculus we use later. In Sect. 3 we construct the differential ring of meromorphic
functions associated with the nonlinear control system. In Sect. 4 a module over this
ring is constructed spanned by the differential one-forms. Section 5 gives the con-
struction of an inversive closure of the differential ring under consideration as well as
an example demonstrating the basic steps of the constructions. Section 6 concludes
the paper.
2 Differential calculus on time scales
The calculus on time scales was initiated by Aulbach and Hilger [3] in order to cre-
ate a theory that unifies and extends discrete and continuous analysis. For a general
introduction, see [6]. Here we recall only these notions that we need in our paper.
In general, a time scale T is a non-empty closed subset of the set of real numbers
R. This definition includes the continuous time case, T = R, the discrete time case,
T = Z and T = qZ := {qk | k ∈ Z} ∪ {0}, for q > 1. The forward jump operator
σ : T→T is defined as σ(t) = inf {s ∈ T : s > t}, while the backward jump operator
ρ(t) : T→T is defined as ρ(t) = sup{s ∈ T : s < t}. In addition, if there exists a finite
max T, σ (max T) := max T and if there exists a finite min T, ρ(min T) := min T. As
T is a closed subset of R, both σ(t) ∈ T and ρ(t) ∈ T when t ∈ T. Finally, for t ∈ T,
the graininess functions μ, ν : T → [0,∞) are defined by μ(t) := σ(t) − t and
ν(t) := t − ρ(t).
The time scale calculus is based on the notions of delta derivative f  and nabla
derivative f ∇ of a function f defined on T, which are extensions of the standard time-
derivative in the continuous-time case. Namely, the delta derivative of f at t , denoted
by f (t) (or by 
t f (t)), is the real number (provided it exists) with the property that
given any ε > 0 there is a neighborhood U = (t − δ, t + δ) ∩ T (for some δ > 0)
such that
|( f (σ (t)) − f (s)) − f (t)(σ (t) − s)|  ε|σ(t) − s| (1)
for all s ∈ U . We say that f is delta differentiable on Tκ provided f (t) exists for
all t ∈ Tκ , where Tκ denotes a truncated set consisting of T except for a possible
left-scattered maximal point. Moreover, if Tκ denotes a truncated set consisting of T
except for a possible right-scattered minimal point and f : T → R and t ∈ Tκ , then
the nabla derivative of f at t , denoted by f ∇(t) (or by ∇∇t f (t)), is the real number(provided it exists) with the property that given any ε > 0 there is a neighborhood
U = (t − δ, t + δ) ∩ T (for some δ > 0) such that
|( f (ρ(t)) − f (s)) − f ∇(t)(ρ(t) − s)|  ε|ρ(t) − s| (2)
for all s ∈ U . Moreover, we say that f is nabla differentiable on Tκ provided f ∇(t)
exists for all t ∈ Tκ .
Remark 1 If t ∈ T\Tκ , then f (t) is not uniquely defined, since for such a point t ,
small neighbourhoods U of t consist only of t and σ(t) = t . Therefore (1) holds for an
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arbitrary number f (t). This is a reason why we omit a maximal left-scattered point.
Similarly, if t ∈ T\Tκ , then f ∇(t) is not uniquely defined, since for such a point t ,
small neighbourhoods U of t consist only of t and ρ(t) = t . Therefore (2) holds for
an arbitrary number f ∇(t). This is a reason why we omit a minimal right-scattered
point.
Example 1 1. If T = R, then f (t) = f ∇(t) = f ′(t) and f is both delta and nabla
differentiable iff it is differentiable in the ordinary sense.
2. If T = hZ, h > 0, then f (t) = f (t+h)− f (t)h and f ∇(t) = f (t)− f (t−h)h and they
always exist.
3. If T = 2Z, then f (t) = f (2t)− f (t)t and f ∇(t) = 2t ·
[ f (t) − f ( t2
)]
for all
t ∈ T \ {0}.
If f and g are delta differentiable functions at t ∈ Tκ , then for any t ∈ T holds
1. if t ∈ Tκ , then f has at most one delta-derivative at t
2. if f  exists, then f (σ (t)) = f (t) + μ(t) f (t)
3. for any constants a, b holds (a f + bg)(t) = a f (t) + bg(t)
4. ( f g)(t) = f (t)g(σ (t)) + f (t)g(t) = f (σ (t))g + f (t)g(t)




(t) = f (t)g(t)− f (t)g(t)g(t)g(σ (t))
Theorem 1 (Chain Rule) [6] Let f : R → R be continuously differentiable and sup-
pose g : T → R is delta differentiable. Then f ◦ g : T → R is delta differentiable







If f and g are nabla differentiable functions at t ∈ Tκ , then for any t ∈ T holds
1. if t ∈ Tκ then f has at most one nabla-derivative at t
2. if f ∇ exists, then f (ρ(t)) = f (t) − ν(t) f ∇(t)
3. for any constants a, b holds (a f + bg)∇(t) = a f ∇(t) + bg∇(t)
4. ( f g)∇(t) = f ∇(t)g(ρ(t)) + f (t)g∇(t) = f (ρ(t))g∇ + f ∇(t)g(t)




(t) = f ∇ (t)g(t)− f (t)g∇ (t)g(t)g(ρ(t))
There are some relationships between delta- and nabla-derivatives.
Theorem 2 [6] (a) Assume that f : T → R is delta differentiable on Tκ . Then f is
nabla differentiable at t and
f ∇(t) = f (ρ(t)) (3)
for t ∈ Tκ such that σ(ρ(t)) = t. Additionally if f  is continuous on Tκ , then f is
nabla differentiable at t and (3) holds for any t ∈ Tκ .
(b) Assume that f : T → R is nabla differentiable on Tκ . Then f is delta differ-
entiable at t and
f (t) = f ∇(σ (t)) (4)
for t ∈ Tκ such that ρ(σ(t)) = t. If, in addition, f ∇ is continuous on Tκ , then f is
delta differentiable at t and (4) holds for any t ∈ Tκ .
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By a homogeneous time scale we mean a time scale with constant graininess func-
tions μ and ν.
Definition 1 [14] A time scale T is called regular if the following two conditions are
satisfied simultaneously:
(i) σ(ρ(t)) = t, for all t ∈ T,
(ii) ρ(σ(t)) = t, for all t ∈ T.
From (i) it follows that the operator σ : T → T is “onto” while (ii) implies that σ
is “one-to-one”. Therefore, if T is regular, then σ is invertible and ρ : T → T is also
invertible. Moreover, σ−1 = ρ and ρ−1 = σ .
Remark 2 Every homogeneous time scale is regular, since in that case μ ≡ const =
h, σ (t) = t + h and ρ(t) = t − h.
Example 2 Time scales T = R, T = hZ, h > 0 are both homogeneous and regular.




k+1 | k ∈ N
}
∪[1, 2] are both
regular, but not homogeneous.
Proposition 1 [14] A time scale T is regular if and only if the following two conditions
hold:
(i) σ(min T) = min(T) and ρ(max T) = max(T)
(ii) each point of the set T \ {min T, max T} is either isolated or two-sided dense.
For f : T → R define f ς := ( f )ζ and f ζ := ( f ζ ), f ∇ζ := ( f ∇)ζ and
f ζ∇ := ( f ζ )∇ , where ζ ∈ {σ, ρ}.
Proposition 2 [7] Let f : T → R be a delta differentiable function. Assume that the
graininess function μ and f  are delta differentiable. Then
f σ = (1 + μ) f σ .
Proposition 3 Let f : T → R be a nabla differentiable function. Assume that the
graininess function ν and f ∇ are delta differentiable. Then
f ρ∇ = (1 − ν∇) f ∇ρ.
Proof Applying the relation f ρ = f − ν f ∇ to the function f and f ∇ we get f ρ∇ =
( f − ν f ∇)∇ = f ∇ − ν∇ f ∇ − ν f ∇∇ + νν∇ f ∇∇ = (1 − ν∇)( f ∇ − ν f ∇∇) =
(1 − ν∇) f ∇ρ.
Remark 3 Let f and f  be delta differentiable functions. Then for homogeneous
time scales we have f σ = f σ .
Remark 4 Let f and f ∇ be nabla-differentiable functions. Then for homogeneous
time scales we have f ρ∇ = f ∇ρ .
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For a function f : T → R we can talk about second delta-derivatives f 2 := f 
provided that f  is delta-differentiable. Similarly we define higher order delta-deriv-
atives f n, where n  1. The second nabla-derivatives are defined as follows f 2 :=
f ∇∇ provided that f ∇ is nabla-differentiable and higher order nabla-derivatives are
denoted by f n, where n  1. Additionally, let f i..n := ( f i, . . . , f n) and
f i..n := ( f i, . . . , f n), for 0  i  n and f 0 = f 0 = f .
3 Differential rings associated with control systems on regular time scales
Let T be a regular time scale. Consider an analytic system, defined on T:
x = f (x, u) (5)
where x ∈ Rn and u ∈ Rm, m  n. Assume that for all t ∈ T the map (x, u) →
f˜ (t, x, u) = x+μ(t) f (x, u) generically, i.e., on an open and dense subset of Rn ×Rm ,
defines a submersion, that is generically
rank
∂ f˜ (t, x, u)
∂(x, u)
= n (6)
holds.1 Note that μ is the graininess function of T and it depends on t in the contrast
with the homogeneous time scale, where μ ≡ const. Assume that μk, k  0, are
delta-differentiable functions (or equivalently σ k, k  0, are delta-differentiable).
Then the functions μk, σ k, k  0, may depend on t as well. We restrict our con-
sideration to such regular time scales for which the graininess function μ is infinitely
many times delta-differentiable. Then the function ρ = σ−1 is also infinitely many
times delta-differentiable. Assume that at each dense point t0 ∈ T and for some ε > 0
the operator ρ may be extended to the interval (t0 − ε, t0 + ε) in a smooth way. Both
homogeneous time scales, i.e., T = R and T = hZ, h  0 and T = qZ satisfy our
assumptions. The following example shows that there are regular time scales, which
do not satisfy our assumptions.









n + 1 | n ∈ N
}
∪[1, 2]. The





0, t ∈ (−∞, 0] ∪ [1, 2]
t2
1 − t , t ∈
{ 1
n
| n ∈ N ∧ n  3}
(t − 1)2
2 − t , t ∈
{
n
n+1 | n ∈ N
}
1 Assumption (6) is not restrictive since it is a necessary condition for system accessibility, see [13].
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0, t ∈ (−∞, 0] ∪ [1, 2]
1
1 − 2t − 1, t ∈
{ 1
n
| n ∈ N ∧ n  3}
1
3 − 2t − 1, t ∈
{
n




−1, t = 23
.
Then μ is delta differentiable but μ is not delta-differentiable (it is only continuous),
since μ2(0) and μ2(1) do not exist.





t, t ∈ (−∞, 0] ∪ [1, 2]
t
1 + t , t ∈
{ 1
n
| n ∈ N ∧ n  3}
1
2 − t , t ∈
{
n
n+1 | n ∈ N
}
cannot be extended in a smooth way to the intervals (−ε1, ε1), (1 − ε2, 1 + ε2) con-
taining the dense points 0 and 1, for any ε1, ε2 > 0.
Let us consider the infinite set of (independent) real indeterminates
C :=
{
xi , i = 1, . . . , n, ukj , j = 1, . . . , m, k  0
}
and the set
C := C ∪ {t},
where t is an indeterminate with values in T.
Let R be the ring of functions that depend on a finite number of variables from
the set C and are meromorphic with respect to x and u0..k for the fixed time t ∈ T,
and for the fixed x and u0..k each function from R is infinitely many times delta-
differentiable with respect to t . Note that the ring R is commutative, but it can have
zero divisors, so it is impossible to construct the quotient field of R. For instance, if
T = Z, then the following function
ϕ(t) =
{
1, if t = 1
0, if t 	= 1
belongs to R and ϕ is a zero divisor, because for ψ ∈ R defined by
ψ(t) =
{
0, if t = 1
t, if t 	= 1
we get ϕ · ψ ≡ 0.
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Note that if we fix the time t , then we get the field Rt of functions that are mero-
morphic with respect to x and u0..k.
For each F ∈ R there is k  0 such that F depends on t, x and u0..k. Let







t + μ(t), x + μ(t) f (x, u), u0..k + μ(t)u1..k+1
)
.
Such defined σ f is an endomorphism. Since T is regular and assumption (6) holds,
σ f is injective. Moreover, if μ(t) ≡ 0, then σ f = id.





:= σ f (F)
(
t, x, u0..k+1
) − F (t, x, u0..k)
μ(t)
(7a)

























if μ(t) = 0.
Remark 5 Let F ∈ R. Then by (7) σ f (F) = F + μ f (F).









Therefore, for nonhomogeneous time scales
 f σ f 	= σ f  f .
The map  f defined by (7) for system (5) satisfies a suitable generalization of
Leibniz rule (the proof is similar to the proof of Proposition 3.8 in [4]):
 f (FG) = σ f (F) f (G) +  f (F)G,
so R is endowed with a σ f -derivation and therefore it is a differential ring which can
be also called σ f -differential ring.
Remark 6 For T = R, σ f = id and  f = ddt is the total time derivative. Then one
gets the differential ring as in [9].
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4 Module over the differential ring
Consider the infinite set of symbols
dC =
{
dxi , i = 1, . . . , n, dukj , j = 1, . . . , m, k  0
}
and denote by E the module over the ring R spanned by the elements of dC , namely
E = spanRdC .










where only a finite number of coefficients B jk are nonzero elements of R. The ele-
ments of E will be called the one-forms.


























We will say that ω ∈ E is an exact one-form if ω = dF for some F ∈ R. Note that
the operator d is not the standard total differential, since we do not differentiate the
function F with respect to t . Such definition of d guarantees the commutativity of
operators d and σ f and d and  f , what will be shown later.
Let ω = ∑
i
Ai dζi be a one-form, where Ai ∈ R and ζi ∈ C . We define the
operators  f : E → E and σ f : E → E by




 f (Ai )dζi + σ f (Ai )d
[
 f (ζi )
]}
,
σ f (ω) :=
∑
i
σ f (Ai )d
[






) = uk+1, k  0 and the dynamics of the system (5) is used to
compute  f (xi ), i.e.,  f (xi ) = fi (x, u), where f = ( f1, . . . , fn). Since σ f (Ai ) =
Ai + μ(t) f (Ai ), then




 f (Ai )dζi +
(




 f (ζi )
]}
.




] =  f (dF) and d
[
σ f (F)
] = σ f (dF) .
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Proof The proof is the same as for the homogeneous time scales, see [4].
Proposition 5 Let ω ∈ E . Then σ f (ω) = ω + μ(t) f (ω).
Proof The proof is the same as for the homogeneous time scale, see [4].
All the results of this section coincide with the corresponding results in [9] in case
when T = R, f = ddt and σ f = id.
Remark 7 Note that the operator  f is well defined. In particular if F is infinitely
many times delta-differentiable with respect to t , then  f (F) is also infinitely many
times delta-differentiable with respect to t .
5 Inversive closure of R
We would like to work with the differential ring R that is inversive, i.e., σ−1f (F) is
defined for all F ∈ R. In general, the ring R is not inversive, thus we will construct
an inversive closure R∗ of the differential ring R, i.e., a differential overring R∗ that
is inversive.
We need the preimages of the elements from R with respect to σ f . If σ f is not
surjective, then, for some F ∈ R, σ−1f (F) may not exist. However, it is always pos-
sible to embed R into its inversive closure R∗, see [8]. Then σ−1f (F) ∈ R∗, for all
F ∈ R and σ f can be extended to R∗ in such a way that σ f : R∗ → R∗ becomes an
automorphism.
Observe that σ is surjective as a map on a regular time scale, but it may not be the
case for σ f .
In contrast to the homogeneous time scale, the additional time variable t appears
in R and we must know its preimage with respect to σ f . Let πt (t, x, u0..k) =
t, πx (t, x, u0..k) = x and πu(t, x, u0..k) = u,   0. Then πt , πx , πu ∈ R.
Since the considered time scale is regular and μk, k  0, are delta-differentiable
functions, we have
σ−1f (πt )(t) = ρ(t) with ρ ∈ R.
Moreover
σ−1f (μ)(t) = t − ρ(t) = ν(t) with ν ∈ R.
Now we need the preimages with respect to σ f of the functions πx and πu .
Let us fix the time t ∈ T. Then Rt is the field of meromorphic functions and
spanRt {dx, du} is the space of the dimension n + m. Let Zt be a complementary
subspace to the space spanRt {dxσt }, i.e.,
spanRt {dx, du} = spanRt {dxσt } ⊕ Zt . (8)
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Since xσt = f˜ (t, ·)=
( f˜1(t, ·), . . . , f˜n(t, ·)
)
, spanRt {dxσt } = spanRt
{
d f˜1, . . . , d f˜n
}
.
By assumption (6), we get
dim spanRt {dxσt } = n
for all t ∈ T. Then dim Zt = m and
Zt = spanRt {dzt1, . . . , dztm} =: spanRt {dzt },
where dztk ∈ spanRt {dx, du}, k = 1, . . . , m. Therefore, there exists a vector valued
function zt = ϕt (x, u) ∈ Rm such that the one-forms dzt generate the subspace Zt .
Note that the vector valued function ϕt is not unique and can be found in many differ-
ent ways for an isolated point t . For isolated points the above construction basically
coincides with that in [1]. However, what complicates the construction of the back-
ward shift in general is that we must choose the vector valued function ϕt in such a
way that it is smooth at each dense point t from the time scale T.
Let us recall that xσ (t, x, u) = f˜ (t, x, u) = x + μ(t) f (x, u) ∈ Rn , where f (·)
describes the dynamics of system (5), and zt = ϕt (x, u) ∈ Rm is a function such that
dzt generates complementary subspace Zt for all t ∈ T. Condition (8) means that the
map (x, u) → (xσt , zt ) = ( f˜ (t, x, u), ϕt (x, u)) is a (local) diffeomorphism for all
t ∈ T. This implies that (locally and generically) there exists a vector-valued function
ψt such that
(x, u) = ψt (xσt , zt ).
The function ψt is parameterized by t ∈ T. Note that the function ψt (xσt , zt ) =
ψ(t, xσt , zt ) is infinitely many times delta-differentiable at arbitrary isolated points
from the time scale T. Moreover, since for each dense point t ∈ T the function ρ
can be extended in a smooth way to the interval (t − ε, t + ε), for some ε > 0, from
the Implicit Function Theorem with Parameters (see [11]), the function ψ(t, xσt , zt )
is infinitely many times delta-differentiable at each dense point t ∈ T. Therefore
ψt (x
σ
t , zt ) = ψ(t, xσt , zt ) is infinitely many times delta-differentiable at arbitrary
point t ∈ T.
Finally, for the fixed time t , let R∗t be a field extension of Rt consisting of functions
that are meromorphic with respect to a finite number of the independent variables
C ∗t := {x, uk, z〈−〉t , k  0,   1}.






:= z〈−i〉t if μ(t) > 0. Note that for
μ(t) = 0, σ−1f = id, so each element from the set C has the preimage and we
do not have to add new variables. Thus C ∗t = C if t ∈ {t ∈ T | μ(t) = 0}. Since
σ−1f (πt ) = ρ and





















196 Z. Bartosiewicz et al.
then








, if μ(t) > 0
(πx , πu), if μ(t) = 0.
Therefore there exist functions ψ st , s = 1, . . . , n + m, such that








, if μ(t) > 0
πxi , if μ(t) = 0
,










, if μ(t) > 0
πu j , if μ(t) = 0
and if μ(t) > 0, then σ−1f (πuj ) =
1
ν(t)








t )], if μ(t) = 0, then σ−1f (πuj ) = πuj . So using the induction prin-
ciple and σ−1f (πuij ) =
1
ν(t)
[ui−1j − σ−1f (πui−1j )], i  1, one can show that for
j = 1, . . . , m and k  1 we have σ−1f (πukj ) =
∑k−1
i=0 (−1)i [ν(t)]−i−1uk−i−1j +
(−1)k[ν(t)]−kψn+ jt (x, z〈−1〉t ) if only μ(t) > 0 and σ−1f (πukj ) = πukj if μ(t) = 0.
Hence σ f can be extended to R∗t and it is an automorphism of R∗t . Although the
choice of variables zt = ϕt (x, u) is not unique, each possible choice brings up a field
extension of Rt that is isomorphic to R∗t .
We need the extension of operator  f to variables z〈−〉t ,   1, in the case of












The extension of operator  f to R∗t can be made in the analogy to (7). Such operator
 f is now a σ f -derivation of R∗t , so R∗t is a differential field.
Now let R∗ be a subring of the ring that is the Tikhonov product of the fields R∗t






h : T →
⋃
t∈T
R∗t | h(t) ∈ R∗t
}
.
Let R∗ be defined as a ring that contains functions that are infinitely many times
delta-differentiable with respect to t for the fixed variables from the following set
C ∗ :=
{
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where z〈−〉 is parameterized by t ∈ T. For the fixed time t,R∗ is R∗t . Then R∗ is a
ring extension of the ring R and both σ f and  f are well defined on R∗. Moreover,
the operator  f is now a σ f -derivation of R∗, so R∗ is a differential ring.
Let w := (x, u, u1, . . . , z〈−1〉, z〈−2〉, . . .). Instead of variables x, uk, z〈−〉, k 
0,   1 the notation w will be used. Writing F(w) we mean a function that depends
on a finite number of variables from the set C ∗.
Additionally, the operator ∇ f : R∗ → R∗ can be defined as follows
∇ f (F)(t, w) :=
F(t, w) − σ−1f (F)(t, w)
ν(t)
, (9)
if ν(t) 	= 0, and
∇ f (F)(t, w) :=  f (F)(t, w), (10)
if ν(t) = 0. Directly from (9) and (10) we get
Proposition 6 Let F ∈ R∗. Thenσ f (∇ f (F)) =  f (F)and∇ f (F) = σ−1f ( f (F)).
Proof If ν(t) 	= 0 and F ∈ R∗, then σ f (∇ f (F)) = σ f (F) − F
μ
=  f (F). Hence
∇ f (F) = σ−1f (σ f (∇ f (F))) = σ−1f ( f (F)). For ν(t) = 0 we have σ f = id, so then
 f = ∇ f and both conditions are satisfied.
















σ−1f ◦  f
)k
(F).
By Proposition 6 the images of nabla-derivatives with respect to operator σ f equal to
the delta-derivatives of some function and consequently belong to the ring R∗.
Corollary 2 Note that ∇ f (F) ∈ R∗. Moreover, for k  1, σ−1f (kf (F)) =





Remark 8 Let T be a regular time scale. Then for ϕ : T → R we have  f (ϕ)(t) =
ϕ(t) and ∇ f (ϕ)(t) =
ϕ(t) − σ−1f (ϕ)(t)
ν(t)
= ϕ(t) − ϕ(ρ(t))
ν(t)
= ϕ∇(t). Therefore the
operator ∇ f is a generalization of the nabla-derivative defined for functions on the
time scale.
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Proposition 7 Let T be the regular time scale. Then for any function F ∈ R∗ we
have





F (t, w) − σ−1f (F) (t, w)
ν(t)
, if ν(t) > 0
∂F
∂t
(t, w) + ∂F
∂x





t, w) ui+1, if ν(t) = 0.
Proof For ν(t) 	= 0 the relation comes from definition (9). If ν(t) = 0, then
μ(t) = σ f (ν(t)) = σ f (0) = 0 and  f = ∇ f . Because for arbitrary time
scale, if μ(t) = 0, then (see Proposition 3.3 in [4])  f F(t, w)(x, u0..k+1) =
∂F
∂x
(x, u0..k+1) · f (x, u)+∑k0 ∂F∂u0..k (x, u0..k) ·u1..k+1, hence ∇ f (F)(t, w) =
∂F




∂ui (t, w) · ui+1.
Remark 9 Let F ∈ R∗. If ν(t) 	= 0, then by (9)
σ−1f (F) (t, w) = F (t, w) − ν(t) · ∇ f (F) (t, w) . (11)
Obviously for ν(t) = 0, we get σ−1f (F) = F .
Proposition 8 Let T be the regular time scale. Then for F ∈ R∗ we have
(








σ−1f ◦ ∇ f
)
(F) (12)
Proof Using (11) we get ∇ f (σ−1f (F)) = ∇ f (F) − ∇ f [ν · ∇ f (F)] = ∇ f (F) −
ν∇ · ∇ f (F) − ν · ∇2f (F) + ν · ν∇ · ∇2f (F) = (1 − ν∇) · (∇ f (F) − ν∇2f (F)) =
(1 − ν∇) · σ−1f (∇ f (F)).
Corollary 3 Note that for nonhomogeneous time scales’ operators ∇ f and σ−1f do
not commute, i.e., ∇ f σ−1f 	= σ−1f ∇ f and additionally taking the image of (12) with
respect to σ f we get
(
 f ◦ σ−1f
)
(F) = (1 − ν) · ∇ f (F).
The map ∇ f satisfies a suitable generalization of Leibniz rule (the proof is similar
to the proof of Proposition 3.8 in [4]):
∇ f (FG) = σ−1f (F)∇ f (G) + ∇ f (F)G,
so R∗ is endowed with a σ−1f -derivation and therefore it is a differential ring.
Now we study a simple example of a dynamical control system, defined on a regular
time scale T and demonstrate the construction of R∗.
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Example 4 Let T = 2Z. Then since μ(t) = t 	≡ const, T is nonhomogeneous, but it
is regular. Additionally, the operator ρ(t) = t2 can be extended to a neighborhood of
the dense point 0 in a smooth way. Consider the nonlinear dynamical system
x = (x + u)2, (13)
defined on T, where x, u ∈ R. System (13) can be rewritten in the form
xσ = x + t (x + u)2.
Observe that
rank [1 + 2t (x + u), 2t (x + u)] = 1,
for all t ∈ T. Then σ f is an injective endomorphism.
In this case R is the ring containing functions that are meromorphic with respect
to variables x, uk, k  0, and infinitely many times delta-differentiable with respect
to t . We would like to find the inversive closure R∗ of R.
One can choose zt = u − t (x + u)2. Then the following map
(x, u) → (x + t (x + u)2, u − t (x + u)2)
is a diffeomorphism for all t ∈ T and
{
x = xσ − t (xσ + zt )2
u = zt + t (xσ + zt )2.
Note that
spanR∗{dx, du} = spanR∗{dxσ } ⊕ spanR∗{dzt }.
Let us introduce new variables z〈−i〉t , i  1. Then
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so all the variables t, x, uk, k  0 have preimages in R∗. Then R∗ is a ring exten-
sion of R consisting of functions that are meromorphic with respect to a finite number
of the independent variables from the set {x, uk, z〈−〉t , k  0,   1} for the fixed
time t and are infinitely many times delta-differentiable with respect to t if we set
variables from the set {x, uk, z〈−〉t , k  0,   1}. Moreover, the operator  f can
be extended to R∗ (we need this extension only when t 	= 0). If we extend operator












then  f (z〈−i〉t ) ∈ R∗ and the extension of  f to R∗ can be made by using the
definition of operator  f .
Example 5 Suppose now that system (13) is defined on time scale T = Z, which cor-
responds to the standard discrete-time case. In this special case the graininess function
μ is constant (μ = 1), the time scale is homogeneous and the state transition map
xσ = x + (x + u)2 does not depend on μ(t) (alternatively on t). One can choose (as
in Example 4) zt := u − μ(t)(x + u)2. However, note that now the new variable zt
does not depend on t , since μ(t) = 1 and we may define z := u − (x + u)2. Note also
that when T = Z, all the points on T are isolated. Since there are no dense points on
Z, the new variables may be computed as in [1]. Moreover, note that the functions in
the ring R do not depend on variable t and so one can construct a quotient field of R
as in [4].
If the system (13) is defined on time scale T = R, which corresponds to the
continuous-time case, the graininess function μ = 0, the operator σ f = id (see
Remark 6) and R∗ = R.
6 Conclusions
In this paper the linear algebraic framework presented in [4] has been extended
for nonlinear systems, defined on the nonhomogeneous, but regular time scale.
This system description allows to unify the study of continuous and discrete-time
systems, represented via difference operator. Moreover, it also covers the case of
non-uniformly sampled systems. The developed framework can be applied to study
different modeling, analysis and synthesis problems, including the different concepts
of system equivalence and reduction, accessibility, realization, feedback linearization
[1], model matching [15] etc.
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