Abstract. In this paper we attempt to give a systematic account on privileged coordinates and the nilpotent approximation of Carnot manifolds. By a Carnot manifold it is meant a manifold with a distinguished filtration of subbundles of the tangent bundle which is compatible with the Lie bracket of vector fields. We lie down the background for the sequel [20] by clarifying a few points on privileged coordinates and the nilpotent approximation of Carnot manifolds. In particular, we give a description of all the systems of privileged coordinates at a given point. We also give an algebraic characterization of all nilpotent groups that appear as the nilpotent approximation at a given point. In fact, given a nilpotent group G satisfying this algebraic characterization, we exhibit all the changes of variables that transform a given system of privileged coordinates into another system of privileged coordinates in which the nilpotent approximation is given by G.
Introduction
This paper is part of a series of two papers on privileged coordinates and nilpotent approximation of Carnot manifolds. By a Carnot manifold we mean a manifold M together with a filtration of subbundles, (1.1)
which is compatible with the Lie bracket of vector fields. We refer to Section 2, and the references therein, for various examples of Carnot manifolds. Many of those examples are equiregular Carnot-Carathéodory manifolds, in which case the Carnot filtration (1.1) arises from the iterated Lie bracket of sections of H 1 . However, even for studying equiregular (and even non-regular) Carnot-Carathéodory structures we may be naturally led to consider non bracket-generated Carnot filtrations (see Section 2 on this point).
It is a general understanding that (graded) nilpotent Lie group are models for Carnot manifolds. From an algebraic perspective, any filtration (1.1) gives rise to a graded vector bundle gM := g 1 M ⊕ · · · ⊕ g r M , where g w M = H w /H w−1 . As a vector bundle gM is (locally) isomorphic to the tangent bundle T M . Moreover, as observed by Tanaka [58] , the Lie bracket of vector fields induces on each fiber gM (a), a ∈ M , a Lie algebra bracket. This turns gM (a) into a graded nilpotent Lie algebra. Equipping it with its Dynkin product we obtain a graded nilpotent group GM (a), which is called the tangent group at a (see Section 2 for a review of this construction).
There is an alternative construction of nilpotent graded groups associated with (M, H). This construction originated from the work of Folland-Sein [31] , Rothschild-Stein [56] , and others on hypoelliptic PDEs. In this context, it is natural to weight the differentiation by a vector field according to which sub-bundle H j of the filtration (1.1) that vector field lies. For instance, as [H 1 , H 1 ] ⊂ H 2 we would like to regard directions in H 2 \ H 1 as having order 2. More generally, directions in H w \ H w−1 have weight w. Note that this notion of weight is consistent with the grading of gM described above.
In local coordinates centered at a given point a ∈ M this gives rise to a one-parameter of anisotropic dilations δ t , t ∈ R. Rescaling vector fields by means of these dilations and letting t → 0 we obtain asymptotic expansions whose leading terms form a graded nilpotent Lie algebra of vector fields g (a) . As it turns out, the algebraic structure of g (a) heavily depends on the choice of the coordinates. However, there is a special class of coordinates, called privileged coordinates, where the grading of g (a) is compatible with the weight. In addition, in these coordinates the graded nilpotent Lie algebra g (a) is isomorphic to gM (a). The Lie algebra g (a) is actually the Lie algebra of left-invariant vector fields on a graded nilpotent Lie group G (a) . This group gives rise to the so-called nilpotent approximation of (M, H) at a. We refer to Section 3 and Section 6, and the references therein, for more details on privileged coordinates and nilpotent approximation.
At the conceptual level and for the sake of applications, it is desirable to understand better the relationship between the tangent group and the nilpotent approximation. The ultimate aim of this paper and its sequel [20] is to single out a special class of privileged coordinates, called Carnot coordinates, for which the nilpotent approximation is naturally given by the tangent group. In particular, these coordinates are an important ingredient in the approach of [21] on the generalization of Pansu derivative to maps between general Carnot manifolds and the construction of an analogue for Carnot manifolds of Connes' tangent groupoid. The existence of such a groupoid was conjectured by Bellaïche [9] . This provides us with definitive evidence that the tangent groups as described above are the relevant osculating objects of Carnot manifolds. In particular, this gives a conceptual explanation for the occurrence of the group structure.
The Carnot coordinates will be introduced in [20] . In this paper, we attempt to give a systematic account on privileged coordinates and nilpotent approximation of Carnot manifolds. In particular, we clarify a few important points on privileged coordinates and nilpotent approximation. In addition, this lies down the background for [20] .
There are various constructions of privileged coordinates [4, 10, 9, 36, 38, 56, 57] . In particular, Bellaïche [9] produced a simple and effective construction of privileged coordinates by means of a suitable polynomial change of coordinates. Bellaïche's construction was carried out in the setting Carnot-Carathéodory manifolds. There is no major difficulty to extend Bellaïche's construction to arbitrary Carnot manifolds (see Proposition 3.17 and Proposition 3.23). We shall refer to these coordinates as the ψ-privileged coordinates. We also give a characterization of these coordinates among all privileged coordinates. More precisely, we show that the polynomial change of variables that is used to obtain the ψ-privileged coordinates is the only one of its form that produces privileged coordinates (Proposition 3.24).
As alluded to above, the nilpotent approximation arises from anisotropic asymptotic expansions of vector fields in local coordinates. This type of asymptotic expansions has been considered by a number of authors [1, 8, 9, 36, 37, 38, 41, 43, 45, 47, 49, 55, 56] in various levels of generality. In Section 4, we attempt to give a systematic account on anisotropic asymptotic expansions of functions, multi-valued maps, vector fields and differential operators. In particular, we show that the various asymptotics we consider actually hold with respect to the corresponding C ∞ -topologies. As it turns out, there are two different definitions of privileged coordinates. In this paper, we use the definition of [10, 9] in terms of the orders of the coordinate functions. The earlier definition of [36] involves the weights of vector fields. It is well known that privileged coordinates in the sense of [10, 9] are privileged coordinates in the sense of [36] (see [10, 9, 41, 49] ). We establish the converse result, and so this shows that the two notions of privileged coordinates are equivalent (Theorem 5.6). We use this result to give a simple characterization of the change of coordinates that transform privileged coordinates into privileged coordinates (Proposition 5.9).
We give a few applications of this characterization result. First, by combining it with the construction of the ψ-privileged coordinates, we obtain an explicit description of all the systems of privileged coordinates (Corollary 5.10). Another application is a new proof that the canonical coordinates of the 1st kind of Rothschild-Stein [56] and Goodman [36] are privileged coordinates (Proposition 7.5). By using similar arguments we also give a new proof that the canonical coordinates of the 2nd kind of Bianchini-Stefani [10] and Hermes [38] are privileged coordinates (Proposition 7.8). The approach presupposes the existence of privileged coordinates (e.g., ψ-privileged coordinates), but it bypasses the manipulations on flows of vector fields of previous proofs (compare [41, 49] ).
As mentioned above, the nilpotent approximation G (a) arises from anisotropic asymptotic expansions of vector fields in privileged coordinates. The graded nilpotent Lie group G (a) has R n as underlying manifold, but its group law depends on the choice of the privileged coordinates. Thus, it is natural to ask what nilpotent groups arise as nilpotent approximations at a given point. We give an algebraic characterization of these groups (see Corollary 6.21) . In fact, given any nilpotent group G in this class we actually exhibit all the change of coordinates that convert any given system of privileged coordinates into a system of privileged coordinates in which the nilpotent approximation is given by G (Theorem 6.20) .
The class of groups that satisfy this algebraic characterization is as large as it can be. In particular, we can exhibit all the nilpotent approximations of Heisenberg manifolds, including contact manifolds and CR manifolds of hypersurface type (see Proposition 6.22) . We similarly can exhibit all the nilpotent approximation of step 2 Carnot manifolds. For general Carnot manifolds, the construction leads us to a large class of nilpotent approximations at a given point. This paper is organized as follows. In Section 2, we review the main definitions and examples regarding Carnot manifolds and their tangent group bundles. In Section 3, we explain how to extend to Carnot manifold Bellaïche's construction of privileged coordinates. In Section 4, we give a detailed account on the anisotropic asymptotic expansions of functions, maps, vector fields and differential operators. In Section 5, we give a characterization of privileged coordinates in terms of weight of vector fields. This shows that the two main notions of privileged coordinates are equivalent. In Section 6, we give a systematic account on the nilpotent approximation of Carnot manifolds. Finally, in Section 7 we give new proofs that the canonical coordinates of the 1st kind of [36, 56] and canonical coordinates of the 2nd kind of [10, 38] are privileged coordinates.
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Carnot Manifolds. Definitions and Examples
In this section, we give the main definitions and examples related to graded nilpotent Lie groups and Carnot manifolds.
Carnot Groups and Graded nilpotent Lie groups.
Prior to getting to Carnot manifolds we review some basic facts on Carnot groups and nilpotent graded Lie groups and their Lie algebras. Definition 2.1. A step r nilpotent graded Lie algebra is the data of a real Lie algebra (g, [·, ·]) and a grading g = g 1 ⊕ g 2 ⊕ · · · ⊕ g r , which is compatible with the Lie bracket, i.e., Definition 2.6. A graded nilpotent Lie group (resp., Carnot group) is a connected simply connected nilpotent real Lie group whose Lie algebra is a graded nilpotent Lie algebra (resp., Carnot algebra).
Remark 2.7. We refer to the monographs [14, 25, 29] detailed accounts on nilpotent Lie groups and Carnot groups.
Let G be a step r graded nilpotent Lie group with unit e. Then its Lie algebra g = T G(e) is canonically identified with the Lie algebra of left-invariant vector fields on G. More precisely, with any ξ ∈ g is associated the unique left-invariant vector field X ξ on G such that X ξ (e) = ξ. In addition, as G is a connected simply connected nilpotent Lie group, its exponential map is a global diffeomorphism exp : g → G (see, e.g., [25, 32] ). For any ξ ∈ G, the flow exp(tX ξ ) exists for all times t ∈ R. We then have
where exp(X ξ ) := exp(tX ξ )(e) |t=1 .
In addition, the flow R ∋ t → exp(tX ξ ) is a one-parameter subgroup of G. Conversely, any one-parameter subgroup of G is generated by a (unique) left-invariant vector field. By assumption g comes equipped with a grading g = g 1 ⊕ g 2 ⊕ · · · ⊕ g r which is compatible with its Lie algebra bracket. This grading then gives rise to a family of anisotropic dilations ξ → t · ξ, t ∈ R, which are linear maps given by
The compatibility of the grading with the Lie bracket implies that these dilations are Lie algebra automorphisms. Therefore, they give rise to dilations δ t : G → G, t ∈ R, which are group isomorphisms such that δ t (exp(ξ)) = exp(t · ξ) for all ξ ∈ g. For ξ ∈ g, let ad ξ : g → g be the adjoint endomorphism associated with g, i.e., ad ξ η = [ξ, η] for all η ∈ g. This is a nilpotent endomorphism. In fact, if ξ ∈ g w , then (2.1) implies that ad ξ (g w ′ ) ⊂ g w+w ′ if w + w ′ ≤ r, and ad ξ (g w ′ ) = {0} otherwise. Moreover, by the Baker-CampbellHausdorff formula we have
where ξ · η is given by the Dynkin formula,
The above summations are finite, since all the iterated brackets of length ≥ r + 1 are zero. In addition, when β n = 0 we make the convention that (ad ξ ) αn (ad η ) βn−1 η = (ad ξ ) αn−1 ξ. Thus, with this convention (ad ξ ) αn (ad η ) βn−1 η = 0 when either β n ≥ 2, or β n = 0 and α n ≥ 2. Conversely, if g is a graded nilpotent Lie algebra, then (2.4) defines a product on g. This turns g into a Lie group with unit 0. Under the identification g ≃ T g(0), the corresponding Lie algebra is naturally identified with g, and so we obtain a graded nilpotent Lie group. Moreover, under this identification the exponential map becomes the identity map, and so any Lie algebra automorphism of g is a group automorphism as well. In particular, the dilations (2.2) are group automorphisms with respect to the group law (2.4). In addition, the group law (2.4) implies that
Carnot manifolds.
In what follows, given a manifold M and distributions H j ⊂ T M , j = 1, 2, we shall denote by [H 1 , H 2 ] the distribution generated by the Lie brackets of their sections, i.e.,
Throughout this paper we shall use the following definition of a Carnot manifold. 
which is compatible with the Lie bracket of vector fields, i.e.,
The number r is called the step of the Carnot manifold (M, H). 
′ is smooth map such that, for j = 1, . . . , r,
′ is a Carnot diffeomorphism, then the condition (2.7) exactly means that φ * H j = H ′ j for j = 1, . . . , r. Therefore, in this case, the Carnot manifold (M, H) and (M ′ , H ′ ) must have same type and the inverse map φ −1 is a Carnot diffeomorphism as well.
Let (M n , H) be an n-dimensional Carnot manifold of step r, so that H = (H 1 , . . . , H r ), where the subbundles H j satisfy (2.5).
Definition 2.12. The weight sequence of a Carnot manifold (M, H) is the sequence w = (w 1 , . . . , w n ) defined by (2.8) w j = min{w ∈ {1, . . . , r}; j ≤ rk H w }.
Remark 2.13. Two Carnot manifolds have same type if and only if they have same weight sequence.
Throughout this paper we will make use of the following type of tangent frames.
Definition 2.14. An H-frame over an open U ⊂ M is a tangent frame (X 1 , . . . , X n ) over U which is compatible with the filtration (H 1 , . . . ., H r ) in the sense that, for w = 1, . . . , r, the vector fields X j , w j = w, are sections of H w .
Remark 2.15. If (X 1 , . . . , X n ) is an H-frame near a point a ∈ M , then, for w = 1, . . . , r, the family {X j ; w j ≤ w} is a local frame of H w near the point a. Note this implies that X j is a section of
Remark 2.16. Suppose that (X 1 , . . . , X n ) is an H-frame near a point a ∈ M . Then the condition (2.6) implies that the vector field [X i , X j ] is a section of H wi+wj when w i + w j ≤ r. As {X k ; w k ≤ w i + w j } is a local frame of H wi+wj , we deduce that there are unique smooth functions L k ij (x) near x = 0 such that
Examples of Carnot Manifolds.
We shall now describe various examples of Carnot manifolds. The following list is by no means exhaustive, but it should give the reader a good glimpse at the vast diversity of examples of Carnot manifolds.
A. Graded Nilpotent Lie Groups. Let G be a step r graded nilpotent Lie group. Then its Lie algebra g = T G(e) has a grading g = g 1 ⊕ g 2 ⊕ · · · ⊕ g r satisfying (2.1). For w = 1, . . . , r, let E w be the G-subbundle of T G obtained by left-translation of g w over G. We then obtain a G-vector bundle grading T G = E 1 ⊕ · · · ⊕ E r . This grading gives rise to the filtration H 1 ⊂ · · · ⊂ H r = T G, where H w := H 1 ⊕ · · · H w . It can be shown that [H w , H w ′ ] ⊂ H w+w ′ whenever w + w ′ ≤ r (see, e.g., [20] ). Therefore, this defines a left-invariant Carnot manifold structure on G which is uniquely determined by the grading of g.
B.
Heisenberg Manifolds. In the terminology of [8] , a Heisenberg manifold is a manifold together with a distinguished hyperplane bundle H ⊂ T M . In particular, (H, T M ) is a Carnot filtration. Following are important examples of Heisenberg manifolds:
• The Heisenberg group H 2n+1 and its products with Abelian groups.
• Cauchy-Riemann (CR) manifolds of hypersurface type, e.g., real hypersurfaces in complex manifolds.
• Contact manifolds and even contact manifolds.
• Confoliations of Eliashberg-Thurston [27] . Given a Heisenberg manifold (M, H), taking Lie bracket of horizontal vector fields modulo H defines an antisymmetric bilinear vector bundle map L : H ×H → T M/H, which is called the Levi form of (M, H) (see Lemma 2.21) . If M has odd dimension, then H is a contact distribution if and only if the Levi form is non-degenerate at every point. If dim M is even, we say that (M, H) is an even contact manifold when the Levi form has maximal rank dim M − 2 at every point (cf. [49] ).
C. Foliations. More generally, a Carnot manifold structure of step 2 on a given manifold M reduces to the datum of a subbundle H ⊂ T M , so that (H, T M ) is a Carnot filtration. In the same way as with Heisenberg manifolds, we have a Levi form L :
We have a foliation when H is integrable in Fröbenius' sense, i.e., [H, H] ⊂ H, or equivalently, the Levi form L vanishes at every point. There are numerous examples of foliations such as foliations arising from submersions (including Reeb foliations), those associated with suspensions (including Krönecker foliation), or foliations arising from locally free actions of Lie groups on manifolds (see, e.g., [48] ). D. Polycontact manifolds. They are step 2 Carnot manifolds that are the total opposite of Foliations. A polycontact manifold is a manifold M equipped with a subbundle H ⊂ T M which is totally non-integrable. This means that, for all x ∈ M and θ ∈ (T M/H) * (x) \ 0, the bilinear form θ • L x : H(x) × H(x) → R is non-degenerate. Following are some noteworthy examples of polycontact manifolds:
• Métivier groups [46] , including the H-type groups of Kaplan [42] .
• Principal bundles equipped with the horizontal distribution defined by a fat connection (cf. Weinstein [62] ).
• The quaternionic contact manifolds of Biquard [11, 12] .
• The unit sphere S 4n−1 in quaternionic space (see [59] ).
Remark 2.17. Polycontact manifolds are called Heisenberg manifolds in [17] . Polycontact distributions are called fat in [49] . The terminology polycontact was coined by van Erp [59] (following a suggestion of Alan Weinstein).
E. Pluri-contact manifolds. These manifolds are introduced in the recent preprint [5] * . They generalize polycontact manifolds. A pluri-contact manifold is a manifold M equipped with a subbundle H ⊂ T M such that, for every x ∈ M , there is at least one θ ∈ (T M/H) * (x) \ 0 such that the bilinear form θ • L x : H(x) × H(x) → R is non-degenerate. Beside polycontact manifolds are examples of pluri-contact manifolds, examples of pluri-contact manifolds that are not polycontact include
• Products of contact manifolds [5] .
• Nondegenerate CR manifolds of non-hypersurface-type [6] . * The terminology "pluri-contact manifold" is not used in [5] . We use it for the sake of exposition's clarity.
We refer to [5, 6] is a subbundle. Moreover, any non-equiregular Carnot-Carathéodory structure can be "desingularized" into an equiregular Carnot-Carathéodory structure (see, e.g., [41] ).
If G is a Carnot group, then the Carnot structure described above is actually an EEC structure. More generally, Carnot-Carathéodory structures naturally appear in sub-Riemannian geometry and control theory associated with non-holonomic systems of vector fields. In particular, they occur in real-life situations such as skating motion [9, 13] , rolling penny [17] , car-like robots [17] , or car with N -trailers [40] . They also appear in numerous applied mathematics settings such as the Asian option model in finance, computer vision, image processing, dispersive groundwater and pollution, statistical properties of laser light, extinction in systems of interacting biological populations, dynamics of polymers and astronomy (distribution of clusters in space) (see [15] and the references therein).
We refer to [1, 17, 37, 41, 49, 54] , and the references therein, for detailed accounts on CarnotCarathéodory manifolds and their various applications.
Contact and polycontact manifolds are examples of ECC manifolds with r = 2. An important example of ECC manifolds with r = 3 is provided by Engel manifolds, which are 4-dimensional manifold equipped with a plane-bundle H ⊂ T M such that H [2] has constant rank 3 and H [3] = T M (see [49] ). More generally, parabolic geometry provides us with a wealth of examples of ECC manifolds. We refer to [19] for a thorough account on parabolic geometric structures. In addition to the examples above, further examples include the following:
• Nondegenerate (partially) integrable CR manifolds of hypersurface type (see [19] ).
• Contact path geometric structures, including contact projective structures (cf. [33, 34] ).
• Contact quaternionic structures of Biquard [11, 12] .
• Generic m, 1 2 m(m + 1) -distributions, including generic (3, 6)-distributions studied by Bryant [16] (see [19] ).
• Generic (2, 3, 5)-distributions introduced by Cartan [18] .
The next two examples provide are examples of Carnot manifolds that are not ECC manifolds.
G. The heat equation on an ECC manifold. Let (M, H) be an ECC manifold, so that the filtration H = (H 1 , . . . , H r ) is generated by the iterative Lie brackets of sections of H 1 . Let X 1 , . . . , X m be a spanning frame of H 1 . Then the sub-Laplacian ∆ = −(X 2 1 + · · · X 2 m ) and the associated heat operator ∆ + ∂ t are hypoelliptic (see [39] ). Following Rothschild-Stein [56] (and other authors) in order to study the heat operator ∆ + ∂ t we seek for a setup where differentiation with respect to time has degree 2 on M × R. This amount to use the filtrationH = (H 1 , . . . ,H r ), wherẽ
H. Group actions on contact manifolds. Let (M, H) be an orientable contact manifold and G its group of contactomorphisms, i.e., diffeomorphisms preserving the contact distribution H. The group G is essential (see, e.g., [7] ). In the framework of noncommutative geometry [23] , such a situation is typically handled by constructing a spectral triple (see [24] ). In the case of an arbitrary group of diffeomorphisms this is done by passing to the total space of the metric bundle, i.e., the R * + -subbundle of T * M ⊗ T * M whose fibers consist of positive-definite symmetric (0, 2)-tensors g ij dx i ⊗ dx j (see [24] ). In the setting of contact geometry the relevant metric bundle is the bundle of contact metrics, i.e., metrics of the form,
where g H is a positive-definite metric on H and θ is a contact form (i.e., a non-zero section of (T M/H) * ). Fixing a contact form θ on M , this bundle can be realized as
where P (H) is the metric bundle of H. It is expected that the differential operators appearing in the construction of the spectral triple associated with the action of contactomorphisms would have an anisotropic notion of degree such that -Differentiation along the vertical bundle V = ker dπ ⊂ T P has degree 1.
-Differentiation along the lift to P of the contact distribution has degree 2.
-If we denote by T the Reeb vector field of θ, then its lift to P has degree 4.
This leads us to consider the filtrationH = (H 1 ,H 2 ,H 3 ,H 4 ) of T P given bỹ
This is definitely not a Carnot filtration associated with an ECC structure, since the vertical bundle V =H 1 is integrable. However, we do get a Carnot filtration. This example can be generalized to more general ECC manifolds. In any case, we obtain a Carnot filtration whose first term is the vertical bundle of some fibration, and, hence, is not integrable. Therefore, although we get a Carnot structure, we never get an ECC structure.
Remark 2.20. The last two examples above show that, even if our main focus is on ECC manifolds, we may be naturally led to consider non-ECC Carnot structures. This is the main motivation for considering Carnot manifolds instead of sticking to the setup of ECC manifolds.
2.4.
The Tangent Group Bundle of a Carnot Manifold. The constructions of the tangent Lie algebra bundle and tangent group bundle of a Carnot manifold go back to Tanaka [58] (see also [2, 3, 19, 35, 43, 44, 49, 61] ). We refer to [1, 28, 43, 55] for alternative intrinsic constructions of the tangent Lie algebra bundle and tangent group bundle.
The Carnot filtration H = (H 1 , . . . , H r ) has a natural grading defined as follows. For w = 1, . . . , r, set g w M = H w /H w−1 (with the convention that H 0 = {0}), and define (2.10)
Lemma 2.21 ( [58] ). The Lie bracket of vector fields induces smooth bilinear bundle maps,
More precisely, given any a ∈ M and sections X j , j = 1, 2, of H wj near a, if we let ξ j (a) be the class of X j (a) in g wj M (a), then we have
Definition 2.22. The bilinear bundle map [·, ·] : gM × gM → gM is defined as follows. For a ∈ M and ξ j ∈ g wj M (a), j = 1, 2, we set
It follows from Lemma 2.21 that [·, ·] is a smooth bilinear bundle map. On every fiber gM (a), a ∈ M , it defines a Lie algebra bracket such that
This shows that the Lie bracket is compatible with the grading (2.10). It also follows from this that gM (a) is a nilpotent of step r. Therefore, we arrive at the following result. Remark 2.25. In [35, 49, 61] the tangent Lie algebra bundle gM is called the nilpotenization of (M, H).
Remark 2.26. Let (X 1 , . . . , X n ) be an H-frame near a point a ∈ M . As mentioned above, this gives rise to a frame (ξ 1 , . . . , ξ n ) of gM near x = a, where ξ j is the class of X j in g wj M . Moroever, it follows from (2.9) and (2.11) that, near x = a, we have (2.14) [
where the functions L k ij (x) are given by (2.9). Specializing this to x = a provides us with the structure constants of gM (a) with respect to the basis (ξ 1 (a), . . . , ξ n (a)).
Remark 2.27. When (M, H) is an ECC manifold, each fiber gM (a), a ∈ M , is a Carnot algebra in the sense of Definition 2.1 (see, e.g., [20] ).
The Lie algebra bundle gM gives rise to a Lie group bundle GM as follows. As a manifold we take GM to be gM and we equip the fibers GM (a) = gM (a) with the Dynkin product (2.4).This turns GM (a) into a step r graded nilpotent Lie group with unit 0 whose Lie algebra is naturally isomorphic to gM (a). The fiberwise product on GM is smooth, and so we arrive at the following statement.
Proposition 2.28. GM is a smooth bundle of step r graded nilpotent Lie groups. Definition 2.29. GM is called the tangent group bundle of (M, H).
Example 2.30. Suppose that r = 1 so that H 1 = H r = T M . In this case, as a Lie algebra bundle, gM = T M . Therefore, as a Lie group bundle, GM = T M .
Example 2.31. Let G be a graded nilpotent Lie group with Lie algebra g = g 1 ⊕ · · · ⊕ g r . We equip G with the left-invariant Carnot manifold structure defined by the grading of g. Then the left-regular actions of G on itself and on g give rise to canonical identifications gG ≃ G × g and GG ≃ G × G (see [20] ).
Remark 2.32. We refer to [20, 53] for an explicit description of the tangent group bundle of a Heisenberg manifold.
Remark 2.33. When (M, H) is an ECC manifold, it follows from Remark 2.27 that every tangent group GM (a) is a Carnot group in the sense of Definition 2.6.
Remark 2.34. In the same way as above, the grading (2.10) gives rise to a smooth family of dilations δ t , t ∈ R. This gives rise to Lie algebra automorphisms on the fibers of gM and group automorphisms on the fibers of GM . In addition, the inversion on the fibers of GM is just the symmetry ξ → −ξ.
Privileged Coordinates for Carnot Manifolds
In this section, we explain how to adapt to the setting of Carnot manifolds the construction of polynomial privileged coordinates of Agrachev-Sarychev [4] and Bellaïche [9] for CarnotCarathéodory manifolds. Our approach follows the approach of [9] , but there are two main differences. The first difference concerns the uniqueness of the construction which we will need later and is not stated in [9] . The second main difference concerns the definition of the order of a function (see Definition 3.1), since we cannot use the same definition as in [9] in the setting of general Carnot manifolds (cf. Remark 3.2).
We refer to [1, 36, 37, 38, 43, 45, 49, 56] for alternative constructions of privileged coordinates. Throughout the remainder of the paper, we let (M, H) be an n-dimensional Carnot manifold of step r, so that H = (H 1 , . . . , H r ) is a filtration of subbundles satisfying (2.5). In addition, we let w = (w 1 , . . . , w n ) be the weight sequence of (M, H) (cf. Definition 2.12).
In this section, we shall work in local coordinates near a point a ∈ M around which there is an H-frame X 1 , . . . , X n of T M . In addition, given any finite sequence I = (i 1 , . . . , i k ) with values in {1, . . . , n}, we define
For such a sequence we also set |I| = k and I = w i1 + · · · + w i k .
Definition 3.1. Let f (x) be a smooth function defined near x = a and N a non-negative integer.
(1) We say that f (x) has order ≥ N at a when X I f (a) = 0 whenever I < N . (2) We say that f (x) has order N at a when it has order ≥ N and there is a sequence I = (i 1 , . . . , i k ) with values in {1, . . . , n} with I = N such that X I f (a) = 0. We cannot use the same definition for general Carnot manifolds since we would be missing directions that are not obtained as commutators of the weight 1 vector fields X i , w i = 1. Nevertheless, in the ECC case the two definitions are equivalent. This is seen by using Lemma 3.3 below and a H-frame (X 1 , . . . , X n ) built out of iterated commutators of the weight 1 vector fields X i , w i = 1. (This is precisely the type of H-frames considered in [9] ).
Lemma 3.3. Let f (x) be a smooth function near x = a. Then its order is independent of the choice of the H-frame (X 1 , . . . , X n ) near a.
Proof. Let (Y 1 , . . . , Y n ) be another H-frame near a. We note that each vector field Y i is a section of H i . Therefore, near x = a, we have
where the coefficients c ij (x) are smooth and there is an integer j with w j = w i in such that c ij (a) = 0. More generally, given any finite sequence I = (i 1 , . . . , i k ) with values in {1, . . . , n}, near x = a we have
where the coefficients c IJ (x) are smooth. Let N be the order of f with respect to the H-frame (X 1 , . . . , X n ). If I < N , then (3.1) shows that Y I f (a) is a linear combination of terms X J f (a) with J ≤ I < N , which are zero. Thus Y I f (a) = 0 whenever I < N . Suppose now that I is such that I = N and X I f (a) = 0. In the same way as in (3.1), near x = a, we have
where the coefficients d IJ (x) are smooth. Then, we have
Therefore, at least one of the numbers Y J f (a), J = N , must be non-zero. We then deduce that f also has order N at a with respect to the H-frame (Y 1 , . . . , Y n ). This shows that the order of f at a is independent of the choice of the H-frame. The lemma is thus proved.
Lemma 3.4. Let f (x) and g(x) be smooth functions near x = a of respective orders N and N ′ at a. Then f (x)g(x) has order ≥ N + N ′ at a.
Proof. We know that
we may write
for some constants c IJ independent of f and g. If I ′ + I ′′ < N + N ′ , then at least one of the inequalities I ′ < N or I ′′ < N ′ holds. In any case the product (X I ′ f )(a)(X I ′′ g)(a) is zero. Combining this with (3.2) we then see that
The proof is complete.
Given any multi-order α ∈ N n 0 , we set
In addition, we define
is the unique non-decreasing sequence of length k = |α| where each index i appears with multiplicity α i . Conversely, if I = (i 1 , . . . , i k ) is a non-decreasing sequence, then X I = X α for some multi-order α with |α| = |I| and α = I . It is convenient to reformulate the definition of the order of a function in terms of the sole monomials X α . To reach this end we need the following lemma. 
where the c Iα (x) are smooth functions near x = a.
Granted this lemma we shall obtain the following characterization of the order of a function.
Proposition 3.6. Let f (x) be a smooth function defined near x = a. Then f (x) has order N at x = a if and only if the following two conditions are satisfied:
Proof. Suppose that (i) and (ii) are satisfied. Then (ii) implies that f (x) has order ≤ N at x = a. Moreover, using (i) and Lemma 3.5 shows that f (x) has order ≥ N at x = a. Thus f (x) has order N at x = a. Conversely, assume that f (x) has order N at x = a. It is immediate that (i) holds. Let I = (i 1 , . . . , i k ) be a sequence with values in {1, . . . , n} with I = N and X I f (a) = 0. By Lemma 3.5, near x = a, we have
for some smooth coefficients c Iα (x). Thus,
This implies that at least one of the numbers X α f (a), α = N , is non-zero, i.e., (ii) is satisfied. The proof is complete.
Remark 3.7. In the ECC case and for the type of H-frame mentioned in Remark 3.2, we recover the characterization of the order of a function provided by Bellaïche [9, Lemma 4.12(ii)] (see also [41, Lemma B.4 
]).
Definition 3.8. We say that local coordinates {x 1 , . . . , x n } centered at a point a ∈ M are linearly adapted at a to the H-frame X 1 , . . . , X n when X j (0) = ∂ j for j = 1, . . . , n.
Lemma 3.9. Given local coordinates x = (x 1 , · · · , x n ), there is a unique affine change of coordinates x → T a (x) which provides us with local coordinates centered at a that are linearly adapted to the H-frame (X 1 , · · · X n ).
Proof. In the local coordinates (x 1 , . . . , x n ) we have
where the coefficients
In what follows we shall use the same notation for the point a and its coordinate vector a = (a 1 , . . . , a n ) with respect to the local coordinates (
. . , y n ) are local coordinates centered at a. In those coordinates, for j = 1, . . . , n, we have
Thus X j = This shows that T a (x) = (B(a) t ) −1 (x − a) is the unique affine isomorphism that produces linearly adapted coordinates centered at a. The proof is complete.
Definition 3.10. We say that local coordinates x = (x 1 , . . . , x n ) centered at a are privileged coordinates at a adapted to the H-frame (X 1 , . . . , X n ) when the following two conditions are satisfied: (i) These coordinates are linearly adapted at a to the H-frame (X 1 , . . . , X n ).
(ii) For all k = 1, . . . , n, the coordinate function x k has order w k at a.
Remark 3.11. Privileged coordinates are called adapted coordinates in [10] .
Remark 3.12. As mentioned in Remark 3.2, in the ECC case our notion of order of a function agrees with that of Bellaïche [9] . Therefore, we see that in the ECC case Definition 3.10 agrees with the definition of privileged coordinates in [9] .
Remark 3.13. Our definition of privileged coordinates is different from the definition used in [1, 36, 37, 38, 43, 49] . We will see later that the two definitions are equivalent (see Corollary 5.8).
Remark 3.14. If the condition (i) holds, then X j (x k )(a) = ∂ xj (x k ) = δ jk . Therefore, we see that in this case x k has order w k if and only if X α (x k ) = 0 for all multi-orders α such that α < w k and |α| ≥ 2.
In what follows using local coordinates centered at a we may regard the vector fields X 1 , . . . , X n as vector fields defined on a neighborhood of the origin 0 ∈ R n .
Lemma 3.15 ([9, Lemma 4.13])
. Let h(x) be a homogeneous polynomial of degree m. Then
Remark 3.16. In the proof of the above result in [9, page 40] , the summation in Eq. (34) is over all multi-orders β = (β 1 , . . . , β n ) such that β = α and β i ≤ α i for i = 1, . . . , n. This should be replaced by the summation over all multi-orders β such that |β| ≤ |α|. . Let (x 1 , . . . , x n ) be local coordinates centered at a that are linearly adapted to the H-frame (X 1 , . . . , X n ). Then there is a unique change of coordinates x →ψ(x) such that (1) It provides us with privileged coordinates at a.
(2) For k = 1, . . . , n, the k-th componentψ k (x) is of the form,
Proof. Let x →ψ(x) be a change of coordinates of the form (3.5). Set y =ψ(x) and let k ∈ {1, . . . , n}. As pointed out in Remark 3.14, the coordinate y k =ψ k (x) has order w k at a if and only if X α (y k )(a) = 0 for all multi-orders α with α < w k and |α| ≥ 2. Let α ∈ N 0 be such that α < w k and |α| ≥ 2. By Lemma 3.15 we have
Thus,
As the right-hand side uniquely determines the coefficients a kα , we deduce that there is a unique mapψ(x) of the form (3.5) such that the change of variable x →ψ(x) provides us with privileged coordinates at a that are linearly adapted to H-frame (X 1 , . . . , X n ). The lemma is thus proved.
Remark 3.18. The proof above merely reproduces the arguments in [9] . In particular, in the ECC case and for the type of H-frames mentioned in Remark 3.2, we recover the privileged coordinates of [9] . We wrote down the details for reader's convenience and for recording how the coefficients a kα are obtained (cf. Remark 3.21 below). Note also that the uniqueness content is not mentioned in [9] , but this is an immediate consequence of (3.6). This uniqueness result will play an important role at several places in the rest of the paper.
Remark 3.19. When r = 2 the mapψ is the identity map, and so the privileged coordinates that we obtain are simply linearly adapted coordinates. In the special case of Heisenberg manifolds, these coordinates are called y-coordinates in [8] .
Remark 3.20. When r = 3 we recover the p-coordinates of Cummins [26] .
Remark 3.21. It follows from the proof of Proposition 3.17 that each coefficient a kα in (3.5) is a universal polynomial in the derivatives X α (x β ) x=0 with β ≤ w k and |β| ≥ 1. Set
where b αβ (x) is a universal polynomial in the partial derivatives ∂ γ b jk (x) with |γ| ≤ |α| − |β|. As
, we then deduce that each coefficient a jα is a universal polynomial in the partial derivatives ∂ γ b kl (0) with |γ| ≤ |α| − 1.
Definition 3.22. The map ψ a : R n → R n is compositionψ a • T a , where T a is the affine map from Lemma 3.9 andψ a the polynomial diffeomorphism associated by Proposition 3.17 with the linearly adapted coordinates provided by T a . Proposition 3.17 and the definition of ψ a immediately imply the following statement.
Proposition 3.23. The change of coordinates x → ψ a (x) provides us with privileged coordinates at a that are adapted to the H-frame (X 1 , . . . , X n ).
We shall refer to the coordinates provided by Proposition 3.23 as the ψ-privileged coordinates. We conclude this section with the following characterization of these coordinates.
Proposition 3.24. The ψ-privileged coordinates are the unique privileged coordinates at a adapted to the H-frame (X 1 , . . . , X n ) that are given by a change of coordinates of the form y =ψ(T x), where T is an affine map such that T (a) = 0 andψ(x) is a polynomial diffeomorphism of the form (3.5).
Proof. Let x → φ(x) be a change of coordinates providing us with privileged coordinates at a adapted to the H-frame (X 1 , . . . , X n ) such that φ(x) =ψ(T x), where T is an affine map such that T (a) = 0 andψ(x) is a polynomial diffeomorphism of the form (3.5). As privileged coordinates are linearly adapted coordinates, we see that φ * X j (0) = ∂ j for j = 1, . . . , n. Note that (3.5) implies thatψ
, so that we see that T * X j (0) = ∂ j . This means that the coordinate change x → T (x) provides us with coordinates that are linearly adapted at a to the H-frame (X 1 , . . . , X n ). As T (x) is an affine map, it then follows from Lemma 3.9 that T (x) = T a (x). Therefore, we see thatψ(x) is a polynomial diffeomorphism of the form (3.5) that transforms the coordinates y =ψ a (x) into privileged coordinates at a adapted to (X 1 , . . . , X n ). It then follows from the uniqueness contents of Proposition 3.17 thatψ(x) =ψ a (x), and hence φ(x) = ψ a (x). This gives the result.
Remark 3.25. We refer to [4, 57] for alternative polynomial constructions of privileged coordinates.
Remark 3.26. Examples of non-polynomial privileged coordinates are provided by the canonical coordinates of the first kind [36, 56] and the canonical coordinates of the second kind [10, 38] . The former are given by the inverse of the local diffeomorphism,
The canonical coordinates of the second kind arise from the inverse of the local diffeomorphism,
It is shown in [10] that the canonical coordinates of the 2nd kind are privileged coordinates in the sense of Definition 3.10 (see also [41, 49] ). For the canonical coordinates of the 1st kind the result is proved in [41] . We refer to Section 7 for alternative proofs of these results.
Anisotropic Asymptotic Analysis
In this section, we gather various results on anisotropic asymptotic expansions of maps and differential operators. Such types of asymptotic expansions have been considered in various levels of generality by a number of authors [1, 8, 9, 36, 37, 38, 41, 43, 45, 47, 49, 55, 56] . We shall give here a systematic and precise account on this type of asymptotic expansions. In particular, we will show that the various asymptotic expansions at stake are not just pointwise asymptotics, but they actually hold with respect to standard C ∞ -topologies.
Anisotropic approximation of functions.
In what follows, we let δ t : R n → R n , t ∈ R, be the one-parameter group of anisotropic dilations given by
Definition 4.1. A function f (x) on R n is homogeneous of degree w, w ∈ N 0 , with respect to the dilations (4.1) when
for all x ∈ R n and t ∈ R.
Example 4.2. For any multi-order α ∈ N n 0 , the monomial x α is homogeneous of degree α .
Remark 4.3. Suppose that f (x) is smooth and homogeneous of degree w. Differentiating (4.2) with respect to t shows that, for every α ∈ N 0 , we have
is homogeneous of degree w − α . Moreover, if we take α so that α > w and let t → 0, then we get
Therefore, all the partial derivatives ∂ α f with α > w are identically zero. Combining this with the inequality α < r|α| shows that ∂ α f (x) is identically zero as soon as |α| is large enough. It then follows that f (x) is a polynomial function. Note also that this implies that w must be a non-negative integer.
In what follows we let U be an open neighborhood of the origin 0 ∈ R n .
Definition 4.4. Let f ∈ C ∞ (U ) and w ∈ N 0 . We shall say that
f has weight w when f (x) has weight ≥ w and there is a multi-order α ∈ N n 0 with α = w such that ∂ α x f (0) = 0. Remark 4.5. Unless f (x) vanishes at infinite order at x = 0, it always has a (finite) weight. In the case f (x) vanishes at infinite order at x = 0 we shall say that its weight is w = ∞. Example 4.6. Let f (x) ∈ C ∞ (R n ) be homogeneous of degree w with respect to the dilations (4.1). If f (x) is not zero everywhere, then f (x) has weight w.
We mention the following version of Taylor's formula.
Lemma 4.7 (Anisotropic Taylor Formula). Let f ∈ C ∞ (U ). Then, for any N ∈ N, we may write
where the remainder term R N (x) ∈ C ∞ (U ) has weight ≥ N and is of the form,
Proof. By Taylor's formula there are functions
Using the inequality |α| ≤ α we may rewrite this as
we obtain (4.3)-(4.4). Note also that if β < N and |α| ≤ N ≤ α , then ∂ β x (x α R N α (x)) vanishes at x = 0, and so ∂ t · x = |t| x for all x ∈ R n and t ∈ R.
Example 4.9. The following functions on R n are pseudo-norms,
In what follows we shall say that two pseudo-norms · and · ′ are equivalent when there are constants c 1 > 0 and c 2 > 0 such that
Lemma 4.10. All pseudo-norms are equivalent.
Proof. As the inequalities (4.8) define an equivalence relation on the set of pseudo-norms, it is enough to show that every pseudo-norm · is equivalent to the pseudo-norm · 0 given by (4.6). To see this we observe that the unit sphere Ω 0 := {x ∈ R n ; x 0 = 0} is just the box {x ∈ R n ; max(|x 1 |, . . . , |x n |) = 1}, and so it is a compact subset of R n \ 0. As · is a positive continuous function on R n \ 0 we deduce there are constants c 1 > 0 and c 2 > 0 such that c 1 ≤ x ≤ c 2 for all x ∈ Ω 0 . For all x ∈ R n \ 0, the vector x
0 · x is in Ω 0 , and so by homogeneity we get
This shows that the pseudo-norms · 0 and · are equivalent. The proof is complete.
We shall equip C ∞ (U ) with its standard locally convex space topology, i.e., the LCS topology defined by the semi-norms,
Therefore, a sequence (f ℓ (x)) ℓ ⊂ C ∞ (U ) converges to a function f (x) in C ∞ (U ) if and only if, for all multi-orders α ∈ N n 0 , the partial derivatives ∂ α f ℓ (x) converge to ∂ α f uniformly on all compact subsets of U .
Remark 4.11. Given any compact K ⊂ U , the semi-norm p K,α (f ) actually makes sense for any smooth function f on an open neighborhood of K. Moreover, as U is an open neighborhood of the origin, it contains some ball B(0, ρ) with ρ > 0. Note that, for all t ∈ (0, 1), we have δ t −1 (U ) ⊃ δ t −1 (B(0, ρ)) ⊃ B(0, t −wn ρ), and so δ t −1 (U ) ⊃ K as soon as t is small enough. Therefore, for any f ∈ C ∞ (U ), the semi-norm p K,α (f • δ t ) makes sense as soon as t is sufficiently small. This allows us to speak about asymptotics in
In what follows we let · be a pseudo-norm on R n .
Lemma 4.12. Let f (x) ∈ C ∞ (U ), and set U = {(x, t) ∈ U × R; t · x ∈ U }. Given any w ∈ N 0 , the following are equivalent:
Proof. Let us first show that (i), (iii), (iv) and (v) are equivalent. It is immediate that (iv) implies (iii). Moreover, by Lemma 4.7 there are functions
Let Θ : U → C be the smooth function defined by
Using (4.9) we see that, for all (x, t) ∈ U, we have
Let x ∈ R n . As soon t is small enough t · x ∈ U , and so (x, t) ∈ U. Therefore, we see that θ(x, t) = O(1) as t → 0. Combining this with (4.10) shows that, as t → 0, we have
Comparing this to (4.11) we deduce that ∂ α f (0) = 0 for α < w, i.e., f (x) has weight ≥ w. This shows that (iii) implies (i). Furthermore, if f (x) has weight ≥ w, then ∂ α f (0) = 0 for α < w, and so (4.10) gives
Furthermore, by Remark 4.11, given any compact K ⊂ U , there is t 0 > 0 small enough so that K × [−t 0 , t 0 ] ⊂ U. Combining this with the smoothness of Θ(x, t) we deduce that, as t → 0, we have Θ(x, t) = O(1) in C ∞ (U ), and so
. This shows that (v) implies (iv). It then follows that (i), (iii), (iv) and (v) are equivalent.
Bearing this in mind, suppose that f (x) = O( x w ) near x = 0. Let x ∈ R n . As t → 0 we have
Therefore, we see that (ii) implies (iii).
To complete the proof it is enough to show that (v) implies (ii). Assume there is a function
Claim. The anisotropic sphere Ω := {x ∈ R n ; x = 1} is compact.
Proof of the claim. The continuity of · ensures us that Ω is a closed set. In addition, let · 0 be the pseudo-norm (4.6). Thanks to Lemma 4.10 we know there is c > 0 such that x 0 ≤ c x for all x ∈ R n . In particular, if x ∈ Ω, then |x k | 1 w k ≤ x 0 ≤ c x = c for k = 1, . . . , n. Therefore, we see that Ω is contained in the closed cube
As this cube is compact and Ω is closed, it then follows that Ω is compact, proving the claim.
As Ω is compact, there is t 0 > 0 such that Ω × [−t 0 , t 0 ] ⊂ U. Then Ω × [−t 0 , t 0 ] is a compact subset of U, and so there C > 0 such that
⊂ U, and so using (4.12) and (4.13) we get
This shows that f (x) = O( x w ) near x = 0. Therefore, we see that (v) implies (ii). The proof is complete.
Proposition 4.13. Let f (x) ∈ C ∞ (U ). Then, as t → 0, we have
where
is a polynomial which is homogeneous of degree ℓ with respect to the dilations (4.1) (see Eq. (4.15) below). and N > w and for every compact K ⊂ U , we have
Proof of Proposition 4.13. For ℓ = 0, 1, . . . set
is a polynomial which is homogeneous of degree ℓ with respect to the dilations (4.
As R N (x) has weight ≥ N , Lemma 4.12 ensures us that, as t → 0, we have
. Therefore, as t → 0 and in C ∞ (U ), we have
This gives the asymptotic expansion (4.14). The proof is complete.
has weight w, w ∈ N 0 , if and only if, as t → 0, we have
is a non-zero polynomial which is homogeneous of degree w with respect to the dilations (4.1).
Proof. The asymptotics (4.16) means that in the asymptotics (4.14) for f (x) the leading non-zero terms is f [w] . In view of (4.15) this means hat ∂ α f (0) = 0 for α < w and ∂ α f (0) = 0 for some α ∈ N n 0 with α = w. That is, f (x) has weight w. This proves the result. 4.2. Anisotropic Approximation of Multi-Valued Maps. We shall now extend the previous results to (smooth) maps with values in some Euclidean space R n ′ . We assume we are given a weight sequence (w ′ 1 , . . . , w ′ n ′ ). By this we mean a non-decreasing sequence of integers where w ′ 1 = 1. This enables to endow R n ′ with the family of anisotropic dilations (4.1) associated with this weight sequence. We shall use the same notation for the dilations on R n and R n ′ . When n = n ′ we shall tacitly assume that w ′ j = w j for j = 1, . . . , n.
for all x ∈ R n and t ∈ R. (x) , . . . , Θ n ′ (x)) be a smooth map from U to R n ′ . Given m ∈ Z, m ≥ −w ′ n ′ , we say that Θ(x) is O w ( x w+m ), and write Θ(x) = O w ( x w+m ), when, for k = 1, . . . , n ′ , we have
In what follows we equip C ∞ (U, R n ′ ) with its standard Fréchet-space topology. As an immediate consequence of Lemma 4.12 we obtain the following characterization of O w ( x w+m )-maps.
) be a smooth map from U to R n ′ . In addition, set U = {(x, t) ∈ U × R; t · x ∈ U }. Then the following are equivalent:
For all x ∈ R n and as t → 0, we have t
The following is a multi-valued version of Proposition 4.13.
Proof. For k = 1, . . . , n ′ , we know by Proposition 4.13 that, as t → 0 and in C ∞ (U ), we have
k (x) is a polynomial which is homogeneous of degree ℓ with respect to the dilations (4.1).
with the convention that Θ
for all t ∈ R * . Moreover, the asymptotic expansions (4.19) for k = 1, . . . , n give the asymptotics (4.18). The proof is complete. In the special case of diffeomorphisms we further have the following result.
Proposition 4.22. Let φ : U 1 → U 2 be a smooth diffeomorphism, where U 1 and U 2 are open neighborhoods of the origin 0 ∈ R n . Assume further that φ(0) = 0 and there is m ∈ N such that, near x = 0, we have
whereφ(x) is a w-homogeneous polynomial map. Thenφ(x) is a diffeomorphism of R n and, near x = 0, we have
Proof. We observe that (4.21) implies that φ(x) andφ(x) have the same differential at the origin. It then follows thatφ(x) is a diffeomorphism near the origin. Its w-homogeneity then implies it is a diffeomorphism from R n onto itself. Let Θ : U 2 → R n be the smooth map defined by
Suppose that Θ(x) = O w ( x w+m ′ ) with m ′ < m. Lemma 4.19 then ensures us that t
Therefore, in the asymptotics (4.18) for Θ(x) all the maps Θ [ℓ] (x) vanish for ℓ < m, and so, as t → 0, we have
For j = 1, 2, set U j = {(x, t) ∈ U × R; t · x ∈ U j }. Using (4.22) and Lemma 4.19 shows there is a smooth mapΘ : U 2 → R n such that, for all (x, t) ∈ U 2 with t = 0, we have
Let x ∈ R n . For t ∈ R * small enough (x, t) ∈ U 1 . In this case set φ t (x) = t −1 · φ(t · x). Then (4.21) and Lemma 4.19 imply that
Moreover, using (4.23) and (4.24) we also obtain
As m ′ < m comparing this with (4.25) shows that Θ An immediate induction then shows that Θ(x) = O w ( x w+m ), i.e., φ −1 (x) =φ −1 (x)+O w ( x w+m ). The proof is complete.
4.3.
Anisotropic approximation of differential operators. The notion of weight of a function extends to differential operators as follows. Given a differential operator P on U , for t ∈ R * we denote by δ * t P the pullback of P by the dilation δ t , i.e., δ * t P is the differential operator on δ
Definition 4.23. A differential operator P on R n is homogeneous of degree w, w ∈ Z, when
Example 4.24. For any α ∈ N 0 , the differential operator ∂ α x is homogeneous of degree − α . Remark 4.25. If we write P = a α (x)∂ α x with a α ∈ C ∞ (R n ), then (4.26) shows that P is homogeneous of degree w if and only if each coefficient a α (x) is homogeneous of degree w + α . In particular, all the coefficients a α (x) must be polynomials. Definition 4.26. Let P = |α|≤m a α (x)∂ α x be a differential operator on U . We say that P has weight w, w ∈ Z, when (i) Each coefficient a α (x) has weight ≥ w + α .
(ii) There is one coefficient a α (x) that has weight w + α .
Example 4.27. Let P be a differential operator on R d which is homogeneous of degree w. If P = 0, then P has weight w. In what follows, given any m ∈ N 0 , we denote by DO m (U ) the space of m-th order differential operators on U . If P is an operator in DO m (U ), then they are unique coefficients a α (P )(x) ∈ C ∞ (U ), |α| ≤ m, such that
Set N (m) = #{α ∈ N n 0 ; |α| ≤ m}. We then have a linear isomorphism
The standard Fréchet-space topology of DO m (U ) is so that this map is a topological isomorphism. In addition, on R N (m) we have a family of dilations δ t (x) = t · x, t ∈ R, where
Using this notation we can rewrite (4.26) in the form,
Combining this with Proposition 4.20 we obtain the following version for differential operators.
Proposition 4.29. Let P ∈ DO m (U ). Then, as t → 0, we have
is a homogeneous differential operator of degree ℓ. 
Corollary 4.31. Let P ∈ DO m (U ). Then P has weight w if and only if, as t → 0, we have
where P [w] is a non-zero homogeneous polynomial differential operator of degree w.
Proof. In the same way as in the proof of Corollary 4.15, the asymptotics (4.31) means that in the asymptotics (4.29) for P the leading non-zero term is P [w] . In view of (4.30) this means that ∂ β x a α (P )(0) = 0 when β < w + α and there is at least one pair (α, β) with β = w + α and |α| ≤ m such that ∂ β x a α (P )(0) = 0. Equivalently, each coefficient a α (P )(x) has weight ≥ w + α and we have equality for at least one of them. That is, P has weight w. This proves the result.
Let us now specialize the above results to vector fields. Let X (U ) be the space of (smooth) vector fields on U . Regarding it as a (closed) subspace of DO 1 (U ) we equip it with the induced topology. Equivalently, a vector field X on U has a unique expression as
In the notation of (4.28) we have X[x] = (a 1 (X)(x), . . . , a n (X)(x)), which is a the usual identification of a vector field with a vector-valued map. This provides us with a topological isomorphism between X (U ) and C ∞ (U, R n ). Specializing Lemma 4.29 and Corollary 4.31 to vector fields leads us to the following statement. Proposition 4.32. Let X be a smooth vector field on U .
(1) As t → 0, we have
where X [ℓ] is a homogeneous polynomial vector field of degree ℓ. (2) X has weight w if and only if, as t → 0, we have
in X (U ).
Characterization of Privileged Coordinates
In this section, we produce a characterization of privileged coordinates in terms of the anisotropic approximation of vector fields the previous section. This will show that our definition of privileged coordinates is equivalent to that of Goodman [36] . This will also show how to get all privileged coordinates at a given point and lead us to new proofs that that canonical coordinates of the first and second kind are privileged coordinates.
5.1.
Characterization of privileged coordinates. Let a ∈ M and (x 1 , . . . , x n ) local coordinates centered at a. We denote by U the range of these local coordinates and by V their domain. Note that U is an open neighborhood of the origin in R n . We shall further assume there is an H-frame (X 1 , . . . , X n ) over V .
Using the local coordinates (x 1 , . . . , x n ) we can regard any function (resp., vector field, differential operator) on V as a function (resp., vector field, differential operator) on U . This enables us to define the weight of such objects. In fact, as the weight depends only on the germ near x = 0, we actually can define the weight for any such object that is defined near x = a. However, it should be pointed out that this notion of weight is extrinsic, since it depends on the choice of the local coordinates. For instance, it is not preserved by permutation of the coordinates (x 1 , . . . , x n ) (unless r = 1). For this reason we will refer to this weight as the weight in the local coordinates (x 1 , . . . , x n ).
Definition 5.1. Let X be a vector field on an open neighborhood of a. Let w be its weight in the local coordinates (x 1 , . . . , x n ). Then the vector field X
[w] in (4.32) is denoted by X (a) and is called the model vector field of X in the local coordinates (x 1 , . . . , x n ).
Remark 5.2. The asymptotic expansion (4.32) implies that, as t → 0, we have
Remark 5.3. We can similarly define the model operator of any differential operator on an open neighborhood of a.
As mentioned above, the notion of weight is an extrinsic notion. However, as the following shows, when using privileged coordinates this extrinsic notion of weight actually agrees with the intrinsic notion of order defined in the previous section.
Lemma 5.4 (see also [41] ). Let f be a smooth function near a of order N , and (x 1 , . . . , x n ) privileged coordinates at a adapted to the H-frame (X 1 , . . . , X n ). Then f (x) has weight N in these coordinates.
Proof. As the order of a function is an intrinsic notion, we may work in the local coordinates (x 1 , . . . , x n ). Suppose that f (x) has weight ≥ N + 1 in these coordinates. By Lemma 4.7 near x = 0 there are functions R α (x), |α| ≤ N + 1 ≤ α , such that
As (x 1 , . . . , x n ) are privileged coordinates, for k = 1, . . . , n, the coordinate x k has weight w k . Lemma 3.4 then implies that each monomial x α has order ≥ α 1 w 1 + · · · + α n w n = α , and so each reminder term x α R α (x) in (5.3) has order ≥ α ≥ N + 1. It then follows that f (x) has order ≥ N + 1, which is not possible since by assumption f (x) has order N . Thus, f (x) must have weight ≤ N .
Let w be the weight of f (x). Then ∂ α f (0) = 0 for α < w, and so by Lemma 4.7 there is a smooth function R(x) of weight ≥ w + 1 such that
As f (x) has weight w there is a multi-order α such that ∂ α f (0) = 0. We may choose α such that ∂ β f (0) = 0 if β = w and |β| > |α|. Then we have
As R(x) has weight ≥ w + 1, it has order ≥ w + 1, and so X α R(0) = 0. Moreover, it follows from Lemma 3.15 that if |β| ≤ |α|, then X α (x β )(0) = α!δ αβ . Combining this with (5.4) we see that
This implies that N , the order of f (x), must be ≥ w. As it also is ≥ w, we deduce that w = N . This proves the result.
Remark 5.5. In the ECC case, the equality between weight and order is mentioned without proof in [9, p. 43] , but a proof is given in [41] .
We are now in a position to establish the following characterization of privileged coordinates.
Theorem 5.6. Let (x 1 , . . . , x n ) be local coordinates centered at a that are linearly adapted to the H-frame (X 1 , . . . , X n ). In addition, let U ⊂ R n be the range of these coordinates. Then the following are equivalent:
(i) The local coordinates (x 1 , . . . , x n ) are privileged coordinates at a.
(ii) For j = 1, . . . , n and as t → 0, we have
where X (a) j is homogeneous of degree −w j . (iii) For j = 1, . . . , n, the vector field X j has weight −w j in the local coordinates (x 1 , . . . , x n ). (iv) For every multi-order α ∈ N n 0 , the differential operator X α has weight − α in the local coordinates (x 1 , . . . , x n ).
Proof. It follows from Proposition 4.32 that (iii) implies (ii). Conversely, suppose that (ii) holds. As the coordinates (x 1 , . . . , x n ) are linearly adapted, we know that X j (0) = ∂ j for j = 1, . . . , n. Combining this with (4.26) and (5.5) we see that, as t → 0, we have
Thus, X (a) j agrees with ∂ j at x = 0, and hence this is a non-zero vector field. Combining this with (5.5) and Proposition 4.32 then shows that X j has weight −w j for j = 1, . . . , n. Therefore, we see that (ii) and (iii) are equivalent.
Let us now establish the equivalence between (i), (iii) and (iv). If X = n j=1 a j (x)∂ xj is a vector field on U , then, for k = 1, . . . , n, we have X(
More generally, if P = 1≤|α|≤m a α (x)∂ α x is a differential operator near the origin such that P (0) = 0, then a α (x) = P (x α ) for |α| = 1. In particular, given any non-zero multi-order α ∈ N n 0 , the differential operator X α takes the form,
If we further assume that each such differential operator X α has weight − α , then, for every k = 1, . . . , n, the function X α (x k ) must have weight ≥ w k − α , and so X α (x k )(0) = 0 whenever α < w k . Using Remark 3.14 we then deduce that (x 1 , . . . , x n ) are privileged coordinates. This shows that (iv) implies (i).
Suppose now that (x 1 , . . . , x n ) are privileged coordinates at a. Thus, each coordinate x k then has order w k . It then follows from the definition of the order of a function that the function X j (x k ) has order ≥ w k −w j for j = 1, . . . , n. As (x 1 , . . . , x n ) are privileged coordinates, Lemma 5.4 ensures us that X j (x k ) has weight ≥ w k − w j when w k ≥ w j . Together with (5.7) this implies that X j has weight ≥ −w j . As X j (0) = ∂ j , it then follows that X j has weight −w j for j = 1, . . . , n. Therefore, we see that (i) implies (iii).
To complete the proof it remains to show that (iii) implies (iv). Assume that X j has weight −w j for j = 1, . . . , n. Set
As the coordinates (x 1 , . . . , x n ) are linearly adapted at a to the H-frame (X 1 , . . . , X n ). We have b jk (0) = 0 for j, k = 1, . . . , n. Combining this with (5.2) then shows that the model vector fields X (a) j are given by
More generally, given α ∈ N n 0 , the differential operator (X (a) ) α is of the form,
In particular, we see that X (a) α = 0. Set m = |α|. Using (5.1) we deduce that, as t → 0 and in DO m (U ), we have
) α = 0, this shows that X α has weight − α . This proves that (iii) implies (iv). The proof is complete.
Remark 5.7. The fact that we have the asymptotic expansions of the form (5.5) in privileged coordinates is well known (see [10] ; see also [9, 41] ).
Goodman [36] defined privileged coordinates as linearly adapted local coordinates satisfying (5.5). Therefore, Theorem 5.6 implies that Goodman's definition is equivalent to ours. There is a number of constructions of privileged coordinates in the sense of [36] (see, e.g., [1, 10, 36, 37, 38, 43, 45, 49, 56] ). We thus arrive at the following statement.
Corollary 5.8. All privileged coordinates in the sense of [36] are privileged coordinates in the sense of Definition 3.10. This includes all the aforementioned examples.
5.2.
Getting all privileged coordinates at a point. We shall now explain how Theorem 5.6 enables us to get all systems of privileged coordinates at a given point.
Bearing in mind Definition 4.16, we have the following result.
Proposition 5.9. Let (x 1 , . . . , x n ) be privileged coordinates at a adapted to the H-frame (X 1 , . . . , X n ). Then a change of coordinates x → φ(x) produces privileged coordinates at a adapted to (X 1 , . . . , X n ) if and only if we have
whereφ(x) is a w-homogeneous polynomial diffeomorphism such thatφ
Proof. Let U be the range of the coordinates (x 1 , . . . , x n ). We may assume that U agrees with the domain of φ. We also set V = φ(U ) and y = (y 1 , . . . , y n ) = φ(x). Suppose that (y 1 , . . . , y n ) are privileged coordinates at a adapted to (X 1 , . . . , X n ), so that each coordinate y k = φ k (x) has order w k . As (x 1 , . . . , x n ) are privileged coordinates as well, Lemma 5.4 then ensures us that φ k (x) has weight w k in the coordinates (x 1 , . . . , x n ) for k = 1, . . . , n. By Lemma 4.19 this implies that
Combining this with Proposition 4.20 shows that, as t → 0, we have
whereφ(x) is a w-homogeneous polynomial map. By Lemma 4.19 this implies that
This also implies that φ(x) =φ(x)+O(|x| 2 ) near x = 0, and so φ(x) andφ(x) have the same differential at x = 0. Moreover, as both (x 1 , . . . , x n ) and (y 1 , . . . , y n ) are linearly adapted coordinates, for j = 1, . . . , n, we have
Thus, we see thatφ
Conversely, suppose that φ(x) has a behavior of the form (5.12) near x = 0, whereφ(x) is a whomogeneous polynomial diffeomorphism such thatφ ′ (0) = id. As above, the asymptotics (5.12) implies that φ ′ (0) =φ(0) = id, and so in the same way as in (5.13), for j = 1, . . . , n, we have
Therefore, the coordinates (y 1 , . . . , y n ) are linearly adapted to (X 1 , . . . , X n ). Moreover, by Proposition 4.22 the asymptotics (5.12) also implies thatφ(x) is a diffeomorphism and φ −1 (x) =φ −1 (x)+O w x w+1 near x = 0. Combining this with Lemma 4.19 we see that, as t → 0, we have (5.14)
In addition, as (x 1 , . . . , x n ) are privileged coordinates, we know by Theorem 5.6 that, for j = 1, . . . , n and as t → 0, we have
where the vector field X (a) is homogeneous of degree −w j . For t ∈ R * set φ t (x) = t −1 · φ(t · x). Combining (5.14) and (5.15) shows that, as t → 0 and in X (V ), we have
It is immediate thatφ * X (a) j (y) is homogeneous of degree −w j . It then follows from Theorem 5.6 that the change of coordinates x → φ(x) provides us with privileged coordinates. The proof is complete.
Combining Proposition 5.9 with Proposition 3.23 we then arrive at the following statement.
Corollary 5.10. A system of local coordinates is a system of privileged coordinates at a adapted to (X 1 , . . . , X n ) if and only if it arises from a local chart of the form φ • ψ κ(a) • κ, where κ is local chart near a such that κ(a) = 0, the map ψ κ(a) is as in Definition 3.22, and φ(x) is a diffeomorphism near the origin 0 ∈ R n satisfying (5.11).
Nilpotent Approximations of a Carnot Manifold
In this section, after recalling the nilpotent approximation of a Carnot manifold at a given point in privileged coordinates, we shall determine all the nilpotent approximations that occur at a given point. Incidentally, this will clarify the dependance of the nilpotent approximation on the choice of the privileged coordinates.
Throughout this section we let (X 1 , . . . , X n ) be an H-frame near a given point a ∈ M .
6.1. Nilpotent approximation. We shall now recall how the anisotropic approximation of vector fields in privileged coordinates described in the previous section leads us to the so-called nilpotent approximation. In particular, we will recover the tangent groups of Bellaïche [9] and Gromov [37] (see also [1, 36, 41, 43, 45, 55, 49, 56] ). As opposed to the tangent group in the sense of Definition 2.29 this construction is extrinsic since it depends on the choice of privileged coordinates. We shall work in privileged coordinates centered at a and adapted to the H-frame (X 1 , . . . ., X n ). For j = 1, . . . , n, we denote by X (a) j the model vector field (5.1) in these coordinates.
is the subspace of T R n spanned by the model vector fields X (a) j , j = 1, . . . , n.
For w = 1, . . . , r, letg
w be the subspace ofg (a) spanned by the vector fields X (a) j , with w j = w. This provides us with the grading,
r . Moreover, as (X 1 , . . . , X n ) is an H-frame, it follows from Remark 2.16 that there are smooth functions L k ij (x), w k ≤ w i + w j , satisfying (2.9). Lemma 6.2. For i, j = 1, . . . , n, we have
Combining this with (2.9) we get
if w i + w j ≤ r and is zero otherwise. The proof is complete.
As an immediate consequence of Lemma 6.2 we obtain the following result. Proposition 6.3. With respect to the Lie bracket of vector fields and the grading (6.1) the vector spaceg (a) is a graded nilpotent Lie algebra of step r
In fact, it follows from (2.14) and Lemma 6.2 that the Lie algebras gM (a) andg (a) have the same structure constants with respect to their respective bases {ξ j (a)} and {X (a) j }, where ξ j (a) is the class of X j (a) in g wj M (a). Therefore, we obtain the following result.
Proposition 6.4. Let χ a : gM (a) →g (a) be the linear map defined by
Then χ a is a graded Lie algebra isomorphism from gM (a) ontog (a) .
We also observe that (6.2) implies that, for i, j = 1, . . . , n, the vector field [X
j ] is homogeneous of degree −(w i + w j ). Therefore, for all t > 0, we have
. It then follows that the dilations δ * t , t > 0, induce Lie algebra automorphisms ofg (a) . We realizeg (a) as the Lie algebra of left-invariant vector fields on a graded nilpotent Lie group as follows. Let U be the range of the privileged coordinates (x 1 , . . . , x n ). As there are linearly adapted at a to (X 1 , . . . , X n ), in these coordinates we can write
The formula (5.8) then expresses each model vector field X (a) j , j = 1, . . . , n, in terms of the partial derivatives ∂ α b jk (0) with α + w j = w k and w k > w j .
j , ξ j ∈ R, be a vector field ing (a) . For every y ∈ R n , the flow x(t) := exp(tX)(y) is defined for all t ∈ R. Moreover, it takes the form,
whereĉ kαβ is a universal polynomialΓ kαβ (∂ γ b jl (0)) in the partial derivatives ∂ γ b jl (0) with w j + γ = w l ≤ w k and w j ≤ w l . Each polynomialΓ kαβ is determined recursively by the polynomialŝ Γ jγδ with w j < w k (see (6.7)-(6.8) infra).
j , ξ j ∈ R, be a vector field ing (a) . The flow x(t) = exp(tX)(y) is the solution of the ODE system,
We also observe that if w j + α = w k , then α < w k , and so x α must be a monomial in the components x l with w l < w k . Therefore, setting x(t) = (x 1 (t), . . . , x n (t)) the equationẋ(t) = X(t) can be rewritten in the form,
We thus get a triangular ODE system that can be solved recursively. Combining this with the initial condition x(0) = y, we then see that the solution of (6.5) is given by the recursive relations,
The solution exists for all t ∈ R. Moreover, an induction on w k shows that every component x k (t) is a polynomial in tξ and y of the form (6.4), where each coefficientĉ kαβ is a universal polynomial in the coefficients b jlγ with w j + γ = w l ≤ w k and w j ≤ w l . This proves the result. Lemma 6.5 shows that we have a globally defined smooth exponential map exp :g (a) → R n given by (6.9) exp(X) := exp(tX)(0)| t=1 for all X ∈g (a) .
Although, exp(X) a priori arises from the solution of an ODE system, it follows from (6.4) that exp(X) is determined effectively in terms of the coordinates of X in the basis (X
n ) and the coefficients of the model vector fields X (a)
j , ξ j ∈ R, then setting t = 1 and y = 0 shows that x = exp(X) is given by (6.10)
where we have setĉ kα =ĉ k0α . It also follows from this formula that exp :g (a) → R n is a diffeomorphism, since it expresses x = exp(X) as a triangular polynomial map in the coordinates (ξ 1 , . . . , ξ n ) the diagonal of which is the identity map. In addition, we observe that x k , as a polynomial in ξ, is homogeneous of degree w k with respect to the dilations (4.1). Thus, for all t ∈ R * , we have
We define the Lie group G (a) as R n equipped with the group law given by (6.12)
where X and Y are the unique elements ofg (a) such that exp(X) = x and exp(Y ) = y, and X · Y is the Dynkin product (2.4). For j = 1, . . . , n, the vector field X (a) j generates a one-parameter subgroup exp(tX
, and so this is a left-invariant vector field on G (a) . As
n ) is a basis ofg (a) , we then arrive at the following statement.
Proposition 6.6. The Lie algebra of left-invariant vector fields on G (a) is preciselyg (a) .
Definition 6.7. The graded nilpotent Lie group G (a) equipped with its left-invariant Carnot manifold structure is called the nilpotent approximation of (M, H) at a with respect to the privileged coordinates (x 1 , . . . , x n ).
Remark 6.8. In what follows we will often abuse language and call G (a) the nilpotent approximation of (M, H) at a. Definition 6.9. g(a) is the nilpotent Lie algebra obtained by equipping T R n (0) with the Lie bracket given by (6.13) [
otherwise
Remark 6.10. The Lie algebra g(a) depends only on the structure constants L k ij (a), w i + w j = w k , and so it does not depend on the choice of the privileged coordinates (x 1 , . . . , x n ).
Remark 6.11. g(a) is a graded nilpotent Lie algebra with respect to the grading, (6.14)
where g w (a) := Span{∂ j ; w j = w}.
Proposition 6.12. The Lie algebra of G (a) is precisely g(a). Moreover, the dilations (4.1) are group automorphisms of G (a) .
Proof. We know thatg (a) is the Lie algebra of left-invariant vector fields on G (a) . By definition this is the Lie algebra generated by the vector fields X n . These vector fields satisfy the commutator relations (6.2). As X (a) j (0) = ∂ j we see that the Lie bracket of the Lie algebra T G (a) (0) satisfies (6.13). Thus, as a Lie algebra T G (a) (0) agrees with g(a). In addition, using (2.3) and (6.11) shows that, for all X, Y ∈g (a) and t ∈ R, we have
It then follows that the dilations δ t , t ∈ R, are group automorphisms of G (a) . The proof is complete.
6.2. The Class N X (a). In view of Proposition 6.12 it is natural to introduce the following class of nilpotent groups. Definition 6.13. N X (a) consists of nilpotent groups G that are obtained by equipping R n with a group law such that (i) The dilations (4.1) are group automorphisms of G.
(ii) The Lie algebra T G(0) of G is precisely g(a).
Remark 6.14. The condition (i) automatically implies that the origin is the unit of G.
Remark 6.15. The condition (i) also implies that the dilations δ t , t ∈ R, induce a family of dilations δ
. In the basis (∂ 1 , . . . , ∂ n ) there are given by (4.1), and so they agree with the dilations (2.2) defined by the grading (6.14) of g(a).
Definition 6.16. Suppose that G is a nilpotent Lie group which is built out of R n and has the origin has unit. Letg be its Lie algebra of left-invariant vector fields. The canonical basis ofg is the basis (Y 1 , . . . , Y n ), where Y j is the unique left-invariant vector field on such that Y j (0) = ∂ j .
It will be convenient to describe the nilpotent Lie groups in the class N X (a) in terms of their Lie algebras of left-invariant vector fields. As mentioned in Remark 6.15, the dilations δ t , t ∈ R, in (4.1) induce on T G(0) = T R n (0) dilations that agree with the dilations defined by the grading (6.14). Thus, for all t ∈ R * and j = 1, . . . , n, we have δ ′ t (0)∂ j = t −wj ∂ j . Bearing this in mind, let t ∈ R * and j ∈ {1, . . . , n}. As δ t is a group automorphism of G, the vector field t wj δ * t Y j is a left-invariant vector field on G. Moreover, at x = 0 we have
Therefore, by left-invariance t wj δ * t Y j = Y j . This shows that Y j is homogeneous of degree −w j for all j = 1, . . . , n.
Conversely, let (Y 1 , . . . , Y n ) be a family of vector fields satisfying (i)-(ii). The property (ii) implies that Y 1 , . . . , Y n generate a graded nilpotent Lie algebrag of vector fields on R n . Moreover, thanks to the property (i) we can argue along the same lines as that of the proof of Lemma 6.5 to show that, for every vector field Y = η j Y j , η j ∈ R, ing and for every y ∈ R n , the flow exp(tY )(y) exists for all times t ∈ R and is of the form (6.4). Therefore, in the same way as in (6.9), we have a globally defined exponential map exp :g → R n , which is a smooth diffeomorphism. This allows us to define a group law on R n as in (6.12) . Letting G be R n equipped with that group law, we obtain a nilpotent Lie group whose Lie algebra of left-invariant vector fields isg. Note that the product law of G is uniquely determined byg, and so it is uniquely determined by (Y 1 , . . . , Y n ).
Obviously (Y 1 , . . . , Y n ) is the canonical basis of left-invariant vector fields on G. Moreover, the properties (i)-(ii) allow us to argue along the same lines as that of the proof of Proposition 6.12 to see that the Lie algebra T G(0) of G agrees with the Lie algebra g(a) and the dilations (4.1) are group automorphisms of G. That is, the group G is in the class N X (a). The proof is complete. 6.3. Getting all nilpotent approximations. It follows from Proposition 6.12 that, given any system of privileged coordinates at a adapted to (X 1 , . . . , X n ), the nilpotent approximation G (a) is in the class N X (a). We shall now establish the converse of this result. More precisely, given any graded nilpotent Lie group G in the class N X (a), we will see how to get all the systems of privileged coordinates in which the nilpotent approximation is given by G.
In what follows, we let (x 1 , . . . , x n ) be privileged coordinates at a adapted to (X 1 , . . . , X n ). For j = 1, . . . , n, we let X (a) j be the model vector field at a of X j , and we denote byg (a) the Lie algebra generated by X
1 , . . . , X
n . By Proposition 6.6 this is the Lie algebra of left-invariant vector fields on the nilpotent approximation G (a) in the privileged coordinates (x 1 , . . . , x n ).
Lemma 6.18. Let φ : R n → R n be a w-homogeneous smooth diffeomorphism such that
Then φ is the identity map.
Proof. We note that the w-homogeneity and smoothness of φ imply that φ(0) = 0. Therefore, in order to prove that φ = id we only have to show that
We also observe that (6.15) means that
In particular, setting x = 0 gives
Combining this with the w-homogeneity of φ we deduce that its components φ k (x), k = 1, . . . , n, are of the form,
In particular, we see that φ k (x) does not depend on the variables x j with w j ≥ w k and j = k and its linear component is just x k . Thus,
In particular, this gives (6.16) when w k − w j ≤ 0. We also know by (5.8) that the vector fields X (a) j , j = 1, . . . , n, are of the form,
where b jl (x) is a linear combination of monomials x α with α = w l − w j . In particular, the coefficient b jl (x) does not depend on the variables x p with w p > w l − w j . In addition, using (6.18) we get
Note also that, as φ k (x) is polynomial and homogeneous of degre w k , we have ∂ l φ k (x) = 0 when w l > w k . Therefore, by combining (6.17) and (6.19) we get (6.20)
We shall now proceed to prove (6.16) by induction on w k − w j . We already know that (6.16) holds when w k − w j ≤ 0. Assume that (6.16) holds for w k − w j < m for some m ∈ N. We remark that if w k ≤ m, then, for all j = 1, . . . , n, we have w k − w j ≤ m − 1 < m, and so ∂ j φ k (x) = δ jk . As φ k (0) = 0, we then deduce that
Let j and k be positive integers ≤ n such that w j < w k ≤ w j + m. Then (6.20) gives
If w j < w l ≤ w k , then w k − w l < w k − w j ≤ m, and so ∂ l φ k (x) = δ lk . Moreover, as mentioned above, the coefficient b jk (x) depends only on the variables x p with w p ≤ w k − w j ≤ m. As (6.21) ensures us that φ p (x) = x p for w p ≤ m, we deduce that b jk (φ(x)) = b jk (x). It then follows that
This shows that (6.16) is true when w k − w j ≤ m. It then follows that ∂ j φ k (x) = δ jk for all j.k = 1, . . . , n, and hence φ is the identity map. The proof is complete.
Suppose that G is a nilpotent group in the class N X (a). That is, G is the manifold R n equipped with a group law satisfying the conditions (i)-(ii) of Definition 6.13. We denote byg be the Lie algebra of left-invariant vector fields on G, and let (Y 1 , . . . , Y n ) be its canonical basis. As mentioned in the proof of Proposition 6.17, in the same way as in (6.9) we have a globally defined exponential map exp :g → R n , which is a smooth diffeomorphism. Therefore, we define a smooth diffeomorphism exp Y :
In fact, as also mentioned in the proof of Proposition 6.17, exp Y (x) is of the form (6.4) with y = 0 and t = 1, i.e., it is of the form (6.10). Therefore, we obtain a w-homogeneous polynomial diffeomorphism such that exp ′ Y (0) = id. Likewise, we have a w-homogeneous polynomial diffeomorphism exp X (a) : R n → R n given by
follows that φ Y is given by the composition of maps of Lie groups, and so this is a Lie group isomorphism from G (a) onto G. Recall that, for j = 1, . . . , n, the vector field Y j (resp., X (a) j ) is the unique left-invariant vector field on G (resp., G (a) ) that agrees with ∂ j at x = 0. As φ Y is a Lie group isomorphism and
is a left-invariant vector field on G which at x = 0 is
It remains to show that φ Y is the unique w-homogeneous diffeomorphism of R n satisfying (6.24). Let ψ : R n → R n be another such diffeomorphism. Then φ −1 Y • ψ is a w-homogeneous smooth diffeomorphism. Moreover, for j = 1, . . . , n, we have
It then follows from Lemma 6.18 that φ −1 Y • ψ = id, i.e., ψ = φ Y . Thus, φ Y is the unique w-homogeneous diffeomorphism of R n satisfying (6.24). The proof is complete.
We are now in a position to prove the following result.
Theorem 6.20. Suppose that G is a nilpotent Lie group in the class N X (a). Let (x 1 , . . . , x n ) be privileged coordinates at a adapted to (X 1 , . . . , X n ). Then a change of coordinates x → φ(x) produces privileged coordinates at a adapted to (X 1 , . . . , X n ) in which the nilpotent approximation is G if and only if, near x = 0, we have
where φ Y is defined in (6.23). In particular, x → φ Y (x) is the unique such change of coordinates which is w-homogeneous.
Proof. Let x → φ(x) be a change of coordinates. By Proposition 5.9 the new coordinates (y 1 , . . . , y n ) = φ(x) are privileged coordinates at a adapted to (X 1 , . . . , X n ) if and only if
whereφ(x) is a polynomial w-homogeneous map such that φ ′ (0) = id. We observe that (6.25) is a special case of such an asymptotics, since φ Y (x) is a w-homogeneous polynomial map such that φ ′ Y (0) = id. Therefore, we may assume that φ(x) has a behavior of the form (6.26) .
Let U be the range of the privileged coordinates (x 1 , . . . , x n ), and set V = φ(U ). If φ(x) has a behavior of the form (6.26) near x = 0, then using (5.16) we see that, for j = 1, . . . , n and as t → 0, we have
This shows thatφ * X (a) j is the model vector field of X j in the privileged coordinates (y 1 , . . . , y n ). We know by Proposition 6.17 that the nilpotent Lie groups in the class N X (a) are uniquely determined by the canonical bases of their Lie algebras of left-invariant vector fields. Therefore, we see that the nilpotent approximation in the privileged coordinates (y 1 , . . . , y n ) is given by G if and only ifφ * X (a) j = Y j for j = 1, . . . , n. By Proposition 5.9 this happens if and only ifφ = φ Y , i.e., the map φ(x) has a behavior of the form (6.25) near x = 0.
Finally, note that in (6.26) the w-homogeneous mapφ(x) is uniquely determined by φ (cf. Proposition 4.20 and Remark 4.21). Therefore, if φ(x) is w-homogeneous and has a behavior of the form (6.25), then it must agree with φ Y (x) everywhere. Thus, x → φ Y (x) is the unique whomogeneous change of coordinates that provide us with privileged coordinates in which the nilpotent approximation is given by G. The proof is complete.
Combining Theorem 6.20 with Proposition 6.12 we arrive at the following statement.
Corollary 6.21. Let G be a graded nilpotent Lie group of step r built out of R n . Then the following are equivalent:
(i) G provides us with the nilpotent approximation of (M, H) at a in some privileged coordinates at a adapted to (X 1 , . . . , X n ). (ii) G belongs to the class N X (a).
6.4. Example: Nilpotent approximations of a Heisenberg manifold. Let us illustrate Theorem 6.20 and Corollary 6.21 in the case of a Heisenberg manifold (M n , H), where H ⊂ T M is a hyperplane bundle that gives rise to the step 2 Carnot filtration (H, T M ). Let (X 1 , . . . , X n ) be an H-frame near a given point a ∈ M . Then the class N X (a) is uniquely determined by the coefficients
In addition, in this setup the dilations (4.1) are given by
An example of group in the class N X (a) is the group G 0 which is obtained by equipping R n with the group law,
where we have set L(a)(x, y) =
Note that Y 
We observe that, for i, j = 1, . . . , n − 1, we have
Therefore, we have Lie algebra of left-invariant vectors on a unique nilpotent group in the class N X (a). In fact, this group is obtained by equipping R n with the group law,
where we have set
This shows that the class N X (a) is parametrized by the space of real symmetric (n − 1) × (n − 1)-matrices. Combining this with Corollary 6.21 we then arrive at the following statement.
Proposition 6.22. Let (M n , H) be a Heisenberg manifold and (X 1 , . . . , X n ) an H-frame near a point a ∈ M . Then there is a one-to-one correspondance between real symmetric (n − 1) × (n − 1)-matrices and the nilpotent approximations of (M, H) at a associated with privileged coordinates at a adapted to (X 1 , . . . , X n ).
More generally, let (M, H) be a step r Carnot manifold of step r with weight sequence (w 1 , . . . , w n ) and type (m 1 , . . . , m r ) (where m j = rk H j ). By elaborating on the previous considerations, it can be shown that every class N X (a) contains a subclass which is parametrized by a subspace of real n × n-matrices, the dimension of which is equal to m r 2 · wi+wj =r wi<wj
More precisely, suppose that G is a nilpotent Lie group in the class N X (a). Let (Y 1 , . . . , Y n ) be the canonical basis of its Lie algebra of left-invariant vector fields. Then we get a family of other nilpotent Lie groups in N X (a) that are associated with the Lie algebras of vector fields generated by families (Y 1 + Z 1 , . . . , Y n + Z n ), where the vector fields Z j , j = 1, . . . , n, are of the form,
Like in the Heisenberg manifold case, when r = 2 this produces all the nilpotent approximations associated with privileged coordinates at a adapted to (X 1 , . . . , X n ). In any case, we obtain a very large class of nilpotent approximations at any given point of M .
Canonical coordinates
In this section, we explain how to use Proposition 5.9 to recover the facts that the canonical privileged coordinates of the first kind of [36, 56] and the canonical coordinates of the second kind of [10, 38] are privileged coordinates in the sense considered in this paper. The approach is based on the observation that in privileged coordinates the passages to the canonical coordinates of the 1st and 2nd kind on a Carnot manifold are suitably approximated by the passages to the canonical coordinates on the nilpotent approximation (see Proposition 7.4 and Proposition 7.7 below for the precise statements). This approach has the advantage of avoiding technical manipulations with flows of vector fields, but it presupposes the existence of privileged coordinates.
7.1. Canonical coordinates of the first kind. Let U 0 be an open subset of M over which the H-frame (X 1 , . . . , X n ) is defined. Given any vector field X on U 0 and any point y 0 ∈ U , the flow exp(tX)(y 0 ) is the solution of the initial-value problem,
When the solution of this initial-value problem is defined on a given interval I containing 0 we shall say that the flow exp(tX)(y 0 ) exists for all s ∈ I. The only result on vector field flows that we need is the following lemma, which follows from standard ODE theory (see, e.g., [52, Theorem 2.3.2] ). Suppose now that (x 1 , . . . , x n ) are local coordinates centered at a adapted to the H-frame (X 1 , . . . , X n ). We denote by U the range of these coordinates. This is an open neighborhood of 0 ∈ R n . For sake of simplicity we also assume that U is w-balanced in the sense that δ t (U ) ⊂ U for all t ∈ [0, 1]. For instance, the cubes n j=1 (−c wj , c wj ), c > 0, are w-balanced. As these cubes form a basis of neighborhoods of the origin, there is no loss of generality in assuming that U is w-balanced.
As (x 1 , . . . , x n ) are privileged coordinates at a adapted to (X 1 , . . . , X n ), we know by Theorem 5.6 that, for j = 1, . . . , n, the vector field X j has weight −w j . Let X (a) j be its model vector field. For t ∈ [−1, 1], we letX j (t) be the vector field defined by
Moreover, as X j has weight w j , for each k = 1, . . . , n, the coefficient a jk (x) has weight ≥ w k − w j . Thus, by Lemma 4.12 there is a function Θ jk (x, t) ∈ C ∞ (U) such that a jk (t · x) = t w k −wj Θ jk (x, t) for all (x, t) ∈ U, t = 0. Combining this with (4.26) we see that, for all (x, t) ∈ U with t = 0, we have
The C ∞ -regularity near t = 0 of the functions Θ jk (x, t) then implies that, as t → 0, we have
In view of (5.1) this implies that X (a) j = Θ jk (x, 0)∂ x k . Combining this with (7.1) and (7.2) we then deduce that on U we havê
As the functions Θ jk (t, x) are smooth on U ⊃ [−1, 1] × U , this shows that (X j (t)) |t|≤1 is a C ∞ -family of smooth vector fields on U . The proof is complete.
For x ∈ R n and t ∈ [−1, 1], we set X(t, x) = x 1X1 (t) + · · · + x nXn (t).
It follows from Lemma 7.2 that this defines a C ∞ -family of vector fields on U parametrized by [−1, 1] × R n . In particular, for every x ∈ R n , this provides us with a smooth homotopy between X(1, x) = x 1 X 1 + · · · + x n X n andX(0, x) = x 1 X (a)
n .
Lemma 7.3.
There are open neighborhoods V and W of the origin 0 ∈ R n with W ⊂ U , such that the flow exp(sX(t, x))(y) exists for all s, t ∈ [−1, 1] and (x, y) ∈ V × W and depends smoothly on these parameters.
Proof. As (X(t, x)) is a smooth family of vector fields, it follows from Lemma 7.1 that, there are c > 0 and neighborhoods V and W of the origin 0 ∈ R n with W ⊂ U such that, the flow exp(sX(t, x))(y) exists for all s, t ∈ [−c, c] and (x, y) ∈ V × W and depends smooth on these parameters. In addition, let λ ∈ (0, 1). For j = 1, . . . , n, the homogeneity of X λs λ −1 · (λ −1 x) j (δ λ ) * X j (λt) .
That is, we have (7.3) sX(t, x) = λs(δ λ ) * X λt, λ −1 · (λ −1 x) for all s ∈ R and x ∈ R n .
Suppose that c < 1 and setx = c −1 · (c −1 x). Using (7.3) we deduce that, for all s, t ∈ [−c, c] and (x, y) ∈ V × W such thatx ∈ V and c −1 · y ∈ W , we have (7.4) exp sX(t, x) (y) = exp cs(δ c ) * X (ct,x) (y) = c · exp csX(ct,x) (c −1 · y).
Note that the flow exp(csX(ct,x))(c −1 · y) actually exists for all s, t ∈ [−1, 1]. Therefore, if we set V ′ = V ∩ (cδ c (V )) and W ′ = δ c (W ), then (7.4) shows that the flow exp(sX(t, x))(y) exists for all s, t ∈ [−1, 1] and (x, y) ∈ V ′ × W ′ and depends smoothly on these parameters. This proves the result.
Let V and W be as in Lemma 7.3. We thus define a smooth map exp X : V → R n by letting exp X (x) = exp (x 1 X 1 + · · · + x n X n )(0) = exp sX(1, x) (0) s=1 , x ∈ V. Proof. Let x ∈ V and t ∈ (−1, 1), t = 0. In the same way as in (7.3)-(7.4) we have (7.5) t −1 · exp X (t · x) = t −1 · exp X (1, t · x) (t · 0) = exp X (t, x) (0).
Note that exp(X(0, x))(0) = exp(x 1 X (a)
1 +· · ·+x n X (a) n )(0) = exp X (a) (x). Thus, the C ∞ -regularity of t → exp(X(t, x))(0) on [−1, 1] × V implies that, as t → 0, we have t −1 · exp X (t · x) = exp X (a) (x) + O(t) in C ∞ (V ).
Using Lemma 4.19 we then deduce that exp X (x) = exp X (a) (x) + O w ( x w+1 ) near x = 0. The proof is complete.
Using Lemma 7.3 and pulling back the flow exp(sX(1, x))(y) to M shows there is a neighborhood W 0 of a in M such that the flow exp(s(x 1 X 1 + · · · + x n X n ))(y) is defined for all s ∈ [−1, 1] and (x, y) ∈ V × W 0 and depends smoothly on these parameters. In particular, we have a smooth map V ∋ x → exp X (x; a) ∈ M given by exp X (x; a) = exp(x 1 X 1 + · · · + x n X n )(a),
x ∈ V.
For j = 1, . . . , n, we have ∂ xj exp X (0; a) = X j (a). As (X 1 (a), . . . , X n (a)) is a basis of T M (a), we deduce that exp ′ X (0; a) is non-singular. Therefore, possibly by shrinking V we may assume that x → exp X (x; a) is a diffeomorphism from V onto an open neighborhood of a in M . Its inverse map then is a local chart around a. The local coordinates defined by this chart are the so-called canonical coordinates of the first kind (cf. [36, 56] ).
Proposition 7.5 ( [36, 56] ; see also [41] ). The canonical coordinates of the 1st kind above are privileged coordinates at a adapted to (X 1 , . . . , X n ).
Proof. These local coordinates are defined by the local chart κ a that inverts the map V ∋ x → exp X (x; a). Let κ be a local chart that gives rise to privileged coordinates at a adapted to (X 1 , . . . , X n ). Without any loss of generality we may assume that κ a and κ have the same domain. Set φ = κ a • κ −1 . If we denote by (x 1 , . . . , x n ) the local coordinates defined by κ, then we pass from these coordinates to the canonical coordinates of the 1st kind by means of the change of coordinates x → φ(x). Therefore, by Proposition 5.9 in order to show that the canonical coordinates of the 1st kind are privileged coordinates we only have to check that φ(x) has a behavior of the form (5.11) near x = 0.
We observe that, for all x ∈ V , we have φ −1 (x) = κ [exp(x 1 X 1 + · · · + x n X n )(a)] = κ • exp (x 1 κ * X 1 + · · · + x n κ * X n ) • κ −1 (0) = exp (x 1 κ * X 1 + · · · + x n κ * X n ) (0).
In other word, φ −1 (x) is the map exp X in the privileged coordinates defined by κ. Therefore, by Proposition 7.4, near x = 0, we have (7.6) φ −1 (x) = exp X (a) (x) + O w x w+1 .
As exp X (a) (x) is a w-homogeneous map, Proposition 4.22 implies that φ(x) has a behavior of the form (5.11) near x = 0. As mentioned above this shows that the canonical coordinates of the 1st kind are privileged coordinates. The proof is complete.
7.2. Canonical coordinates of the 2nd kind. Let us now turn to canonical coordinates of the 2nd kind. Suppose that (x 1 , . . . , x n ) are privileged coordinates at a adapted to (X 1 , . . . , X n ).
Lemma 7.6. There exist neighborhoods V and W k , k = 1, . . . , n, of the origin 0 ∈ R n with W 1 ⊂ · · · ⊂ W n ⊂ U such that (i) For every j = 1, . . . , n, the flow exp(sx jXj (t))(y) exists for all s, t ∈ [−1, 1] and (x, y) in V × W n and depends smoothly on these parameters. (ii) For every j = 1, . . . , n and k = 1, . . . , n − 1, we have exp sx jXj (t) (W k ) ⊂ W k+1 for all s, t ∈ [−1, 1] and x ∈ V .
Proof. Let V and W be as in Lemma 7.3. Given any ǫ > 0, we denote by B ǫ (0) the ball of radius ǫ about the origin 0 ∈ R n . Let ρ > 0 and δ > 0 be such that B ρ (0)) ⊂ V and B δ (0)) ⊂ W . Note that exp(sX(t, 0))(y) = exp(0)(y) = y. Therefore, the C 1 -regularity near x = 0 of the flow exp(sX(t, 0))(y) implies there is constant C > 0 such that, for all s, t ∈ [−1, 1] and (x, y) in B ρ (0)) × B δ (0), we have (7.7) exp sX(t, x) (y) − y ≤ C|x|.
Set ρ ′ = min{ρ, (nC) −1 δ}, and let s, t ∈ [−1, 1] and x ∈ B ρ ′ (0). Given any δ ′ ∈ (0, δ) and y ∈ B δ ′ (0) the estimate (7.7) implies that | exp(sX(t, x))(y)| ≤ |y| + C|x| ≤ δ ′ + n −1 δ. Thus, if for k = 1, . . . , n we set W k = B k n δ (0), then, for k = 1, . . . , n − 1, we have (7.8) exp sX(t, x) (W k ) ⊂ W k+1 for all s, t ∈ [−1, 1] and x ∈ V .
Let (ǫ 1 , . . . , ǫ n ) be the canonical basis of R n , and set V ′ = (−ρ ′ , ρ ′ ) n . Given any x ∈ V ′ , for j = 1, . . . , n, the point x j ǫ j is in V ′ andX(t, x j ǫ j ) = x jXj (t). Therefore, the flow exp(sx jXj (t))(y) exists for all s, t ∈ [−1, 1] and (x, y) ∈ V ′ × W n and depends smoothly on these parameters. Moreover, for k = 1, . . . , n − 1, it follows from (7.8) that exp(sX(t, x))(W k ) ⊂ W k+1 for all s, t ∈ [−1, 1] and x ∈ V . This proves the lemma.
Let V and W k , k = 1, . . . , n, be neighborhoods of the origin 0 ∈ R n as in Lemma 7.6. Then, for j = 1, . . . , n, the flow exp(sx jXj (t))(y) exists for s, t ∈ [−1, 1] and (x, y) ∈ V × W n−j+1 and gives rise to a smooth map from [−1, 1] 2 × V × W n−j+1 to W n−j+2 (with the convention that W n+1 = U ). Therefore, the composition of flows exp(sx 1X (t)) • · · · • exp(sx nX (t))(y) is well defined for all s, t ∈ [−1, 1] and (x, y) ∈ V × W 1 and depends smoothly on these parameters. In particular, this allows us to define a smooth map γ X : V → R n by letting γ X (x) = exp (x 1 X 1 ) • · · · • exp (x n X n )(0)
= exp x 1X1 (1) • · · · • exp x nXn (1) (0) s=1 , x ∈ V.
Proposition 7.7. Suppose that (x 1 , . . . , x n ) are privileged coordinates at a adapted to (X 1 , . . . , X n ). Then, near x = 0, we have γ X (x) = exp x 1 X (a) 1
• · · · • exp x n X (a) n (0) + O w x w+1 .
Proof. Given any x ∈ V and t ∈ [−1, 1], t = 0, in the same way as in (7.5) we have
= exp (x 1 t w1 δ * t X 1 ) • · · · • exp (x n t wn δ * t X n )(0) (7.9) = exp x 1X1 (t) • · · · • exp x nXn (t) (0).
As it follows from the discussion right after Lemma 7.6, for j = 1, . . . , n we have a smooth map [−1, 1]×V ×W n−j+1 ∋ (t, x, y) → exp(x jXj (t))(y) ∈ W n−j+2 . In addition, we haveX j (0) = X (a) j . Therefore, the C ∞ -regularity near t = 0 of the above map implies that, as t → 0, we have exp x jXj (t) (y) = exp x j X (a) j (y) + O(t) in C ∞ (V × W n−j+1 , W n−j+2 ).
Combining this with (7.9) we deduce that, as t → 0 and in C ∞ (V ), we have
• · · · • exp x n X Pulling back the flows exp(sx j X j ) to the manifold M enables us to define a smooth map V ∋ x → γ X (x; a) by γ X (x; a) = exp (x 1 X 1 ) • · · · • exp (x n X n )(a),
Furthermore, for j = 1, . . . , n we have ∂ xj γ X (0) = ∂ xj exp(x j X j )(a) = X j (a). Therefore, in the same way as with the map exp X , possibly by shrinking V we may assume that γ X is a diffeomorphism from V onto an open neighborhood of a. The inverse of this map is a local chart around a. The local coordinates defined by this chart are called canonical coordinates of the second kind (cf. [10, 38] ). By using Proposition 7.7 and arguing as in the proof of Proposition 7.5 we recover the following result.
Proposition 7.8 ( [10, 38] ; see also [41, 49] ). The canonical coordinates of the 2nd kind above are privileged coordinates at a adapted to (X 1 , . . . , X n ).
