[1] This study proposes an approach, SATS-GWT, that combines simulated annealing (SA), tabu search (TS), and the three-dimensional groundwater flow and solute transport model (MODFLOW-GWT). Our approach is used to estimate the source information: source location, release concentration, and release period. The sampling concentrations at monitoring points are simulated by the MODFLOW-GWT with an assumed release concentration and release period at a known source location. In the source estimation process, the source location is selected by TS within the suspected source area, and the trials for release concentrations and release periods are generated by SA. The MODFLOW-GWT is employed to compute the simulated concentrations at the monitoring points with the trial solution. The above mentioned procedures are repeated until the stopping criterion regarding the differences of objective function value (OFV) is met. The last trial source information which yields the best OFV is the final solution. Six studies on the homogeneous site, two studies on the heterogeneous site, and one study on the transient flow problem are conducted in this study. A suggestion regarding the optimal number of monitoring points and the condition for estimating the source information is given on the basis of the studies for homogeneous and heterogeneous aquifers. All results indicate that the proposed SATS-GWT can give good estimations, even when the sampling concentrations contain measurement errors.
Introduction
[2] Groundwater pollution problems have attracted much attention in recent years. Once a groundwater contamination site is found, the contaminant source information such as source location, release period, and release concentration should be determined. The major purposes of contaminant source identification are to recognize the source location and determine the party responsible for the groundwater contamination. Furthermore, by knowing the source information, the remedial response actions may be more efficient. Atmadja and Bagtzoglou [2001] divided the groundwater contaminant source identification problem into two categories. The first is the release history recovery problem which is to reconstruct the source release history at a known location. The second is the source information problem which is to determine the source location with a known release concentration and period. They also reviewed the methods that had been developed in identifying the source location and release history, including the optimization approach, probabilistic and geostatistical simulation approach, analytical solution and regression approach, and direct approach.
[3] For the release history recovery problem, Liu and Ball [1999] classified this problem into two types: functionfitting and full-estimation approaches. The function-fitting approach initially assumes the release history as a particular function and reformulates it to an optimization problem. Then a gradient-type or non-gradient-type method is employed to estimate the best fit parameters of the release function [Gorelick et al., 1983; Wagner, 1992] . The fullestimation approach is used to reconstruct the release history by matching the simulated concentrations with the sampling concentrations [Skaggs and Kabala, 1994 , 1995 Woodbury and Ulrych, 1996; Snodgrass and Kitanidis, 1997; Woodbury et al., 1998; Liu and Ball, 1999; Wilson, 1999, 2001; Neupauer et al., 2000] .
[4] For the source information estimation problem, Gorelick et al. [1983] employed a groundwater transport simulation model incorporating linear programming and multiple regressions to estimate the source information. They defined the error as the difference between sampling concentration and simulated concentration. Then the linear programming method and multiple regression method were respectively used to minimize the sum of the absolute errors and the sum of the squared errors. Both methods could properly identify the source location, although the estimated release concentration was incorrect in the transient case. Hwang and Koerner [1983] employed a modified finite element model and limited monitoring well data to identify the pollution source by minimizing the sum of the squared errors between the sampling and simulated concentrations. The National Research Council [1990] suggested using a trial-and-error method incorporated with a forward model to solve the problem of source information estimation. Bagtzoglou et al. [1992] proposed an approach using particle methods to provide probabilistic estimates of source location and time history in a heterogeneous site. Their study indicated that the simulation with a conditional conductivity field performs as well as the simulation with a perfectly known conductivity field. Mahar and Datta [1997 ] provided a serial investigation to different types of source information estimation problems. In their study, the finite difference method was employed to approximate two-dimensional groundwater flow and the transport equations. They formulated the source estimation problem as a constrained optimization form and solved the objective function by nonlinear programming. Their study successfully identified the source information for flow in both steady and transient states. Sciortino et al. [2000] developed an inverse procedure based on the LevenbergMarquardt method and a three-dimensional analytical model to solve the least squares minimization problem for identifying the source location and the geometry of a DNAPL pool. Their study showed that the result is highly sensitive to the hydrodynamic dispersion coefficient.
[5] Gradient-type approaches require giving initial guess values for the unknown variables and using an iterative scheme to solve the nonlinear equations. A proper initial guess, given by an experienced investigator, can yield good results with quick convergence. However, if an improper initial guess is made, the obtained solution may be trapped in a local optimum or even become divergent. Recently, some investigators have tried to solve the optimization problem by using heuristic approaches such as the genetic algorithm (GA), simulated annealing (SA), and tabu search (TS). In contrast to the gradient-type approaches, the heuristic approaches directly generate an arbitrary guess value as the trial solution and can still achieve optimal result for the problem. The heuristic approaches determine the optimum solution on the basis of the specified objective function value and convergence criterion. Thus these approaches do not involve taking the derivatives of the decision variables, which are generally difficult to evaluate analytically or numerically in nonlinear and nonconvex problems. Aral and Guan [1996] proposed an approach called improved genetic algorithm (IGA) to determine the contaminant source location, leak rate, and release period. The results obtained from IGA agreed with those obtained from linear and nonlinear programming approaches. Aral et al. [2001] proposed a new approach, called the progressive genetic algorithm (PGA), in which the GA is combined with the groundwater simulation model, for the source identification problem. Their results indicated that the initial guess does not influence the identified solution. Mahinthakumar and Sayeed [2005] and Sayeed and Mahinthakumar [2005] employed hybrid genetic algorithm-local search (GA-LS) methods to solve the groundwater source identification problem. In their studies, the GA was first applied to obtain the results which then were used as the initial guesses for the local search to obtain the global optimum. A total of 1800 observations were employed to locate the contaminant source location and reconstruct the release history. Their results indicated that the GA-LS methods were very effective to the groundwater source identification problem. Mahinthakumar and Sayeed [2006] further compared four hybrid GA-LS optimization approaches for estimating the source information. Their study also considered both singleand multiple-source releases in three-dimensional heterogeneous flow fields under the condition that the flow is in steady state. The results showed that the release history recovery problem with the known potential source locations is much easier to solve than the source location identification problem.
[6] In addition to the source information estimation problems, heuristic methods are also applied in other fields. Zheng and Wang [1996] treated the problem of identifying optimal parameter structure as a large combinatorial optimization problem. They employed the TS and SA to solve the combinatorial optimization problem. Their results indicated that their proposed approach performed extremely well compared to those obtained from the grid search or descent search approach. Tung et al. [2003] developed an optimal procedure for applying SA and the short distance method with MODFLOW to determine the best zonation of hydraulic conductivity. They determined the best zonation of hydraulic conductivity by minimizing the errors in hydraulic head. Their results illustrated that the procedure can effectively determine and delineate the hydrogeological zones. Tung and Chou [2004] proposed a procedure for identifying the spatial pattern of groundwater pumping rates by integrating TS and pattern classification. Their procedure was successfully applied to a simulated problem based on real conditions. They also mentioned that the procedure can also be applied to different problems of pattern classification.
[7] Three objectives are considered in this current study. The first objective is to develop a hybrid approach to solve the source information estimation problem, which is formulated as an optimization problem. This approach, called SATS-GWT, combines the merits of SA and TS and incorporates with a three-dimensional groundwater flow and solute transport model, called the modular three-dimensional finite difference groundwater flow model with groundwater transport (also called MODFLOW-GWT or MF2K-GWT). At the beginning of the source information estimation process, TS is employed to produce a trial solution for the source location within the suspected area, the so-called hot spot area, and SA is used to generate the release period and release concentration. MODFLOW-GWT is then employed, with the trial solutions generated by SA and TS, to generate the sampling concentrations at the monitoring points. The procedure of source information estimation is terminated once the difference between two consecutive objective function values (OFVs) continually satisfies the stopping criterion four times. The last trial source information which yields the best OFV is considered as the final solution. In addition, the effects of the values of initial guess and measurement error on the results are investigated when employing the proposed approach to perform source information estimation.
[8] The second objective is to suggest an effective way for optimally allocating the monitoring points in the estimation of source information on the basis of the case studies. The sampling concentration data are essential and important for source information estimation. The concentrations of contamination are detected at the monitoring points, so the locations of the monitoring points directly influence the sampling concentrations. However, the least number of monitoring points and the minimum concentration level in order to get good estimated results are often un-known. If these criteria are available in advance, the work of source identification can be more effective and the identified results may be more accurate. The proposed approach is employed with several designed scenarios to investigate the requirements for the optimal number of monitoring points and the conditions for effectively estimating source information even if the aquifer is heterogeneous.
[9] The third objective is to test the performance of SATS-GWT on possible real-world problems in complicated aquifer systems. Three scenarios are considered herein to demonstrate the capability of our proposed approach. The first scenario deals with the problem of a heterogeneous aquifer. The second scenario is to consider a much larger suspected area representing increased difficulty in the source information estimation. Most existing works for contamination source identification assume that their groundwater flow systems are in a steady state condition. Therefore, in the last scenario the proposed method is applied to a problem with transient flow.
Methodology

Groundwater Flow and Transport
[10] Contaminant transport in groundwater is a complicated process. The transport processes may include advection, dispersion, diffusion, adsorption, and biodegradation. The groundwater flow field should be known before simulating the contaminant transport in groundwater. The three-dimensional groundwater flow equation may be expressed as [Konikow et al., 1996] 
where K ij is the hydraulic conductivity tensor, h is the hydraulic head, S s is the specific storage, t is time, W is the volumetric flux per unit volume (positive for inflow and negative for outflow), and x i are the Cartesian coordinates. The three-dimensional contaminant transport in groundwater may be written as [Konikow et al., 1996] 
where e is the porosity, C is the contaminant concentration, V i is the average linear velocity of groundwater flow, D ij is the dispersion coefficient (a second-order tensor), and C 0 is the concentration of the source fluid. Equation (1) is used to predict the head distribution for a flow field. The average linear velocity in equation (2) can be determined by Darcy's law; that is,
[11] The temporal and spatial concentration distribution of a contaminant being released at a specified point can be simulated by equation (2). The computer model MOD-FLOW-GWT, developed by the United States Geological Survey (USGS), can be used to simulate the groundwater flow and contaminant transport simultaneously. It consists of a three-dimensional, method-of-characteristics, solute transport model (MOC3D) [Konikow et al., 1996] and the modular three-dimensional finite difference groundwater flow model (MODFLOW-2000) [Harbaugh et al., 2000] . In addition, this model can handle discretization of space in the horizontal direction by reading the number of rows, the number of columns, and the width of each row and column, therefore allowing the use of nonuniform grid in the simulation.
Simulated Annealing
[12] The SA algorithm is based on an analogy to the physical annealing process, which is the process of heating up a solid and then cooling it down slowly until it crystallizes. Physically, when a rock is heated, the activity of molecules in the rock is increased with the temperature. Then the temperature is slowly decreased to let molecules form crystalline structures. The most stable crystalline structure of the rock only forms when the rock is properly cooled. If the cooling is carried out too fast, an irregular structure may be obtained and the system does not reach the minimum energy state.
[13] Romeo and Sangiovanni-Vincentelli [1991] used homogeneous and inhomogeneous Markov chain theories to prove that SA can converge to global optimal solutions. Rayward-Smith et al. [1996] pointed out that SA is an evolution from the descent search method which has the problem of obtaining a local optimal solution. At the beginning of SA, a control parameter analogous to the temperature in the physical world is given and an initial guess x is required to evaluate the objective function f (x). An upper bound and a lower bound are given and the region between upper bound and lower bound is defined as the solution domain. All the trial solutions are generated within the solution domain. For any point x, a neighborhood trial solution x 0 is randomly generated and its OFV is denoted as f (x 0 ). The neighborhood trial solution x 0 is given as
where RD 1 is a random number between zero and one generated from a uniform distribution, and r is the step length vector. The variable r is first defined as the length of the difference between the upper bound and lower bound and then automatically adjusted to expect that about a half of the trial solutions can be accepted as new optima in the next temperature status. For point x, the next neighborhood trial solution x 0 is selected from x À r to x + r. Notice that the trial solution must be generated between the upper bound and lower bound.
[14] To solve the minimization problem, if f (x 0 ) is smaller than f (x), then x 0 is accepted and the current optimal solution x is replaced by x 0 . If f (x 0 ) is not smaller than f (x), then the Metropolis criterion is used to test the acceptability of the trial solution. The Metropolis criterion provides a mechanism to accept inferior solutions and the acceptance of inferior solutions avoids the trial solution becoming trapped in a local minimum. To solve the minimization problem, the Metropolis criterion was given as [Metropolis et al., 1953; Pham and Karaboga, 2000] 
where P SA is the acceptance probability of the trial solution x 0 and Te is the current temperature. A random number RD 2 ranging between zero and one is generated from a uniform distribution. If RD 2 is smaller than P SA , the trial solution x 0 is accepted and called an ascent move. Otherwise, trial solutions are continually generated from the current solution. After a series of trial solutions are generated, the current temperature is decreased by a constant, called the temperature reduction factor, and the prior steps are repeated continually. The acceptance probability is very high at the beginning of SA for expecting to explore the solution domain completely and is decreased as the temperature goes down. Comparatively, at later period of SA, the acceptance probability is much lower to anticipate obtaining the nearby global optimal solution. The algorithm is terminated when the stopping criteria are satisfied.
Tabu Search
[15] Learning and memory are the main concepts of TS proposed by Glover [1986] . During the processes of learning, the prior result is memorized to influence the next experiment. A worse result may cause the next experiment to be terminated and the required computation time is shortened. On the other hand, a better result may encourage the next trial to increase the accuracy of the obtained solution. According to these two ideas, TS utilizes the tabu list (TL) and aspiration criterion to interdict or to encourage some trial solutions during the iterative process. The purpose of the TL is to memorize some recently evaluated trial solutions. The intention of the aspiration criteria is to release some of the solutions memorized in the TL to avoid trapping solutions in a local optimum.
[16] The iterative process of TS contains four components: initial guess, candidate solution and movement, TL, and aspiration [Tung and Chou, 2004] . At the beginning, an initial guess for the unknown variables is considered as the current solution (CUS) and the guess values are used to calculate the objective value. This objective value is stored as the global optimal objective value (GOOV). Next, several adjacent candidate solutions (CASs) are generated in the neighborhood of the CUS and their objective values are also evaluated. For the minimization problem, when the best objective value (BOV) is less than GOOV, then the aspiration criterion is applied to remove the best CAS from the TL if it is in the list. At the same time, the CUS is moved to the TL. In addition, the best CAS becomes the new CUS and the BOV becomes the new GOOV. For BOV > GOOV, the next best CAS will be selected if the best CAS is in the TL; otherwise, the best CAS becomes the new CUS. The procedures are repeated continually by generating other adjacent CASs from the neighborhood of the new CUS if the stopping criterion is not satisfied.
Approach for Source Information Estimation
[17] This section illustrates how the hybrid SA and TS are incorporated with a groundwater flow and transport model to solve the source identification problem. An approach that combines SA and TS with MODFLOW-GWT, called SATS-GWT, is developed to solve the source information estimation problem. The objective function defined to identify the source is
where C i,sim is the simulated concentration at the ith monitoring point, C i,sam is the sampling concentration at the ith monitoring point, and n is the number of monitoring points. Note that the sampling concentrations are generated by MODFLOW-GWT at the monitoring points at a specific time. The simulated concentration at the monitoring point, C i,est , is predicted by equation (2) and equation (6) is used to calculate the OFV of the trial solution.
[18] Figure 1 shows the flowchart of SATS-GWT. In SATS-GWT, the first step is to calculate the initial OFV Figure 1 . Flowchart of SATS-GWT. The OFV GO represents the objective function value (OFV) of global optimal solution, OFV CULO represents the OFVof the optimal solution at current location, OFV CALO represents the OFVof the optimal solution at candidate location, and CAL represents the candidate location. TS, tabu search; SA, simulated annealing.
on the basis of the initial guesses which include the source location, release period, and release concentration. The guess location for the source is considered as the current location. The initial OFV calculated by equations (2) and (6) with the initial guesses is considered as the optimal OFV at the current location (hereinafter referred to as OFV CULO ).
[19] In the second step, SATS-GWT is used to generate the trial location for the source from the candidate source locations. An upper bound and lower bound for the trial location must be specified to confine the candidate source locations. If the current location falls within the upper bound and lower bound, the criterion for assigning the trial location is
where x i and x i+1 represent the current location and trial location, respectively, along the x coordinate and RD 3 is a random number ranging between zero and one generated by the uniform distribution function. If the current location reaches the upper bound, the criterion for assigning the trial location is
Finally, if the current location reaches the lower bound, the following criterion is applied:
The trial locations in y and z coordinates can also be generated in a similar way.
[20] In the third step, SATS-GWT generates NS trial solutions on each release period and release concentration at each trial location. NS is defined as the number of generated trial solutions for each considered variable in SA. For each set of trial solutions, the MODFLOW-GWT is employed to calculate the simulated concentrations at the monitoring points. Then the simulated concentrations at the monitoring points are calculated using equation (2) and then the OFV related to each set of trial solution is calculated using equation (6) in the fourth step. The least value of the objective function among NS trial solutions is considered as the optimal OFV at the candidate location (hereinafter referred to as OFV CALO ) and the solution is considered as the local optimal solution.
[21] The fifth step is to apply the TS to find the global optimal OFV (hereafter called OFV GO ), which is defined as the best one among all OFVs as indicated in Figure 2 . Note that the OFV of the initial guess is the first OFV GO and this value is upgraded during the TS process. When OFV CALO < OFV GO , the aspiration criterion is applied to ensure that the trial location is not in the TL. Then the current location is moved to the TL and the trial location becomes the new current location. If OFV CALO > OFV GO , then the TL is checked to see whether the trial location is in the TL or not. If it is in TL, a new trial location should be generated from current location and the previous steps are repeated as indicated in Figure 2 . Otherwise, the Metropolis criterion is used to test the acceptance of trial location:
where P L is the acceptance probability of the trial location. A random number ranging between zero and one is generated to compare with P L . The trial location will be rejected when P L is less than the random number.
[22] The number of trial locations generated in TS process at a specific temperature is defined as NT. After NT trial locations are generated, the temperature is reduced by the specified reduction factor. The algorithm is terminated when the difference of two OFV GO s is less than 10 À6 four times successively. The estimated source information related to the latest upgraded OFV GO is considered as the final solution.
Case Studies for Homogeneous Aquifers
[23] This section contains two parts. A hypothetical homogeneous site is described in the first part. In the second part, six scenarios are designed to test the performance of the proposed SATS-GWT approach and suggest an effective way for estimating the source information on the basis of these case studies. The initial guess location for the source is (260 m, 500 m, À21 m) and the initial guess value for the release concentration and release period are respectively 50 ppm and 1.5 years for scenarios 2 to 6. Except for the second scenario, the upper bound values of release concentration and release period are respectively 200 ppm and 6 years.
Aquifer Site
[24] A hypothetical site with a homogeneous aquifer is used in scenarios one to seven to test the performance of the proposed approach, SATS-GWT, in source information estimation. The example assumes that a point source S1 releases the contaminant in an unconfined aquifer and the contaminant is assumed to be not biodegradable nor adsorbed onto the aquifer materials. The aquifer length and width are both 1000 m and the aquifer thickness is 24 m. The hydraulic conductivity, porosity, and the hydraulic gradient are given as 15 m/day, 0.3, and 0.005, respectively. Accordingly, the average groundwater flow velocity for a homogeneous aquifer under steady and uniform flow conditions is 0.25 m/day and the dispersion coefficients in the xÀ, yÀ, and zÀ directions are given as 10 m 2 /day, 2.5 m 2 /day, and 0.25 m 2 /day, respectively. The finite difference grids are block-centered and the related boundary conditions for the flow field of the unconfined aquifer system are shown in Figure 3 . Both grid width and length are 40 m and the grid height is 6 m; thus the number of finite difference nodes in x, y, and z directions are 25, 25, and 4, respectively. The origin of the vertical coordinate is taken at the land surface and S1 is located at the coordinates of (220 m, 540 m, À9 m). The S1, located at 9 m below the land surface, releases a constant concentration of 100 ppm with a release rate (W) of 1 m 3 /day. Notice that that source information hereinafter is referred as the real solution. The sampling concentrations at 10 monitoring points, that is, wells A to J shown in Figure 3 , are simulated using MODFLOW-GWT. Seventy-six sampling concentrations, after the source releases contaminant over a 3-year period, sampled from 10 monitoring wells at various depths for different contaminant sources are considered and listed in Table 1 . Notice that each sampling point has only one sampling concentration. The name of the monitoring points given in Table 1 consists of the well name and layer number. For example, the sampling point A2 represents groundwater is sampled at the second layer of monitoring well A.
[25] At the beginning of the source information estimation, a total of 36 (3 rows Â 3 columns Â 4 layers) candidate sources, including the real source S1 and suspected sources near S1 within the suspected area, are considered. Figure 3 shows a suspected area drawn with dark solid lines for the present example problems. The NS, NT, initial temperature, and temperature reduction factor are given as 20, 10, 5, and 0.8 respectively. The maximum number of source locations that the TL memorized is three.
SATS-GWT Performance Test
[26] The first scenario is to study the effect of using different initial guesses on the estimated results of the source location, release concentration, and release period. In total, seven case studies with different initial location, release concentrations, and release period in the first scenario are chosen to test the effect of different initial guesses on the source information estimation. The second scenario explores the effect of the upper bound values of the release concentration and release period on the analyzed results. Three different upper bound values for the release concentration and release period are selected in this scenario to test their effect on the source information estimation. The third scenario examines the validity of the proposed approach when the sampling concentrations contain measurement errors with different error levels. In the fourth scenario, five cases with three to seven monitoring points are chosen to investigate the required number of monitoring points. The fifth scenario with 26 case studies is intended to explore the required number of concentration intervals and extract an effective way for allocating monitoring points for source information estimation. In the sixth scenario, the sources Figure 2 . Flowchart of TS process in SATS-GWT. The OFV GO represents the OFV of global optimal solution, OFV CULO represents the OFV of the optimal solution at current location, OFV CALO represents the OFV of the optimal solution at candidate location, CAL represents the candidate location, and CUL represents the current location. located at four different depths, 3 m, 9 m, 15 m, and 21 m below the land surface, are considered in eight cases to explore the effect of the source depth on the allocation of monitoring points and source information estimation.
Examination of Initial Guess
[27] One of the advantages of applying heuristic approaches is that the initial guess values have little influence on the results of source information estimation.
This scenario uses seven cases to study the effect of using different initial guesses on the estimated results of the source information. For cases 1.1 to 1.4, Table 2 shows the results when varying the guess source location with initial guesses of 50 ppm and 1.5 years for the release concentration and release period, respectively. The estimated source located at (220 m, 540 m, À9 m) is exact and the results of the release concentration and release period are Figure 3 . An aquifer system with an area of 1000 m by 1000 m (not to scale), the locations of real source S1, eight suspected sources near S1, and wells A -F. slightly different from the real solution. Case 1.3 gives the worst results, which have À1.64% relative error in the estimated release concentration and À1% relative error in the estimated release period.
[28] For cases 1.5 to 1.7, the guess source is located at (260 m, 500 m, À21 m) for these three cases, the guess values for the release concentration are given as: 30, 120, and 150 ppm, and the guess values for the release period are given as 0.9, 3.6, and 4.5 years. Table 2 also shows the estimated results for the source information, objective function values, and number of simulations in these three cases. Note that the number of simulations is defined as 2 Â NS Â NT Â NR, where 2 represents the two unknowns of release concentration and release period, and NR represents the number of temperature reductions. The estimated source location is at (220 m, 540 m, À9 m), the estimated release concentration is 99.17 ppm, and the estimated release period is 2.99 years, indicating that the estimated source location is correct and the results of the release concentration and release period differ only slightly from the real solution. In summary, Table 2 indicates that the proposed approach is capable of estimating the source information regarding three-dimensional contaminant transport in groundwater. In addition, these results also demonstrate that the proposed approach gives good estimate results while employing various guess values for the source information.
Examination of Solution Domain
[29] In SATS-GWT, the upper and lower bounds need to be given to confine the trial solutions to a reasonable range. If the upper bounds for the release concentration and release period are given too low, the real solution may be beyond the range between upper and lower bounds. In contrast, if the upper bounds for the release concentration and release period are given too high, the computing time to obtain the estimated results will be large. Six cases are designed for studying the effect of the upper bounds on the analyzed results. In cases 2.1 to 2.3, large upper bound values such as 1000 ppm for release concentrations and 10 years for the release period are considered. Table 3 shows that the estimated source locations obtained in cases 2.1 to 2.3 are correct, and the estimated release concentration and period also have good accuracy. Case 2.1 gives a slightly larger relative error among those three cases, that is, 6.5% relative error in release concentration and À8.1% relative error in release period. Therefore we conclude that the effect of large upper bounds on the accuracy of source information estimation is insignificant.
[30] In cases 2.4 to 2.6, the upper bounds of the release concentration or/and release period are smaller than the real ones to explore the effect of small upper bounds on the source information estimation. The upper bounds such as 60 ppm for release concentrations or/and 2 year for release period are considered in these three cases. The estimated source locations in these three cases are all incorrect and the values of release concentration or/and release period are close to the upper bounds as indicated in Table 3 . The upper bound of release concentration is set as 60 ppm in cases 2.4 and 2.6, and the estimate release concentrations obtained from these two cases are 58.12 ppm and 57.37 ppm, respectively. The upper bound of release period is set as Note that the real source is located at (220 m, 540 m, À9 m), real release concentration is 100 ppm, and real release period is 3 years. The monitoring points are installed at A2, B2, C2, F2, I2, and J2. Note that the real source is located at (220 m, 540 m, À9 m), real release concentration is 100 ppm, and real release period is 3 years. The monitoring points are installed at A2, B2, C2, F2, I2, and J2. 2 year in cases 2.5 and 2.6, and the estimate release periods obtained from these two cases are 1.99 years and 1.88 years, respectively. The optimal OFVs obtained from these three cases are very high, that is, larger than 10
À3
. These larger OFVs reflect that the simulated concentrations are significantly different from the sampling concentrations. Clearly, inappropriate upper bound values made in the source information estimation give wrong results.
Examination of Errors
[31] In this scenario, two types of random errors, normally distributed error and uniformly distributed error, are added into sampling concentrations separately. In normally distributed error analysis, the disturbed sampling concentrations are expressed as [Mahar and Datta, 2001] :
where C i,obs 0 is the disturbed sampling concentration, E is the error magnitude, and RD 4 is a normally distributed random deviate generated by the routine RNNOF of IMSL [Visual Numerics Inc., 2003] . In uniformly distributed error analysis, the disturbed sampling concentrations are expressed as [Mahar and Datta, 2001 ]
where the RD 5 is a uniformly distributed random deviate generated by the routine RNUN of IMSL [Visual Numerics Inc., 2003] to stand for the model error, which is not captured by the normal distribution. Six cases with the values of 1%, 5%, and 10% for E are chosen in this scenario.
[32] The estimated results shown in Table 4 indicate that the source locations are correct and the errors of the estimated release concentration and period are small, even if the error level is increased to 10%. The estimated release concentration is 97.72 ppm, with a relative error of À2.28%, when the error is normally distributed. On the other hand, the release concentration is estimated as 96.31 ppm if the error is considered uniformly distributed in case 3.6. These results indicate that the proposed approach is applicable even if the sampling concentrations contain the error levels up to 10%.
Number of Monitoring Points
[33] Five cases with the number of sampling points from three to seven are considered in the fourth scenario to explore the effect of the number of monitoring points on the results of source information estimation. Table 5 indicates that the estimated source location in these five cases is correctly identified. In addition, the obtained release concentration and release period have very good accuracy, except in case 4.1. The unknown variables involved in solving the problem of source information estimation include the source location, the released concentration, and release period. The source location involves three dimensions; that is, three coordinate values are needed to specify the source location. Thus five unknown variables are involved in source information estimation implying that five monitoring points are sufficient to determine these unknowns. One might expect that using more sampling concentrations would provide more information and be helpful in estimating the source information.
[34] Table 5 shows that the differences of the results obtained from cases 4.3 to 4.5 are very small, indicating Note that the real source is located at (220 m, 540 m, À9 m), real release concentration is 100 ppm, real release period is 3 years, and the monitoring points contain A2, B2, C2, F2, I2, and J2. Note that the real source is located at (220 m, 540 m, À9 m), real release concentration is 100 ppm, and real release period is 3 years.
that the sixth and seventh monitoring points employed in cases 4.4 and 4.5 provide very little improvement in the results. Note also that in case 4.1 the number of the monitoring points is three, which is insufficient to determine the problem with five unknowns. The relative error for the estimated release concentration is À18.14% and for the estimated release period is 15%, although the estimated source location is correct. Accordingly, there should be at least five monitoring points for solving the source information estimation problem in a homogeneous and isotropic site.
Number of Concentration Intervals
[35] Twenty six cases are proposed to explore the influence of the magnitude of the sampling concentrations on the estimation result. In cases 5.1 to 5.13, five monitoring points are chosen but the locations of the selected monitoring points are varied and six monitoring points are used to estimate the pumping source in cases 5.14 to 5.26. Table 1 shows that the sampling concentrations vary from 0.0815 to 0.4877 ppm for the real source located at (220 m, 540 m, À9 m). Such a concentration distribution may be divided into five different intervals with a concentration difference of 0.1 ppm. The sampling concentration in the range between 0 ppm and 0.1 ppm is the first concentration interval and the sampling concentration ranging from 0.4 ppm to 0.5 ppm is the fifth concentration interval. Table 6 lists the locations of the monitoring points and the number of concentration intervals, which are counted on the basis of the sampling concentrations at those five monitoring points. Two to five intervals are considered in these 26 case studies.
[36] Table 6 indicates that the estimated source information obtained from cases 5. 1, 5.3, 5.5, 5.6, 5.11, 5.12, 5 .14, and 5.15 are incorrect. In the first six cases, the number of monitoring points is five, but the number of sampling concentration intervals is equal to or less than three in these eight cases. In cases 5.14 and 5.15, the number of monitoring points is increased to six, however, the obtained source information is still incorrect. On the other hand, if the number of concentration intervals is equal or more than four, the obtained results are excellent. Four or more concentration intervals portray better and clear features for representing the spatial concentration distribution.
[37] In cases 5.16 to 5.21, there are six monitoring points installed at different locations. The purpose of these six cases is to study the influence if four concentration intervals are chosen from different sets of monitoring points. Table 6 shows that the identified source locations are correct and the estimated release concentration and release period are of good accuracy in these six cases. It is important to point out that case 5.14 turns to case 5.19 and the number of concentration intervals increases from three to four if the sampling point of H2 in case 5.14 is replaced by G2. Similarly, case 5.15 becomes case 5.18 and the number of concentration intervals increases from three to four if the sampling point of J2 in case 5.15 is replaced by E2. The source information estimation fails in cases 5.14 and 5.15 but succeeds in cases 5.18 and 5.19.
[38] In cases 5.22 to 5.26, case 5.22 has the same sampling location in x and y coordinates as case 5.19 but differs in depth. Cases 5.20 and case 5.23 as well as cases 5.21 and 5.24 are similarly arranged. In cases 5.22 -5.24, the monitoring points installed at the first, third, and fourth layers have the same well locations, that is, wells B, J, and F. However, the monitoring points in cases 5.25 and 5.26 are installed at depths differing from cases 5.22 to 5.24. Table 6 shows that the monitoring points in these five cases, Note that the real source is located at (220 m, 540 m, À9 m), real release concentration is 100 ppm, and real release period is 3 years.
cases 5.22 -5.26, are distributed at four different depths of the aquifer and the identified source locations are correct and the estimated release concentration and release period have good accuracy. Note that the case 5.11 changes to case 5.23, the number of monitoring points increases from five to six if case 5.11 has an additional sampling point B1.
Likewise, case 5.12 becomes case 5.24, the number of monitoring points increases from five to six if the sampling point B1 is added to case 5.12. The source information estimation fails in cases 5.11 and 5.12 but succeeds in cases 5.23 and 5.24. In summary, the obtained source information is correct if six monitoring points with four concentration intervals are used to estimate the source information.
[39] Some researchers have considered the issues of determining the number of monitoring wells or solving the problem of monitoring network design, although the problems they dealt with were different from those of this study. For example, in the work of Mayer et al. [1994] and Storck et al. [1997] the design of monitoring networks was to provide initial detection of contamination from landfill, while in the work of Mahar and Datta [1997] the solution for monitoring networks was to find optimal well locations for different number of monitoring wells. Comparatively, this study provides a suggestion based on the results of case studies with different number and location of the monitoring points for effective estimating the source information.
Depth of Source and Well Allocation
[40] Table 1 shows the sampling concentrations obtained from the 10 monitoring wells A to J for the real source when located at the same x and y coordinates but different z coordinate. In the seventh scenario, eight cases, including four real sources located at (200, 500) in x and y coordinates and at depths of À3 m, À9 m, À15 m, and À21 m and two sets of monitoring well systems with monitoring point varied from well to well, are considered. These eight cases aim to explore the effect of the source depth and well allocation on the results of source identification. In the first four cases, these four real sources are considered for source identification with the same five monitoring points installed at various depths as listed in Table 7 . In the other four cases, these four real sources are considered again but the monitoring points are installed at the same depths. The depths of the real source and the monitoring points for each case and their analyzed results are demonstrated in Table 7 .
[41] Table 7 shows that the estimated source locations obtained in cases 6.1 to 6.4 are all correct and the release concentration and release period also agree with the real solution. This indicates that the proposed approach and the suggestion for effectively estimating source information both work well when the monitoring points are installed at different depths even if the source location is unknown. However, in cases 6.5 to 6.8, while all the monitoring points are installed at the same depth, only the cases 6.6 and 6.8 get good results. Therefore we suggest that it is better to install the monitoring points at different depths to obtain reliable identification results if the depth of the real source is not known. On the other hand, good results can be obtained if the monitoring points are installed at the same depth as the known source.
Possible Real-World Problems
[42] Aquifers in the real world may be heterogeneous and with irregular boundary conditions. Thus three scenarios, scenarios 7 -9, are considered and the SATS-GWT is again used to estimate the source information for more complicated problems. In scenario 7 the aquifer formations are considered as heterogeneous. In scenario 8 the suspected area is much larger than those used in scenarios 1 to 7. Case studies given in scenarios 1 thorough 8 all assume that the aquifer boundary is regular and flow is in steady state. However, in scenario 9, the aquifer is heterogeneous with irregular boundaries and there is transient flow.
Heterogeneous Aquifer
[43] The heterogeneous aquifers used in scenarios 7 to 9 have random hydraulic conductivity fields that are spatially correlated and lognormally distributed. The heterogeneous nature of aquifers is usually characterized by three statistical parameters: the mean hydraulic conductivity, the variance in hydraulic conductivity, and the correlation length. Field aquifer tests such as slug test or pumping test is usually used to determine hydrogeologic parameters, that is, hydraulic conductivity and storativity. These aquifer parameters obtained at specific locations are used as conditional information for heterogeneous analysis study. Figure 3 shows the studied heterogeneous aquifer system, with a domain of 1000 m by 1000 m, a real source S1, eight suspected sources near S1, and monitoring wells A to F. The correlation lengths (l) in both x and y coordinates are chosen as 100 m and the mean and standard deviation of the natural logarithm of the hydraulic conductivity (lnK) are 2.7 and 0.5, respectively. The mean and standard deviation of lnK are respectively denoted as y and s y where y = lnK. Assume that the hydraulic conductivities at wells A, B, E, F, Note that the real release concentration is 100 ppm and real release period is 3 years.
I, and J obtained by the aquifer test are 13.902, 14.069, 7.486, 14.629, 35.766, and 14 .168 m/day, respectively.
[44] The program SASIM of the geostatistical software, GSLIB [Deutsch and Journel, 1998, p. 183] can produce spatially correlated conductivity fields, while preserving the known mean and variance of lnK and known conductivity values at specific locations. Thus it is chosen to generate study hydraulic conductivity fields for heterogeneous aquifers with y = 2.7 m/day, s y = 0.5 m/day, l = 100 m, and known conductivities at wells A, B, E, F, I, and J.
[45] The MODFLOW-GWT uses the produced conductivity field and the same hydrogeologic conditions given in section 4 to generate the sampling concentrations. Six concentrations obtained at the monitoring points of A2, B1, E2, F4, I1, and J3 are 0.5684, 0.2935, 0.1266, 0.3172, 0.2294, and 0.2548 ppm, respectively . Note that the initial guess location for the source is (260 m, 500 m, À21 m) and the initial guess values for the release concentration and release period are respectively 50 ppm and 1.5 years. The upper bound values of release concentration and release period are respectively 200 ppm and 6 years in these case studies. Those data are used in scenarios 8 to 10 for the source information estimation.
Monte Carlo Simulation
[46] The seventh scenario uses Monte Carlo simulation to test the validity of the suggestion when applying the proposed approach for the identification of contaminant source in a heterogeneous and isotropic aquifer. The Monte Carlo method is adopted and the SASIM is used again to produce 50 realizations of random conductivity fields with the same conditioning conductivity data and statistical parameters as the previous one used to generate the sampling concentrations. The SATS-GWT is then employed along with those six sampling concentrations to estimate the source information for an aquifer with each of 50 realizations of conditioning random conductivity field. Notice that in this scenario, the random conductivity fields used in identifying the source information differ from those used in generating contaminant concentrations. The field conductivities are generally unknown and only few values are known at some locations from slug test or pumping test, which are treated as conditioning data in the investigation site. The results of source estimation for those 50 realizations are shown in Figure 4 , where the horizontal and vertical axes respectively represent the number of Monte Carlo runs and the probability of obtaining the correct source location. The probability is defined as the number of the correct solutions divided by the total number of Monte Carlo runs. The chance of obtaining a correct source location is 0.0278, that is, one out of 36 (3 rows Â 3 columns Â 4 layers) if the chance of each candidate source to be selected is equal. Figure 4 shows that a total of 25 runs can obtain the correct source location by the proposed approach from 50 Monte Carlo runs. In addition, the probability of obtaining the correct source location ranges between 0.4 and 0.5 after several Monte Carlo runs. Those results indicate that the SATS-GWT statistically has a high chance of finding the correct source location even when the conductivity field is heterogeneous with only few known data. It is noteworthy that those results imply that the suggestion for effectively estimating the source information is also applicable to heterogeneous aquifers.
Larger Suspected Area
[47] The eighth scenario is to test the performance of the proposed SATS-GWT applied in a heterogeneous aquifer with a larger suspected area, which has 168 candidate sources (7 rows Â 6 columns Â 4 layers) delineated by broken lines, as shown in Figure 3 . Three cases, randomly selected from those 25 correct results of Monte Carlo runs, are used to test the performance for this enlarged suspected area. The estimated source locations listed in the Table 8 are also correct. Among those three cases, the relative errors in the release concentration are À6.72, 0.08, and 9.98% and in the release period are 26.33, 3.00, and 9.98%.
Transient Flow Study
[48] Another new hypothetical site, demonstrated in Figure 5 , is given for testing the performance of the source information estimation by SATS-GWT in scenario 9. The aquifer geometry, hydrogeological properties, the location of the contaminant source, and the source release concentration and release rate are the same as those used in scenarios 1 to 8 given at the beginning of section 4, except that the specific storage is given as 10 À4 for the transient state simulation. However, there are four differences between this scenario and scenarios 1 to 8. The first difference is that the boundary of the new hypothetical site is irregular. The second is that the hydraulic conductivity field is divided into three zones with hydraulic conductivities of 10, 20, and 30 m/day in zones 1 to 3, respectively. The third is that the groundwater flow is transient. During the simulation of SATS-GWT, the groundwater recharge in each year is divided into a wet period and a dry period. Each period contains six months and the wet period is the first period in Figure 5 . The plan view of the new aquifer system used in scenario 10. /day. Figure 6 shows the temporal distribution of the hydraulic head and contaminant concentration at monitoring wells C and J. Figure 6 indicates that both hydraulic heads at sampling wells C and J change with time owing to the effect of wet and dry periods.
[49] Two cases for contaminant source identification are considered in this scenario. The first case considers using the contaminant concentrations sampled at A2, B1, C2, F4, I1, and J3 to estimate the source information. The concentrations at these sampling points are 8.778, 2.476, 4.016, 2.037, 3.670, and 0.572 mg/L, respectively. In the second case, A2, B2, C2, F2, I2, and J2 are the sampling points. The concentrations at these six points are respectively 8. 778, 2.453, 4.106, 2.119, 3.655 , and 0.579 mg/L. The source locations are correctly identified as shown in Table 9 . The relative errors are À0.59 and 1.6% in the release concentration and 3.33 and À6.67% in the release period for the cases 9.1 and 9.2, respectively. The sampling points in these two case studies are selected to follow the suggestion for effectively estimating the source information. The analyzed results indicate that the suggestion is also applicable to the heterogeneous aquifer and the transient flow condition.
[50] Note that SATS-GWT takes about 5 hours to obtain the solution for homogeneous aquifers when performed on a personal computer with 2.4 G Pentium IV CPU and 512 MB RAM, whereas SATS-GWT requires about 7 hours for heterogeneous aquifers.
Conclusions and Future Recommendations
[51] A hybrid approach combining SA, TS, and a threedimensional groundwater flow and solute transport model, MODFLOW-GWT, has been developed for solving the source identification problem. At the beginning, this approach uses TS to generate the candidate source locations and uses SA to generate the release concentration and release period at the candidate source location. Then the MODFLOW-GWT is employed to simulate the threedimensional plume concentrations at the monitoring wells. The effects of the initial guess values and measurement errors on the results when employing the proposed approach to perform source information estimation are studied. The proposed approach is also employed to investigate the requirements for the optimal number of monitoring points and the conditions for effectively estimating source information. In addition, an effective way to optimally allocate the monitoring points for the estimation of source information is suggested on the basis of the studies for the designed cases in a homogeneous aquifer and steady state groundwater flow. Six conclusions can be drawn as follows.
[52] First, the approach we developed is capable of solving the three-dimensional groundwater source information estimation problem in both homogeneous and heterogeneous aquifers. The estimated results obtained from this study are correct, as indicated by comparison with the real solutions. Second, the identification results of the source location, release concentration, and release period are independent of the initial guess, indicating that even an inexperienced user could apply this approach to estimate the source information. Third, the effect of large upper bounds on the accuracy of the source information estimation is insignificant. In contrast, a small upper bound may give Figure 6 . The variations in hydraulic heads and contaminant concentrations at points C and J. wrong results if the real source is located outside the upper bound. Fourth, it is found that at least six monitoring points with four concentration intervals are required for estimating the source information. The finding is initially concluded from the case studies for homogeneous and isotropic aquifers and a point source with a uniform release concentration over a finite duration. However, it has also been demonstrated to be applicable for estimating a single source with uniform release concentration in heterogeneous aquifers under steady or transient flow conditions. Fifth, if the depth of the real source is not known, we suggest installing the monitoring points at different depths to obtain better identification results. Finally, the proposed SATS-GWT and the suggestion for estimating the source information statistically are also applicable to heterogeneous aquifers and larger suspected area.
[53] The key objectives of this study are to develop an approach for estimating the location of a contaminant source and its release concentration and release period, and to give a suggestion for optimally allocating the monitoring points in the estimation of that source information. A constant concentration of the contaminant is assumed to be released from a single point source. If a real-world problem involves an unknown source with a nonuniform release history or the source is considered to be of arbitrary size, the problem of source information estimation will then become complicated. Such a problem may be solved using the heuristic approach we used, yet it is beyond the scope of this article and deserves future study. In addition, this study uses a grid size of 40 m in spatial discretization, which may be too coarse for modeling a heterogeneous aquifer or predicting accurate concentration in the suspected area. Under this circustances, a finer grid size or nonuniform grid may be adopted for a better source information estimation.
