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Zusammenfassung
Quantendynamik ultrakalter Atome in inhomogenen Magnetfeldern
Gegenstand dieser Arbeit ist die Untersuchung der Quantendynamik ultrakalter Atome in Gegen-
wart von inhomogenen Magnetfeldern. Wir studieren das Verhalten von Grundzustandsatomen, die
na¨herungsweise als neutrale spinbehaftete Punktteilchen aufgefasst werden ko¨nnen, in typischen,
auf Quadrupolfeldern basierenden, Magnetfallenkonfigurationen. Insbesondere analysieren wir das
Resonanzspektrum und die Zustandsdichte von fermionischen und bosonischen Atomen. Wir zeigen
die Existenz von quasi-gebundenen Zusta¨nden die eine na¨herungsweise analytische Beschreibung
erlauben. Weiterhin widmen wir uns dem Studium quantenmechanischer Zusta¨nde von ultrakalten
und zugleich elektronisch hoch angeregten Atomen, so genannter Rydbergatome, in Magnetfallen.
In einem ersten Schritt untersuchen wir deren interne Dynamik unter Annahme eines unendlich
schweren und ra¨umlich fixierten Atomkerns. Im Rahmen dieser Na¨herung werden spektrale Eigen-
schaften sowie Eigenschaften des Elektronenspins und elektromagnetische U¨berga¨nge berechnet.
Schließlich stellen wir einen adiabatischen Zugang vor, der die umfassende Beschreibung der quan-
tisierten Elektronen- und Schwerpunktsdynamik ermo¨glicht. Wir demonstrieren die Mo¨glichkeit des
Fangens von elektronisch hoch angeregten Atomen and pra¨sentieren neuartige Quantenzusta¨nde,
in denen die Schwerpunktswellenfunktion sta¨rker lokalisiert ist als die der Elektronenbewegung.
Dies zeigt, dass Rydbergatome in Gegenwart von inhomogenen Magnetfeldern, im Gegensatz zu
Grundzustandsatomen, nicht mehr als punktfo¨rmige Teilchen betrachtet werden ko¨nnen.
Abstract
Quantum dynamics of ultracold atoms in inhomogeneous magnetic
fields
Subject of this thesis is the investigation of the quantum dynamics of ultracold atoms in the presence
of external inhomogeneous magnetic fields. We discuss the behavior of ground state atoms inside
typical magnetic field configurations. Such atoms can be approximately treated as neutral point-
like particles which carry a certain spin. In particular we analyze the resonance spectrum and the
density of states of both fermionic and bosonic atoms. We point out the existence of so-called
quasi-bound states whose wave functions can be approximately calculated analytically. Moreover,
we focus on studying quantum mechanical states of ultracold but electronically highly excited
atoms - so-called Rydberg atoms - inside magnetic traps. In a first step we explore their internal
dynamics by employing a fixed-nucleus approximation. The latter assumes the atomic nucleus to
be fixed in the magnetic field minimum. Within this framework we analyze spectral properties
as well as properties of the electronic spin and calculate electromagnetic transitions. Finally we
present an adiabatic approach which allows for a thorough description of the coupled center of mass
and electronic dynamics. We highlight ways to magnetically trap highly excited atoms and present
novel quantum states in which the center of mass and the electronic wave function are equal in
size. This finding shows that Rydberg atoms even in inhomogeneous fields with moderate gradients
cannot be considered point-like.
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1. Introduction
Tremendous progress has been accomplished in the field of ultracold atomic physics during the past
two decades. Laser and evaporative cooling of ground state atoms below temperatures of one micro-
Kelvin have become well-established experimental techniques. In conjunction with the application
of magnetic and/or electric fields this has granted an outstandingly precise control over the external
atomic degrees of freedom. Eventually, this paved the way for the experimental observation of such
fascinating phenomena like Bose-Einstein-Condensation (BEC) [23, 29, 79] as well as the formation
of degenerate Fermi gases [96] - effects which had been theoretically predicted decades ago. The
preparation of these degenerate quantum gases is currently an experimental standard procedure
which is performed in countless experiments.
In the course of exploring their properties the potential of ultracold atomic gases for modeling
solid state systems was quickly recognized. In contrast to the particles or quasi-particles which are
present within solids degenerate quantum gases, made of ultracold atoms, are directly accessible
and can be easily probed and manipulated. Periodic potentials which are usually found in crys-
talline matter can be mimicked by optical lattices [37]. Gauge potentials which are reminiscent
of electromagnetic field couplings can be introduced into the many-body Hamiltonian by rotating
the atomic gas [6]. Moreover, the capability of adjusting the two-body interaction strengths by
means of Feshbach resonances [54] allows for the preparation of very defined and clean physical
conditions. In this way virtually any kind of many-particle Hamiltonian can be modeled. The
possibility of gaining an unprecedented precise control over the properties of many-body systems
has opened a new window for studying and understanding of solid state physics. This enables one
to study many-body phenomena like quantum phase transitions [37, 102], the quantum Hall effect
[16, 6] or the BEC-BCS crossover [84]. The latter phenomenon takes place in gases of fermionic
atoms which, depending on their mutual interaction, either form tightly bound molecules that can
condense (BEC) or strongly correlated Cooper pairs (BCS-regime) - a regime which can also be
found within superconductors where it is hidden from the view of the outside world.
Apart from these enthralling phenomena which can be observed in gases of ground state atoms
there has always been a vivid interest in examining the properties of excited atoms. A special class
of them is represented by the so-called Rydberg atoms [34, 32] whose properties are almost solely
determined by their single active electron. The most prominent member of this family is hydrogen.
Its spectral lines can be grouped into different series named after their discoverers, e.g. Lyman,
Balmer, Paschen, Brack, Pfund and Hymphreys. Theoretically the positions of these lines were
predicted by the famous Rydberg formula which was deduced by J. Rydberg in 1888. A rigorous
theoretical derivation of it, however, was firstly achieved in the framework of the Bohr model of
the atom in 1913. Unfortunately this model failed to explain the fine-structure of the spectral
lines and the spectrum of complex multi-electron atoms which eventually could be unraveled by
modern quantum mechanics. Apart from hydrogen also the spectrum of alkali metal atoms can be
described by the Rydberg formula. The occurrence of inner closed electron shells, however, requires
the introduction of a quantum defect which accounts for differences from the hydrogen spectrum.
The magnitude of this quantum defect strongly depends on the degree of electronic excitation of
the atom and for a large degree of excitation an almost unperturbed Rydberg series is encountered.
Rydberg atoms occur naturally in star formation, nebula, the boundary between the solar wind and
comets but their simple level structure makes them also interesting for earthbound experimental
studies.
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But only since the availability of small bandwidth and tunable laser sources [89] the controlled
realization of Rydberg states up to principal quantum numbers of n = 100 and beyond became
feasible also in the laboratory. Such highly excited atoms exhibit remarkable features which result
from the high density of quantum mechanical states. Essentially this is the reason why describing
the interaction of such atoms with strong external magnetic fields requires more sophisticated
methods [32, 94] than for ground state atoms. However, it is this complexity which at the same
time gives rise to beautiful often unexpected properties.
For small field strengths as they are usually utilized in the laboratory, perturbative approaches
are sufficient to understand the magnetized Rydberg spectrum. In homogeneous magnetic fields
the degeneracy of states with different angular momentum projections on the field axis is lifted. A
special class of quantum states is then constituted by so-called circular states whose angular mo-
mentum projection is maximal. G. Raithel and his co-workers analyzed the properties of this kind
of Rydberg states in homogeneous magnetic fields. Lifetimes of the order of many milliseconds were
predicted [40, 39]. Very recently these results have been backed up by experimental observations
[20].
Besides single atom physics the exploration of many-body effects in ultracold Rydberg gases
has moved more and more into the focus of experimental and theoretical research [80, 67, 68, 69].
Most of the exciting physics arises from the long ranged Rydberg-Rydberg interaction which is a
consequence of the multipole interaction between the electronic clouds [72, 73, 15] - a mechanism
which plays no role for ground state atoms. C. Greene et al. predicted the existence of long-range
homonuclear but polar molecular Rydberg states. The associated wave functions show an extremely
peculiar nodal structure which has inspired the authors to refer to them as Trilobyte states [36].
Recently the behavior of this exceptional molecular species inside a homogeneous magnetic field
has been explored [61]. It was shown that the potential energy surfaces are significantly altered,
resulting in the transition of a rotational degree of freedom into a vibrational one. This mechanism
allows for the alignment of these molecules and therefore represents a step forward to gain control
over this fragile species. Several authors have investigated the properties of so-called frozen Rydberg
gases (for example see ref. [77]). In such gases the timescale on which the inter-atomic interactions
take place is much faster than the one related to the translational motion of the individual atoms.
Here evidence for the formation of long-range Rydberg molecules was found [30], and a plethora of
new many-body effects is expected to emerge [80, 81]. Even the existence of a new form of matter
so-called Rydberg-matter has been predicted [71, 104]. The strong inter-atomic interaction results
in such remarkable features like the dipole blockade mechanism which has been investigated both
theoretically [70] and experimentally [106, 100]. In ref. [70, 88] the use of Rydberg atoms as a
tool for quantum information processing has been suggested: Provided one finds a mechanism to
trap two atoms regardless of their degree of electronic excitation at spatially separated sites one
could take advantage of the state dependent atom-atom interaction. While two ground state atoms
would not interact there was an interaction established if one or both of the atoms were excited to
Rydberg states. Achieving an entangled state by means of this mechanism seems possible.
Altogether, these days - 118 years after J. Rydberg posed his formula - Rydberg physics undergoes
a vivid revival with lots of exciting work being done on the theoretical as well as the experimental
side.
1.1. Objective of this work
In this work we aspire a thorough investigation and exploration of the quantum dynamics of ground
state and Rydberg atoms which are exposed to inhomogeneous magnetic fields. So far comparatively
little research has been carried out into this direction.
Unlike this the properties of atoms being exposed to weak homogeneous or quasi-homogeneous
magnetic fields are topic of any introductory class in atomic physics. Such quasi-homogeneous fields
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Figure 1.1.: a: For small degrees of electronic excitation the atomic size is much smaller than the length scale
of the magnetic field variations. In this regime and for weak fields an atom can be regarded as a point-like
particle which couples only through its total angular momentum (usually a fine-structure component) to
the external field. Effectively the atoms can be treated as if it was a structure-less boson or fermion. b:
For strongly inhomogeneous fields and/or highly excited atoms, e.g. Rydberg atoms, the internal atomic
structure cannot be neglected. Here the couplings of the individual atomic constituents to the external field
and the interactions among them have to be taken into account.
exhibit comparatively small spatial variations and can be considered homogeneous over the size of
an atom (see figure 1.1a). In this case the appearance of the energy spectrum can be rather easily
understood by means of angular momentum couplings and first-order perturbation theory [98]. For
large magnetic field strengths or high degrees of excitations, however, this picture breaks down since
both the electrostatic and the magnetic interaction become comparable in strength. Such systems
cannot be solved by analytical means but require the application of powerful numerical methods.
One of the probably best-known and most extensively studied systems of this type is certainly
hydrogen in a homogeneous magnetic field. Most of the work regarding this problem was carried out
in the 1980’s and the beginning of the 1990’s [33, 32, 19, 94]. On the one hand this was motivated by
the experimental accessibility of highly excited Rydberg atoms [46, 48]. But, on the other hand, also
the spectroscopy of astronomical objects such as magnetic white dwarfs possessing an atmosphere
that contains significant amounts of hydrogen had demanded for theoretical investigations [87].
Moreover, the progress of developing new numerical techniques made it possible to address regimes
where the competition of the Coulomb and diamagnetic interaction leads to unusual and complex
properties and phenomena. Apart from the vivid interest in magnetized structures the hydrogen
atom also served, and still serves, as a paradigm of a nonseparable and nonintegrable system
possessing major impact with respect to the development of several fields such as quantum chaos,
semiclassics of nonintegrable systems and nonlinear dynamics in general (see [33, 32, 94, 19] and
refs. therein). Besides hydrogen also the exploration of the structure of more complex many-
electron atoms exposed to strong and ultra-strong magnetic field has been and still is a vivid and
progressing field of research. In particular Helium [8, 7, 2] but also other light atoms like Lithium
[4] and Beryllium [3] been extensively studied.
These days inhomogeneous fields find its application in ultracold atomic physics for the purpose
of trapping and confinement. While for ground state atoms the assumption of a quasi-homogeneous
is in general justified this is not necessarily the case if excited atoms are considered. In strongly
nonuniform fields one could think of a scenario where the size of the atom is comparable to or even
exceeds the length scale of the spatial magnetic field variations (see figure 1.1b). Here the internal
structure of the atom requires to be taken into account.
In this thesis we cover both the quasi-homogeneous as well as the regime where atoms cannot be
considered point-like. The work consists of four parts each of which presents a dedicated topic in
complete and self-contained form:
• Part I is dedicated to give an overview of the inhomogeneous magnetic field configurations
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which are commonly used to trap atoms. Moreover, we briefly outline their experimental
realization by means of macroscopic and microscopic wire configurations. Furthermore, we
present numerical methods and techniques which will be employed in the course of this work
to extract the bound and resonance spectrum of the Schro¨dinger equation of several quantum
mechanical systems. This part can be skipped by the reader who is familiar with magnetic
traps and numerical methods for solving large-scale eigenvalue problems.
• In part II we present an analysis of the quantum dynamics of ground state atoms in magnetic
quadrupole fields. The internal atomic structure is not resolved and consequently the atoms
can be treated as if they were neutral fermions or bosons. The interaction with the external
field is solely established via the coupling of total atomic spin to the field. We will see that
such systems in general exhibit a resonance rather than a bound spectrum whose properties
are explored.
• In part III we focus on the opposite regime. Here we neglect the external (center of mass)
dynamics and account only for the internal electronic motion. Thereby the atomic nucleus is
assumed to be fixed in the magnetic field minimum. Although this approximation is rather
crude it nevertheless illuminates the plethora of features which are expected to occur if highly
excited atoms are subjected to inhomogeneous magnetic fields.
• Part IV is certainly the most elaborate part of the present work. Here we coalesce the
expertise which has been gained in the previous parts in order to describe the fully quantized
motion of an electronically excited atom in a magnetic quadrupole field. To takle this system
in feasible manner the main idea is to decouple the electronic and the center of mass motion
adiabatically. We will analyze the peculiar properties of the combined quantum states and
investigate whether it is possible to achieve magnetically trapped Rydberg atoms.
We conclude this thesis by summarizing its main results and providing an outlook to future work
in a dedicated chapter.
Part I.
Magnetic field configurations and
numerical toolkit
2. Inhomogeneous magnetic fields - Magnetic
traps
In a large number of present experiments which deal with ultracold atoms inhomogeneous magnetic
field are employed for the purpose of trapping. Atoms interact via their total angular momentum
with the magnetic field. Depending on the actual projection of the angular momentum vector onto
the direction of the magnetic field this gives rise to either confining or nonconfining potentials (see
part II of this thesis). Maxwell’s equation do not permit the occurrence of magnetic field maxima
but only minima in a source-free region. Thus in order to ensure trapping one has to focus on such
atomic states for which the underlying potential grows with increasing magnetic field strength.
Atoms in such states are referred to as low-field seekers [31].
In the following sections we introduce three magnetic field configurations which exhibit a local
field minimum and are therefore suited to trap low-field seeking atoms: We present the three-
dimensional quadrupole field realized by two coils being operated in an anti-Helmholtz configura-
tion, a two dimensional quadrupole guide (sideguide) and the so-called Ioffe-Pritchard trap. For
each setup we provide approximations of both the magnetic field strength B(r) and the vector
potential A(r). Finally we outline how all these field configuration can be realized in a very elegant
and highly integrated manner by using an atom chip.
2.1. A three-dimensional quadrupole field generated by coils
Probably the most prominent inhomogeneous field configuration is constituted by the three-dimen-
sional quadrupole field. Such field finds its application in virtually any ultracold atom experiment
as it is a main element of a magneto-optical trap [75]. The three-dimensional quadrupole field can
be generated by two coils of radius R being axially aligned within a distance of 2DC with respect
to each other. Both coils are flown through by counter-propagating currents of equal magnitude
IC . Due to the symmetry of this setup there is a single zero of the magnetic field right in the
x
y
a 
z
y
b 
Figure 2.1.: Vectorial plots of intersections through the magnetic quadrupole field (2.1). The intersections
are the x−y-plane for z = 0 (a) and the y−z-plane for x = 0 (b). The quadrupolar shape and the rotational
invariance around the z-axis are clearly visible.
center between the two coils [55]. The position of the field minimum shall be denoted by r0 = 0.
By solving Biot-Savart’s law [99] one obtains the following leading order expansion of the magnetic
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field
B3D(r) =
3
2
µ0ICR
2
(D2C + R
2)
5
2

 xy
−2z

 = b

 xy
−2z

 . (2.1)
This expression is valid in the vicinity of r0 = 0 up to second order in the spatial coordinates. The
field (2.1) depends solely on the parameter b which is referred to as the magnetic field gradient. It
is rotationally symmetric around the z-axis and invariant under the z-parity operation. In figure
2.1 we present intersections through the magnetic field for z = 0 and x = 0, correspondingly.
When considering the coupling of charged particles to a magnetic field one requires a vector-
potential which obeys ∇ × A(r) = B(r). A vector potential which satisfies the Coulomb gauge
condition (∇ ·A(r) = 0) is given by
A3D(r) =
1
3
[B3D(r)× r] = b

 yz−xz
0

 . (2.2)
This expression can either be obtained by a direct integration of ∇×A(r) = B(r) or more elegantly
by performing the procedure outlined in appendix A.
2.2. A two-dimensional quadrupole field created by a sideguide
configuration
The three-dimensional quadrupole field grants confinement in all three spatial directions. A
quadrupole field which only allows for a two-dimensional confinement is formed by a so-called
sideguide configuration. It consists of a current carrying wire whose ’circular’ magnetic field (figure
2.2a) is superimposed by an external homogeneous bias-field of strength BB. Its field vector is ori-
ented perpendicular to the direction of the current flow. Consequently the magnetic field vanishes
a b BB
ρ
0
Figure 2.2.: a: Magnetic field of a current carrying wire. The magnetic field lines form concentric circles
around the wire axis [99]. b: Superimposing a homogeneous magnetic field perpendicular to the current flow
results in the formation of a two-dimensional quadrupole field at a distance ρ0 above the wire.
along a line parallel to the wire at a distance ρ0 =
µ0I
2piB . This distance is completely determined by
the current I that is sent through the wire and the bias-field strength BB (see figure 2.2b). Using
Biot-Savart’s law the Taylor expansion of the magentic field in the vicinity of ρ0 is given according
to
B(r) ≈ BB
ρ0

 x−y
0

+ BB√
2ρ20

 −x2 + 2xy + y2x2 + 2xy − y2
0

+ BB
ρ30

 y
(
y2 − 3x2)
−x (x2 − 3y2)
0

 . (2.3)
These terms represent the quadrupole, hexapole and octopole components of the inhomogeneous
field. Neglecting the higher order terms and keeping only the quadrupole term should represent a
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good approximation for sufficiently large values of ρ0. In this case one obtains
B2D(r) = b

 x−y
0

 (2.4)
Here, reminiscent of the three-dimensional quadrupole field, b is the magnetic field gradient which
determines the linear growth of the field strength with increasing distance from the line of zero
field. Its magnitude depends on the field strength BB of the bias-field and the current I according
to
b =
BB
ρ0
=
2piB2B
µ0I
. (2.5)
In figure 2.3 we show two vectorial plots which are made along cuts through the field. The cut
x
y
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z
b 
Figure 2.3.: Vectorial plots of the two-dimensional magnetic quadrupole field according to equation (2.4).
a: Intersection for z = 0. The quadrupolar shape of the field is clearly recognized. b: The intersection made
at x = 0 reveals the invariance of the field with respect to translations parallel to the z-axis.
through the x− y-plane immediately reveals the quadrupolar shape. The translational invariance
along the z-axis can be easily observed in figure 2.3b. A vector potential of (2.4) which satisfies
the Coulomb gauge is given by
A2D(r) = b

 00
xy

 . (2.6)
This expression can be received by following the procedure outlined in appendix A.
2.3. The Ioffe-Pritchard trap
Another setup which can be utilized to generate a two-dimensional quadrupole field is presented in
figure 2.4. In this so-called Ioffe-Pritchard setup the quadrupole field is generated by four straight
wires or rods - the Ioffe bars. Each of them carries the same current IB but with alternating
directions of the current flow, as indicated in the figure. Assuming the bars to be placed at the
corners of a square of width DB the magnetic field in vicinity of (x0, y0) = 0 reads approximately
B2D(r) = b

 x−y
0

 = 4µ0IB
piD2B

 x−y
0

 (2.7)
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Ioffe bars
Helmholtz Coils
a b
x
y
0
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z
Figure 2.4.: Sketch of a setup that gives rise to a so-called Ioffe-Pritchard trap (a: axial view, b: longitudinal
view). A two-dimensional quadrupole field is created by counter propagating currents that flow through the
Ioffe bars. The so-called Ioffe field perpendicular to the quadrupole is created by two coils running parallel
currents (Helmholtz-configuration).
To avoid the line of zero field strength the setup additionally incorporates two circular coils of
diameter R being axially aligned with a displacement of 2DC centered at z0 = 0. Provided that
both coils carry the same current IC the Taylor expansion of the magnetic field up to second order
around r0 = 0 reads
BC(r) =
µ0ICR
2
(D2C + R
2)
3
2

 00
1

+ 3
2
µ0ICR
2(R2 − 4D2C)
(D2C + R
2)
7
2

 xzyz
1
2(x
2 + y2 − 2z2)

 . (2.8)
For R = 2DC the second term vanishes. This particular setup is then known as the Helmholtz
configuration. In this case the total field of the Ioffe-Pritchard trap approximately reads
BIP (r) =

 b x−b y
BI

 with BI = µ0ICR2
(D2C + R
2)
3
2
. (2.9)
In this context BI is denoted as the Ioffe field strength. In practise the inhomogeneity of the
magnetic field given by equation (2.8) is usually exploited to establish a confinement of, for instance,
an atomic cloud in the longitudinal (z-)direction. However, throughout this work we will not
consider such inhomogeneity.
Finally we provide the vector potential of the field generated by the Ioffe-Pritchard trap. Ac-
cording to the considerations of appendix A it is given by
AIP (r) =
BI
2

 −yx
0

+ A2D(r). (2.10)
2.4. The atom chip
In the previous sections we have considered macroscopic setups which involved coils or broad wires
in order to generate specific types of inhomogeneous fields. In practice, however, such setups are
bulky and therefore inflexible. Consequently - as a result of the growing effort for miniaturization
and integration - the so-called atom chip was developed [31, 85]. Here the field generating wires are
mounted on a surface (see figure 2.5a). These structures are extremely robust although the typical
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a b Z-trap U-trap c
B i a s  f i e l d
Figure 2.5.: a: Photograph of an atom chip. The wires are formed by gold being evaporated onto a silicon
surface. Virtually any wire geometry can be realized by this method. Even spiral shaped structures are
possible this way. b: Wire traps. A current running through a Z-shaped wire results in a Ioffe-Pritchard
type field configuration. A three-dimensional quadrupole field is achieved by using a U-shaped wire. c: By
not only using static magnetic fields but combining them with electric or time-dependent magnetic fields
outstandingly versatile trapping configurations can be achieved. Here a ring-shaped potential is shown which
is arises by coupling the magnetic hyperfine-states of an alkali metal atom by a radio frequency field.
wire widths is only about a few micrometers. Due to its small structure size the atom chip has the
capability to generate extremely high gradient fields that are necessary for the realization of very
tightly confining traps with typical ground state sizes of a few 10 nanometers [59].
Since the field generating structures can be almost designed at will there seems in principle to
be a total freedom in designing magnetic field ’landscapes’: Bent wires can be used to create the
quadrupole field configuration which were discussed in the previous sections: A U-shaped wire is
utilized to create a three-dimensional quadrupole field. Z-shaped wires give rise to a Ioffe-trap.
Both kinds of wire traps are depicted in figure 2.5b. However, by generating static magnetic fields
of arbitrary shape the full potential of the atom chip is by far not tapped entirely. By using an
external laser source, standing light waves can be established right above the reflecting chip surface.
The resulting optical dipole potentials can the be utilized to carry out further manipulation on
trapped atomic clouds [35]. Moreover, the number of possible potential shapes can be diversified by
introducing electric potentials by charging appropriate areas of the chip surface [52] or running AC
currents through the wires which create oscillating magnetic fields. In particular the latter gives rise
to so-called dressed adiabatic potentials that allow for a most simple and elegant implementation
of a plethora of atom optical elements such as beamsplitters and interferometers [97, 66]. Even
more sophisticated configurations such as rings (see figure 2.5c) can be achieved by this method.
16 Inhomogeneous magnetic fields - Magnetic traps
3. Numerical tools
3.1. The linear variational principle
The quantum mechanical problems discussed in this work require the solution of the stationary
Schro¨dinger equation
H |Ψj〉 = Ej |Ψj〉 (3.1)
where H is the Hamiltonian of the system under consideration. A powerful tool which allows for
solving this, in general, infinitely dimensional eigenvalue problem is the linear variational principle
[105]. Here a set of basis functions {|β〉} is employed to construct the trial function
|Ψ〉 =
∑
β
cβ |β〉 (3.2)
with the expansion coefficients cβ serving as variational parameters . The basis functions |β〉 shall
be normalized, i.e. 〈β | β ′〉 = 1, but need not necessarily to be orthogonal with respect to each
other. Moreover, |Ψ〉 shall be normalized which leads to the requirement
1 = 〈Ψ | Ψ〉 =
∑
ββ′
c∗βcβ′
〈
β | β′〉 =∑
ββ′
c∗βcβ′Sββ′ = c†Sc. (3.3)
S is the so-called overlap matrix, which is unity in case of an orthonormal set of basis functions.
The expectation value of the Hamiltonian H in the functions (3.2) reads
〈H〉 = 〈Ψ|H |Ψ〉 =
∑
ββ′
c∗βcβ′ 〈β|H
∣∣β′〉 =∑
ββ′
c∗βcβ′Hββ′ = c†Hc. (3.4)
According to the variational principle the optimal set of expansion coefficients cβ is that which
minimizes this expectation value. In order to find this set we have to minimize the following
expression
L =
∑
ββ′
c∗βcβ′Hββ′ − χ

∑
ββ′
c∗βcβ′Sββ′ − 1

 . (3.5)
Here the second term accounts for the constraint of the state |Ψ〉 to be normalized and χ is the
corresponding Lagrange parameter. Evaluating the derivative of equation (3.5) with respect to cβ
and putting it equal to zero we obtain an equation whose solution yields the optimal expansion
coefficients cβ :
∂L
∂c∗β
=
∑
β′
[Hββ′ − χSββ′] cβ′ = 0 (3.6)
It can be written more compactly as
Hc = χSc (3.7)
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and is now immediately recognized as a generalized algebraic eigenvalue equation. In order to
illuminate the actual meaning of the eigenvalues χ we consider the matrix element
〈Ψi|H |Ψj〉 = c†iHcj = χjc†iScj = χjδij . (3.8)
Apparently χj is the energy expectation value of the state |Ψj〉. Hence, the eigenvalues χj can be
considered to be the energy eigenvalues Ej of the system described by the Hamiltonian H. Using
infinitely many basis functions the χj would even represent the exact eigenenergies. However, since
in practice any computation can involve only a finite set of basis functions the χj constitute only
upper bounds of the exact eigenvalues. The latter statement is known as the Hylleraas-Undheim
theorem whose prove is outlined in the following section.
3.1.1. The Hylleraas-Undheim theorem
For proving the Hylleraas-Undheim theorem we follow ref. [78]. We consider a N ×N Matrix M
of the form
M =


M1N
M′ M2N
...
MN1 MN2 · · · MNN

 . (3.9)
with M′ being a hermitian (N − 1)× (N − 1) matrix which possesses the eigenvalues λ′i. It is now
always possible to find a basis in which M′ becomes diagonal with its eigenvalues occupying the
main diagonal in ascending order, i.e. λ′i ≤ λ′i+1. The eigenvalues λi of the matrix M are the
zeros of the determinant
f(λ) = det(M− λI) =
∣∣∣∣∣∣∣∣∣
λ′1 − λ 0 . . . M1N
0 λ′2 − λ . . . M2N
...
...
. . .
...
MN1 MN2 · · · MNN − λ
∣∣∣∣∣∣∣∣∣
= (MNN − λ)
N−1∏
n=1
(λ′n − λ)−
N−1∑
m=1
|MmN |2
N−1∏
n6=m
(λ′n − λ). (3.10)
Evaluating f(λ) at λ = λ′k one obtains
f(λ′k) = − |MkN |2
N−1∏
n6=k
(λ′n − λ′k) =
{ ≤ 0 k odd
≥ 0 k even (3.11)
One then finds the following limiting behavior for f(λ):
f(λ) → +∞ if λ → −∞
f(λ) → (−)N∞ if λ → +∞
From (3.11) we conclude f(λ) to have an odd number of zero between two distinct eigenvalues λ ′i
of M′. Since f(λ) must have N real zeros λn the λ′i have to be ordered according to
λ1 ≤ λ′1 ≤ λ2 ≤ λ′2 ≤ ... ≤ λ′N−1 ≤ λN (3.12)
Hence, the eigenvalues of M′ constitute upper bounds for the eigenvalues of M.
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3.1.2. Convergence of the eigenvalues
We now know the eigenvalues obtained from the linear variational principle to constitute upper
bounds of the exact energy eigenvalues. For a specific calculation it is now important to have a
criterion which determines how well an exact energy eigenvalue is actually approximated. To obtain
a measure of the convergence behavior of the eigenvalues we perform the following procedure:
At first we calculate a number of eigenvalues EG1i for a given basis set size G1. Thereafter the
basis size is significantly increased to a value G2. This larger basis set should for instance cover a
larger spatial region, involve higher angular momentum states or include basis functions belonging
to a different symmetry subspace. Now, using this enlarged basis, the energies are recalculated
yielding the new set of eigenvalues EG2i . As a measure of convergence we now define the quantity
Ki =
∣∣∣∣∣ E
G1
i −EG2i
EG1i −EG1i−1
∣∣∣∣∣ (3.13)
where the difference of the same eigenvalue for the two basis sizes G1 and G2 is divided by the dis-
tance to the next lower eigenvalue. For any calculation performed in this thesis we have considered
the i-th eigenvalue EG2i to be well converged if Ki ≤ 0.01.
3.2. Arnoldi decomposition and shift-and-invert method for solving
sparse eigenvalue problems
By employing the variational principle the the stationary Schro¨dinger equation is mapped onto an
ordinary or generalized eigenvalue problem. The associated matrices are usually of large dimension
but sparsely occupied.
In this section we want to briefly introduce the Arnoldi method which is particularly suited
for obtaining numerical solutions of such eigenvalue problems. The gist of the Arnoldi method
is that the large-scale eigenvalue problem is reduced to one with a significantly lower dimension
which is then soluble with comparatively little effort. In conjunction with this method we utilize
the so-called shift-and-invert procedure which allows for the calculation of eigenenergies lying in
almost arbitrary regions of the spectrum without the need to calculate the entire spectrum bottom
up. For the numerical implementation of both, the Arnoldi decomposition and the shift-and-invert
method, we have utilized the routines provided by the Arpack software package [101]. This package
demands for a routine capable of efficiently solving an inhomogeneous system of equations. For
this purpose we have utilized the SuperLU software package [24].
3.2.1. The Arnoldi decomposition
We now briefly outline the fundamentals of the Arnoldi method: The Arnoldi decomposition of a
matrix A is obtained by representing it in the so-called Krylov-space which is defined as
Kk := span{v,Av, ...,Ak−1v}. (3.14)
Here v can be any nonzero complex vector possessing the same dimension as A. The Arnoldi
decomposition of the matrix A  Cn×n reads
AVk = VkHk + fkeTk (3.15)
Here the matrix Vk  Cn×k is composed of orthonormal column vectors which obey VTk fk = 0. The
matrix Hk  Ck×k is an upper Hessenberg matrix with nonnegative entries below the main diagonal.
In case of A being hermitian Hk is reduced to a real, symmetric and tri-diagonal matrix. In this
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case (3.15) is referred to as Lanczos factorization. Now be y a vector satisfying the eigenvalue
equation
Hk y = ηy, (3.16)
then the vector x = Vky satisfies the equation
‖Ax− ηx‖ = ‖(AVk − VkHk)y‖ = ‖fk‖|eTk y|. (3.17)
Here (x, η) is denoted as a Ritz pair representing an approximate solution of the eigenvalue problem
of the matrix A. The quality of this approximation is measured by the magnitude of the so-called
Ritz estimate ‖fk‖|eTk y|. In practice the value of the Ritz estimate is controlled through the modulus
of the vector
r(x) = Ax− x η. (3.18)
If ‖r(x)‖ = ‖fk‖|eTk y| drops below a certain threshold (commonly machine precision), the pair (x, η)
is considered converged. If necessary the value of k has to be increased to establish convergence.
In practise the value of k is much smaller than the dimension of the matrix A whose eigenvalue
problem is being solved. As a result only the eigenvalues and eigenvectors of a k-dimensional
Hessenberg matrix have to be calculated for which efficiently working algorithms are available.
The method converges firstly for those eigenvalues of A that are largest or smallest in magnitude.
Hence, the method is most efficiently used for finding the extremal eigenvalues of A.
3.2.2. The shift-and-invert method
For some physical problems it is impractical to have only good approximations of the extremal
eigenvalues of the matrix representation of the Hamiltonian. This is in particular the case if one
is interested in calculating highly excited electronic states. Here the maximal eigenvalues of the
Hamilton matrix are dominated by numerical artifacts arising from the finite number of used basis
functions. Thus one had to calculate the entire spectrum bottom up. However, this is impossible
due to the high dimensionality of the problem. The solution for this dilemma is to transform the
initial Hamilton matrix such that the extremal eigenvalues of the transformed matrix are just the
ones one is interested in. Assume we want to find all eigenenergies lying closely to the energy σ.
For this purpose we perform the transformation:
Hc = E Sc −→ (H− σ S)−1 Sv = λv (3.19)
The old eigenvalues Ei are related to the new ones λi by
Ei = σ +
1
λi
(3.20)
Hence, eigenvalues lying close to σ are the eigenvalues of the operator (H− σ S)−1 S being largest
in magnitude and will thus converge first.
3.3. Grid-based eigenvalue solver
Although extremely powerful the application of the variational method might be simply overdone at
some occasions. Especially if one is interested in the eigenstates of a Hamiltonian whose potential
V (x) is already given on a low-dimensional grid with the sampling points {x0, x1, ..., xN}. We will
encounter such kind of problem for instance in part IV of this thesis where the quantum states of
the atomic center of mass motion on a two-dimensional energy surfaces will be calculated. Once one
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knows the sampled potential one can construct the representation of the kinetic energy operator
T = − ~22m
∑
i
∂2
∂x2i
on the grid by discretizing the second derivative [83]. This becomes most simple
on an equidistant grid with grid spacing 4x. In the one-dimensional case a five-point differencing
scheme of the second derivative is given by
∂2Ψ(x)
∂x2
= − 1
(4x)2
[
1
12
Ψ(xn−2)− 4
3
Ψ(xn−1) +
5
2
Ψ(xn)− 4
3
Ψ(xn+1) +
1
12
Ψ(xn+2)
]
. (3.21)
This expression is exact up to fourth order in 4x. Now the stationary Schro¨dinger equation (3.1)
can be written as a matrix equation of the form
[T + V]v = Ev (3.22)
with the kinetic energy matrix T and the potential matrix
V = diag(V (x0), V (x1), ..., V (xN )). (3.23)
These matrices act on the grid representation of the eigenstate Ψ(x) which is given by the vector
v = (Ψ(x0),Ψ(x1), ...,Ψ(xN ))
T . (3.24)
In the present case the (N +1)×(N +1) matrix T +V is penta-diagonal and its eigenvalue problem
can be efficiently solved for instance by diagonalization routines provided by the Nag or Lapack
library. This scheme can be easily extended to higher dimensions or higher accuracy. For the latter
the five-point rule has to be replaced by a higher order approximation of the second derivative.
In case of a higher dimensional coordinate space each coordinate requires the introduction of an
additional index. To obtain a matrix equation of the form (3.22) these indices have to be combined
to a superindex granting a two-dimensional arrangement of the matrix elements.
3.4. The complex scaling method
There are countless physical systems that exhibit a resonance rather than a bound spectrum.
According to ref. [76] a resonance state is defined as a long-lived state which has sufficient energy
to break up into two or more subsystems. Such system can be an ionized atom decaying into an
electron and a nucleus or a radioactive nucleus braking apart into fragments. The latter can be
E
r
resonant
bound
Figure 3.1.: Potential that exhibits both, bound
and resonance states. The resonance state is - for
a sufficiently long lifetime - localized inside the
well before it decays.
effectively considered as a particle being trapped inside a potential barrier of finite height (see
figure 3.1). The resonance state is trapped for a considerably long time inside the well until it
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tunnels through the barrier within a specific lifetime τ . Such state is not a stationary solution of
the Schro¨dinger equation but can be regarded as a superposition of continuum states for which the
probability of finding the particle on the left hand side of the barrier is close to unity at the initial
time.
Resonances are nonsquare-integrable eigenfunctions of the Hamiltonian whose eigenvalues have
the appearance
ε = E − iΓ
2
. (3.25)
They are complex valued since the Hamiltonian is only hermitian, and has thus real eigenvalues, if
it acts on bounded functions, which is not the case here. From the decay width Γ the associated
lifetime τ can be calculated according to τ = Γ−1. A time-dependent solutions of the underlying
Schro¨dinger equation can be written as
Ψres(r, t) = Φres(r)e
−iεt (3.26)
and consequently the probability density
|Ψres(r, t)|2 = |Φres(r)|2e−Γt (3.27)
decays to zero with a specific decay time τ = Γ−1. Most numerical algorithms for solving quantum
mechanical problems have been developed for hermitian Hamilton operators. The linear variational
principle, for instance, relies on square-integrable eigenfunctions which can be expanded in a given
basis set also consisting of square-integrable functions. However, the variational principle can be
made applicable to nonhermitian resonance Hamiltonians by performing a similarity transformation
S referred to as the complex scaling transformation
S−1HSS−1Φres =
(
E − iΓ
2
)
S−1Φres (3.28)
such that S−1Φres → 0 as r →∞. Such similarity transformation is for instance given by
S = e−iθr∂r . (3.29)
Consider the spatial representation of a Hamiltonian exhibiting a resonance spectrum. The operator
S performs a rotation of the spatial coordinates into the complex plane: r → reiθ which then yields
the ’rotated’ Hamiltonian H(reiθ). Unlike the bound states only continuum states are affected by
the complex scaling procedure. The scattering states are rotated into the lower half of the complex
plane and in particular resonances do now correspond to square-integrable functions. The complex
resonance energies ε will in general depend on the value of the rotation angle θ. Continuum
states are rotated by 2θ into the lower half of the complex plane whereas energies of resonance
states - once revealed - are independent of the angle θ (see figure 3.2). Since the complex scaling
procedure transforms resonance states into square-integrable wave functions one can apply the
linear variational principle in order to compute the associated resonance energies.
To this end one also uses the ansatz (3.2) for the trial wave function which gives rise to an algebraic
eigenvalue problem. However, since the complex scaled Hamiltonian is complex symmetric rather
than hermitian one has to carefully distinguish between right hand side cR and left hand side
eigenvectors cL. They obey
HcR = χScR (3.30)
cLH = χcLS. (3.31)
This so-called c-variational principle is thoroughly discussed in ref. [76]. In figure 3.2 we present
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Figure 3.2.: a: Rotated continuum and resonances. b: Dependence of the resonance energies (upper part)
and decay widths (lower part) on the complex scaling angle θ as observed in the numerical calculations. The
stationary region is located in-between the dashed lines.
the resonance energy and the decay width of a typical complex scaling calculation with the scaling
angle varied over the interval 0 ≤ θ ≤ pi4 . As expected the resonance positions remain constant after
the scaling angle surpasses a certain value (left dashed vertical line). However, there is a second
value of θ beyond which this stationarity disappears again. This is an effect of the finite size of the
basis set that was used to perform the calculation.
Just like in the hermitian case the eigenstates of the complex scaled Hamiltonian can be used
to calculate the expectation of physical quantities. However, this requires the introduction of a
modified scalar product. This so-called c-scalar product is defined by
(Ψ | Φ) =
∫
d3rΨ(r)Φ(r) = cTLcR. (3.32)
The expectation value of a quantity/observable O is now computed according to
〈O〉 = (Ψ|S
−1OS |Ψ)
(Ψ | Ψ) =
cTLOcR
cTLcR
. (3.33)
For evaluating the latter expression one has to ensure, that (Ψ | Ψ) = cTLcR 6= 0. Unlike for the
hermitian scalar product this conditions is namely not necessarily fulfilled as the c-scalar product
is not positive-definite. The diverging expectation value is the consequence of a linear dependence
of eigenvectors of the complex scaled Hamiltonian that occurs only for a finite number of complex
scaling angles. To overcome this problems in practice usually only a slight variation of θ is needed
to reestablish their linear independence.
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Part II.
Dynamics of point particles in
inhomogeneous magnetic fields
4. Introductory remarks
Magnetic traps are widely used in order to confine and manipulate ultra cold atomic ensembles.
With the availability of efficient cooling techniques such as laser and evaporative cooling [75] even
the occupation of the lowest quantum levels in such traps became possible. This enabled the
exploration of regimes of degeneracy for both bosons (Bose-Einstein-Condensation (see ref. [79]
and refs. therein)) and fermions (degenerate Fermi gases [96]).
In order to gain insights into the dynamics of atoms and also neutrons at ultracold temperatures
several magnetic field configurations have been subject to theoretical investigations. There exist
studies regarding the three-dimensional quadrupole field [10], the wire trap [9, 42, 17, 13] and the
magnetic guide and the Ioffe-Pritchard trap [45, 44, 82, 56]. Except for the wire trap none of these
field configurations allows for strictly bound states. For the latter even analytical results can be
obtained if one restricts oneself to spin 12 particles being trapped in the vicinity of an infinitely
thin wire. In the context of cold neutron physics such solutions where obtained for the first time
by Blu¨mel and Dietrich by solving a fourth-order Hamburger equation [13]. Further investigations
regarding the wire trap have been undertaken by Vestergaard Hau et al. [42] who have pursued a
supersymmetric approach in order to obtain the Rydberg series of bound states. Particles of higher
spin trapped by wires of a finite thickness have been investigated in the work by Burke et al. [17].
As already indicated the occurrence of stable states is rather the exception than the rule. For
the majority of field configurations one observes a spectrum of states of more or less pronounced
resonance character. In refs. [45, 44] Hinds and Eberlein analyze resonances of particles with spin
1
2 and 1 in a magnetic guide by determining the phase shift of scattered waves. Potvliege´ and
Zehnle calculated widths and positions of the resonances utilizing the complex scaling method (see
ref. [82]). The dynamics of neutral spin particles in the three-dimensional quadrupole field has
already been issue of former investigations (see ref. [10]). Here Bergeman et al. have calculated
about two dozens of resonances, i.e. the resonance energies and decay widths of spin 12 particles.
Their numerical method also relied on determining the phase shift of scattered waves.
In this part we study the dynamics of neutral spin 12 and spin 1 particles exposed to three- and
two-dimensional quadrupole fields. Each of these two field configuration is dealt with in a separate
chapter. In either of them we provide hundreds of resonances which have been calculated by
utilizing the complex scaling method. This is why we can, in contrast to previous works, conclude
upon global properties of the distribution of the resonance positions. We systematically analyze
how the lifetime of the resonances depends on the angular momentum of the quantum states.
Thereby we are lead to quasi-bound states which possess extremely long lifetimes. We will derive
an approximate Schro¨dinger equation in order to elucidate the nature of these states. Moreover, we
compare the energies of the quasi-bound states to those which are obtained by using the adiabatic
approximation [31]. Finally, we demonstrate how our results can be applied to calculate resonance
properties of magnetically trapped alkali metal atoms.
28 Introductory remarks
5. Spectral properties and lifetimes of neutral
fermions and bosons in a magnetic
quadrupole field
In this chapter we explore the quantum mechanical resonance states of neutral spin particles which
are exposed to a three-dimensional magnetic quadrupole field. Thereby we proceed as follows: In
section 5.1 we present the derivation of the Hamiltonian describing our system. Section 5.2 contains
a detailed discussion of the corresponding symmetry properties. The structure of the underlying
symmetry group leads to degeneracies in the energy spectrum which are deduced. The numerical
approach which is pursued in order to calculate the resonance energies and lifetimes is outlined
in section 5.3. Sections 5.4 to 5.6 contain a discussion of our results: We present the resonance
spectrum of spin 12 and spin 1-particles. Moreover, we show and discuss the properties of the density
of states. An exploration of the relation between the lifetime and the angular momentum of the
resonance states is provided and a Schro¨dinger equation providing an approximate description of
so-called quasi-bound states is presented. The results are compared to those one would obtain
when applying the commonly used adiabatic approximation. Finally we apply our results to the
case of 6Li and 87Rb atoms being trapped in a hyperfine ground state. The chapter closes with
section 5.7 that contains a brief summary of the results.
5.1. The system - Hamiltonian and scaling properties
The Hamiltonian describing the motion of a point-like particle of mass M with the magnetic
moment µ inside a magnetic field B (r) reads
H ′ =
p2
2M
− µ ·B (r) . (5.1)
Inserting the quadrupole field (2.1) and taking into account that the magnetic moment relates to
the particles spin S by µ = − g2S the Hamiltonian becomes
H ′ =
1
2M
[
p2 + b g M (xSx + y Sy − 2z Sz)
]
(5.2)
with g being the g-factor of the particle. Performing the scale transformation x¯i = (bgM)
1
3 xi and
p¯ = (bgM)−
1
3 pi and omitting the bars one obtains
M (bgM)−
2
3 H ′ = H =
1
2
(
p2 + xSx + y Sy − 2z Sz
)
(5.3)
which represents this chapter’s working Hamiltonian. It does not contain any system related
parameters which makes the obtained results generally applicable. Equation (5.3) implies the
energy level spacing to scale according to 1
M
(bgM)
2
3 .
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5.2. Symmetries and degeneracies
Before we tackle the problem of finding solutions to the stationary Schro¨dinger equation we first
want to analyze the symmetry properties of the Hamiltonian. In the course of this thesis it will
turn out that such - often tedious - analysis is often extremely helpful. It helps to elucidate specific
features of the energy spectrum such as degeneracies without the need to solve the Schro¨dinger
equation. Moreover, knowledge of the symmetries allows to make valuable predictions about the
magnitude of certain expectation values or (transition) matrix elements.
Analyzing the symmetry properties of the Hamiltonian (5.3) we could identify 16 discrete oper-
ations of both unitary and antiunitary character. Antiunitary operators involve the conventional
time-reversal operator T . A list of the discrete symmetries can be found in table 5.1. Each one is
composed of a number of elementary operations which are listed in table 5.2.
Σx = D1PyPz Σy = PxD2Pz Σz = PxPyD3 1
PxPyPzIxyD4 PzIxyD
∗
4 PyIxyD5 PxIxyD
∗
5
TD1Pz TPxPyD2Pz TPxD3 TPy
TPxPzIxyD4 TPyPzIxyD
∗
4 TIxyD5 TPxPyIxyD
∗
5
Table 5.1.: Discrete symmetries of the Hamiltonian (5.3). Each symmetry is composed of a number of
elementary symmetries which are listed in table 5.2
Operator Operation
Pxi xi → −xi
Ixy x → y y → x z → z
T A → A∗ (conventional time reversal)
D1 = e
iSxpi Sx → Sx Sy → −Sy Sz → −Sz
D2 = e
iSypi Sx → −Sx Sy → Sy Sz → −Sz
D3 = e
iSzpi Sx → −Sx Sy → −Sy Sz → Sz
D4 = e
iSz
pi
2 eiSxpi Sx → −Sy Sy → −Sx Sz → −Sz
D5 = e
−iSz pi2 Sx → −Sy Sy → Sx Sz → Sz
Table 5.2.: Set of discrete operations out of which all discrete symmetry operations of the Hamiltonian (5.3)
can be composed.
Although the symmetry operations shown in the table 5.1 formally possess the same decompo-
sition in terms of elementary operations for both fermions and bosons both underlying symmetry
groups possess structural differences. For instance one finds {Σi,Σj} = 0 in case of fermions but
[Σi,Σj] = 0 if bosons are considered.
Apart from the discrete symmetries there is a continuous symmetry group generated by Jz =
Lz + Sz which is the z-component of the total angular momentum. This is a consequence of
the rotational invariance of the system around the z-axis of the coordinate system. Because of
[Jz,H] = 0 one can construct energy eigenfunctions which are simultaneously eigenfunctions of Jz.
For a spin s particle they read in the spatial representation
|m〉(s) =
s∑
ms=−s
cmse
i(m−ms)φ |ms〉 (5.4)
where the states |ms〉 obey
Sz |ms〉 = ms |ms〉 . (5.5)
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Exploiting the discrete symmetries of the system one can prove the occurrence of degeneracies in
the energy spectrum of the Hamiltonian (5.3). Let us consider |E,m〉 to be an energy eigenstate
and at the same time an eigenstate of Jz. Using the anti-commutator {Jz,Σx} = 0 we have
Jz Σx |E,m〉 = −Σx Jz |E,m〉 = −mΣx |E,m〉 (5.6)
Thus the state Σx |E,m〉 can be identified with |E,−m〉. In case of a spin 12 particle it follows from
equation (5.6) that any energy level exhibits a two-fold degeneracy. 1 In case of spin 1 the situation
is different. Here for m = 0 the states |E,m〉 and Σx |E,m〉 do not form a degenerate pair since
they are located in the same Jz-subspace. However, for m 6= 0 there is a two-fold degeneracy also
in the spin 1 case.
5.3. Numerical treatment
The Hamiltonian (5.3) does not support bound states [10]. In order to calculate the energies and
decay widths of the scattering wave functions we employ the complex scaling method in conjunction
with the linear variational principle. To this end it is convenient to transform the Hamiltonian (5.3)
into spherical coordinates:
H =
1
2
[
− ∂
2
∂r2
− 2
r
∂
∂r
+
L2
r2
+ r sin θK(s) − 2r cos θ S(s)z
]
(5.7)
Explicit representations of the matrix K for spin 12 and spin 1 particles are given through
K( 12 ) = 1
2
(
0 e−iφ
eiφ 0
)
and K(1) = 1√
2

 0 e−iφ 0eiφ 0 e−iφ
0 eiφ 0

 , (5.8)
respectively. According to section 3.4 the radial coordinate is rotated into the complex plane by
the transformation r → reiη. Then the complex scaled Hamiltonian arising from equation (5.7)
reads
H(η) =
1
2
[
−e−i2η ∂
2
∂r2
− e−i2η 2
r
∂
∂r
+ e−i2η
L2
r2
+ eiηr sin θK(s) − 2eiηr cos θ Ssz
]
. (5.9)
The eigenvalue problem of this Hamiltonian is solved by utilizing the variational principle. To this
end we employ a so-called Sturmian basis set of the form
|n, l,ms〉m = |n〉 |l,ms〉m = R(ζ)n (r)Y m−msl (θ, φ) |ms〉 . (5.10)
Here Y ml (θ, φ) denote the spherical harmonics. For fixed m the functions |n, l,ms〉m are constructed
such that the eigenstates of the Schro¨dinger equation are a priori eigenstates of the Jz operator.
The radial part of the orbitals used for the expansion reads
R(ζ)n (r) = ζ
3
2 e−
ζr
2 Ln(ζr) (5.11)
with Ln(r) being the Laguerre polynomials. By appropriately tuning the parameter ζ an optimal
convergence behavior in different parts of the spectrum can be established. ζ possesses the dimen-
sion of an inverse length and therefore has to be adapted such that 1/ζ corresponds to the typical
length scale of the desired wave functions. The functions R
(ζ)
n (r) form a complete functional set
in r-space. They are nonorthogonal which results to an overlap-matrix different from unity. The
1For a detailed discussion see also section 9.2.1.
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basis set (5.10) is complete in r-, θ- and spin space. Utilizing the basis set (5.10) the expansion of
an energy eigenstate according to equation (3.2) reads
|E,m〉 =
n<N,l<L,ms≤s∑
n=0,ms=−s,l=|m−ms|
cn,l,ms |n, l,ms〉m (5.12)
It gives rise to the generalized spinor eigenvalue problem H(η)c = ESc, where H(η) and S are the
corresponding matrix representation of the Hamiltonian (5.9) and the overlap matrix, respectively:
H(η) = 〈n, l,ms|H(η)
∣∣n′, l′,m′s〉m S = 〈n, l,ms | n′, l′,m′s〉m (5.13)
Using the basis set (5.10) all entries of the matrices (5.13) can be computed analytically by ex-
ploiting recurrence identities for the spherical harmonics and the Laguerre polynomials [1, 86],
respectively. The expressions for the matrix elements of the individual parts of the Hamiltonian
can be found in [55]. The matrices H and S possess a particular sparse appearance, e.g. S is
penta-diagonal. This has enabled us to go to large basis set dimensions still being able to compute
the spectrum within an agreeable period of time.
5.4. Energies and decay widths of resonance states
5.4.1. Relation between energy and momentum of an eigenstate
We are now going to derive an expression for the mean squared momentum for particles inside a
quadrupole trap. For an energy eigenstates apparently the relation 〈[x · p,H]〉 = 0 holds. Calcu-
lating the commutator explicitly one finds
〈xSx〉 = 2
〈
p2x
〉
(5.14)
〈ySy〉 = 2
〈
p2y
〉
(5.15)
〈zSz〉 = −
〈
p2z
〉
. (5.16)
By inserting these expressions into the Hamiltonian one obtains
E = 〈H〉 = 3
2
[〈
p2x
〉
+
〈
p2x
〉
+
〈
p2x
〉]
=
3
2
〈
p2
〉
. (5.17)
For the sake of comparison we remark that in case of a three-dimensional harmonic oscillator one
finds 〈H〉 = 〈p2〉.
5.4.2. The resonance spectrum of spin 1
2
fermions
By using the numerical method outlined above we have calculated hundreds of resonances. In
figure 5.1 we present this resonance spectrum for a neutral spin 12 particle. The smallest amount
of angular momentum is carried by particles which reside in the m = 12 state. In this case the
resonances occupy an triangular shaped area in the E − Γ plane. The resonances are placed on
a series of diagonal lines with negative slope. The pattern becomes increasingly distorted, i.e.
irregular, when approaching high resonance energies and large decay widths. Qualitatively the
same behavior is observed in the next higher angular momentum subspace, i.e. m = 32 . Compared
to the previous case here the maximum line width Γ has decreased by approximately half an order
of magnitude. This trend continues when approaching even higher angular momenta but at the
same time the shape of the resonance pattern suffers significant alteration. Still a triangular shape
is observed, however the triangle is flipped such that its hypotenuse now possesses a positive slope.
Moreover, the resonances arrange in an increasingly regular way. Let us now investigate how
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Figure 5.1.: Energies E and decay widths Γ (logarithmic scale) of resonances in the magnetic quadrupole
trap for four different values of the Jz quantum number. The structure of the resonance energy pattern is
significantly altered as the quantum number m increases. The triangular distribution reverses and at the
same time a transition to a more regular pattern is observed.
the decay width of a resonance state is related to its actual angular momentum value. For this
purpose we consider the width of the energetically lowest resonance in the different Jz subspaces
(see figure 5.2). One immediately notices that a linearly increasing value of the angular momentum
results in an exponential decrease of the decay width. Performing an exponential fit we find the
dependence Γ ≈ 0.2 e−0.79|m|. The larger the angular momentum of a state the farther it will be
located from the center of the trap. Later on we will see that this is the region where transitions
from bound to unbound states take place. With increasing angular momentum the wave functions
avoid contact with the trap center and therefore the states become more stable. Resonances of
spin 12 particles have already been calculated in the work by Bergeman et al. [10]. These authors
consider Jz subspaces up to m =
11
2 . Since altogether about two dozens of resonance positions
were obtained by their numerical approach the authors were not in the position to comment on
the global structure of the resonance spectrum. Our results agree well with those by Bergeman et
al. except for some larger discrepancies in the m = 12 subspace. It seems that the authors of [10]
had difficulties of resolving resonances with overlapping decay widths. This limitation arises from
their numerical approach where the resonance positions are obtained from a fit to the phase shift
of scattered waves.
5.4.3. Resonance spectrum and density of states of spin 1 bosons
In figure 5.3 the resonance positions for a spin 1 particle in a magnetic trap are shown. Qualitatively
we observe the same behavior as for the spin 12 case in figure 5.1. Again we find a triangular shaped
distribution for low angular momenta. Compared to the spin 12 case the overall distribution in
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Figure 5.2.: Decay width of the energetically low-
est resonance shown as a function the quantum
number m (spin 1
2
particle). An exponential de-
crease of the decay width is observed. The in-
creased stability of high m states originates from
a localization of such states far away from the cen-
ter of the trap such that transitions to unbound
states are inhibited.
the E − Γ-plane seems to be more irregular. Approaching higher m values we encounter again a
transition to a regular pattern. In figure 5.4 we present the decay width of the energetically lowest
resonance in each Jz subspace plotted against the quantum number m. Similar to the spin
1
2 case
the decay width declines with increasing angular momentum. Performing an exponential fit we
find Γ ≈ 0.68 e−0.56|m|.
Since we now know the resonance energies and their respective decay width we are able to
calculate the density of states (DOS). The DOS measures the fraction of states dN that occupy
the energy interval dE ans is usually a function of the energy itself: dN
dE
(E)i. For a resonance state
the DOS profile is determined according to ref. [76] by
dN
dE
(E)i =
Γi
pi
1
Γ2i + (E −Ei)2
. (5.18)
The total density of states is obtained via
dN
dE
(E) =
∑
i
dN
dE
(E)i. (5.19)
In figure 5.5 we present the DOS for four selected values of the quantum number m. For m = 0
we observe broad peaks. Their positions are determined by the resonance states with the smallest
decay width. The high background level is formed by short lived states. For m = 5 the energetically
lowest resonance is well separated from the others. At the same time a substructure becomes visible
for energetically higher peaks. This substructure becomes manifest for m = 10 and is even more
evident for m = 15, where extremely sharp peaks are formed. These sharp resonances are an
indication for almost stable states with respect to decay from the quadrupole trap. The peaks form
clearly separated groups with the number of subpeaks in adjacent groups differing by one.
5.5. Quasi-bound states
5.5.1. Spin 1
2
fermions
For sufficiently large values of the angular momentum the wave functions become localized far away
from the center of the trap. They form concentric circles around the z-axis. Since transitions to
continuum states mainly occur in the center this results in a significant increase of the lifetimes of
the states. Thus one could expect such states to be approximately describable as bound states of
a certain effective Schro¨dinger equation. In order to obtain such an equation it is sensible to write
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Figure 5.3.: Energies E and decay widths Γ (logarithmic scale) of resonances in the magnetic quadrupole
trap for four values of the Jz quantum number (spin 1 particle). The structure of the resonance energy
pattern undergoes a significant alteration with increasing values of the quantum number m.
the Hamiltonian (5.3) in cylindrical coordinates and apply the unitary transformation
U1 = e
−iSzφ. (5.20)
This yields
H˜ = U †1HU1 =
1
2
[
− ∂
2
∂ρ2
− 1
ρ
∂
∂ρ
+
1
ρ2
(Lz − Sz)2 − ∂
2
∂z2
+ ρSx − 2zSz
]
. (5.21)
In this frame any explicit dependence on the azimuthal angle φ is removed. Hence now Lz instead
of Jz constitutes a conserved quantity, because of
U †1JzU1 = Lz. (5.22)
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Figure 5.4.: Decay width of the energetically low-
est resonance of a spin 1 boson plotted against the
quantum number m. An exponential decrease of
the decay width is observed. The increased stabil-
ity of high m states originates from a localization
of such states far away from the center of the trap.
Hence we can replace Lz by its quantum number m and consider each Lz subspace separately. At
this point we have to emphasize that due to the unitarity of U1 the quantum number m retains
its half-integer character if spin 12 particles are considered and remains integer in case of spin 1.
Also, we want to remark that equation (5.21) holds independently of the spin of the particle since
the explicit appearance of S did not enter the calculation yet. The spatially dependent unitary
transformation
U2 = e
−iSyβ (5.23)
with sinβ = ρ√
ρ2+4z2
and cos β = −2z√
ρ2+4z2
diagonalizes the spin-field interaction term of (5.21),
i.e.
U †2 (ρSx − 2zSz) U2 =
√
ρ2 + 4z2 Sz. (5.24)
The derivatives result in additional terms, e.g.
U †2
∂2
∂ρ2
U2 = U
†
2U
′′
2 + 2U
†
2U
′
2
∂
∂ρ
+
∂2
∂ρ2
, (5.25)
which gives rise to additional off-diagonal couplings. However, these terms are proportional to
powers of z−1 as ρ → 0 and ρ−1 as z → 0. Thus they become important only in the vicinity
of the center of trap, where they lead to transitions between bound and unbound solutions. We
now explicitly focus on spin 12 particles. We neglect the off-diagonal terms of the transformed
Hamiltonian and considering only the component of U †2H˜U2 which allows for bound solutions that
we denote as |Ψqb〉. Thereby we obtain the Schro¨dinger equation
1
2
[
− ∂
2
∂ρ2
− ∂
2
∂z2
+
m2
ρ2
+
2mz
ρ2
√
ρ2 + 4z2
+
ρ2 + z2
(ρ2 + 4z2)2
+
1
2
√
ρ2 + 4z2
]
|Φqb〉 = Eqb |Φqb〉 (5.26)
which we will in the following referred to as quasi-bound Schro¨dinger equation. Note that we have
introduced the wave function |Ψqb〉 = ρ−
1
2 |Φqb〉.
The traditional approach in order to obtain a Schro¨dinger equation describing bound states is
to employ the so-called adiabatic approximation. In this picture one assumes the projection of the
atomic spin onto the local direction of the magnetic field to be conserved. Thus the coupling of
the magnetic moment to the field is crudely simplified to read gµBms |B(r)| with ms being the
projection of the spin onto the local field direction. In this approximation the Hamiltonian becomes
Had =
1
2
[
p2 + ms
√
ρ2 + 4z2
]
(5.27)
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Figure 5.5.: Density of states for four selected values of the quantum number m. For small angular momen-
tum the DOS is dominated by the longest living resonances which emerge from the high background level.
Increasing angular momentum leads to a general decline of the decay width. Thus more peaks appear as
the angular momentum increases. At the same time the background level decreases. At m = 15 one finds
extremely narrow resonances which indicate extremely long living states.
thereby having employed scaled coordinates (see section 5.1). Considering ms =
1
2 which allows
for bound solutions unlike ms = −12 and introducing the wave function |Ψad〉 = ρ−
1
2 |Φad〉 the
corresponding adiabatic Schro¨dinger equation becomes
1
2
[
− ∂
2
∂ρ2
− ∂
2
∂z2
+
l2 − 14
ρ2
+
1
2
√
ρ2 + 4z2
]
|Φad〉 = Ead |Φad〉 . (5.28)
Here l is the quantum number of the operator Lz which is conserved due to the rotational invariance
of the system around the z-axis in coordinate space. Note that unlike m the quantum number l
is integer-valued. In order to solve equations (5.26) and (5.28) we have utilized the Femlab
software package wich employs the finite element method for solving differential equations. Table
5.3 contains a comparison of the adiabatic eigenvalues Ead and the exact resonance energies as
well as the energies of the quasi-bound states Eqb. The quantum numbers l and m are chosen
such that l = m − 12 . For all m eigenvalues E and Eqb are in remarkably good agreement. The
angular momentum term m
2
ρ2
together with the two consecutive terms in equation (5.26) constitute
a potential barrier which prevents a particle from entering the vicinity around the center of the
trap. We have already stated that the off-diagonal elements of U †2H˜U2 involve inverse powers of the
spatial coordinates. Thus the matrix element for transitions between bound and unbound solutions
becomes only significant if there is a sufficiently large overlap of the wave function with the central
region of the trap. This explains why the quasi-bound approach performs better and better with
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0 1 2 3 4 5
E 1.1748 1.5687 1.7023 1.9694 2.0604 2.1314
m = 12 Eqb 1.1539 1.5635 1.6757 1.9703 2.0442 2.1069
l = 0 Ead 0.9347 1.4652 1.4808 1.8986 1.9194 1.9375
E 1.4086 1.8101 1.8922 2.1903 2.2503 2.3075
m = 32 Eqb 1.3795 1.7814 1.8678 2.1655 2.2251 2.2868
l = 1 Ead 1.1192 1.6655 1.6933 2.0748 2.1122 2.1150
E 2.0707 2.4287 2.4756 2.7664 2.8084 2.8440
m = 92 Eqb 2.0597 2.4159 2.4649 2.7531 2.7965 2.8341
l = 4 Ead 1.9324 2.3090 2.3457 2.6581 2.6990 2.7164
E 3.8427 4.1115 4.1475 4.3729 4.4092 4.4384
m = 292 Eqb 3.8410 4.1095 4.1456 4.3707 4.4072 4.4365
l = 14 Ead 3.7575 4.0298 4.0651 4.2942 4.3305 4.3582
E 5.9227 6.1399 6.1708 6.3540 6.3851 6.4126
m = 592 Eqb 5.9221 6.1393 6.1702 6.3533 6.3845 6.4119
l = 29 Ead 5.8569 6.0755 6.1064 6.2908 6.3220 6.3493
Table 5.3.: Comparison of the resonance energies to the approximate energies Eqb and Ead obtained from
equations (5.26) and (5.28), respectively. The first six resonance energies E for five selected values of the
quantum number m are provided. The quantum numbers l have been chosen such that l = m− 1
2
.
increasing values of the quantum number m. For m = 592 we find a very good agreement between
E and Eqb. Here the relative discrepancy is less than 0.01%. From the data listed in table 5.3 it
is apparent that the adiabatic approach essentially fails for l = 0. The spin of particles being in
such states can certainly not be considered to couple adiabatically to the external field. For larger
values of the angular momentum the adiabatic approximation works reasonably well. However, the
quality of the quasi-bound energies Eqb is never reached by the adiabatic energies Ead.
We will now discuss the origin of the regular pattern formed by the resonance positions which
emerges for high values of the m quantum number (see figure 5.1). For high m values the minimum
and the associate well of the effective potential in the Schro¨dinger equation (5.26) becomes more and
more pronounced. The minimum is approximately located at the position (z0 = 0, ρ0 = (2m)
2
3 ).
The system now becomes almost integrable, and consequently the states can be characterized by
their number of nodes in ρ- and z-direction which we designate by nρ and nz, respectively. This
is illustrated in figure 5.6 which shows data obtained from the complex scaling calculation. The
energies are approximately those of an anisotropic harmonic oscillator in the ρ−z plane. States with
higher number of nodes in ρ-direction posses larger widths. This is easily understood considering
that such states are elongated in the ρ-direction and the particles therefore posses higher oscillation
frequencies in that direction. Hence these states posses a higher probability to penetrate the angular
momentum barrier and undergo a transition to unbound solutions. Unlike that, states with small
nρ are mainly elongated along the z-direction (see right hand side of figure 5.6) and thus avoid
contact with the trap center.
5.5.2. Spin 1 bosons
Like for spin 12 particles one can derive a quasi-bound Schro¨dinger equation for spin 1 particles
as well. Neglecting the off-diagonal terms of U †2H˜U2 and considering only the component which
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Figure 5.6.: Resonances in the m = 37
2
subspace. The resonance states can be characterized by the two
quantum numbers (nρ, nz) which denote the number of nodes in the ρ- and z-direction, respectively. The right
hand side shows the probability density of the wave functions |Φqb〉. The wave functions are approximately
centered at the coordinates (z0 = 0, ρ0 = (2m)
2
3 ).
allows for bound solutions one obtains the following equation:
1
2
[
− ∂
2
∂ρ2
− ∂
2
∂z2
+
m2 + 34
ρ2
+
4mz
ρ2
√
ρ2 + 4z2
− 1
2(ρ2 + 4z2)
+
2(ρ2 + z2)
(ρ2 + 4z2)2
+
√
ρ2 + 4z2
]
|Φqb〉 = Eqb |Φqb〉 . (5.29)
Like in section 5.5.1 we have introduced the wave function |Ψqb〉 = ρ−
1
2 |Φqb〉. Following the
derivation of section 5.5.1 the adiabatic Schro¨dinger equation becomes
1
2
[
− ∂
2
∂ρ2
− ∂
2
∂z2
+
l2 − 14
ρ2
+
√
ρ2 + 4z2
]
|Φad〉 = Ead |Φad〉 . (5.30)
Since we are now dealing with spin 1 particles we have set ms = 1 in equation (5.27). In table
5.4 we present a comparison of the exact resonance energies to the quasi-bound and adiabatic
energies Eqb and Ead. The data show again a breakdown of the adiabatic approximation for low
values of l. The quasi-bound approximation here performs significantly better than the adiabatic
approximation but not quite as good as it did for the spin 12 case. For m = 0 one finds deviations
up to almost 8%. This is most likely due to the fact that there exist two unbound channels instead
of a single one like in the spin 12 case. Both, the adiabatic and the quasi-bound approach, perform
better when reaching higher values of the angular momentum. However, the quasi-bound approach
is still superior with deviations of less than 0.1% for m = 20 and greater.
5.6. Resonances of magnetically trapped alkali metal atoms
The results given in this chapter can be directly applied to calculate the resonance energies and
lifetimes of magnetically trapped alkali atoms. If the hyperfine-splitting is much larger than the
magnetic field induced splitting of the hyper-fine sublevels one can consider each hyper-fine manifold
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0 1 2 3 4 5
E 2.1759 2.8639 2.8810 3.4898 3.5011 3.5233
m = 0 Eqb 2.0219 2.7252 2.7402 3.3725 3.3866 3.3900
l = 0 Ead 1.4863 2.32789 2.3528 3.0156 3.0490 3.0776
E 2.2381 2.6590 3.0786 3.2702 3.5605 3.7222
m = 1 Eqb 2.0715 2.6180 2.9294 3.2149 3.4236 3.6123
l = 1 Ead 1.8929 2.6440 2.6880 3.2937 3.3531 3.3576
E 3.5061 4.0377 4.1537 4.5472 4.6497 4.7384
m = 5 Eqb 3.4482 3.9775 4.0965 4.4890 4.5885 4.6856
l = 5 Ead 3.4086 3.9768 4.0359 4.5090 4.5733 4.6055
E 4.9525 5.4197 5.4939 5.8715 5.9421 6.0028
m = 10 Eqb 4.9317 5.3955 5.4718 5.8450 5.9171 5.9806
l = 10 Ead 4.9135 5.3889 5.4472 5.8462 5.9067 5.9487
E 7.4025 7.7894 7.8463 8.1685 8.2252 8.2742
m = 20 Eqb 7.3957 7.7818 7.8390 8.1602 8.2172 8.2666
l = 20 Ead 7.3878 7.7767 7.8296 8.1573 8.2111 8.2555
Table 5.4.: Comparison of the resonance energies to the approximate energies Eqb and Ead obtained from
equation (5.29) and (5.30), respectively. The first six resonance energies E for 5 selected values of the
quantum number m are provided.
separately, i.e. the operator F2 = (J + I)2 can be treated as if it was approximately conserved
(for illustration see figure 5.7). Here J and I are the total electronic spin and the nuclear spin
operator, respectively. As instructive examples we choose the following two species: 6Li being in
the hyperfine ground state 2S 1
2
, I = 1, F = 12 and
87Rb being in the hyperfine ground state 5S 1
2
,
I = 32 , F = 1. Here I and F denote the quantum numbers of F
2 and I2, respectively. Since both
6Li and 87Rb possess a single valence electron carrying spin 12 the nuclear spin exclusively decides
upon whether the species is of fermionic or bosonic character. For the hyperfine states given above
we find 6Li to behave like a spin 12 fermion with g-factor g =
2
3 and mass M = 10964.67me whereas
87Rb behaves like a spin 1 boson with g = 12 and M = 155798.23me . In table 5.5 we provide the
mass [me] gF energy unit [neV] length unit [nm] Egs [neV] τgs [µs]
6Li 10964.67 32 0.745 96.55 87.52 5.42
87Rb 155798.23 12 0.254 43.87 55.25 7.36
Table 5.5.: Mass, g-factor, energy unit, length unit as well as energy and lifetime of the ground state
resonance for 6Li (2S 1
2
, F = 1
2
) and 87Rb (5S 1
2
, F = 1) at a gradient b = 100 T
m
.
energy and length unit as well as the energy Egs and lifetime τgs of the ground state resonance at
a gradient b = 100 T
m
. For this rather high gradient the lifetimes are in the order of µs. As we have
pointed out in this work the lifetime of trapped states can be significantly prolonged if the atom
is prepared in states of high angular momentum. In case of 87Rb being prepared in the m = 25
subspace the minimum lifetime evaluates to 433.5s !
5.7. Summary
This chapter was devoted to the investigation of the motion of neutral point-like particles in a
three-dimensional magnetic quadrupole field. We have focussed on fermions and bosons, carrying
spin 12 and 1, respectively. We have introduced a scaling transformation which removes any system
related parameters from the Hamiltonian. Our results are therefore generally applicable. Energies
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Figure 5.7.: Term scheme of 6Li. For sufficiently
small magnetic field strength each of the hyper-
fine manifolds can be treated separately, i.e. F
can be considered to be an approximately good
quantum number.
and decay widths of resonance states of the Schro¨dinger equation have been calculated by employing
the complex scaling method together with the linear variational principle. For the latter we have
utilized a Sturmian basis set which enabled us to converge hundreds of resonances.
The analysis of the underlying Hamiltonian revealed a large number of symmetries. We have
identified 16 discrete symmetries of both unitary and anti-unitary character. In addition there
is a continuous unitary symmetry generated by the conserved quantity Jz = Lz + Sz. A deeper
exploration of the underlying symmetry group revealed a two-fold degeneracy of any energy level in
case of spin 12 particles. In case of spin 1 such a degeneracy is found in all but the m = 0 symmetry
subspaces.
We have calculated the resonance energies for a wide range of values of the quantum number m
and discussed the distribution of the resonance positions in the E − Γ plane. For low m values
we have found a triangular shaped pattern exhibiting both regular and irregular regions. For large
angular momenta a transition to a pattern of regularly distributed resonance position is observed.
In the latter regime the system becomes almost integrable. Here states can be characterized by the
quantum numbers nρ and nz which correspond to the number of nodes of the wave function in the
respective spatial direction.
We have further shown that there is an exponential increase in the lifetimes of the resonance states
with increasing angular momentum. We have shown the transitions between bound and unbound
solutions to take place only in vicinity of the trap center. They are therefore highly suppressed
for large angular momentum states. Such quasi-bound states which possess long lifetimes can be
very well described by a scalar radial Schro¨dinger equation. Its approximate eigenenergies are in
good agreement with the resonance energies obtained from the complex scaling calculation and
become exact in the limit of high m quantum numbers. However, for spin 12 particles even for low
angular momenta an astonishingly good agreement is achieved. A comparison of the quasi-bound
to the commonly used adiabatic description of trapped states has been presented as well. We have
found for both spin 12 and spin 1 particles the quasi-bound solutions to be in significantly better
agreement to the numerically exact results.
Most of the results presented in this chapter are published in refs. [62, 59].
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6. Spectral properties and lifetimes of neutral
fermions and bosons in a magnetic
quadrupole guide and a Ioffe-Pritchard trap
The last chapter was dedicated to a thorough discussion of the resonance spectrum of spin particles
exposed to a three-dimensional quadrupole field. We now turn to an equally important field con-
figuration - the magnetic quadrupole guide or Ioffe-Pritchard trap. In contrast to the precious case
this configuration can provide only a two-dimensional confinement of the atomic motion. Moreover,
the underlying equations of motion depend parametrically on the Ioffe field strength which, as we
will show, has a major impact on the appearance of the resonance spectrum. In detail this chapter
is structured as follows: In section 6.1 we present the underlying Hamiltonian which effectively
is two-dimensional and does depend solely on a single parameter involving both the gradient of
the inhomogeneous field and the Ioffe field strength. The system exhibits a plethora of unitary as
well as anti-unitary symmetries. The effects of this intricate symmetry properties and in particular
a resultant two-fold degeneracy of the resonance energies are discussed in section 6.2. In section
6.3 we briefly outline the numerical approach we pursue in order to obtain the resonance energies
and decay width which is based on the complex scaling method. Section 6.4 to 6.7 are devoted
to a discussion of our results. We analyze the resonance spectrum for several values of the Ioffe
field strength. Furthermore we investigate how the energies and lifetimes of the resonance states
depend on their angular momentum. The properties of so-called quasi bound states are addressed.
We provide a radial Schro¨dinger equation whose eigenenergies are very good approximations of
the true resonance energies. A comparison to the commonly used adiabatic approximation is also
performed. Finally the results are applied to the experimentally important cases of 6Li, 7Li and
87Rb in a Ioffe-Pritchard trap. In section 6.8 we provide a brief summary of the results.
6.1. The System - Hamiltonian and scaling properties
The general Hamiltonian of a neutral particle with the magnetic moment µ and the mass M
in the presence of a magnetic field B (r) reads is given by equation (5.1). After inserting the
Ioffe-Pritchard field configuration (2.9) this Hamiltonian does not contain an explicit dependence
on the z- coordinate. Hence the z-component of the momentum operator p is conserved, i.e.
[H ′, pz] = 0. In order to decouple the dynamics in the z-direction we use plain waves |kz〉 which
obey pz |kz〉 = kz |kz〉. One now obtains an effectively two-dimensional Hamiltonian by performing
the projection
H2D = 〈kz|H ′ |kz〉 − k
2
z
2M
=
1
2M
[
p2x + p
2
y + gM (b xSx − b ySy + BI Sz)
]
. (6.1)
Here atomic units (see appendix B) have been adopted. We also assume the relation between the
magnetic moment µ and the spin S to be µ = − g2S with g being the particle’s g-factor. After
performing the scale transformation x¯i = (bgM)
1
3 xi and p¯i = (bgM)
− 1
3 pi and omitting the bars
thereafter we finally obtain the working Hamiltonian
M (bgM)−
2
3 H2D = H =
1
2
[
p2x + p
2
y + xSx − ySy + γ Sz
]
(6.2)
44 Fermions and bosons in a magnetic quadrupole guide and a Ioffe-Pritchard trap
with γ = BI
(
gM
b2
) 1
3
. For γ = 0 the gradient b does not explicitly appear in equation (6.2). In this
case the energy level spacing scales according to 1
M
(bgM)
2
3 exactly as for the three-dimensional
quadrupole field.
6.2. Symmetries and Degeneracies
We will now be analyzing the symmetry properties of the system to gain insights into the structure of
the resonance spectrum. Before doing so we first introduce some elementary symmetry operations:
The operations
Rj = exp
[
−iSk pi
2
]
exp [−iSlpi] cyclic permutations of j, k, l (6.3)
R¯j = exp
[
−iSk pi
2
]
exp [−iSlpi] anti − cyclic permutations of j, k, l (6.4)
Dj = exp [−iSjpi] (6.5)
exclusively act on the spin space which in case of a spin 1 particle is spanned by the matrices
Sx =
1√
2

 0 1 01 0 1
0 1 0

 Sy = 1√2

 0 −i 0i 0 −i
0 i 0

 Sz =

 1 0 00 0 0
0 0 −1

 (6.6)
and the unit matrix. For spin 12 we chose the usual representation of the spin operator in terms of
the Pauli-matrices. The elementary symmetry operations (6.3) - (6.5) obey
R¯jRk = RkR¯j = Dl j, k, l cyclic (6.7)
DjDk = DkDj = Dl (6.8)
[Dj , Dk] = 0 (6.9)
RiRi = R¯iR¯i = DiDi = 1. (6.10)
Apart from these spin space operations we specify a few operations acting exclusively on the spatial
coordinates: These are the common parity operations Px, Py (reflections at the x and y axis,
respectively) as well as the rotation around the z-axis by an angle pi2 : G = exp
[
ipi2 Lz
]
. Together
with the anti-unitary operator of the conventional time reversal T we have now founded the basis
for the following symmetry analysis.
6.2.1. Symmetries and degeneracies in the absence of a Ioffe field
We are now able to construct the symmetry operations of the Hamiltonian (6.2), i.e. operations
leaving the shape of the Hamiltonian invariant. Since the discrete unitary transformations in real
space G, Px, Py do not commute with the Hamiltonian they have to be combined with additional
spin space operators in order to create symmetries of the Hamiltonian. In total we have identified
16 (including unity) discrete unitary transformations U being composed of real space as well as
spin space operators such that U †HU = H. They are listed in table 6.1. At this point we remark
that all symmetries of the system described by the Hamiltonian (6.2) hold independently of the
dimensionality of the spin space, provided that the spin matrices (6.6) are replaced accordingly
by their higher or lower dimensional representations. In any case the algebra of the underlying
symmetry group possesses a rich structure which strongly depends on whether spin 12 or spin 1
particles are considered: For instance the operators Σ
(1)
x , Σ
(1)
y and Σ
(1)
z are generating an Abelian
subgroup in the spin 1 case (the upper index of the operators indicates the particle’s spin). This does
6.2 Symmetries and Degeneracies 45
GPxR¯x Σz = PxPyDz Σy = PxDy Σx = PyDx
GPyRy GRyDx GPxPyRyDy 1
TGR¯x TPxDz TPxPyDy TDx
TGPxPyRy TGPxRyDx TGPyRyDy TPy
Table 6.1.: Symmetry operations of the Hamiltonian (6.2) for γ = 0. Top part: unitary symmetries. Bottom
part: anti-unitary symmetries.
not hold for spin 12 particles. Here one rather finds the operators Σ
( 1
2
)
i to generate a non-Abelian
subgroup while obeying the algebra
[
Σ
( 1
2
)
i ,Σ
( 1
2
)
j
]
= 2 ijkΣ
( 1
2
)
k reminiscent of angular momentum
operators.
Additionally to the discrete symmetries there is also continuous one. The generator of the
underlying symmetry group is Λz = Lz − Sz which was already revealed for spin 12 systems by
Eberlein and Hinds in ref. [44]. The operator Λz obeys the eigenvalue equation
Λz |m〉 = m |m〉 (6.11)
with (half-)integer quantum numbers m. The corresponding states |m〉 read in the spatial repre-
sentation
|m〉 =
∑
ms
αmse
i(m+ms)φ |ms〉 (6.12)
with φ being the polar angle and |ms〉 being the eigenstates of the spin operator’s z-component Sz.
The symmetries listed in table 6.1 together with Λz allow one to pick several sets of commuting
operators. In the present work we pick H, Σz and Λz but also other combinations are thinkable.
Calculating the eigenvalue of a Λz eigenstate with respect to the Σz operator one finds
Σz |m〉 =
∑
ms
αmse
−imspiei(m+ms)(φ+pi) |ms〉 = eimpi |m〉 = (−1)m |m〉 = κ˜ |m〉 . (6.13)
Depending on wether m is integer or half-integer one finds real or complex values of κ˜. In order
to have an always real-valued quantum number we introduce κ = e−ispiκ˜ with s being the spin of
the respective particle. Consequently the resonance states can be classified according to the three
quantum numbers E, m and κ: |E,m, κ〉.
Like for a three-dimensional quadrupole trap we encounter degeneracies in the resonance spec-
trum. In the present case this is shown as follows: The operations Λz and Σx anti-commute, i.e.
they obey {Λz,Σx} = 0. Let |E,m〉 be an energy eigenstate and at the same time an eigenstate of
Λz with
Λz |E,m〉 = m |E,m〉 . (6.14)
Employing the above anti-commutator one finds
ΛzΣx |E,m〉 = −ΣxΛz |E,m〉 = −mΣx |E,m〉 (6.15)
Hence, the state Σx |E,m〉 can be identified with |E,−m〉. Thus except for m = 0 there is always
an orthogonal pair of states possessing the same energy namely |E,m〉 and |E,−m〉.
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Σz = PxPyDz GRyDx GPxPyRyDy 1
TPxDz TGPxRyDx TGPyRyDy TPy
Table 6.2.: Discrete symmetry operations of the Hamiltonian (6.2) for a finite Ioffe field strength B, i.e.
γ 6= 0. Top part: unitary symmetries. Bottom part: anti-unitary symmetries.
6.2.2. Symmetries in the presence of a Ioffe field
For γ 6= 0, i.e. in the presence of a Ioffe field, the conserved quantity Λz persists but only 8
(including unity) of the discrete symmetries which were presented for γ = 0 remain (see table
6.2). These operations obey a non-Abelian algebra. In contrast to the group operations of table 6.1
there are no two anti-commuting operators. Hence it is not possible to construct pairs of degenerate
energy eigenstates using the above argument. The operation Σx which have been used previously
to construct the degenerate pairs of states for γ = 0 now has the property
Σx H (γ) Σx = H (−γ) , (6.16)
i.e. is reversed the sign of the scaled Ioffe field strength γ in the Hamiltonian (6.2). The above
relation equally holds if Σx is replaced by any operator in table 6.1 which represents no symmetry
operation in the case γ 6= 0. We emphasize that even for γ 6= 0 the operators H, Σz and Λz form
a commuting set of operators.
6.3. Numerical treatment
Our goal is now to calculate the resonance spectrum of the system. For this purpose we again adopt
the complex scaling method (see section 3.4) in combination with the linear variational method
(see section 3.1). We employ different basis sets for calculating the resonance spectrum of the two
spin species. For the spin 12 fermions we use two-dimensional harmonic oscillator functions in the
cartesian coordinate space. The spin 1 resonances are computed utilizing the eigenfunctions of a
cylindrically symmetric harmonic oscillator. Either of these approaches will turn out to deliver
reliable results.
6.3.1. Spin 1
2
fermions - cartesian basis set
We perform a rotation of the spatial coordinates into the complex plane: xi → xieiθ which yields
the rotated Hamiltonian
H (θ) =
1
2
(
p2xe
−i2θ + p2ye
−i2θ + xeiθSx − yeiθSy + γSz
)
. (6.17)
Since the complex scaling procedure transforms resonance states into square-integrable wave func-
tions one can apply the linear variational principle in order to compute the wave functions and
resonance energies. We utilize an orthonormal basis set of the form
|k, n,ms〉 = |k, n〉 |ms〉 (6.18)
where the functions |k, n〉 are the eigenfunctions of a two-dimensional harmonic oscillator in carte-
sian coordinates
|k, n〉 =
4
√
ωxωy√
2k+npi k!n!
e−
1
2(ωxx
2+ωyy2)Hk (
√
ωxx)Hn
(√
ωyy
)
. (6.19)
The frequencies ωx and ωy can be regarded as nonlinear variational parameters which can be
adapted in order to gain an optimal convergence behavior. To cover the spin space dynamics we
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utilize the spinor-orbitals |ms〉, respectively. The matrix elements of the Hamiltonian (6.17) are
provided in the appendix C.1.
Performing the linear variational principle the solutions |E〉 of the stationary Schro¨dinger equa-
tion are expanded in a finite set of the functions (6.19):
|E〉 =
∑
knms
cknms |k, n,ms〉 (6.20)
From our knowledge of the symmetry properties we can choose a more specific appearance of this
expansion. Requiring the states |E〉 to be eigenstates with respect to Σz we make use of the
properties
Σz |k, n, ↑〉 = (−1)k+n |k, n, ↑〉 (6.21)
Σz |k, n, ↓〉 = (−1)k+n+1 |k, n, ↓〉 . (6.22)
Thus the expansions for the two κ subspaces read
|E, κ = +1〉 =
∑
k+n=even
akn |k, n, ↑〉 +
∑
k+n=odd
bkn |k, n, ↓〉 (6.23)
|E, κ = −1〉 =
∑
k+n=odd
akn |k, n, ↑〉+
∑
k+n=even
bkn |k, n, ↓〉 . (6.24)
Since [Λz,Σz] = 0 one can also demand the states to be a priori eigenfunctions of Λz as well.
However, the basis functions (6.19) are not particularly well suited to construct eigenfunctions to
Λz. We therefore abstain from putting this constraint onto the above expansion. Nevertheless,
the resulting diagonalization of the Hamiltonian matrix guarantees that our numerically obtained
energy and Σz-eigenfunctions are also eigenfunctions to Λz. The determination of the optimal
expansion coefficients akn and bkn gives rise to an ordinary complex algebraic eigenvalue problem
H (θ)v (θ) = ε (θ)v (θ), where H is the matrix representation of the Hamiltonian (6.17). The
vector v contains the coefficients akn and bkn (see section 3.1).
6.3.2. Spin 1 bosons - cylindrical basis set
In a second approach we want to explicitly exploit the conservation of Λz as this allows us to
remove one degree of freedom in the underlying Schro¨dinger equation. For this we project the
Hamiltonian onto a given m subspace. However, since the quantity Λz does not explicitly occur in
the Hamiltonian (6.2) this cannot be done straight-forwardly. At first we therefore transform the
Hamiltonian to polar coordinates (ρ, φ) yielding
H =
1
2
[
− ∂
2
∂ρ2
− 1
ρ
∂
∂ρ
+
L2z
ρ2
+ ρ (cos φSx − sinφSy) + γSz
]
. (6.25)
Secondly we perform the unitary transformation
U = eiSzφ (6.26)
which gives rise to
U †HU = H¯ =
1
2
[
− ∂
2
∂ρ2
− 1
ρ
∂
∂ρ
+
(Lz + Sz)
2
ρ2
+ ρSx + γSz
]
. (6.27)
Apparently this Hamiltonian does not explicitly depend on the polar angle φ. Thus one finds[
Lz, H¯
]
= 0. By transforming back to the initial frame one immediately recognizes that the
conservation of Lz originates from the conservation of Λz back in the initial frame:
ULzU
† = Λz (6.28)
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Consequently, the projection of H¯ onto a given m-subspace is now simply done by replacing Lz by
the corresponding quantum number m of the operator Λz:
Hm = 〈m| H¯ |m〉 = 1
2
[
− ∂
2
∂ρ2
− 1
ρ
∂
∂ρ
+
(m + Sz)
2
ρ2
+ ρSx + γSz
]
. (6.29)
During the complex scaling procedure the radial coordinate is rotated (ρ → ρeiθ) which gives
rise to the Hamiltonian
Hm(θ) =
1
2
[
e−i2θ
(
− ∂
2
∂ρ2
− 1
ρ
∂
∂ρ
+
(m + Sz)
2
ρ2
)
+ eiθρSx + γSz
]
. (6.30)
To tackle its eigenvalue problem we utilize an orthonormal basis set of the form
|n,ms,m〉 = 1
ρ0
√
n!
pi(n + |m + ms|)!
(
ρ
ρ0
)|m+ms|
e
− ρ2
2ρ2
0 L|m+ms|n
(
ρ2
ρ20
)
ei(m+ms)φ |ms〉 . (6.31)
Here the functions L
|m+ms|
n
(
ρ2
ρ20
)
are the associated Laguerre polynomials and ρ0 is a parameter
defining the typical length scale of the system. The latter can be adapted in order to gain an
optimal convergence behavior of the numerically obtained wave functions. Again the spin space
dynamics is covered by utilizing the spinor-orbitals |ms〉. The spatial part of the basis functions
(6.31) is nothing but the eigenfunctions of the two-dimensional isotropic harmonic oscillator with
the oscillator length ρ0. This choice is convenient as it allows for an analytical calculation of the
Hamiltonian’s matrix elements (see appendix C.2). Moreover, these particular basis functions allow
for a simple construction of approximate analytical solution of the Hamiltonian (6.2) (see section
6.6.3). The basis functions (6.31) - by construction - are eigenfunctions of Λz. We are going to use
them to find the resonance spectrum of the system. According to Hinds and Eberlein [45] spin 1
bosons might exhibit a class of bound states which diverge logarithmically at the origin (ρ → 0).
Albeit this divergence the corresponding states are still square-integrable. However, since the basis
functions (6.31) are regular for ρ → 0 it would take infinitely many of them to properly describe
a logarithmically diverging state. Hence, as all numerical computations incorporate only a finite
basis size, it is impossible to recover the bound states found in ref. [45].
Performing the linear variational principle the solutions |E,m〉 of the stationary Schro¨dinger
equation are expanded according to
|E,m〉 =
∑
nms
cnms |n,ms;m〉 (6.32)
which again gives rise to an ordinary complex algebraic eigenvalue problem whose solution are the
optimal expansion coefficients cnms .
6.4. Energies and decay widths of resonance states
6.4.1. Relation between energy and momentum of an eigenstate
Similar to the three-dimensional quadrupole field one also finds in the case a quadrupole guide
simple relation between the mean momentum and the mean energy of an eigenstate. By exploiting
〈[x · p,H]〉 = 0 one obtains
E = 〈H〉 = 3
2
[〈
p2x
〉
+
〈
p2y
〉]
+
γ
2
〈Sz〉 . (6.33)
Thus, for γ = 0 one again recovers equation (5.17).
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6.4.2. The resonance spectrum of spin 1
2
fermions
In figure 6.1 we present the energies and decay widths of the resonances of a spin 12 particle trapped
inside a magnetic guide. Without Ioffe field, i.e. for γ = 0, the resonances are arranged in regular
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Figure 6.1.: Energies E and decay widths Γ (logarithmic scale) for resonances of a spin 1
2
particle in the
κ = 1 subspace. An increasing Ioffe field strength leads to a global decrease of the decay widths and therefore
has a stabilizing effect. At the same time the resonance pattern becomes distorted and a regrouping of the
resonances into pairs is observed.
manner across the complex energy plane. More concrete, they assemble on straight lines in the semi-
logarithmic representation. This eventually implies that the decay width of a given state decreases
exponentially as its energy increases. The decay width of the lowest (and thus also broadest)
resonance evaluates to Γγ=0min = 0.236. Applying a homogeneous Ioffe field and then increasing the
value of γ results in a distortion of the regular pattern. One observes the formation of vertical lines
together with a regrouping of the resonances into pairs for larger γ (see in particular figure 6.1 for
γ = 4× 2 13 ). Here states with large decay widths are affected more strongly than long lived states.
Overall we encounter a decrease of the decay widths if γ increases. Hence the additional Ioffe field
has a stabilizing effect. For the decay widths of the lowest resonance state our calculation yields
the data listed in table 6.3. These values suggest an exponential decrease of Γ if γ increases. This
γ 0 2
1
3 2× 2 13 γ = 4× 2 13 5× 2 13
Γ 0.236 6.677 × 10−2 7.794 × 10−3 1.418 × 10−5 2.524 × 10−7
Table 6.3.: Decay width of the energetically lowest resonance for several values of the scaled Ioffe field
strength γ. The data suggest an exponential increase of the lifetime.
agrees with the results by Sukumar and Brink who have also found an exponential decrease of Γ
by performing an analytical estimation [103].
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In section 6.2 we have proven the degeneracy of the κ = 1- and κ = −1-subspaces in the absence
of a Ioffe field. For γ 6= 0, however, these degeneracies are expected to be lifted since the symmetry
properties of the system are altered. Figure 6.2 shows the resonances for γ = 1. States belonging
to the κ = 1 or κ = −1 subspaces are indicated by a dot or cross, respectively. Each state is closely
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Figure 6.2.: Resonance energies and decay widths
of a spin 1
2
fermion in the κ = 1- or κ = −1-
subspaces at γ = 1 (linear scale plot). Due to
the finite Ioffe field formally degenerate pairs split
up. States with negative quantum number m
are shifted towards higher resonance energies and
vice versa. The splitting decreases with decreas-
ing decay width.
accompanied by its formally degenerate partner. Long lived states are energetically less split than
short lived one. In the following we will find that a long lifetime is equipollent with a large Λz
eigenvalue of the respective state. These high angular momentum states are mainly localized far
away from the center of the guide. Here the quadrupole field dominates the homogeneous Ioffe field
and therefore determines the appearance of the spectrum. Hence these states become less affected
by the Ioffe field which is reflected in a decrease of the energy splitting.
We now perform a comparison of our results to the ones obtained by Hinds and Eberlein in ref.
[44]. In table 6.4 we present the resonance energies and decay widths of the first three states of the
m = 12 m =
3
2
E Γ E Γ
0.8150 0.2355 1.1082 0.07070
0.832 0.214 1.112 0.069
1.3484 0.2386 1.5840 0.09101
1.339 0.214 1.588 0.095
1.7915 0.2347 1.9977 0.10042
1.770 0.214 1.997 0.113
Table 6.4.: Comparison between our results (bold face) and those obtained by Hinds and Eberlein for the
ground state and the first two excited resonances in the m = 1
2
and m = 3
2
subspaces.
m = 12 and m =
3
2 subspaces. Both results agree within a few percent. The difference might origi-
nate from the rather complicated way Hinds and Eberlein pursued to locate the resonance energies.
There method relies on determining the phase-shift of scattered waves from which they extract
the resonance energies and decay widths by a fitting procedure. Complex scaling calculations of
Potvliege and Zehnle´ [82] have shown similar discrepancies with respect to the results given in ref.
[45]. Unfortunately the results in both publications are based on the wrong assumption that the
quantum number m is integer-valued [44].
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6.4.3. The resonance spectrum of spin 1 bosons
The resonance spectrum of a spin 1 particle in the absence of a Ioffe field, i.e. γ = 0, is depicted in
figure 6.3. The resonances form a regular pattern and, like in the spin 12 case, states with opposite m
quantum numbers form a degenerate pair. The energetically lowest lying states of each m-manifold
assemble on an approximately straight diagonal line. The same holds for the next neighbored
2 4 6 8 10 12
10−4
10−2
E
Γ
m = ±20 
m = ±15 
m = ±10 
m = ±5 
Figure 6.3.: Resonance energies and decay widths
in the absence of a Ioffe field. The red lines
connect resonances belonging to the same m-
manifold.
excited states, so that finally a regular pattern consisting of diagonal lines is formed. In order to
guide the eye of the reader resonances belonging to the same m-manifold have been connected by red
lines. This has been done for m = 0,±5,±10,±15,±20. If now a Ioffe field is applied the resonance
pattern undergoes a significant alteration as seen in figure 6.4 where the resonance positions for
three different values of γ are presented. Like in the spin 12 case the degeneracy of opposite m-
states is lifted and the associated energy splitting is determined by the Ioffe field strength and the
magnitude of m: High angular momentum states exhibit a smaller splitting than those with small
m. For very large |m| the spectrum becomes increasingly similar to the case of γ = 0. Apart
from lifting the degeneracies the application of the Ioffe field also results in a global prolongation
of the resonance lifetimes. For the ground state resonance this behavior is presented in figure 6.5.
Although the decay width changes considerably the energy of the states is weakly affected by the
Ioffe field. Calculating the decay rate of the ground state resonance up to γ = 10 we found the
lifetime τ and scaled Ioffe field strength to approximately follow τ = 1.92× e0.30γ2+0.68γ . For γ = 0
the minimal decay width in any m-subspace decreases monotonously with increasing resonance
energy, i.e. the left flank of the distribution presented in figure 6.3 descends monotonously with
growing E. This changes in the instant at which the Ioffe field is applied. Here the formation of a
maximum (see figure 6.4) rather than a monotonous behavior is observed. Hence the ground state
is now more stable than the next few excited states. For instance at γ = 7 the decay width of the
first excited state is more than three times larger than the one of the ground state resonance. This
remarkable property could be potentially useful for preparing an ensemble of noninteracting atoms
in the trap ground state: Starting with a thermal distribution at a sufficiently low temperature the
relative occupation number of the ground state would automatically increase by and by, since all
other states are shorter lived.
6.5. Angular momentum of the resonance states
6.5.1. Resonances of spin 1
2
fermions and their dependence on their Λz eigenvalue
In this section we analyze how the energies and decay widths of the resonances are related to the
eigenvalues of the angular momentum operator Λz. Although Λz is a conserved quantity we have
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Figure 6.4.: Resonance distribution of a spin 1 boson for three different values of the Ioffe field parameter
γ. Compared to the γ = 0 case the pattern is significantly altered. The formally degenerate states are now
energetically separated with the respective splitting being determined by the Ioffe field parameter γ. The
higher the modulus of m the smaller the energetic splitting becomes. Additionally high m states are less
affected by the Ioffe field.
employed a set of basis functions which do not respect this fact. Thus we need to calculate the
matrix element m = (E,κ|Λz|E,κ)(E,κ|E,κ) to receive the Λz-eigenvalues of the resonances. In order to do this
one has to respect the nonhermitian character of the Hamiltonian (6.30) which requires a complex
symmetric scalar product (see section 3.4).
In figure 6.6 we have plotted the energies E against the Λz eigenvalue of the resonances. For
γ = 0 one observes each state to possess a degenerate counterpart, i.e. a state with opposite
m. This results in the formation of a symmetric pyramid-like distribution where the maximum
Λz eigenvalue depends approximately linearly on the resonance energy E. With increasing γ the
resonance energies in general are shifted towards larger values (this can hardly be seen in figure
6.6 for γ = 1). Thereby, states with positive m acquire a larger energetic shift than states with
negative values of the quantum number m. Due to this asymmetric energy shift the distribution
becomes eventually asymmetric with respect to m → −m. Here energies of states having the same
κ quantum number form continuous, nearly horizontal, lines whereas we observe the resonance
energies for γ = 0 to arrange on broken horizontal lines. In section 6.6.2 we will show that in the
limit of ρ
2
γ2
→ 0 one finds a pattern of equidistant straight horizontal lines formed by the resonance
energies. Subsequent lines belong to states with opposite Σz quantum number.
With increasing m values the states become less affected by the Ioffe field. Their wave functions
become localized farther away from the center of the guide. In this region the strength of the linearly
increasing quadrupole field outweighs the effects of the Ioffe field. In figure 6.7 the dependence of
the decay widths on the Λz eigenvalue is presented. The linear slope in the logarithmically scaled
graph suggests an exponential decrease of the minimal decay widths with increasing modulus of m.
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Figure 6.6.: Resonance energies and Λz eigenvalues of resonances for γ = 0 (left picture) and γ = 1 (right
picture) in case of a spin 1
2
particle. For γ = 0 the energies of the resonances form a symmetric pyramid-like
pattern. For finite Ioffe field strength the pattern becomes asymmetric.
6.5.2. Resonances of spin 1 bosons and their dependence on their Λz eigenvalue
In figure 6.8 we show the dependence of the decay width Γ on the m quantum number for the
energetically lowest resonance in each m-subspace without Ioffe field. A fit to the data yields
Γ ≈ 0.490 × e−0.575|m|. This curve appears to constitute a fundamental limit for the maximal
achievable lifetime in a given m-subspace. Again we observe a higher amount of angular momentum
to enhance the stability of the trapped states. For large m states even approximately stable solutions
can be obtained analytically. These so-called quasi-bound states are subject of the discussion of
section 6.6.
We now turn to the investigation of the dependence of the resonance energy on the eigenvalue of
Λz. For γ = 0 and γ = 4 the corresponding plot is presented in figure 6.9. Apparently there is some
connection between the lowest energy in a given m-subspace Em0 and the actual value of m. This
is not surprising since a certain magnitude of angular momentum has to be always associated with
a certain amount of energy. Figure 6.9 suggests an approximately linear dependence of Em0 on the
modulus of m. As expected the pattern emerging for γ = 0 is mirror symmetric with respect to the
m = 0 axis. By switching on the Ioffe field the distribution shifts to the left hand side and is now
approximately symmetric with respect to reflections at m = −1. Moreover, the Ioffe field leads to
an overall increase of the energies. The global ground state of the system for γ = 0 possesses the
energy E0 = 1.29 whereas one finds E0 = 3.77 for γ = 7.
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Figure 6.7.: Decay width plotted against the Λz eigenvalue of a spin
1
2
particle for γ = 0 (left picture)
and γ = 2
1
3 (right picture). The minimal decay width of a resonance in a given m-subspace decreases
exponentially with increasing modulus of m. If the Ioffe field strength increases one observes an overall
decrease of the decay widths and a widening of the distribution.
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Figure 6.8.: Dependence of the decay width of
the ground state resonance of a spin 1 boson on
the Λz-eigenvalue m for γ = 0. An exponential
decrease of the decay width is observed if m is
increased. An exponential fit (red curve) yields
Γ ≈ 0.490× e−0.575|m|.
6.6. Quasi-bound states
Although in the strict sense there are no bound states we have observed resonance states that carry
a high amount of angular momentum to possess extremely long lifetimes / small decay widths. We
will now try elucidating the nature of these so-called quasi-bound states. We will thereby be lead to
an approximate Schro¨dinger equation whose stationary solutions represent a good approximation
to the quasi-bound states. We will compare these results to the ones one would obtain by employing
the commonly used adiabatic approximation [31].
6.6.1. Quasi-bound states of spin 1
2
fermions in the magnetic guide (γ = 0)
We start by using Hamiltonian (6.29), where the conservation of Λz has been already exploited,
and firstly put γ = 0. The Hamiltonian then depends parametrically on the quantum number m
and therefore governs the dynamics of a spin particle inside a particular Λz subspace. We now
apply the spin space transformation Rx that is defined through equation (6.3). In order to simplify
the radial kinetic energy we introduce the spinor |Ψ〉 = ρ− 12 |Φ〉 which gives rise to the Schro¨dinger
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Figure 6.9.: Resonance energies vs. Λz eigenvalue m in case of a spin 1 boson. The minimal resonance
energy in the different m-subspaces increases approximately linearly with |m|. For γ = 0 the global ground
state is located in the m = 0 subspace whereas for γ = 4 it is found in the m = −1 subspace.
equation
1
2
[
− ∂
2
∂ρ2
+
m2 + mσx
ρ2
+
ρ
2
σz
]
|Φ〉 = E |Φ〉 . (6.34)
Here the σi are the Pauli matrices in their common notation. The transformation Rx diagonalizes
the µ · B interaction term but leads to off-diagonal elements in the angular momentum term. In
the limit of large m we assume that this coupling between the up and down components of |Φ〉 can
be neglected. This is equivalent to performing the replacement
m2 + mσx
ρ2
→ m
2
ρ2
(6.35)
which results in
1
2
[
− ∂
2
∂ρ2
+
m2
ρ2
+ ρSz
]
|Φ〉 = Eqb |Φ〉 . (6.36)
By construction this radial Schro¨dinger equation (6.36) does not couple the up- and down-com-
ponent of the spinor wave function |Φ〉. The lower component is unbound since the corresponding
effective potential is V − (ρ) = m
2
2ρ2
− 14ρ. The potential for the upper component is V + (ρ) = m
2
2ρ2
+ 14ρ
and therefore bound solutions are allowed. We will identify the corresponding states as the quasi-
bound states |χ〉 = (χ (ρ) , 0)T . Such states are solutions of the Schro¨dinger equation
1
2
[
−χ′′ + m
2
ρ2
χ +
ρ
2
χ
]
= Eqbχ. (6.37)
Here a prime denotes the derivative with respect to ρ. In order to solve equation (6.37) we have
utilized the Femlab software package wich employs the finite element method for solving differential
equations. To our knowledge there is no analytic solution of equation (6.37). However, for ρ → 0 the
solutions become cylindrical Bessel-functions whereas for ρ →∞ they behave like Airy-functions.
In table 6.5 the resonance energies E obtained from the complex scaling calculation are com-
pared to the approximate energies Eqb resulting from equation (6.36). Even for m =
1
2 we find
a remarkable good agreement between E and Eqb although the validity of the replacement (6.35)
is hard to justify since the off-diagonal coupling terms are of the same order of magnitude as the
diagonal ones. With increasing m the discrepancy of E and Eqb decreases as suggested by equation
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0 1 2 3 4 5
E 0.8150 1.3484 1.7915 2.1852 2.5462 2.8833
m = 12 Eqb 0.8082 1.3410 1.7843 2.1783 2.5397 2.8770
% 0.83 0.55 0.40 0.31 0.26 0.22
E 2.0575 2.4198 2.7590 3.0798 3.3855 3.6785
m = 112 Eqb 2.0500 2.4100 2.7474 3.0669 3.3717 3.6640
% 0.36 0.41 0.42 0.42 0.41 0.39
E 3.0142 3.3154 3.6053 3.8852 4.1563 4.4196
m = 212 Eqb 3.0115 3.3121 3.6014 3.8807 4.1513 4.4140
% 0.09 0.10 0.11 0.12 0.12 0.13
E 3.8400 4.1078 4.3684 4.6223 4.8703 5.1128
m = 312 Eqb 3.8386 4.1061 4.3664 4.6202 4.8679 5.1101
% 0.04 0.04 0.04 0.05 0.05 0.05
E 4.5855 4.8311 5.0715 5.3071 - -
m = 412 Eqb 4.5845 4.8300 5.0703 5.3058 5.5368 5.7636
% 0.02 0.02 0.02 0.02 - -
Table 6.5.: Comparison of the resonance energies of a spin 1
2
fermion to the approximate energies Eqb
obtained from equation (6.36). The first six resonance energies E for 5 selected values of the quantum
number m are provided. The rows labeled by ’%’ show the relative difference between E and Eqb in percent.
(6.35). The surprisingly good quality of the approximation can be illuminated by looking at how
the bound solution |χ〉 = (χ (ρ) , 0)T and the unbound wave function |ζ〉 = (0, ζ (ρ))T are coupled
by the Schro¨dinger equation (6.34):
m
2
〈χ| σx
ρ2
|ζ〉 = m
2
∫
dρχ∗ (ρ)
1
ρ2
ζ (ρ) (6.38)
From this expression it becomes immediately apparent that transitions from the bound state |χ〉
to the unbound state |ζ〉 are going to happen essentially at the center of the guide. However,
since m can only adopt half-integer values the centrifugal barrier in equation (6.36) always persists.
Thus both wave functions |χ〉 and |ζ〉 vanish for ρ → 0. But this is the only region where the
operator 1
ρ2
contributes significantly and hence we have 〈χ| σx
ρ2
|ζ〉  0. Hence there is only a small
coupling between the bound and unbound solution and therefore the resonance states are very well
described by the solutions |χ〉 of equation (6.37). This is also the explanation for the extraordinary
long lifetime of high m states. Here the large angular momentum barrier prevents the coupling
between the bound and unbound channel. Accordingly, the particle is then located between the
classical turning points of the potential Vqb(ρ) =
m2
2ρ2 +
1
2ρ at a distance of approximately ρmin = m
2
3 .
Performing a harmonic approximation of the potential V +(ρ) around its minimum at ρmin yields a
useful expression for the energy of the lowest resonance in each Λz subspace
Elr =
√
3
4
m−
2
3 +
3
2
m
2
3 . (6.39)
These energies represent a very good approximation. Their discrepancy to the exact ones is less
then 0.05%. Figure 6.10 shows the energy spectrum obtained from equation (6.39). For large m
values the level spacing scales according to m−
1
3 .
6.6.2. Quasi-bound states of spin 1
2
fermions in the Ioffe-Pritchard trap (γ 6= 0) -
Comparison to the adiabatic approximation
Now we investigate the class of quasi-bound states that occur in the presence of a Ioffe field.
Again we use the Hamiltonian (6.29) as the starting point and consider the spinor wave function
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|Ψ〉 = ρ− 12 |Φ〉. After applying the unitary transformation
U =
1√
2
( √
1 + α
√
1− α√
1− α −√1 + α
)
(6.40)
with α = γ√
γ2+ρ2
the corresponding Schro¨dinger equation becomes
1
2
[
− ∂
2
∂ρ2
+
m2
ρ2
+
mα
ρ2
σz +
γ
2α
σz +
α4
4γ2
− i
(
α2
γ
∂
∂ρ
− ρα
4
γ3
)
σy +
mα
γρ
σx
]
|Φ〉 = E |Φ〉 (6.41)
Similar to the γ = 0 case the operator (6.40) turns the µ·B-coupling term diagonal. However, unlike
the transformation (6.3) U in equation (6.40) depends explicitly on the coordinate ρ. Therefore
the transformation of the derivative results in additional terms:
U †
∂2
∂ρ2
U = U †U ′′ + 2U †U ′
∂
∂ρ
+
∂2
∂ρ2
. (6.42)
By neglecting the off-diagonal coupling terms in equation (6.41) one obtains
1
2
[
− ∂
2
∂ρ2
+
m2
ρ2
+
mα
ρ2
σz +
γ
2α
σz +
α4
4γ2
]
|Φ〉 = Eqb |Φ〉 (6.43)
Here similar to equation (6.36) only the upper component of the spinor |Φ〉 is bound. It obeys the
Schro¨dinger equation
1
2
[
− ∂
2
∂ρ2
+
m2
ρ2
+
1
2
√
γ2 + ρ2 +
mγ
ρ2
√
γ2 + ρ2
+
γ2
4 (γ2 + ρ2)2
]
χ = Eqbχ. (6.44)
In table 6.6 we compare the resonance energies E obtained for γ = 2
1
3 × 5 to the eigenvalues
Eqb calculated by solving the scalar radial Schro¨dinger equation (6.44). Apart from m = − 12
the agreement is excellent with discrepancies smaller than 0.05 %. This is again the result of a
localization of the particle’s wave function away from center of the guide which is the only region
where the off-diagonal coupling terms are remarkable. However, for m = − 12 the effective potential
of the Schro¨dinger equation (6.44) does not possess a centrifugal barrier. Here the wave function
has nonzero contributions in the vicinity of the center of the guide. Hence the off-diagonal coupling
terms of equation (6.41) become important. Considering the fact that the equation (6.44) here
becomes certainly invalid the energies E and Eqb still agree surprisingly well (see table 6.6).
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0 1 2 3 4 5
E 1.7742 2.1405 2.4828 2.8063 3.1143 3.4095
m = −12 Eqb 1.7936 2.1590 2.5004 2.8230 3.1304 3.4250
% 1.08 0.86 0.70 0.59 0.51 0.45
l = 0 Ead 1.7883 2.1548 2.4968 2.8200 3.1277 3.4225
% 0.79 0.66 0.56 0.48 0.43 0.38
E 2.8136 3.1202 3.4143 3.6976 3.9716 4.2372
m = 112 Eqb 2.8126 3.1192 3.4131 3.6964 3.9703 4.2359
% 0.03 0.03 0.04 0.03 0.03 0.03
l = 6 Ead 2.8321 3.1370 3.4296 3.7118 3.9847 4.2495
% 0.65 0.54 0.45 0.38 0.33 0.29
E 4.3174 4.5697 4.8162 5.0573 5.2934 5.5249
m = 312 Eqb 4.3167 4.5690 4.8154 5.0565 5.2926 5.5240
% 0.02 0.02 0.02 0.02 0.02 0.02
l = 16 Ead 4.3495 4.6004 4.8455 5.0854 5.3203 5.5508
% 0.74 0.67 0.60 0.55 0.51 0.47
Table 6.6.: Comparison of the resonance energies of a spin 1
2
fermion to the approximate energies Eqb and
adiabatic energies Ead for γ = 2
1
3 × 5. The first six resonance energies E for 5 selected values of the m
quantum number are given. The rows labeled by ’%’ show the relative difference between E and Eqb or Ead,
respectively, in percent.
We now compare the results of the approximate Schro¨dinger equation (6.44) to those one would
obtain within the so called adiabatic approximation [31]. In this picture one assumes the projection
of the atomic spin onto the local direction of the magnetic field to be conserved. Thus the coupling
of the magnetic moment to the field simply reduces to gµBmS |B(r)| with mS being the projection
of the spin onto the local field direction. In case of a spin 12 particle in the magnetic guide the
corresponding Hamiltonian becomes
Had =
1
2
[
p2x + p
2
y ±
1
2
√
γ2 + x2 + y2
]
(6.45)
with having employed scaled coordinates (see section 6.1). Considering only the positive sign (which
allows for bound solutions) and introducing the wave function |Ψad〉 = ρ−
1
2 |Φad〉 the corresponding
Schro¨dinger equation becomes
1
2
[
− ∂
2
∂ρ2
+
l2 − 14
ρ2
+
1
2
√
γ2 + ρ2
]
|Φad〉 = Ead |Φad〉 . (6.46)
Here l is the quantum number of the operator Lz (z-component of the orbital angular momentum)
which is conserved due to the rotational invariance of the system around the z-axis. Note that
unlike m the quantum number l is integer-valued. Table 6.6 shows a comparison of the adiabatic
eigenvalues Ead to the exact resonance energies as well as the energies of the quasi-bound states
Eqb. The quantum numbers l and m are chosen such that l = m +
1
2 . Only for l = 0 or m = − 12
the adiabatic energies Ead are in better agreement to the exact ones than the quasi-bound energies
Eqb. One has to note that in contrast to Ead the energies Eqb become exact in the limit of high
m quantum numbers. Moreover we have to emphasize that only the Schro¨dinger equation (6.44)
which yields the quasi-bound states reproduces the correct degeneracies of the system. Unlike this
the equation which relies on the (crude) adiabatic approximation shows a two-fold degeneracy of
the states |l〉 and |−l〉 for any value of γ. We now investigate how the different approximations
perform at different Ioffe field strengths γ. In figure 6.11 the energies obtained from each of the
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Figure 6.11.: Comparison of the quasi-bound en-
ergies Eqb and adiabatic energies Ead to the exact
energies E. The figure shows the energies of the
lowest four states in the m = 15
2
and l = 8 sub-
space, respectively. The discrepancy between E
and Eqb is hardly visible throughout the complete
γ-interval shown.
three methods (exact, quasi-bound, adiabatic) are depicted for the 4 energetically lowest resonances
in the m = 152 and l = 8 subspace, respectively. One observes a remarkably good agreement of
E and Eqb throughout the complete γ-interval. In contrast to that severe discrepancies between
the adiabatic and exact energies are revealed for small values of γ. This shows the extremely good
performance of the quasi-bound approximation independently of the value of γ. Figure 6.11 also
shows that if γ becomes large the adiabatic approximation performs increasingly better.
In the limit ρ
2
γ2
 1 equation (6.46) can be further simplified. A series expansion of the potential
term up to first order in ρ
2
γ2
yields
1
2
[
− ∂
2
∂ρ2
+
l2 − 14
ρ2
+
ρ2
4γ
+
γ
2
]
|Φad〉 = Ead |Φad〉 . (6.47)
This is the Schro¨dinger equation of a radial harmonic oscillator. The corresponding eigenenergies
are given by
Enl =
γ
4
+
1
2
√
γ
(2n + |l|+ 1) . (6.48)
Introducing the frequency ω = 12√γ together with the substitution l = m +
1
2 one arrives at the
formula
Enm =
γ
4
+ ω
(
2n +
∣∣∣∣m + 12
∣∣∣∣+ 1
)
. (6.49)
Figure 6.12 shows a plot of the energies Enm. The corresponding Σz-eigenvalues are calculated
using equation (6.13). The resultant pattern is similar to the one we have already observed in figure
6.6 (γ = 2
1
3 ). We find alternating equidistant horizontal lines of energies belonging to states of the
two different Σz-subspaces.
6.6.3. Quasi-bound states of spin 1 bosons in a Ioffe-Pritchard trap (γ 6= 0)
With now having thoroughly discussed the quasi-bound states of spin 12 particles we now turn to
spin 1 bosons. We now want to pursue a more general approach which allows us to calculate quasi-
bound states of particles of arbitrary spin. To this end we again perform a unitary transformation
of the Hamiltonian (6.29) which diagonalizes the spin-field interaction part. It reads
US = e
iSyβ (6.50)
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Figure 6.12.: Graphical representation of the
eigenenergies (6.49). The values of the quantum
number κ are calculated using equation (6.13). A
pattern of equidistant horizontal lines with alter-
nating κ values is formed.
with cos β = γ|G(r)|−1, sinβ = −ρ|G(r)|−1 and the scaled magnetic field G(r) = (x,−y, γ). The
transformation (6.50) conducts a rotation in the spin space, such that the spin vector of the particle
is rotated to point into the direction of the magnetic field vector. The magnetic field vector thereby
defines a local quantization axis which in the further will be denoted as the z-axis (for illustration
see figure 6.13). We want to point out that the transformation (6.50) holds independently from the
b
G
S
local quantization axis
(z-axis)
Figure 6.13.: The unitary transformation (6.50)
rotates the spin vector into the direction of the
local magnetic field. The field vector thereby con-
stitutes a local quantization axis.
dimensionality of the spin space. It is therefore generally applicable and includes equation (6.40)
as a special case. Applying US to the Hamiltonian (6.29) becomes
U †SHmUS =
1
2
[
−U †S
∂2
∂ρ2
U − 1
ρ
U †S
∂
∂ρ
US +
(m + U †SSzU)
2
ρ2
+ Sz|G(r)|
]
=
1
2
[
− ∂
2
∂ρ2
+
(
i2Sy
cos β
|G(r)| −
1
ρ
)
∂
∂ρ
+ iSy
cos β
|G(r)|
(
1
ρ
+ 2
sinβ
|G(r)|
)
+
(m + cos βSz + sinβSx)
2
ρ2
+ S2y
cos2 β
|G(r)|2 + Sz|G(r)|
]
(6.51)
Here all off-diagonal terms according to equation (6.42) have been taken into account. The coupling
term of the spin to the magnetic field has now become proportional to Sz|G(r)| and is therefore
diagonal within the Sz eigenstates. At this point we again want to emphasize that the operator
Sz refers to the spin component pointing towards the local magnetic field. In the limit ρ  γ the
coupling term can be approximated up to second order of ρ by
Sz|G(r)| ≈ Szγ + Sz 1
2
ρ2
γ
. (6.52)
As we deal with quantum states and therefore with delocalized wave functions instead of classical
point particles the condition ρ  γ should be carefully reviewed: We consider the above approxi-
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mation to hold for states whose wave function is mainly localized in areas covered by this inequality.
As immediately seen from equation (6.52) the term Szγ will dominate the Hamiltonian for a suffi-
ciently large Ioffe field strength. We can therefore consider Sz to be approximately conserved and
treat the remaining terms as a perturbation. This is equivalent to assuming that at any spatial
point the spin vector is aligned with the magnetic field, which is often referred to as the adiabatic
approximation. Projecting the Hamiltonian (6.51) onto a given ms subspace and considering all
terms up to second order in ρ one obtains
〈ms|U †SHmUS |ms〉 ≈
H˜ =
1
2
[
− ∂
2
∂ρ2
− 1
ρ
∂
∂ρ
+
(m + ms)
2
ρ2
+
2−ms(m + 2ms)
γ2
+ msγ (6.53)
+
(
ms
2γ
− 3−ms(
3
4m +
5
2ms)
γ4
)
ρ2
]
.
The last term of H˜ provides a harmonic confinement with the trap frequency
ωms =
√
ms
2γ
− 3−ms(
3
4m +
5
2ms)
γ4
. (6.54)
However, here only ms = 1 comes into question as it solely results in a real oscillation frequency
with an oscillator length being consistent with the assumption ρ  γ. In this case the eigenenergies
of H˜ are those of a two-dimensional isotropic harmonic oscillator being shifted by a constant off-set:
E˜Nm =
γ
2
− m
2γ2
+ ω1 [2N + |m + 1|+ 1] . (6.55)
The corresponding eigenfunctions read in the initial frame (before the application of US)
|N,m〉 =
√
ω1 N !
pi(N + |m + 1|)! (
√
ω1 ρ)
|m+1| e−
ω1ρ
2
2 L
|m+1|
N
(
ω1ρ
2
)
ei(m+1)φ
×
[
cos2
β
2
|1〉 − 1√
2
sinβ |0〉+ sin2 β
2
|−1〉
]
. (6.56)
In practice one of course does not encounter truly bound states but one rather finds a spectrum of
resonances. The bound character of the approximate quantum states (6.56) results from neglecting
the coupling between the different local Sz eigenstates. Nevertheless, the above analysis shows
that for a sufficiently large Ioffe field, the minimum energy of the system occurs for m = −1.
This explains the shifted pattern shown in figure 6.9. In table 6.7 we present a comparison of
the approximate and the numerically exact energy eigenvalues. The best agreement is found for
the lowest energy level in the m = −1 subspace. The quality of the approximation decreases with
increasing degree of excitation or/and if other m-subspaces are considered. In either case the spatial
extension of the atomic resonance wave function increases so that the wave function enters spatial
regions where the condition ρ  γ is violated. The data in table 6.7 also indicate the improvement
of the quality of the approximation if larger Ioffe field strengths are considered reminiscent of the
spin 12 case.
6.7. Resonances of magnetically trapped alkali metal atoms
The results presented in this chapter can be directly applied to alkali metal atoms being mag-
netically trapped in a hyperfine state (see also section 5.6). As instructive examples we choose
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γ m 0 1 2 3 4
-1 approx. 3.7765 4.3091 4.8416 5.374 5.9068
exact 3.7726 4.2796 4.7638 5.2286 5.6768
7 0 approx. 4.0337 4.5675 5.1012 5.6350 6.1687
exact 4.0211 4.5170 4.9916 5.4483 5.8893
+1 approx. 4.2922 4.8271 5.3620 5.8969 6.4318
exact 4.2663 4.7515 5.2172 5.6660 6.1002
-1 approx. 5.2283 5.6750 6.1216 6.5683 7.0149
exact 5.2262 5.6593 6.0800 6.4893 6.8885
10 0 approx. 5.4470 5.8940 6.3410 6.7880 7.2350
exact 5.4403 5.8672 6.2823 6.6866 7.0813
+1 approx. 5.6660 6.1133 6.5606 7.0080 7.4553
exact 5.6525 6.0734 6.4831 6.8826 7.2728
Table 6.7.: Comparison between approximate and numerically exact energy eigenvalues in case of a spin 1
boson. The best agreement is found in the m = −1 subspace. The quality of the approximation declines if
the degree of excitation or the value of |m + 1| is increased.
mass [me] gF energy unit [neV] length unit [nm] Egs [neV] τgs [µs]
6Li 10964.67 32 0.459 121.65 0.61 3.75
7Li 12789.55 12 0.584 100.95 0.76 3.01
87Rb 155798.23 12 0.254 43.87 0.33 6.94
Table 6.8.: Mass, g-factor, length and energy unit as well as resonance energy and lifetime of the ground
state resonance of 6Li (2S 1
2
, F = 1
2
), 7Li (2S 1
2
, F = 1) and 87Rb (5S 1
2
, F = 1) in a magnetic guide at a
gradient b = 100 T
m
.
the species: 6Li (2S 1
2
, F = 12),
7Li (2S 1
2
, I = 32 , F = 1) and
87Rb (5S 1
2
, I = 32 , F = 1). The
corresponding masses and g-factors are provided in table 6.8 were we also present the energy, the
length unit as well as the energy Egs and lifetime τgs of the ground state resonance at a gradient
b = 100 T
m
. Using a sideguide configuration such gradient is generated according to equation (2.5)
by a current I = 2A and a bias-field strength of BB = 6.3 × 10−3T . For these parameters we
encounter lifetimes which are of the order of µs. As we have demonstrated the lifetime of trapped
states can be significantly prolonged if the atom is prepared in states which carry high angular mo-
mentum. In case of 87Rb (7Li) being prepared in the m = 20 subspace at γ = 7 which corresponds
to a Ioffe field strength of 3× 10−5T = 0.3G one encounters lifetimes of 7782s (3382s).
6.8. Summary
In this chapter we have presented an investigation on the motion of neutral spin 12 fermions and
spin 1 bosons in a Ioffe-Pritchard type trap. After introducing a canonical scaling transformation of
the phase space coordinates we have derived an effective two-dimensional Hamiltonian depending
on a single parameter γ, i.e. the scaled Ioffe field strength. The energies and decay widths of
resonance states of the Schro¨dinger equation have been calculated by employing the complex scaling
method. Utilizing a two-dimensional harmonic oscillator basis we were able to converge hundreds
of resonance states.
The analysis of the underlying Hamiltonian revealed a large number of symmetries. In the
absence of a homogeneous Ioffe field we have found 16 discrete symmetries of both unitary and
anti-unitary character in addition to the conserved quantity Λz = Lz − Sz. A deeper investigation
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of the underlying symmetry group revealed a two-fold degeneracy of any energy level. As soon as
a Ioffe field is applied only 8 discrete symmetries remain but Λz remains conserved. Due to the
altered symmetry group the degeneracies are lifted.
We have calculated the resonance energies for several values of the parameter γ and made a
comparison to the values obtained by Hinds and Eberlein in ref. [44]. For γ = 0 (vanishing Ioffe
field) the resonance energies and decay widths form a regular pattern in the E − Γ plane. An
increase of the Ioffe field strength leads to a distorted distribution and the decay widths in general
become smaller. Thus the stability of the resonance states increases with growing value of γ. An
analysis of the ground state resonance for several γ values has indicated an exponential increase
of lifetimes which is within agreement to results obtained by other authors [103]. Furthermore we
could show an exponentially increasing lifetime with increasing modulus of the m quantum number.
Apparently, with growing |m| the wave functions become localized farther away from the center of
the guide where transitions to continuum states take place.
We have illuminated the special class of quasi-bound states which can be approximately described
by a scalar radial Schro¨dinger equation. Its approximate eigenenergies agree very well with the
resonance energies yielded by the complex scaling calculation and become exact in the limit of
high m quantum numbers. But even for low angular momenta an astonishingly good agreement
could be observed for spin 12 particles. For γ = 0 (without Ioffe field) this is due to the fact that
m is half-integer valued which leads to a nonvanishing angular momentum barrier. This prevents
the particle from entering the center of the guide. However, the coupling matrix element to the
unbound states does only acquire significant values for ρ → 0 which means the corresponding
transitions are strongly inhibited. In the limit of a large Ioffe field strength we have calculated
analytical expressions for the resonance energies of both spin 12 and spin 1 particles. For γ 6= 0 the
quasi-bound energies are compared to those obtained from the commonly used (crude) adiabatic
approximations. We have shown the presented approach to be in general more accurate and to
respect in particular the existing degeneracies.
The results have been applied to the experimentally important case of trapped alkali metal atoms.
In particular we have focussed on 6Li, 7Li and 87Rb. Here we have considered a magnetic guide
generated by a current carrying wire together with a homogeneous bias-field. We have shown that
for typical experimental parameter values the ground state energy corresponds to a temperature
of a few micro-Kelvin. The lifetime of the resonance states can be extended up to minutes if the
atoms are prepared in a high angular momentum state.
Most of the results presented in this chapter are published in refs. [60, 12].
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Part III.
Electronic structure of atoms in high
gradient magnetic fields
7. Introductory remarks
In part II of this thesis we have studied the dynamics of ground state atoms in magnetic quadrupole
fields. Here the internal structure of the atoms was completely neglected. Consequently the atoms
were treated as neutral point particles with a certain spin. For stronger fields this description is no
more adequate as different internal atomic levels are being coupled.
In the 1980’s and the beginning of the 1990’s great effort has been put into the investigation
of the electronic structure of atoms being exposed to homogeneous magnetic fields of arbitrary
strength. This results could be successfully applied to understand the radiation spectra of strongly
magnetized white dwarfs. Moreover, the foundations for a deeper understanding of quantum chaos
were laid. In contrast to this there exist virtually no investigations on the electronic structure and
properties of atoms in inhomogeneous or trapping magnetic field configurations. There was simply
no need for such investigations as all such trapping fields could be considered homogeneous over the
size of an atom. Nowadays so-called atom chip experiments (see section 2.4) allow for the generation
of high gradient magnetic fields which exhibit significant field strength variations over micro-meter
length scales. With the surface-mounted microscopic current-carrying structures gradients up to
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can be achieved. Within such traps the electronic structure of strongly confined atoms is
expected to be significantly altered by the spatially varying field.
This part of the thesis is dedicated to the analysis of the internal structure of electronically excited
atoms - in particular Rydberg atoms - which are exposed to magnetic quadrupole fields. Here we
will go beyond the point-particle approximation in the sense that we will not only account for the
coupling of the magnetic moment to the field but also for the charge-field coupling of the atomic
constituents. The major number of today’s experiments on ultra cold atoms uses alkali atoms
since their level structure allows for the application of efficient cooling methods [75]. Therefore
we focus on atoms with a single active electron, only. We assume the motion of the outermost
(valence) electron to take place in a Coulomb potential of a single positive point charge, i.e. we
assume the nuclear charge to be entirely screened by the inner electron shells. For sufficient highly
excited states this should provide a reasonable (approximate) description. We do not account for
interactions arising from the non-Coulombic character of the core potential or relativistic effects
such as spin-orbit coupling. Furthermore we neglect the coupling of the nuclear and electronic spin,
i.e. the hyperfine interaction. Since the latter two interactions drop off as r−3 their treatment in
terms of perturbation theory should be appropriate. The inclusion of the non-Coulombic nature of
the core potential could be done via quantum defect theory and/or core pseudo-potentials which
are not considered here.
The presence of an external magnetic field prevents the decoupling of electronic and center of
mass (c.m.) motion of the atom. This holds in particular for the case of a homogeneous magnetic
field [53, 5, 51, 91] and has also to be expected for an inhomogeneous field. However, c.m. motional
effects on the electronic structure become only significant in certain parameter and/or energetic
regimes [87, 92, 25]. We take here advantage of the heavy atomic mass compared to the electron
mass (mA  me). In addition we exploit the fact that we are dealing with ultra cold atoms
whose c.m. motion takes place on much larger time scales than the electron dynamics, even for
highly excited electronic states. In a first approach we consider the atomic core (nucleus) to be
fixed in space at the trap center which coincides with the origin of the coordinate system. In this
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approximation the Hamiltonian which describes the electronic motion becomes
HC =
1
2me
[p + eA(r)]2 − e
2
4pi0|r| +
gsµB
~
S ·B(r). (7.1)
The magnetic field is introduced via the minimal coupling including the vector potential A(r)
thereby providing the kinetic energy in the presence of the field. The third term accounts for the
interaction between the spin of the electron and the external field thereby coupling the real-space
and spin-space dynamcis.
8. Electronic structure of atoms in a
three-dimensional quadrupole field
In this chapter we investigate the electronic structure of a Rydberg atom that is exposed to a three-
dimensional magnetic quadrupole field in the fixed-nucleus approximation. Thereby we proceed as
follows: In section 8.1 we present a Hamiltonian which describes the motion of the outermost
(valence-) electron of an alkali atom exposed to the quadrupole field. Here we consider both the
interaction of the spatial as well as spin degrees of freedom with the external field. Section 8.2
contains a discussion of the remarkable spin-spatial symmetries of the Hamiltonian. This includes
unitary as well as antiunitary symmetries and the related constants of motion. Moreover we
discuss the feature of a two-fold degeneracy of each energy level, an effect which is exclusively due
to the unique symmetries of the system. In section 8.3 we proceed by outlining our computational
approach. Sections 8.4 to 8.8 are dedicated to the discussion of the results obtained by our numerical
investigations. We analyze spectral and other properties for low-lying and highly excited states both
for weak and strong gradients. Furthermore we present a detailed analysis of the so-called ellipsoidal
states which occur in the weak gradient regime. Apart from their exceptional spatial appearance
they possess an uncommon angular momentum decomposition and are spatially extremely compact
which makes them almost insensitive to the external field. The spin expectation values and in
particular the spatial distribution of the spin polarization of excited states are studied and analyzed
in detail. Selection rules for electromagnetic transitions as well as their transition strengths and
wavelengths are provided. Whenever appropriate a comparison with the case of a homogeneous
magnetic field is performed. Finally we investigate in detail the peculiar property of magnetic
field-induced permanent electric dipole moments. Section 8.9 contains a summary and an outlook.
8.1. The Hamiltonian
Inserting the two-dimensional quadrupole field (2.1) and its vector potential (2.2) into the Hamil-
tonian (7.1) yields
HC = −1
2
p2 − 1√
x2 + y2 + z2
− b zLz + b
2
2
z2
(
x2 + y2
)
+
b
2
(σxx + σyy − 2σzz) . (8.1)
Here we have adopted atomic units (see appendix B) together with gs = 2. Lz is the z component
of the electronic orbital angular momentum operator, and σx, σy, σz are the Pauli spin matrices
(S = 12σ). The third and fourth term of HC originate from the charge coupling to the external field.
The paramagnetic (∝ b) or Zeeman term depends - in contrast to the situation in a homogeneous
field - not solely on Lz but also linearly on the z-coordinate. The diamagnetic term (∝ b2) represents
a quartic oscillator coupling term between the cylindrical coordinates ρ =
√
x2 + y2 and z. In a
homogeneous field this diamagnetic interaction consists of two pure harmonic oscillators one in x
the other in y direction, which results in a confinement perpendicular to the magnetic field [98].
The final term of HC originates from the coupling of the magnetic moment of the spin of the valence
electron to the magnetic field. It depends linearly on the gradient and prevents the factorization
of the motions in the spin and spatial degrees of freedom. Thus the corresponding Schro¨dinger
equation is rendered into a spinor equation. In the case of a homogeneous field the spin dynamics
can be decoupled from the spatial motion which leads to a scalar Schro¨dinger equation.
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Finally we remark that the Hamiltonian (8.1) possesses a useful scaling property. Performing a
canonical scaling transformation x¯i = b
1
3 xi and p¯i = b
− 1
3 pi (see also sections 5.1 and 6.1) it becomes
b−
2
3 H¯C = −1
2
p¯2 − Z¯√
x¯2 + y¯2 + z¯2
− z¯Lz¯ + 1
2
z¯2
(
x¯2 + y¯2
)
+
1
2
(σxx¯ + σyy¯ − 2σz z¯) (8.2)
with Z¯ = b−
1
3 . The parametric dependence on the field gradient is now exclusively included in
the Coulomb term. The Hamiltonian therefore does not depend on the field gradient and the
nuclear charge number separately. The scaled Hamiltonian describes the motion of an electron in
the Coulomb-field of a charge Z¯ and a magnetic field with gradient 1. If b →∞ the Coulomb term
vanishes since Z¯ → 0. In this limit the energy level spacing is expected to scale proportional to b 23 .
8.2. Symmetries and conserved quantities
We now perform an analysis of the symmetry properties of the Hamiltonian (8.1) where we discuss
the unitary as well as the anti-unitary symmetries and conserved quantities. We will further show
how the interplay of the symmetries gives rise to a two-fold degeneracy of any energy level.
For the following investigations it is appropriate to express the Hamiltonian (8.1) in spherical
coordinates. It then reads
HS = −1
2
p2 − 1
r
+
b2
2
r4 cos2 θ sin2 θ +
b
2
r sin θK − b r cos θ (Lz + σz) (8.3)
with K being the matrix
K =
(
0 e−iφ
eiφ 0
)
. (8.4)
The rotational invariance of the quadrupole field results in the conservation of the z-component of
the total angular momentum (Jz = Lz +Sz), i.e. we find [HS, Jz ] = 0. Moreover there is a discrete
symmetry represented by the unitary operator PyσxPz, i.e. [HS, PyσxPz ] = 0. Here Pz is the z-
parity operator Pz : z → −z and Py the y-parity operator being defined accordingly. Additionally
the Hamiltonian possesses two generalized anti-unitary time reversal symmetries namely TσxPz
and TPy. Both of them involve the conventional time reversal operator T (T
2 = 1) which in
the spatial representation, becomes the operation of complex conjugation. By connecting the two
anti-unitary operators TσxPz and TPy one receives the unitary operation PyσxPz . The operators
TσxPz, TPy and PyσxPz form an invariant Abelian subgroup. Together with Jz they are subjected
to the following (anti-)commutation rules:
[Jz, TPy] = {Jz, TσxPz} = {Jz, PyσxPz} = 0 (8.5)
[TPy, TσxPz] = [TPy, PyσxPz] = [PyσxPz, TσxPz] = 0 (8.6)
Symmetries involving operations that act on both coordinate and spin space form a non-Abelian
symmetry group being isomorphic to C∞
⊗
Cs. The conserved quantities Jz and PyσxPz do not
commute. Thus one can introduce two sets of eigenfunctions which are classified according to their
respective symmetries. The eigenstates of Jz shall be denoted by |E,m〉 whereas PyσxPz eigenstates
have the symbol |E,Π〉 with Π = ±1. Starting from the state |E,m〉 an eigenstate of PyσxPz can
be constructed according to
|E,Π〉 = 1√
2
[|E,m〉+ ΠPyσxPz |E,m〉] . (8.7)
We now demonstrate how the interplay of the above symmetries gives rise to the occurrence of
degeneracies in the system: Lets consider a state |E,m〉 which is an eigenstate of the Hamiltonian
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(8.3) with the energy E and of Jz with the half-integer quantum number m. Since PyσxPz commutes
with HS the state PyσxPz |E,m〉 is also an energy eigenstate with the energy E. If Jz acts on this
state one obtains
Jz PyσxPz |E,m〉 = −PyσxPz Jz |E,m〉 = −mPyσxPz |E,m〉 .
Thus the state PyσxPz |E,m〉 can be identified by |E,−m〉. Apparently the states with the eigen-
values m and −m are degenerate. This two-fold degeneracy of each energy level is a remarkable
feature since it occurs even if an external magnetic field is present. A similar property known as
Kramer’s degeneracy is observed for spin 12 systems in the absence of external fields [41].
For an atom in a homogeneous magnetic field oriented along the z-axis the operators Lz, Pz as
well as parity P and TσzPy form the corresponding set of spatial and time reversal symmetries.
They constitute an Abelian symmetry group implying that there are no energy level degeneracies
in the homogeneous field.
In concluding this section we have to emphasize that most of the above considerations hold not
only for the case of a fixed nucleus in the trap center but also for the full two-body problem. If
the nuclear and the electronic motion are both considered the conservation of TPy, PyσxPz and Jz
holds equally if the corresponding quantities are extended to act on both particles (see also part
IV of this thesis).
8.3. Numerical treatment
In order to solve the eigenvalue problem of the Hamiltonian (8.1) we employ the linear variational
principle. The eigenfunctions of the Schro¨dinger equation are expanded in a set of spinor orbitals.
The calculation of the corresponding expansion coefficients results in a large-scale algebraic eigen-
value equation which is then solved by employing a Krylov space method (for a detailed explanation
see chapter 3).
The states |n, l,ms =↑, ↓〉m of the basis set we apply for given m adopts the following form for
the upper and lower spinor component, respectively:
|n, l, ↑〉m = R(ζ,k)n (r)Y
m− 1
2
l (θ, φ) |↑〉 , |n, l, ↓〉m = R
(ζ,k)
n˜ (r)Y
m+ 1
2
l˜
(θ, φ) |↓〉 (8.8)
Here Y ml (θ, φ) denote the spherical harmonics. For fixed m the functions |n, l,ms〉m are constructed
such that the eigenstates of the Schro¨dinger equation are a priori eigenstates of the Jz operator.
The radial part of the orbitals used for the expansion reads
R(ζ,k)n (r) =
√
n!
(n + 2k)!
e−
ζr
2 (ζr)kL2kn (ζr) (8.9)
with L2kn (r) being the Laguerre polynomials. By correctly tuning the parameters k and ζ an optimal
convergence behavior in different regions of the spectrum can be gained. The parameter ζ possesses
the dimension of an inverse length. It has to be adapted such that 1/ζ corresponds to the typical
length scale of the desired wave functions. For given k and ζ the functions R
(ζ,k)
n (r) form a complete
set of functions in r-space. They are nonorthogonal which results in an overlap-matrix different
from unity and consequently in a generalized eigenvalues problem. The basis set (8.8) is complete
in r-, θ- and spin space. Similar basis sets have been employed previously by several other authors
[21, 22, 110].
According to section 3.1 an eigenstate |E,m〉 of the stationary Schro¨dinger equation can now be
expanded in terms of the basis-functions (8.8)
|E,m〉 =
n<N,l<L∑
n=0,l=|m− 12 |
an,l |n, l, ↑〉m +
n˜<N˜,l˜<L˜∑
n˜=0,l˜=|m+ 12 |
b
n˜,l˜
|n, l, ↓〉m (8.10)
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leading to the generalized spinor eigenvalue problem Hc = ESc, where H and S are the corre-
sponding matrix representation of the Hamiltonian (8.3) and the overlap matrix, respectively:
H = 〈n, l,ms|H
∣∣n′, l′,m′s〉m S = 〈n, l,ms | n′, l′,m′s〉m (8.11)
The vector c contains the expansion coefficients of (8.10):
c =
(
an,l
bn˜,l˜
)
(8.12)
The basis set (8.8) allows to analytically calculate the matrix elements of H and S. In practise this
is done by exploiting recurrence identities for the spherical harmonics and the Laguerre polynomials
[1], respectively. The expressions for the matrix elements of the individual parts of the Hamiltonian
can be found in [55]. The matrices H and S possess a particular sparse appearance, e.g. S is
penta-diagonal which has enabled us to go to large basis set dimensions. In our calculations we
have employed basis sets with dimensions up to 17000. We thereby were able to converge several
thousand eigenstates and eigenvalues up to energies corresponding to a hydrogen principal quantum
number of n ≈ 40.
8.4. The energy spectrum
We will now be discussing the appearance of the energy spectrum for different field gradients b.
Thereby we will see that with increasing gradient the energy spectrum undergoes severe changes.
Essentially one can distinguish three regimes which are the weak, the intermediate and the strong
gradient regime. Of course, these regimes are not solely determined by the absolute value of the
gradient b but also by the degree of excitation of the atom. Thus it is natural to define the
weak/strong regime to be the regime, for which the magnetic compared to the Coulomb interaction
is weak/strong [33]. To distinguish between the different regimes it is probably the best to consult
equation 8.2 that contains the scaled charge Z¯. For Z¯  1 the Coulomb force dominates and
becomes equal to the strength of the magnetic interaction if Z¯ reaches unity. For weak gradients
the behavior of the energy levels is dominated by the orbital and spin Zeeman terms both of
which depend linearly on the gradient. We find a linear splitting of the degenerate n-multiplets
with increasing b. Adjacent n-multiplets do not overlap which makes n an almost good quantum
number. In figure 8.1a we show the linear splitting of the n = 20 multiplet for the m = 12 subspace.
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Figure 8.1.: a: Energy level splitting of the m = 1
2
-states of the n = 20-multiplet in the quadrupole field.
b: Splitting of the same energies in a homogeneous field.
As the gradient increases the previously degenerate states split up symmetrically around the zero
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field energy. Inside each n-multiplet there is a single state whose energy is barely shifted as the
gradient increases. These (ellipsoidal) states exhibit unique features being discussed in section 8.5.
But how does this spectrum compare to the one encountered in a homogeneous field? In contrast
to the symmetric splitting, we here find a splitting into two branches (figure 8.1b) belonging to two
different orbital angular momentum and spin projections (for fixed m). In a quadrupole field Lz
and Sz are not separately conserved and to map the energy levels to a certain spin orientation is
impossible.
Figure 8.2.: Energy spectrum of the multiplets n = 33− 37 for the states with m = ± 1
2
. For low gradients
the energy levels split almost linearly followed by a transition region where the diamagnetic term becomes
increasingly more important. For high gradients different n-multiplets overlap and no symmetries, i.e.
approximate quantum numbers, are left.
With increasing gradient the diamagnetic term with its quadratic dependence on b (or B in the
homogeneous field) gains importance resulting in a nonlinear behavior of the energy curves. One
can show the intra n-manifold mixing regime where different n-multiplets are still energetically
well separated but different angular momentum states (l-states) mix to scale as b ∝ n−6. At even
higher gradients we observe mixing of different n-multiplets which leads to the global emergence of
avoided crossings. The onset of this inter n-manifold mixing scales according to b ∝ n− 112 whereas
in the homogeneous field the corresponding scaling is B ∝ n− 72 . In figure 8.2 we present the energy
spectrum in the range of n = 33 to n = 37 with m = ± 12 over the gradient interval 0 ≤ b ≤ 10−8.
For such a degree of excitation the intra n-manifold mixing sets in at b ≈ 5 · 10−10. Therefore the
linear splitting due to the Zeeman-term as shown in figure 8.1 is hardly visible. For b = 8 · 10−9
e.g. we are deep inside the inter-n-mixing regime.
8.5. Ellipsoidal states
This section is dedicated to the analysis of a particular class of states - the ellipsoidal states.
These states occur exclusively in the m = ± 12 subspaces and only for gradients where a linear level
splitting is observed. Compared to other states inside the same n-multiplet ellipsoidal states exhibit
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Figure 8.3.: a: Expectation value of the squared angular momentum operator L2 for electronic states obeying
m = 1
2
. The maximum achievable value of
〈
L2
〉
is indicated by the dashed line. The ellipsoidal states (some
of them are marked by an arrow) are clearly separated by a gap from the remaining states of a given n-
multiplet. b: Zoomed view of the n = 20-multiplet. States which suffer a large energy shift exhibit low
angular momentum. The angular momentum gradually increases as the corresponding states become less
affected by the field. The
〈
L2
〉
values form a hill-like structure with a dip on its top. The ellipsoidal state
is represented by the isolated dot above the dip indicated by an arrow. Its energy is almost the same as in
the zero gradient limit.
an extraordinary large mean orbital angular momentum. Figure 8.3a shows the
〈
L2
〉
expectation
value for states in the m = 12 subspace up to a principal quantum number n = 35. The magnetic
field gradient is b = 10−10. The expectation values of states belonging to the same n-multiplet
are arranged in vertical lines. This originates from their approximate degeneracy. For n > 30
the intra-n-mixing regime where no ellipsoidal states occur is entered. Up to n = 30 we find the
ellipsoidal states to be located on top of each vertical stack of points clearly separated from the
other states by a gap (see also the zoomed view of the n = 20-multiplet which is shown in figure
8.3b). The maximum allowed value of
〈
L2
〉
for fixed n is given by
〈
L2
〉
max
= n (n− 1) which is
indicated by the dashed line. Since
〈
L2
〉
of the ellipsoidal states are located nearby the dashed
line their expansion in terms of angular momentum eigenstates has to contain mainly contributions
with large l. We further analyze the ellipsoidal states by calculating their expansion coefficients in
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Figure 8.4.: a: Expansions coefficients of the n = 27 ellipsoidal state in terms of angular momentum
eigenstates. Only the even angular momentum states contribute. The contribution of the l states grows
exponentially with l. b: Spatial distribution of the probability density of the same ellipsoidal state.
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terms of angular momentum eigenstates |l〉:
〈E,m | E,m〉 =
∑
l
〈E,m | l〉 〈l | E,m〉 =
∑
l
|Cl|2 = 1 (8.13)
Figure 8.4a shows the distribution of the coefficients |Cl|2 for the ellipsoidal state of the n = 27
multiplet. The contributions of the angular momentum states grow exponentially with increasing l.
The maximum angular momentum state contributing possesses the quantum number l = n−1 = 26
which is the highest allowed angular momentum inside a given n subspace. Interestingly one finds
the suppression of expansion coefficients |Cl|2 with odd l-values. This turns out to be a generic
feature for this class of states. Ellipsoidal states belonging to even n-multiplets contain almost only
odd angular momentum contributions and vice versa.
In figure 8.4b we present the spatial probability density ρ |Ψ(ρ, z)|2 (integrated over the azimuthal
angle φ) of the n = 27 ellipsoidal state. The ρ-axis has been extended to the negative half plane.
One observes a number of peaks being arranged in concentric ellipses. In order to gain the 3D-
shape of the density it has to be rotated around the z-axis. The resulting structure would look
like an ellipsoid which gives rise to the designation ellipsoidal state. Although they exhibit high
angular momenta ellipsoidal states possess almost no z-component of the angular momentum and
are almost completely spin polarized, i.e. 〈Sz〉 = ±12 . Moreover, we found them to be relatively
compact, i.e. they possess a small spatial extent compared to other states in the same n-multiplet.
At the same time their radial uncertainty 4r =
√
〈r2〉 − 〈r〉2 is small. Hence their wave function is
well localized outside the atomic core, i.e. the nucleus or the inner electron shells. For the ellipsoidal
state presented in figure 8.4 we find an almost vanishing probability density for r < 150. Thus,
the properties of such states should not depend on the actual atomic species under consideration.
Due to their compact shape they are energetically almost unaffected by the external field i.e. they
experience almost no energy shift (see also figure 8.3b). Finally we remark that we did not find
similar states to be formed inside an external homogeneous field. Here the < L2 > distribution
does not exhibit isolated states. One rather encounters a smooth distribution of angular momenta
within a given n-manifold.
8.6. Properties of the electronic spin
8.6.1. Expectation value
For an atom exposed to a homogeneous field the projection of the spin operator onto the field
direction is a conserved quantity. Thus, the eigenfunction can be chosen to be eigenfunctions of
Sz simultaneously. This means 〈Sz〉 can only assume either of the two values ± 12 . For atoms in
a quadrupole field Sz is not conserved and its expectation value calculated in the Jz eigenstates
which can be decomposed according to
|E,m〉 = |u〉
∣∣∣∣ms = 12
〉
+ |d〉
∣∣∣∣ms = −12
〉
(8.14)
reads
〈Sz〉Jz =
1
2
[〈u | u〉 − 〈d | d〉] . (8.15)
Figure 8.5 shows the distribution of 〈Sz〉Jz for electronic states of the m = 12 subspace as a function
of the principal quantum number n. Since Sz is not conserved the values of 〈Sz〉Jz are allowed to
occupy the entire interval
[−12 , 12]. In figure 8.5a (b = 10−10) we find for n ≤ 30 an even distribution
of the expectation values throughout the complete interval. Here the uppermost dots belong to the
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Figure 8.5.: Expectation values of the z-component of the electronic spin operator as a function of the
quantum number n for different gradients (a: b = 10−10, b: b = 10−8).
ellipsoidal states which possess large mean orbital angular momentum and are almost completely
spin polarized (see the previous section 8.5). The states corresponding to the smallest values of
〈Sz〉Jz are states that carry little mean orbital angular momentum. At the onset of intra-n-mixing
the pattern becomes increasingly distorted. The expectation values agglomerate at −0.35 and
0.35 for n ≥ 50. For low n the values of 〈Sz〉Jz form vertical lines which is a consequence of the
approximate degeneracy of the energy levels. When reaching higher degrees of excitation these
lines widen. For b = 10−10 there is no significant inter-n-mixing up to n = 60. Thus, all lines
in figure 8.5a are well separated. For larger gradients b = 10−8 (figure 8.5b) the above-discussed
properties are equally present for low-lying states. However, with increasing excitation energy the
inter-n-mixing regime is entered at n ≈ 25. Here the regular line structure is dissolved and an
irregular distribution of 〈Sz〉Jz values emerges. The overall distribution narrows, e.g. for n = 40
the occupied interval is approximately [−0.3, 0.3].
For PyσxPz-eigenstates we find due to {Sz, PyσxPz} = 0 a vanishing Sz expectation value:
〈Sz〉±PyσxPz = 0. Apparently there is no preferred direction for the electronic spin in a state obeying
the PyσxPz symmetry.
8.6.2. Spin polarization
As already pointed out the nontrivial coupling of the spin to the spatial degrees of freedom prevents
the factorization of the wave function into a spatial and a spin part. Hence, the orientation of the
electronic spin is expected to depend on the spatial position of the electron. To study this in more
detail we introduce the Sz-polarization WS(r). For a Jz-eigenstate |E,m〉 it reads
WS(r) =
〈E,m | ~r〉Sz 〈~r | E,m 〉
〈E,m | ~r〉 〈~r | E,m 〉 . (8.16)
In figure 8.6 we present the Sz-polarization of two electronic states. The first one (8.6a) has
an effective principal quantum number of n = 9 and is located in the m = 12 -subspace. The
magnetic field gradient is b = 10−9. We observe a complex pattern of domains exhibiting different
spin orientation (red: spin up, blue: spin down). If the spin and the spatial part of the wave
function factorized as it is the case in a homogeneous field we would encounter a spatially uniform
distribution. For small displacements from the coordinate center we observe the domains to form
a pattern similar to that of a chess board. With increasing distance from the coordinate center
we encounter a transition region where the formation of stripes with different spin orientation
sets in. The junctions where four spin domains meet each other coincide with the nodes of the
spatial probability density. Our investigation revealed that both the Coulomb interaction and the
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Figure 8.6.: a: Sz-polarization of an electronic state whose energy corresponds to an effective principal
quantum number of n = 9. The state is located in the m = 1
2
-subspace. The magnetic field gradient is
b = 10−9. b: Sz-polarization of an highly excited state. With an effective quantum number n = 44.29 it is
located within the inter-n-mixing regime. The values for m and b are the same is in a.
spin-Zeeman term are responsible for the formation of the interwoven network of islands exhibiting
different spin orientation. The additional presence of the orbital Zeeman and the diamagnetic term
only results in a deformation of this network. In figure (8.6a) we show another Sz-polarization but
for a much more highly excited state which an effective principal quantum number of n = 44.29.
This state is already affected by the inter-n-mixing. The pattern exhibits a more complex structure.
This, however, is expected since the number of nodes exhibited by a wave function is determined
by the degree of excitation of the corresponding state. Apparently, the distribution of the spin
polarized islands for this state is not symmetric: For negative/positive z values a dominance of
red/blue colored regions is evident. This feature can be understood by investigating a Hamiltonian
that exclusively consists of the spin Zeeman term:
HS = −µ ·B(r) = b
2
r
( −2 cos θ sin θ e−iφ
sin θ eiφ 2 cos θ
)
(8.17)
Here the complete dynamics takes place in spin space and the spatial coordinates (r, θ, φ) enter as
parameters, only. The Hamiltonian (8.17) is diagonalized by the transformation U1U2 where U1
and U2 are defined through equations (5.20) and (5.23), respectively. Its two solutions are
Φ−(r, θ, φ) = U
†
2U
†
1 |↑〉
Φ+(r, θ, φ) = U
†
2U
†
1 |↓〉 (8.18)
with |↑〉 and |↓〉 being the eigenstates of the spin operator Sz. The corresponding eigenenergies are
E± = ∓1
2
b r
√
1 + 3 cos2 θ = ∓|µ||B(r)|. (8.19)
These energies correspond to those of a spin oriented parallel (E−) or antiparallel (E+) to the
magnetic quadrupole field. Constructing the Sz-polarization W
±
S (r) of the eigenstates (8.18) yields
W±S (r) = ±
1
2
cos β = ∓ z√
ρ2 + z2
= ∓ cos θ√
1 + 3 cos2 θ
(8.20)
with W +S (r) being shown in figure 8.7. Both, W
+
S (r) and W
−
S (r) = −W +S (r) neither depend on
the radial coordinate nor on the azimuthal angle φ. For negative values of z the z-component of
the spin is oriented upwards/downwards whereas the opposite orientation is found for positive z
values. Around the z-axis there is a transition region with W ±S (r) being close to zero.
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Figure 8.7.: Sz-polarization of the eigenstate
Φ+(r, θ, φ) of the Hamiltonian (8.17). The elec-
tronic spin either points antiparallel (W +S (r)) or
parallel (W−S (r) = −W+S (r)) to the local direc-
tion of the field.
This is precisely the behavior we have observed at large r for the Sz-polarization of the highly
excited state depicted in figure 8.6b. Apparently in this particular state the electron spin prefers an
antiparallel alignment with respect to the external field at large radii which corresponds to W +S (r).
This situation is to some extend reminiscent of the quasi-bound states which have been discussed
in section 5.5. Here, far away from the trap center, the magnetic field interaction dominates the
Hamiltonian and the projection of the particles spin on the local direction of the magnetic field is
conserved.
8.7. Electric dipole transitions
Let us now investigate electromagnetic transitions between the electronic states in the framework
of the dipole approximation. The amplitude for a transition between the initial state |i〉 and the
final state |f〉 is then given by the squared modulus of the matrix element 〈i|D |f〉. In the length
gauge D takes the forms
Dσ± =
1√
2
(x± iy) = 1√
2
r sin θe±iφ (8.21)
Dpi = z = r cos θ (8.22)
for σ±- and pi-transitions, respectively. The symmetries of the Jz and PyσxPz eigenstates result in
certain selection rules:
The evaluation of the transition matrix element for pi-transitions 〈E ′,m′| r cos θ |E,m〉 leads
to the selection rule m′ − m = 0. For σ±-transitions the corresponding matrix element reads
〈E′,m′| r sin θ e±iφ |E,m〉 which is only nonzero if m′ −m = ±1. These selection rules are remi-
niscent of the situation that is encountered in a homogeneous or even in a field-free environment.
The transition matrix element for pi-transitions between PyσxPz-eigenstates is 〈E ′,Π′| r cos θ |E,Π〉
leading to the selection rule Π′ 6= Π, i.e. only transitions between states with opposite PyσxPz
symmetry are allowed. We were not able to derive a selection rule for the quantum number Π for
σ±-transitions between PyσxPz-eigenstates. Our findings are summarized in table 8.1.
We have calculated the amplitudes for transitions from the ground state (m = 12) to several
excited states with m = 12 (pi-transitions (figure 8.8)) and m =
3
2 (σ
−-transitions (figure 8.9)). For
comparison we also present the transition amplitudes for an atom in a homogeneous magnetic field.
The latter are indicated by red lines whereas transitions in the quadrupole field are represented
as blue lines. A detailed discussion of electromagnetic transitions in the homogeneous field can
be found in [87, 21, 22]. In order to provide a good comparison of the results we have chosen the
gradient and the magnetic field strength such that we observe approximately equal splitting of the
8.7 Electric dipole transitions 79
Jz − states PyσxPz − statestransition type 4m = m′ −m 4Π = Π′ −Π
pi 0 ±2
σ+ 1 -
σ− -1 -
Table 8.1.: Selection rules for dipole transitions between Jz-eigenstates and between PyσxPz-eigenstates.
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Figure 8.8.: Dipole strengths of 4m = 0 pi−transitions from the ground state to excited levels. Blue lines
denote transitions in the quadrupole field whereas transitions in the homogeneous field are indicated by red
lines. a: The line possessing the largest wavelength belongs to the n = 1 → 10 transition. b: Magnification
the n = 1 → 12 transitions.
n-multiplets with increasing energy. In the present case we have chosen b = 10−7 and B = 10−4.
In figure 8.8a the dipole strengths for pi-transitions starting with the n = 10-line are depicted.
Up to a certain wavelength (≈ 91.5 nm) neighboring lines are well separated. Transitions with
smaller wavelengths involve levels already exhibiting severe inter n-manifold mixing effects, i.e.
overlapping of neighboring groups of lines. In figure 8.8b we provide a higher resolution picture of
the transitions to the n = 12-manifold in the intra n-mixing regime. In both cases we find each
main line to be accompanied by a series of sublines. In the quadrupole field apart from the main
line at λ ≈ 91.803 nm one observes four major sublines situated at the outer edge at approximately
λ = 91.81 nm. In the homogeneous field we find a number of sublines being almost equal in height.
We note that the subline possessing the maximum strength always belongs to a transition in the
quadrupole field. Overall we find a lower number of lines to appear in the homogeneous field than
in the quadrupole field. This is owed to additional symmetry properties such as the conservation
of z-parity which in the homogeneous field give rise to further selection rules.
In figure 8.9 we present the transitions to states with m = 32 beginning with the transition to the
n = 10 multiplet. Again the change from the inter to the intra n-mixing regime is observed (figure
8.9a). We find the threshold wavelength at which the overlapping of adjacent groups of lines sets in
to be λ ≈ 91.5 nm. Compared to the homogeneous field the transitions in the quadrupole field are
systematically shifted towards larger wavelengths. A magnified view of the lines for the n = 1 → 12
transitions is shown in figure 8.9b. In the homogeneous field each transition to a fixed n-multiplet
is dominated by a major line accompanied by a group of significantly weaker sublines. Unlike this
we find many transitions of equal strength in the quadrupole field. This is just the opposite to the
above-discussed pi-transitions. Compared to the homogeneous field the total number of transitions
in the quadrupole field is again much larger.
In figure 8.10a-c we present the dipole strengths of pi-transitions inside the m = 12 subspace
for different values of the gradient b. For comparison the dipole strengths in a homogeneous field
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Figure 8.9.: Dipole strengths of 4m = −1 σ− transitions (σ−-transitions) from the ground state to excited
levels. Blue lines denote transitions in the quadrupole field whereas transitions in the homogeneous field are
indicated by red lines. a: The line possessing the smallest wavelength belongs to the n = 1 → 10 transition.
b: Magnification of the n = 1 → 12 transition.
(B = 10−5) are given as well (figure 8.10d). Starting from large wavelengths one observes a
gradual decrease of the dipole strengths as the transition wavelengths decrease. This behavior is
also exhibited in the presence of a homogeneous field and also in the field free case. Going to
smaller wavelengths a modulation of the dipole strengths (hump) is observed in the quadrupole
field whereas no such feature appears in the presence of a homogeneous field. The height and the
position of this hump are correlated with the magnitude of the gradient. With increasing gradient
it becomes less pronounced and at the same time shifted towards higher wavelengths. Analyzing
its position dependence on the gradient b we have found: b ∝ n−6hump. This is reminiscent of the
scaling law we have derived for the onset of the intra n-manifold mixing regime (see section 8.4).
Thus the transition from the weak to the intermediate gradient regime is reflected in an overall
spectroscopic signature.
8.8. Magnetic field induced electric dipoles
For an atom in a homogeneous field (and also in the field-free case) parity is a symmetry. Thus,
electronic states are not expected to exhibit a permanent electric dipole moment. However, we now
show this to be different in the presence of a quadrupole field. From the selection rules derived in
the preceding section we deduce for the expectation value of Dσ± in the Jz-eigenstates
〈Dσ±〉 =
1√
2
〈E,m| r sin θ e±iφ |E,m〉 = 0. (8.23)
However, the expectation value of Dpi is in general nonzero. 〈Dpi〉 is shown in figure 8.11 for the
two gradients b = 10−10 and b = 10−8, respectively. Similar to the Sz expectation value we find
the electric dipole moments which belong to the almost degenerate states of an n-multiplet to be
arranged along vertical lines. Inside a given n-multiplet the dipole moments vary in between an
upper and lower bound both of which linearly depend on n. States with a large electric dipole
moment emerge from field-free states (with increasing b) that possess small values for the angular
momentum and vice versa. The ellipsoidal states exhibit the smallest dipole moment within a given
n-multiplett. For b = 10−8 and n > 35 the distribution of the dipole moments becomes completely
irregular. The remarkable occurrence of such state dependent permanent electric dipole moments
being induced by the magnetic field is the consequence of an asymmetric charge density distribution
induced by the symmetry properties of the quadrupole field. Figure 8.12a exemplarily shows the
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Figure 8.10.: Dipole strengths of pi-transitions in the m = 1
2
subspace for three different gradients b (a:
b = 10−10,b: b = 10−9,c: b = 10−8). For comparison the dipole strengths in a homogeneous field (d:
B = 10−5) are shown. At high wavelengths all plots show a gradual decrease of the dipole strength with
decreasing transition wavelength. In contrast to the homogeneous field the dipole strengths of transitions
in the quadrupole field are modulated when smaller wavelengths are reached. With increasing gradient this
structure becomes less pronounced and is shifted towards larger wavelengths.
density distribution of an electronic state inside a quadrupole field. The electronic cloud is almost
completely localized in the z > 0 half-space which results in a large dipole moment. In contrast
to that one finds for states inside a homogeneous field a symmetric charge distribution (see figure
8.12b).
8.9. Summary
In this chapter we have presented a detailed study of the electronic structure of atoms being exposed
to a magnetic quadrupole field. We did not take into account the atomic center of mass motion
focussing solely on the internal electronic states. We have pursued a one-particle approach in order
to describe the dynamics of the valence electron of an excited alkali atom. Here we have considered
both the coupling of the electric charge and the magnetic moment (spin) to the field. A spinor-
orbital based method to compute the eigenfunctions of the stationary Schro¨dinger equation has
been applied. Utilizing a Sturmian basis we have studied several thousands of excited states over a
wide range of gradients. The inhomogeneous character of the quadrupole field results in a coupling
of the spatial and spin degrees of freedom. As a consequence of this unique coupling the system
is invariant under a number of symmetry operations acting on both degrees of freedom. We have
found unitary symmetries relying on the conservation of the total angular momentum Jz and the
discrete operation PyσxPz . Furthermore we have identified the two anti-unitary generalized time
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Figure 8.11.: Expectation value of the dipole operator Dpi plotted versus the principle quantum number n
for different gradients (a: b = 10−10, b: b = 10−8).
Figure 8.12.: a: Charge distribution of an electronic state in a quadrupole field (b = 10−8). The state
belongs to the n = 22-multiplet in the m = 1
2
subspace. The asymmetric charge distribution with respect to
the ρ = 0-plane gives rise to a permanent electric dipole moment. b: Charge distribution for an electronic
state (n ≈ 22, m = 1
2
) in a homogeneous field (B = 10−6). The electron cloud is mirror symmetric with
respect to both the z = 0- and ρ = 0-plane. Thus, no permanent electric dipole moment occurs.
reversal symmetries TσxPz and TPy. We could show the two-fold degeneracy of any energy level
which originates from the non-Abelian character of the symmetry group. In the absence of external
fields such a degeneracy is well known to occur in spin 12 systems (Kramer’s degeneracy).
We have calculated energy spectra up to excitation energies corresponding to a principal quantum
number n ≈ 40. Moreover, an analysis of the distinct characteristics for the weak, intermediate
as well as the strong gradient regime has been performed. For weak gradients a linear splitting
of the energy levels is observed. For given m the sublevels of an n-multiplet split symmetrically
around the zero field energy. In a homogeneous field, however, an asymmetric splitting into only
two branches takes place. For larger gradients where adjacent n-manifolds are still separated intra
n-manifold mixing is encountered. We have provided scaling relations for the onset of both the
intra- and the inter n-manifold mixing in a quadrupole field. Modifications of the energy spectrum
especially due to scattering with the inner electron shells have not been considered. Effects relying
on the latter can be understood by quantum defect theory [94, 107]. At least for Rydberg states
which possess a large angular momentum we do not expect significant changes induced by core
scattering processes.
In the linear regime we have discovered the so-called ellipsoidal state. These states exclusively
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occur in the m = ± 12 -subspaces and exhibit unique features such as a large mean orbital angular
momentum, spatial compactness and comparably low radial uncertainty. Furthermore they are
strongly spin polarized and show almost no energy shift compared to their energy at zero gradient.
Analyzing the electronic spin properties we have found the Sz-expectation values of the elec-
tronic states to form a regular pattern at low gradients. At higher gradients or higher excitations,
respectively, the regular structure is replaced by a much narrower irregular distribution. For the
investigation of the local spin orientation we have introduced the Sz-polarization. For electronic
states in the quadrupole field this quantity reveals a rich nodal structure which originates from
the unique coupling of the spin and spatial degrees of freedom. The chess-board-like structure
consisting of islands with alternating spin orientations at low radii changes to a striped pattern
as the radius increases. For Rydberg states we have found a spin polarization effect taking place
in the asymptotic region. Here the Sz-polarization exhibits a global dependence on the angle θ.
This has been analyzed by studying a Hamiltonian which exclusively describes the coupling of the
electronic spin to the magnetic field. By analytically calculating its eigenstates we could reproduce
the above mentioned θ-dependence of the Sz-polarization of Rydberg-states for large radii.
In the framework of the dipole approximation we have derived selection rules for both transitions
among Jz and PyσxPz eigenstates. We have shown the linearly polarized transitions to take place
only between states with the same quantum number m or states with different PyσxPz symmetry.
We have also calculated amplitudes of pi- as well as σ−-transitions from the ground state (m = 12 )
to excited levels lying in the intra and inter n-manifold mixing regime. Additionally a comparison
to the case of a homogeneous magnetic field has been performed and significant differences have
been outlined. Due to the presence of further selection rules arising from the conservation of z-
parity fewer transitions are observed here. Moreover, we have analyzed the dipole strengths for
different values of the gradient b. Here we have revealed a modulation of the dipole strengths at
the threshold of the weak to the intermediate gradient regime.
By calculating the expectation value of the dipole operator we have found it to be nonzero in
general. This is in strong contrast to the situation in the homogeneous field where the conservation
of parity prevents the emergence of permanent dipole moments. For low degrees of excitation and
low gradients we have observed an almost linear increase of the maximum dipole moment of the
n-multiplets. The previously regular pattern becomes increasingly distorted when reaching higher
gradients and/or a higher degree of excitation. We have found the nonvanishing dipole moment
to be a direct consequence of the symmetry properties of the quadrupole field which force an
asymmetric electronic charge distribution with respect to the x− y-plane.
In order to achieve the experimental realization of atoms centered in a quadrupole trap system
one could think of two setups. One way is to study extremely excited electronic states (n >
100) in macroscopic fields, e.g. produced by coils. Another possibility is to utilize a so-called
atom chip (see section 2.4) where current carrying micro-structures can generate high gradient
quadrupole fields varying on a µm length scale. Here gradients up to b = 10−10 seem to be feasible
at the moment. This however should not limit the significance of this work since almost all effects
discussed here are not due to the diamagnetic interactions but have their origin in the interplay
between the Coulomb and the Zeeman terms. Thus weak gradients should not represent a principle
obstacle to experimentally observe the derived properties. Here we want to point out the magnetic
field induced permanent electric dipole moments which would potentially find applications in e.g.
quantum information processing [70, 49, 18, 28]. In this particular case one could think of exciting
the atom up to a certain electronic level in order to obtain a system with tailored dipole moment.
This could potentially pave the way to achieve a working two qubit gate which is needed to establish
a controlled interaction between two qubits in order to gain a deliberate phase shift. Considering a
trapped Rydberg state as a qubit the interaction between two of them can be realized via dipole-
dipole interaction. This interaction could be switched on and off on demand by changing the atomic
state in the quadrupole field.
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Taking into account the finite mass of the nucleus the center of mass (c.m.) and electronic motion
do not separate i.e. do not decouple in the presence of a homogeneous magnetic field (see refs.
[5, 51, 26]). To enter the regime where the residual coupling becomes important certain parameter
values (excitation energy, c.m. energy etc.) have to be addressed. Here a variety of intriguing
phenomena which rely on the mixing of the electronic and c.m. motion have been observed.
Examples are the classical diffusion of the c.m. due to its coupling to the chaotic internal motion
[92], the giant dipole states of moving atoms in magnetic fields [25] as well as the self-ionization
process [93, 90, 74] due to energy flow between the c.m. and electronic degrees of freedom. In
the current studies we have employed the approximation of an infinitely heavy nucleus i.e. the
position of the c.m. is fixed at the center of the quadrupole field. This has been justified with
the suppression of c.m. motional effects expected for ultra cold atoms. Nevertheless, a residual
coupling is inevitable and will have impact on the electronic structure. We address this point
in part IV of this thesis where we develop a theory taking into account both the c.m. and the
electronic dynamics.
Most of the results presented in this chapter are published in refs. [64, 62, 65, 59].
9. Electronic structure of atoms in a magnetic
guide
In the previous chapter we have examined the electronic quantum states of Rydberg atoms being
exposed to a magnetic quadrupole field. Thereby we have discovered remarkable properties such
as a nontrivial spin-density and the emergence of magnetic field induced permanent electric dipole
moments.
We will now be performing a similar investigation considering an equally important field con-
figuration namely the two-dimensional magnetic quadrupole field which by adding an additional
homogeneous Ioffe-field is easily extended to yield a Ioffe-Pritchard trap. Proceeding in a similar
manner as in the preceding chapter we present the underlying Hamiltonian in section 9.1. We
will show this Hamiltonian to exhibit a wealth of both unitary and anti-unitary symmetries. The
uncommonly large symmetry group is analyzed in section 9.2. These symmetries lead to a two-fold
degeneracy of any energy level, a feature that turns out to be ubiquitous in quadrupolar magnetic
fields. The numerical approach which is employed in order to solve the stationary Schro¨dinger
equation is briefly outlined in section 9.3. Sections 9.4 to 9.8 are dedicated to the discussion of the
numerical results: We analyze the electronic energy spectrum for a wide range of field gradients.
Furthermore we explore properties of the electronic spin such as spin expectation values and distri-
butions of the spin polarization. Selection rules and dipole strengths of electric dipole transitions
between electronic states are calculated as well. In most of the considerations we consider both the
two-dimensional quadrupole field as well as the Ioffe-Pritchard trap. Finally we summarize this
chapter in section 9.9.
9.1. The Hamiltonian
The two-dimensional quadrupole field and its vector potential are given by the equations (2.4)
and (2.6), respectively. Inserting them into the Hamiltonian (7.1) and adopting atomic units (see
appendix B) yields
H =
1
2
p2 − 1√
x2 + y2 + z2
+ b xypz +
b2
2
x2y2 +
b
2
(xσx − yσy) (9.1)
The first two terms of (9.1) resembles the nonrelativistic hydrogen atom. The third term which is
linear with respect to the gradient b replaces the angular Zeeman term which occurs in a homoge-
neous field. Here the spatial coordinates x and y couple with the linear momentum in z direction.
The successive diamagnetic term ∝ b2 represents an oscillator coupling term confining the electronic
motion in the x and y direction except for the exit channels along the axis. This is to some extend
reminiscent to the situation in a homogeneous field. However, there the diamagnetic interaction
resembles a two-dimensional harmonic oscillator and consequently the motions in the x and y di-
rection decouple. Finally the fifth term represents the coupling of the electronic spin to the spatial
coordinates. It stems from the interaction of its magnetic moment with the field and exhibits a
linear dependence on the spatial coordinates and on the gradient b. As for the three-dimensional
quadrupole field this term prevents the factorization of the motions in coordinate space and spin
space. Finally one should note that the only explicit dependence on the coordinate z is contained in
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the Coulomb term. Without this rotationally invariant interaction the system was invariant under
translations with respect to the z-coordinate (see for instance the considerations in section 6.1).
Following the treatment of section 8.1 we perform the canonical scaling transformation x¯ = b
1
3 x
and p¯ = b−
1
3 p under which the Hamiltonian (9.1) becomes
H = b−
2
3 H¯ =
1
2
p2 − Z¯√
x2 + y2 + z2
+ xypz +
1
2
x2y2 +
1
2
(xσx − yσy) (9.2)
with Z¯ = b−
1
3 . For simplicity we have omitted the bar on top of the phase space variables. This
demonstrates that by considering a scaled energy (scaled Hamiltonian) the only free parameter is
the scaled Coulomb coupling strength Z¯ that depends on the field gradient. The scaled Hamiltonian
describes the motion of an electron in the Coulomb-field of an effective charge Z¯ and a magnetic
quadrupole field with gradient b = 1. If b → ∞ the Coulomb term vanished since Z¯ → 0. In this
limit the energy level spacing is expected to scale proportional to b
2
3 .
9.2. Symmetries and degeneracies
This section is dedicated to a detailed analysis of the structure of the Hamiltonian (9.1). After
studying its symmetries we will discuss how these symmetries affect the excitation spectrum. As a
result of a tedious and elaborate analysis we have discovered 16 (including unity) distinct symmetry
operations that leave the Hamiltonian (9.1) invariant. A complete list of them is provided in table
9.1. Each symmetry is composed of a number of elementary operations which are presented in
Σx = σxPyPz Σy = PxσyPz Σz = PxPyσz 1
IxyS1 PyPzIxyS2 PxPyIxyS
∗
1 PxPzIxyS
∗
2
TσxPz TPxPyPzσy TPxσz TPy
TPyIxyS1 TPzIxyS2 TPxIxyS
∗
1 TPxPyPzIxyS
∗
2
Table 9.1.: Symmetry operations of the Hamiltonian (9.1). Top part: unitary symmetries. Bottom part:
anti-unitary symmetries.
table 9.2. All symmetry operations are either unitary or anti-unitary with the anti-unitary ones
Operator Operation Designation
Pxi xi → −xi xi-parity
T A → A∗ conventional time reversal
σx σy → −σy σz → −σz Pauli spin matrix x
σy σx → −σx σz → −σz Pauli spin matrix y
σz σx → −σx σy → −σy Pauli spin matrix z
Ixy x → y y → x (φ → −φ + pi2 ) coordinate exchange
S1 =
(
0 1
−i 0
)
σx → −σy σy → −σx σz → −σz
S2 =
( −i 0
0 1
)
σx → −σy σy → σx σz → σz
Table 9.2.: Set of discrete operations out of which all symmetry operations of the Hamiltonian (9.1) can be
composed. Note that S1 and S2 are given in a basis where σz is diagonal.
involving the conventional time reversal operator T . Although the system looks simple by itself
it features a surprising wealth of symmetry properties. The algebra of the underlying symmetry
group possesses a complicated structure some features of which are discussed in the following:
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The operators Σx, Σy and Σz generate a subgroup obeying the algebra [Σi,Σj ] = 2i ijkΣk that
is reminiscent of angular momentum operators. The individual operators obey Σ2i = 1. A deeper
look into the representation theory of our group reveals a two-fold degeneracy of any energy level
similar to those we have encountered during our investigations in chapter 8. The presence of this
degeneracy can be shown as follows: The operators Σz and PyσxPz obey {Σz, PyσxPz} = 0. Let
|E, pi〉 be an energy eigenstate and at the same time an eigenstate of Σz with
Σz |E, pi〉 = pi |E, pi〉 (9.3)
and pi = ±1. Employing the above anti-commutator one obtains
ΣzPyσxPz |E, pi〉 = −PyσxPzΣz |E, pi〉 = −piPyσxPz |E, pi〉 (9.4)
The state PyσxPz |E, pi〉 can be identified with |E,−pi〉. Hence, as long as pi 6= 0 1 there is always
an orthogonal pair of states possessing the same energy namely |E, pi〉 and |E,−pi〉. We have to
emphasize that there are no further degeneracies hidden in the system. In principle one could think
of performing the above calculation repeatedly but now substituting PyσxPz by any operator listed
in table 9.1 which anti-commutes with Σz. It turns out that all of the states generated by this
scheme are either superpositions of |E, pi〉 and |E,−pi〉 or differ only by a phase factor from one of
these states.
Out of the 15 nontrivial symmetry operations one can pick several sets of commuting operators.
For the following investigation we choose the set H, Σz, PyPzIxyS2. The combination of Σz and
PyPzIxyS2 leads to the additional commuting operator PxPzIxyS
∗
2 . We have found the properties:
(PyPzIxyS2)
2 = (PxPzIxyS
∗
2)
2 = −Σz (9.5)
(Σz)
2 = (PyPzIxyS2)
4 = (PxPzIxyS
∗
2)
4 = 1. (9.6)
9.2.1. Degeneracies in the energy spectrum of spin 1
2
systems in magnetic
quadrupole fields
We have now once more observed a two-fold degeneracy in the energy spectrum of a spin system.
Usually degeneracies are expected to be lifted in the presence of external fields. However, the
occurrence of these two-fold degeneracies seems to be an ubiquitous feature to occur in the presence
of quadrupolar magnetic fields. In the following we try to elucidate this phenomenon. Let us assume
we have a general spin 12 systems with the following accompanying properties:
1. There are two operators A and B commuting with the Hamiltonian H: [H,A] = [H,B] = 0.
2. A and B anti-commute: {A,B} = 0.
3. A is a hermitian operator. B is an (anti-)unitary operator which can be written as a product
B = RS where R and S exclusively act on the real space and the spin space, respectively.
4. The operator S is trace-less: TrS = 0.
If these conditions are fulfilled any state is doubly degenerate. This is seen as follows. Property
4 immediately leads to TrB = 0. Hence, we find the nonzero eigenvalues of B to appear pairwise
with opposite signs. If now |E, b〉 is an eigenstate of B and at the same time an energy-eigenstate
property 2 implies that
BA |E, b〉 = −AB |E, b〉 = −bA |E, b〉 = −b |E,−b〉 . (9.7)
Hence, |E, b〉 and A |E, b〉 = |E,−b〉 are two degenerate energy-eigenstates of the system.
1Since Σz is a unitary operator the case pi = 0 cannot occur.
88 Electronic structure of atoms in a magnetic guide
In the present case the two anti-commuting operators are Σz and PyσxPz. In the case of a
three-dimensional quadrupole field as considered in chapter 8 we have A = Jz and B = PyσxPz.
In a homogeneous magnetic field the remaining symmetries constitute an Abelian symmetry group
leading to exclusively one dimensional irreducible representations i.e. no degeneracies occur. Finally
we remark that the reader can find a discussion on degeneracies in spin 12 systems based on the
properties of time-reversal operators in ref. [41].
9.2.2. Symmetry properties - eigenstates and expectation values
The operator PyPzIxyS2 obeys the eigenvalue relation
PyPzIxyS2 |κ〉 = κ |κ〉 . (9.8)
Since
|κ〉 = (PyPzIxyS2)4 |κ〉 = κ4 |κ〉 (9.9)
the eigenvalue κ can adopt the four values ±1 and ±i. At this point we want to emphasize that
PyPzIxyS2 is a unitary but nonhermitian operator. We therefore encounter complex eigenvalues.
If we apply Σz to the states |κ〉 we find by exploiting equation (9.5)
Σz |κ = ±i〉 = |κ = ±i〉 (9.10)
Σz |κ = ±1〉 = − |κ = ±1〉 . (9.11)
By using the relation
(TσxPz) (PyPzIxyS2)− i (PyPzIxyS2) (TσxPz) = 0 (9.12)
one finds the degenerate pairs of states in the PyPzIxyS2-subspaces: |E,+1〉, |E,−i〉 and |E,−1〉,
|E,+i〉. Since nonhermitian operators do not represent physical observables the question on the
actual physical meaning of the quantum number κ arises.
We now derive the expectation value of an observable Y in an eigenstate of Σz. Assume we have
{Y,Σz} = 0 and hence
〈E, pi| Y Σz |E, pi〉 = −〈E, pi|ΣzY |E, pi〉 (9.13)
pi 〈E, pi| Y |E, pi〉 = −pi 〈E, pi| Y |E, pi〉 . (9.14)
This immediately leads to the result
〈E, pi| Y |E, pi〉 = 0. (9.15)
The same arguments hold for an observable Z obeying {Z,PyPzIxyS2} = 0 in which case we obtain
〈E, κ|Z |E, κ〉 = 0. (9.16)
We have already shown the states |E, pi〉 and PyσxPz |E, pi〉 to form a degenerate pair. By
superimposing these two states eigenstates of the operator PyσxPz can be constructed:
|E,±〉PyσxPz = 1√
2
[|E, pi〉 ± PyσxPz |E, pi〉] . (9.17)
The corresponding eigenvalue relation is
PyσxPz |E,±〉 = ± |E,±〉 . (9.18)
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9.2.3. Symmetries in the presence of a Ioffe field
The application of an additional homogeneous magnetic field along the z-direction (Ioffe field) has
a dramatic impact on the properties of the system. In particular the symmetry properties are
affected. With the magnetic field (2.9) and the vector potential (2.10) of the Ioffe-Pritchard trap
the Hamiltonian (7.1) becomes
HI =
1
2
p2 − 1√
x2 + y2 + z2
+ b xypz +
b2
2
x2y2 +
b
2
(xσx − yσy)
+
BI
2
(xpy − ypx) + B
2
I
8
(
x2 + y2
)
+
BI
2
σz (9.19)
with BI being the field strength of the Ioffe field. Since both the two-dimensional quadrupole
(due to the side guide) and the Ioffe field are perpendicular to each other the homogeneous field
terms can simply be added to the Hamiltonian (9.1). We find the well known Zeeman as well as
the diamagnetic oscillator term. The coupling of the spin to the Ioffe field leads to a term being
proportional to σz. The symmetries of HI are listed in table 9.3. Due to the presence of the
Σz PyPzIxyS2 PxPzIxyS
∗
2 1
TPxσz TPzIxyS2 TPxPyPzIxyS
∗
2 TPy
Table 9.3.: Symmetries of the Hamiltonian (9.19), i.e. side guide with Ioffe field. Top line: unitary symme-
tries. Bottom line: anti-unitary symmetries.
additional homogeneous field numerous symmetries are lost (see table 9.1 for comparison). The
remaining operations obey a non-Abelian algebra. In contrast to the group operations listed in
table 9.1 there are no two anti-commuting operators. Hence it is not possible to construct pairs of
degenerate energy eigenstates as discussed above. Thus, applying the Ioffe field lifts the degeneracies
occurring in the absence of it. Even with a finite Ioffe field the operations Σz, PyPzIxyS2 and
PxPzIxyS
∗
2 together with HI form a set of commuting operators.
9.3. Numerical treatment
In order to obtain the eigenvalues and eigenfunctions of the Hamiltonians (9.1) and (9.19) particu-
larly for highly excited Rydberg states we adopt once more the linear variational principle. Here the
bound state solutions of the Schro¨dinger equation are expanded in a finite set of square-integrable
basis functions. Determining the expansion coefficients is equivalent to solving a generalized eigen-
value problem in case of nonorthogonal basis functions. The latter is done numerically by employing
standard linear algebra techniques and routines as outlined in section 3.1.
We are now adopting spherical coordinates as this will be required by the basis set we are going
to use. The Hamiltonian (9.1) then reads
H = −1
2
4r,θ,φ − 1
r
− ibr sinφ cos φ
(
sin2 θ cos θ r
∂
∂r
− sin3 θ ∂
∂θ
)
+
b2
2
r4 sin4 θ sin2 φ cos2 φ +
b
2
r sin θ
(
0 eiφ
e−iφ 0
)
. (9.20)
With a Ioffe being applied we have to consider the Hamiltonian (9.19) which reads in spherical
coordinates
HI = H − iBI
2
∂
∂φ
+
B2I
8
r2 sin2 θ +
BI
2
σz. (9.21)
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Like in the previous chapter we utilize a Sturmian basis set of the form
|n, l,m,ms〉 = R(ζ,k)n (r)Y ml (θ, φ) |ms〉 . (9.22)
These functions form a complete set in real and spin space but are not orthogonal. The angular
part is covered by the well-known spherical harmonics Y ml (θ, φ) whereas the two spinor components
are addressed by the spin orbitals |ms〉 = |↑〉 or |↓〉. For the radial part we employ
R(ζ,k)n (r) =
√
n!
(n + 2k)!
e−
ζr
2 (ζr)kL2kn (ζr) (9.23)
with L2kn (r) being the associated Laguerre polynomials. The parameters k and ζ can be adapted in
order to gain an optimal convergence behavior in any spectral region. In particular the nonlinear
variational parameter ζ has to adapted such that it corresponds to the inverse of the characteristic
length scale of the desired wave functions.
The general expansion of an energy eigenstate |E〉 being expanded in a finite set of the basis
functions (9.22) reads
|E〉 =
∑
nlmms
cnlmms |n, l,m,ms〉 . (9.24)
Owed to the knowledge of the symmetries we can further specify the appearance of the expansion.
In section 9.2 we chose H, Σz and PyPzIxyS2 to be the set of commuting operators whose eigen-
functions we intend to construct. We now demand |E〉 to be an eigenstate of PyPzIxyS2. Exploiting
the relations
PyPzIxyS2 Y
m
l |↑〉 = −ie−i
pi
2
m(−1)l Y ml |↑〉 (9.25)
PyPzIxyS2 Y
m
l |↓〉 = e−i
pi
2
m(−1)l Y ml |↓〉 . (9.26)
one can construct the following expansions for the four κ-subspaces
|E,+1〉 =
∑
nlm
[
Rn(anlmY
4m+1
2l+1 + bnlmY
4m+3
2l ) |↑〉+ R¯n(cnlmY 4m+22l+1 + dnlmY 4m+42l ) |↓〉
]
(9.27)
|E,−1〉 =
∑
nlm
[
Rn(anlmY
4m+1
2l + bnlmY
4m+3
2l+1 ) |↑〉+ R¯n(cnlmY 4m+22l + dnlmY 4m+42l+1 ) |↓〉
]
(9.28)
|E,+i〉 =
∑
nlm
[
Rn(anlmY
4m+2
2l + bnlmY
4m+4
2l+1 ) |↑〉+ R¯n(cnlmY 4m+12l+1 + dnlmY 4m+32l ) |↓〉
]
(9.29)
|E,−i〉 =
∑
nlm
[
Rn(anlmY
4m+2
2l+1 + bnlmY
4m+4
2l ) |↑〉+ R¯n(cnlmY 4m+12l + dnlmY 4m+32l+1 ) |↓〉
]
(9.30)
The eigenfunctions (9.27-9.30) are thus a priori eigenfunctions of Σz (see equation (9.10) and
(9.11)). Due to the structure of the spherical harmonics Y ml one has to ensure that |m| ≤ l. In
our calculations the sums run over all valid combinations of n ≤ N , l ≤ L and m ≤ M where the
maximum indices N , L and M can be set individually. The expansion becomes exact in the limit
M,N,L →∞.
Performing the linear variational principle with one of the above expansions leads, according to
section 3.1, to a generalized eigenvalue problem Hv = ESv, where H and S are the corresponding
matrix representation of the Hamiltonian (9.20) and the overlap matrix, respectively. The expres-
sions for the matrix elements of the individual parts of the Hamiltonian and the overlap matrix
can be found in [55].
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9.4. Spectral properties
We now analyze the structure of the energy spectrum. With respect to the spectral behavior one
can distinguish three regimes: the weak, the intermediate and the strong gradient regime each
of which possesses an individual characteristics. The appearance of these regimes is not solely
determined by the gradient or the degree of excitation, but by the scaled energy (see discussion in
section 9.1). For simplicity we will refer to the gradient as the relevant quantity characterizing the
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Figure 9.1.: a: Splitting of the energy levels belonging to the n = 5 multiplet (κ = ±1-subspace) with
increasing gradient. The level structure is dominated by the linear Zeeman term. The splitting is linear
and symmetric around zero-free energy (b = 0). b: Intra n-manifold mixing of the n = 5 multiplet in
the κ = 1-subspace. Due to the increasing dominance of the diamagnetic term the level splitting becomes
nonlinear.
different regimes. All figures in this section show energy levels for manifolds belonging to rather
small values for n (typically n = 5 − 7) and for large gradients (we cover the range b = 10−7−10−4)
that are not accessible in the laboratory. This is done for reasons of illustration: Our observations
and results equally hold for weaker gradients and higher n-manifolds which however, due to the high
level density, are less suited for a graphical representation. In the weak gradient regime the spectral
behavior is determined by the linear Zeeman terms. Although the principal quantum number n
strictly is not a good quantum number any given level can be assigned to a certain n-multiplet. The
levels split symmetrically around the zero-field energy exhibiting the expected linear dependence
on b. In figure 9.1a this is exemplarily shown for the n = 5-multiplet.
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Figure 9.2.: Inter n-manifold mixing between the
n = 6- and n = 7-multiplet in the κ = 1-subspace.
The mixing threshold is indicated by the dashed
line. A large number of avoided crossings occur.
The intermediate regime is characterized by the occurrence of intra n-manifold mixing. Although
neighboring n-manifolds are still distinguishable the levels now acquire a nonlinear b-dependence
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which is due to the increasing importance of the diamagnetic term. sublevels belonging to different
angular momenta mix and thus avoided level-crossings appear. The onset of this intermediate
regime scales according to b ∝ n−6. Figure 9.1b shows the regime of intermediate gradients of
the n = 5-multiplet. Interestingly we observe here that this nonlinear behavior in the l−mixing
regime is very weakly pronounced for an atom in the magnetic guide compared to an atom in a
homogeneous magnetic field [33].
As we enter the strong gradient regime adjacent n-manifolds begin to overlap. The spectra are
strongly i.e. nonperturbatively influenced by the diamagnetic term. Figure 9.2 shows this inter
n-manifold mixing for the n = 6- and n = 7-multiplet where the strong coupling leads to large
avoided crossings. The mixing threshold scales according to b ∝ n− 112 (indicated by the dashed line
in figure 9.2).
9.5. Properties of the electronic spin in the absence of a Ioffe field
9.5.1. Expectation value
In order to study the mutual influence of coordinate and spin space let us investigate the properties
of the electronic spin. The x- and y-components of the spin operator obey {Σz, Sx} = {Σz, Sy} = 0.
Hence, by using equation (9.15) we arrive at
〈Sx〉 = 〈Sy〉 = 0. (9.31)
Therefore, only the expectation value of Sz is nonzero in general. This is not obvious since the
Hamiltonian (9.20) does not contain an explicit dependence on Sz. Figure 9.3a displays the expec-
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Figure 9.3.: a: Expectation value of the z-component of the electronic spin operator for several excited
states (b = 10−7). b: Zoomed view of the n = 15-multiplet. The magnitude of 〈Sz〉 decreases for states
suffering a large energy shift by the external field.
tation value 〈Sz〉 for several excited states as a function of the principal quantum number n, which
serves as an energy label. The expectation values are arranged along vertical lines each of which
belongs to a certain n-multiplet. With increasing degree of excitation these lines widen and begin
to overlap as the inter n-mixing threshold is surpassed. A zoomed view of the n = 15-multiplet is
shown in figure 9.3b. We find states experiencing a large energy shift due to the external field to
possess a small Sz expectation value. For the states shown in this figure 〈Sz〉 vanishes for n > 15.2
and n < 14.8.
9.5.2. Spin polarization
We now study the relative alignment of the electronic spin and the magnetic field. This is done
by extending the spin polarization defined by equation (8.16). Instead of only considering the
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z-component of the spin operator we now define the spin polarization of a two-component spinor
|Ψ〉 = |u〉
∣∣∣∣ms = 12
〉
+ |d〉
∣∣∣∣ms = −12
〉
(9.32)
by
WSB(r) =
〈Ψ | r〉 〈r|S ·B |r〉 〈r | Ψ〉
|S| |B| |〈Ψ | r〉|2 =
〈Ψ | r〉 (σx cos φ− σy sinφ) 〈r | Ψ〉
|〈r | u〉|2 + |〈r | d〉|2
= 2
Re
[
u∗(r)d(r)eiφ
]
|u(r)|2 + |d(r)|2 = 〈cos γ〉 (r) (9.33)
WSB(r) describes the spatially varying alignment of the spin vector relative to the local direction
of the magnetic quadrupole field. WSB(r) = 1 indicates the spin to be oriented parallel to the
field whereas we find antiparallel alignment if WSB(r) = −1. According to equation (9.33) WSB(r)
can be interpreted as the local expectation value of the cosine of the angle γ between S and B.
Since in a homogeneous field the projection of the spin onto the field direction is conserved WSB(r)
would either be +1 or −1 throughout the whole space. In the two-dimensional quadrupole field,
however, we expect a much richer structure resulting from the coupling of the coordinate and the
spin degrees of freedom. In figure 9.4 we present three tomographic cuts of the spin polarization
Figure 9.4.: Tomographic cuts through the spin polarization WSB(r) of the 83rd excited state. The state
belongs to the n = 8 multiplet within the κ = 1-subspace (b = 10−7). The cuts are made at z = ±20 and
z = 0. Positive and negative values are indicated red and blue, respectively. We observe a rich pattern of
different spin polarizations around the origin. From ρ ≈ 60 on the nodal structure is replaced by a regular
striped pattern varying periodically with the azimuthal angle φ.
WSB(r) of the 83rd excited state in the κ = 1-subspace. In the vicinity of the coordinate center
we observe a large number of nodes. From ρ ≈ 60 on this complex nodal structure changes to
a smooth regular pattern exhibiting a periodicity with respect to the azimuthal angle φ. Here
WSB(r) becomes almost independent of the z-coordinate. This feature seems to be induced mainly
by the magnetic interaction which is invariant under translations along z. One can identify four
sectors reminiscent of the quadrupolar structure of the magnetic field of the guides. In the present
case we apparently have a anti-parallel alignment in the x = 0- and y = 0-plane and a parallel
one between these planes. The densities are invariant under the operations PxPy and PzIxy whose
actions are equivalent to those of Σz and PyPzIxyS2 when acting on real and scalar quantities.
9.6. Electric dipole transitions in the absence of a Ioffe field
We now consider electromagnetic transitions between electronic states in the framework of the
dipole approximation. The transition amplitude between the initial state |i〉 and the final state |f〉
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is then given by the squared modulus of the matrix element 〈i|D |f〉. In the length gauge D takes
the forms
Dσ± =
1√
2
(x± iy) = 1√
2
r sin θe±iφ (9.34)
Dpi = z = r cos θ (9.35)
for σ±- and pi-transitions, respectively. Exploiting the symmetry properties of the PyPzIxyS2-
eigenstates one finds
〈E, κ| (PyPzIxyS2)† z PyPzIxyS2
∣∣E′, κ′〉 = κ∗κ′ 〈E, κ| z ∣∣E′, κ′〉 = −〈E, κ| z ∣∣E′, κ′〉 (9.36)
which leads to the expression (
κ∗κ′ + 1
) 〈E, κ| z ∣∣E′, κ′〉 = 0. (9.37)
Here we have used 〈E, κ| (PyPzIxyS2)† = 〈κ|κ∗. Apparently the matrix element for pi-transitions
can only be nonzero for the following combinations of κ and κ′:
pi : (κ, κ′) = (1,−1), (−1, 1), (i,−i), (−i, i) (9.38)
The above calculation shows also that the expectation value of the z−coordinate vanishes in any of
the eigenstate |E, κ〉 i.e. we have 〈E, κ|z|E, κ〉 = 0. Conducting a similar calculation one obtains
for the selection rules of σ±-transition:
σ+ : (κ, κ′) = (i, 1), (1,−i), (−1, i), (−i,−1) (9.39)
σ− : (κ, κ′) = (−i, 1), (1, i), (−1,−i), (i,−1). (9.40)
In figure 9.5 a schematic view of the allowed dipole transitions between different κ-subspaces is
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-ii
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s
-
s
+
p Figure 9.5.: Graphical representation of al-
lowed dipole transitions between the different κ-
subspaces. The arrows point from κ to κ′.
depicted.
By using the numerically computed electronic eigenstates we have calculated the dipole strengths
for transitions from the ground state to excited states. Figure 9.6 shows the data which we obtained
for pi-transitions among the κ = 1- and κ′ = −1-subspace. In figure 9.6a we observe a general
decrease of the dipole strengths with decreasing transition wavelengths. However, the decrease is
not monotonous as it was in the case of a homogeneous or a three-dimensional quadrupole field
[62]. One rather finds a modulation on top of the transition amplitudes. For instance the n = 8-,
n = 10- and n = 12-multiplet exhibit smaller dipole strengths than both of their neighbors. Figure
9.6b shows a magnified view of the n = 1 → 12 transition line. Its structure is dominated by two
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Figure 9.6.: a: Dipole strenghts for pi-transition from the ground state of the κ = 1-subspace to excited states
belonging to the κ = −1-subspace (b = 10−7). The line with the smallest transition wavelength belongs to
the n = 1 → 7-transition. b: Zoomed view of the line belonging to the transition to the n = 12-multiplet.
The line center is dominated by two sublines. The two bunches located at its right- and left-hand side possess
a significantly lower dipole strength.
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Figure 9.7.: a: Dipole strenghts for σ+-transition from the ground state of the κ = −i-subspace to excited
states belonging to the κ = −1-subspace (b = 10−7). The line with the smallest wavelength λ belongs to
the n = 1 → 7-transition. b: Zoomed view of the line belonging to the transition to the n = 12-multiplet.
The line consists of three bunches each of which possesses numerous of sublines. The line is dominated by
two sublines one of each located in the left and right hand side bunch.
sublines located in the line center. The central bunch is almost symmetrically accompanied by two
bunches of sublines located for smaller and larger wavelength, respectively.
Also for σ+-transitions the dipole strengths decrease systematically with decreasing wavelength
(figure 9.7a). In the magnified view (figure 9.7b) one sees the line to consist of three bunches of
sublines. There are two dominating sublines which are located in the two outer bunches rather
than in the central one.
9.7. Properties of the electronic spin in the presence of a Ioffe field
9.7.1. The expectation value of Sz
As discussed in section 9.1 an additionally applied homogeneous field leads to changes of the
symmetry properties of the system. Thus, apart from the lifting of the degeneracies also a significant
influence on the electronic spin and the transition amplitudes has to be expected.
Apparently there is a critical radius ρc at which both fields are equal in strength. For a given
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gradient b and homogeneous field strength BI it is given by ρc =
BI
b
. Considering that for electronic
states we have 〈ρ〉 ≈ 〈r〉 ∝ n2 we expect states with
nc =
√
BI
b
(9.41)
to be equally affected by both fields. Hence, the structure of states with n  nc or n  nc should
be dominated by the homogeneous field or the quadrupole field, respectively.
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Figure 9.8.: Expectation values of the z-
component of the electronic spin for a Ioffe field
strength (BI = 10
−5) and a gradient of b = 10−7.
At low degree of excitation the homogeneous field
dominates the electronic states. In this region Sz
becomes an approximate constant of motion ad-
mitting 〈Sz〉 to possess only one of the two pos-
sible values ± 1
2
. States lying above the critical
principal quantum number nc become increas-
ingly dominated by the quadrupole field. Con-
sequently the expectation values tend towards
〈Sz〉 = 0.
Figure 9.8 shows the expectation values of Sz for a gradient b = 10
−7 and a homogeneous field
strength BI = 10
−5. This yields the critical principal quantum number nc = 10. Indeed one finds
for n  10 the expected dominance of the homogeneous field. In this region 〈Sz〉 is approximately
restricted to one of the two values ± 12 . This is due to the fact that Sz becomes an approximate
constant of motion. For n > 10 we observe the expectation values to move towards zero which
is expected from the results shown in figure 9.3. We have to remark that since the symmetry Σz
persists the expectation values of Sx and Sy vanish even for a finite strength of the homogeneous
field.
9.7.2. Spin polarization
Not only the spin expectation value but also the spin polarization suffers significant changes if a
Ioffe field is switched on. For a sufficiently high field strength or low degree of excitation (n < nc),
respectively, the structure of the electronic states is dominated by the Ioffe field. Here the spin is
expected to be aligned with the homogeneous field. Since WSB(r) describes the projection of the
electronic spin onto the direction of the quadrupole field which is perpendicular to the Ioffe field
one expects WSB(r) to be approximately zero in this domain. Figure 9.9 shows WSB(r) for the
state which has been already presented in figure 9.4 but for a Ioffe field strength of BI = 10
−5. The
state is located inside the n = 8 multiplet which lies below the critical quantum number nc = 10.
Thus the state’s structure should be predominantly determined by the Ioffe field. As expected from
the discussion above we observe large greenish regions indicating WSB(r) = 0. The geometry of the
quadrupole field is barely recognized for the cut made at z = 0. Unlike in figure 9.4 there are only
small regions exhibiting a well-defined spin orientation that is dominated by the magnetic guide,
i.e either WSB(r) = −1 or WSB(r) = 1.
9.8. Electric dipole transitions for in the presence of a Ioffe field
Figure 9.10a shows the dipole strengths for pi-transitions from the ground state in the κ = 1-
subspace to various states in the κ = −1-subspace. Compared to the BI = 0 case the dipole
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Figure 9.9.: Tomographic cuts through the spin polarization WSB(r) (defined by equation (9.33)) of the
83rd excited state for a Ioffe field strength of BI = 10
−5. The state belongs to the n = 8 multiplet in the
κ = 1-subspace (b = 10−7). The cuts are made at z = ±20 and z = 0. Positive and negative values are
indicated by red and blue, respectively. One observes large greenish domains which indicate WSB(r) ≈ 0.
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Figure 9.10.: a: Dipole strengths for pi-transition from the ground state of the κ = 1-subspace to excited
states belonging to the κ = −1-subspace (b = 10−7 and BI = 10−5). The line with the smallest wavelength
λ belongs to the n = 1 → 7-transition. b: Zoomed view of the line associated with the transition to the
n = 12-multiplet. Several additional lines appear at finite homogeneous field strength (some are marked by
an arrow). The line center is dominated by a single subline emerging from a transition which is induced by
the external homogeneous field.
strengths have increased by approximately 70%. The transition strengths increase with increasing
transition wavelengths. Again there seems to occur some kind of modulation as already seen in
figure 9.6a but being less pronounced here. In the present case the n = 12-transition exhibits a
larger transition amplitude than the neighbored transitions. In figure 9.10b we present a magnified
view of the line associated with the n = 12-transition. Due to the presence of the homogeneous
field a number of additional lines appear some of which are marked by an arrow. In contrast to the
BI = 0 case the n = 12 line is dominated by a single subline originating from a transition that is
only permitted in the presence of the homogeneous field.
9.9. Summary
We have studied the electronic quantum states of an highly excited atom inside in a magnetic guide.
The motion of the valence electron has been described by an effective one-body approach. Both
the coupling of the spatial degrees of freedom (para- and diamagnetism) as well as the spin degrees
of freedom to the external field have been taken into account. The linear variational principle has
been used to solve the stationary Schro¨dinger equation: Employing a Sturmian basis set enabled
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us to converge a large number of electronic states.
A thorough inspection of the Hamiltonian has yielded an amazingly large number of symmetries
involving both the spin and spatial degrees of freedom: We have found 16 symmetry operations
of both unitary and anti-unitary character. This has allowed for a classification of the electronic
eigenstates with respect to a complete set of commuting constants of motion. The latter has in-
volved the hermitian Σz-operator which is a combined spin and parity operator and the unitary
but nonhermitian operator PyPzIxyS2 which involves parity and permutation operators. Employing
specific anti-commuting operators of this symmetry group we could prove the two-fold degeneracy
of each energy level. This feature has shown to be generic for spin 12 systems exhibiting certain
symmetry properties. We have discussed how the symmetries are affected if an additional homo-
geneous magnetic field is applied in order to obtain a Ioffe-Pritchard type trap. In this case only 8
symmetry operations remain including Σz, PyPzIxyS2 and PxPzIxyS
∗
2 .
The calculated spectra have been investigated up to energies corresponding to a principal quan-
tum number of n ≈ 15. In the low gradient regime degenerate n-manifolds split up symmetrically
around the zero field energy. For the intra-n-mixing regime only a very weak restructuring takes
place inside each n-multiplet, i.e. we observe only a minor nonlinear behavior of the energies on
the gradient. For even higher gradients the inter-n-mixing takes place where states belonging to
adjacent multiplets begin to mix and avoided crossings dominate the spectrum. Scaling relations
for the onset of both, the inter- and the intra-n-mixing have been provided.
Effects due to the coupling of the spin and spatial degrees of freedom have been studied in detail.
An analysis of the spin-field orientation has been undertaken by examining the appearance the spin
polarization. The electronic states in the magnetic guide WSB(r) reveal a rich structure which does
not happen inside a uniform magnetic field. Moreover an analysis of the Sz expectation value has
been performed. It has been shown that states being energetically strongly affected by the presence
of the magnetic guide possess a small expectation value of Sz.
We have derived selection rules for the quantum number κ belonging to the PyPzIxyS2 symmetry
operator for linear as well as circular polarized dipole transitions. Wave lengths and dipole strengths
from the ground state to Rydberg levels were analyzed. In particular for pi transitions we have
found a global modulation of the transition amplitudes. The impact of the presence of an additional
homogeneous magnetic field (Ioffe field) on several relevant quantities has been studied. This
includes the Sz-expectation values and the electric dipole transition amplitudes.
Let us now comment on the approach chosen in the present chapter. Neglecting the fine and
hyperfine structure of the atom as well as omitting the influence of the core scattering events rep-
resent, at least for certain species and regimes (high excitations !), certainly a good approximation
to the true physical system. Another approximation is the fact that we centered the nucleus at the
minimum of the field configuration. This is suggested by our assumption that we have ultracold
atoms with an extremely small kinetic center of mass (c.m.) energy in tight traps leading to a well-
localized atomic c.m. Nevertheless, it is expected that the c.m. motion blurs the effects occurring
for an atom with a fixed nucleus. Beyond this, it is well-known that already in the presence of a
homogeneous magnetic field the c.m. and electronic motions of atoms do not separate i.e. they
perform an intimately coupled motion [5, 51, 91, 92, 25]. Then the immediate question arises how
this coupling might look like in our inhomogeneous field configuration and in particular what its
impact on the overall electronic motion is. These questions will be partly answered in the next
part of this thesis where we present a discussion on the combined dynamics of the electronic and
the c.m. system.
Most of the results presented in this chapter are published in ref. [63].
Part IV.
Coupled electronic and center of mass
dynamics of Rydberg atoms in an
inhomogeneous magnetic field
10. Quantum states of ultracold electronically
excited atoms in a magnetic quadrupole trap
10.1. Introductory remarks
On our way to gain understanding of the dynamics of atoms in inhomogeneous magnetic fields we
have so far passed two milestones. We have explored both the resonance spectrum of ground state
atoms as well as the electronic structure of highly excited atoms in the fixed-nucleus approximation.
Now it is about time to put these pieces together and to obtain the full picture of a moving Rydberg
atom inside a field.
Certainly one question that immediately arises is how the electronic dynamics couples to that
of the center of mass (c.m) and vice versa. A separation of these two subsystems is certainly
not achievable by simple means as this happens not even in the case of a homogeneous magnetic
field [92, 26]. Compared to ground state atoms Rydberg atoms possess a rich internal structure
that finds its manifestation in an extremely high dimensional manifold of electronic states - any n-
manifold consists of 2n2 substates. It is this complexity which gives rise to a number of remarkable
effects. In Rydberg gases for instance one observes strong long-range interactions which are based
on multipole interactions of the electronic clouds [15]. This mechanism is not present in gases of
ground state atoms were only short-ranged interactions are present. Hence the interaction strength
of spatially separated atoms can in principle be tuned by changing their degree of excitation. This
makes such systems possible candidates for the implementation of quantum information processing
schemes [70, 88]. However, a prerequisite for the controlled interaction of two highly excited atoms
is the ability to confine their motion to a given spatial region by using external fields. Dutta et
al. have investigated the possibility of trapping such atoms in standing-wave light fields [27]. By
employing a Born-Oppenheimer type approximation the authors could demonstrate the possibility
of forming an optical lattice for Rydberg atoms. A different approach has been pursued by Hyafil
et al. who propose a long time coherence preserving trap architecture utilizing static and time-
dependent electric fields [47]. Apart from optical and electric fields there is also the alternative to
consider magnetic fields as they are widely used to trap ultracold ground state atoms. Very recently
magnetic trapping of cold Rydberg atoms has been experimentally demonstrated [38, 20]. So far
all theoretical considerations assume a classical treatment of the atomic center of mass degrees of
freedom. To our knowledge the question of trapping electronically excited atoms in the ultracold
regime with their c.m. motion also being quantized has not been addressed theoretically. Magnetic
trapping might be advantageous since there are no trap losses due to photon scattering as there
are for optical traps.
In the present part of this thesis we establish a method to describe the complete quantized
motion of a Rydberg atoms being exposed to an inhomogeneous magnetic field (quadrupole field)
and analyze the properties of the emerging quantum states. In detail we proceed as follows: In
section 10.2 we present the Hamiltonian describing an atom which is exposed to a linear external
magnetic field. By employing a two-body approximation we establish the interactions of the c.m.
and electronic degrees of freedom with the external magnetic field. In section 10.3 we specifically
turn to three-dimensional magnetic quadrupole field. We provide a symmetry analysis of the
Hamiltonian and perform a scaling transformation which removes all but one parameter from the
equation of motion. From section 10.4 on we exclusively focus on electronically highly excited
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(Rydberg-) atoms. To this end the interaction between the valence electron and the remaining core
is assumed to be of pure Coulomb character. By estimating the energy scales of the system we
demonstrate that magnetic field induced couplings between adjacent n-manifolds can be neglected
for certain magnetic field gradients and degrees of electronic excitation. The Hamiltonian is then
solved in the framework of an adiabatic approximation which is thoroughly discussed in section 10.5.
Here we also analyze the typical appearance of the adiabatic energy surfaces. In this context we
discuss under what conditions trapped states of the c.m. motion can be achieved. The properties of
these states are examined in section 10.6. We present the energy spectrum and study the properties
of the c.m. quantum states such as various expectation values and radiative decay rates. We will
also show that under certain conditions the radial extension of the electronic wave function can
exceed that of the c.m. motion. We conclude and summarize our findings in section 10.7.
10.2. The Hamiltonian of an excited atom exposed in a linear
magnetic field configuration
Like in the previous chapters focus on alkali metal atoms as they are the most frequently used species
to experimentally study ultracold atomic physics. To a good approximation they can be modeled
by a two-body approach in which the mutual interaction of the valence electron (particle 1) and the
remaining core (particle 2) is accounted for by an effective potential. This interaction potential is
assumed to depend on the spatial coordinates of the two particles such that V (r1, r2) = V (r1−r2).
It consists of a short range part accounting for electron-core scattering and adopts pure Coulombic
character for large separations of the two particles. After including the coupling to the external
magnetic field the Hamiltonian of such modeled atom reads
H2body =
1
2M1
[p1 − q1A(r1)]2 + 1
2M2
[p2 − q2A(r2)]2
+V (r1 − r2)− µ1 ·B(r1)− µ2 ·B(r2). (10.1)
Here A(ri) and B(ri) are the vector potential and the inhomogeneous magnetic field, respectively.
Now we require B(r) to satisfy the following two conditions: it be linear, i.e. B(r1 + r2) =
B(r1) + B(r2), and shall obey the homogeneity condition B(αri) = αB(ri). Additionally we
require ∇ × B(r) = 0 and ∇ · B(r) = 0 which are simply Maxwell’s equations in a source-free
region in space. In this case a vector potential of B(r) obeying the Coulomb-gauge ∇ ·A(r) = 0 is
according to appendix A given by
A(r) =
1
3
B(r) × r. (10.2)
The previous condition gives rise to the identity
A(ri) · pi = 1
3
Li ·B(ri). (10.3)
which represents the coupling of the orbital angular momentum Li of a charged particle to the
external magnetic field. These so-called Zeeman terms are reminiscent of those which emerge in
a homogeneous magnetic field. We assume here that the diamagnetic terms of the Hamiltonian
(10.1) which are proportional to A2(ri) can be neglected. This assumption is valid for a broad
range of excitation energies as well as typical laboratory field configurations (see also section 10.4
for a discussion of the range of validity of this approximation). Utilizing the identity (10.3) and
neglecting the diamagnetic coupling terms the Hamiltonian (10.1) acquires the following shape
Hlin =
1
2M1
p21 +
1
2M2
p22 +
e
3M1
L1 ·B(r1)− e
3M2
L2 ·B(r2)
+V (r1 − r2)− µ1 ·B(r1)− µ2 ·B(r2). (10.4)
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Here we have taken into account that both particles carry the same amount of charge e but with
opposite signs. Since the interaction potential depends only on the relative coordinate vector r of
the two particles it is natural to introduce relative and c.m. coordinates R: r1 = R +
M2
M
r and
r2 = R− M1M r with the total mass M = M1 + M2. The single-particle angular momenta transform
according to
L1 =
M1
M
LR +
M2
M
Lr + R× p + M1M2
M2
r×P
L2 =
M2
M
LR +
M1
M
Lr −R× p− M1M2
M2
r×P. (10.5)
Here (p,r) and (P,R) form two sets of conjugate variables. This gives rise to the Hamiltonian
Hlin =
p2
2m
+
P2
2M
+ V (r) +
[
− e
3M
(
M1
M2
− M2
M1
)
Lr − µ1 − µ2
]
·B(R)
+
[
e
3M
LR +
e
3M2
(
M22
M1
+
M21
M2
)
Lr − M2
M
µ1 +
M1
M
µ2
]
·B(r) (10.6)
+
e
3m
B(R)×R · p + e
3
M2 −M1
M1M2
B(r) ×R · p
+
e
3M
B(R) × r ·P + e
3
M2 −M1
M2
B(r)× r ·P
with m being the reduced mass. If no external field was present the introduction of the new coor-
dinates would decouple the c.m. and relative motions. However, the presence of the external field
prevents this separation leading to field induced coupling terms. The latter cannot be eliminated
but it is possible to somewhat simplify them by applying the unitary transformation
U1 = exp
[
i
e
3
(B(r) ×R · r + B(R) × r ·R)
]
. (10.7)
We want to emphasize here that U1 = 1 for a homogeneous field B(r) = B. After the application
of U1 we arrive at
U †1HlinU1 =
p2
2m
+ U †1V (r)U1 +
[
e
3
(
1
m
− 3
M
)
Lr − M2
M
µ1 +
M1
M
µ2
]
·B(r)
+
P2
2M
−
[
2e
3M2
Lr + µ1 + µ2
]
·B(R) + e
3
3M2 + M1
M1M2
p×B(r) ·R
+
e
M
B(R) × r ·P− 2e
3
M1
M2
B(r)× r ·P. (10.8)
At this point we want to remark that the potential V (r), apart from depending on the radial
coordinate r can also contain the angular momentum Lr and the spin operator S. Thus it does not
necessarily commute with the transformation U1. In the Hamiltonian (10.8) we again have dropped
all terms that contain the magnetic field strength quadratically. In the following we employ another
approximation exploiting the fact that the nuclear mass M2 is much larger than the electronic mass
M1. Keeping only magnetic field dependent terms of the order M
−1
1 we find
Hap =
p2
2M1
+ U †1V (r)U1 +
[
e
3M1
Lr − µ1
]
·B(r) + P
2
2M2
− [µ1 + µ2] ·B(R)
+
e
M1
p×B(r) ·R. (10.9)
Although µ2 is proportional to M
−1
2 we will not drop the corresponding term at this stage. Its the
only term containing the nuclear spin and is thus necessary for a proper analysis of the symmetry
104 Quantum states of electronically excited atoms in a magnetic quadrupole trap
properties. Eventually this term decides upon whether we deal with a boson or fermion. The indi-
vidual terms of Hap can be interpreted as follows: The first three terms represent the Hamiltonian
of an electron in an inhomogeneous magnetic field orbiting around a fixed nucleus (see part III
of this thesis). The two successive terms involving the c.m. variables describe the dynamics of a
neutral point-like particle carrying the magnetic moment µ1 + µ2 inside a magnetic field. Such
systems have been thoroughly explored in part II of this thesis. The last term, which is induced
by the motion of the atom in the field, couples the c.m. to the electronic motion.
10.3. The magnetic quadrupole field: Hamiltonian and symmetries
Up to this point we did not refer to a particular magnetic field configuration. We now focus on
the three-dimensional magnetic quadrupole field given by equation (2.1). Apparently this field is
linear in the spatial coordinates and meets the requirements of section 10.2. By employing atomic
units (see appendix B) and inserting equation (2.1) the Hamiltonian (10.9) becomes
HQ = HA +
P2
2M2
− bzLz + B(r)×R · p + B(r + R) · S + gK
M2
B(R) ·Σ (10.10)
= HA +
P2
2M2
+ b [−zLz + (2Y z + Zy)px − (2Xz + Zx)py + (xY −Xy)pz]
+b [(x + X)Sx + (y + Y )Sy − 2(z + Z)Sz] + gKb
M2
[XΣx + Y Σy − 2ZΣz] .
Here we have abbreviated the Hamiltonian of the field free atom by HA =
p2
2 +U
†
1V (r)U1. The spin
operators of the electron and the nucleus are denoted as S and Σ, respectively. They are related
to the corresponding magnetic moments according to
µ1 = −S and µ2 = −
egK
2M2
Σ. (10.11)
Here gK is the g-factor of the nuclear spin. We will keep the nuclear spin term until after we have
finished our investigations regarding the symmetries of the Hamiltonian (10.10).
10.3.1. Symmetries and degeneracies
The Hamiltonian (10.10) commutes with the z-component of the total angular momentum Jz = Lz+
LZ +Sz +Σz, i.e. [HQ, Jz ] = 0. This conservation of Jz is a consequence of the rotational invariance
of the system around the z-axis also encountered in chapters 5 and 8. Additionally HQ commutes
with the operator K = eipiΣxPY PZe
ipiSxPyPz where PZ , PY , Pz and Py are parity operations. Here
the upper and lower case indices refer to the c.m. and electronic (relative) coordinates, respectively.
The operators K and Jz = LZ+Lz+Sz+Σz anti-commute, i.e. {K,Jz} = 0. This fact leads directly
to the conclusion that there are degeneracies in the energy spectrum of the system. Proceeding
similarly as in the previous chapters this is shown as follows:
Suppose |E,mJ〉 to be an energy eigenstate of the Hamiltonian HQ and at the same time an
eigenstate of Jz with the quantum number mJ . Using the anti-commutator {K,Jz} = 0 one finds
JzK |E,mJ〉 = −KJz |E,mJ〉 = −mJK |E,mJ 〉 (10.12)
Thus the state K |E,mJ〉 can be identified with |E,−mJ〉. Hence, except for mJ 6= 0 which can
only occur in bosonic systems, these states form a degenerate pair [14].
10.3 The magnetic quadrupole field: Hamiltonian and symmetries 105
10.3.2. Unitary and scaling transformations
Now knowing that Jz constitutes a conserved quantity it is of immediate interest to transform the
Hamiltonian HQ such that Jz appears as a canonical momentum. This way we can eliminate its
canonical coordinate and will hence be in position to replace Jz by the corresponding quantum
number mJ [14]. Let us first change the coordinate system as follows. For the relative motion we
introduce spherical coordinates r → (r, θ, φ) whereas for the c.m. motion cylindrical coordinates
are employed, i.e. R → (ρ,Φ, Z). Applying the unitary transformation
U2 = e
−i[Lz+Sz+Σz ]Φ (10.13)
the Hamiltonian (10.10) is transformed into
U †2HQU2 = U
†
2HAU2 −
1
2M2
[
∂2ρ +
1
ρ
∂ρ + ∂
2
Z −
1
ρ2
T¯ang
]
+bHe + b [µ− µ2] ·G(ρ, Z) −
3
2
bρ (zpy + ypz) (10.14)
with
He = −zLz + b−1S ·B(r)
= −r cos θLz + r sin θ cos φSx + r sin θ sinφSy − 2r cos θSz (10.15)
T¯ang = (LZ − Lz − Sz − Σz)2 (10.16)
and the magnetic moment µ = 12 [L + 2S] coupling to the magnetic field bG(ρ, Z) = b (ρ, 0,−2Z).
The transformation U2 has removed the dependence of the c.m. motion on the azimuthal an-
gle Φ. Thus the operator LZ constitutes a conserved quantity in the transformed frame, i.e.[
LZ , U
†
2HQU2
]
= 0. With
U2
†JzU2 = LZ (10.17)
one easily observes that LZ is nothing but the transformed z-component of the total angular
momentum. Consequently LZ can be replaced by the quantum number mJ .
To arrive at our final working Hamiltonian we neglect the coupling of the nuclear spin to the
magnetic field, which is consistent with the approximations done previously. Taking into account
the coupling of the nuclear spin to the field would lead to a negligibly small splitting of the energy
levels into 2σ + 1 sublevels with σ being the nuclear spin quantum number. Now that such a
splitting is absent we will encounter further - trivial - degeneracies in the system. They arise from
the different nuclear spin orientations being now energetically equivalent. By construction the
resultant Hamiltonian commutes with Σz and each of the nuclear spin subspaces can be considered
separately. This way we can replace Σz by its quantum number mσ. For brevity we introduce the
new quantum number mT = mJ −mσ.
As a next step we simplify the structure of the c.m. kinetic energy: The Hamiltonian U †2HQU2
gives rise to the stationary Schro¨dinger equation U †2HQU2 |Ψ〉 = E |Ψ〉. By choosing |Ψ〉 = ρ−
1
2 |Φ〉
we arrive at a new Hamiltonian HF satisfying HF |Φ〉 = E |Φ〉. It reads
HF = U
†
2HAU2 −
1
2M2
[
∂2ρ + ∂
2
Z − ρ−2Tang
]
+ bHe + bµ ·G(ρ, Z)
−3
2
bρ (zpy + ypz) (10.18)
with
Tang = (LZ − Lz − Σz − Sz)2 − 1
4
. (10.19)
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Finally we introduce a scaling transformation for the c.m. coordinates which reads P → γ 13 P,
R → γ− 13 R with γ = bM2. For the scaled Hamiltonian we get
H = M2γ
− 2
3 HF = M2γ
− 2
3 HA − 1
2
[
∂2ρ + ∂
2
Z − ρ−2Tang
]
+γ
1
3 He + µ ·G(ρ, Z)− 3
2
ρ (zpy + ypz) . (10.20)
As from now we will refer to these scaled coordinates unless stated otherwise.
10.4. Moving Rydberg atoms in the magnetic quadrupole field
In order to solve the Schro¨dinger equation belonging to the Hamiltonian (10.20) an explicit form
of the interaction potential V (r) has to be provided. Here we consider the most simple case of a
pure Coulomb-potential V (r) = V (r) = − 1
r
without accounting for relativistic corrections such as
spin-orbit interaction, whose corresponding terms would be proportional to r−3. For large angular
momenta l which we will focus on in the following study one finds
〈
r−3
〉 ∝ n−6 [11] which would
yield a negligibly small energy shift for sufficiently high degrees of electronic excitation. Equally,
effects due to the nonhydrogenic character of the core can be neglected for high angular momentum
states [61].
With having specified the interaction potential we now discuss the typical energy scales of the
system: For all laboratory fields and typical nuclear masses one finds γ = bM2  1. Thus the
Hamiltonian (10.20) to zeroth order is dominated by the field-free electronic energy M2γ
− 2
3 HA.
The structure of the energy spectrum of HA is well known: The levels are arranged in highly
degenerate n-multiplets. We now assume the quadrupole field not to cause a significant coupling
between the n-multiplets, i.e. the inter n-manifold mixing is negligible. This approximation holds
if the energetic separation between adjacent n-multiplets 4EA is much larger than the energy Ezee
(Zeeman energy) contributed by the linear magnetic field terms, i.e. 4EA  Ezee. By estimating
Ezee ≈ b 〈r〉 ≈ bn2 one obtains the condition b  n−5. We now have to check wether this result is
compatible with our initial approximation to neglect all quadratic magnetic field terms. We verify
this by comparing the Zeeman energy Ezee with the diamagnetic energy Edia ≈ b2n8 (see also ref.
[64]) contributed by the quadratic field terms, which yields b  n−6. Hence, both approximations
are compatible.
Assuming the latter inequality holds, each of the degenerate n-manifolds can be considered
separately. An approximate Hamiltonian is obtained by projecting the full Hamiltonian (10.20)
onto a given set of states covering an entire n-manifold. Such a subspace is spanned by the
hydrogenic eigenfunctions |α〉 = |n, l,ml,ms〉 which in the spatial representation read
〈r | n, l,ml,ms〉 = 2
n2
√
(n− l − 1)!
(l + n)!
(
2r
n
)l
e−
r
n L2l+1n−l−1
(
2 r
n
)
Y mll (θ, φ) |ms〉 . (10.21)
Here the functions Lln (r) and Y
ml
l (θ, φ) are the associated Laguerre polynomials and spherical
harmonics, respectively. The states |ms〉 are the usual two-component spinors accounting for the
electronic spin state. For a fixed principal quantum number n the states |α〉 obey HA |α〉 =
EnA |α〉. The quantum numbers l, ml and ms are those of the squared orbital angular momentum
of the relative (electronic) motion L2r , its z-component Lz and the one of the electronic spin Sz,
respectively. In a given n-subspace the Hamiltonian (10.20) becomes
[H]αα′ = M2γ
− 2
3 [HA]αα′ −
1
2
[
∂2ρ + ∂
2
Z
]
δαα′ +
1
2
ρ−2 [Tang]αα′ + γ
1
3 [He]αα′ + [µ ·G(ρ, Z)]αα′
−3
2
ρ [zpy + ypz]αα′ (10.22)
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where the last term can be rewritten as ypz + zpy = −i [yz,HA]. Apparently all matrix elements
of this operator vanish since
[zpy + ypz]αα′ = −i 〈α| [yz,HA]
∣∣α′〉 = −i(EnA −EnA) 〈α| yz ∣∣α′〉 = 0. (10.23)
In the following we will drop the term M2γ
− 2
3 HA yielding only a constant off-set for the total
energy, namely EnA =
M2
2n2γ
2
3
. Finally, the Schro¨dinger equation belonging to the Hamiltonian
(10.22) describes the multi-channel quantum dynamics of the c.m. where the coupling between
the (electronic) channels is induced by the external inhomogeneous field. Keeping in mind that all
subsequent considerations incorporate only a single n-subspace we will omit in the following the
indices of the matrices/operators. The Hamiltonian then acquires the form:
H = −1
2
[
∂2ρ + ∂
2
Z − ρ−2Tang
]
+ γ
1
3 He + µ ·G(ρ, Z). (10.24)
Here the first term represents the kinetic energy of the c.m. It is followed by a term describing the
internal (electronic) dynamics of the atom. The last term represents the coupling of the magnetic
moment µ, which is composed of the electronic orbital angular momentum and spin operators, to
the scaled magnetic field G(ρ, Z).
The matrix elements that are required for assembling the Hamiltonian (10.24) were calculated by
using numerical algorithms provided by the Nag library. Fortunately, the matrix elements factorize
so that the radial and angular integrations can be carried out independently. In order to calculate
the radial matrix elements we have employed an adaptive quadrature based on the Gauss 7-point
and Kronrod 15-point rules over a semi-infinite interval. The integration over the azimuthal angle
θ was performed by using an adaptive quadrature method being particularly suited for oscillating
functions (Gauss 30-point and Kronrod 61-point).
10.5. The adiabatic approximation
To solve the Schro¨dinger equation belonging to the Hamiltonian (10.24) we pursue an adiabatic
approach. We assume the motion of the (Rydberg) electron to be much faster than the one of
the ultracold c.m. motion. While the c.m. is slowly moving through the inhomogeneous field the
electronic dynamics is adapting rapidly to the surrounding magnetic field. We now rewrite the
Hamiltonian according to
H = T + V (ρ, Z; γ, n) (10.25)
where T is the sum of the radial and axial kinetic energy
T = −1
2
[
∂2ρ + ∂
2
Z
]
(10.26)
and V (ρ, Z; γ, n) designates the potential matrix
V (ρ, Z; γ, n) = γ
1
3 He +
1
2
ρ−2Tang + µ ·G(ρ, Z). (10.27)
At first we diagonalize the potential matrix V (ρ, Z; γ, n) by employing a spatially dependent unitary
transformation U = U(ρ, Z; γ, n):
U †V (ρ, Z; γ, n)U = E(ρ, Z; γ, n) (10.28)
The column vectors of U are the normalized vector representations of the electronic eigenstates
|χnκ(r);R〉 at fixed c.m. position. These column vectors are denoted by Uκ. Their components
read
[Uκ]α = Uακ = 〈α | χnκ(r);R〉 . (10.29)
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Here the multi index α adopts all the 2n2 combinations of the indices l, ml and ms of an n-manifold.
By diagonalizing V (ρ, Z; γ, n) one obtains the adiabatic potential energy curves E(ρ, Z; γ, n) which
depend parametrically on the c.m. coordinates ρ and Z. Applying the transformation U to the
total Hamiltonian (10.25) yields
U †HU = U †TU + U †V (ρ, Z; γ, n)U = T + E(ρ, Z; γ, n) +4T = Had +4T (10.30)
with the adiabatic Hamiltonian Had and the nonadiabatic coupling matrix
4T = −1
2
U †
[
2
∂U
∂ρ
∂ρ + 2
∂U
∂Z
∂Z +
∂2U
∂ρ2
+
∂2U
∂Z2
]
. (10.31)
In the adiabatic approximation these nonadiabatic coupling elements are neglected. The total
wave function of the system is then obtained as a product of the electronic, the c.m. state and the
eigenstates of Σz and LZ = U2JzU
†
2
|Ψnκν(r,R),mJ ,mσ〉 = |χnκ(r);R〉 |Φnν (R)〉 |mJ〉 |mσ〉 (10.32)
with |mJ〉 = 1√2pieimJ Φ. This gives rise to the adiabatic Schro¨dinger equation for the c.m. motion
Had |Φnν (R)〉 = [T + Eκ(ρ, Z; γ, n)] |Φnν (R)〉 = εν |Φnν (R)〉 (10.33)
whose solutions |Φnν (R)〉 are the adiabatic c.m. wave functions. In equation (10.32) the index κ
n
n = 0
n = 1
n = 2 k = 2n
2
k = 2n -1
2
Y
n
knE
n = 0
n = 1
n = 2
Figure 10.1.: Term symbol of the adiabatic quan-
tum states. The index κ labels the 2n2 energy
surfaces in a given n-subspace for fixed γ and mT .
By convention the energetically highest surfaces is
labelled by κ = 2n2. The index ν labels the c.m.
quantum states in the energy surface defined by
κ and n.
labels the adiabatic energy surface whereas ν denotes the degree of excitation of the c.m. state (see
figure 10.1).
Having obtained the adiabatic states and therefore knowing the structure of U the elements of
the nonadiabatic coupling matrix (10.31) can be explicitly calculated employing the expressions(
U †
∂U
∂X
)
κ′κ
= U†κ′
∂Uκ
∂X
= 〈χnκ′(r);R|
∂
∂X
|χnκ(r);R〉 =
1
Eκ −Eκ′
U
†
κ′
∂H
∂X
Uκ (10.34)(
U †
∂2U
∂X2
)
κ′κ
= 〈χnκ′(r);R|
∂2
∂X2
|χnκ(r);R〉 (10.35)
=
1
Eκ −Eκ′
[
U
†
κ′
∂2H
∂X2
Uκ +
∑
κ′′
2
Eκ −Eκ′′
(
U
†
κ′
∂H
∂X
Uκ′′
)(
U
†
κ′′
∂H
∂X
Uκ
)
−∂Eκ
∂X
2
Eκ −Eκ′
U
†
κ′
∂H
∂X
Uκ
]
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with X being a placeholder for the coordinates ρ and Z, respectively. Consequently nonadiabatic
transitions can be neglected if
∣∣∣∣∣
〈
χnκ′(r);R
∣∣ ∂H
∂X
|χnκ(r);R〉
Eκ′ −Eκ
∣∣∣∣∣ 1 and
∣∣∣∣∣
〈
χnκ′(r);R
∣∣ ∂2H
∂X2
|χnκ(r);R〉
Eκ′ −Eκ
∣∣∣∣∣ 1. (10.36)
Provided that the matrix elements
〈
χnκ′(r);R
∣∣ ∂H
∂X
|χnκ(r);R〉 and
〈
χnκ′(r);R
∣∣ ∂2H
∂X2
|χnκ(r);R〉 are well-
behaved the energy denominator of the formulae (10.34) and (10.35) indicates that nonadiabatic
transitions between the adiabatic energy surfaces are highly likely to occur in the vicinity of avoided
crossings. In figure 10.2 we present the typical appearance of an intersection E(ρ, Z; γ, n) through
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Figure 10.2.: Intersection at Z = 0 through the adiabatic potential energy surfaces of the n = 3-multiplet.
One can distinguish three regimes: In the angular momentum dominated regime all energy surfaces except
for the lowest one exhibit a ρ−2-dependence. It is followed by a regime dominated by the electronic energy.
For large values of ρ one clearly recognizes the Zeeman-splitting indicating the limit of local homogeneity.
All quantities are given in scaled units, i.e. energies in units of M2γ
− 2
3 and lengths in units of γ−
1
3 .
the adiabatic potential energy surfaces. For reasons of illustration we have chosen the n = 3
multiplet and the value γ = 1.586 which is beyond the regime accessible by laboratory experiments.
However, this example provides us with some useful insights into the general structure of the energy
surfaces holding in particular also for Rydberg states. For small ρ, i.e. in the vicinity of the center
of the field, the angular momentum barrier ρ−2Tang dominates the potential matrix (10.27). Here
we observe a splitting into a number of grouped components. Moving away from the trap center we
first encounter a regime where the adiabatic energy surfaces are determined by the electronic energy
due to He. In even further distance from the field center the so-called limit of local homogeneity
is reached. Here the coupling to the magnetic field is mainly established by the various electronic
angular momentum and spin orientations of the Rydberg atom. The energy surfaces group into
2n + 1 branches. In the following we provide a more detailed discussion of the individual regimes.
10.5.1. The angular momentum barrier and the avoided crossings near the Z-axis
In the vicinity of the trap center (Z → 0, ρ → 0) the potential matrix (10.27) can be roughly
approximated by
V (ρ, Z; γ, n) =
1
2ρ2
Tang =
1
2ρ2
[
(mT − Lz − Sz)2 − 1
4
]
. (10.37)
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with mT = mJ − mσ as defined previously. Replacing Lz and Sz by their respective quantum
numbers ml and ms we find the following analytic expression for the adiabatic potential surfaces:
E(ρ, Z; γ, n) = E(ρ,ml,ms) =
1
2ρ2
[
(mT −ml −ms)2 − 1
4
]
. (10.38)
Since ml  [−n + 1,−n + 2, ..., n − 2, n− 1] and ms = ±12 there is only a limited number ζ of
possible values which can be assumed by (mT −ml −ms)2 provided that mT is fixed. One finds
ζ =
{
2n |mT | ≥ n− 12
2n− ∣∣|mT | − n + 12 ∣∣− αs |mT | < n− 12 . (10.39)
Here αs is equal to
1
2 if the quantum number mT is integer and zero otherwise. Thus for ρ → 0
one finds a splitting of the energy surfaces into ζ branches. For bosons the numerator of equation
(10.38) can become zero. In this particular case there is no angular momentum barrier and hence
no ρ−2-dependence visible. This feature is striking at the lowest branch in figure 10.2. If we now
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Eκ′(ρ, Z; γ, n) − Eκ(ρ, Z; γ, n)) of the two up-
permost potential surfaces (κ′ = 2 · 102, κ =
2 · 102 − 1). The plot shows log(|δ|) for n = 10,
γ = 1.59× 10−7, mT = 0.5. The (avoided) cross-
ing in the negative Z-half plane is clearly visible.
In order to ensure the applicability of the adia-
batic approximation the c.m. motion has to be
kept away from the Z-axis. All quantities are
given in scaled units, i.e. energies in units of
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− 2
3 and lengths in units of γ−
1
3 .
consider the c.m. motion parallel to the Z axis for small values of ρ the potential matrix is still
diagonal in the Lz and Sz basis function yielding the potential curves:
E(ρ,ml,ms) =
1
2ρ2
[
(mT −ml −ms)2 − 1
4
]
− Z [ml + 2ms] . (10.40)
For Z > 0 and mT ≥ 0 the uppermost κ = 2n2 energy surface is apparently found in the ml =
−(n − 1) and ms = −12 subspace. For Z < 0 the situation is somewhat different. For large
negative Z the energetically highest potential curve is defined through ml = n − 1 and ms = 12 .
Hence there has to occur at least one (avoided) crossing when going from large negative to large
positive values of Z. This is illustrated in figure 10.3 where we present the energetic separation of
the two uppermost potential surfaces δ = Eκ′(ρ, Z; γ, n) − Eκ(ρ, Z; γ, n). Following the same line
of argument it can be shown that for negative values of mT the avoided crossing is found in the
positive Z-half-plane. Since the occurrence of such avoided crossings is inevitable the adiabatic
approximation necessarily breaks down in the vicinity of the Z-axis. Thus adiabatic c.m. states
must not penetrate this central region.
10.5.2. The regime of local homogeneity
For Z, ρ  1, i.e. the c.m. being located far away from the center of the quadrupole field, the
potential matrix (10.27) can be approximately written as
V (ρ, Z, γ, n) = µ ·G(ρ, Z). (10.41)
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This is feasible since He is constant whereas the influence of µ · G(ρ, Z) grows with increasing
displacement from the trap center. After applying the unitary transformation
Ur = e
−i(Ly+Sy)β (10.42)
with sinβ = ρ |G(ρ, Z)|−1 and cos β = −2Z |G(ρ, Z)|−1 one finds
U †rV (ρ, Z, γ, n)Ur =
1
2
[Lz + 2Sz]
√
ρ2 + 4Z2. (10.43)
Thus, the adiabatic potential curves evaluate to
E(ρ, Z, γ, n) = E(ρ, Z,ml,ms) =
1
2
[ml + 2ms]
√
ρ2 + 4Z2 (10.44)
with ml and ms being the respective eigenvalues of Lz and Sz. The possible combinations of the
two eigenvalues yield 2n+1 energy surfaces. The transformation Ur rotates the electronic spin and
orbital angular momentum such that they are parallel to the local direction of the magnetic field.
Thus the operators Lz and Sz are not identical to the ones referred to in the previous section but
are here related to the local quantization axis defined by the direction of the local magnetic field.
Since we now have an analytical expression for the unitary transformation which diagonalizes
the potential matrix the off-diagonal elements of the kinetic energy operator can be calculated
analytically:
4T = −1
2
[
i
Ly + Sy
|G(ρ, Z)| [2 cos β∂ρ + 4 sinβ∂Z ] + 6i
Ly + Sy
|G(ρ, Z)|2 sinβ cos β
+
(Ly + Sy)
2
|G(ρ, Z)|2
(
1 + 3 sin2 β
)]
(10.45)
All terms in equation (10.45) involve inverse powers of the modulus of the scaled magnetic field
G(ρ, Z) and therefore vanish for large distances from the trap center. Thus in the regime of local
homogeneity - where Z, ρ  1 is required - nonadiabatic transitions between the adiabatic energy
surfaces can be safely neglected.
10.5.3. The regime being dominated by the electronic energy
In the potential matrix (10.27) the electronic energy is represented by the term γ
1
3 He. As already
shown its energetic contribution can be estimated by Ee ≈ n2γ 13 which should not obscure the fact,
that Ee depends on the individual states of an n-manifold. Thus the influence of the electronic
energy on the potential surface strongly depends on the value of γ and the degree of electronic
excitation. If Ee is of the order of one or larger the occurrence of a more or less pronounced
electronic energy dominated regime is expected. On the other hand the angular momentum barrier
grows dramatically for small ρ and the magnetic interaction becomes dominant for large values of
ρ and Z. Thus, if at all the electronic energy can only dominate close to Z = 0 and for values of
ρ being of the order of one. The spectrum of He is two-fold degenerate. Thus the energy surfaces
tend to arrange pairwise in the spatial regions where He is dominant. Consequently nonadiabatic
couplings and transitions among the adiabatic energy surfaces are supposed to be highly likely, i.e.
ubiquitous in this regime. A detailed analysis of the structure of He can be found in chapter 8.
10.6. Quantized center of mass motion
According to the above discussion the adiabatic approximation is applicable if the c.m. motion
takes place sufficiently far away from the axis of the quadrupole trap. This can be achieved by
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increasing the value of the quantum number mT which effectively pushes the angular momentum
barrier towards larger values of ρ. Additionally the influence of the internal (electronic) Hamiltonian
has to be suppressed. Fortunately the influence of γ
1
3 He can be controlled rather easily. As it does
not depend on the c.m. coordinates but solely on the electronic state considered, this term can
only become dominant in-between the regime dominated by the angular momentum barrier and the
regime where the limit of local homogeneity is established. Here the part of the potential matrix
V (ρ, Z; γ, n) which depends on the c.m. coordinates becomes minimal. This minimal energy has
to be much larger than the energy Ee which is associated to the internal atomic motion in order
to suppress the influence of γ
1
3 He. Our goal in the following is twofold. First we want to establish
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Figure 10.4.: a: Intersection E(ρ, Z = −0.5; γ, n) through the complete n = 3-manifold (γ = 1.59×10−6 and
mT = 9.5). The energetically uppermost κ = 2n
2 surface is well isolated from other surfaces and possesses
a pronounced minimum. b: Energetically highest adiabatic energy surface for the same set of parameters.
The well-pronounced minimum of this particular potential surface is found at (ρ0, Z0) = (3.95,−0.50). c:
In higher n-manifolds the number of energy surfaces increases. But still the uppermost energy surface is
isolated from the others below and exhibits a pronounced minimum being capable of trapping c.m. states.
The intersection shown is made for the following set of parameters: Z = −1.64, n = 39, mT = 84.5,
γ = 1.59 × 10−10. All quantities are given in scaled units, i.e. energies in units of M2γ− 23 and lengths in
units of γ−
1
3 .
the existence of confined c.m. states. We will show that trapping of the c.m. motion is possible
thereby arriving at quantized c.m. states. Thereafter we will demonstrate the beautiful interplay
of the c.m. and electronic motion in the quadrupole field focussing on states for which both the
c.m. and electronic wave functions are of similar size.
As a first example let us consider the cut through the n = 3 energy surfaces which is presented
in figure 10.4a. Only a subset of the surfaces shown can provide complete confinement of the
c.m. motion. To our opinion the uppermost potential energy surface (κ = 2n2) which is depicted
in figure 10.4b is suited best for this purpose. It possesses a pronounced minimum and - unlike
others - it is well isolated from neighboring surfaces in the vicinity of its minimum which is located
at (ρ0, Z0) = (3.95,−0.50). In the local homogeneity limit the separation of the κ = 2n2 and
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κ = 2n2−1 surface increases as 12
√
ρ2 + 4Z2. Here the second and third surface are found to become
approximately degenerate which is expected to lead to nonadiabatic transitions. For comparison
we present in figure 10.4c an intersection through a set of energy surfaces belonging to the highly
excited n = 39 multiplet. Here all features already shown for n = 3 are equally present. However,
due to the large number of electronic states (2n2) the electronic structure becomes more complex.
10.6.1. Confined quantum states of the center of mass motion
The quantized c.m. state are obtained by solving the eigenvalue problem of the adiabatic Hamil-
tonian which is defined through equation (10.30). Since the potential surfaces are already given on
a two-dimensional grid we employ a grid-based method to find the eigenvalues and wave functions.
The fundamentals of this procedure are briefly outlined in section 3.3.
Figure 10.5.: Ground state (ε0 = 3.494) a, second (ε2 = 7.860) b, fourth (ε4 = 10.300) c and seventh
(ε7 = 12.739) d excited state of the quantized c.m. motion in the κ = 2 × n2-th potential surface in the
n = 39 multiplet (γ = 1.586× 10−10, mT = 84.5). This corresponds to a 87Rb atom in a quadrupole field
with a gradient b = 10−15 = 4.44 T
m
. All lengths are given in units of γ−
1
3 .
In figure 10.5 we present the probability density of a few c.m. quantum states which are found
in the energetically highest energy surface of the n = 39 multiplet (κ = 2 × 392). The values of γ
and mT are 1.586× 10−10 and mT = 84.5, respectively, which in case of a 87Rb atom translates to
a gradient of b = 10−15 = 4.44 T
m
. We will mostly refer to the latter set of values since the 87Rb
atom is used by many experiments and a gradient 4.44 T
m
is easily realizable even by a macroscopic
setup such as anti-Helmholtz coils (see chapter 2). In table 10.1 we present the energies of the
c.m. quantum numbers for various combinations of the parameters n, mT and γ. The typical
’trap frequency’ of the confined c.m. states can be estimated by νtrap = γ
2
3 M−12 . Using the term
’trap frequency’ shall not obscure the fact that the confining energy surfaces in general are strongly
anharmonic. To provide an example we present the Taylor expansion of the potential surface giving
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n mT γ νtrap [kHz] ε0 ε1 ε2 ε3 ε4 ε5 ε6
19 ±24.5 1.586 · 10−8 266.5 4.065 6.281 8.399 8.793 10.467 11.045 12.440
25 ±59.5 1.586 · 10−9 57.4 2.866 4.952 6.310 7.035 8.368 9.115 9.618
35 ±64.5 1.586 · 10−10 12.4 3.666 6.108 8.306 8.571 10.696 11.047 12.718
38 ±84.5 1.586 · 10−10 12.4 3.394 5.824 7.621 8.254 10.028 10.684 11.704
39 ±84.5 1.586 · 10−10 12.4 3.494 5.960 7.860 8.427 10.300 10.895 12.064
Table 10.1.: Ground state energy and the first six excited energies for selected parameters n, mT and γ. A
constant energy off-set corresponding to the minimum of the respective energy surface has been subtracted.
The frequency unit νtrap = γ
2
3 M−12 for
87Rb is also provided. The strongly varying level spacing results
from the anharmonicity of the confining energy surface (see equation (10.47)).
rise to the states presented in figure 10.5. Up to fourth order it reads
E(ρ, Z) =
4∑
i,j=0
cmn(Z − Z0)m(ρ− ρ0)n (10.46)
with the coefficient matrix
cmn =


209.621 −0.125 10.293 −2.329 −0.204
−0.582 0 3.439 −1.009 0
3.046 −0.785 1.047 0 0
0.275 0.994 0 0 0
−0.161 0 0 0 0

 (10.47)
and (Z0, ρ0) = (−1.6, 7.2). The surface has been aligned with the principal axes which are defined
by the eigenvectors of the Hessian matrix. In figure (10.6) we illustrate the quality of this approx-
Figure 10.6.: Quality of the Taylor expansion
(10.47). In the highlighted region the agreement
with the exact result is better than 1%. the
contourlines also show the distinct anharmonic-
ity and anisotropy of the potential surface.
imation. In the light region the relative discrepancy of the approximated potential surface with
respect to the exact one is less than 1%. Thus for calculating the c.m. ground state both surfaces
should yield almost equal results.
In case of 87Rb the ’trap frequency’ νtrap can range from 10 kHz (at a gradient b ≈ 1 Tm ) to 10
MHz (b = 105 T
m
). For the realization of the latter gradients, microstructures such as atom chips
(see section 2.4), seem to be the most promising tool rather than macroscopic setups. However,
while dealing with such high gradients the validity of the relations b  n−6 has to be ensured.
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10.6.2. Properties of the combined quantized center of mass and Rydberg states
We are now going to analyze the properties of the fully quantized states, i.e. of the combined
external (c.m.) and internal (electronic) motions. We exclusively focus on a regime where the
influence of the electronic Hamiltonian γ
1
3 He is negligible, i.e. comparatively small gradients b and
high quantum numbers mT . We first analyze the radial extension of the electronic 〈r〉 and the c.m
〈R〉 wave functions. The corresponding expectation values are calculated according to
〈R〉 =
〈√
(ρ− 〈ρ〉)2 + (Z − 〈Z〉)2
〉
= 〈Φnν (R)|
√
(ρ− 〈ρ〉)2 + (Z − 〈Z〉)2 |Φnν (R)〉 (10.48)
〈r〉 = 〈Φnν (R)| 〈χnκ(r);R | r | χnκ(r);R〉 |Φnν (R)〉 . (10.49)
In figure 10.7a we present 〈r〉 and 〈R〉 for the 10 lowest c.m. states in the uppermost potential
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Figure 10.7.: a: Expectation values of the radial coordinate of the c.m. states 〈R〉 and the electronic wave
function 〈r〉 of the ν-th excited c.m. state in the uppermost potential curve with n = 39, γ = 1.586× 10−10
and mT = 84.5. The radial expectation value for the field free case is indicated by the dashed line. b:
Schematic view of the proportions of the electronic and c.m. wave function for the c.m. ground state. The
radial extension of the electronic cloud exceeds that of the c.m. wave function.
curve (κ = 2n2) defined by the parameters n = 39, γ = 1.586×10−10 and mT = 84.5. Remarkably,
〈R〉 and 〈r〉 are of the same order of magnitude. The radial extension of the electronic wave function
remains virtually unchanged at a mean value of ¯〈r〉 = 1543.8 a.u.. This value barely differs from
the field free result 〈r〉fieldfree = 1540.5 a.u. (see dashed line in figure 10.7a) which is calculated by
assuming the electron to occupy the maximum orbital angular momentum state, i.e. l = n − 1.
This finding suggests that the uppermost potential surface is formed by the electronic states with
highest orbital angular momentum in a given n-subspace. The smallness of the discrepancy between
¯〈r〉 and 〈r〉fieldfree indicates that for the given set of parameters the electronic cloud suffers almost
no global deformation from the external magnetic field. Unlike 〈r〉 the radial extension of the c.m.
wave function increases with increasing degree of excitation. Most interestingly the ground state
as well as the first and second excited state possess a radial extension which lies below that of the
electronic wave function. For the ground state, for instance, one finds a ratio of 〈r〉 / 〈R〉 = 1.69.
This corroborates the statement that our Rydberg atoms cannot be considered to be point like. A
schematic view of the proportions is presented in figure 10.7b. The c.m. wave function is localized in
concentric tubes around the z-axis, whereas the electronic state possesses approximately a spherical
symmetry and is superimposed on the c.m. motion in the tubes. The mere fact that 〈r〉 deviates
only little from its field-free value suggests that the squared electronic angular momentum L2r is
approximately conserved. Calculating the commutator with the Hamiltonian (10.24) by employing
the relation [
L2r , r
]
= 2r + 2ir× Lr (10.50)
116 Quantum states of electronically excited atoms in a magnetic quadrupole trap
0 2 4 6 8
37.88
37.9
37.92
37.94
l ef
f
ν
a 
Figure 10.8.: a: Effective quantum number leff =
√
〈L2〉+ 1
4
− 1
2
of the square electronic angular momentum.
The data are calculated for (n = 39, mT = 84.5, γ = 1.586× 10−10). In the field free case a maximal value
of l = n− 1 = 38 is expected. The small deviation from this value indicate an approximate conservation of
L2r. The admixture of lower l states increases for higher excitations of the c.m. motion. b: Projection of
the electronic angular momentum onto the magnetic field vector. Once the region of local homogeneity is
reached the projection remains at a constant value of Λ(ρ, Z) = n − 1 = 38. All lengths are given in units
of γ−
1
3 .
yields [
L2r,H
]
= γ
1
3
[
L2r ,He
]
= 2γ
1
3 {He − i [xLy − yLx]Lz + iS ·B(r× Lr)} . (10.51)
Hence if γ tends to zero L2r will constitute a conserved quantity and consequently l will be a good
quantum number. For finite but small γ L2r remains approximately conserved. Interestingly only
the electronic Hamiltonian γ
1
3 He contributes to the above commutator. Thus the conservation of
L2r should be more manifest in spatial regions where the influence of γ
1
3 He is small. In figure 10.8a
we present the effective electronic angular momentum quantum number leff =
√
〈L2r〉+ 14 − 12 of
the first ten c.m. states. The data points lie below l = n − 1 = 38 which is the highest possible
value that can be assumed by
〈
L2r
〉
. This indicates mixing with lower angular momentum states.
Whereas the c.m. ground state exhibits smaller l-mixing effects the admixture of lower l states
increases for a higher degree of excitation.
Apart from its absolute value it is also interesting to analyze the orientation of the electronic
angular momentum vector in space. In figure 10.8b we present the local expectation value of the
projection of Lr onto the local magnetic field direction defined by the vector
B(R)
|B(R)| . Accounting
for the correct transformation of this observable one finds
Λ(ρ, Z) =
〈
U †2
[
Lr · B(R)|B(R)|
]
U2
〉
=
〈
Lr · G(R)|G(R)|
〉
= 〈χnκ(r);R|Lr ·
G(R)
|G(R)| |χ
n
κ(r);R〉 . (10.52)
Near the magnetic field axis Λ(ρ, Z) is varying strongly whereas it remains virtually constant for
large values of ρ. In the latter case one finds Λ(ρ, Z) = n − 1 = 38. This is precisely the value
which is expected to be assumed by the κ = 2n2 energy surface according to the discussion of
the regime of local homogeneity in section 10.5.2, i.e. the angular momentum is aligned with the
field. In this sense the angular momentum of the electronic wave function of the confined ultracold
Rydberg states maps or probes the local direction of the field.
In section 8.8 we have seen that once an atom is exposed to the three-dimensional quadrupole
field it can develop large permanent electric dipole moments. We now analyze whether a similar
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Figure 10.9.: Electric dipole moment 〈z〉 plot-
ted against the energy of the 20 lowest c.m.
states in the n = 39 multiplet (mT = 84.5,
γ = 1.586×10−10). 〈Dz〉 increases systematically
with increasing c.m. energy ν .
feature is found in the present system. For this purpose we calculate the expectation value of the
z-component of the dipole operator D = r. The data for the 20 lowest c.m states in the n = 39
multiplet (mT = 84.5, γ = 1.586 × 10−10) is presented in figure 10.9. Whereas the c.m. ground
state exhibits almost no electric dipole moment we find 〈Dz〉 to systematically increase with the
c.m. energy ν . Compared to the dipole moments which were observed in section 8.8 the present
results are four orders smaller in magnitude. This is simply a consequence of the small field gradient
which does not severely alter the atomic structure. In this context we have already seen the angular
momentum of the electronic states not to be significantly mixed by the magnetic field. Thus it is
not surprising to observe only small dipole moments as their emergence solely relies on the mixing
of parity eigenstates. The latter, of course, do not exhibit any permanent dipole moment.
10.6.3. Radiative decay of trapped atoms
In the framework of the dipole approximation the likelihood of an electronic transition between the
initial state |i〉 and a final state |f〉 is proportional to the square of the dipole matrix element
Dei→f = 〈i | e ·D | f〉 . (10.53)
Depending on the polarization of the emitted / absorbed light this unit vector e becomes e = ez
for linear polarized light(pi-transition) or e = 1√
2
(ex ± iey) = e± for circular polarized light (σ±-
transition). The unit vectors ek span a Cartesian coordinate system with the direction of ez being
defined by the symmetry axis of the quadrupole trap. Once having evaluated the dipole matrix
element the decay rate Γ of the transition is obtained via
Γ =
4
3
ω3
c3
∣∣Dei→f ∣∣2 (10.54)
with ω being the transition frequency. When calculating transitions between two of the states
(10.32) one has to transform the dipole operator to the frame where LZ = U
†
2JzU2 is conserved.
Thus the dipole matrix elements between the ν ′-th c.m. state in the κ′-th energy surface to the
ν-th c.m. state in the κ-th energy surface reads
Den′κ′ν′→nκν =
〈
Ψn
′
κ′ν′(r,R),m
′
κ,m
′
σ
∣∣∣U †2e ·DU2 |Ψnκν(r,R),mJ ,mσ〉 (10.55)
=
〈
Φn
′
ν′ (R)
∣∣∣ 〈m′J ∣∣ 〈χn′κ′(r);R∣∣∣U †2e ·DU2 |χnκ(r);R〉 |mJ〉 |Φnν (R)〉 〈m′σ | mσ〉
=
〈
Φn
′
ν′ (R)
∣∣∣ 〈m′J ∣∣Den′κ′nκ(R) |mJ〉 |Φnν (R)〉 δm′σmσ
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with the electronic transition dipole moment
Den′κ′nκ(R) =
〈
χn
′
κ′(r);R | U †2e ·DU2 | χnκ(r);R
〉
. (10.56)
From equation (10.55) one immediately finds the selection rule m′σ = mσ, i.e. no change of the
nuclear spin projection is allowed. Investigating the structure of U †2e·DU2 one finds m′J = mJ for pi-
transitions and m′J = mJ±1 for σ±-transitions. In figure 10.10 we present the decay rate of a 87Rb
290 300 310
−10
−5
0
ω−ω
n n′ [kHz]
ln
(Γ/
Hz
)
390 → 381 
390 → 382 
390 → 383 
390 → 389 
390 → 380 
n´= 39
n = 38
k = 2 38
2
´
k´ = 2 39
2
´
Figure 10.10.: Transition frequencies ω and decay rates Γ (in units of Hz - logarithmic representation) for
pi-transitions (n′ = 39 → n = 38, κ′ = 2 × 392 → κ = 2 × 382, ν′ = 0 → ν). For labelling the individual
transitions we use the symbol n′
ν′ → nν . The data shown corresponds to a 87Rb atom with mT = 84.5 and
a magnetic gradient b = 4.44 T
m
. The frequency off-set ωn′n is equal to the field-free transition frequency
n′ = 39 → n = 38. All transitions except for 390 → 380 are strongly suppressed.
atom undergoing the pi-transition (n′ = 39 → n = 38, κ′ = 2× 392 → κ = 2× 382, ν ′ = 0 → ν) for
mT = 84.5 and b = 4.44
T
m
. The transitions are labeled according to n′ν
′ → nν . Only the 390 → 380
transition constitutes a significant decay channel whereas all other transitions are highly suppressed.
The reason for this is twofold. First, the electronic transition dipole moment Den′κ′nκ(R) does not
significantly vary in the spatial region where the c.m. wave functions are located. Additionally
both energy surfaces possess a similar shape resulting in similarly shaped c.m. wave functions
which obey
∣∣∣〈Φn′ν′ (R) | Φnν (R)〉∣∣∣2 ≈ δν′ν . Hence ν can be regarded as an approximate quantum
number. Thus the total decay rate for pi-transitions is approximately
Γpi =
4
3
ω3
c3
∣∣∣Dez39,2×392,0→38,2×382,0
∣∣∣2 (10.57)
which yields 58.82s−1. Together with the approximate circular transition rates (Γσ+ = 29.70s−1 and
Γσ− = 29.82s
−1) one obtains the total decay rate Γ = 118.34s−1. This is in very good agreement
to the field-free result (which relies on the conservation of L2r) being Γfieldfree = 121.34s
−1. The
latter can be calculated analytically [50]:
Γ(n, n− 1) = 2
3
(α
n
)5
c2
[
n2n+1(n− 1)2n−2
(n− 1/2)4n−1
]
. (10.58)
Here α is the fine-structure constant. For high n this formula can be approximated by
Γ(n, n− 1) ≈ 2
3
(α
n
)5
c2 (10.59)
Hence, the higher the degree of electronic excitation the more stable the atom becomes with respect
to the radiative decay.
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In order to have trapped states the oscillation frequency νtrap of the c.m. motion has to be much
greater than the decay rate Γ of the electronic state. By estimating νtrap ≈ γ
2
3
M2
=
(
b2
M2
) 1
3
one
therefore has to obey the inequality
2c2
3
(α
n
)5(M2
b2
) 1
3
 1. (10.60)
For the n′ = 39 → n = 38 transition discussed here this ratio is smaller than 2× 10−3. Hence the
atom performs more than 500 oscillations before decaying into the adjacent lower n-manifold.
10.7. Summary
In this chapter we have presented an investigation of the motion of an ultracold electronically ex-
cited (Rydberg-)atom exposed to an external magnetic quadrupole field. First we have established
an atomic Hamiltonian which is valid for an arbitrary linear magnetic field configuration. The Ryd-
berg atom has been modeled by employing a two-body approximation. Here we did not account for
relativistic effects such as spin-orbit coupling and/or effects arising from the non-Coulombic char-
acter of the atomic core potential. By performing a coordinate dependent unitary transformation
we were able to simplify the magnetic field induced couplings between the c.m. and the relative
motion, significantly. A thorough symmetry analysis has been undertaken revealing the remarkable
occurrence of a two-fold degeneracy of the energy spectrum. For solving the stationary Schro¨dinger
equation of the Hamiltonian we have pursued an adiabatic approach. Here the electronic motion is
assumed to take place on much faster timescales than the c.m. motion, justifying an approximate
decoupling, i.e. an adiabatic separation, of the external (c.m.) and internal (electronic) degrees
of freedom. By estimating the energy scales we found it to be appropriate to focus on a single
n-manifold, i.e. magnetic field induced couplings of adjacent n-manifolds have been neglected.
This approximation is justified as long as bn5  1 - a condition which is easily satisfiable in ex-
periments. The Hamiltonian is then represented in a set of hydrogenic wave functions spanning a
given n-manifold.
By diagonalizing the resultant potential matrix the adiabatic potential surfaces have been ob-
tained. Analyzing the shape of these potential surfaces we have identified three different regimes
each of which exhibits unique characteristics. For small displacements from the trap center the
overall structure is dominated by the angular momentum barrier. The potential energy surfaces
group in branches whose shape is determined by the local value of the electronic orbital angular
momentum projection onto the z-axis. Moving further outwards the influence of the angular mo-
mentum barrier diminishes rapidly. Here the internal dynamics of the atom determines the shape
of the energy surfaces. Due to the symmetry properties of the internal Hamiltonian avoided level
crossings and therefore nonadiabatic transition are likely to occur in this region. Fortunately, this
effect can be controlled by choosing appropriate parameters. Finally, for large displacements of
the trap center the limit of local homogeneity is established. Here the projection of the electronic
spin as well as the orbital angular momentum constitute approximately conserved quantities. This
results in a Zeeman-like splitting of the energy surfaces.
In order to achieve our goal of retrieving trapped c.m states, we found the uppermost potential
surface in a given n-multiplet to be best suited for this purpose. For sufficiently high values of
the quantum number mT this surface provides a pronounced minimum and is also energetically
well-isolated from adjacent (lower) surfaces. We have calculated the adiabatic c.m. states in the
uppermost energy surfaces for a number of different parameter sets. The corresponding energy
eigenvalues have been provided.
In particular we have focused on the case n = 39, γ = 1.586× 10−6 and mT = 84.5. For this set
of parameters a thorough analysis of the properties of the c.m. states has been performed. The
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parameters are chosen such that the influence of the internal Hamiltonian He is negligible. We have
found the radial extension of the electronic wave function to be comparable or even exceed the size
of the c.m. wave function. This strongly indicates that such atoms cannot be considered point-like.
Here both the electronic and the c.m. are equal partners of a combined quantum state. We have
further analyzed the orbital electronic angular momentum of the confined states and demonstrated
L2r to constitute an approximately conserved quantity. Calculating the projection of Lr onto the
local direction of the magnetic field the onset of the regime of local homogeneity is demonstrated.
Finally, the issue of radiative decay has been addressed. By calculating the decay rates it has
been demonstrated that electromagnetic transitions connect mainly states with the same vibrational
quantum number ν. Selection rules for the quantum number mJ have been provided. Moreover, we
have shown that transition rates calculated for the field free case provide an excellent approximation
to the exact results. For our particular set of parameters we have estimated the atom to perform
about 500 oscillations in the confining energy surface before decaying into the next lower n-manifold.
The present investigation shows that there are no principle obstacles in order to realize trapped
c.m. states of atoms being excited to Rydberg states. We have shown that in macroscopic field
configurations trapped states are achievable if the total angular momentum is sufficiently high.
This requirement is necessary for the quadrupole field, which possesses a point of zero field at its
origin. However, this might be obsolete for other trap/field configurations. However, also in its
present form the system has the potential to offer a number of interesting features. Besides the
issue of trapping - on which the focus of this work has been set here - there is certainly a plethora
of beautiful effects to study which arise from the coupled electronic and c.m. dynamics.
Most of the results presented in this chapter are published in refs. [57, 58].
11. Conclusion and outlook
In order to conclude this thesis we want to give a summary of its main points as well as an outlook
to future work:
We have first considered the quantum dynamics of alkali metal atoms being in their electronic
ground state in typical magnetic quadrupole traps. To a good approximation the details of the
internal structure of such atoms can be neglected. Eventually they can be treated as neutral
particles that carry a certain total spin which is determined by their fine-structure state. For both,
the three-dimensional quadrupole field as well as the Ioffe-Pritchard trap, we have performed a
thorough symmetry analysis considering the cases of spin 12 and 1 particles. This was followed by
a careful inspection of the resonance spectrum. In both cases we could show a larger amount of
angular momentum to stabilize the atomic states with respect to decay from the trap. In the limit
of large angular momenta we were even able to establish an approximative analytical description of
the quantum states. These so-called quasi-bound states represent an extremely good approximation
to very long-lived resonance states. The quality of the quasi-bound approximation has been tested
against the commonly used adiabatic approach and has found to be more accurate. In case of the
Ioffe-Pritchard trap the stabilizing action of an additionally applied Ioffe field has been verified.
For a large Ioffe field we have demonstrated the ground state to be more stable than the next few
excited states. This is of potential experimental use since such system would automatically ’cool’
to the ground state over a sufficiently long period of time.
After having discussed ground state atoms we have turned to the investigation of the quantum
dynamics of highly excited atoms, so-called Rydberg atoms. For their description we have employed
an approach were the interaction of the single valence electron and the remaining core are accounted
for by a two-body potential. For the latter the most simple case - a Coulomb potential - has been
chosen. In a first approach we have considered the atomic core to be placed in the minimum of
the magnetic field. Even in this simple approximation we have observed a number of remarkable
effects. This is mainly the consequence of the nontrivial coupling between real-space and spin-space
dynamics which is evoked by the inhomogeneous field. After the obligatory symmetry analysis we
have discussed the energy spectrum, properties of the electronic spin and electromagnetic transi-
tions. In the three-dimensional quadrupole field we have identified so-called ellipsoidal states that
are spatially compact and almost energetically unaffected by the field. Moreover, we have explored
the spatial dependence of the spin orientation. Thereby we have encountered a polarization effect
that occurs for large degrees of electronic excitation. By investigating electromagnetic transitions
we have identified a spectral signature that occurs when the intra n-mixing regime is entered. The
most striking thing, however, was the observation of permanent electric dipole moments that are
induced by the three-dimensional quadrupole field. In the case of a Ioffe-Pritchard trap we have
found a discrete symmetry that gives rise to four separated subspaces which are characterized by
a complex-valued quantum number. In the course of this symmetry analysis we have generally
discussed the occurrence of a two-fold degeneracies in the spectrum of spin particles being ex-
posed to magnetic quadrupole fields. The spatially dependent spin-field orientation as well as the
spin expectation value has been discussed in the absence and in the presence of a Ioffe field. We
have presented selection rules for electromagnetic transitions and have shown a larger number of
transition lines to occur if a Ioffe field is present.
In the next step we have given up the fixed-nucleus approximation. In order to describe the cou-
pled quantum dynamics of the atomic core and the active electron we have pursued an adiabatic
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approach. We have significantly simplified the Hamiltonian by applying a unitary transformation
which has removed several coupling terms between the internal and external atomic dynamics. The
presented method is applicable for any linear magnetic field configuration. In particular we have
studied the case of a three-dimensional quadrupole field. We have thereby focussed on gradients
which are experimentally accessible even by the utilization of macroscopic field-generating struc-
tures. For sufficiently large angular momenta we have shown the existence of adiabatic potential
curves which possess a pronounced minimum. This gives rise to bound adiabatic center of mass
quantum states whose dynamics and properties have been discussed. We have demonstrated that
the spatial extension of the center of mass quantum state can be smaller than that of the elec-
tronic wave function. This finding confirms that such Rydberg atoms even in fields with moderate
gradients cannot be considered point-like. Albeit this fact the internal atomic structure suffers
comparatively little modification. The square of the electronic orbital angular momentum consti-
tutes an approximate constant of motion and the electromagnetic decay rate coincides almost with
the field-free value. Comparing this decay rate to the typical oscillation frequency we have found
the atom to perform several hundreds of oscillations before decaying radiatively. Thus magnetic
trapping of ultracold and electronically excited atoms has been shown to be possible.
Figure 11.1.: a: Intersection through the energy surfaces of the n = 30 manifold for a gradient of b = 20 T
m
and a Ioffe field strength of BI = 10
−6 T along Y = 0. Due to the translational symmetry along the Z-axis
a two-dimensional description of the system is sufficient. The uppermost surface provides an approximately
harmonic confinement and is clearly separated from the next lower ones. The lower lying surfaces show a
number of avoided crossings. b: Same plot as in a but with the Ioffe field strength increased to BI = 10
−5 T .
The surfaces are now grouped in submanifolds whose mutual energetic distance is proportional to the Ioffe
field strength. c: Uppermost energy surface in the n = 30 subspace for BI = 10
−6 T and b = 10 T
m
. An
approximately harmonic confinement in the X−Y -plane is achieved. c: Fourth excited c.m. quantum state
in the energy surface presented in c. All lengths and energies are given in scaled units. Courtesy of Bernd
Hezel.
An obvious drawback of the presented trapping scheme is the necessity to put a sufficiently
large amount of angular momentum into the system. One possible way to overcome this is to
superimpose a homogeneous electric field [95]. This will presumable result in a larger separation of
adjacent potential energy surfaces and thereby inhibit nonadiabatic transitions even for low total
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angular momenta. However, the most promising approach is probably to focus on a Ioffe-Pritchard
type trap [43]. As we have already observed for ground state atoms its homogeneous Ioffe field is
expected to suppress nonadiabatic transitions dramatically. Investigations regarding this setup are
currently underway (some preliminary data is shown in figure 11.1).
A (meta-)stable trap for ultracold Ryberg atoms is a cornerstone for the exploration of interacting
Rydberg gases in a well-controlled environment. The findings presented in this thesis strongly
indicate that the same magnetic fields that confine the motion of ground state atoms can also be
used to trap Rydberg atoms. This suggests that a trapped Rydberg gases can be simply achieved
by laser excitation of atoms from an ultracold trapped gas of ground state atoms.
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A. Vector potential of a magnetic field in a
source-free region
When considering the behavior of charged particles (with charge q) being exposed to a magnetic field
B(r) the charge-field interaction is usually introduced via the minimal coupling: p → p − qA(r).
Here A(r) is the vector potential of the field B(r) obeying A(r) = ∇×B(r). In this appendix we
outline a way to obtain the vector potential of an arbitrary magnetic field in a source-free region
without the necessity of performing an integration.
According to Maxwell’s equations such field obeys ∇ · B(r) = 0. Calculating the curl of the
quantity α = B(r) × r yields
∇×α = r · ∇B(r)−B(r) · ∇r + B(r)∇ · r− r∇ ·B(r) (A.1)
Using (r · ∇B(r))k =
∑
i xi∂iBk, ∇ · r = 3 and r =
∑
i xiei the cartesian vector components of
equation (A.1) read
(∇×α)k =
∑
i
xi∂iBk −
∑
i
Bi∂kxi∂iBkxi + 3Bk =
∑
i
xi∂iBk + 2Bk. (A.2)
Suppose the vector components of B(r) to satisfy the partial differential equation∑
i
xi∂iBk = γBk. (A.3)
In this case one obtains
(∇×α)k = γBk + 2Bk (A.4)
and the vector potential thus evaluates to
A(r) =
α
2 + γ
=
B(r) × r
2 + γ
. (A.5)
However, this equation only holds if the magnetic field B(r) obeys the condition (A.3). In order
to find a more general expression we consider in the following a magnetic field with the cartesian
components Blmnk (r) = b
lmn
k x
l
1x
m
2 x
n
3 and insert it into equation (A.3). This yields∑
i
xi∂iB
lmn
k (r) = b
lmn
k
∑
i
xi∂i x
l
1x
m
2 x
n
3 = b
lmn
k (l + m + n)x
l
1x
m
2 x
n
3
= (l + m + n)Blmnk (r) = γB
lmn
k (r) (A.6)
and correspondingly the vector potential becomes
Almn(r) =
Blmn(r)× r
2 + l + m + n
. (A.7)
The Taylor series expansion of a general magnetic field around r = 0 is given by
B(r) =
∑
lmn
Blmn(r) =
∑
lmn
∑
k
blmnk ekx
l
1x
m
2 x
n
3 =
∑
lmn
∂l1∂
m
2 ∂
n
3 B(r) |r=0
l!m!n!
xl1x
m
2 x
n
3 . (A.8)
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Apparently the vector potential of this field can be expressed as
A(r) =
∑
lmn
Almn(r) =
∑
nlm
xl1x
m
2 x
n
3
2 + l + m + n
[
∂l1∂
m
2 ∂
n
3 B(r) |r=0
l!m!n!
]
× r. (A.9)
Thus we have found an expression for a vector potential of an arbitrary magnetic field that can
be expanded in a Taylor series. If ∇ ×Blmn(r) = 0 for any choice of l,m, n the vector potential
satisfies the Coulomb-gauge condition, i.e. ∇ ·A(r) = 0.
B. Atomic Units
Syste`me International d’Unite´s atomic units
mass me = 9.10953 × 10−31 kg 1
length a = 4pi0~
2
mee2
= 0.52918 × 10−10 m 1
charge e = 1.60219 × 10−19 C 1
angular momentum ~ = 1.05457 × 10−34 Js 1
energy ERyd =
mee
4
32pi220~
2 = 21.78961 × 10−19 J 12
magnetic field strength α2 m
2
ec
2
e~
= 2.35051 × 105 T 1
magnetic field gradient α2 m
2
ec
2
e~a
= 4.44181 × 1015 T
m
1
time ~
ERyd
= 4.83978 × 10−17 s 2
momentum
me ERyd a
~
= 9.96032 × 10−25 kg m
s
1
2
electric field
ERyd
e a
= 2.56999 × 1011 V
m
1
2
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C. Matrixelements
C.1. Spin 12 Fermions in a magnetic guide - cartesian basis set
The matrix elements of the Hamiltonian (6.17) have been calculated in the cartesian basis functions
of a two-dimensional harmonic oscillator. We have represented the momentum and spatial variables
in terms of annihilation and creation operators whose action on the energy eigenstates is know [98].
The resulting matrix representation of the Hamiltonian in case of a spin 12 particle reads:〈
k′, n′,m′s
∣∣H(θ) |k, n,ms〉 =
−ωx
4
e−i2θ
[√
k(k − 1)δk′,k−2 − (2k + 1)δk′,k +
√
(k + 1)(k + 2)δk′,k+2
]
δn′,nδm′s,ms (C.1)
−ωy
4
e−i2θ
[√
n(n− 1)δn′,n−2 − (2n + 1)δn′,n +
√
(n + 1)(n + 2)δn′,n+2
]
δk′,kδm′s ,ms
+
eiθ
4
√
2ωx
[√
kδk′,k−1 +
√
k + 1δk′,k+1
]
× [δm′s,ms+1 + δm′s,ms−1] δn′,n
− i e
iθ
4
√
2ωx
[√
nδn′,n−1 +
√
n + 1δn′,n+1
]× [δm′s,ms+1 − δm′s,ms−1] δk′,k
+
γ
4
(−1)ms− 12 δn′,nδk′,kδm′s,ms .
C.2. Spin 1 Bosons in a magnetic guide - cylindrical basis set
The matrix elements of the Hamiltonian (6.30) can be calculated analytically be exploiting the
recurrence relations of the associated Laguerre polynomials [1, 86]. The matrix reads
〈n,ms,m|Hm (θ)
∣∣n′,m′s,m〉
=
1
2
[
e−i2θρ−20
[
(2n + |m + ms|+ 1)δn,n′ +
√
(n + 1)(n + |m + ms|+ 1)δn,n′−1
+
√
n(n + |m + ms|)δn,n′+1
]
δms,m′s (C.2)
+eiθρ0 [δms,ms+1 + δms,ms−1]×
[√
n + |m|+ Θ([ms + m′s] m)δn,n′
−
√
n + M1(ms,m′s)M2(n, n
′,ms,m′s)
(
δn,n′+1 + δn,n′−1
)]
+γmsδn,n′δms,m′s
]
with
M1(ms,m
′
s) =
1
2
+ (|ms| − |m′s|)(Θ(
[
ms + m
′
s
]
m)− 1
2
) (C.3)
M2(n, n
′,ms,m′s) =
1
2
+ (n′ − n)(|ms| − |m′s|)(Θ(
[
ms + m
′
s
]
m)− 1
2
) (C.4)
and Θ(x) being the Heavyside step function.
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