Adding a pretest as a covariate to a randomized posttest-only design increases statistical power, as does the addition of intermediate time points to a randomized pretest-posttest design. Although typically 5 waves of data are required in this instance to produce meaningful gains in power, a 3-wave intensive design allows the evaluation of the straight-line growth model and may reduce the effect of missing data. The authors identify the statistically most powerful method of data analysis in the 3-wave intensive design. If straight-line growth is assumed, the pretest-posttest slope must assume fairly extreme values for the intermediate time point to increase power beyond the standard analysis of covariance on the posttest with the pretest as covariate, ignoring the intermediate time point.
Statistical power should concern most behavioral researchers, or at least those who intend their research to produce statistically significant results. Indeed, even if the goal of one's research is not hypothesis testing, increased power tends to coincide with more precise estimates of effects and effect sizes. Ever since Cohen (1969) noticed and remedied the "inaccessibility of a meager and mathematically difficult literature" (p. 155) concerning statistical power, this issue has gained greater prominence. However, Cohen (1990 Cohen ( , 1992 and others (Sedlmeier & Gigerenzer, 1989) have argued that over the years there has been little material improvement in the statistical power of studies in the literature.
Although this may be so, recently concerns about funding have conspired to focus even greater attention on the question of statistical power. Allison, Allison, Faith, Paultre, and Pi-Sunyer (1997) noted that as funding has become more difficult to obtain, grant review panels often require evidence of sufficient statistical power. Furthermore McClelland (1997) noted that although psychologists have, in the past, been able to avoid considering the optimality of their designs, the increased costs of less efficient designs require some focus on the efficiency of designs and methods of analysis.
More often than not the first thought that comes to mind when considering statistical power is sample size. Although it is true that an increase in sample size enhances statistical power, such an increase may also involve greater costs in terms of both money and effort. McClelland (1997) noted that nonoptimal designs generally result in either increased subject costs to compensate for design inefficiencies, or a reduction in the statistical power to detect the effects of interest. This has led to a renewed focus on factors other than sample size that are under the control of researchers that may increase statistical power without adversely influencing the cost of the research.
For example consider the simple case of a twoindependent-group t test. Technically, the power of this test depends on (a) the alpha level chosen for the test; (b) degrees of freedom, n 1 + n 2 − 2; and (c) the noncentrality parameter associated with the noncentral t distribution. In this case, the noncentrality parameter is given by ␦ = ͱ n 1 n 2 n 1 + n 2 It is easier to work with the squared noncentrality parameter, and we usually assume equal n, in which case we can write
At least in theory, power can be increased either (a) by increasing n or (b) by increasing [( 1 − 2 )/] 2 . Notice that [( 1 − 2 )/] is defined to be the population effect size:
Substituting Equation 3 into Equation 2 shows that the noncentrality parameter can be written as
Thus, from this perspective, we can say that the noncentrality parameter and hence the power of the test (for a fixed alpha level) depends on two factors: (a) sample size and (b) effect size. At least in principle, power can be increased by increasing either sample size or effect size. Understanding how to increase effect size in this situation requires understanding what represents. Namely, is the standard deviation of the "error term" in the statistical model. For example, a standard model for comparing the means of two independent groups is
where Y ij is the score on the dependent variable for individual i in group j, j is the population mean on Y for group j, and ij is the error for individual i in group j. The key point here is that ij reflects any difference between individuals within a group, in which case is the within-groups standard deviation of Y. However, if we vary our statistical model, the meaning and the value of ij and thus of , as well, will typically change. For example, by including a covariate such as a pretest measure in the design, the model can be rewritten as
where ␤ is the regression coefficient for the covariate and X ij is the score of individual i in group j on the covariate. In a randomized design, including a covariate has no effect on 1 − 2 (as long as the covariate is measured prior to assignment to condition) but will lower in the model to the extent that X and Y correlate with one another. By lowering , the noncentrality parameter is increased, which ultimately results in an increase in power and precision. Thus, adding a covariate to a randomized design is a classic method of increasing power and precision while maintaining a constant sample size.
The Intensive Design
The pretest-posttest design increases power by adding an initial assessment to the default posttestonly design. However, one need not stop at including just one additional time point as would be the case when adding a pretest to a posttest-only design. Kraemer and Thiemann (1989) showed that another method of increasing power involves including additional intermediate time points between the pre-and posttests. This "intensive design" adds a longitudinal component to the traditional pretest-posttest design as multiple waves of data are collected from each subject. A regression line is then fitted to each subject's responses as a function of time, and the slope of this line then becomes the dependent variable in a between-subjects analysis of variance (ANOVA). Kraemer and Thiemann maintained that in a randomized design, this approach tests precisely the same null hypothesis as would be tested by comparing the groups on the posttest by itself. Furthermore, they showed that as the test-retest reliability becomes weaker, the slope measure in fact becomes more powerful than either the posttest-only ANOVA or the pretest-posttest analysis of covariance (ANCOVA) designs. Maxwell (1998) showed that to reap the benefits of increased power using the intensive design as suggested by Kraemer and Thiemann (1989) within a randomized study, one generally needs to have at least five waves of data. Clearly, if one has access to unlimited resources, collecting five or more waves of data probably does not pose much of a problem. However, given the issues raised earlier concerning the availability of funding and the desire to use designs that are optimal in terms of both statistical power and expense (money, time, and effort), it often is not possible to collect five or more waves of data.
Three-Wave Design Kraemer and Thiemann (1989) suggested using the slope as an outcome measure in an ANOVA within the intensive design. Maxwell (1998) showed that this approach can dramatically increase power, but typi-cally only with five or more waves of data. In fact, Maxwell showed that with three waves of data under the straight-line growth model, using the slope as a dependent variable in an ANOVA is always less powerful than using the pretest as a covariate in a standard pretest-posttest design. In other words, given these two choices, power and precision are increased by ignoring the middle time point. The obvious but rather uncomfortable implication is that when the straightline growth model underlies the data, a three-wave design is of no benefit over the standard pretestposttest design (except perhaps when data are expected to be missing at the posttest). However, this conclusion is based on the premise that the only two options for analyzing the data in the three-wave design are an ANOVA on individual slopes or an ANCOVA ignoring the intermediate time point.
The primary purpose of this article is to explore other data analytic options in the three-wave design that increase power and precision by taking advantage of the intermediate time point, under a model of straight-line growth. Thus, we first identify suitable dependent variables within the three-wave intensive design using three perspectives: ANOVA, algebraic, and multilevel. Second, we present the statistical model and assumptions that form the basis for the derivations of the effect sizes for each of the dependent variables that is presented subsequently. Finally, we compare these effect sizes to establish the conditions under which particular methods of analysis might be more powerful than the others.
Notice that within our form of the intensive design, namely, a randomized three-wave intensive design, the time points are assumed to be equally spaced, an assumption typical in the literature. Although power under the straight-line model would be maximized when such intermediate time points are spaced closer to the pre-and posttests (Willett, 1989) , equal spacing allows for a more meaningful and more powerful test of the assumption that the underlying growth model is, in fact, a straight-line model. Note that in this equally spaced three-wave intensive design case with no missing data, the slope that is calculated for each individual subject is proportional to a change score in the randomized pretest-posttest design (Maxwell, 1998) . In other words, the dependent variable is simply the difference between an individual's initial score (the pretest score) and final score (the posttest score).
Notice that Kraemer and Thiemann's (1989) intensive design consisted of a pretest measured prior to treatment assignment as well as at least two assessments following the intervention. Specifically, in the case of three waves, an intermediate assessment would be added halfway between the pretest and the posttest. The results we derive in this article apply to this specific design but also apply more generally to a three-wave design in which a follow-up measure is collected after the original posttest. In particular, our derivations are appropriate as long as three conditions are satisfied: (a) the pretest is assessed prior to random assignment to groups, (b) growth throughout the observation period follows a straight-line model, and (c) observations are equally spaced. If these three conditions are satisfied, the second and third measures can represent either intermediate and posttest assessments or posttest and follow-up assessments.
Potential Dependent Variables
As stated earlier, three perspectives offer converging options for various methods of analysis. The first perspective is based on ANOVA, the second is purely algebraic, and the third is based on a multilevel formulation of the design. In all three perspectives, as well as throughout the remainder of the article, let Y 0 denote the pretest measurement, Y 0.5 the middle measurement, and Y 1 the final measurement.
The ANOVA Perspective
From an ANOVA perspective, the design consists of one between-subjects factor (treatment condition) and one within-subjects factor (time). Although it would be possible to regard the within-subjects factor of time as having three levels, Huck and McLean (1975) showed that it is preferable to regard a pretest assessment as a covariate instead of as a level of the within-subjects factor. Thus, from this perspective, the design has two levels of the within-subjects factor, representing the middle and final measurements. We consider three different ways in which analysis can proceed. First, one way to assess the treatment effect would be to ignore the middle measurement and simply compare groups at the final time point. From a statistical perspective, this is a simple effect and involves comparing the groups simply on Y 1 . Thus, one possible dependent variable is Y 1 . It is important to realize that when Y 0 is used as a covariate, an analysis using Y 1 as the dependent variable is equivalent to using Y 1 − Y 0 (Kraemer & Thiemann's, 1989, slope) as the dependent variable (Hendrix, Carter, & Hintze, 1979) . This approach is denoted by the letter K to indicate that it corresponds to Kraemer and Thi-emann's suggested approach, although we have modified it by including Y 0 as a covariate. Second, another way of assessing the treatment effect would be to test the treatment main effect. In this design this is equivalent to performing a one-way between-subjects ANOVA on the sum
where S stands for the sum of Y 0.5 and Y 1 . Thus, this approach differs from the first approach in that the dependent variable is now S instead of Y 1 or, equivalently, S instead of Y 1 − Y 0 (the slope as suggested by Kraemer & Thiemann, 1989) . Alternatively, a third way to assess the treatment effect would be to test the interaction of treatment and time. This is equivalent to performing a one-way between-subjects ANOVA on the difference
with the D indicating that this is in fact a difference score. Thus D is used as the dependent variable instead of either Y 1 or S. Although Huck and McLean's (1975) conclusions imply that Y 0 is best regarded as a covariate, some researchers might contemplate including it as a level of the within-subjects factor. Thus, for the sake of completeness, we consider yet one other possible dependent variable based on this formulation. Specifically, some researchers might want to form a composite using all three assessments, thus implying a dependent variable of the form
where the use of the letter M indicates that this dependent variable is the mean of all three time points. Thus, the ANOVA perspective suggests four possible dependent variables: (a) K, which is Y 1 by itself, and in the ANCOVA model is equivalent to Y 1 − Y 0 ; (b) S, the sum of the second and third measurements; (c) D, the difference between the second and third assessments; and (d) M, the sum of all three measurements. After having considered the algebraic and multilevelmodel perspectives, we will be in a position to compare the power associated with each of these various dependent variables.
The Algebraic Perspective
From a purely algebraic perspective, there are a number of ways of combining measures to define a dependent variable that makes use of the information contained in the middle time point. If we assume that consideration is restricted to linear combinations of the observations at the three time points, the most general form of the dependent variable could be writ-
If we assume that the final time point should receive some nonzero weight, k 1 can be set equal to 1 without loss of generality. Because of random assignment, groups cannot differ on Y 0 except because of sampling error. Thus, consistent with Huck and McLean's (1975) argument, discussed in the previous section, the optimal role for Y 0 is to serve as a covariate instead of as a dependent variable. Nevertheless, as explained in the above discussion of the ANOVA perspective, some researchers might be interested in using the average (or sum) of scores at all three time points as a dependent variable, so we initially include this form of the dependent variable. Otherwise, however, we assign k 0 a value of 0 and use Y 0 as a covariate instead of including it as part of the dependent variable. The final remaining choice here is how much weight to assign to the middle observation Y 0.5 . Although k 0.5 could in principle be any value, it seems reasonable for interpretational purposes to restrict attention to values of 0, 1, and −1. These three weights correspond to three different dependent variables, namely, K or Y 1 by itself; S, as defined in the discussion of the ANOVA perspective; and D, as also defined in the discussion of the ANOVA perspective. Thus, from the purely algebraic perspective, we end up with the same set of possible dependent variables as we derived from the ANOVA perspective.
A Multilevel-Model Perspective
A multilevel-model formulation of the design provides yet another perspective on the choice of dependent variables in addition to the ANOVA and algebraic perspectives. As before, it is once again incumbent on the researcher to decide how best to regard the pretest measure. In particular, the pretest might simply be regarded as the measure obtained at one of three time points, in which case it becomes part of the response vector and serves as a dependent variable in the Level 1 model. Conversely, the pretest might be regarded not as a dependent variable but instead as a between-subjects covariate, in which case it would appear in the Level 2 model instead of the Level 1 model. We consider each of these options in turn.
The first option is to regard the pretest as simply another dependent variable. In the special case of three equally spaced time points with no missing data, a straight-line growth Level 1 model yields a statistical test of group differences on the Level 1 slope parameter that is exactly equivalent to performing an ANOVA on each individual's estimated slope, which is precisely the analysis suggested by Kraemer and Thiemann (1989) . Thus, the multilevel-model perspective provides motivation for considering this dependent variable, even though, as previously emphasized, it literally ignores the middle time point. Two other points have to be made here. First, the Level 1 model contains not only a slope parameter but also an intercept parameter. If time is centered so that its mean is zero, the resultant intercept parameter with no missing data will be proportional to the sum we have designated as M. Thus, the multilevel model offers a reason for considering M as a dependent variable of possible interest. Second, the pretest might or might not be used as a covariate in this analysis. From a narrow perspective of statistical power, there is a definite advantage to including the pretest as a Level 2 predictor of the slope. However, whether this is even possible depends on how the Level 1 model is parameterized. For example, if the Level 1 model is parameterized so as to include only intercept and slope parameters, the pretest could simultaneously be included as a Level 2 predictor variable. On the other hand, if the Level 1 model were fully saturated to allow a different mean at each time point followed by a linear contrast of these means, a singularity will arise because the pretest occurs as a predictor of itself in the mixed model. For this reason, researchers adopting the multilevel-model perspective might prefer to regard the pretest not as a dependent measure but instead as a between-subjects Level 2 predictor.
The second option is thus to regard only the intermediate and posttest observations as dependent measures. In this case there are only two observations for each individual in the Level 1 model. Each individual's estimated slope is simply equal to (or, more generally, proportional to) the difference between his or her posttest and intermediate time point scores. However, this is precisely the dependent variable we have previously designated as D. Similarly, if time is centered, the Level 1 intercept parameter is proportional to the sum of the scores at the two time points, which we have denoted as S. Thus, the multilevel-model perspective provides motivation for considering both D and S as possible dependent variables in the threetime-point design.
Conclusion
In summary, the ANOVA, algebraic, and multilevel perspectives provide convergence regarding possible choices of dependent variables. One option is to follow Kraemer and Thiemann's (1989) suggestion of using each person's slope as the dependent variable. As we have pointed out, this approach is equivalent to using Y 1 by itself as the dependent variable as long as the pretest Y 0 is used as a covariate. The apparent disadvantage of this approach is that it fails to incorporate any information in the middle time point whenever observations are equally spaced. Thus, the three perspectives suggest three alternative dependent measures using the information in the middle assessment. First, as in Equation 9, M is the sum of all three time points; second, as per Equation 7, S is the sum of the intermediate and posttest scores; and finally, as per Equation 8, D is the difference between the posttest score and the intermediate score.
All three of these measures are compared below not just with one another but also with the slope measure originally suggested by Kraemer and Thiemann. ANCOVA is known to generally be a more powerful method of analysis than a change score analysis in randomized designs (Huitema, 1980; Maxwell & Delaney, 1990) . Generally, as well as in terms of the dependent variables presented here, ANOVA can only be as powerful as an ANCOVA using the pretest score (initial time point) as a covariate if the correlation between the pretest and the relevant dependent variable is zero. Consequently, we compare the effect sizes for the dependent variables described above within the framework of an ANCOVA with the initial time point as the covariate in each case.
2
Which of these dependent variables and methods of analysis provide the greatest statistical power? This question constitutes the specific purpose of this article. In order to answer this question, we derive analytic expressions that compare the statistical power available from each of these approaches. However, before we do so, it is necessary to address the potential impact of sample size and effect size differences on the question of interest. In terms of sample size, given that the initial time point is used as a covariate in all the analytic methods we are comparing, all these methods have the same degrees of freedom. Thus, the comparisons are appropriate regardless of the actual sample size as long as the model assumptions hold. With regard to the issue of differing effect sizes, the analytic approach has the advantage that the results produced hold for all effect sizes. Thus the derived ratios of effect sizes remain the same regardless of the actual effect size, and the decision as to which particular dependent variable and method of analysis is more powerful is independent of effect size. Obviously, such derivations require the assumption of a certain statistical model. The following section thus presents a commonly assumed statistical model with supporting statistical assumptions.
Statistical Model and Assumptions
Consistent with both Kraemer and Thiemann (1989) and Maxwell (1998) , this article assumes a straight-line growth model, one that is often used in individual growth curve modeling analyses. Willett (1989) proposed that the assumption of this linear growth model is legitmate for a number of reasons. First, more often than not the underlying theoretical growth mechanisms are unknown, precluding the specification of a theoretically driven growth function. Second, the number of waves of data collected is generally limited so that only those growth functions with fewer parameters can be fitted successfully. Third, a linear model may still provide an adequate estimate of the average rate of growth during a time period even if the actual underlying model is more complex. In addition, it is worth noting that with three time points, arguably all that can be tested is a straight-line model. In particular, more than three time points are needed to fit a growth model that allows for both fixed and random linear and nonlinear effects. Thus, if there is reason to suspect that the underlying growth model is nonlinear and this is to be tested by allowing for random nonlinear effects, more than three waves of data would have to be collected.
Notice that one implication of this assumption of linear growth has to do with the nature of the underlying treatment model. The assumption of linear growth is plausible if some form of uniform treatment is applied from the first through the third time points or if, once applied, the treatment has some kind of permanent effect. Statistically speaking, however, as long as we have equal spacing between the measurements and individual growth trajectories that are linear in nature, it does not matter whether the treatment is continuous between the first and final measurements or ends somewhere in between. In the situation in which the treatment does not have a permanent effect (in other words, its effect degrades after implementation) or it is not uniformly applied from the first through the final measurement, the assumption of linear growth is much less plausible and our conclusions may no longer be valid. However, in certain circumstances a transformation of the dependent variable may follow a linear trajectory, in which case our conclusions would still apply.
It is also worth recognizing that when we assume an underlying linear growth model, increased power is the only consideration in deciding to add a third time point. If, however, the treatment is not uniformly applied or does not have a permanent effect, increased power is no longer the only consideration in adding an intermediate time point The straight-line growth model assumes that each individual's score at time t can be depicted as follows:
where Y ijt is the score for individual i in group j at time t, 0ij is the intercept of the growth curve for the particular individual, 1ij is the slope of the growth curve for the particular individual, a ijt is the actual value of time for the particular individual, and ijt reflects the residual error around a straight line for this particular individual's data points. In addition, we make a number of more general assumptions. First, random assignment to groups is assumed. Without this assumption, the various analytic approaches may be testing fundamentally different hypotheses, in which case power comparisons would be at most a secondary concern. Second, the initial time point (or pretest) is assumed literally to be a pretest. In other words, the pretest data are collected prior to the assignment of individuals to groups. Third, it is assumed that the data are balanced. In other words, each individual is measured at each time point and there are no missing data. Fourth, the time points are assumed to be equally spaced. Fifth, it is also assumed that the errors are independently and identically distributed. Finally, initial status and rate of growth are allowed to correlate.
Effect Sizes
Recall that the specific purpose of this article is to compare the statistical power and precision of each of the methods of analysis. As discussed earlier, statistical power is dependent on the magnitude of the effect size being studied as well as the sample size being used. Different designs using different methods of analysis can potentially exhibit varying levels of statistical power as a result of differences in their underlying effect sizes as reflected in Equations 3 and 4. Earlier we identified four different dependent variables of interest given the design constraint that we have assumed-namely, a randomized pretestposttest design with a single intermediate time point.
Recall that the first general approach presented simply ignored the middle time point. Thus our first dependent variable of interest used the posttest score (Y 1 ) as the dependent variable covarying the initial time point (Y 0 ) denoted by the letter K. As stated earlier, this analysis in this three-wave design is equivalent to the use of the slope in an ANCOVA covarying the initial time point (Maxwell, 1998) Equation 4 showed that the noncentrality parameter can be expressed as a multiplicative function of sample size and effect size d. Thus, holding sample size constant, power depends solely on d. From this perspective, our goal is to determine which dependent variable leads to the largest value of d. Appendix A shows the derivations for the effect sizes presented below, which, although written in the form of a twogroup comparison, are equally applicable to multiplegroup problems. First, the effect size for K is
where ⌬ represents the population mean difference between the two groups on the posttest, the variance of the slope, 0 1 the covariance of the slope and intercept, and 2 residual variance. This notation remains consistent throughout the other equations. Second, the effect size for the dependent variable M (i.e., the average of the three time points) covarying Y 0 can be written as follows:
Third, the effect size for the dependent variable S (i.e.,
Finally, the effect size for the dependent variable
Recall that the purpose of this article is to determine the conditions under which each of these analyses will provide the most statistical power. In the following section this issue is addressed from two different perspectives. First, the various effect sizes are compared to determine how these methods rank in terms of power and what conditions have to be met for such a ranking to hold. Second, a specific set of conditions and parameter values are assumed and the relative sample sizes required by each of the methods of analysis are compared.
Effect Size Comparisons

Derivation of Parameters and Growth Scenarios
Before we discuss the actual results of the effect size comparisons, it may be helpful to focus on the meaning of ␤ Y 1 Y 0 , the population unstandardized regression coefficient when Y 1 if regressed on Y 0 . As is shown later, this parameter plays an important role in VENTER, MAXWELL, AND BOLIG the effect size comparisons. Note that ␤ Y 1 Y 0 can be expressed as follows:
where 
From this perspective, the value of ␤ Y 1 Y 0 depends on the relative magnitude of three parameters: the variance of initial status ( 2 0 ), the covariance of initial status and growth rate ( 0 1 ), and the residual variance ( 2 ). Although there are a variety of configurations of these three parameters that could produce any given value of ␤ Y 1 Y 0 , for pedagogical purposes we consider several specific situations.
First, there is the growth situation referred to as fan spread, which occurs when subjects' scores at Time 2 are a multiplicative transformation of their Time 1 scores (Collins, 1996) . Generally, the within-subjects scores exhibit a moderate to high Time 1-Time 2 correlation ( Y 0 Y 1 ), whereas the between-subjects variability at Time 2 ( Y 1 ) exceeds the variability at Time 1 ( Y 0 ). Data of this type may contain a mixture of growth and decline and can be described as data in which the rich tend to become richer while the poor tend to be come poorer. Given that P Y 0 Y 1 parameter is moderate to high, and that the Y 1 parameter value is greater than the Y 0 parameter value, the ␤ Y 1 Y 0 parameter is fairly large, approaching or even exceeding 1.00.
The second type of situation occurs in a mastery learning scenario. In this case, the relationship between the Time 1 and Time 2 variability measures is reversed. In other words, as a result of the learning that has occurred, the subjects' scores at Time 2 exhibit a much smaller amount of between-subjects variability than their scores at Time 1. In this case the ratio of Time 2 variability to Time 1 variability tends to be small (i.e., below 1.00), which, regardless of the value of the Y 0 Y 1 parameter, produces a ␤ Y 1 Y 0 parameter that is fairly small (i.e., well below 1.00, perhaps approaching 0).
A third situation arises when the Time 1 and Time 2 variability parameter values are approximately equal. In the context of growth modeling this could be indicative of the presence of parallel growth in which all subjects are changing (growing) at the same rate. In this instance, the ratio of the Time 2 to the Time 1 variability parameters is around 1.00, thus producing a ␤ Y 1 Y 0 parameter value that is close to the Y 0 Y 1 parameter value. Generally, this situation produces a value for the ␤ Y 1 Y 0 parameter that falls somewhere between that of the fan spread situation (a larger value, generally approaching 1.00) and the mastery learning situation (a smaller value, approaching 0).
Of course, yet another situation in which ␤ Y 1 Y 0 may be low is in the presence of differential growth. If individual differences on the pretest are relatively small and rate of growth is unrelated to, or even negatively related to, initial status, or if residual variance is large, Y 0 Y 1 will be small, yielding a small value of
Having already derived effect size formulas for each analytic method, we now derive the theoretical expressions of how the various analytic methods relate to each other. Once we have derived these expressions for every relevant pair of methods, we summarize our results via a graphical comparison illustrating the practical differences between all the methods simultaneously. In fact, the test of the group effect on S covarying Y 0 will always be the same as the test of the group effect on M covarying Y 0 . For this reason, it is unnecessary to distinguish the ANCOVA on S from the ANCOVA on M. We omit M from future consideration, with the understanding that statements pertaining to S necessarily also apply to M.
Comparison of S Versus M
THE VALUE OF AN ADDITIONAL TIME POINT
Comparison of K Versus S
The derivations presented in Appendix B (Equations B4 through B13) show that the ANCOVA on K ( 
We present . Figure 1 quite clearly illustrates the range of values that ␤ Y 1 Y 0 would have to exceed for the ANCOVA on K to be more powerful than the ANCOVA on S along the entire range of 00 values. It is worth noting that Equation 17 shows this will hold true whenever ␤ Y 1 Y 0 exceeds 0.3334, as this is the threshold value that occurs when 00 ‫ס‬ 1.00. As 00 decreases, obviously this threshold value will also decrease. Thus when 00 ‫ס‬ .50, this threshold value is 0.25, and when 00 ‫ס‬ .00, the threshold value is simply 0.1667. In the context of the growth modeling scenarios, it appears that if one expects the fan spread or parallel growth situations, the ANCOVA on K will almost always yield more statistical power than the ANCOVA on S. If, however, one expects mastery learning to occur, the ANCOVA on S should yield more power. 
Comparison of D Versus K
Again, Figure 1 illustrates the range of values that ␤ Y 1 Y 0 would have to exceed for the ANCOVA on D to be more powerful than the ANCOVA on K for specific values of 00 . Whenever 00 ‫ס‬ 1.00, the ANCOVA on D will be more powerful than the ANCOVA on K as long as ␤ Y 1 Y 0 exceeds 4.00; as 00 decreases, obviously this threshold value will also decrease. Thus, when 00 ‫ס‬ .50, this threshold value for ␤ Y 1 Y 0 equals 3.75, and when 00 ‫ס‬ .00, the threshold value is simply 3.500. Given that we often do not expect ␤ Y 1 Y 0 to exceed 1.00 even in the fan spread scenario that usually produces the largest ␤ Y 1 Y 0 value, the ANCOVA on K will generally be preferable to the ANCOVA on D in terms of statistical power. Although it is not necessary to present the remaining comparison (D vs. S) as these relationships are subsumed in the comparisons presented above, these derivations are also presented in Appendix B (Equations B19 through B22). Figure 1 clearly illustrates the relationship between the four dependent variables as described above.
Equations 17 and 19 show that initial reliability ( 00 ) has some mathematical relevance for the choice of analytic method. However, Figure 1 shows that it is much less practically relevant in determining the most powerful form of analysis than the ␤ Y 1 Y 0 parameter. The boundaries between methods are much more influenced by ␤ Y 1 Y 0 than by initial reliability. 
Effect Size Comparisons and Relative Sample
Size Requirements
The effect size comparisons presented so far delinate those conditions in which each method of analysis is optimal, but they do not indicate the magnitude of differences among the methods. In this section, the relative sample sizes required by each of these different dependent variables to achieve the same level of statistical power are presented for each of the fan spread, mastery learning, and parallel growth scenarios as described earlier. These relative sample sizes are calculated based on the assumption that we are interested in achieving power of .80 (with an alpha of .05, two-tailed) in a two-group design to detect a medium effect size, where d ‫ס‬ 0.50 pertains to the effect size in a posttest-only design without a covariate.
Recall that each of these scenarios is represented by a particular value for the ␤ Y 1 Y 0 parameter. In terms of replicating these scenarios here, a set of parameter values is assumed in each case that, though arbitary, does reflect a plausible configuration of parameter values. The fan spread situation is reflected in a fairly large unstandardized ␤ Y 1 Y 0 value of 3.2 based on the following parameter values: An ANOVA on Y 1 (the final time point) without a covariate would require 64 subjects per group to achieve the desired power level (Cohen, 1988) . This sample size per group of 64 is used as the baseline against which the other methods of analysis are compared. The relative sample sizes required by the ANCOVA analyses on the other dependent variables (i.e., K, S, D, and M) based on the above parameter values are proportional to the inverse of the ratio of the squared effect sizes. Thus, the ratio of sample size required by the ANCOVA on K to achieve the same level of power or precision as the ANOVA on Y 1 comes from Equations A5 and A9 and can be written as
Next, the ratio of relative sample size required by the ANCOVA on S to reach the same level of power or precision as the ANCOVA on K comes from Equations A21 and A9 and can be written as
Third, the ratio of sample size required by the ANCOVA on D to reach the same level of power or precision as the ANCOVA on K comes from Equations A21 and A10 and can be written as
Although we present the relative sample sizes required under the assumptions stated above for the fan spread situation in the following discussion, Table 1 presents the relative sample sizes for the four dependent variables for all three of the scenarios. In terms 
In this specific instance where 00 ‫ס‬ .80, the threshold value for ␤ Y 1 Y 0 at which the ANCOVA on D becomes more powerful than the ANCOVA on S is 2.93. Notice that in both the comparisons delineated above, the actual ␤ Y 1 Y 0 value does not differ from the threshold value in either case by much-thus the somewhat small difference in relative sample sizes. Although the discussion above focuses on the fan spread situation, it is quite easy to imagine a scenario in which the subjects exhibit tendencies toward either the mastery learning or parallel growth scenarios, situations that might produce different relative sample sizes. These are, as stated earlier, also presented in Table 1 .
Conclusions
The results of the derivations and comparisons presented above may be useful to researchers in a number of ways. Researchers may be able to make informed decisions about the value of including an additional time point to a traditional pretest-posttest design. Keep in mind that Maxwell (1998) showed that to reap the benefits of increased statistical power provided by the intensive design using the slope as the dependent variable as opposed to the traditional pretest-posttest design, at least five waves of intermediate data generally have to be collected. In other words, the intensive design requires five waves of data in total to surpass the statistical power of the "twowave" prestest-posttest design, unless a different dependent variable is chosen in the intensive design. If one cannot afford to include the three intermediate time points, can statistical power still be increased by using the most economical form of the intensive design with a single intermediate time point and redefining the dependent variable? It appears that the answer is that under certain conditions this may well be so. If it is reasonable to expect a low ␤ Y 1 Y 0 value such as might occur in a mastery learning type of scenario, then the ANCOVA on S (Y 1 + Y 0.5 covarying the initial time point, Y 0 ) will require fewer subjects per group to achieve the same degree of power as the traditional pretest-posttest ANCOVA. Clearly, data from previous studies or pilot programs would prove useful in informing decisions of this type.
In contrast, it appears that when one might expect moderate to high values of ␤ Y 1 Y 0 such as in the fan spread or parallel growth type scenarios, the inclusion of an additional time point may not be warranted from a perspective simply concerned with maximizing statistical power. However, the inclusion of the additional intermediate time point may still provide benefits that are not directly related to the issue of statistical power. For example, this time point will allow an examination of the patterns of growth across time. In other words, it may be that most of the change or growth occurs between the pretest and the intermediate time point; thereafter, the rate of growth may reach an asymptote. Conversely, most of the growth may occur during the time period subsequent to the intermediate time point. However, the absence of the intermediate time point would preclude being able to detect either of these growth patterns, even if a global treatment effect could be detected without including the intermediate time point. In addition, the presence of the intermediate time point is necessary to obtain an estimate of the errors around each individual's regression line, which provides an estimate of the reliability of the growth rate. On the other hand, if the underlying growth model is known to be linear and one is interested only in testing a treatment effect, the inclusion of the intermediate time point is clearly not warranted, unless ␤ Y 1 Y 0 is either very large or near zero.
At this time it is worth noting that the results presented above are based on a number of assumptions, which, if violated, may influence the accuracy of the comparisons derived and presented above. Most important is the assumption of a straight-line growth model. Although this assumption is often accepted as a reasonable approximation, certain circumstances may require more complex models rendering some or all of the conclusions presented in this article inaccurate. Furthermore, in this article it is assumed that there are no missing data. As the probability of en-countering missing data is likely to increase as the number of waves of data increases, it is probably unreasonable not to expect some missing data even with only three waves of data. This is an area in which the intensive design's ability to use subjects who are missing one of the data points may make it more attractive than the ANCOVA on any of the proposed dependent variables. Recall that, with only three waves of data, using the slope is mathematically equivalent to the ANCOVA on Y 1 covarying Y 0 , the method that produces the most power given a moderate to large ␤ Y 1 Y 0 as one might expect in either the fan spread or parallel growth scenarios. Generally, we might expect that the occurrence of missing data is more likely to appear at the final time point of a research project, especially a pretest-posttest type design. In this case, if the design included an intermediate time point, the slope can still be calculated, obviating the loss of the subject's data.
Researchers interested in detecting treatment effects need to consider both their proposed design and analysis if they hope to maximize power and precision while minimizing cost and effort. Under a simple straight-line growth model, an intermediate time point is sometimes useful but at other times may contribute little or nothing to the power to detect a treatment effect. Researchers should carefully consider the suitability of a straight-line growth model for their data, as well as the likely value of ␤ Y 1 Y 0 , in designing a three-wave intervention study and analyzing the data they obtain.
In conclusion, it is clear that for the ANCOVA on either S (or M) or D to exhibit more power and thus require smaller sample sizes than the ANCOVA on K, ␤ Y 1 Y 0 has to assume fairly extreme values. Thus, if increased power alone is the motivating factor for considering an intermediate time point, more often than not the increased costs of the additional data collection may outweigh the potential power benefits when the pattern of change over time is linear. The main value of such an additional time point accrues in the two areas highlighted in the preceding paragraphs. First, the inclusion of this time point allows some evaluation of whether any change that occurs is nonlinear in nature. Second, the intermediate time point may become quite useful when there are missing data that occur at the final time point. However, if a straight-line growth model is being assumed, and there are no missing data, we revert back to the point that ␤ Y 1 Y 0 has to assume fairly exteme values for any benefit in terms of power to accrue.
