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Eisagwg 
Το αντικείμενο της piαρούσας εργασίας εpiικεντρώνεται, όpiως εpiισημαίνει και ο
τίτλος, στην κατασκευή Radon μέτρων piιθανότητας σε χώρους αpiείρων διαστά-
σεων.
Γνωρίζουμε ήδη, αpiό κλασσικά piλέον συγγράμματα στο χώρο της Θεωρίας Μέ-
τρου, τους τρόpiους με τους οpiοίους μpiορούμε να κατασκευάσουμε ένα μέτρο σε
έναν αφηρημένο χώρο ξεκινώντας αpiό μια συνολοσυνάρτηση η οpiοία piληροί κά-
piοιες piροϋpiοθέσεις. Το ζήτημα έγκειται στην κατασκευή μέτρων Radon ώστε να
ληφθεί υpiόψιν και η τοpiολογική δομή piου διαθέτει ο εκάστοτε χώρος.
Δεδομένου τώρα ότι οι piερισσότεροι αλλά και σημαντικότεροι τοpiολογικοί χώροι
είναι αpiείρων διαστάσεων, δημιουργήθηκε η ανάγκη για τη μοντελοpiοίηση μιας
τέτοιας θεωρίας. Η μετάβαση αpiό χώρους piεpiερασμένης διάστασης ή τοpiικά συμ-
piαγείς, σε αpiειροδιάστατους Banach ή Hilbert δεν γίνεται κατά piροφανή τρόpiο.
Αναζητούμε λοιpiόν όχι μόνο Θεωρήματα κατασκευής μέτρων αλλά και έννοιες
μετρησιμότητας στους χώρους αυτούς piου θα συνδέσουν τις τοpiολογικές τους
ιδιότητες με τη ῾῾μέτρηση᾿᾿ των συνόλων τους.
Στο Κεφάλαιο 1 piαρουσιάζονται οι βασικοί ορισμοί και ιδιότητες των μέτρων σε
αφηρημένους χώρους. Ιδιαίτερης σημασίας είναι το Θεώρημα Καραθεοδωρή το
οpiοίο μας piαρέχει τις αpiαραίτητες συνθήκες ώστε μια συνολοσυνάρτηση να εpiε-
κτείνεται σε μέτρο. Αναφέρεται εpiίσης και το μέτρο Lebesgue το οpiοίο αpiοτελέι
το βασικό μέτρο στον Rn.
Στο 2ο Κεφάλαιο οι χώροι piου συζητούμε είναι τοpiολογικοί χώροι και δίνονται οι
ορισμοί και ιδιότητες των κανονικών μέτρων και των μέτρων Radon, καθώς εpiίσης
και Θεωρήματα κατασκευής τους. Ξεχωριστή piαράγραφος αφιερώνεται στα μέτρα
σε μετρικούς χώρους λόγω της piλούσιας δομής piου μας piαρέχουν αυτοί.
Το Κεφάλαιο 3 αpiοτελεί τον piυρήνα της piαρούσας εργασίας, μιας και αναφέρεται
σε μέτρα σε τοpiολογικούς διανυσματικούς χώρους αpiείρων διαστάσεων. Γίνεται
λόγος για τα λεγόμενα κυλινδρικά μέτρα τα οpiοία είναι η βάση της κατασκευής
μέτρων Radon στους χώρους αυτούς. Σημαντικό αpiοτελέσμα piου κινείται piρος
την κατεύθυνση αυτή είναι το Θεώρημα Prohorov αλλά και το Θεώρημα Weil το
οpiοίο μας αpiοτρέpiει αpiό την αναζήτηση αναλλοίωτων στην piρόσθεση μέτρων σε
αpiειροδιάστατους χώρους.
Στο Κεφάλαιο 4 συζητούμε για τις χαρακτηριστικές συναρτήσεις μέτρων piιθανό-
τητας, οι οpiοίες σύμφωνα με το Θεώρημα Bochner μας εξασφαλίζουν την ύpiαρξη
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αντίστοιχων μέτρων όταν piρόκειται για χώρους piεpiερασμένης διάστασης. Εpiι-
piλέον ορίζουμε τα χαρακτηριστικά συναρτησοειδή των κυλινδρικών μέτρων και
διαpiιστώνουμε την αμφιμονοσήμαντη σχέση piου τα συνδέει.
Το Θεώρημα Sazonov piου piαρατίθεται στο Κεφάλαιο 5 αpiοτελεί ουσιαστικά το
ανάλογο του Θεωρήματος Bochner σε χώρους αpiείρων διαστάσεων. Εξετάζονται
οι ικανές και αναγκαίες συνθήκες ώστε ένα χαρακτηριστικό συναρτησοειδές να αν-
τιστοιχίζεται σε ένα Radon μέτρο piιθανότητας. Για την ανάpiτυξή του χρειάζονται
οι ορισμοί των χαρακτηριστικών συναρτησοειδών σε χώρους Hilbert καθώς εpiίσης
και ο ορισμός της λεγόμενης τοpiολογίας Sazonov.
Τέλος στο Κεφάλαιο 6, εξειδικεύουμε στην κατασκευή Radon μέτρων piιθανότη-
τας Gauss. Ορίζουμε καταρχήν τα μέτρα και κυλινδρικά μέτρα Gauss σε χώρους
αpiείρων διαστάσεων και piαραθέτουμε τις ικανές και αναγκαίες συνθήκες ώστε
ένα χαρακτηριστικό συναρτησοειδές να αντιστοιχίζεται σε ένα τέτοιο μέτρο. Ση-
μαντικό είναι το Θεώρημα Mourier το οpiοίο μας εξασφαλίζει την ύpiαρξη Radon
μέτρων Gauss σε χώρους Hilbert δεδομένων κάpiοιων συνθηκών. Τέλος, ιδιαίτε-
ρης σημασίας είναι το Θεώρημα Gross σύμφωνα με το οpiοίο κατασκευάζεται το
κλασσικό μέτρο Wiener σε έναν αpiειροδιάστατο χώρο Banach δεδομένου ότι το
συγκεκριμένο μέτρο δεν piληρούσε τις piροϋpiοθέσεις των Θεωρημάτων Sazonov -
Mourier.
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Keflaio 1
Mètra kai s-lgebrec
1.1 Mètra se afhrhmènouc q¸rouc
΄Εστω σύνολο Ω 6= ∅. Θα ορίσουμε ένα σύνολο υpiοσυνόλων του Ω του οpiοίου τα
στοιχέια εpiιδέχονται ῾῾μέτρηση᾿᾿.
Ορισμός 1.1.1. ΄Εστω F ένα σύνολο υpiοσυνόλων του Ω. Η F λέγεται
σ-άλγεβρα όταν :
1. Ω ∈ F
2. Αν A ∈ F τότε Ac ∈ F
3. Αν {An}n∈N ⊂ F τότε
∞⋃
n=1
An ∈ F
Τα στοιχέια μιας σ-άλγεβρας λέγονται μετρήσιμα σύνολα.
Προφανώς
• ∅ ∈ F
• Αν A,B ∈ F τότε A ∪B, A ∩B, A \B, A M B ∈ F
• Αν {An}n∈N ⊂ F τότε
∞⋂
n=1
An ∈ F
Παράδειγμα 1.1.2. (Τετριμμένων σ-αλγεβρών)
1. F = {∅,Ω}
2. F = {∅,Ω, A,Ac} όpiου A ⊂ Ω με A 6= ∅,Ω
3. Αν Ω =
k⋃
i=1
Ai με Ai ∩Aj = ∅ για i 6= j στο {1, ...k} τότε η
F =
{⋃
i∈I
Ai : I ⊂ {1, ..., k}
}
είναι σ-άλγεβρα και μάλιστα cardF = 2k
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4. F =P(Ω) το σύνολο όλων των υpiοσυνόλων του Ω.
Πρόταση 1.1.3. Αν {Fi, i ∈ I} είναι οικογένεια σ-αλγεβρών υpiοσυνόλων του
Ω τότε η F =
⋂
i∈I
Fi είναι σ-άλγεβρα. (Να σημειωθεί ότι η F δεν είναι κενή
αφού ∅,Ω ∈ Fi για όλα τα i ∈ I.)
Παρατήρηση 1.1.4. Δεν ισχύει το ίδιο για την
⋃
i∈I
Fi.
Ορισμός 1.1.5. ΄Εστω C μη κενή κλάση υpiοσυνόλων του Ω.
Ονομάζεται σ-άλγεβρα piαραγόμενη αpiό την C η σ-άλγεβρα σ(C ) piου
είναι τομή όλων των σ-αλγεβρών piου piεριέχουν την κλάση C (υpiάρχει
τουλάχιστον μια τέτοια , η P(Ω)).
Για την σ(C ) ισχύουν:
• σ(C ) ⊃ C
• αν η σ-άλγεβρα F ⊃ C τότε F ⊃ σ(C )
δηλαδή η σ(C ) είναι η ελάχιστη (με την έννοια του εγκλεισμού) σ-άλγεβρα
piου piεριέχει την C .
Πρόταση 1.1.6.
1. Αν C1 ⊂ C2 τότε σ(C1) ⊂ σ(C2)
2. Αν C είναι σ-άλγεβρα τότε σ(C ) = C
3. Αν C ⊂ E ⊂ σ(C ) τότε σ(E ) = σ(C )
Ιδιαίτερης σημασίας piαραγόμενη σ-άλγεβρα είναι η σ-άλγεβρα Borel του Rm η
οpiοία ορίζεται ως εξής:
Ορισμός 1.1.7. ΄Εστω E το σύνολο των ανοικτών υpiοσυνόλων του Rm.
Ονομάζεται σ-άλγεβρα Borel υpiοσυνόλων του Rm η σ-άλγεβρα Bm ≡ σ(E ).
Πρόταση 1.1.8. ΄Εστω F η οικογένεια όλων των κλειστών υpiοσυνόλων του
R και ορίζουμε:
• ∆1 = {(−∞, b] : b ∈ R}
• ∆2 = {(a, b] : a < b, a, b ∈ R}
• ∆3 = {(a, b) : a < b, a, b ∈ R}
Τότε
B(R) = σ(F ) = σ(∆1) = σ(∆2) = σ(∆3)
Αpiόδειξη. [14]
Παρατήρηση 1.1.9. ΄Ολα τα ανοικτά, όpiως και όλα τα κλειστά υpiοσυνολα του Rm
ανήκουν στην Bm. Συνεpiώς και όλα τα συμpiαγή υpiοσύνολα του Rm. Ιδιαίτερα :
• Για κάθε x ∈ Rm ισχύει {x} ∈ Bm (ως κλειστό)
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• Στο R το σύνολο των ρητών Q ∈ B1 αφού το Q είναι αριθμήσιμη ένωση
μονοσυνόλων Q =
⋃
x∈Q
{x}.
Η σ-άλγεβρα σ(C ), η piαραγόμενη αpiό μια κλάση C , ορίστηκε ῾ὑpiαρξιακά᾿᾿ και
δεν ῾῾κατασκευάστηκε᾿᾿. Η μέθοδος κατασκευής της ξεκινώντας αpiό την κλάση
C είναι με Υpiερpiεpiερασμένη Εpiαγωγή (transfinite induction) ([11] ή
[3]).
Η δια αυτού του τρόpiου κατασκευή της σ-άλγεβρας Borel αpiοκαλύpiτει και τον
piληθάριθμό της:
cardBm = cardR ≡ c
Γενικότερο για τον piληθάριθμο μιας σ-άλγεβρας είναι το εξής:
Αν μια σ-άλγεβρα έχει άpiειρα στοιχεία τότε είναι υpiεραριθμήσιμη.
Ορισμός 1.1.10. ΄Εστω Ω 6= ∅ και F σ-άλγεβρα υpiοσυνόλων του Ω. Το
ζεύγος (Ω,F ) ονομάζεται μετρήσιμος χώρος.
΄Ενα μέτρο μ στον (Ω,F ) είναι εξόρισμού μια αpiεικόνιση
µ : F 7→ [0,∞]
piου ικανοpiοιεί τις piαρακάτω αpiαιτήσεις:
1. µ(∅) = 0
2. Αν An ∈ F , n ∈ N με Ai ∩Aj = ∅ για όλα τα i 6= j στο N τότε
µ
( ∞⋃
n=1
An
)
=
∞∑
n=1
µ(An).
Αν µ(Ω) < +∞ το μέτρο μ ονομάζεται piεpiερασμένο.
Αν υpiάρχουν En ∈ F , n ∈ N με Ω =
∞⋃
n=1
En και µ(En) < +∞
το μέτρο μ ονομάζεται σ-piεpiερασμένο.
Ειδικότερα αν µ(Ω) = 1 τότε το µ λέγεται μέτρο piιθανότητας.
Πρόταση 1.1.11. (Ιδιότητες)
΄Εστω μέτρο μ στον (Ω,F ). Τότε :
1. Αν A ⊂ B τότε µ(A) ≤ µ(B)
2. Αν A ⊂ B και µ(A) < +∞ τότε µ(B \A) = µ(B)− µ(A)
3. Αν An ∈ F , n ∈ N τότε µ
( ∞⋃
n=1
An
)
≤
∞∑
n=1
µ(An)
4. Αν An ∈ F , n ∈ N και An ⊂ An+1∀n ∈ N τότε
µ
( ∞⋃
n=1
An
)
= lim
n→∞µ(An)
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5. Αν An ∈ F , n ∈ N και An ⊃ An+1 ∀n ∈ N και µ(Ak) < +∞ για κάpiοιο
k ∈ N τότε
µ
( ∞⋂
n=1
An
)
= lim
n→∞µ(An)
Ορισμός 1.1.12. Δύο μέτρα µ1, µ2 στον (Ω,F ) λέγονται ίσα όταν και μόνο
όταν συμpiίpiτουν σε κάθε μετρήσιμο υpiοσύνολο του Ω, δηλαδή
µ1(A) = µ2(A) για κάθε A ∈ F .
Η αpiόδειξη της ισότητας δυο μέτρων βάσει του ορισμού αpiαιτεί τον έλεγχο σε
κάθε μετρήσιμο σύνολο. Εντούτοις, σύμφωνα με το piαρακάτω Θεώρημα αρκεί ο
έλεγχος σε μια μικρότερη κλάση υpiοσυνόλων, το λεγόμενο Σύστημα Dynkin [2].
Θεώρημα 1.1.13. ΄Εστω µ1, µ2 μέτρα στον (Ω,F ) με F = σ(C ) όpiου για
την κλάση C ισχύουν:
• Αν A,B ∈ C τότε A ∩B ∈ C
• Υpiάρχουν En ∈ C , n ∈ N με En ⊂ En+1 ∀n ∈ N και
∞⋃
n=1
En = Ω
Αν µ1(A) = µ2(A) ∀ A ∈ C και αν µ1(Ek) = µ2(Ek) <∞ ∀k ∈ N
τότε τα μέτρα µ1, µ2 είναι ίσα.
Παράδειγμα 1.1.14. ΄Εστω µ1, µ2 μέτρα στον (Rm,Bm) τέτοια ώστε
µ1 ((a1, b1]× ...× (am, bm]) = µ2 ((a1, b1]× ...× (am, bm]) < +∞
για οpiοιοδήpiοτε ῾῾ ορθογώνιο᾿᾿ (a1, b1]× ...× (am, bm] ⊂ Rm.
Τότε τα μέτρα µ1, µ2 είναι ίσα, δηλαδή µ1(B) = µ2(B) για κάθε B ∈ Bm.
Πράγματι Bm = σ(Pm) , όpiου η κλάση
Pm = {(a1, b1]× ...× (am, bm] : ai < bi στο R} ∪ {∅} ικανοpiοιεί την αpiαίτηση:
A,B ∈Pm ⇒ A ∩B ∈Pm.
΄Εστω χώρος μέτρου (Ω,F , µ) και N ∈ F με µ(N) = 0. ΄Εστω ακόμα Λ ⊂ Ω με
Λ ⊂ N . Αν δεν γνωρίζουμε ότι Λ ∈ F δεν μpiορούμε να αpiοφανθούμε για το
μέτρο του Λ (αν και αpiό μονοτονία διαισθανόμαστε ότι µ(Λ) = 0). Για αυτό είναι
σημαντική η έννοια της piληρότητας.
Ορισμός 1.1.15. ΄Εστω ένας χώρος μέτρου (Ω,F , µ).
Αυτός λέγεται piλήρης αν και μόνο αν για κάθε υpiοσύνολο Λ ⊂ Ω για το οpiοίο
υpiάρχει N ∈ F με Λ ⊂ N και µ(N) = 0 , ισχύει Λ ∈ F (και άρα µ(Λ) = 0).
Θεώρημα 1.1.16. (Πλήρωση ενός χώρου μέτρου)
΄Εστω χώρος μέτρου (Ω,F , µ). Θέτουμε
Nµ = {Λ ⊂ Ω : υpiάρχει N ∈ F με µ(N) = 0 και Λ ⊂ N}
F¯µ = {A ∪N : A ∈ F και N ∈ N}
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και ορίζουμε µ¯ : F¯µ 7→ [0,∞] : (A ∪N) 7→ µ¯(A ∪N) = µ(A).
Τότε
• F¯µ είναι σ-άλγεβρα piου piερίεχει την F .
• µ¯ είναι καλά ορισμένη και είναι μέτρο στον (Ω, F¯ ) piου εpiεκτείνει το µ
• Ο χώρος μέτρου (Ω, F¯ , µ¯) είναι piλήρης.
• Η piλήρης εpiέκταση (Ω, F¯ , µ¯) είναι minimal
(δηλαδή αν (Ω,F1, µ1) είναι piλήρης χώρος μέτρου και F1 ⊃ F και
µ1|F = µ τότε F1 ⊃ F¯µ και µ1|F¯µ = µ¯).
Παρατήρηση 1.1.17. Ισχύει F¯µ = σ(F ∪Nµ).
Ακόμα
F¯µ = {A ⊂ Ω υpiάρχουν B1, B2 ∈ F με B1 ⊂ A ⊂ B2 και µ(B1) = µ(B2)}
Αpiόδειξη. [13]
Σημαντικό αpiοτέλεσμα στη Θεωρία Πιθανοτήτων είναι το Θεώρημα Εpiέκτασης.
Σύμφωνα με αυτό κατασκευάζεται ή καλύτερα εpiεκτείνεται ένα μέτρο σε ένα
μετρήσιμο χώρο δεδομένου ότι piροϋpiήρχε μια αpiεικόνιση ορισμένη σε μια κλάση
C ⊂ F . Η αpiεικόνιση αυτή λέγεται εξωτερικό μέτρο.
Ορισμός 1.1.18. ΄Εστω Ω 6= ∅ και P(Ω) το σύνολο όλων των υpiοσυνόλων
του Ω. Ονομάζεται εξωτερικό μέτρο στον Ω μια συνάρτηση ν :P(Ω) 7→ [0,∞]
piου ικανοpiοιεί τα piαρακάτω:
1. ν(∅) = 0
2. Αν A ⊂ B τότε ν(A) ≤ ν(B)
3. Αν An ⊂ Ω, n ∈ N τότε ν
( ∞⋃
n=1
An
)
≤
∞∑
n=1
ν(An)
Η έννοια του εξωτερικού μέτρου είναι βοηθητική για την κατασκευή μέτρων και
αυτό χάρη στα piαρακάτω αpiοτελέσματα:
Ορισμός 1.1.19. ΄Εστω ν ένα εξωτερικό μέτρο ορισμένο στα υpiοσύνολα του
Ω. ΄Ενα υpiοσύνολο A ⊂ Ω ονομάζεται ν-μετρήσιμο όταν και μόνο όταν
ν(A ∩ E) + ν(Ac ∩ E) = ν(E) ∀E ⊂ Ω (?)
Το σύνολο των ν-μετρήσιμων υpiοσυνόλων του Ω γράφεταιMν , είναι δηλαδή
Mν = {A ⊂ Ω : ν(A ∩ E) + ν(Ac ∩ E) = ν(E) ∀E ⊂ Ω}
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Παρατήρηση 1.1.20. 1. Τα σύνολα ∅,Ω είναι piάνταMν μετρήσιμα.
2. Η σχέση ? ισοδυναμεί ,λόγω σ-υpiοpiροσθετικότητας, με την
ν(A ∩ E) + ν(Ac ∩ E) ≤ ν(E) ∀ E ⊂ Ω
΄Αμεση συνέpiεια είναι ότι: Αν ν(B) = 0 τότε B ∈Mν και συνεpiώς αν
Λ ⊂ B και ν(B) = 0 τότε Λ ∈Mν
Θεώρημα 1.1.21. (Καραθεοδωρή)
Η κλάση υpiοσυνόλωνMν είναι σ-άλγεβρα και η συνάρτηση ν piεριορισμένη
στην σ-άλγεβραMν είναι μέτρο,δηλαδή η τριάδα (Ω,Mν , ν) είναι χώρος μέτρου
και μάλιστα piλήρης.
Αpiόδειξη. [6] ή [13] ή [2] ή [3] ή ...
Το δεύτερο θεμελιώδες γνώρισμα της έννοιας του εξωτερικού μέτρου είναι το
ακόλουθο:
Θεώρημα 1.1.22. (και ορισμός)
΄Εστω C μη–κενή κλάση υpiοσυνόλων του Ω με ∅ ∈ C .
΄Εστω µ0 : C 7→ [0,∞] εις τρόpiον ώστε µ0(∅) = 0.
Ορίζουμε την µ∗ :P(Ω) 7→ [0,∞] ως ακολούθως:
µ∗(A) = inf
{ ∞∑
n=1
µ0(Bn) : Bn ∈ C με
∞⋃
n=1
Bν ⊃ A
}
με την ακόλουθη σύμβαση: inf∅ = +∞
Τότε η µ∗ είναι εξωτερικό μέτρο στο Ω και ονομάζεται εξωτερικό μέτρο
piαραγόμενο αpiό το ζεύγος (C , µ0)
Αpiόδειξη. [24]
Η συνάρτηση µ0 με τις ιδιότητες piου ορίστηκε ονομάζεται piρο-μέτρο και σκοpiός
του Θεωρήματος είναι η κατασκευή ενός εξωτερικού μέτρου µ∗ το οpiοίο θα
βασίζεται στο µ0 και την κλάση C . Τέλος με το Θεώρημα Καραθεοδωρή
piεριορίζουμε το µ∗ στην κλάσηMν και λαμβάνουμε το µ το οpiοίο είναι μέτρο
στην σ-άλγεβρα piλέονMν . Προκειμένου όμως να είναι η εpiέκταση αυτή
μοναδική αpiαιτούνται κάpiοιες εpiιpiλέον συνθήκες. Αυτό εξυpiηρετεί η piαρακάτω
έννοια του ημιδακτυλίου (ή της ημιάλγεβρας).
Ορισμός 1.1.23. Μια μη κενή κλάση C υpiοσυνόλων του Ω ονομάζεται
ημιδακτύλιος όταν και μόνο όταν ικανοpiοιούνται οι piαρακάτω piροϋpiοθέσεις:
1. ∅ ∈ C
2. Αν A,B ∈ C τότε A ∩B ∈ C
3. Αν A,B ∈ C με A ⊂ B τότε υpiάρχουν E1, E2, ..., Ek ∈ C ξένα ανά δύο
τέτοια ώστε B \A =
k⋃
i=1
Ei
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Αν εpiιpiλέον Ω ∈ C τότε η C λέγεται ημιάλγεβρα
Παράδειγμα 1.1.24.
1. Ω = Rm και Pm = {(a1, b1]× ...× (am, bm] : ai < bi στο R} ∪ {∅}
Η κλάση Pm είναι ημιδακτύλιος.
2. ΄Εστω οι μετρήσιμοι χώροι (Ω1,F1) και (Ω2,F2) όpiου βέβαια F1,F2 είναι
σ-άλγεβρες υpiοσυνόλων των Ω1,Ω2 αντίστοιχα. Ορίζουμε:
C = {A×B : A ∈ F1καιB ∈ F2}
Η κλάση είναι ημιάλγεβρα.
Το συμpiέρασμα ισχυέι ακόμα και αν F1,F2 είναι ημιάλγεβρες.
Θεώρημα 1.1.25. (Εpiέκτασης)
΄Εστω C ημιδακτύλιος υpiοσυνόλων του Ω και μια συνολοσυνάρτηση
µ0 : C 7→ [0,∞] για την οpiοία ισχύουν:
1. µ0(∅) = 0
2. Αν An ∈ C , n ∈ N με Ai ∩Aj = ∅ ∀i 6= j και
∞⋃
n=1
An ∈ C
τότε µ0
( ∞⋃
n=1
An
)
=
∞∑
n=1
µ0(An).
3. Υpiάρχουν En ∈ C , n ∈ N με En ⊂ En+1 και
∞⋃
n=1
En = Ω και
µ0(En) < +∞ για όλα τα n ∈ N.
Τότε ισχύουν τα ακόλουθα:
i. Υpiάρχει ένα και μοναδικό μέτρο μ στον (Ω, σ(C )) τέτοιο ώστε
µ|C = µ0 (Το μ εpiεκτείνει την µ0 στην σ-άλγεβρα C ).
Το μέτρο μ είναι σ-piεpiερασμένο.
ii. Αν µ∗ το εξωτερικό μέτρο,το piαραγόμενο αpiό το ζεύγος (C , µ0) τότε
Mµ∗ ⊃ σ(C ) και µ∗|σ(C ) = µ
iii. Αν (Ω, (σ(C ), µ¯) η piλήρωση του χώρου (Ω, σ(C ), µ) τότε σ(C ) =Mµ∗ και
µ∗ = µ¯
Θεώρημα 1.1.26. (Για μέτρα piιθανότητας)
Στις υpiοθέσεις η (3) συμpiληρώνεται με την υpiόθεση
῾῾...και lim
n→∞µ0(En) = 1᾿᾿.
Στα συμpiεράσματα η φράση ῾῾το μέτρο μ είναι σ-piεpiερασμένο᾿᾿ στο τέλος του
συμpiεράσματος (i.) αντικαθίσταται αpiό τη φράση ῾῾το μ είναι μέτρο piιθανότητας,
δηλαδή µ(Ω) = 1᾿᾿.
΄Ολα τα υpiόλοιpiα piαραμένουν ως έχουν.
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Αpiόδειξη. [1] ή [3] ή [24]
Παρατήρηση 1.1.27.
1. Υpiό τις piροϋpiοθέσεις του τελευταίου θεωρήματος
Mµ∗ = {A ⊂ Ω : µ∗(A) + µ∗(Ω \A) = 1}
2. Αν η C είναι ημιάλγεβρα (δηλ. ημιδακτύλιος με Ω ∈ C ) τότε στο Θεώρημα
1.1.26 η (3) και το συμpiλήρωμά της αντικαθίστανται αpiό την : µ0(Ω) = 1.
Παρατήρηση 1.1.28. Μια ισοδύναμη μορφή του Θεωρήματος Εpiέκτασης για
μέτρα piιθανότητας είναι η εξής: ΄Εστω F0 άλγεβρα υpiοσυνόλων του Ω, δηλαδή
μια κλάση υpiοσυνόλων του Ω piου ικανοpiοιεί τις αpiαιτήσεις:
1. Ω ∈ F0
2. Αν A ∈ F0 τότε Ac ∈ F0
3. Αν Α,Β ∈ F0 τότε A ∪B ∈ F0.
΄Εστω τώρα µ0 : F0 7→ [0, 1] piου ικανοpiοιεί τις αpiαιτήσεις:
i. µ0(Ω) = 1
ii. Αν A1, ..., Ak ∈ F0 ξένα μεταξύ τους τότε
µ0(A1 ∪ ... ∪Ak) = µ0(A1) + ...+ µ0(Ak)
iii. Αν An ∈ F0, n ∈ N με An ⊃ An+1 και
∞⋂
n=1
An = ∅ τότε lim
n→∞µ0(An) = 0
Τότε το ζεύγος (F0, µ0) ικανοpiοιεί τις piροϋpiοθεσεις του Θεωρήματος 1.1.26
όpiως τροpiοpiοιείται αpiό την piαραpiάνω piαρατήρηση.
Τα piαραpiάνω Θεωρήματα μας piρομηθεύουν με μεθόδους κατασκευής μέτρων ως
εpiεκτάσεις κάpiοιων συνολοσυναρτήσεων. Τώρα, αντίθετα θα piεριορίσουμε
κάpiοιες συνολοσυναρτήσεις ώστε να γίνουν μέτρα.
Πρόταση 1.1.29. ΄Εστω (Ω,F ) μετρήσιμος χώρος,δηλ.η F είναι σ-άλγεβρα
υpiοσυνόλων του Ω. ΄Εστω ότι E ⊂ Ω. Τότε η κλάση υpiοσυνόλων του Ε piου
ορίζεται ως FE = {A ∩ E : A ∈ F} είναι σ-άλγεβρα και μάλιστα αν F = σ(C )
τότε FE = σ(CE) όpiου CE = {B ∩ E : B ∈ C }. Η σ-άλγεβρα FE ονομάζεται
ίχνος της F στο E.
Αpiόδειξη. [3] σελίδα 132
Το σημαντικό όμως αpiοτέλεσμα είναι το ακόλουθο ([13] σελιδα 164 ή [2])
Θεώρημα 1.1.30. ΄Εστω (Ω,F , P ) χώρος piιθανότητας και P ∗ το εξωτερικό
μέτρο το piαραγόμενο αpiό το ζεύγος (F , P ). Υpiοθέτουμε ότι για κάpiοιο σύνολο
E ⊂ Ω ισχύει
P ∗(E) = 1 (4)
8
και στην σ-άλγεβρα FE = {A ∩ E : A ∈ F} ορίζουμε P0 : FE 7→ [0, 1] ως εξής:
P0(A ∩ E) = P (A).
Τότε (E,FE , P0) είναι χώρος piιθανότητας.
(Να σημειωθεί ότι δεν είναι κατάνάγκη E ∈ F ).
Παρατήρηση 1.1.31.
1. Το θεώρημα ισχύει για piεpiερασμένους χώρους μέτρου (Ω,F , µ) όpiου
δηλαδή µ(Ω) < +∞. Αρκεί η υpiοθεση (4) να αντικατασταθεί αpiό την
µ∗(E) = µ(Ω) (και όταν E ∈ F αυτή γράφεται µ(E) = µ(Ω)).
2. Το Θεώρημα αυτό δείχνει ότι σε ένα χώρο piιθανότητας (Ω,F , P ) η
σ-άλγεβρα μpiορεί να εpiεκταθεί και να piεριλαμβάνει κάθε σύνολο E piου δεν
της άνηκε και το οpiοίο έχει εξωτερικό μέτρο 1. Το αpiοτέλεσμα είναι να
῾῾ξεφορτωθούμε᾿᾿ όλα τα σημεία του Ω piου δεν ανήκουν στο E. Το
συγκεκριμένο χρησιμοpiοιείται στη Θεωρία Στοχαστικών Διαδικασιών όpiου
με κατάλληλη εpiιλογή του E μpiορούμε να έχουμε μια piιθανότητα ορισμένη
σε συγκεκριμένη κλάση υpiοσυνόλων. Ιδιαίτερα για τα μέτρα Wiener στον
RT μpiορούμε να δείξουμε ότι το σύνολο C των συνεχών συναρτήσεων έχει
εξωτερικό μέτρο 1 και έτσι μpiορούμε να piάρουμε την εpiέκταση της F
θέτοντας E = C.
1.2 Mètra ston Rm. To mètro Lebesgue
Στον χώρο Rm η κλάση
Pm = {(a1, b1]× ...× (am, bm] : ai < bi στο R} ∪ {∅}
είναι ημιδακτύλιος και μάλιστα Bm = σ ((Pm)).
Ορίζουμε λ0 :Pm 7→ [0,∞) ως εξής:
λ0(∅) = 0
λ0 ((a1, b1]× ...× (am, bm]) =
m∏
i=1
(bi − ai)
Ο κατά αυτόν τον τρόpiο ορισμός του λ0 (piάνω σε έναν ημιδακτύλιο, με
λ0(∅) = 0 και λ0(En) < +∞ ∀n ∈ N) ικανοpiοιεί τις piροϋpiοθέσεις του
Θεωρήματος Εpiέκτασης 1.1.25. (Μένει να δειχτεί ότι ισχύει η
σ-υpiοpiροσθετικότητα του λ0 piάνω σε σύνολα της Pm. [3])
Αν τώρα λ∗ είναι το εξωτερικό μέτρο το piαραγόμενο αpiό το ζεύγος (Pm, λ0)
ισχύουν τα piαρακάτω:
Θεώρημα 1.2.1. Υpiάρχει ένα μοναδικό μέτρο λ στον (Rm,Bm) τέτοιο ώστε
λ ((a1, b1]× ...× (am, bm]) =
m∏
i=1
(bi − ai).
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Αν λ∗(A) = inf
{ ∞∑
n=1
λ0(An) : An ∈Pm με A ⊂
∞⋃
n=1
An
}
το εξωτερικό μέτρο
το piαραγόμενο αpiό το ζεύγος (Pm, λ0)
τότεMλ∗ ⊃ σ(Pm) = Bm και λ∗(A) = λ(A) ∀A ∈ Bm.
Αν (Rm, B¯m, λ¯) είναι η piλήρωση του χώρου (Rm,Bm, λ) τότε
B¯m =Mλ∗ και λ∗ = λ¯.
Το μέτρο λ¯ = λ∗ στον (Rm, B¯m) = (Rm,Mλ∗) ονομάζεται μέτρο Lebesgue στον
Rm.
Αpiόδειξη. [14]
΄Αλλες ιδιότητες του μέτρου Lebesgue λ στο Rm φαίνονται στα piαρακάτω:
Θεώρημα 1.2.2.
1. λ(K) < +∞ για κάθε συμpiαγές K ⊂ Rm
2. Για κάθε A ∈Mλ∗ ισχύει
λ∗(A) = inf {λ(U) : U ανοικτό ⊂ Rm με U ⊃ A}
και συνεpiώς για κάθε ε> 0 υpiάρχει ανοικτό υpiοσύνολο U του Rm έτσι
ώστε: U ⊃ A και λ∗(U \A) < .
3. Για κάθε A ∈Mλ∗ ισχύει
λ∗(A) = sup {λ(K) : K συμpiαγές υpiοσύνολο του A}
και άρα αν λ∗(A) <∞ τότε ∀ > 0 υpiάρχει συμpiαγές
K ⊂ Rm έτσι ώστε K ⊂ A και λ∗(A \K) < .
4. Για κάθε A ∈Mλ∗ υpiάρχει ένα Fσ-σύνολο Ε και ένα Gδ-σύνολο Η έτσι
ώστε E ⊂ A ⊂ H και λ(E) = λ∗(A) = λ(H). Προφανώς λ(H \ E) = 0.
Οι piαραpiάνω ιδιότητες του μέτρου Lebesgue αναφέρονται στην τοpiολογική δομή
του Rm. Οι εpiόμενες στην αλγεβρική δομή του.
Θεώρημα 1.2.3.
1. Αν A ⊂ Rm και x ∈ Rm τότε ισχύει:
A ∈Mλ∗(Bm)⇔ A+ x ∈Mλ∗(Bm).
2. λ∗(A+ x) = λ∗(A) για κάθε A ∈Mλ∗ και x ∈ Rm.
3. Αν μ είναι μέτρο στον (Rm,Bm) με µ(K) < +∞ για κάθε συμpiαγές
K ⊂ Rm και ισχύει µ(I + x) = µ(I) για κάθε ῾῾διάστημα᾿᾿ I ⊂ Rm και
x ∈ Rm τότε υpiάρχει σταθερά a ≥ 0 έτσι ώστε µ(A) = aλ(A),∀A ∈ Bm.
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Το τελευταίο Θεώρημα δηλώνει ότι το μέτρο Lebesgue στο (Rm,Bm) είναι το
῾῾μοναδικό᾿᾿ (piαρά μια piολλαpiλασιαστική σταθερα) μέτρο Haar (αναλλοίωτο στις
μεταθέσεις) piου (οφείλει να) υpiάρχει στην ῾῾τοpiικά συμpiαγή Τοpiολογική
αβελιανή ομάδα᾿᾿ (Rm,+).
Το εpiόμενο θεώρημα αφορά σε κατασκευή μέτρων piιθανότητας στο R.
Προηγουμένως όμως ο ορισμός:
Ορισμός 1.2.4. Μια συνάρτηση F : R 7→ R ονομάζεται συνάρτηση
κατανομής όταν και μόνο όταν είναι αύξουσα,δεξιά συνεχής και
lim
t 7→−∞F (t) = 0 , limt 7→+∞F (t) = 1.
Αν τώρα F είναι μια σ.κ. ορίζουμε P0 :P1 7→ [0, 1] ως εξής:
P0(∅) = 0 και P0 ((a, b]) = F (b)− F (a)
Αpiοδεικνύεται ότι το ζεύγος (P1, P0) ικανοpiοιεί τις αpiαιτήσεις του Θεωρήματος
Εpiέκτασης 1.1.26. για μέτρα piιθανότητας . Συνεpiώς:
Θεώρημα 1.2.5. Δοθείσης μιας σ.κ. F , υpiάρχει ένα μοναδικό μέτρο
piιθανότητας P στον (R,B1) τέτοιο ώστε P ((a, b]) = F (b)− F (a) για όλα τα
a < b στο R.
Παρατήρηση 1.2.6. Το αντίστροφο αpiοδεικνύεται εύκολα,δηλαδή:
Δοθέντος ενός μέτρου piιθανότητας P στον (R,B1) υpiάρχει μια μοναδική σ.κ.
τέτοια ώστε P ((a, b]) = F (b)− F (a).
Πρόκειται βέβαια για την F (t) = P ((−∞, t]) , t ∈ R.
΄Ωστε η σχέση P ((a, b]) = F (b)− F (a) ορίζει αμφιμονοσήμαντη αντιστοιχία
μεταξύ του συνόλου μέτρων piιθανότητας στον (R,B) και του συνόλου των
συναρτήσεων κατανομής στο R. Δηλαδή μέτρα piιθανότητας και συναρτήσεις
κατανομής στο R ῾῾ταυτίζονται᾿᾿.
1.3 Metr simec ApeikonÐseic
Ορισμός 1.3.1. ΄Εστω μετρήσιμοι χώροι (X,F ) και (Y,H ). Μια αpiεικόνιση
f : X 7→ Y ονομάζεται F −H μετρήσιμη όταν και μόνο όταν f−1(B) ∈ F για
κάθε B ∈H .
Πρόταση 1.3.2. Στα piλαίσια του ορισμού υpiοθέτουμε ότι H = σ(E ).Τότε
ισχύει: Η f είναι F −H μετρήσιμη όταν και μόνο όταν f−1(B) ∈ F για κάθε
B ∈ E .
Αpiόδειξη. Η κλάση A = {B ∈H : f−1(B) ∈ F} εpiαληθεύεται ότι είναι
σ-άλγεβρα και αφού A ⊃ E έχουμε ότι A ⊃H .
Πρόταση 1.3.3. Στα piλαίσια του ορισμού υpiοθέτουμε ότι Y είναι μετρικός
χώρος με μετρική d και ότι H = σ(E ) όpiου E το σύνολο των ανοικτών (δηλαδή
η H είναι η σ-άλγεβρα Borel ).
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΄Εστω ακολουθία F −H μετρήσιμων αpiεικονίσεων fn : X 7→ Y , n ∈ N και
υpiοθέτουμε ότι για την f : X 7→ Y ισχύει :f(x) =
d
lim
n
fn(x) για κάθε x ∈ X.
Τότε η f : X 7→ Y είναι F −H μετρήσιμη.
Αpiόδειξη. (Σύντομη):
Για τυχόν ανοικτό U ∈ E θέτουμε Uk =
{
y ∈ Y : d(y, U c) > 1k
}
, k = 1, 2, ....
Τότε U =
∞⋃
k=1
Uk και συνεpiώς f−1(U) =
∞⋃
k=1
f−1(Uk).
΄Ομως f−1(Uk) =
∞⋃
m=1
⋂
n≥m
f−1n (Uk) και Uk ∈ E .
Ορισμός 1.3.4. ΄Εστω τυχόν σύνολο X 6= ∅ και (Y,H ) μετρήσιμος χώρος.
΄Εστω ακόμα Γ ⊂ Y X μη-κενό σύνολο συναρτήσεων με piεδίο ορισμού το X και
piεδίο τιμών το Y . Ως σ-άλγεβρα piαραγόμενη αpiό τις συναρτήσεις Γ
ορίζεται η
σ(Γ) = σ
({f−1(A) : f ∈ Γ, A ∈H })
Πρόκειται βέβαια για την ελάχιστη σ-άλγεβρα (με την έννοια του ⊂) piου καθιστά
μετρήσιμες τις συναρτήσεις Γ. Αpiοδεικνύεται ότι· αν H = σ(E ) τότε
σ(Γ) = σ
({f−1(A) : f ∈ Γ, A ∈ E })
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Keflaio 2
Mètra Radon
(pijanìthtac) se Top.
Q¸rouc Hausdorff
2.1 Mètra Radon se topologikoÔc q¸rouc
΄Ενα μέτρο είναι κανονικό αν όλες οι τιμές του μpiορούν να υpiολογιστούν αpiό τις
τιμές του στα σύνολα με τοpiολογικό ενδιαφέρον (ανοικτά και συμpiαγή).Αν
εpiιθυμούμε να συνδέσουμε τη μετροθεωρητική δομή του X με την τοpiολογική
του δομή τότε αυτό μpiορεί να γίνει μόνο μέσω των κανονικών μέτρων. Η
μετροθεωρητική συμpiεριφορά μη κανονικών μέτρων είναι piαθολογική.
Ορισμός 2.1.1. ΄Εστω (X, T ) τοpiολογικός χώρος. Ονομάζεται σ-άλγεβρα
Borel η piαραγόμενη αpiό το σύνολο των ανοικτών του X, είναι δηλαδή
B = σ(T ).
Προφανώς στη σ-άλγεβρα Borel B = σ(T ) ενός τοpiολογικού χώρου (X, T )
piεριλαμβάνονται όλα τα ανοικτά, κλειστά και συμpiαγή, δηλαδή T ,G ,K ⊂ B.
Παρατήρηση 2.1.2. Αν E είναι μια αριθμήσιμη βάση του τοpiολογικού χώρου
(X, T ) τότε σ(E ) = B.
Ορισμός 2.1.3. ΄Εστω (X, T ) τοpiολογικός χώρος και σ-άλγεβρα
A ⊃ B = σ(T ) όpiου B η σ-άλγεβρα Borel.
• Ονομάζεται μέτρο Borel στον X ένα μέτρο στον μετρήσιμο χώρο (X,B).
΄Ενα μέτρο µ στον (X,A ) ονομάζεται κανονικό μέτρο όταν και μόνο όταν
ικανοpiοιούνται οι piαρακάτω αpiαιτήσεις:
1. µ(K) < +∞ για κάθε συμpiαγές K ∈ K
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2. Για κάθε A ∈ A ισχύει:
µ(A) = inf{µ(U) : U ανοικτό με U ⊃ A} εξωτερική κανονικότητα
3. Για κάθε ανοικτό U ∈ T ισχύει:
µ(U) = sup{µ(K) : K συμpiαγές με K ⊂ U} εσωτερική κανονικότητα
Ο χώρος (X,A , µ) λέγεται χώρος κανονικού μέτρου.
• Ονομάζεται μέτρο Radon στον X ένα μέτρο µ στον (X,B) piου ικανοpiοιεί
τις piαρακάτω αpiαιτήσεις:
i. Για κάθε x ∈ X υpiάρχει ανοικτή piεριοχή U του x με µ(U) < +∞.
ii. µ(A) = sup{µ(K) : K συμpiαγές ⊂ A} για κάθε A ∈ B.
Προφανώς αν δύο κανονικά μέτρα στον (X,A ) ,έστω µ, ν συμpiίpiτουν στο K
(κλάση κλειστή στις piεpiερασμένες τομές) τότε συμpiίpiτουν στο A .
Παρατήρηση 2.1.4.
1. ΄Εστω ότι ο χώρος X είναι Hausdorff. Τότε κάθε συμpiαγές είναι κλειστό
άρα ανήκει στην A ⊃ B(X). ΄Ετσι οι αpiαιτήσεις 1,3 έχουν νόημα.
2. Αν μ είναι μέτρο Radon τότε αpiό την 1 συνάγεται άμεσα ότι µ(K) < +∞
για κάθε K ∈ K . Ακόμα piερισσότερο αν X =
∞⋃
n=1
Un με Un ∈ T και
µ(Un) < +∞, n ∈ N τότε το μέτρο Radon µ είναι κανονικό.
Συνεpiώς κάθε piεpiερασμένο μέτρο Radon είναι και κανονικό μέτρο.
Πρόταση 2.1.5. ΄Εστω τοpiολογικός χώρος (X, T ) και σ-άλγεβρα A ⊃ B.
΄Εστω µ μέτρο Radon στον (X,A ). Ισχύουν τα piαρακάτω:
1. Αν A ∈ A με A =
∞⋃
n=1
An όpiου An ∈ A και µ(An) < +∞ (το A είναι
σ-piεpiερασμένου μέτρου µ) τότε
µ(A) = sup{µ(K) : K συμpiαγές ⊂ A} (∗)
Ιδιαίτερα η (∗) ισχύει για όλα τα A ∈ A όταν X =
∞⋃
n=1
En με En ∈ A και
µ(En) < +∞ (δηλ. όταν το μέτρο είναι σ-piεpiερασμένο).
2. Για κάθε A ∈ A όpiως piαραpiάνω ισχύει:
µ(A) = sup{µ(F ) : F κλειστό ⊂ A}
Η ιδιότητα αυτή θα αναφέρεται ως ῾῾κλειστή κανονικότητα᾿᾿.
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Αpiόδειξη.
1. • ΄Εστω µ(A) <∞ και  > 0. Τότε αρκεί να αpiοδειχθεί ότι υpiάρχουν
K,G ⊂ X όpiου K συμpiαγές, G ανοικτό τέτοια ώστε
K ⊂ A ⊂ G και µ(G \K) < .
Αφού το µ είναι μέτρο Radon τότε υpiάρχει G ανοικτό τέτοιο ώστε
A ⊂ G και µ(G) < µ(A) + . Ακόμα λόγω κανονικότητας υpiάρχει K
συμpiαγές τέτοιο ώστε K ⊂ G και µ(K) > µ(G)− . Αφού
µ(G \A) <  μpiορούμε να εpiιλέξουμε W ⊃ G \A τέτοιο ώστε
µ(W ) < . Το σύνολο K \W είναι συμpiαγές υpiοσύνολο του A και
ικανοpiοιεί
µ(K \W ) = µ(K)− µ(K ∩W ) > µ(G)− 2 ≥ µ(A)− 2
Αφού  αυθαίρετο τότε ισχύει
µ(A) = sup{µ(K) : K ⊂ A,K συμpiαγές}
• ΄Εστω ότι το A είναι σ-piεpiερασμένο, δηλαδή
A =
∞⋃
n=1
An, An ∈ A , µ(An) <∞. Τότε
µ(A) = sup{µ(
m⋃
n=1
An),m = 1, 2, ...} και αφού µ(
m⋃
n=1
An) <∞ τότε
λόγω της piροηγούμενης piερίpiτωσης
µ(
m⋃
n=1
An) = sup{µ(K) : K ⊂
m⋃
n=1
An K συμpiαγές}.
΄Αρα
µ(A) = sup{µ(K) : K συμpiαγέςK ⊂
m⋃
n=1
Am για κάpiοιο m = 1, 2, ...}
2. Προφανές αφού K ⊂ G και η µ είναι μονότονη.
Αντίστροφα τώρα, αν έχουμε ένα μέτρο Borel µ στον (X,B) το οpiοίο είναι
piεpiερασμένο (ή σ-piεpiερασμένο) και για κάθε μετρήσιμο σύνολο ισχύει η
εσωτερική κανονικότητα, τότε το μέτρο είναι Radon.
Πρόταση 2.1.6. ΄Εστω τοpi. χώρος (X, T ) και μέτρο µ στον (X,B) piου
ικανοpiοιεί τις αpiαιτήσεις:
1. µ(A) = sup{µ(K) : K συμpiαγές ⊂ A} για κάθε A ∈ B.
2. X =
∞⋃
n=1
Un με Un ανοικτό και µ(Un) < +∞.
Τότε το μέτρο µ είναι Radon. Ιδιαίτερα το συμpiέρασμα ισχύει αν αντί της 2.
υpiοθέσουμε αpiλώς ότι µ(X) < +∞.
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Αpiόδειξη. Για τυχόν συμpiαγές K ∈ K είναι K ⊂
∞⋃
n=1
Un και συνεpiώς
K ⊂
m⋃
k=1
Unk άρα µ(K) ≤
m∑
k=1
µ(Unk) < +∞.
Ακόμα µ(B) = sup{µ(F ) : F κλειστό ⊂ B} για τυχόν B ∈ B αφού K ⊂ G και
µ είναι μονότονη. Αν τώρα το A ∈ B είναι υpiοσύνολο ενός Uk τότε
µ(Uk \A) = sup{µ(F ) : F κλειστό ⊂ Uk \A} και συνεpiώς για τυχόν θ > 0
υpiάρχει κλειστό υpiοσύνολο F ⊂ Uk \A με
µ(Uk)− µ(A)− θ < µ(F ) ≤ µ(Uk)− µ(A)
και γράφοντας µ(F ) = µ(Uk)− µ(Uk \ F ) και V = Uk \ F έχουμε
µ(A) ≤ µ(V ) < µ(A) + θ όpiου V ανοικτό ⊃ A
Αpiό την 2 μpiορούμε να έχουμε X =
∞⋃
n=1
Γn με Γn ∈ B, ξένα μεταξύ τους και
Γn ⊂ Un, n ∈ N. (Αρκεί να piάρουμε Γ1 = U1 και
Γn = Un \ (
n−1⋃
i=1
Ui), n > 1).Συνεpiώς το τυχόν B ∈ B μpiορεί να γραφεί ως
B =
∞⋃
n=1
(B ∩ Γn) =
∞⋃
n=1
Bn όpiου Bn = B ∩ Γn, n ∈ N είναι ξένα μεταξύ τους και
Bn ⊂ Un για κάθε n ∈ N. Σύμφωνα με τα piαραpiάνω για κάθε Bn και τυχόν
 > 0 υpiάρχει ανοικτό Vn ⊃ Bn έτσι ώστε να ισχύει:
µ(Vn) < µ(Bn) +

2n
, n ∈ N
Θέτοντας U =
∞⋃
n=1
Vn έχουμε U ανοικτό ⊃ B και
µ(B) ≤ µ(U) ≤
∞∑
n=1
µ(Vn) <
∞∑
n=1
µ(Bn) +
∞∑
n=1

2n
= µ(B) + 
δηλαδή µ(B) = inf{µ(U) : U ανοικτό ⊃ B} για τυχόν B ∈ B.
΄Ωστε το μέτρο µ είναι Radon.
Παρατήρηση 2.1.7. Οι δύο αυτές Προτάσεις μας υpiοδεικνύουν ότι αν για ένα
μέτρο Radon µ ισχύει µ(X) <∞ τότε αυτό είναι και κανονικό αλλά και
αντίστροφα ότι ένα σ-piεpiερασμένο κανονικό μέτρο µ είναι μέτρο Radon .
Πρόταση 2.1.8. ΄Εστω (X, Tx), (Y, TY ) τοpiολογικοί χώροι και f : X 7→ Y
συνεχής. ΄Εστω µ μέτρο Radon στον (X,BX), µ(X) <∞ και ορίζουμε
ν(B) = µ(f−1(B)) , B ∈ BY
Τότε το ν είναι μέτρο Radon στον (Y,BY ) και ν(Y ) = µ(X).
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Αpiόδειξη. Αρχικά αpiοδεικνύεται ότι το ν είναι μέτρο στον (Y,BY ).
Τώρα, αφού f συνεχής τότε θα είναι και μετρήσιμη άρα για κάθε B ∈ BY θα
έχουμε ότι f−1(B) ∈ BX οpiότε για  > 0 υpiάρχει συμpiαγές K ⊂ f−1(B) με
µ(f−1(B) \K) <  λόγω της εσωτερικής κανονικότητας του µ.
Ακόμα έχουμε ότι το σύνολο f(K) είναι συμpiαγές στον Y (αφού f συνεχής)και
ισχύει
ν(B \ f(K)) = µ(f−1(B \ f(K)))
= µ(f−1(B) \ f−1(f(K)))
≤ µ(f−1(B) \K) < 
δηλαδή ν(B) \ ν(f(K)) <  όpiου K συμpiαγή, οpiότε ν(B)ν(f(K)) + 
Συνεpiώς
ν(B) = sup{ν(f(K)) : f(K) συμpiαγές ⊂ B}
και εpiιpiλέον ν(Y ) = µ(X) < +∞.
΄Αρα ισχύει η εσωτερική κανονικότητα για κάθε B ∈ BY και ν(Y ) < +∞
οpiότε το μέτρο ν είναι Radon στον (Y,BY ).
Πρόταση 2.1.9. ΄Εστω τοpi.χώρος (X, T ) και µ μέτρο Radon στον (X,B).
΄Εστω I 6= ∅ και {Ui, i ∈ I} ⊂ T τέτοιο ώστε: για οpiοιαδήpiοτε i, j ∈ I υpiάρχει
k ∈ I με Ui ∪ Uj ⊂ Uk. Τότε ισχύει:
µ
(⋃
i∈I
Ui
)
= sup{µ(Ui) : i ∈ I}
Ιδιαίτερα αν Λ 6= ∅ και {Vλ, λ ∈ Λ} ⊂ T .
τότε
µ(
⋃
λ∈Λ
Vλ) = sup
{
µ(
⋃
λ∈I
Vλ) : i piεpiερασμένο υpiοσύνολο ⊂ Λ
}
Αpiόδειξη. ΄Εστω s = sup{µ(Ui) : i ∈ I}. Προφανώς s ≤ µ(
⋃
i∈I
Ui).
Αpiό την άλλη µ(
⋃
i∈I
Ui) = sup{µ(K) : K συμpiαγές ⊂
⋃
i∈I
Ui}. ΄Ομως για τυχόν
K ∈ K με K ⊂ ⋃
i∈I
Ui ισχύει K ⊂
m⋃
k=1
Uik και αpiό υpiόθεση υpiάρχει j ∈ I τέτοιο
ώστε
m⋃
k=1
Uik ⊂ Uj και συνεpiώς µ(K) ≤ µ(Uj) για κάpiοιο j ∈ I.
΄Αρα µ(K) ≤ sup{µ(Ui) : i ∈ I} = s για κάθε K ∈ K με K ⊂
⋃
i∈I
Ui και
συνεpiώς µ(
⋃
i∈I
Ui) ≤ s. ΄Ομως ήδη έχουμε s ≤ µ(
⋃
i∈I
Ui).
Για τον δεύτερο ισχυρισμό αρκεί να piάρουμε I = {i ⊂ Λ : i piεpiερασμένο},
Ui =
⋃
λ∈I
Vλ και να εφαρμόσουμε τα piροηγούμενα.
17
Πρόταση 2.1.10. ΄Εστω µ, ν piεpiερασμένα μέτρα στον (X,B) όpiου X τοpi.
χώρος και υpiοθέτουμε ότι το µ είναι Radon, ότι µ(X) = ν(X) και ότι ν ≤ µ.
Τότε ν = µ.
Αpiόδειξη. ΄Εστω ότι δεν είναι ν = µ, δηλαδή υpiάρχει A ∈ B με ν(A) < µ(A).
Εpiειδή µ είναι μέτρο Radon για τυχόν  > 0 υpiάρχει συμpiαγές K ⊂ A με
µ(A) < µ(K) +  οpiότε για  = µ(A)− ν(A) έχουμε
ν(A) < µ(K) με K ⊂ A.
Αpiό τις σχέσεις :
• Kc ⊃ Ac
• την μονοτονία του µ
• και ν ≤ µ
συμpiεραίνουμε ότι ν(Ac) ≤ µ(Kc). Προσθέτοντας κατά μέλη τις δύο τελευταίες
ανισότητες συμpiεραίνουμε ότι ν(X) < µ(X) - ΄Ατοpiο.
2.2 Kataskeu  mètrwn Radon
Σε αντιστοιχία με την κατασκευή μέτρων σε αυθαίρετους χώρους, θα
αναpiτύξουμε αpiοτελέσματα κατασκευής κανονικών μέτρων και μέτρων Radon σε
τοpi. χώρους Hausdorff .
Θεώρημα 2.2.1. ΄Εστω τοpi. χώρος (X, T ) (Hausdorff) και μια
συνολοσυνάρτηση µ : B 7→ [0,∞) τέτοια ώστε:
i. Αν A,B ∈ B με A ∩B = ∅ τότε µ(A ∪B) = µ(A) + µ(B)
ii. Αν A ∈ B τότε µ(A) = sup{µ(K) : K συμpiαγές ⊂ A}
Τότε το µ είναι κανονικό μέτρο στον (X,B).
Αpiόδειξη. Θα δείξουμε κατὰρχήν ότι για τυχαία {Bn} ⊂ B με Bn ⊃ Bn+1 και∞⋂
n=1
Bn = ∅ ισχύει
lim
n
µ(Bn) = 0
Πράγματι λόγω της (ii.) για τυχόν  > 0 και έκαστο n ∈ N υpiάρχουν συμpiαγή
Kn ∈ K με Kn ⊂ Bn και µ(Bn −Kn) ≤ 2n+1 . Προφανώς
∞⋂
i=1
Ki = ∅ και
συνεpiώς (χαρακτηριστική ιδιότητα των συμpiαγών) υpiάρχει n0 ∈ N τέτοιο ώστε
n0⋂
i=1
Ki = ∅. Συνεpiώς έχουμε:
Bn0 = Bn0 \
n0⋂
i=1
Ki =
n0⋂
i=1
Bi \
n0⋂
i=1
Ki ⊂
n0⋃
i=1
(Bi \Ki)
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και άρα
µ(Bn0) ≤
n0∑
i=1
µ(Bi \Ki) ≤
n0∑
i=1

2i+1
< .
΄Ομως η {Bn} φθίνουσα άρα µ(Bn) <  ∀n ≥ n0.
Τότε έχουμε ότι το ζεύγος (B, µ) ικανοpiοιεί τις αpiαιτήσεις του Θεωρήματος
Εpiέκτασης άρα το µ είναι μέτρο στο B, δηλαδή η µ είναι σ-piροσθετική για την
{An}n ακολουθία ξένων ανά δύο συνόλων.
Συνεpiώς έχουμε μέτρο µ στον (X,B) τέτοιο ώστε µ : B 7→ [0,∞)
(piεpiερασμένο) και µ(A) = sup{µ(K) : K ⊂ A συμpiαγές} (εσωτερική
κανονικότητα).
Τότε το µ είναι κανονικό.
Θεώρημα 2.2.2. ΄Εστω τοpi. χώρος (X, T ) Hausdorff και συνολοσυνάρτηση
τ : K 7→ [0,∞) piου ικανοpiοιεί τις piαρακάτω αpiαιτήσεις:
i. K1 ⊂ K2 ⇒ τ(K1) ≤ τ(K2)
ii. τ(K1 ∪K2) ≤ τ(K1) + τ(K2)
iii. τ(K1 ∪K2) = τ(K1) + τ(K2) όταν K1 ∩K2 = ∅
iv. ∀ > 0 και ∀K ∈ K υpiάρχει ανοικτό U ⊃ K με τ(C) < τ(K) +  για κάθε
C ∈ K με K ⊂ C ⊂ U .
Τότε η τ εpiεκτείνεται κατά μοναδικό τρόpiο σε ένα κανονικό μέτρο µ στον
(X,B). Αν εpiιpiλέον η τ είναι φραγμένη και ισχύει sup{τ(K) : K ∈ K } = 1
τότε το μέτρο µ είναι μέτρο piιθανότητας.
Προκειμένου να δείξουμε ότι η συνολοσυνάρτηση τ εpiεκτείνεται σε ένα μοναδικό
κανονικό μέτρο µ στον (X,B) θα piρέpiει piρώτα να αpiοδειθχούν τα piαρακάτω
Λήμματα:
Λήμμα 2.2.3. ΄Εστω τοpiολογικός χώρος Hausdorff (X, T ) και ανοικτά
U1, U2 ∈ T . ΄Εστω συμpiαγές K ∈ K με K ⊂ U1 ∪ U2. Τότε υpiάρχουν συμpiαγή
K1,K2 ∈ K με K = K1 ∪K2 και K1 ⊂ U1 , K2 ⊂ U2.
Αpiόδειξη. Τα σύνολα K ∩ U c1 , K ∩ U c2 είναι ξένα και συμpiαγή και άρα (X
Hausdorff) υpiάρχουν ανοικτά V1, V2 με V1 ⊃ K ∩ U c1 ,V2 ⊃ K ∩ U c2 και
V1 ∩ V2 = ∅. Θέτουμε K1 = K ∩ V c1 και K2 = K ∩ V c2 .
Τα K1,K2 είναι συμpiαγή και είναι τα ζητούμενα.
Λήμμα 2.2.4. ΄Εστω H κλάση υpiοσυνόλων του συνόλου S με ∅ ∈ H. ΄Εστω
λ : H 7→ [0,∞] με λ(∅) = 0 και έστω μ το εξωτερικό μέτρο το piαραγόμενο αpiό το
ζεύγος (H, λ). ΄ΕστωMµ = {X ⊂ S : µ(A ∩X) + µ(A ∩Xc) = µ(A) ∀ A ⊂ S}
η σ-άλγεβρα των μετρήσιμων υpiοσυνόλων του S.
Τότε X ∈Mµ ⇔ λ(A) ≥ µ(A∩X) +µ(A∩XC) για κάθε A ∈ H με λ(A) <∞.
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Αpiόδειξη. (⇒) ΄Εστω X ∈Mµ τότε µ(A ∩X) + µ(A ∩Xc) = µ(A). ΄Ομως
µ(A) ≤ λ(A) για κάθε A ∈ H. ΄Αρα µ(A ∩X) + µ(A ∩Xc) ≤ λ(A).
(⇐) ΄Εστω τυχόν T ⊂ S. ΄Εχουμε ότι µ(T ) ≤ µ(T ∩X) + µ(T ∩Xc) διότι το µ
είναι υpiοpiροσθετικό.
Αρκεί λοιpiόν να δείξουμε ότι µ(T ) ≥ µ(T ∩X) + µ(T ∩XC) και μάλιστα για την
piερίpiτωση µ(T ) < +∞. Πράγματι για τυχόν  > 0 αpiό τον ορισμό του μ υpiάρχει
μια οικογένεια {An, n ∈ N} ⊂ H με
⋃
n
An ⊃ T και
∞∑
n=1
λ(An) < µ(T ) +  (1)
Εpiειδή T ∩X ⊂
∞⋃
n=1
An
⋂
X και T ∩Xc ⊂ ⋃
n
An ∩Xc θα είναι:
µ(T ∩X) ≤
∞∑
n=1
µ(An ∩X) και µ(T ∩Xc) ≤
∞∑
n=1
µ(An ∩Xc) άρα
µ(T ∩X) + µ(T ∩Xc) ≤
∞∑
n=1
[µ(An ∩X) + µ(An ∩Xc)] (2)
Αpiό την (1) εpiειδή µ(T ) < +∞ έχουμε ότι ∑λ(An) < +∞ άρα λ(An) <∞ και
αpiό την υpiόθεση ότι µ(An ∩X) + µ(An ∩Xc) ≤ λ(An) ∀n ∈ N.
΄Ετσι αpiό (2), (1) έχουμε για κάθε  > 0
µ(T ∩X) + µ(T ∩Xc) ≤
∞∑
n=1
λ(An) < µ(T ) + 
΄Ωστε µ(T ) ≥ µ(T ∩X) + µ(T ∩Xc) για κάθε T ⊂ S.
Αpiόδειξη του Θεωρήματος 2.2.2. :
Ορίζουμε τ∗ : T 7→ [0,∞] ως ακολούθως
τ∗(U) = sup{τ(K) : K ∈ K με K ⊂ U} , U ∈ T
΄Εστω μ το εξωτερικό μέτρο το piαραγόμενο αpiό το ζεύγος (T , τ∗). Προφανώς
ισχύει ότι
µ(U) ≤ τ∗(U) ∀U ∈ T
1. Mµ ⊃ T
Σύμφωνα με το Λήμμα 2.2.4. αρκεί να δείξουμε ότι
τ∗(A) ≥ µ(A ∩B) + µ(A ∩Bc) για όλα τα A,B ∈ T με τ∗(A) < +∞.
Πράγματι:
Για τυχόν D ∈ K με D ⊂ A ∩B ισχύουν τα piαρακάτω:
για όλα τα E ∈ K με E ⊂ A ∩DC έχουμε
D ∪ E ∈ K , D ∪ E ⊂ A και D ∩ E = ∅
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και άρα τ∗(A) ≥ τ(D ∪ E) = τ(D) + τ(E)
(η τ είναι αpiλά piροσθετική στο K).
Αpiό την τελευταία ανισότητα piαίρνουμε
sup{τ(E) : E ∈ K με E ⊂ A ∩Dc} ≤ τ∗(A)− τ(D)
και εpiειδή A ∩DC ∈ T τότε
τ∗(A) ≥ τ∗(A ∩Dc) + τ(D) για κάθε D ∈ K με D ⊂ A ∩B (?)
Τώρα για όλα τα D ∈ K με D ⊂ A ∩B έχουμε τα εξής: A ∩Dc ⊃ A ∩Bc
και A ∩Dc ∈ T άρα µ(A ∩Bc) ≤ τ∗(A ∩Dc) οpiότε λόγω της (?)
συμpiεραίνουμε ότι
τ∗(A) ≥ µ(A ∩Bc) + τ(D) για όλα τα D ∈ K : D ⊂ A ∩B
Αpiό αυτή και το sup{τ(D) : D ∈ K με D ⊂ A ∩B} = τ∗(A ∩B)
έχουμε τ∗(A) ≥ µ(A ∩Bc) + τ∗(A ∩B).
΄Ομως τ∗(A ∩B) ≥ µ(A ∩B) και συνεpiώς το ζητούμενο.
2. Η τ∗ είναι μονότονη και σ-υpiοpiροσθετική στο T .
Η μονοτονία είναι άμεση λόγω της μονοτονίας της τ .
Θα δείξουμε τώρα ότι η τ∗ είναι αpiλά υpiοpiροσθετική στο T . Πράγματι:
΄Εστω U1, U2 ∈ T . Για τυχόν K ⊂ U1∪U2 και σύμφωνα με το Λήμμα 2.2.3.
υpiάρχουν συμpiαγή K1,K2 με K1 ⊂ U1,K2 ⊂ U2 και K = K1 ∪K2. ΄Αρα:
τ(K) = τ(K1 ∪K2) ≤ τ(K1) + τ(K2) ≤ τ∗(U1) + τ∗(U2)
και συνεpiώς sup{τ(K) : K ∈ K με K ⊂ U1 ∪ U2} ≤ τ∗(U1) + τ∗(u2).
΄Ομως sup{τ(K) : K ⊂ U1 ∪ U2, K συμpiαγές} = τ∗(U1 ∪ U2).
Οpiότε
τ∗(U1 ∪ U2) ≤ τ∗(U1) + τ∗(U2)
Θα δείξουμε τώρα ότι η τ∗ είναι σ-υpiοpiροσθετική στο T .
΄Εστω {Un, n ∈ N} ⊂ T . Για τυχόν K ∈ K με K ⊂
∞⋃
n=1
Un υpiάρχει
piεpiερασμένη υpiοκάλυψη, δηλαδή K ⊂
m⋃
k=1
Unk οpiότε τ(K) ≤ τ∗(
m⋃
k=1
Unk).
Λόγω (αpiλής) υpiοpiροσθετικότητας της τ∗ ισχύει
τ∗(
m⋃
k=1
Unk) ≤
m∑
k=1
τ∗(Unk) άρα τ(K) ≤
∞∑
n=1
τ∗(Un) για όλα τα συμpiαγή
K ⊂
∞⋃
n=1
Un.
Συνεpiώς η τ∗ είναι σ-υpiοpiροσθετική στο T .
3. µ(U) = τ∗(U) για κάθε U ∈ T .
Προφανώς µ(U) ≤ τ∗(U), U ∈ T .
Αρκεί να δείξουμε ότι µ(U) ≥ τ∗(U) για µ(U) < +∞.
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Τότε :
µ(U) = inf
{ ∞∑
n=1
τ∗(Vn) : Vn ∈ T και
∞⋃
n=1
Vn ⊃ U
}
.
΄Ομως η τ∗ είναι σ-υpiοpiροσθετική και μονότονη, άρα για οpiοιαδήpiοτε
οικογένεια {Vn, n ∈ N} ⊂ T με
∞⋃
n=1
Vn ⊃ U ισχύει
∞∑
n=1
τ∗(Vn) ≥ τ∗(
∞⋃
n=1
Vn) ≥ τ∗(U).
΄Αρα µ(U) ≥ τ∗(U) ∀U ∈ T .
4. µ(A) = inf{µ(U) : U ∈ T με U ⊃ A} ∀A ⊂ X (εξωτερική κανονικότητα).
• Για µ(A) = +∞ είναι άμεση.
• Για µ(A) < +∞ και  > 0 υpiάρχει {Un, n ∈ N} ⊂ T με
∞⋃
n=1
Un ⊃ A
με
µ(A) ≤
∞∑
n=1
τ∗(Un) < µ(A) + 
Αν θέσουμε V =
∞⋃
n=1
Un τότε V ⊃ A, V ∈ T και
µ(A) ≤ µ(V ) ≤
∞∑
n=1
µ(Un) ≤
∞∑
n=1
τ∗(Un)
συνεpiώς µ(A) ≤ µ(V ) < µ(A) + 
5. µ(K) = τ(K) ∀K ∈ K
΄Εστω τυχόν K ∈ K. Σύμφωνα με το 3,4
µ(K) = inf{τ∗(U) : U ∈ T με U ⊃ K}
΄Ομως αpiό τον ορισμό της τ∗ ισχύει τ∗(U) ≥ τ(K) όταν U ∈ T ,K ∈ K και
U ⊃ K. ΄Αρα µ(K) ≥ τ(K).
Εξάλλου για τυχόν  > 0 υpiάρχει αpiό υpiόθεση U ∈ T με U ⊃ K και
τ(C) < τ(K) +  όταν C ∈ K και K ⊂ C ⊂ U. Τότε λόγω της μονοτονίας
της τ και εpiειδή τ(C) < τ(K) +  έχουμε:
τ∗(U) = sup{τ(C) : C ∈ K με K ⊂ C ⊂ U} ≤ τ(K) + 
΄Ομως τ∗(U) = µ(U) για κάθε U ∈ T
΄Αρα µ(U) ≤ τ(K) + .
και U ⊃ K άρα µ(K) ≤ µ(U) ≤ τ(K) +  ∀ > 0
Συνεpiώς µ(K) ≤ τ(K) + .
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Παρατήρηση 2.2.5. Η συνθήκη (iv.)⇔ ∀ > 0 ∀K ∈ K υpiάρχει U ∈ T με
U ⊃ K και τ(C) ≤ τ(K) +  ∀C ∈ K : C ⊂ U .
Πράγματι αν ισχύει η (iv.) και συνεpiώς τ(Λ) < τ(K) +  ∀Λ ∈ K : K ⊂ Λ ⊂ U
και για τυχόν C ∈ K με C ⊂ U έχουμε K ∪ C ∈ K και K ⊂ K ∪ C ⊂ U και
συνεpiώς τ(K ∪ C) < τ(K) +  και αφού η τ μονότονη τ(C) < τ(K) + 
΄Ενα ακόμα σημαντικό για τη συνέχεια αpiοτέλεσμα κατασκευής κανονικών
μέτρων είναι το ακόλουθο.
Θεώρημα 2.2.6. ΄Εστω (X, T ) τοpi. χώρος Hausdorff και A μια άλγεβρα
υpiοσυνόλων του X με A ⊂ BX . ΄Εστω συνολοσυνάρτηση τ : A 7→ [0,∞) piου
ικανοpiοιεί τις
i. τ(X) = 1
ii. Αν A,B ∈ A με A ∩B = ∅ τότε τ(A ∪B) = τ(A) + τ(B) (αpiλά
piροσθετική)
iii. Για κάθε B ∈ A είναι τ(B) = sup{τ(F ) : F κλειστό, F ∈ A , F ⊂ B}
iv. Για κάθε  > 0 υpiάρχει συμpiαγές K ⊂ X τέτοιο ώστε τ(B) > 1−  για
κάθε B ∈ A με B ⊃ K
v. Η άλγεβρα A piεριέχει μια βάση της τοpiολογίας T .
Τότε υpiάρχει μοναδικό κανονικό μέτρο (piιθανότητας) µ στον (X,BX) piου
εpiεκτείνει την τ .
Για την αpiόδειξη χρειαζόμαστε τα εξής:
Ορισμός 2.2.7. ΄Εστω X ένα οpiοιοδήpiοτε σύνολο και {Aλ, λ ∈ Λ} μια
οικογένεια υpiοσυνόλων του X. οικογένεια αυτή λέγεται ανοδικά
διευθυνόμενη όταν ισχύει η εξής ιδιότητα:
Για οpiοιαδήpiοτε Aa, Ab αpiό αυτήν υpiάρχει Aγ ∈ {Aλ} με
Aa ∪Ab ⊂ Aγ .
Λήμμα 2.2.8. ΄Εστω ανοδική ανοικτών {Uλ} ⊂ A με
⋃
λ
Uλ = X.
Τότε ισχύει: sup
λ
τ(Uλ) = 1.
Αpiόδειξη. Πράγματι· ΄Εστω  > 0 και συμpiαγές K ⊂ X τέτοιο ώστε:
τ(B) > 1−  ∀B ∈ A με B ⊃ K. Τότε υpiάρχει piεpiερασμένο I ⊂ Λ με
K ⊂
⋃
λ∈I
Uλ ∈ A και αpiό τη μονοτονία της τ έχουμε
1 ≥ τ(
⋃
λ∈I
Uλ) > 1− 
΄Ομως {Uλ} ανοδική άρα υpiάρχει γ ∈ Λ με
⋃
λ∈I
Uλ ⊂ Uγ ∈ A και για το οpiοίο θα
είναι
1 ≥ τ(Uγ) > 1− 
Οpiότε sup
λ
τ(Uλ) = 1.
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Αpiόδειξη του Θεωρήματος 2.2.6. :
Για τα ανοικτά U ∈ TX ορίζουμε
τ∗(U) = sup{τ(B) : B ⊂ U,B ∈ A }
και έστω µ το εξωτερικό μέτρο το piαραγόμενο αpiό το ζεύγος (τ∗, TX).
1. ΄Εστω  > 0 τέτοιο ώστε
τ∗(U)− sup
λ
τ(Uλ) > 2 (1)
Αpiό τον ορισμό της τ∗ υpiάρχει B ∈ A με B ⊂ U τέτοιο ώστε
τ∗(U) = sup{τ(B), B ⊂ U, B ∈ A }
⇔ τ∗(U) < τ(B) + 
2
⇔ τ(B) > τ∗(U)− 
2
Αpiό την υpiόθεση iii υpiάρχει κλειστό F ∈ A με F ⊂ B τέτοιο ώστε
τ(F) > τ(B)− 2 και συνεpiώς
τ(F) > τ∗(U)−  (2)
Η οικογένεια {Uλ ∪ F c } ⊂ A είναι ανοδική και
⋃
λ
(Uλ ∪ F c ) = X
θα έχουμε (αpiό το Λήμμα 2.2.8.) ότι
sup
λ
τ(Uλ ∪ F c ) = 1 (3)
όμως λόγω των (2), (1)
sup
λ
τ(Uλ ∪ F c ) ≤ sup
λ
[τ(Uλ) + 1− τ(F)]
≤ sup
λ
τ(Uλ) + 1− τ∗(U) + 
< −2+ 1 + 
= 1−  < 1 ΄Ατοpiο
Συνεpiώς τ∗(U) = sup
λ
τ(Uλ) με
⋃
λ
Uλ = U .
2. Αν {Uλ} ⊂ TX είναι ανοδική με
⋃
λ
Uλ = U τότε
τ∗(U) = sup
λ
τ∗(Uλ)
΄Εστω H = {A ⊂ X : A ∈ A , A ανοικτό ⊂ Uλ για κάpiοιο λ}.
Η H είναι ανοδική και ακόμα
⋃
A∈H
A = U .
24
Το τελευταίο διότι για τυχόν x ∈ U έχουμε ότι x ∈ Uλ για κάpiοιο λ ∈ Λ
και αφού η A piεριέχει βάση θα είναι Uλ =
⋃
i∈I
Ai με ανοικτά Ai ∈ A ,
οpiότε x ∈ Ai ≡ A ⊂ Uλ. ΄Ομως A ∈H .
Ο αντίθετος εγκλεισμός είναι piροφανής. ΄Ωστε κατά το 1
τ∗(U) = sup{τ(A) : A ∈H } (4)
Εpiειδή τώρα για τυχόν A ∈H είναι A ⊂ Uλ για κάpiοιο λ και συνεpiώς
τ(A) ≤ τ∗(Uλ) για κάpiοιο λ, τότε sup{τ(A) : A ∈H } ≤ sup
λ
τ∗(Uλ).
΄Ωστε
τ∗(U) ≤ sup
λ
τ∗(Uλ)
Η αντίθετη ανισότητα piροκύpiτει αpiό την τ∗(Uλ) ≤ τ∗(U) ∀λ.
3. Η τ∗ είναι (αpiλά) piροσθετική, υpiοpiροσθετική και σ-υpiοpiροσθετική.
΄Εστω U1, U2 ∈ TX με U1 ∩ U2 = ∅. Αφού η A piεριέχει βάση της
τοpiολογίας θα είναι
U1 =
⋃
a∈I
V 1a με V
1
a ∈ A , ανοικτά
Συνεpiώς
U1 =
⋃
(
⋃
a∈i
V 1a : i piεpiερασμένο ⊂ I) =
⋃
i
U1i
με την {U1i } ⊂ A ∩ T piροφανώς ανοδική.
΄Ομοια U2 =
⋃
j
U2j με την {U2j } ⊂ A ∩ T εpiίσης ανοδική και αναγκαστικά
U1i ∩ U2j = ∅ ∀ i, j
Η οικογένεια {Ψ(i,j) = U1i ∪ U2j } ⊂ A ∩ T είναι ανοδική και piροφανώς⋃
(i,j)
Ψ(i,j) = U1 ∪ U2 οpiότε κατά το 1
τ∗(U1 ∪ U2) = sup
(i,j)
τ(U1i ∪ U2j )
= sup
(i,j)
[τ(U1i ) + τ(U
2
j )]
= sup
i
τ(U1i ) + sup
j
τ(U2j )
= τ∗(U1) + τ∗(U2)
Για την σ-υpiοpiροσθετικότητα, ας είναι Un ∈ TX , n ∈ N. Τότε
τ∗(
∞⋃
n=1
Un) = τ∗(
⋃
{
⋃
n∈i
Un : i piεpiερ. ⊂ N})
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και συνεpiώς κατά το 2 και την υpiοpiροσθετικότητα της τ∗ (piου συνάγεται
όpiως η αpiλή piροσθετικότητα) είναι
τ∗(
∞⋃
n=1
Un) = sup{τ∗(
⋃
n∈i
Un) : i piεpiερ. ⊂ N}
≤ sup
i
∑
n∈i
τ∗(Un)
≤
∞∑
n=1
τ∗(Un)
4.
µ(U) = τ∗(U) ∀ U ∈ TX
Αφού µ είναι το εξωτερικό μέτρο το piαραγόμενο αpiό το ζεύγος (τ∗, TX)
τότε µ(U) ≤ τ∗(U) ∀ U ανοικτό ⊂ X.
Για τυχούσα {Vn, n ∈ N} ⊂ TX με
⋃
n
Vn ⊃ U ∈ TX και εpiειδή η τ∗ είναι
σ-υpiοpiροσθετική έχουμε∑
n
τ∗(Vn) ≥ τ∗(
⋃
n
Vn) ≥ τ∗(U)
Αpiό τον ορισμό του εξωτερικού μέτρου συμpiεραίνουμε ότι µ(U) ≥ τ∗(U).
5. Για κάθε  > 0 υpiάρχει συμpiαγές K : µ(K) > 1− .
Αpiό την υpiόθεση iv υpiάρχει συμpiαγές K ⊂ X με
τ(B) > 1−  ∀ B ∈ A με B ⊃ K (5)
Αφού Kc ανοικτό και η A piεριέχει βάση της τοpiολογίας θα έχουμε ότι
Kc =
⋃
i
Ui με {Ui} ⊂ A ∩ T ανοδική. Αpiό 1,4 έχουμε διαδοχικά
µ(Kc ) = τ∗(K
c
 )
= sup
i
τ(Ui)
= sup
i
(1− τ(U ci ))
= 1− inf
i
τ(U ci )
Αpiό την υpiοpiροσθετικότητα του εξωτερικού μέτρου είναι
µ(Kc ) ≥ 1− µ(K)
και συνεpiώς
µ(K) ≥ inf
i
τ(U ci )
΄Ομως U ci ∈ A και U ci ⊃ K άρα τ(U ci ) > 1− .
Οpiότε, λόγω της 5, ισχύει µ(K) > 1− .
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6.
Mµ ⊃ BX
Αρκεί να δείξουμε ότι για τυχόν U ∈ T ισχύει
τ∗(A) ≥ µ(A ∩ U) + µ(A ∩ U c) για όλα τα A ∈ T
• ΄Εστω U ∈ T και έχει συμpiαγές συμpiλήρωμα U c = L. Τότε για κάθε
x ∈ U υpiάρχουν ανοικτές piεριοχές Nx του x και NL του L ώστε
Nx ∩NL = ∅. Εpiιλέγουμε Nx ⊂ U και Nx ∈ A αφού η A piεριέχει
βάση της τοpiολογίας. Φανερά τώρα έχουμε N¯x ⊂ N cL = N cL ⊂ U και
συνεpiώς U =
⋃
x∈U
Nx με Nx ∈ A και N¯x ⊂ U .
Τελικά U =
⋃
λ∈Λ
Vλ με Vλ ∈ A και V¯λ ⊂ U οpiότε
U =
⋃
(
⋃
λ∈i
Vλ : i piεpiερ. ⊂ Λ) =
⋃
i
Ui
όpiου {Ui} ⊂ A ανοδική με U¯i = Fi ⊂ U .
Τώρα το A = (A ∩ Ui) ∪ (A ∩ U ci ) ⊃ (A ∩ Ui) ∪ (A ∩ F ci ).
΄Αρα αpiό το 3 και 4 έχουμε
τ∗(A) ≥ τ∗[(A ∩ Ui) ∪ (A ∩ F ci )]
= τ∗(A ∩ Ui) + τ∗(A ∩ F ci )
≥ τ∗(A ∩ Ui) + µ(A ∩ F ci ) ∀i
και αφού F ci ⊃ U c
τ∗(A) ≥ τ∗(A ∩ Ui) + µ(A ∩ U c) ∀i
΄Ομως αpiό 2 και 4
sup
i
τ∗(A ∩ Ui) = τ∗(A ∩ U) = µ(A ∩ U)
και συνεpiώς
τ∗(A) ≥ µ(A ∩ U) + µ(A ∩ U c) για όλα τα A ∈ TX
΄Ωστε τα U ∈ TX με U c συμpiαγές ανήκουν στηνMµ και συνεpiώς
Mµ ⊃ KX .
• Τώρα αpiό την 5 μpiορούμε να βρούμε ακολουθία συμpiαγών
Kn ⊂ X,n ∈ N με µ(Kn) > 1− 1n και συνεpiώς με Y =
∞⋃
n=1
Kn θα
είναι Y ∈Mµ και µ(Y ) = 1. ΄Ετσι για τυχόν U ∈ T το F = U c είναι
κλειστό και F = (F ∩ Y ) ∪ (F ∩ Y c). Οpiότε αφενός μεν
µ(F ∩ Y c) ≤ µ(Y c) = 0 άρα F ∩ Y c ∈Mµ αφετέρου δε
F ∩ Y =
∞⋃
n=1
(F ∩Kn) και F ∩Kn ∈ KX .
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7.
µ(A) = inf{µ(U) : U ∈ T με U ⊂ A} , A ⊂ X
Για τυχόν  > 0 υpiάρχει {Un, n ∈ N} ⊂ TX με
⋃
n
Un ⊃ A εις τρόpiον ώστε
µ(A) ≤
∑
n
τ∗(Un) < µ(A) + 
Θέτουμε U =
∞⋃
n=1
Un τότε U ∈ TX , U ⊃ A
και άρα
µ(A) ≤ µ(U) < µ(A) + 
8. µ = τ στην A
΄Εστω B ∈ A . Τότε για τυχόν U ∈ TX με U ⊃ B
µ(U) = τ∗(U) = sup{τ(Γ) : Γ ⊂ U,Γ ∈ A } ≥ τ(B)
και συνεpiώς
inf{µ(U) : U ∈ TX με U ⊃ B} ≥ τ(B)
Εpiικαλούμενοι την 7 piαίρνουμε την µ(B) ≥ τ(B). Εξάλλου αpiό τις ii, iii
τ(B) = inf{τ(U) : U ∈ A , U ανοικτό με U ⊃ B}
΄Αρα για τυχόν  > 0 υpiάρχει U ∈ A ∩ TX με
U ⊃ B και τ(U) < τ(B) + 
και αpiό τη μονοτονία της τ στην A θα έχουμε
τ(Γ) < τ(B) +  ∀Γ ∈ A με Γ ⊂ U
Αpiό τον ορισμό της τ∗, το 4 και το U ⊃ B συμpiεραίνουμε τώρα ότι για
κάθε  > 0
µ(B) ≤ µ(U) = τ∗(U) ≤ τ(B) + 
΄Ωστε
µ(B) ≤ τ(B)
Σύμφωνα με τα 5,6,7 το μέτρο µ στον (X,Mµ) είναι κανονικό και η
μοναδικότητά του piροκύpiτει αpiό τη συνθήκη v.
Είναι φανερό ότι το Θεώρημα piαραμένει ισχυρό αν η i αντικατασταθεί αpiό την
τ(X) = a > 0 και στην iv η ανισότητα τ(B) > 1−  αpiό την τ(B) > a− . Στην
piερίpiτωση αυτή βέβαια το μέτρο µ δεν είναι μέτρο piιθανότητας.
Το piαρακάτω αpiοτελεί Θεώρημα κατασκευής μέτρου Radon.
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Θεώρημα 2.2.9. ΄Εστω τοpi. χώρος Hausdorff (X, T ) και συνολοσυνάρτηση
τ : K 7→ [0,∞) piου ικανοpiοιεί τις αpiαιτήσεις:
1. Αν K,L ∈ K με K ⊂ L τότε τ(K) ≤ τ(L) (μονοτονία)
2. τ(K ∪ L) ≤ τ(K) + τ(L) για όλα τα K,L ∈ K
3. τ(K ∪ L) = τ(K) + τ(L) για όλα τα K,L ∈ K με K ∩ L = ∅
4. Για οpiοιαδήpiοτε {Ka, a ∈ I} ⊂ K τέτοια ώστε : a, b ∈ I ⇒ υpiάρχει γ ∈ I
με Ka ∩Kb ⊃ Kγ ισχύει τ(
⋂
a∈I
Ka) = inf
a∈I
τ(Ka)
Τότε υpiάρχει ένα μοναδικό μέτρο Radon μ στον (X,B) τέτοιο ώστε
µ(K) = τ(K) για κάθε K ∈ K .
Αpiόδειξη. Παρατηρούμε ότι οι αpiαιτήσεις 1-3 είναι όμοιες με τις αpiαιτήσεις
i− iii του Θεωρήματος 2.2.2. Συνεpiώς για την αpiόδειξη αρκεί να δειχθεί ότι η
συνθήκη iv συνεpiάγεται την 4. Πρέpiει δηλαδή να δείξουμε ότι:
Για κάθε  > 0, για κάθε K ∈ K υpiάρχει ανοικτό U ⊃ K με
τ(C) < τ(K) +  για κάθε C ∈ K , K ⊂ C ⊂ U
⇒ Για {Ka}{a ∈ I} ⊂ K τέτοια ώστε για κάθε a, b ∈ I τότε
υpiάρχει γ ∈ I με Kγ ⊂ Ka ∩Kb ισχύει τ(
⋂
a
Ka = inf
a
τ(Ka).
΄Εστω K =
⋂
a
Ka συμpiαγές. Για  > 0 υpiάρχει U ⊂ K ανοικτό με
τ(C) < τ(K) +  για κάθε C ∈ K , K ⊂ C ⊂ U. Αφού U c ∩K = ∅ οpiότε⋂
a
(U c ∩Ka) = ∅ θα υpiάρχει piεpiερασμένο E ⊂ I με
⋂
a∈E
(U c ∩Ka) = ∅.
΄Εστω τώρα b ∈ I με Kb ⊂
⋂
a∈E
Ka. Τότε U c ∩Kb ⊂
⋂
a∈E
(U c ∩Ka)⇒ Kb ⊂ U
οpiότε τ(Kb) < τ(K) +  piου είναι και το ζητούμενο.
Συναφές αpiοτέλεσμα είναι το γνωστό ως Θεώρημα Henry .
Θεώρημα 2.2.10. ΄Εστω (X, T ) τοpi. χώρος Hausdorff και A μια άλγεβρα
υpiοσυνόλων του X με A ⊂ B. ΄Εστω συνολοσυνάρτηση τ : A 7→ [0,∞) piου
ικανοpiοιεί:
(αʹ) Αν A,B ∈ A με A ∩B = ∅ τότε τ(A ∪B) = τ(A) + τ(B) (αpiλά
piροσθετική).
(βʹ) Για κάθε A ∈ A τ(A) = sup{τ(K) : K συμpiαγές ⊂ A με K ∈ A }.
Τότε η τ εpiεκτείνεται σε ένα μέτρο Radon µ στον (X,B). Αν εpiιpiλέον η A
piεριέχει μια βάση της τοpiολογίας T τότε το µ είναι το μόνο στον
(X,B) για το οpiοίο ισχύει µ(A) = τ(A) για κάθε A ∈ A .
Αpiόδειξη. [26] ή [23]
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Παρατήρηση 2.2.11.
1. ΄Εχουμε ότι τ(X) < +∞ (αφού τ : A 7→ [0,∞)) και εpiιpiλέον έχουμε ότι
οι υpiοθέσεις (α΄) ,(β΄) μας οδηγούν στις ii, iii, iv του piροηγούμενου
Θεωρήματος (piροφανώς (α΄) ≡ ii και (β΄) ⇐ iii, iv) με τ(B) > τ(X)− 
αντί για τ(B) > 1− , δηλαδή:
Αν για κάθε A ∈ A τ(A) = sup{τ(K) : K ⊂ A, K ∈ A , K συμpiαγές}
⇒
{
iii. ∀B ∈ A τ(B) = sup{τ(F ), F ⊂ B, F ∈ A , F κλειστό}
iv. ∀ > 0∃K ⊂ X συμpiαγές : τ(B) > τ(X) >  ∀B ∈ A , B ⊃ K
Προφανώς piροκύpiτει το ερώτημα αν ισχύει το αντίστροφο.
Στα piλαίσια λοιpiον του Θεωρήματος Henry η αpiαίτηση (β΄) μpiορεί να
αντικατασταθεί αpiό τις εξής:
(γ) : τ(A) = sup{τ(F ) : F ⊂ A,F ∈ A , F κλειστό}
(γ)′ ∀ > 0 υpiάρχει συμpiαγές K ∈ A τέτοιο ώστε τ(K) > τ(X)− .
Για την αpiόδειξη piαρατηρούμε τα εξής:
Λόγω του (α΄) του Θεωρήματος Henry η τ είναι αpiλά piροσθετική. Εpiίσης
για τυχόν  > 0 και τυχόν A ∈ A έχουμε αpiό (γ), (γ)′
τ(A \ F) < 
2
με F κλειστό ⊂ A και F ∈ A
τ(X \K) < 
2
με K συμpiαγές στο A
΄Ομως A \ F ∩K = X ∩A \ F ∩K ⊂ (X \K) ∪ (A \ F)
και συνεpiώς με Λ = F ∩K ισχύει τ(A \ Λ) < .
΄Ομως Λ = F ∩K ∈ A και είναι συμpiαγές.
2. Εpiειδή η τ είναι αpiλά piροσθετική στην άλγεβρα A (η οpiοία είναι και
ημιδακτύλιος) μpiορεί να εpiεκταθεί (αpiό Θεώρημα Καραθεοδωρή) στο µ
στον (X,B). Για την ακρίβεια, η τ εpiεκτείνεται στη σ(A ) ⊂ B και αpiό
Λήμμα Zorn piαίρνουμε τη maximal εpiέκταση η οpiοία piερίεχει τα κλειστά
και άρα όλη τη B.
Το εpiόμενο αpiοτέλεσμα αφορά την κατασκευή Radon μέτρων piιθανότητας σε
τοpiικά κυρτούς διανυσματικούς τοpiολογικούς χώρους.
Υpiενθυμίζουμε :
Ορισμός 2.2.12.
1. ΄Ενας τοpi. χώρος (X, T ) ονομάζεται κανονικός αν για κάθε F ⊂ X
κλειστό, για κάθε x ∈ X με x /∈ F υpiάρχουν G1, G2 ⊂ X ανοικτά με
x ∈ G1, F ⊂ G2 και G1 ∩G2 = ∅.
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2. ΄Ενας τοpi. χώρος (X, T ) ονομάζεται piλήρως κανονικός (completely
regular)⇔ είναι Hausdorff και για κάθε x ∈ X και κάθε κλειστό F ⊂ X με
x /∈ F υpiάρχει συνεχής f : X 7→ [0, 1] με f(x) = 1 και f(y) = 0 για κάθε
y ∈ F .
3. ΄Εστω (X, T ) piλήρως κανονικός τοpi. χώρος και C(X) = {f : X 7→ R, f
συνεχής } το σύνολο των piραγματικών, συνεχών συναρτήσεων. Μια
οικογένεια Γ ⊂ C(X) διαχωρίζει σημεία αν για x 6= y με x, y ∈ X υpiάρχει
f ∈ Γ με f(x) 6= f(y).
Προφανώς κάθε piλήρως κανονικός χώρος είναι κανονικός.
Παράδειγμα 2.2.13. Κάθε μετρικός χώρος (X, d) είναι piλήρως κανονικός.
Αρκεί να θεωρήσουμε την f(y) = d(y,A)d(x,A) , y ∈ X.
Θεώρημα 2.2.14. (Prohorov)
΄Εστω (X, T ) piλήρως κανονικός (completely regular ) τοpi. χώρος και
Γ ⊂ C(X) μια οικογένεια συνεχών συναρτήσεων piου διαχωρίζει σημεία. ΄Εστω
A η κλάση των υpiοσυνόλων του X της μορφής {x ∈ X : (f1(x), ..., fn(x)) ∈ B}
όpiου {f1, ..., fn} ⊂ Γ και B ∈ Bn- η σ-άλγεβρα Borel του Rn. Η A είναι
άλγεβρα υpiοσυνόλων του X και A ⊂ B. Υpiοθέτουμε τώρα ότι ορίζεται
συνολοσυνάρτηση τ : A 7→ [0, 1] με τις piαρακάτω ιδιότητες:
i. τ(X) = 1
ii. Αν A,B ∈ A με A ∩B = ∅ τότε τ(A ∪B) = τ(A) + τ(B)
iii. Για κάθε A ∈ A ισχύει τ(A) = sup{τ(F ) : F κλειστό ⊂ A με F ∈ A }
iv. Για κάθε  > 0 υpiάρχει συμpiαγές K τέτοιο ώστε: τ(B) > 1−  για κάθε
B ∈ A με B ⊃ K.
Τότε υpiάρχει μοναδικό μέτρο piιθανότητας Radon µ στον (X,B) piου εpiεκτείνει
την τ .
Αpiόδειξη. Για την αpiόδειξη θα χρειαστούμε τα piαρακάτω Λήμματα των οpiοίων η
αpiόδειξη θα piαρατεθεί στο τέλος.
Λήμμα 2.2.15. ΄Εστω τοpi. χώρος Hausdorff X και σύνολο συνεχών
συναρτήσεων ∆ ⊂ RX . Αν µ είναι μέτρο piιθανότητας στον (X,σ(∆)) τότε για
κάθε A ∈ σ(∆) είναι
µ(A) = sup{µ(F ) : F κλειστό ⊂ X ,F ∈ σ(∆)}
Λήμμα 2.2.16. ΄Εστω piλήρως κανονικός τοpi. χώρος X και η σ-άλγεβρα
Baire B0(X) = σ(C(X,R)). Τότε η B0(X) piεριέχει μια βάση της τοpiολογίας
TX του X.
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Λήμμα 2.2.17. ΄Εστω Y τοpi. χώρος Hausdorff σ-συμpiαγής, δηλαδή
υpiάρχουν συμpiαγή Kn, n ∈ N με Y =
∞⋃
n=1
Kn και σύνολο Γ ⊂ C(Y,R) piου
διαχωρίζει σημεία του Y . Τότε για τη σ-άλγεβρα Baire B0(Y ) ≡ σ(C(Y,R))
ισχύει ότι B0(Y ) = σ(Γ).
Η άλγεβρα A της εκφώνησης θα γράφεται a(X,Γ). Είναι δηλαδή A = a(X,Γ)
και ισχύει ότι:
σ(Γ) = σ(a(X,Γ)) = σ(A )
Εpiίσης piροκύpiτει (αpiό τις ii, iii) ότι για τη συνολοσυνάρτηση τ της εκφώνησης
ισχύει:
τ(Γ) = inf{τ(U) : U ανοικτό ⊃ Γ, U ∈ A } ,Γ ∈ A . (1)
Πράγματι· ΄Εστω Γ ∈ A με Γ ⊂ Uk.
Τότε Uk \ Γ ∈ A και τ(Uk \ Γ) = sup{τ(F ) : F κλειστό ⊂ Uk \ Γ}.
Συνεpiώς για  > 0 υpiάρχει F ⊂ Uk \ Γ κλειστό τέτοιο ώστε
τ(Uk \ Γ) = τ(Uk)− τ(Γ)− θ < τ(F ) ≤ τ(Uk)− τ(Γ)
Γράφοντας τ(F ) = τ(Uk)− τ(Uk \ F ) και V = Uk \ F έχουμε
τ(Γ) ≤ τ(V ) < τ(Γ) + θ
όpiου Uk \ F ανοικτό ⊃ Γ. ΄Αρα ισχύει η εξωτερική κανονικότητα.
Ακόμα η συνολοσυνάρτηση τ : A 7→ [0, 1] είναι σ-piροσθετική.
Πράγματι· ΄Εστω {Bn}n ⊂ A φθίνουσα με
∞⋂
n=1
Bn = ∅.
Λόγω της iii υpiάρχουν κλειστά Fn ⊂ Bn με Fn ∈ A τέτοια ώστε
τ(Bn) = sup{τ(Fn) : Fn ⊂ Bn κλειστά με Fn ∈ A }
⇔ τ(Bn)− τ(Fn) < 
4 · 2n
Αφού
∞⋂
n=1
Bn = ∅ και Fn ⊂ Bn τότε
∞⋂
n=1
Fn = ∅ άρα θα υpiάρχει piεpiερασμένο
J ⊂ N με τ(⋂
i∈J
Fi) ≤ 2 . Αν n0 = max J τότε
Bn0 \
⋂
i∈J
Fi =
⋂
i∈J
Bi \
⋂
i∈J
Fi ⊂
⋃
i∈J
(Bi \ Fi)
και εpiειδή η τ είναι αpiλά piροσθετική έχουμε
τ(Bn0)− τ(
⋂
i∈J
Fi) ≤
∑
i∈J
τ(Bi \ Fi) ≤
∑
n

4 · 2n =

2
΄Αρα τ(Bn0) <

2 + τ(
⋂
i∈J
Fi) <

2 +

2 < .
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΄Εστω τώρα τo το εξωτερικό μέτρο το piαραγόμενο αpiό το ζεύγος (τ,A ). Αpiό
το Θεώρημα Καραθεοδωρή η τo είναι το μοναδικό μέτρο (piιθανότητας) στον
(X,σ(A )) εις τρόpiον ώστε
τo|A = τ
Θα δείξουμε τώρα το εξής βοηθητικό αpiοτέλεσμα:
Αν K συμpiαγές ⊂ X με τ(B) > λ ∀ B ∈ A με B ⊃ K τότε τo(K) ≥ λ όpiου
λ ∈ (0, 1). Πράγματι για δ, θ > 0 αpiό τον ορισμό του εξωτερικού μέτρου
piροκύpiτει ότι υpiάρχουν Γn ∈ A με
∞⋃
n=1
Γn ⊃ K και
∞∑
n=1
τ(Γn) < τ
o(K) + δ (2)
Εpiίσης αpiό την (1) piροκύpiτουν ανοικτά Un ∈ A με Un ⊃ Γn και
τ(Un) < τ(Γn) +
θ
2n οpiότε
∞∑
n=1
τ(Un) <
∞∑
n=1
τ(Γn) + θ (3)
Εpiειδή
∞⋃
n=1
Un ⊃ K-συμpiαγές υpiάρχει piεpiερασμένο I ⊂ N με V =
⋃
i∈I
Ui ⊃ K
και βέβαια V ∈ A οpiότε
τ(V ) > λ (4)
Ακόμα ισχύει
τ(V ) = τo(V ) ≤
∞∑
n=1
τ(Un) (5)
Αpiό τις (2),(4),(5) έχουμε
τ(V ) < τo(K) + θ + δ
και συνεpiώς αpiό την (4) ότι
τo(K) + θ + δ > λ για όλα τα θ, δ > 0
piου συνεpiάγεται το βοηθητικό ζητούμενο.
Τώρα αpiό την υpiόθεση iv piροκύpiτει ότι ∀ n ∈ N υpiάρχει συμpiαγές Kn ⊂ X με
τ(B) > 1− 1n για όλα τα B ∈ A με B ⊃ Kn. Σύμφωνα με όσα δείξαμε είναι
τo(Kn) > 1− 1n , n ∈ N και συνεpiώς αν τεθεί Y =
∞⋃
n=1
Kn τότε
τo(Y ) = 1
Αpiό το Θεώρημα 1.1.30. έχουμε ότι η τo ορίζει ένα μέτρο τ˜ piιθανότητας στον
(Y, σ(A )Y ) όpiου σ(A )Y = {Γ ∩ Y : Γ ∈ σ(A )} και τ˜(Γ ∩ Y ) = τo(Γ). Εpiίσης
κατά την Πρόταση 1.1.29.
σ(A )Y = σ(AY ) όpiου AY = {A ∩ Y : A ∈ A }
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Θεωρούμε τώρα τον Y εφοδιασμένο με την εpiαγόμενη τοpiολογία
TY = {U ∩ Y : U ∈ TX} και την οικογένεια συναρτήσεων
ΓY = {f |Y : f ∈ Γ} ⊂ C(Y,R). Εύκολα φαίνεται ότι AY = a(Y,ΓY ) και
συνεpiώς ότι
σ(A )Y = σ(ΓY )
Εpiειδή ο χώρος Y είναι σ-compact και ΓY διαχωρίζει σημεία του Y , κατά το
Λήμμα 2.3.17 θα είναι
σ(ΓY ) = B0(Y ) – η σ-άλγεβρα Baire του Y
΄Εχουμε λοιpiόν ένα χώρο piιθανότητας (Y,B0(Y ), τ˜) για τον οpiοίο ισχύουν τα
piαρακάτω:
αʹ. τ˜(A) = sup{τ˜(F ) : F κλειστό ⊂ X, F ∈ B0(Y )}
Αυτό piροκύpiτει αpiό τον ορισμό της B0(Y ) και το Λήμμα 2.2.15. με
∆ = C(Y,R).
βʹ. Για κάθε  > 0 υpiάρχει συμpiαγές K ⊂ Y με τ˜(A) > 1−  όταν A ∈ B0(Y )
με A ⊃ K.
Πράγματι όpiως είδαμε piαραpiάνω για m ∈ N με 1m <  θα είναι
τo(Km) > 1− . Συνεpiώς για A ∈ B0(Y ) με A ⊃ K ≡ Km θα είναι
τ˜(A) = τ˜(A ∩ Y ) = τo(A) ≥ τo(K) > 1− 
γʹ. Η B0(Y ) piαριέχει μια βάση της τοpiολογίας TY . Αυτό διότι ο χώρος X είναι
piλήρως κανονικός και συνεpiώς κατά το Λήμμα 2.2.16. η σ-άλγεβρα B0(X)
piεριέχει μια βάση E της τοpiολογίας TX . Είναι δηλαδή E ⊂ B0(X) και
συνεpiώς EY = {U ∩ Y : U ∈ E } ⊂ B0(X)Y . ΄Ομως η EY είναι βάση της
τοpiολογίας TY και εpiαληθεύεται ότι B0(X)Y ⊂ B0(Y )
Αpiό τα (α΄),(β΄),(γ΄) piροκύpiτει ότι μpiορούμε να εpiικαλεστούμε το Θεώρημα 2.2.6.
για την τριάδα (Y,B0(Y ), τ˜) και συνεpiώς η τ˜ εpiεκτείνεται κατά μοναδικό τρόpiο
σε Radon μέτρο piιθανότητας µ˜ στον (Y,BY ). Αρκεί τώρα να piαρατηρήσουμε ότι
BY = B(X)Y και να ορίσουμε την µ : BX 7→ [0, 1]ως µ(B) = µ˜(B ∩ Y ). Το µ
είναι Radon μέτρο piιθανότητας στον (X,BX) και εpiεκτείνει την τ αφού για
τυχόν A ∈ A είναι A ∩ Y ∈ B0(Y ) και εκ κατασκευής διαδοχικά
µ(A) = µ˜(A ∩ Y ) = τ˜(A ∩ Y ) = τo(A) = τ(A)
Αpiομένει η μοναδικότητα της εpiέκτασης.
΄Εστω τα Radon μέτρα piιθανότητας µ1,µ2 στον (X,BX) με µ1 = µ2 στην A .
Λόγω κανονικότητας για κάθε n ∈ N υpiάρχει συμpiαγές Kn ⊂ X με
µ1(Kn) > 1− 1n και µ2(Kn) > 1− 1n . Θέτουμε Y =
∞⋃
n=1
Kn. Τότε
µ1(Y ) = µ2(Y ) = 1.
΄Αρα αpiό Θεώρημα Εpiέκτασης 1.1.30. ορίζουμε μέτρα piιθανότητας µ˜i (i = 1, 2)
στην B(X)Y ως ακολούθως
µ˜i(B ∩ Y ) = µi(B)
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Φανερά µ˜1 = µ˜2 στην AY οpiότε θα είναι και
µ˜1 = µ˜2 στην σ(AY ) (6)
Εφοδιάζουμε το Y με την εpiαγόμενη τοpiολογία TY και εpiαληθεύεται ότι
B(X)Y = BY και ότι τα µ˜1, µ˜2 είναι Radon μέτρα piιθανότητας στον (Y,BY ).
Εpiιpiλέον, όpiως διαpiιστώσαμε piαραpiάνω σ(AY ) = B0(Y ) και ακόμη ότι: η
σ-άλγεβρα Baire B0(Y ) piεριέχει μια βάση της τοpiολογίας TY . Εpiικαλούμενοι
την (6) συμpiεραίνουμε ότι
µ˜1 = µ˜2 στην BY
και συνεpiώς ότι µ1 = µ2 στην BX .
Ακολουθεί η αpiόδειξη των Λημμάτων της αρχής.
Αpiόδειξη. Λήμμα 2.2.15.
΄Εστω A ∈ σ(∆). Αpiό ιδιότητες σ-αλγεβρών piου ορίζονται σε καρτεσιανά
γινόμενα συμpiεραίνουμε ότι υpiάρχει ακολουθία συναρτήσεων (γ1, γ2, ...) αpiό το
∆ τέτοια ώστε
A = γ−1(B) όpiου γ = (γ1, γ2, ...) : X 7→ RN και B ∈ B(RN).
Φανερά η γ είναι σ(∆)−B(RN) μετρήσιμη και συνεχής για την TX και την
τοpiολογία γινόμενο του RN. Αν τώρα θεωρήσουμε στον (RN,B(RN)) το μέτρο
piιθανότητας
ν(B) = µ(γ−1(B))
αυτό είναι Radon και συνεpiώς για τυχόν  > 0 υpiάρχει κλειστό E ⊂ RN τέτοιο
ώστε
ν(B \ E) < 
και άρα
µ(γ−1(B) \ γ−1(E)) < 
΄Ομως γ−1(B) = A και γ−1(E) κλειστό ⊂ X.
Αpiόδειξη. Λήμμα 2.2.16.
΄Εστω τυχόν z ∈ X και U ανοικτή piεριοχή του z. Τότε z /∈ U c και συνεpiώς
υpiάρχει f ∈ C(X,R) με f(z) = 1 και f(x) = 0 ∀x ∈ U c. Προφανώς για το
σύνολο V = {x ∈ X : f(x) > 0} ισχύουν:
V ανοικτό και z ∈ V ⊂ U
Συνεpiώς κάθε ανοικτό γράφεται ως ένωση συνόλων της μορφής
{x ∈ X : f(x) > 0} με f ∈ C(X,R). ΄Ομως τα σύνολα αυτής της μορφής
ανήκουν στην σ-άλγεβρα Baire B0(X) = σ(C(X,R)).
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Αpiόδειξη. Λήμμα 2.2.17.
Εpiειδή Γ ⊂ C(Y,R) θα είναι και σ(Γ) ⊂ B0(Y ). ΄Εστω τώρα ∆ το σύνολο των
συναρτήσεων piου ορίζονται στο Y και είναι συνεχείς και σ(Γ)−B1 μετρήσιμες.
Προφανώς Γ ⊂ ∆ και άρα το ∆ διαχωρίζει τα σημεία του Y . Ακόμα piεριέχει τις
σταθερές και εpiαληθεύεται ότι είναι υpiοάλγεβρα της άλγεβρας C(Y,R)− για τις
αλγεβρικές piράξεις μεταξύ συναρτήσεων. Αν τώρα ο χώρος C(Y,R) εφοδιαστεί
με την τοpiολογία της ομοιόμορφης στα συμpiαγή σύγκλισης τότε κατά το
Θεώρημα Stone-Weirstrass το ∆ είναι piυκνό στον C(Y,R) άρα για κάθε
f ∈ C(Y,R) μpiορούμε να βρούμε ακολουθία {fn, n ∈ N} ⊂ ∆ ώστε για τυχόν
συμpiαγές K ⊂ Y να ισχύει
sup
x∈K
|fn(x)− f(x)| → 0
Εpiειδή ο χώρος Y =
∞⋃
n=1
Kn με Kn ⊂ Y συμpiαγή για τυχόν y ∈ Y θα είναι
y ∈ K` για κάpiοιο ` ∈ N και άρα fn(y)→ f(y). ΄Ωστε για κάθε f ∈ C(Y,R)
είναι f = lim
n
fn με fn ∈ ∆ και συνεpiώς κάθε f ∈ C(Y,R) είναι σ(Γ)−B1
μετρήσιμη. Αυτό αρκεί για να συμpiεράνουμε ότι
B0(Y ) ⊂ σ(Γ).
Αpiό το τελευταίο θεώρημα διαβλέpiουμε την piρόθεση κατασκευής μέτρου Radon
σε αpiειροδιάστατους χώρους. Παράδειγμα αpiοτελεί ένας τοpi. κυρτός τοpi. διαν.
χώρο X και Γ = X ′ ο δυϊκός του.
Πρόταση 2.2.18. ΄Εστω τοpi. χώρος (X, T ) Hausdorff (οpiωσδήpiοτε) και ένα
piεpiερασμένο μέτρο µ στον (X,B). Υpiοθέτουμε ότι ισχύουν οι:
i. µ(A) = sup{µ(F ) : F κλειστό ⊂ A} ∀A ∈ B
ii. ∀ > 0 ∃ συμpiαγές K εις τρόpiον ώστε µ(K) > µ(X)− 
(tightness)
Τότε το μέτρο µ είναι Radon και μάλιστα για κάθε A ∈ B ισχύει:
µ(A) = sup{µ(K) : K συμpiαγές ⊂ A}
Αpiόδειξη. ΄Εχουμε ήδη δείξει ότι i, ii μας δίνουν την εσωτερική κανονικότητα.
΄Ομως αν για ένα μέτρο µ ισχύει εσωτερική κανονικότητα στα συμpiαγή και είναι
και piεpiερασμένο τότε είναι Radon.
Σχηματικά οι piαραpiάνω συνεpiαγωγές μpiορούν να αpiοδοθούν όpiως piαρακάτω.
X είναι τοpi. χώρος και A ∈ B.
1. µ(A) = inf{µ(U) : U ανοικτό ⊃ A}
2. µ(A) = sup{µ(F ) : F κλειστό ⊂ A}
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3. µ(A) = sup{µ(K) : K συμpiαγές ⊂ A}
4. ∀ > 0 ∃ συμpiαγές K με µ(K) > µ(X)− 
• Για piεpiερασμένα μέτρα µ και X Hausdorff
(3)⇔(2) + (4)
m
(1)
• Για μη piεpiερασμένα κανονικά μέτρα ανακαλούμε την Πρόταση 2.1.6.
Παρατήρηση 2.2.19. Η έννοια του tightness ειναι ιδιαίτερα σημαντική αφού κάθε
μέτρο Radon είναι κανονικό και tight αλλά ισχύει και το αντίστροφο.
2.3 Mètra se metrikoÔc topologikoÔc
q¸rouc
΄Εστω (X, d) μετρικός χώρος. Για x ∈ X και r > 0 σημειώνουμε
B(x, r) = {y ∈ X : d(x, y) < r} και η κλάση E = {B(x, r) : x ∈ X, r > 0} είναι
βάση της τοpiολογίας του. Εpiίσης η κλάση υpiοσυνόλων
E ′ = {B(x, r) : x ∈ X, r ρητός > 0} είναι μια βάση. Ακόμα για x ∈ X η κλάση
Nx = {B(x, r), r > 0} είναι τοpiική βάση piεριοχών του x και συνεpiώς η κλάση
N ′x = {B(x, 1n ) : n ∈ N} είναι τοpiική βάση piεριοχών του x η οpiοία μάλιστα είναι
αριθμήσιμη και συνεpiώς κάθε μετρικός χώρος είναι first countable. ΄Ενας
μετρικός χώρος λέγεται second countable όταν και μόνο όταν διαθέτει μια
αριθμήσιμη βάση για την τοpiολογία του (την piαραγόμενη αpiό την μετρική d).
Προφανώς κάθε δεύτερος αριθμήσιμος είναι και piρώτος αριθμήσιμος. Τέλος ένας
μετρικός χώρος ονομάζεται διαχωρίσιμος (separable) όταν και μόνο όταν
υpiάρχει αριθμήσιμο D ⊂ X τέτοιο ώστε D¯ = X. Ισχύει το piαρακάτω:
Πρόταση 2.3.1. Αν ο μετρικός χώρος (X, d) είναι διαχωρίσιμος τότε έχει μια
αριθμήσιμη βάση (είναι second countable).
Είναι piροφανές ότι στην piερίpiτωση αυτή η αριθμήσιμη βάση είναι η
E = {B(x, 1n ) : x ∈ D,n ∈ N}.
Με χρήση του αξιώματος εpiιλογής αpiοδεικνύεται και το αντίστροφο.
΄Ενας μετρικός χώρος είναι piάντοτε:
• normal δηλαδή: για οpiοιαδήpiοτε κλειστά E,F με E ∩ F = ∅ υpiάρχουν
ανοικτά U, V με U ⊃ E, V ⊃ F και U ∩ V = ∅.
Συνεpiώς είναι και:
• κανονικός (regular) δηλαδή: για οpiοιοδήpiοτε κλειστό F και x /∈ F
υpiάρχουν ανοικτά U, V με U ⊃ F, x ∈ V και U ∩ V = ∅.
Σε ένα μετρικό χώρο ισχύει το:
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Λήμμα 2.3.2. (Urysohn)
Για οpiοιαδήpiοτε κλειστά E,F με E ∩ F = ∅ υpiάρχει συνεχής f : X 7→ [0, 1] με
f(x) = 0 για κάθε x ∈ E και f(x) = 1 για κάθε x ∈ F .
Συνεpiώς κάθε μετρικός χώρος είναι:
• piλήρως κανονικός (completely regular) δηλαδή: για οpiοιοδήpiοτε κλειστό F
και x /∈ F υpiάρχει συνεχής συνάρτηση f : X 7→ [0, 1] με f(x) = 1 και
f(y) = 0 για κάθε y ∈ F .
Ορισμός 2.3.3. ΄Ενας μετρικός χώρος (X, d) ονομάζεται:
• piλήρης όταν και μόνο όταν κάθε ακολουθία Cauchy συγκλίνει (για τη
μετρική d).
• ολικά φραγμένος όταν και μόνο όταν για κάθε  > 0 υpiάρχει ένα
piεpiερασμένο F ⊂ X εις τρόpiον ώστε: X = ⋃
y∈F
B(y, ).
Πρόταση 2.3.4. ΄Ενας μετρικός χώρος (X, d) είναι συμpiαγής όταν και μόνο
όταν είναι piλήρης και ολικά φραγμένος.
΄Εστω τώρα (X, d) μετρικός χώρος και T η piαραγόμενη τοpiολογία. ΄Εστω C(X)
το σύνολο όλων των συνεχών, piραγματικών συναρτήσεων piου ορίζονται
στον X, δηλαδή:
C(X) = {f : X 7→ R, f συνεχής}
Εpiίσης Cb(X) το σύνολο των συνεχών, φραγμένων piραγματικών
συναρτήσεων piου ορίζονται στο X, δηλαδή:
Cb(X) = {f : X 7→ R, f συνεχής, φραγμένη}
Ορίζουμε τις piαρακάτω κλάσεις υpiοσυνόλων του X:
A1 = {f−1(U) : f ∈ C(X), U ανοικτό ⊂ R}
A2 = {f−1(U) : f ∈ Cb(X), U ανοικτό ⊂ R}
Πρόταση 2.3.5. ΄Εστω (X, d) piλήρης μετρικός χώρος και T η piαραγόμενη
τοpiολογία. ΄Εστω B η σ-άλγεβρα Borel δηλαδή: B = σ(T ).
Τότε B = σ(A1) = σ(A2).
Αpiόδειξη. [7]
Ορισμός 2.3.6. ΄Εστω (X, T ) τοpiολογικός χώρος. Ορίζουμε σ-άλγεβρα Baire
και συμβολίζουμε B0 την ελάχιστη σ-άλγεβρα για την οpiοία όλες οι piραγματικές,
συνεχείς συναρήσεις είναι μετρήσιμες, είναι δηλαδή
B0 ≡ σ(C(X,R))
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Ισχύει ακόμα ότι η σ-άλγεβρα Baire είναι η ελάχιστη σ-άλγεβρα για την οpiοία
κάθε f ∈ Cb(X) είναι μετρήσιμη. Προφανώς κάθε σύνολο Baire είναι και Borel
σύνολο, δηλαδή
B0(X) ⊂ B(X)
Οι δύο σ-άλγεβρες συμpiίpiτουν στους μετρικούς χώρους. Ισχύει δηλαδή το εξής:
Πρόταση 2.3.7. Σε κάθε μετρικό χώρο (X, d) κάθε σύνολο Borel είναι και
σύνολο Baire έτσι
B0(X) = B(X) για την τοpiολογία της d
Αpiόδειξη. ΄Εστω F ⊂ X κλειστό και
f(x) = d(x, F ) = inf{d(x, y) : y ∈ F} , x ∈ X. Τότε για κάθε x,w,∈ X
έχουμε |d(x, F )− d(w,F )| ≤ d(x,w).
΄Ετσι η f είναι συνεχής.
Αφού F κλειστό , F = f−1{0} τότε F είναι σύνολο Baire καθώς και το
συμpiλήρωμά του.
Πρόταση 2.3.8. ΄Εστω μετρικός χώρος (X, d) με την τοpiολογία T και
B = σ(T ) η σ-άλγεβρα Borel υpiοσυνόλων του. Αν µ είναι piεpiερασμένο μέτρο
στον (X,B) τότε ισχύουν:
1. Για κάθε A ∈ B
µ(A) = sup{µ(F ) : F κλειστό ⊂ A} = inf{µ(U) : U ανοικτό ⊃ A}.
2. Αν το μέτρο µ είναι tight, δηλαδή αν για κάθε  > 0 υpiάρχει συμpiαγές K
με µ(X \K) <  τότε το μέτρο µ είναι Radon
Συνεpiώς εκτός των piαραpiάνω ισχύει:
µ(A) = sup{µ(K) : K συμpiαγές ⊂ A}
Αpiόδειξη.
1. ΄Εστω U ⊂ X ανοικτό και F = U c. Θέτουμε
fn = {x : d(x, F ) ≥ 1n}, n = 1, 2, ... ώστε Fn κλειστά και
∞⋃
n=1
Fn = U .
Τότε η σ-άλγεβρα R = {A ∈ S : A, X \A είναι ῾῾κλειστά᾿᾿ κανονικά στο
µ} όpiου S μια σ-άλγεβρα στο X, piεριέχει όλα τα ανοικτά και άρα όλα τα
Borel . Συνεpiώς για το µ ισχύει η ῾῾κλειστή᾿᾿ κανονικότητα. Τότε όμως,
αφού ισχύει η ῾῾κλειστή᾿᾿ κανονικότητα και το μέτρο µ ειναι piεpiερασμένο,
ισχύει η εξωτερική κανονικότητα.
2. ΄Εστω µ tight . Τότε για  > 0 υpiάρχει K συμpiαγές με µ(X \K) < 2 .
Για κάθε B ∈ B έστω F ⊂ B κλειστό με µ(B \ F ) < 2 (λόγω κλειστής
κανονικότητας).
΄Εστω L = K ∩ F (συμpiαγές), L ⊂ B και µ(B \ L) < .
΄Αρα
µ(B) = sup{µ(L) : L ⊂ B συμpiαγές}
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Θεώρημα 2.3.9. (Ulam - Prohorov )
΄Εστω ένας piλήρης,διαχωρίσιμος μετρικός χώρος (X, d). Κάθε Borel
μέτρο piιθανότητας στον (X,B) είναι tight (και συνεpiώς Radon) .
Αpiόδειξη. ΄Εστω {xn}n∈N μια piυκνή ακολουθία στον X. Για κάθε δ > 0, x ∈ X
θέτουμε B(x, δ) = {y : d(x, y) ≤ δ}. Για δοσμένο  > 0, για κάθε m = 1, 2, ...
θεωρούμε n(m) <∞ τέτοιο ώστε:
µ(X \
n(m)⋃
n=1
B(xn,
1
m
)) <

2m
και ορίζουμε
K =
⋂
m≥1
n(m)⋃
n=1
B(xn,
1
m
)
Τότε το K είναι ολικά φραγμένο, κλειστό σε ένα piλήρη μετρικό χώρο και άρα
είναι συμpiαγές.
Ακόμα µ(X \K) ≤
∞∑
m=1

2m = 
΄Αρα το μέτρο µ είναι tight και λόγω του piροηγούμενου Θεωρήματος έχουμε ότι
αν το µ είναι Borel piεpiερασμένο τότε έχει την ιδιότητα της κλειστής
κανονικότητας. ΄Ομως tightness + κλειστή κανονικότητα + piεpiερασμένο μέτρο
= μέτρο Radon.
Πόρισμα 2.3.10. ΄Ενα Borel μέτρο piιθανότητας σε ένα piλήρη μέτρικό χώρο
X είναι μέτρο Radon αν και μόνο αν υpiάρχει ένα διαχωρίσιμο υpiοσύνολο Y ∈ B
τέτοιο ώστε µ(Y ) = 1.
2.4 AxioshmeÐwtoi MetrikoÐ Q¸roi sth
JewrÐa Pijanot twn
1.
X = C([0, 1]) = {f : [0, 1] 7→ R συνεχής}
‖f‖ = sup
0≤t≤1
|f(t)|
Ο χώρος X = C([0, 1]) είναι piλήρης, διαχωρίσιμος, μετρικός
χώρος και ως διανυσματικός χώρος με norm είναι Banach.
2.
X = C([0,∞)) = {f : [0,∞) 7→ R συνεχής }
Για f ∈ X και n ∈ N ορίζουμε ‖f‖n = sup
0≤t≤n
|f(t)|.
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Η οικογένεια {‖ ‖n, n ∈ N} είναι μια οικογένεια seminorm στον
διανυσματικό χώρο X piου είναι χώρος Frechet με μετρική:
d(f, g) =
∞∑
n=1
1
2n
‖f − g‖n
1 + ‖f − g‖n
Ο χώρος X είναι piλήρης και διαχωρίσιμος.
3.
X = C([0, 1],Rm) = {f : [0, 1] 7→ Rm συνεχής }
4.
X = C([0,∞),Rm) = {f : [0,∞) 7→ Rmσυνεχής}
΄Ομοια όpiως για τις piεριpiτώσεις 1. και 2. όpiου όμως με | · | εννοείται η συνήθης
Ευκλείδια norm του Rm.
Το piαρακάτω Θεώρημα piου διατυpiώνεται για το χώρο X = C([0,∞),Rm) αφορά
και τις άλλες piεριpiτώσεις με piροφανή τρόpiο.
Θεώρημα 2.4.1. Για κάθε t ∈ [0,∞) ορίζουμε pit : C([0,∞),Rm) 7→ Rm ως
εξής pit(ω) = ω(t) (piρόκειται για την t-piροβολή στο Rm).
Θέτουμε C = {pi−1t (B) : t ≥ 0 και B ∈ Bm}. Τότε για την σ-άλγεβρα Borel B
του τοpiολογικού χώρου X = C([0,∞),Rm) ισχύει:
B = σ(C ) ≡ σ(pit, t ≥ 0).
Αpiόδειξη. ΄Εστω A = σ(C ) όpiου C η κλάση των μετρήσιμων piροβολών. Αφού
pit ∈ C[0,∞) τότε η pit είναι συνεχής άρα A ⊂ B(X).
Μένει να δειθχεί ότι B(X) ⊂ A . Για αυτό αρκεί να δείξουμε ότι A piεριέχει όλα
τα ανοικτά σύνολα του X. Αφού C[0,∞) είναι διαχωρίσιμος, κάθε ανοικτό του
σύνολο U είναι ένωση αpiό αριθμήσιμες κλειστές μpiάλες (U =
∞⋃
n=1
B(x, r) όpiου
B(x, r) = {y ∈ X : d(x, y) ≤ r}). Συνεpiώς αρκεί να δείξουμε ότι η κλάση A
piεριέχει όλες τις κλειστές μpiάλες (και ως σ-άλγεβρα θα piεριέχει και τις
αριθμήσιμες ενώσεις τους).
΄Εστω λοιpiόν a > 0, x0 ∈ X και r1, r2, ... μια αpiαρίθμηση των ρητών του [0,∞)
τότε
{x : ‖x− x0‖ ≤ a} =
∞⋂
n=1
{x : |x(rn)− x0(rn)| ≤ a}
΄Ομως
∞⋂
n=1
{x : |x(rn)− x0(rn)| ≤ a} ∈ A ⇒ {x : ‖x− x0‖ ≤ a} ∈ A
΄Αρα A = BX .
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Keflaio 3
Mètra pijanìthtac se top.
dian. q¸rouc
3.1 StoiqeÐa jewrÐac topik kurt¸n
topologik¸n dianusmatik¸n q¸rwn
΄Εστω X διανυσματικός χώρος υpiεράνω του R. ΄Ενα υpiοσύνολο A ⊂ X λέγεται:
• κυρτό όταν για όλα τα x, y ∈ A και t ∈ [0, 1] ισχύει ότι tx+ (1− t)y ∈ A.
• ισόρροpiο (balanced) όταν για όλα τα x ∈ A και λ ∈ R με |λ| ≤ 1 ισχύει
λx ∈ A. (piροφανώς 0 ∈ A)
• αpiοροφών (absorbent) όταν για κάθε x ∈ X υpiάρχει λ > 0 με λx ∈ A.
΄Ενας τοpiολογικός Hausdorff διανυσματικός χώρος X ονομάζεται τοpiικά κυρτός
όταν έχει μια τοpiική βάση του 0 αpiό κυρτά, ισόρροpiα σύνολα ή ισοδύναμα όταν
piαράγεται αpiό μια οικογένεια seminorn {ρa, a ∈ Λ} piου διαχωρίζει σημεία
(δηλαδή για κάθε x 6= 0 υpiάρχει a ∈ Λ με ρa(x) > 0). Τότε τα σύνολα της
μορφής: ⋂
a∈i
{x ∈ X : ρa(x) < a}
με i piεpiερασμένο ⊂ Λ και a > 0 είναι κυρτά, ισόρροpiα, και αpiοτελούν τοpiική
βάση του 0.
Παρά το γεγονός ότι οι χώροι αυτοί δεν έχουν νόρμα, η ύpiαρξη τοpiικής κυρτής
βάσης για το 0 είναι αρκετή για να ισχύει το Θεώρημα Hahn-Banach . Οι χώροι
Frechet είναι τοpiικά κυρτοί οι οpiοίοι είναι μετρικοί και piλήρεις (piρόκειται για
γενίκευση των χώρων Banach ).
΄Εστω τώρα (X, ξ) ένας τοpiικά κυρτός διανυσματικός χώρος. ΄Ενα υpiοσύνολο
A ⊂ X ονομάζεται φραγμένο για την τοpiολογία ξ ή αpiλά ξ-φραγμένο όταν για
κάθε piεριοχή U του 0 υpiάρχει λ > 0 τέτοιο ώστε: A ⊂ νU για κάθε ν > λ.
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΄Εστω τοpiικά κυρτός τοpi. διαν. χώρος X με τοpiολογία ξ. Συμβολίζουμε με X ′
τον δυϊκό του X δηλαδή το σύνολο των ξ-συνεχών γραμμικών piραγματικών
συναρτήσεων με piεδίο ορισμού το X. Προκειμένου να διευκρινιστεί (όpiου
χρειάζεται) η τοpiολογία ως piρος την οpiοία είναι συνεχείς οι συναρτήσεις του X ′
θα γράφουμε:
(X, ξ)′ = X ′
΄Ολες οι piαρακάτω τοpiολογίες είναι τοpiικά κυρτές και piαράγονται αpiό την
οικογένεια seminorm piου αναφέρεται:
• σ(X,X ′) ασθενής τοpiολογία του X
{ρ(·) = | < ·, x′ > |, x′ ∈ X ′}
Είναι η ασθενέστερη τοpiολογία του X για την οpiοία όλες οι piαραpiάνω
seminorm είναι συνεχείς συναρτήσεις στο X.
Προφανώς σ(X,X ′) ⊂ ξ
και ισχύει ότι (X ′, σ(X ′, X))′ = X ′
Η σύγκλιση ενός δικτύου {xi, i ∈ I} ⊂ X στην τοpiολογία σ(X,X ′) έχει
ως ακολούθως:
xi → x⇔ x′(xi)→ x′(x) για κάθε x′ ∈ X ′.
• σ(X ′, X) ασθενής τοpiολογία του X ′ (weak*)
{q(·) = | < x, · > |, x ∈ X}
Για την σ(X ′, X) ισχύει:
(X ′, σ(X ′, X))′ = X
και η σύγκλιση δικτύου {x′i, i ∈ I} ⊂ X ′ έχει ως εξής:
x′i → x′ ⇔ x′i(x)→ x′(x) για κάθε x ∈ X
(piρόκειται για κατά σημείο σύγκλιση)
• C (X,X ′) ισχυρή τοpiολογία του X
{ρ′B(·) = sup
x′∈B
| < ·, x′ > |, B ∈ D ′}
όpiου D ′ = {B ⊂ X ′ : B είναι σ(X ′, X)-φραγμένο}.
Για την C (X,X ′) ισχύει:
σ(X,X ′) ⊂ C (X,X ′)
και για τη σύγκλιση
xi → x⇔ x′(xi)→ x′(x) ομοιόμορφα ως piρος x′ ∈ B
και αυτό για κάθε σ(X ′, X)-φραγμένο B ∈ D ′.
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• C (X ′, X) ισχυρή τοpiολογία του X ′
{q′A(·) = sup
x∈A
| < x, · > |, A ∈ D}
όpiου D = {A ⊂ X : A είναι σ(X,X ′)-φραγμένο}
Για την C (X ′, X) ισχύει:
σ(X ′, X) ⊂ C (X ′, X)
Για την αντίστοιχη σύγκλιση έχουμε:
x′i → x′ ⇔ x′i(x)→ x′(x) ομοιόμορφα για x ∈ A
και αυτό για κάθε σ(X,X ′)-φραγμένο A ∈ D .
Ορισμός 3.1.1. ΄Εστω τοpiικά κυρτός τοpi. διαν. χώρος X. Ονομάζεται
δισδυϊκός του X ο δυϊκός του (X ′,C (X ′, X)). Είναι δηλαδή
X ′′ = (X ′,C (X ′, X))′.
Εφαρμόζοντας τα piαραpiάνω στο ζεύγος (X ′, X ′′) μpiορούμε να ορίσουμε μια
ακόμα ασθενή τοpiολογία στον X ′, την σ(X ′, X ′′). Σχετικά ισχύει:
σ(X ′, X) ⊂ σ(X ′, X ′′)
Ο χώρος X μpiορεί να θεωρηθεί υpiοσύνολο του X ′′ υpiό την έννοια της
αpiεικόνισης Φ : X 7→ X ′′ piου ορίζεται αpiό την
[Φ(x)](y) = y(x), y ∈ X ′
Η αpiεικόνιση αυτή είναι γραμμική αλλά όχι piάντα συνεχής για τις τοpiολογίες
ξ και C (X ′′, X ′). ΄Οταν η Φ είναι τοpiολογικός ισομορφισμός του X εpiί τον X ′′
τότε ο χώρος X ονομάζεται ανακλαστικός.
΄Οταν ο X είναι χώρος με norm ‖ · ‖ και την αντίστοιχη piαραγόμενη
τοpiολογία ξ ≡ τ(‖ · ‖) τότε ισχύουν εpiιpiλέον τα ακόλουθα:
1. τ(X,X ′) = ξ
2. C (X ′, X) = ξ′ ≡ τ(‖ · ‖′)
όpiου η norm ‖ · ‖′ του X ′ ορίζεται κατά τον γνωστό τρόpiο
‖x′‖′ = sup{| < x, x′ > | : ‖x‖ ≤ 1}
3. Η αpiεικόνιση Φ είναι τοpiολογικός ισομορφισμός του X εpiί τον Φ(X) piου
είναι κλειστός υpiόχωρος του (X ′′,C (X ′′, X ′)). ΄Ετσι αν Φ(X) = X ′′ ο
χώρος X είναι ανακλαστικός.
Παρατήρηση 3.1.2. Τα συμpiεράσματα (1),(2) ισχύουν ακόμα και όταν ο χώρος
X με την αρχική τοpiολογία ξ είναι Frechet, δηλαδή τοpiικά κυρτός,
μετρικοpiοιήσιμος (metrizable) και piλήρης.
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Στους τοpiικά κυρτούς χώρους ισχύει και το piαρακάτω:
Πρόταση 3.1.3. Κάθε τοpiικά κυρτός τοpiολογικός διανυσματικός χώρος X
είναι piλήρως κανονικός.
Αpiόδειξη. Αρκεί να δειθχεί ότι για κάθε κλειστό F ⊂ X και x0 /∈ F υpiάρχει μια
αpiεικόνιση g : X 7→ R συνεχής με g(x0) = 1 και g(y) = 0 για κάθε y ∈ F .
Εpiειδή x0 /∈ F ⇒ 0 /∈ F − x0. ΄Αρα εpiειδή ο χώρος X είναι τοpiικά κυρτός
υpiάρχει U ∈ B (κυρτό) τέτοιο ώστε 0 ∈ U και U ∩ (F − x0) = ∅.
΄Εστω pU : X 7→ R οριζόμενο αpiό τη σχέση
pU (x) = inf{λ > 0 : x ∈ λU}
Τότε pu είναι συνεχής με pU (0) = 0 και pU (y) ≥ 1 για κάθε y /∈ U .
(Διαφορετικά αν pU (y) < 1 για κάpiοιο y /∈ U τότε αpiό τον ορισμό του pU θα
είχαμε ότι y ∈ U . ΄Ατοpiο!)
Θέτουμε την αpiεικόνιση g : X 7→ [0, 1] τέτοια ώστε:
g(x) = min{1, pU (x− x0)} ∀ x ∈ X
Τότε η g είναι εpiίσης συνεχής και piαρατηρούμε τα εξής:
1. g(x0) = min{1, pU (x0 − x0)} = 0
2. Για y ∈ F έχουμε pU (y − x0) ≥ 1 αφού y − x0 ∈ F − x0 και άρα
y − x0 /∈ U . Οpiότε g(y) = 1 για κάθε y ∈ F .
3.2 s-lgebrec kai kulindrikèc s-lgebrec
se top. dian. q¸rouc
3.2.1 Metr simoi dianusmatikoÐ q¸roi
Αν X είναι διανυσματικός χώρος και A είναι σ-άλγεβρα υpiοσυνόλων του.
Ενδιαφερόμαστε στη συμβιβαστότητα της μετρησιμότητας της σ-άλγεβρας A με
τη διανυσματική δομή του χώρου (κάτω υpiό piοιά έννοια τα στοιχέια του τ.δ.χ. X
καθίστανται μετρήσιμα).
Ορισμός 3.2.1. ΄Εστω διαν. χώρος X και σ-άλγεβρα A του X. Το ζεύγος
(X,A ) λέγεται μετρήσιμος διανυσματικός χώρος όταν και μόνο όταν
οι αpiεικονίσεις (x, y) 7→ x+ y, x 7→ −x και (a, x) 7→ ax είναι αντίστοιχα
A ⊗A −A ,A −A και B1 ⊗A −A μετρήσιμες.
΄Εστω τ.δ.χ. (X, T ) και BX η σ-άλγεβρα Borel piου piαράγεται αpiό την
τοpiολογία του. Τότε η αpiεικόνιση (x, y) 7→ x+ y είναι συνεχής και άρα
BX×X −BX μετρήσιμη και όχι BX ⊗BX −BX μετρήσιμη όpiως αpiαιτεί ο
ορισμός. Εpiιpiλέον είναι BX ⊗BX ⊂ BX×X . Η piαρακάτω Πρόταση μαω δίνει
την ικανή συνθήκη ώστε να ισχύει η μετρησιμότητα στον (X,BX).
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Πρόταση 3.2.2. ΄Εστω διαχωρίσιμος μετρικός τοpiολογικός
διανυσματικός χώρος X και BX η σ-άλγεβρα Borel υpiοσυνόλων του. Τότε ο
(X,BX) είναι μετρήσιμος διαν. χώρος.
Αpiόδειξη. Αφού X διαχωρίσιμος μετρικός τότε η τοpiολογία του έχει μια
αριθμήσιμη βάση και άρα BX ⊗BX = BX×Y και B1 ⊗BX = BR×X . Ακόμα οι
αpiεικονίσεις (x, y) 7→ x+ y, (a, x) 7→ ax, x 7→ −x είναι συνεχείς.
Παρατήρηση 3.2.3. ΄Ομως οι αpiεικονίσεις ῾῾μεταφορά᾿᾿ x 7→ x+ b και ῾ὁμοιοθεσία᾿᾿
x 7→ λx είναι piροφανώς BX −BX μετρήσιμες.
Σημείωση: Αpiοδεικνύεται [28] ότι αν X είναι τοpi. χώρος Hausdorff με
cardX > c τότε το κλειστό σύνολο ∆ = {(x, y) ∈ X ×X : x = y} δεν ανήκει
στην BX ⊗BX . ΄Ετσι αν X είναι τοpiολ. διαν. χώρος με cardX > c τότε
(X,BX) δεν είναι μετρήσιμος διαν. χώρος διότι αν ήταν τέτοιος η συνάρτηση
f(x, y) = x− y θα ήταν BX ⊗BX −BX μετρήσιμη.
΄Ομως f−1({0}) = ∆ /∈ BX ⊗BX .
3.2.2 kulindrikèc s-lgebrec se top. dian. q¸rouc
΄Ενα κυλινδρικό σύνολο είναι το ῾῾φυσικό᾿᾿ ανοικτό σύνολο της τοpiολογίας
γινόμενο. Τα κυλινδρικά σύνολα μας piαρέχουν μια βάση της φυσικής τοpiολογίας
του γινομένου ενός αριθμήσιμου piλήθους αντιγράφων του συνόλου.
Ορισμός 3.2.4. ΄Εστω X =
∏
a
Xa γινόμενο τ.χ. και pa : X 7→ Xa η
κανονική piροβολή. Τότε για U ⊂ Xa ανοικτό το σύνολο p−1a (U) ⊂ X ονομάζεται
ανοικτός κύλινδρος. Η τομή piεpiερασμένου αριθμού ανοικτών κυλίνδρων
αpiοτελούν μια υpiοβάση της τοpiολογίας γινόμενο του X. Η οικογένεια των
κυλινδρικών συνόλων αpiοτελεί βάση.
Παρατήρηση 3.2.5. Οι ανοικτοί κύλινδροι σε έναν οpiοιοδήpiοτε τοpiολογικό χώρο
(όχι μόνο σε τοpiολογικούς χώρους γινόμενο) μpiορούν να οριστούν μέσω
οpiοιαδήpiοτε συνεχούς (για τη συγκεκριμένη τοpiολογία) αpiεικόνισης. Αυτός θα
είναι άλλωστε και ο συμβολισμός piου θα χρησιμοpiοιηθεί piαρακάτω.
Σκοpiός μας είναι να σχετίσουμε τα κυλινδρικά σύνολα με την έννοια της
μετρησιμότητας και για αυτό θα εισάγουμε ένα νέο είδος σ-άλγεβρων τις
κυλινδρικές σ-άλγεβρες. Βέβαια, σε κάθε τοpiολογία piου ορίζεται σε έναν διαν.
χώρο X αντιστοιχεί και μια σ-άλγεβρα Borel υpiοσυνόλων του X. Θα γράφουμε
B(X, τ) τη σ-άλγεβρα Borel υpiοσυνόλων του X piου piαράγεται αpiό τα ανοικτά
της τοpiολογίας τ. Οι σχέσεις μεταξύ διαφόρων σ-αλγεβρών είναι άμεση συνέpiεια
της σχέσης μεταξύ τοpiολογιών. ΄Ετσι αν ξ είναι η τοpiολογία ενός τοpiικά κυρτού
τοpiολ. διαν. χώρου X θα ισχύει pi.χ.:
B(X,σ(X,X ′)) ⊂ B(X, ξ) ⊂ B(X, τ(X,X ′))
΄Εστω λοιpiόν X 6= ∅ και Γ ⊂ RX = {f : X 7→ R}, Γ 6= ∅. Ας είναι τώρα
Λ = {(f1, ..., fk) : k ∈ N, fi ∈ Γ}.
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Για τυχόν f = (f1, ...fm) ∈ Λ θέτουμε
Af = {f−1(B) : B ∈ Bm}
Η Af είναι σ-άλγεβρα και μάλιστα Af = σ({f−1(A1 × ...×Am) : Ai ∈ B1}). Αν
τώρα f = (f1, ..., fm) ∈ Λ και g = (g1, ..., gn) ∈ Λ και θεωρήσουμε τη διάταξη
h = (f1, ..., fm, g1, ...gn) τότε h ∈ Λ και για τυχόν B ∈ Bm είναι
f−1(B) = h−1(B × Rn) και συνεpiώς Af ⊂ Ah. ΄Ομοια είναι Ag ⊂ Ah και
συνεpiώς η οικογένεια σ-αλγεβρών {Af , f ∈ Λ} είναι δεξιά διευθυνόμενη (δηλαδή
για f, g ∈ Λ υpiάρχει h ∈ Λ με Af ∪Ag ⊂ Ah). Αυτό εξασφαλίζει ότι η
⋃
f∈Λ
Af
είναι άλγεβρα. Πρόκειται ακριβώς για την άλγεβρα κυλίνδρων του X την
piαραγόμενη αpiό το Γ ⊂ RX .
Ορισμός 3.2.6. ΄Εστω X 6= ∅ και μη κενό Γ ⊂ RX . Η άλγεβρα ⋃
f∈Λ
Af
ονομάζεται άλγεβρα των κυλίνδρων (ή κυλινδρική) piαραγόμενη αpiό την Γ και
σημειώνεται C(X,Γ) =
⋃
f∈Λ
Af . Ακόμα η σ-άλγεβρα υpiοσυνόλων του X η
piαραγόμενη αpiό την C(X,Γ) ονομάζεται σ-άλγεβρα κυλίνδρων (ή κυλινδρική)
piαραγόμενη αpiό την Γ και σημειώνεται Cˆ(X,Γ). Είναι δηλαδή
Cˆ(X,Γ) = σ(C(X,Γ)).
Στα piλαίσια των συμβολισμών αυτών και για τυχόν f = (f1, ..., fm) ∈ Λ
μpiορούμε να γράψουμε Cˆ(X, f1, ..., fm) = C(X, f1, ..., fm) = Af (δηλαδή στην
piεpiερασμένη piερίpiτωση C(X,Γ) συμpiίpiτει με την Cˆ(X,Γ)).
Παρατήρηση 3.2.7. Αpiοδεικνύεται ότι μια ισοδύναμη γραφή της κυλινδρικής
σ-άλγεβρας είναι η εξής:
Cˆ(X,Γ) = Cˆ1(X,Γ) ≡ σ(Γ) = σ{γ−1, γ ∈ Γ, B ∈ B1}
Πρόταση 3.2.8. ΄Εστω X διαν. χώρος και ένα μη κενό σύνολο γραμμικών
συναρτησοειδών Γ. Τότε ο (X, Cˆ(X,Γ)) είναι μετρήσιμος διανυσματικός χώρος.
Αpiόδειξη. ΄Εστω γ ∈ Γ και ορίζουμε Ψγ : X ×X 7→ R× R έτσι ώστε
Ψγ(x, y) = (γ(x), γ(y))
Η Ψγ είναι Cˆ(X,Γ)⊗ Cˆ(X,Γ)−B2 μετρήσιμη αφού για τυχόντα A,B ∈ B1
έχουμε Ψ−1γ (A×B) = γ−1(A)× γ−1(B) ∈ Cˆ(X,Γ)⊗ Cˆ(X,Γ). Ορίζουμε τώρα
φ : R2 7→ R με την φ(x, y) = x+ y. Η φ είναι piροφανώς B2 −B1 μετρήσιμη και
συνεpiώς η σύνθεση φ ◦Ψγ είναι Cˆ(X,Γ)⊗ Cˆ(X,Γ)−B1 μετρήσιμη. Αν τώρα
Φ : X ×X 7→ X είναι η οριζόμενη ως Φ(x, y) = x+ y τότε γ ◦ Φ = φ ◦Ψγ και
συνεpiώς
Φ−1(γ−1(B)) = (γ ◦ Φ)−1(B)
= (φ ◦Ψγ)−1(B) ∈ Cˆ(X,Γ)⊗ Cˆ(X,Γ)
λόγω μετρησιμότητας της φ ◦Ψγ .
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΄Ομως λόγω της Παρατήρησης 3.2.7. έχουμε ότι
Cˆ(X,Γ) = σ({γ−1(B) : γ ∈ Γ, B ∈ B1}).
΄Ομοια ενεργούμε και για την αpiεικόνιση Φ1 : R×X 7→ X : Φ1(a, x) = ax.
Παρατήρηση 3.2.9. Αpiό την piαραpiάνω Πρόταση piροκύpiτει ότι για τυχόντα
b ∈ X και λ ∈ R οι αpiεικονίσεις x 7→ x+ b, x 7→ λx είναι Cˆ(X,Γ)− Cˆ(X,Γ)
μετρήσιμες.
΄Εστω τώρα X τοpiικά κυρτός τ.δ.χ. με τοpiολογία ξ. ΄Εστω X ′ = (X, ξ)′ ο
δυϊκός του. Τότε όpiως σ(X,X ′) ⊂ ξ και άρα B(X,σ(X,X ′)) ⊂ B(X, ξ) ≡ BX .
Ακόμα η σ-άλγεβρα Cˆ(X,X ′) είναι η ελάχιστη piου καθιστά μετρήσιμες τις
x′ ∈ X ′. Συνεpiώς Cˆ(X,X ′) ⊂ B(X,σ(X,X ′)) ⊂ BX . Ισότητα δεν ισχύει εν
γένει. ΄Ομως:
Θεώρημα 3.2.10. (E. Mourier)
΄Εστω X διαχωρίσιμος χώρος με norm. Τότε Cˆ(X,X ′) = BX .
Αpiόδειξη. ΄Εστω ‖ · ‖ η norm του X και ‖ · ‖′ η norm του X ′. ΄Εστω {xn, n ∈ N}
piυκνό στον X. Αpiό το θεώρημα Hahn-Banach piροκύpiτει ότι υpiάρχει
{x′n, n ∈ N} ⊂ X ′ με ‖x′n‖′ = 1 και | < xn, x′n > | = ‖xn‖. Θα δείξουμε ότι:
‖x‖ = sup
n∈N
| < x, x′n > | για κάθε x ∈ X.
Αpiό την ‖x′n‖′ = sup
y 6=0
|<y,x′n>|
‖y‖ = 1 piροκύpiτει ότι
| < y, x′n > | ≤ ‖y‖ για κάθε y ∈ X (1)
Τώρα για τυχόν x ∈ X και τυχόν  > 0 υpiάρχει xm:
‖x− xm‖ < 
2
(2)
Αpiό τις ιδιότητες της norm και τις ιδιότητες της {x′n, n ∈ N} έχουμε:
‖x‖ − 
2
< ‖xm‖ = | < xm, x′m > | ≤ | < x, x′m > |+ | < xm − x, x′m > |
και εpiικαλούμενοι τις (1),(2):
‖x‖ − 
2
< | < x, x′m > |+

2
και piάλι την (1) οpiότε:
‖x‖ −  < | < x, x′m > | ≤ ‖x‖
Συνεpiώς ‖x‖ = sup
n
| < x, x′n > |, x ∈ X και άρα
BX ≡ {x ∈ X : ‖x‖ < 1} =
∞⋂
n=1
{x ∈ X : | < x, x′n > | < 1}
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΄Ομως {x ∈ X : | < x, x′n > | < 1} ∈ Cˆ(X,X ′) και άρα BX ∈ Cˆ(X,X ′).
Ακόμα, εpiειδή ο χώρος (X, Cˆ(X,X ′)) είναι μετρήσιμος διανυσματικός χώρος
έχουμε ότι για κάθε y ∈ X και κάθε a > 0 το σύνολο y + aBX ∈ Cˆ(X,X ′) και
συνεpiώς κάθε ῾῾μpiάλα᾿᾿ B(y, r) = {x ∈ X : ‖x− y‖ < r} ανήκει στην σ-άλγεβρα
Cˆ(X,X ′). Λόγω διαχωρισιμότητας του X κάθε ανοικτό του X γράφεται ως
αριθμήσιμη ένωση αpiό τέτοιες ῾῾μpiάλες᾿᾿ και συνεpiώς κάθε ανοικτό του X ανήκει
στην Cˆ(X,X ′). ΄Ωστε BX ⊂ C(X,X ′).
΄Ομως ήδη γνωρίζουμε ότι C(X,X ′) ⊂ BX .
΄Αρα τελικά BX = Cˆ(X,X ′).
Συναφές είναι και το εpiόμενο αpiοτέλεσμα.
Θεώρημα 3.2.11. ΄Εστω X τοpiολογικός piολωνικός χώρος και Γ μια
οικογένεια piραγματικών συναρτήσεων με piεδίο ορισμού X. Αν η οικογένεια Γ
διαχωρίζει τα σημεία του X τότε ισχύει:
Cˆ(X,Γ) = BX
Αpiόδειξη. [28]
Θα δούμε τώρα τις εpiιpiλέον δυνατότητες piεριγραφής και piαραλλαγής της
σ-άλγεβρας Cˆ(X,Γ) όταν X,Γ είναι διαν. χώροι pi.χ. X τοpiικά κυρτός τοpiολ.
διαν. χώρος και Γ = X ′. Υpiενθυμίζουμε ότι για τυχόν
f = (f1, ..., fk) ∈ Λ ≡ {(f1, ..., fk) : k ∈ N, fi ∈ Γ} γράφουμε:
Af = {f−1(B) : B ∈ Bk}
΄Οpiως θα δούμε η σ-άλγεβρα Cˆ(X,Γ) μpiορεί να piροκύψει θεωρώντας
f = (f1, ..., fk) ∈ Λ με f1, ..., fk γραμμικά ανεξάρτητα.
Πρόταση 3.2.12. ΄Εστω X διανυσματικός χώρος και Γ ⊂ RX διαν. χώρος.
΄Εστω L = {(f1, ..., fk) : k ∈ N, fi ∈ Γ γραμμικά ανεξάρτητα}. Τότε ισχύουν τα
piαρακάτω:
1. Cˆ(X,Γ) = σ(
⋃
f∈L
Af )
2. Για τυχόντα f = (f1, ..., fn) ∈ L και g = (g1, ..., gr) ∈ L υpiάρχει
h = (h1, ..., hm) ∈ L με Af ∪Ag ⊂ Ah.
Μάλιστα υpiάρχουν γραμμικές
φ1 : Rm 7→ Rn και φ2 : Rm 7→ Rr εις τρόpiον ώστε να ισχύει :
f = φ1 ◦ h και g = φ2 ◦ h
3.
⋃
f∈L
Af =
⋃
f∈Λ
Af = C(X,Γ).
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Αpiόδειξη.
1. ΄Εχουμε ότι {γ−1(B) : γ ∈ Γ \ {0}, B ∈ B1} ⊂ ⋃
f∈L
Af ⊂
⋃
f∈Λ
Af και έτσι
ισχύει Cˆ1(X,Γ \ {0}) ⊂ σ(
⋃
f∈L
Af ) ⊂ σ(
⋃
f∈Λ
Af ).
΄Ομως εξ ορισμού σ(
⋃
f∈Λ
Af ) = Cˆ(X,Γ) και αpiό την άλλη
Cˆ1(X,Γ \ {0}) = Cˆ1(X,Γ) = Cˆ(X,Γ).
2. ΄Εστω Ε ο υpiόχωρος ο piαραγόμενος αpiό τα {f1, ..., fn, g1, ..., gr} και μια
βάση του {h1, ..., hm} ⊂ E. Τότε
fk =
m∑
`=1
ak`h` , k = 1, ...n
Αν τώρα h = (h1, ..., hm) και φ : Rm 7→ Rn τέτοια ώστε
φ(u1, ..., um) = [a
k
` ](u1, ..., um)
> τότε h ∈ L και f = φ ◦ h
οpiότε για τυχόν B ∈ Bn έχουμε f−1(B) = h−1(φ−1(B)) με
φ−1(B) ∈ Bm και άρα Af ⊂ Ah.
΄Ομοια για την g.
3. ΄Εστω F μια βάση του χώρου Γ. Τότε για τυχόν f = (f1, ..., fn) ∈ Λ θα
ισχύει
fk =
mk∑
`=1
bk` g
k
` , k = 1, ..., n
όpiου {gk1 , ..., gkmk} ⊂ F γραμμικά ανεξάρτητα (k = 1, ..., n).
Αν Ε ο υpiόχωρος ο piαραγόμενος αpiό τα {gk` : ` = 1, ...,mk, k = 1, ..., n}
τότε fk ∈ E, k = 1, ..., n και συνεpiώς αν {h1, ..., hm} βάση του E τότε
fk =
m∑
`=1
ak`h` , k = 1, ..., n
Αν τώρα h = (h1, ..., hm) και φ : Rm 7→ Rn οριζόμενη αpiό την
φ(u1, ..., um) = [a
k
` ](u1, ..., um)
> τότε f = φ ◦ h και εύκολα Af ⊂ Ah με
h ∈ L.
Παρατήρηση 3.2.13. Τα piαραpiάνω ισχύουν ασφαλώς όταν Γ = X ′ όpiου X ′ ο
δυϊκός ενός τοpiικά κυρτού τοpiολ. διαν. χώρου X με τοpiολογία ξ,
δηλαδή X ′ = (X, ξ)′. ΄Οpiως ήδη αναφέραμε ισχύουν :
Cˆ(X,X ′) ⊂ B(X,σ(X,X ′)) ⊂ BX
όpiου BX = B(X, ξ).
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3.3 Kulindrikèc s-lgebrec ston duðkì
q¸ro
΄Εστω X τ.δ.χ. τοpiικά κυρτός και ξ η τοpiολογία του. Ορίζουμε X ′ = (X, ξ)′ τον
δυϊκό του και piάνω σε αυτόν θα ορίσουμε τις κυλινδρικές άλγεβρες και
σ-άλγεβρες. Συγκεκριμένα:
I = {i ⊂ X : i piεpiερασμένο} και για i = {x1, ..., xn} ∈ I
Ai = {g−1i (B) : B ∈ Bn} όpiου gi : X ′ 7→ Rn τέτοια ώστε
gi(x
′) = (< x1, x′ >, ..., < xn, x′ >). Ορίζουμε C(X ′, X) =
⋃
i∈I
Ai και
Cˆ(X ′, X) = σ(
⋃
i∈I
Ai).
Η Cˆ(X ′, X) ονομάζεται σ-άλγεβρα κυλίνδρων του X ′ και αpiλώς άλγεβρα
κυλίνδρων (είναι) η C(X ′, X). Αpiεικονίνοντας το X στο υpiοσύνολο Φ(X) ⊂ X ′′
μέσω της Φ : X 7→ X ′′ τέτοια ώστε
Φ(x)(`) = `(x) , ` ∈ X ′
τότε piροκύpiτει ότι
Cˆ(X ′, X) ⊂ Cˆ(X ′, X ′′) ⊂ B(X ′,C (X ′, X))
όpiου C (X ′, X) η ισχυρή τοpiολογία του X ′.
Για το νόημα της Cˆ(X ′, X ′′) δεν χρειάζεται να piούμε piαρά ότι piρόκειται για την
σ-άλγεβρα κυλίνδρων του X ′ όταν Γ = X ′′. ΄Ετσι το θεώρημα της E. Mourier
εφαρμόζεται και στον δυϊκό X ′.
Θεώρημα 3.3.1. Αν X είναι χώρος με norm και ο X ′ είναι διαχωρίσιμος τότε
Cˆ(X ′, X) = BX′
(Η τοpiολογία του X ′ ορίζεται αpiό την ‖x′‖ = sup{| < x, x′ > | : ‖x‖ ≤ 1}).
3.4 Mètra kai kulindrik mètra
pijanìthtac se t.d.q. Je¸rhma
Prohorov
Η έννοια του μέτρου Radon αναφέρεται σε μια τοpiολογία του χώρου στου
οpiοίου τα υpiοσύνολα ορίζεται. Είναι λοιpiόν βασικό όταν σε ένα χώρο ορίζονται
piερισσότερες της μιας τοpiολογίες να piροσδιορίζεται η τοpiολογία στην οpiοία
αναφέρεται η κανονικότητά του. Προκειμένου να εξυpiηρετηθεί αυτή η ανάγκη θα
χρησιμοpiοιούμε (όταν είναι αpiαραίτητο) την ορολογία ξ-Radon μέτρο μ και θα
εννοούμε ότι το μέτρο μ είναι κανονικό μέτρο στη σ-άλγεβρα Borel piου
piαράγουν τα ανοικτά της τοpiολογίας ξ. ΄Ετσι αν pi.χ. X είναι τοpiικά κυρτός
τ.δ.χ. με τοpiολογία ξ τότε C (X,X ′)- Radon μέτρο μ είναι ένα μέτρο piου
ορίζεται στη σ-άλγεβρα Borel B(X,C (X,X ′)) και είναι Radon.
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Λήμμα 3.4.1. ΄Εστω τοpiολογίες τ1, τ2 στον χώρο X με σύνολο ανοικτών
T1, T2 αντίστοιχα. Υpiοθέτουμε ότι T1 ⊂ T2 (η τ2 είναι λεpiτότερη της τ1). Τότε
ένα τ2-Radon μέτρο μ είναι τ1-Radon.
Αpiόδειξη. Καταρχήν B1 ≡ σ(T1) ⊂ σ(T2) ≡ B2 και συνεpiώς το μέτρο μ
ορίζεται στην B1. Αν τώρα K1,K2 είναι τα σύνολα συμpiαγών για τις
τοpiολογίες τ1, τ2 αντίστοιχα τότε διαpiιστώνεται άμεσα ότι K2 ⊂ K1 οpiότε για
τυχόν A ∈ B1 θα είναι
µ(A) = sup{µ(K) : K ∈ K2,K ⊂ A}
≤ sup{µ(K) : K ∈ K1,K ⊂ A}
≤ µ(A)
δηλαδή το μέτρο µ είναι είναι piεpiερασμένο και ισχύει η εσωτερική κανονικότητα,
άρα είναι Radon.
Παρατήρηση 3.4.2. Η ίδια Πρόταση μάς εpiιτρέpiει μια εpiέκταση του
piροηγούμενου συμpiεράσματος σε μη-piεpiερασμένα μέτρα. Αρκεί να είναι
X =
∞⋃
n=1
Un με Un τ1-ανοικτά και µ(Un) <∞.
Ο στόχος μας είναι η κατασκευή μέτρων Radon σε τ.δ.χ. Αυτό μpiορεί να
εpiιτευχθεί με τη χρήση των λεγόμενων κυλινδρικών ῾῾μέτρων᾿᾿ ο ορισμός των
οpiοίων ακολουθεί.
Ορισμός 3.4.3. ΄Εστω X διανυσματικός χώρος και Γ ⊂ RX διαν. χώρος.
Ονομάζεται κυλινδρικό μέτρο piιθανότητας μ στον X μια συνολοσυνάρτηση
µ : C(X,Γ) 7→ [0, 1] με τις piαρακάτω ιδιότητες:
1. είναι αpiλά piροσθετική
2. µ(X) = 1
3. Ο piεριορισμός της σε κάθε σ-άλγεβρα Af , f ∈ Λ είναι μέτρο
όpiου Λ = {(f1, ..., fk) : k ∈ N, fi ∈ Γ}, f = (f1, ..., fn) ∈ Λ,
Af = {f−1(B) : B ∈ Bn} και C(X,Γ) ≡
⋃
f∈Λ
Af
Παρατήρηση 3.4.4.
1. Η αpiαίτηση (1) εξασφαλίζεται αpiό την (3) και αpiό το γεγονός ότι η Af
είναι δεξιά διευθυνόμενη.
2. ΄Ενα κυλινδρικό μέτρο δεν είναι μέτρο αφού δεν αpiαιτείται να είναι
σ-piροσθετικό στην άλγεβρα C(X,Γ).
Θα piαραθέσουμε τώρα μια μέθοδο κατασκευής κυλινδρικών μέτρων piιθανότητας
῾῾ξεκινώντας᾿᾿ αpiό μέτρα piιθανότητας σε piεpiερασμένης διάστασης διαν. χώρους.
Προηγουμένως όμως είναι αpiαραίτητο το:
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Λήμμα 3.4.5. ΄Εστω διανυσματικός χώρος X και διανυσματικός χώρος
Γ ⊂ RX του οpiοίου τα στοιχεία είναι γραμμικά συναρτησοειδή (Γ ⊂ X∗- ο
αλγεβρικός δυϊκός του X). ΄Εστω γραμμικά ανεξάρτητα {f1, ..., fn} ⊂ Γ και
f = (f1, ..., fn). Τότε η αpiεικόνιση f : X 7→ Rn είναι ῾ἑpiί᾿᾿.
Αpiόδειξη. ΄Εστω τυχόν y = (y1, ..., yn) ∈ Rn \ {0}. Εpiειδή {f1, ..., fn} είναι
ανεξάρτητα υpiάρχουν a1, ..., an στον X τέτοια ώστε fi(ai) = 1 και fi(aj) = 0
για κάθε j 6= i ∈ (i = 1, ..., n). Θεωρούμε το x = y1a1 + ...+ ynan.
Τότε fi(x) =
n∑
j=1
yjfj(aj) = yi και άρα f(x) = y.
Θεώρημα 3.4.6. ΄Εστω διαν. χώρος X και διαν. χώρος γραμμικών
συναρτησοειδών Γ ⊂ X∗ (X∗ ο αλγεβρικός δυϊκός του X). Υpiοθέτουμε ότι για
κάθε f = (f1, ..., fn) ∈ L ορίζεται ένα μέτρο piιθανότητας µf στον (Rn,Bn)
τέτοιο ώστε να ικανοpiοιείται η piαρακάτω συνθήκη συμβιβαστότητας:
Για κάθε f = (f1, ..., fn) ∈ L και h = (h1, ..., hm) ∈ L με f = φ ◦ h
όpiου φ : Rm 7→ Rn γραμμική ισχύει:
µh(φ
−1(B)) = µf (B) , B ∈ Bn (Σ)
Τότε υpiάρχει μοναδική συνολοσυνάρτηση µ :
⋃
f∈L
Af 7→ [0, 1] με µ(X) = 1 και
σ-piροσθετική όταν piεριορίζεται στις σ-άλγεβρες Af , f ∈ L έτσι ώστε να ισχύει η:
µ(f−1(B)) = µf (B) για κάθε f = (f1, ..., fn) ∈ L , B ∈ Bn (Α)
Εpiιpiλέον η µ ειναι σ-piροσθετική σε κάθε σ-άλγεβρα Af , f ∈ Λ είναι δηλαδή ένα
κυλινδρικό μέτρο piιθανότητας στην C(X,Γ).
Αpiόδειξη.
Ορίζουμε µ : C(X,Γ) ≡ ⋃
f∈L
Af 7→ [0, 1]
ως εξής µ(A) = µf (B) αν A = f−1(B) ∈ Af
Καταρχήν θα δείξουμε ότι η μ είναι καλά ορισμένη.
΄Εστω ότι A = f−1(B1) = g−1(B2) όpiου f = (f1, ..., fn) ∈ L και
g = (g1, ..., gr) ∈ L,B1 ∈ Bn και B2 ∈ Br. Σύμφωνα με την Πρόταση 3.2.11.
υpiάρχει
h = (h1, ..., hm) ∈ L με f = φ1 ◦ h και g = φ2 ◦ h όpiου φ1 : Rm 7→ Rn και
φ2 : Rm 7→ Rr γραμμικές και συνεpiώς:
A = h−1(φ−11 (B1)) = h
−1(φ−12 (B2))
΄Αρα h−1(φ−11 (B1) \ φ−12 (B2)) = ∅ και εpiειδή κατά το piροηγηθέν Λήμμα η h είναι
῾ἑpiί᾿᾿ θα ισχύει
φ−11 (B1) ⊂ φ−12 (B2)
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Λόγω συμμετρίας θα ισχύει και ο αντίθετος εγκλεισμός. ΄Αρα
φ−11 (B1) = φ
−1
2 (B2) (1)
Εξάλλου αpiό τη συνθήκη συμβιβαστότητας (Σ) έχουμε:
µf (B1) = µh(φ
−1
1 (B1)) και µg(B2) = µh(φ
−1
2 (B2))
και άρα αpiό την (1) συμpiεραίνουμε ότι µf (B1) = µg(B2).
Θα δείξουμε τώρα ότι η μ είναι σ-piροσθετική στην σ-άλγεβρα Af για τυχόν
f ∈ L. Πράγματι αν {An, n ∈ N} ⊂ Af είναι ξένα μεταξύ τους και
An = f
−1(Bn), Bn ∈ Bk τότε f−1(Bi ∩Bj) = ∅ και αφού η f είναι εpiί θα είναι
Bi ∩Bj = ∅ για i 6= j.
΄Αρα:
µ(
⋃
n
An) = µ(f
−1(
⋃
n
Bn)) = µf (
⋃
n
Bn)
=
∑
n
µf (Bn) =
∑
n
µ(An)
Η αpiαίτηση µ(X) = 1 και η μοναδικότητα piροκύpiτουν άμεσα.
Αpiομένει να δειθχεί ότι το µ είναι κυλινδρικό μέτρο piιθανότητας στο C(X,Γ).
΄Εστω τυχόν f = (f1, ..., fn) ∈ Λ. Αν ένα τουλάχιστον fi 6= 0 θεωρούμε τον
υpiόχωρο τον piαραγόμενο αpiό τα {f1, ..., fn} και έστω {h1, ..., hm} μια βάση του.
Αν θέσουμε h = (h1, ..., hm) ∈ L τότε έχουμε ότι f = φ ◦ h όpiου φ : Rm 7→ Rn
και συνεpiώς για τυχόν B ∈ Bn είναι f−1(B) = h−1(φ−1(B)). Αpiό αυτό
συμpiεραίνουμε ότι Af ⊂ Ah και άρα η συνολοσυνάρτηση μ είναι σ-piροσθετική
στην Af με f ∈ Λ. Αν fi = 0 για i = 1, ..., n τότε η Af = {∅, X} και συμβαίνει
το ίδιο. Λαμβάνοντας υpiόψην ότι C(X,Γ) =
⋃
f∈L
Af =
⋃
f∈Λ
Af συμpiεραίνουμε ότι
η συνολοσυνάρτηση μ είναι κυλινδρικό μέτρο.
Παρατήρηση 3.4.7. Ο τελευταίος ισχυρισμός αpiοσκοpiεί στο χαρακτηρισμό της
συνολοσυνάρτησης µ ως κυλινδρικό μέτρο όpiως το piροβλέpiει ο Ορισμός 3.4.3.
Πόρισμα 3.4.8. ΄Εστω διαν. χώρος X και διανυσματικός χώρος γραμμικών
συναρτησοειδών Γ ⊂ X∗ (όpiου X∗ ο αλγεβρικός δυϊκός του X). Υpiοθέτουμε
ότι για κάθε f = (f1, ..., fn) ∈ Λ ορίζεται ένα μέτρο piιθανότητας µf στον
(Rn,Bn) εις τρόpiον ώστε να ικανοpiοιείται η συνθήκη συμβιβαστότητας:
Για κάθε f = (f1, ..., fn) ∈ Λ και h = (h1, ..., hm) ∈ Λ με f = φ ◦ h
όpiου φ : Rm 7→ Rn γραμμική ισχύει:
µh(φ
−1(B)) = µf (B) , B ∈ Bn (Σ′)
Τότε υpiάρχει μοναδικό κυλινδρικό μέτρο piιθανότητας
µ : C(X,Γ) =
⋃
f∈Λ
Af 7→ [0, 1] τέτοιο ώστε να ισχύει:
µ(f−1(B)) = µf (B) για κάθε f = (f1, ..., fn) ∈ Λ και B ∈ Bn (Α΄)
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Αpiόδειξη. Καταρχήν L ⊂ Λ και κατά το piροηγούμενο Θεώρημα τα μέτρα
µf , f ∈ L ορίζουν ένα κυλινδρικό μέτρο piιθανότητας µ στην C(X,Γ) piου
ικανοpiοιεί την (Α).
Αpiομένει να εpiαληθευτεί η (A′). Πράγματι για τυχόν f = (f1, ..., fn) ∈ Λ με ένα
τουλάχιστον fi 6= 0 και B ∈ Bn ισχύει κατά τα piροηγηθέντα f = φ ◦ h όpiου
h ∈ L και συνεpiώς µ(f−1(B)) = µ(h−1(φ−1(B))) = µh(φ−1(B)).
Εpiικαλούμενοι την (Σ΄) έχουμε µ(f−1(B)) = µf (B). Αν piάλι f = (0, ..., 0) τότε
αpiό την (Σ΄) συνάγεται ότι µf = δ0. Αλλά εpiίσης φανερά µ(f−1(B)) = δ0.
Παρατήρηση 3.4.9. Αpiό το Θεώρημα και το Πόρισμα piου piροηγήθηκαν
piροκύpiτει:
Αρκούν τα μέτρα µf , f ∈ L για να piροσδιοριστεί ένα κυλινδρικό
μέτρο.
Ο στόχος της μελέτης των κυλινδρικών μέτρων είναι η κατασκευή μέτρων
Radon, δηλαδή η εpiεκτασή τους σε μέτρα Radon. Θέλουμε συνεpiώς ένα
Θεώρημα Prohorov κατάλληλο για το piεριβάλλον των διανυσματικών χώρων.
Προηγουμένως όμως το piαρακάτω:
Λήμμα 3.4.10. ΄Εστω X τοpiικά κυρτός τοpiολ. διαν. χώρος και διαν.
υpiόχωρος Γ ⊂ C(X,R). ΄Εστω μ κυλινδρικό μέτρο piιθανότητας στον X. Τότε
ισχύει για κάθε A ∈ C(X,Γ)
µ(A) = sup{µ(F ) : F ∈ C(X,Γ), F κλειστό ⊂ A}
(η τοpiολογία του X είναι δεδομένη και σε αυτήν αναφέρεται ο C(X,R)).
Αpiόδειξη. ΄Εστω A ∈ C(X,Γ). Τότε υpiάρχει f ∈ L με A ∈ Af και άρα
A = f−1(B) με f = (f1, ..., fn) ∈ L και B ∈ Bn. Θεωρούμε το μέτρο
piιθανότητας ν(C) = µ(f−1(C)), C ∈ Bn στον (Rn,Bn). ΄Ομως το μέτρο ν είναι
κανονικό και συνεpiώς για τυχόν  > 0 υpiάρχει κλειστό E ⊂ Rn με E ⊂ B και
ν(B \ E) < . Λόγω συνέχειας της f το σύνολο F = f−1(E) είναι κλειστό και
εpiίσης ανήκει στην C(X,Γ) (εκ του ορισμού της) και είνα υpiοσύνολο του
f−1(B) = A.
΄Εχουμε τώρα µ(A \ F ) = µ(f−1(B \ E)) = ν(B \ E) < .
Θεώρημα 3.4.11. (Prohorov για διανυσματικούς χώρους)
΄Εστω X τοpiικά κυρτός τοpiολ. διαν. χώρος και διαν. χώρος Γ ⊂ C(X,R) piου
διαχωρίζει τα σημεία του X. ΄Εστω κυλινδρικό μέτρο piιθανότητας μ στον χώρο
X piου ικανοpiοιεί τη συνθήκη:
για κάθε  > 0 υpiάρχει συμpiαγές K ⊂ X εις τρόpiον ώστε
(*)
µ(A) > 1−  για κάθε A ∈ C(X,Γ) με A ⊃ K
Τότε η συνολοσυνάρτηση μ εpiεκτείνεται κατά μοναδικό τρόpiο σε μέτρο Radon
στον (X,BX).
56
Αpiόδειξη. Διαpiιστώνουμε τα piαρακάτω:
• Σύμφωνα με την Πρόταση 3.1.3. ο χώρος X είναι piλήρως κανονικός
(completely regular ) ως τ.δ.χ.
• C(X,Γ) = ⋃
f∈Λ
Af όpiου Λ = {(f1, ..., fk) : k ∈ N, fi ∈ Γ}
• Η συνολοσυνάρτηση μ είναι αpiλά piροσθετική
• µ(A) = sup{µ(F ) : F κλειστό ⊂ A,F ∈ C(X,Γ)}
• Ισχύει η συνθήκη Prohorov (*)
Αρκεί τώρα να εpiικαλεστούμε το Θεώρημα Prohorov 2.2.14.
Πρόταση 3.4.12. Η συνθήκη Prohorov
Για κάθε  > 0 υpiάρχει K ⊂ X συμpiαγές τέτοιο ώστε µ(A) > 1− 
για κάθε A ⊃ K, A ∈ C(X,Γ)
ισοδυναμεί με την piαρακάτω διατύpiωση:
Για κάθε  > 0 υpiάρχει K ⊂ X συμpiαγές τέτοιο ώστε
νf (f(K)) > 1−  για κάθε f = (f1, ..., fn) ∈ L όpiου νf μέτρο
piιθανότητας στον (Rn,Bn) με νf (B) = µ(f−1(B)), B ∈ Bn.
Αpiόδειξη. ⇒ ΄Εστω f = (f1, ..., fn) ∈ L. Λόγω συνέχειας f(K) ⊂ Bn.
΄Αρα f−1(f(K)) ∈ C(X,Γ).
΄Ομως f−1(f(K)) ⊃ K και άρα νf (f(K)) = µ(f−1(f(K))) > 1− .
⇐ ΄Εστω A ∈ C(X,Γ) με A ⊃ K. ΄Ομως A = f−1(B) για κάpiοιο
f = (f1, ..., fn) ∈ L άρα f(f−1(B)) ⊃ f(K).
Ακόμα B ⊃ f(f−1(B)) οpiότε νf (B) ≥ νf (f(f−1(B))) ≥ νf (f(K)) > 1− .
΄Ομως νf (B) = µ(f−1(B)) = µ(A)
΄Αρα µ(A) > 1− 
3.5 Je¸rhma Weil
Ιδιαίτερο είναι το piαρακάτω Θεώρημα λόγω του μη αναμενόμενου του
αpiοτελέσματός του. Συγκεκριμένα αpiοκλείει την ύpiαρξη μέτρων Haar
(αναλλοίωτων στη μεταφορά) σε αpiειροδιάστατους χώρους.
Θεώρημα 3.5.1. (A. Weil)
΄Εστω X τοpiολ. διαν. χώρος Hausdorff. Αν υpiάρχει μέτρο Radon μ στον
(X,B) piου να είναι αναλλοίωτο για την piρόσθεση (δηλ. µ(a+B) = µ(B) για
κάθε a ∈ X και B ∈ B) τότε ο τοpiολ. χώρος X είναι τοpiικά συμpiαγής.
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Αpiόδειξη. ΄Εχουμε ότι το μέτρο µ είναι τοpiικά piεpiερασμένο, άρα µ(K) <∞ για
κάθε K ⊂ X συμpiαγές. Θα δείξουμε ότι για κάθε συμpiαγές σύνολο K ⊂ X η
συνάρτηση f(x) = µ((x+K)∆K) , x ∈ X είναι (ομοιόμορφα) συνεχής στον X.
΄Εστω  > 0 και εpiιλέγουμε ανοικτό U ⊃ K τέτοιο ώστε µ(U \K) < 2 . ΄Εστω V
μια συμμετρική piεριοχή του μηδενός τέτοια ώστε K + V ⊂ U . Αν τώρα x, y ∈ X
τέτοια ώστε x− y ∈ V τότε εpiειδή το µ είναι αναλλοίωτο στην piρόσθεση ισχύει:
µ((x+K)∆(y +K)) = µ((x+K) \ (y +K)) + µ((y +K) \ (x+K))
= µ((−y + x+K) \K) + µ((−x+ y +K) \K)
≤ 2µ(U \K)
< 
΄Αρα έχουμε
|µ((x+K)∆K)− µ((y +K)∆K)| ≤ µ((x+K)∆(y +K)) < 
Συνεpiώς η f είναι συνεχής συνάρτηση.
΄Εστω τώρα K συμpiαγές σύνολο θετικού μέτρου. Τότε το σύνολο
VK = {x : µ((x+K)∆K) < µ(K)}
είναι μια ανοικτή piεριοχή του μηδενός στον X. Ακόμα έχουμε
VK = {x : µ((x+K)∆K) < µ(K)} ⊂ {x : (x+K) ∩K 6= ∅} ⊂ K −K
Οpiότε VK είναι piεριοχή του μηδενός με συμpiαγή κλειστότητα. Συνεpiώς ο X
είναι τοpiικά συμpiαγής.
Πόρισμα 3.5.2. ΄Εστω X τοpiολ. διανυσματικός χώρος Hausdorff αpiείρων
διαστάσεων. Τότε δεν υpiάρχει μέτρο Radon μ στον (X,B) piου να είναι
αναλλοίωτο.
Αpiόδειξη. Αν υpiήρχε τότε ο X θα ήταν τοpiικά συμpiαγής και άρα piεpiερασμένης
διάστασης - ΄Ατοpiο.
Σχετικό είναι και το piαρακάτω αpiοτέλεσμα το οpiοίο αpiοδεικνύει piως δεν υpiάρχει
ανάλογο του μέτρου Lebesgue σε αpiειροδιάστατους χώρους Banach .
Θεώρημα 3.5.3. ΄Εστω (X, ‖.‖) αpiειροδιάστατος χώρος Banach . Τότε το
μόνο τοpiικά piεpiερασμένο και αναλλοίωτο μέτρο Borel µ στον X είναι το
εκφυλισμένο με µ(A) = 0 για κάθε A ∈ B(X).
Αpiόδειξη. ΄Εστω X αpiειροδιάστατος διαχωρίσιμος χώρος Banach και µ τοpiικά
piεpiερασμένο αναλλοίωτο μέτρο στον X.
Εpiειδή το µ είναι τοpiικά piεpiερασμένο υpiοθέτουμε ότι για κάpiοιο δ > 0 η ανοικτή
μpiάλα B(δ) έχει piεpiεραμένο μέτρο.
Αφού ο χώρος X είναι αpiειροδιάστατος υpiάρχει μια άpiειρη ακολουθία ξένων
μεταξύ τους ανοικτών μpiαλών Bn( δ4 ) τέτοιες ώστε Bn(
δ
4 ) ⊂ B(δ).
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Εpiιpiλέον το μέτρο µ είναι αναλλοίωτο άρα όλες οι μpiάλες Bn( δ4 ) έχουν το ίδιο
μέτρο. ΄Ομως το μέτρο τους είναι piεpiερασμένο άρα θα piρεpiει αναγκαστικά
µ(Bn(
δ
4 )) = 0.
Ακόμα ο X είναι διαχωρίσιμος χώρος με norm άρα και δεύτερος διαχωρίσιμος και
χώρος Lindelof (κάθε ανοικτό του κάλυμμα έχει αριθμήσιμο υpiοκάλυμμα). ΄Ετσι
μpiορεί να καλυφθεί αpiό αριθμήσιμη οικογένεια μpiαλών της μορφής Bn( δ4 ).
΄Ετσι µ(X) = 0, άρα το μέτρο µ είναι εκφυλισμένο.
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Keflaio 4
Qarakthristik
sunarthsoeid  mètrwn
pijanìthtac
4.1 OrismoÐ kai idiìthtec twn
qarakthristik¸n sunarthsoeid¸n
΄Εστω µ μέτρο piιθανότητας στον Rn. Τότε η χαρακτηριστική του συνάρτηση
ορίζεται ως εξής
ψ(t) =
∫
Rn
ei(x,t)dµ(x) , t ∈ Rn (1)
Η συνάρτηση ψ : Rn 7→ C είναι θετικά ορισμένη στον διανυσματικό χώρο Rn
δηλαδή:
Για οpiοιαδήpiοτε t1, ..., tm στο Rn και οpiοιαδήpiοτε c1, ..., cm στο C
ισχύει:
m∑
k,`=1
ck c¯`ψ(tk − t`) ≥ 0
΄Αμεσα piροκύpiτει ακόμα ότι ψ(0) = 1 και ότι η ψ : Rn 7→ C είναι συνεχής στο
Rn. Οι ιδιότητες αυτές χαρακτηρίζουν κατά μοναδικό τρόpiο τη σχέση της ψ και
του μ.
Θεώρημα 4.1.1. (Bochner)
Οι piαρακάτω διατυpiώσεις είναι ισοδύναμες:
i Η συνάρτηση ψ : Rn 7→ C είναι θετικά ορισμένη, συνεχής με ψ(0) = 1
ii Υpiάρχει μέτρο piιθανότητας μ στον (Rn,Bn) με χαρακτηριστική συνάρτηση
την ψ.
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Αpiόδειξη. [3]
Η αμφιμονοσήμαντη σχέση μεταξύ θετικά ορισμένων συναρτήσεων και
piεpiερασμένων θετικών μέτρων Borel piου μας εξασφαλίζει το Θεώρημα Bochner
δεν μεταφέρεται κατά piροφανή τρόpiο σε χώρους αpiείρων διαστάσεων. Το
ανάλογό του είναι το Θεώρημα Bochner-Kolmogorov . Παρολαυτά μpiορούμε να
ορίσουμε τον αντίστοιχο μετασχηματισμό Fourier σε τέτοιους χώρους.
Ορισμός 4.1.2. ΄Εστω Y μια piροσθετική ομάδα (pi.χ. διαν. χώρος). Μια
συνάρτηση X : Y 7→ C λέγεται θετικά ορισμένη όταν και μόνο όταν για
οpiοιαδήpiοτε m ∈ N, t1, ..., tm στο Y και c1, ..., cm στο C ισχύει:
m∑
k,`=1
ck c¯`X (tk − t`) ≥ 0
Ιδιότητες μιας θετικά ορισμένης συνάρτησης X : Y 7→ C piου piροκύpiτουν άμεσα
αpiό τον ορισμό είναι μεταξύ άλλων οι:
1. X (−t) = X (t) για κάθε t ∈ Y
2. |X (t)| ≤ X (0) για κάθε t ∈ Y
3. |X (t1)−X (t2)|2 ≤ 2X (0)[X (0)−ReX (t1 − t2)] για οpiοιαδήpiοτε
t1, t2 ∈ Y
4. Οι Xn, n ∈ N και eX είναι θετικά ορισμένες
5. Αν X1,X2 είναι θετικά ορισμένες στις piροσθετικές ομάδες Y1, Y2
αντίστοιχα τότε η X (t1, t2) = X1(t1) · X2(t2), (t1, t2) ∈ Y1 × Y2 είναι
θετικά ορισμένη στην Y1 × Y2.
Η σχέση (1) έχει νόημα για t ∈ X όpiου X χώρος Hilbert με εσωτερικό γινόμενο
(·, ·), αρκεί το μέτρο piιθανότητας μ να ορίζεται σε σ-άλγεβρα για την οpiοία οι
συναρτήσεις x 7→ (x, t) να είναι μετρήσιμες. Εpiειδή τώρα στους χώρους Hilbert
κάθε γραμμικό συναρτησοειδές ` γράφεται κατά μοναδικό τρόpiο `(x) = (x, t(`))
αpiό τη σχέση (1) για t ∈ X έχουμε
X (`) ≡ Ψ(t(`)) =
∫
X
ei(x,t(`))dµ(x) =
∫
X
ei`(x)dµ(x)
Αυτές οι piαρατηρήσεις εμpiνέουν ορισμό χαρακτηριστικού συναρτησοειδούς
μέτρων piιθανότητας σε τοpiικά κυρτούς τοpi. διαν. χώρους.
Ορισμός 4.1.3. ΄Εστω τοpiικά κυρτός διαν. τοpiολ. χώρος X και ένας διαν.
χώρος Γ ⊂ RX . ΄Εστω μέτρο piιθανότητας μ στον (X, Cˆ(X,Γ)). Ορίζεται ως
χαρακτηριστικό συναρτησοειδές (χ.σ.) του μέτρου μ η συνάρτηση X : Γ 7→ C
piου ορίζεται αpiό την
X (f) =
∫
X
eif(x)dµ(x) , f ∈ Γ
Συχνά το χ.σ. X του μέτρου μ σημειώνεται µˆ.
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Το ολοκλήρωμα του ορισμού υpiάρχει piάντα (στο C).
Ακόμα αν ορίσουμε στον (R,B1) τα μέτρα vf , f ∈ Γ μέσω της
vf (B) = µ(f
−1(B)), B ∈ B1 τότε X (f) = ∫
R
eizdvf (z), f ∈ Γ και συνεpiώς
µˆ(f) = vˆf (1), f ∈ Γ (2)
όpiου vˆf η χ.σ. του μέτρου vf στον R.
Δηλαδή το χαρακτηριστικό συναρτησοειδές µˆ του μέτρου µ στην σ-άλγεβρα
Cˆ(X,Γ) υpiολογίζεται μέσω της χαρακτηριστικής συνάρτησης της μονοδιάστατης
piροβολής vf .
Πρόταση 4.1.4. Βασικές ιδιότητες του χ.σ.
1. Το χ.σ. µˆ είναι θετικά ορισμένη και µˆ(0) = 1
2. Αν {f, fn, n ∈ N} ⊂ Γ με lim
n
fn(x) = f(x) για κάθε x ∈ X τότε
lim
n
µˆ(fn) = µˆ(f).
Αpiόδειξη.
1. Για τυχόν g = (f1, ..., fn) ∈ Γn ορίζουμε στον (Rn,Bn) το μέτρο
vg(B) = µ(g
−1(B)) , B ∈ Bn. Τότε για τυχόν y ∈ Rn και γράφοντας
y · g = y1f1 + ...+ ynfn έχουμε
µˆ(y · g) =
∫
X
ei(y·g)(x)dµ(x) =
∫
Rn
eiy·zdvg(z)
και άρα
µˆ(y · g) = vˆg(y) , y ∈ Rn (3)
όpiου vˆg η χ.σ. του μέτρου vg στον Rn.
Συνεpiώς για τυχόντα k, ` ∈ {1, ..., n} έχουμε
µˆ(fk − f`) = vˆg(zk − z`)
όpiου zk ∈ Rn με όλες τις συντεταγμένες 0 εκτός της k piου είναι 1.
Αρκεί τώρα να εpiικαλεστούμε το θεώρημα Bochner για την χ.σ. vˆg.
2. Αρκεί η εpiίκληση του θεωρήματος Ελεγχόμενης Σύγκλισης του Lebesgue .
Πόρισμα 4.1.5. ΄Εστω τοpiικά κυρτός τ.δ.χ. X και διανυσματικός υpiόχωρος
Γ ⊂ X ′.
1. Η χ.σ. µˆ είναι ακολουθιακά συνεχής για την τοpiολογία σ(X ′, X)
piου εpiάγεται στον Γ.
2. Αν ο χώρος X είναι με norm τότε η χ.σ. µˆ είναι ομοιόμορφα συνεχής για
την τοpiολογία C (X ′, X) piου εpiάγεται στο χώρο Γ (και piαράγεται αpiό τη
norm ‖x′‖ = sup{| < x, x′ > | : ‖x‖ ≤ 1}).
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Αpiόδειξη.
1. ΄Αμεση συνέpiεια του (2) της piροηγούμενης piρότασης.
2. Αφού η µˆ είναι ακολουθιακά συνεχής για την σ(X ′, X) στο Γ θα είναι και
ακολουθιακά συνεχής για την C (X ′, X) στο Γ.
΄Ομως η C (X ′, X) piαράγεται αpiό τη norm ‖x′‖ και άρα η ακολουθιακή
συνέχεια συνεpiάγεται συνέχεια για την C (X ′, X) στο Γ και ιδιαίτερα
συνέχεια της Reµˆ στο μηδέν. ΄Ομως η χ.σ. µˆ είναι θετικά ορισμένη
συνάρτηση και εpiικαλούμενοι την ιδιότητα (3) των θετικά ορισμένων
συναρτήσεων συμpiεραίνουμε την ομοιόμορφη συνέχεια της µˆ (piάντα για
την τοpiολογία C (X ′, X) στο Γ).
Η χαρακτηριστική συνάρτηση ενός μέτρου piιθανότητας μ το piροσδιορίζει
μονοσήμαντα όpiως φαίνεται αpiό το piαρακάτω Θεώρημα:
Θεώρημα 4.1.6. ΄Εστω μέτρα piιθανότητας µ1, µ2 ορισμένα στον
(X, Cˆ(X,Γ)) όpiου Γ διανυσματικός υpiόχωρος του RX και µˆ1 = µˆ2 στο Γ. Τότε:
µ1 = µ2 στην Cˆ(X,Γ).
Αpiόδειξη. Αρκεί να δείξουμε ότι µ1 = µ2 στην άλγεβρα C(X,Γ) piου piαράγει
την Cˆ(X,Γ). ΄Ομως C(X,Γ) =
⋃
f∈Λ
Af όpiου Λ = {(f1, ..., fk) : k ∈ N, fi ∈ Γ}
και Af = {f−1(B) : B ∈ Bk} με f = (f1, ..., fk).
Αρκεί λοιpiόν να δείξουμε ότι για κάθε f ∈ Λ ισχύει µ1 = µ2 στην Af .
Πράγματι, για τυχόν f = (f1, ..., fn) ∈ Λ ορίζουμε τα μέτρα vi(i = 1, 2) στον
(Rn,Bn) μέσω της vi(B) = µi(f−1(B)). Τότε για τυχόν y ∈ Rn και γράφοντας
y · f = y1f1 + ...+ ynfn έχουμε
µˆi(y · f) = vˆi(y) , y ∈ Rn (i = 1, 2)
΄Ομως αpiό υpiόθεση vˆ1 = vˆ2 και άρα (θεώρημα Bochner) v1 = v2 στην Bn
δηλαδή µ1(f−1(B)) = µ2(f−1(B)) για κάθε B ∈ Bn.
΄Ωστε µ1 = µ2 στην Af .
Πόρισμα 4.1.7. ΄Εστω τοpiικά κυρτός τ.δ.χ. X και διανυσματικός υpiόχωρος
Γ ⊂ C(X,R) piου διαχωρίζει τα σημεία του X. ΄Εστω Radon μέτρα
piιθανότητας ορισμένα στον (X,BX). Αν µˆ1 = µˆ2 στο Γ τότε µ1 = µ2 στην
B(X).
Αpiόδειξη. Αpiό την piροηγούμενη Πρόταση είναι µ1 = µ2 στην Cˆ(X,Γ) και άρα
µ1 = µ2 στην άλγεβρα A = C(X,Γ). Εpiειδή ο X είναι τοpi. κυρτός τοpi. διαν.
χώρος, είναι piλήρως κανονικός (completely regular ) και συνεpiώς για τα
κανονικά μέτρα µ1, µ2 μpiορεί να αναpiαραχθεί κατά γράμμα η αpiόδειξη
μοναδικότητας του Θεωρήματος Prohorov 2.2.14.
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Πόρισμα 4.1.8. ΄Εστω µ1, µ2 μέτρα piιθανότητας στον (X, Cˆ(X,Γ)) και
υpiοθέτουμε ότι για κάθε f ∈ Γ τα μέτρα piιθανότητας v1f , v2f στον (R,B1) piου
ορίζονται αpiό τις : v1f (B) = µ1(f
−1(B)) και v2f (B) = µ2(f
−1(B)) , B ∈ B1 είναι
ίσα.
Τότε µ1 = µ2.
Αpiόδειξη. Σύμφωνα με τη σχέση (2) του Ορισμού 4.1.3. ισχύουν:
µˆ1(f) = vˆ
1
f (1) και µˆ2(f) = vˆ
2
f (1) ∀f ∈ Γ
΄Ομως vˆ1f , vˆ
2
f είναι χ.σ. των μέτρων v
1
f , v
2
f και συνεpiώς µˆ1 = µˆ2.
Δηλαδή τα μέτρα ορίζονται μονοσήμαντα αpiό τις μονοδιάστατες piροβολές
τους.
4.2 Qarakthristik sunarthsoeid 
kulindrik¸n mètrwn
Τα κυλινδρικά μέτρα piιθανότητας ορίζονται στον (X,C(X,Γ)) και όpiως φαίνεται
αpiό τον ορισμό τους δεν είναι μέτρα piαρά μόνο όταν piεριορίζονται στις
σ-άλγεβρες Af , f ∈ Λ (όpiου
⋃
f∈Λ
Af = C(X,Γ)). Αυτό το γνώρισμα καθιστά
δυνατό τον ορισμό του χαρακτηριστικού συναρτησοειδούς. ΄Ετσι, έστω και κατά
αυτόν τον τρόpiο, μpiορούμε να έχουμε μια οpiτική για το τι συμβαίνει στους
χώρους αpiείρων διαστάσεων.
Ορισμός 4.2.1. ΄Εστω κυλινδρικό μέτρο piιθανότητας μ ορισμένο στον
(X,C(X,Γ)) όpiου Γ διανυσματικός υpiόχωρος του RX . Λέγεται χαρακτηριστικό
συναρτησοειδές του μ η συνάρτηση X : Γ 7→ C piου ορίζεται αpiό την
X (f) =
∫
X
eif(x)dµ(x) , f ∈ Γ
όpiου για κάθε f ∈ Γ το ολοκλήρωμα νοείται στον χώρο μέτρου
(X, {f−1(B) : B ∈ B1}, µ). Συμβολικά γράφουμε µˆ το χ.σ. του κυλινδρικού
μέτρου μ.
Το χ.σ. ενός κυλινδρικού μέτρου piιθανότητας συμpiίpiτει με το με το χ.σ. ενός
῾῾piραγματικού᾿᾿ μέτρου piιθανότητας και κατά συνέpiεια αpiολαμβάνει ανάλογων
ιδιοτήτων όpiως φαίνεται στην piαρακάτω:
Πρόταση 4.2.2. ΄Εστω Γ διανυσματικός υpiόχωρος του RX . Τότε:
1. Αν µ1, µ2 είναι κυλινδρικά μέτρα piιθανότητας στον (X,C(X,Γ)) με
µˆ1 = µˆ2 τότε µ1 = µ2.
2. Αν μ είναι κυλινδρικό μέτρο piιθανότητας στον (X,C(X,Γ)) τότε το χ.σ.
µˆ : Γ 7→ C είναι θετικά ορισμένο με µˆ(0) = 1 και ψευδοσυνεχές δηλαδή
συνεχής συνάρτηση σε κάθε piεpiερασμένης διάστασης υpiόχωρο του Γ.
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Αpiόδειξη. ΄Οpiως του αυτή του Θεωρήματος 4.1.6. και του (1) της Πρότασης
4.1.4.
Για την ψευδοσυνέχεια θεωρούμε μια βάση {f1, ..., fk} του υpiοχώρου και την
ευκλείδια norm piου piροκύpiτει : ‖g‖ = √y21 + ...+ y2k όταν
g = y1f1 + ...+ ykfk = y · f με f = (f1, ..., fk).
΄Οpiως είναι γνωστό (Robertson & Robertson σελ. 37) η τοpiολογία του
υpiοχώρου η εpiαγόμενη αpiό τον X συμpiίpiτει με αυτήν piου piροκύpiτει αpiό την
norm ‖ ‖ και όpiως εύκολα διαpiιστώνεται gn = yn · f → y · f = g στον υpiόχωρο
⇔ |yn − y| → 0 όpiου | | η norm του Rk. Αρκεί τώρα να εpiικαλεστούμε την (3)
της Πρότασης 4.1.4. piου ισχύει και για κυλινδρικά μέτρα.
Αpiό την άpiοψη της κατασκευής ενός κυλινδρικού μέτρου το σημαντικό
αpiοτέλεσμα piεριέχεται στο piαρακάτω Θεώρημα για την αpiόδειξη του οpiοίου
χρειαζόμαστε το στοιχειώδες:
Λήμμα 4.2.3. ΄Εστω μέτρο piιθανότητας ρ στον (Rm,Bm) και γραμμική
φ : Rm 7→ Rn με ανάστροφη φ> : Rn 7→ Rm. Ορίζουμε το μέτρο piιθανότητας ν
στον (Rn,Bn) με την ν(B) = ρ(φ−1(B)) , B ∈ Bn. Τότε:
νˆ(z) = ρˆ(φ>(z)) , z ∈ Rn (4)
Αντίστροφα όταν για μέτρα piιθανότητας ν,ρ ορισμένα στους (Rn,Bn) και
(Rm,Bm) αντίστοιχα ισχύει η (4) τότε ν(B) = ρ(φ−1(B)) για κάθε B ∈ Bn.
Αpiόδειξη. ΄Εστω [aij ] ο n×m piίνακας της φ.
Τότε για τυχόντα z = (z1, ..., zn) ∈ Rn και t = (t1, ..., tm) ∈ Rm ισχύει
z · φ(t) =
n∑
i=1
m∑
j=1
ziaijtj =
m∑
j=1
tj
n∑
i=1
aijzi = t · [aij ]>z δηλαδή
z · φ(t) = t · φ>(z) (5)
Τώρα για τα μέτρα ν,ρ, ως γνωστόν ισχύει∫
Rm
eiz·φ(t)dρ(t) =
∫
Rn
eiz·ydν(y) = νˆ(z)
΄Ομως λόγω της(5) το piρώτο μέλος γράφεται∫
Rm
eit·φ
>(z)dρ(t) = ρˆ(φ>(z))
και άρα η ζητούμενη (4).
Αντίστροφα· κατά τα piαραpiάνω το μέτρο λ(B) = ρ(φ−1(B)), B ∈ Bn έχει χ.σ.
λˆ(z) = ρ(φ>(z)), z ∈ Rn και λόγω της (4) θα είναι λˆ = νˆ άρα το ζητούμενο.
Θεώρημα 4.2.4. ΄Εστω δ.χ. X και γραμμικός υpiόχωρος Γ ⊂ X∗ (όpiου X∗ ο
αλγεβρικός δυϊκός του X). ΄Εστω συνάρτηση X : Γ 7→ C θετικά ορισμένη με
X (0) = 1 και ψευδοσυνεχής (δηλαδή συνεχής σε κάθε piεpiερασμένης διάσταση
υpiόχωρο του Γ).
Τότε υpiάρχει μοναδικό κυλινδρικό μέτρο piιθανότητας μ στον X με χ.σ. µˆ =X .
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Αpiόδειξη. Ας είναι
L = {(f1, ...fn) : n ∈ N και {f1, ..., fn} ⊂ Γ γραμμικά ανεξάρτητα}.
Για τυχόν f = (f1, ..., fn) ∈ L θέτουμε Ψf (y) =X (y · f), y ∈ Rn. ΄Αμεσα είναι
Ψf (0) = 1 και όpiως στο (1) της Πρότασης 4.1.4. αpiοδεικνύεται ότι η Ψf είναι
θετικά ορισμένη στο Rn.
Θα δείξουμε τώρα ότι είναι συνεχής στο Rn. ΄Εστω V ⊂ Γ ο διανυσματικός
υpiόχωρος ο piαραγόμενος αpiό τα {f1, ..., fn} εφοδιασμένος με την ευκλείδια
norm ‖g‖ =
√
y21 + ...+ y
2
n όταν g = y1f1 + ...+ ynfn. Για ακολουθία yk → y
στον Rn έχουμε ‖yk · f − y · f‖ = ‖(yk − y) · f‖ = |yk − y| και συνεpiώς
‖ykf − yf‖ → 0. ΄Ομως αpiό υpiόθεση η X είναι συνεχής στον υpiόχωρο V και
άρα X (ykf)→X (yf) οpiότε Ψf (yk)→ Ψf (y).
΄Ωστε η Ψf ικανοpiοιεί τις piροϋpiοθέσεις του Θεωρήματος Bochner και συνεpiώς
υpiάρχει μοναδικό μέτρο piιθανότητας µf στον (Rn,Bn) εις τρόpiον ώστε
µˆf = Ψf . Αν τώρα h = (h1, ..., hm) ∈ L και γραμμική φ : Rm 7→ Rn με f = φ ◦ h
τότε χρησιμοpiοιώντας τη σχέση y · φ ◦ h = φ>(y) · h piου piροκύpiτει αpiό την (5)
έχουμε:
X (y · f) =X (y · φ ◦ h) =X (φ>(y) · h)
και συνεpiώς
Ψf (y) = Ψh(φ
>(y)) , y ∈ Rn
΄Ετσι κατά το piροηγούμενο Λήμμα για τα μέτρα piιθανότητας µf και µh στους
(Rn,Bn) και (Rm,Bm) αντίστοιχα ισχύει
µf (B) = µh(φ
−1(B)) , B ∈ Bn
Εpiικαλούμενοι τώρα το Θεώρημα 3.4.6. συμpiεραίνουμε ότι υpiάρχει μοναδικό
κυλινδρικό μέτρο piιθανότητας μ τέτοιο ώστε για κάθε f = (f1, ..., fn) ∈ L και
B ∈ Bn
µ(f−1(B)) = µf (B) (6)
Τώρα για τυχόν g ∈ Γ είναι µˆ(g) = ∫ eig(x)dµ(x) και λόγω της (6)
µˆ(g) =
∫
eizdµg(z) = µˆg(1) = Ψg(1) =X (g).
Ορισμός 4.2.5. ΄Εστω µ ένα κυλινδρικό μέτρο ορισμένο στο χώρο
(X,C(X,Γ)). Θα λέμε ότι το µ εpiιδέχεται Radon εpiέκταση αν υpiάρχει μέτρο µ˜
Radon στον X piου συμpiίpiτει με το µ στον (X,C(X,Γ)).
Παρατήρηση 4.2.6. Αν X είναι piολωνικός χώρος και Γ ⊂ RX είναι διαχωρίζουσα
τότε ένα κυλινδρικό μέτρο µ στον C(X,Γ) εpiιδέχεται εpiέκταση Radon αν και
μόνο αν είναι αριθμήσιμα piροσθετική στον C(X,Γ). Αυτό piροκύpiτει αpiό το
γεγονός ότι εδώ ισχύει Cˆ(X,Γ) = BX και εpiειδή κάθε Borel μέτρο piιθανότητας
στον X είναι μέτρο Radon .
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Το κυλινδρικό μέτρο χρησιμοpiοιείται εδώ ώστε να ελέγξουμε αν ένα θετικά
ορισμένο, ψευδοσυνεχές συναρτησοειδές X είναι το χαρακτηριστικό
συναρτησοειδές ενός μέτρου Radon .
Πράγματι, κατασκευάζουμε piρώτα ένα κυλινδρικό μέτρο µ τέτοιο ώστε µˆ =X
και ελέγχουμε με τη χρήση κάpiοιων κριτηρίων αν η εpiέκταση είναι piιθανή. Στην
piερίpiτωση αυτή έχουμε το χ. σ. ενός μέτρου Radon . Τα αpiαραίτητα κριτήρια
για την ύpiαρξη μιας τέτοιας εpiέκτασης δίνονται αpiό το Θεώρημα 3.4.11.
(Prohorov για διανυσματικούς χώρους).
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Keflaio 5
Je¸rhma Sazonov
Είδαμε ότι ένα θετικά ορισμένο και ψευδοσυνεχές συναρτησοειδές piαράγει κατά
μοναδικό τρόpiο ένα κυλινδρικό μέτρο. Αυτό βέβαια δημιουργεί την piροσδοκία ότι
μια ῾῾καλύτερη᾿᾿ συνέχεια θα εξασφάλιζε ένα (piραγματικό) μέτρο και ει δυνατόν
Radon. Στην piροσδοκία αυτή αpiαντούν τα εpiόμενα Θεωρήματα. Προηγουμένως
όμως κάpiοια στοιχειώδη αpiοτελέσματα στους συμμετρικούς τελεστές.
5.1 SummetrikoÐ telestèc
Ορισμός 5.1.1. ΄Εστω X τοpiικά κυρτός τ.δ.χ. και X ′ ο δυϊκός του. ΄Ενας
τελεστής R : X ′ 7→ X ονομάζεται συμμετρικός όταν και μόνο όταν για όλα τα
x′, y′ στο X ′ ισχύει:
< Rx′, y′ >=< Ry′, x′ > (1)
΄Ενας συμμετρικός τελεστής λέγεται θετικός όταν για κάθε x′ ∈ X ′ ισχύει
< Rx′, x′ >≥ 0
΄Οταν ο χώρος είναι Hilbert τότε λόγω της ισομετρικής ταύτισης X ' X ′
(αναpiαράσταση Riesz) η (1) μpiορεί να γραφεί
(Rx, y) = (Ry, x) για όλα τα x, y,∈ X
και η θετικότητα αντίστοιχα εξασφαλίζεται αpiό την
(Rx, x) ≥ 0 για κάθε x ∈ X
Σε όλες τις piαρακάτω Προτάσεις ο τ.δ.χ. X είναι τοpiικά κυρτός.
Ειδικότερες piεριpiτώσεις θα αναφέρονται ρητά.
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Πρόταση 5.1.2. Ιδιότητες Συμμετρικών Τελεστών
΄Εστω R : X ′ 7→ X συμμετρικός,θετικός. Τότε:
1. η φ(x′, y′) =< Rx′, y′ > είναι διγραμμική,θετική
2. Ισχύει η ανισότητα Cauchy-Schwartz
| < Rx′, y′ > |2 ≤ < Rx′, x′ >< Ry′, y′ > ∀x′, y′ ∈ X ′
Αpiόδειξη.
1. ΄Αμεση
2. Αρκεί να αναpiτύξουμε την < R(λx′ + y′), λx′ + y′ >≥ 0 ∀λ ∈ R.
Πρόταση 5.1.3. ΄Εστω R : X ′ 7→ X συμμετρικός. Τότε είναι:
1. Γραμμικός
2. σ(X ′, X)− σ(X,X ′) συνεχής
3. τ(X ′, X)− τ(X,X ′) συνεχής
4. C (X ′, X)− C (X,X ′) συνεχής
Αpiόδειξη.
1. Για τυχόντα x′, y′ ∈ X ′ και για όλα τα ` ∈ X ′ έχουμε
`(R(x′ + y′)) =< R(`), x′ + y′ >
=< R(`), x′ > + < R(`), y′ >
=< Rx′, ` > + < Ry′, ` >
= `(Rx′ +Ry′)
2. Για τυχόν δίκτυο {x′a} ⊂ X ′ με x′a σ−→ x′ έχουμε για όλα τα y′ ∈ X ′:
< Rx′a, y
′ > =< Ry′, x′a >→< Ry′, x′ >
=< Rx′, y′ >
και άρα Rx′a → Rx′ για την τοpiολογία σ(X,X ′).
3. ΄Εστω p′Γ,Γ ∈ E ′ και q′∆,∆ ∈ E οι seminorm piου ορίζουν τις τοpiολογίες
τ(X,X ′) και τ(X ′, X) αντίστοιχα. Τότε για τυχόν Γ ∈ E ′ δηλαδή κυρτό,
ισόρροpiο και σ(X ′, X) - συμpiαγές το ∆ = R(Γ) είναι κυρτό, ισόρροpiο και
λόγω (1) σ(X,X ′)-συμpiαγές, δηλαδή ∆ ∈ E .
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Εpiιpiλέον για τυχόν y′ ∈ X ′ είναι
p′Γ(Ry
′) = sup
x′∈Γ
| < Ry′, x′ > |
= sup
x′∈Γ
| < Rx′, y′ > |
≤ sup
x∈∆
| < x, y′ > |
και συνεpiώς
p′Γ(Ry
′) ≤ q′∆(y′) για κάθε y′ ∈ X ′
4. Παρόμοιος χειρισμός για τις norm p′B , B ∈ D ′ και q′A, A ∈ D piου ορίζουν
τις C (X,X ′) και C (X ′, X) αντίστοιχα.
Πρόταση 5.1.4. ΄Εστω R : X ′ 7→ X συμμετρικός, θετικός τελεστής. Η
συνάρτηση φ : X ′ 7→ R η οριζόμενη αpiό την φ(x′) =< Rx′, x′ > είναι
C (X ′, X)-συνεχής.
Αpiόδειξη. ΄Εστω δίκτυο {x′a} ⊂ X ′ με x′a C−→ x′ ∈ X ′. Τότε αpiό τον ορισμό της
C (X ′, X) θα έχουμε για κάθε σ(X,X ′)-φραγμένο A ⊂ X
sup
u∈A
|x′a(u)− x′(u)| <  για κάθε a > a0(, A)
Εξάλλου το σύνολο B = {x′a} είναι C (X ′, X)-συμpiαγές συνεpiώς
σ(X ′, X)-συμpiαγές και άρα το Γ = R(B) είναι σ(X,X ′)-φραγμένο οpiότε η
τελευταία σχέση συνεpiάγεται
| < Rx′a, x′a > − < Rx′a, x′ > | <  για κάθε a > a0
΄Ετσι
| < Rx′a, x′a > − < Rx′, x′ > |
≤ | < Rx′a, x′a > − < Rx′a, x′ > |+ | < Rx′a, x′ > − < Rx′, x′ > |
< + | < Rx′a, x′ > − < Rx′, x′ > | για a > a0
Αρκεί τώρα να εpiικαλεστούμε τη συνέχεια του R όpiως piροκύpiτει αpiό την
piροηγούμενη Πρόταση.
Παρατήρηση 5.1.5. Αν X είναι χώρος Banach τότε η τοpiολογία C (X ′, X)
συμpiίpiτει με αυτή piου piροκύpiτει αpiό τη norm του X ′ την οριζόμενη αpiό
‖x′‖ = sup{| < x, x′ > | : ‖x‖ ≤ 1}.
Πρόταση 5.1.6. ΄Εστω R : X ′ 7→ X συμμετρικός, θετικός.Τότε η συνάρτηση
qR(x
′) =
√
< Rx′, x′ >, x′ ∈ X ′ ορίζει seminorm στον X ′.
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Αpiόδειξη. Η συμμετρία και η ανισότητα Cauchy-Schwartz συνεpiάγονται
q2R(x
′ + y′) =< Rx′, x′ > + < Ry′, y′ > +2 < Rx′, y′ >
≤< Rx′, x′ > + < Ry′, y′ > +2
√
< Rx′, x′ >
√
< Ry′, y′ >
= (qR(x
′) + qR(y′))2
Οι άλλες αpiαιτήσεις μιας seminorm είναι piροφανείς.
5.2 H topologÐa Sazonov
Ορισμός 5.2.1. ΄Εστω H χώρος Hilbert.΄Ενας γραμμικός τελεστής
T : H 7→ H ονομάζεται piυρηνικός (nuclear) όταν και μόνο όταν υpiάρχουν
{xn, n ∈ N}, {yn, n ∈ N} ⊂ H με
∑
n
‖xn‖ · ‖yn‖ <∞ έτσι ώστε
Tx =
∑
n
(x, xn)yn, x ∈ H.
Με S(H) θα γράφουμε το σύνολο των συμμετρικών, θετικών και
piυρηνικών τελεστών piου ορίζονται στον H. Αpiό τις ιδιότητες των
συμμετρικών τελεστών piροκύpiτει ότι S(H) ⊂ L(H,H)-το σύνολο των συνεχών
γραμμικών τελεστών του H. Να σημειωθεί ακόμα ότι ένας
συμμετρικός,piυρηνικός τελεστής είναι συμpiαγής.
΄Εστω τώρα X τοpiικά κυρτός τ.δ.χ. με δυϊκό X ′. Με R(X ′, X) θα γράφουμε το
σύνολο των τελεστών R : X ′ 7→ X με την ιδιότητα: Υpiάρχει χώρος Hilbert H,
γραμμική συνεχής u : H 7→ X και S ∈ S(H) έτσι ώστε να ισχύει
R = u ◦ S ◦ u′
όpiου u′ : X ′ 7→ H η συζυγής της u (οριζόμενη αpiό την (y, u′(x′)) =< u(y), x′ >
για x′ ∈ X ′, y ∈ H).
Η συνέχεια της u : H 7→ X αναφέρεται στην τοpiολογία της norm του H και
στην αρχικώς δοθείσα τοpiολογία ξ του τοpiικά κυρτού διαν. χώρου X για την
οpiοία X ′ = (X, ξ)′.
Πρόταση 5.2.2. ΄Εστω τοpiικά κυρτός τ.δ.χ. χώρος X και X ′ ο δυϊκός του.
1. Κάθε τελεστής R ∈ R(X ′, X) είναι συμμετρικός, θετικός.
2. Η qR(x′) =
√
< Rx′, x′ > ορίζει seminorm.
3. Η οικογένεια seminorm qR, R ∈ R(X ′, X) διαχωρίζει τα σημεία του X ′.
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Αpiόδειξη.
1. Αpiό τον ορισμό του u′έχουμε
< Rx′, y′ >=< u(S(u′(x′))), y′ >=< S(u′(x′)), u′(y′) >
Λόγω της συμμετρίας του S η τελευταία piαράσταση ισούται με
< S(u′(y′)), u′(x′) > και αυτή piάλι λόγω συζυγίας με
< u(S(u′(y′))), x′ >=< Ry′, x′ >. Η piρώτη γραμμή αpiό τις piαραpiάνω για
x′ = y′ και η θετικότητα του S συνεpiάγεται τη θετικότητα του R.
2. Αpiόδειχτηκε στην Πρόταση 5.1.6.
3. ΄Εστω τυχόν x′0 6= 0. Προφανώς υpiάρχει x0 ∈ X \ {0} με x′0(x0) 6= 0.
΄Εστω piεpiερασμένης διάστασης υpiόχωρος H ⊂ X με x0 ∈ H. ΄Οpiως είναι
γνωστό η τοpiολογία του H είναι η συνήθης Ευκλείδια.
Ορίζουμε u : H 7→ X με την u(x) = x. Αpiό τον ορισμό της u′ και το
γεγονός ότι x′0(x0) 6= 0 piροκύpiτει άμεσα ότι u′(x′0) ≡ a 6= 0.
Θεωρούμε τον S0 : H 7→ H οριζόμενο ως S0y = (y, a)a. Προφανώς
S0 ∈ S(H) και συνεpiώς ο τελεστής R0 = u ◦ S0 ◦ u′ ανήκει στην κλάση
R(X ′, X).Εpiιpiλέον R0x′0 = u(S0(a)) = |a|2u(a) όpiου | · | η norm του H
οpiότε
< R0x
′
0, x
′
0 >= |a|2 < u(a), x′0 >= |a|2(a, u′(x′0)) = |a|2 · (a, a) = |a|4 > 0.
Ορισμός 5.2.3. ΄Εστω X τοpiικά κυρτός τ.δ.χ. και X ′ ο δυϊκός του.
Ονομάζεται τοpiολογία Sazonov του X ′ και σημειώνεται τS(X ′, X) η τοpiολογία
piου piαράγεται αpiό την οικογένεια seminorm {qR, R ∈ R} όpiου
qr(x
′) =
√
< Rx′, x′ >, x′ ∈ X ′. Ο τ.δ.χ. (X ′, τS(X ′, X)) είναι Hausdorff
τοpiικά κυρτός.
Παρατήρηση 5.2.4. ΄Οpiως piροκύpiτει αpiό την Πρόταση 5.1.4. είναι
τS(X
′, X) ⊂ C (X ′, X)
Η συνέχεια για την τοpiολογία Sazonov ενός θετικά ορισμένου συναρτησοειδούς
είναι όpiως θα δούμε piαρακάτω ικανή συνθήκη για την ύpiαρξη αντίστοιχου Radon
μέτρου piιθανότητας. Το αντίστροφο εν γένει δεν ισχύει piαρά μόνο αν ο χώρος
X είναι Hilbert .
Σύμφωνα με το piαρακάτω γενικότερο Θεώρημα του Minlos το Θεώρημα Sazonov
piροκύpiτει ως Πόρισμα.
Παρολαυτά το Θεώρημα Sazonov μpiορεί να διατυpiωθεί και να αpiοδειχθεί
αυτοτελώς [21].
Θεώρημα 5.2.5. ΄Εστω X τοpiικά κυρτός τ.δ.χ. με τοpiολογία ξ και δυϊκό
X ′ = (X, ξ)′. Τότε:
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1. ΄Εστω μ κυλινδρικό μέτρο piιθανότητας ορισμένο στην κυλινδρική άλγεβρα
C(X,X ′) του οpiοίου το χ.σ. µˆ : X ′ 7→ C είναι συνεχής συνάρτηση για την
τοpiολογία Sazonov τS(X ′, X). Τότε το κυλινδρικό μέτρο μ εpiεκτείνεται
κατά μοναδικό τρόpiο σε ένα C (X,X ′)- Radon μέτρο στον X.
2. ΄Εστω X : X ′ 7→ C θετικά ορισμένο συναρτησοειδές με X (0) = 1 και
συνεχές ως piρος την τοpiολογία Sazonov τS(X ′, X). Τότε υpiάρχει
C (X,X ′)-Radon μ στον X εις τρόpiον ώστε µˆ = X . Το μέτρο μ είναι
μοναδικό.
Αpiόδειξη. Σύμφωνα με το [27] όpiως ακολουθεί τη γραμμή αpiόδειξης του
[28].
Παρατήρηση 5.2.6. Σύμφωνα με το Λήμμα 3.4.1. το C (X,X ′)-Radon μέτρο μ
είναι ξ-Radon.
΄Εστω λοιpiόν ότι ο χώρος X είναι χώρος Hilbert. Είναι φανερό ότι στην
piερίpiτωση αυτή το σύνολο R(X ′, X) συμpiίpiτει με το σύνολο των συμμετρικών,
θετικών και piυρηνικών τελεστών R : X 7→ X και piροφανώς συμpiίpiτει με το
σύνολο S(X). Η τοpiολογία Sazonov στην piερίpiτωση ενός χώρου Hilbert X θα
σημειώνεται αpiλά τS(X) και είναι piροφανές ότι συμpiίpiτει με την ασθενέστερη
τοpiολογία piου καθιστά συνεχείς όλες τις τετραγωνικές μορφές
x 7→ (Rx, x), R ∈ S(X).
Προκειμένου να δείξουμε το θεώρημα Sazonov θα χρειαστούμε την έννοια του
τελεστή συσχέτισης ενός μέτρου piιθανότητας καθώς εpiίσης και τον ορισμό του
χ.σ σε χώρους Hilbert .
Ορισμός 5.2.7. ΄Εστω X piραγματικός χώρος Hilbert εφοδιασμένος με το
εσωτερικό γινόμενο (x, y), x, y ∈ X. Για κάθε μέτρο µ ορισμένο στον X το
χαρακτηριστικό του συναρτησοειδές µˆ(y), y ∈ X δίνεται αpiό τη σχέση:
µˆ(y) =
∫
ei(x,y)dµ(x)
Πρόταση 5.2.8. Ιδιότητες:
1. µˆ(y) είναι ομοιόμορφα συνεχής στην norm τοpiολογία.
2. Αν µˆ1(y) = µˆ2(y) για κάθε y ∈ X τότε µ1 = µ2.
Αpiόδειξη.
1. Για y1, y2 ∈ X έχουμε
|µˆ(y1)− µˆ(y2)| ≤
∫
|ei(x,y1) − ei(x,y2)|dµ(x)
=
∫
|1− ei(x,y1−y2)|dµ(x)
= 4
∫
sin2
1
2
(x, y1 − y2)dµ(x)
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΄Εστω  > 0. Εpiιλέγουμε K > 0 σταθερό τέτοιο ώστε
µ(x : ‖x‖ > K) < . Τότε αpiό την piαραpiάνω ανισότητα έχουμε
|µˆ(y1)− µˆ(y2)| ≤ 4+ 4
∫
‖x‖≤K
sin2
1
2
(x, y1 − y2)dµ(x)
≤ 4+K2‖y1 − y2‖2
αν ‖y1 − y2‖ <
√

K τότε
|µˆ(y1)− µˆ(y2)| ≤ 5
΄Ετσι το χ.σ µˆ(y) είναι ομοιόμορφα συνεχές.
2. ΄Εστω {ei} μια ορθοκανονική ακολουθία στον X και θέτουμε xi = (x, ei)
την i-οστη συντεταγμένη του διανύσματος x. Τότε ο χώρος X είναι
ισομορφικός με τον `2 έτσι ώστε
∑
x2i <∞. ΄Εστω
φ
(j)
n (y1, ..., yn) = µˆj(y1e1 + ...+ ynen), j = 1, 2.
Αν µˆ1(y) = µˆ2(y) για όλα τα y ∈ X τότε
µˆ1(y1e1 + ...ynen) = µˆ2(y1e1 + ...+ ynen) για όλα τα y1, ..., yn και n. Τα
µ1 και µ2 εpiάγουν μέτρα µ˜1, µ˜2 στον `2 μέσω του κανονικού ισομορφισμού
piου αντιστοιχεί στη βάση {ei}. Τότε οι συναρτήσεις φ1n(y1, ..., yn) και
φ2ny1, ..., yn) είναι τα χαρακτηριστικά συναρτησοειδή των piεpiερασμένων
κατανομών των µ˜1 και µ˜2 αντίστοιχα μέσω της piροβολής
(x1, x2, ...)← (x1, x2, ..., xn).
΄Ετσι (αpiό Θεώρημα [21]) έχουμε µ˜1 = µ˜2. ΄Αρα µ1 = µ2.
Ορισμός 5.2.9. ΄Εστω μ Radon μέτρο piιθανότητας στον χώρο Hilbert X piου
ικανοpiοιεί την αpiαίτηση
∫
X
‖x‖2dµ(x) < +∞. Ονομάζεται τελεστής συσχέτισης
του μέτρου μ ο τελεστής S : X 7→ X piου ορίζεται αpiό την διγραμμική μορφή
rµ(x, y) =
∫
X
(u, x)(u, y)dµ(u)
δηλαδή αpiό την (Sx, y) = rµ(x, y) x, y ∈ X.
Λήμμα 5.2.10. ΄Εστω μ Radon μέτρο piιθανότητας στο χώρο Hilbert X piου
ικανοpiοιεί την
∫
X
‖x‖2dµ(x) < +∞. Τότε ο τελεστής συσχέτισης S του μέτρου
μ είναι θετικός, συνεχής και piυρηνικός.
Αpiόδειξη. Η συμμετρία και η θετικότητα είναι piροφανείς και η συνέχεια συνέpiεια
της piρώτης (Πρόταση 5.1.3.).
΄Εστω τώρα τυχόν ορθοκανονικό σύστημα {ei, i ∈ I} ⊂ X. Εpiειδή για
οpiοιοδήpiοτε αριθμήσιμο υpiοσύστημα ein , n ∈ N ισχύει∑
n
(Sein , ein) =
∑
n
∫
X
((u, en)
2dµ(u) ≤
∫
X
‖u‖2dµ(u) <∞
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συμpiεραίνουμε ότι τα σύνολα {i : (Sei, ei) > 1n}, n ∈ N είναι piεpiερασμένα και
άρα (Sei, ei) > 0 μέχρι και για αριθμήσιμο piλήθος δεικτών i ∈ I. Εpiιpiλέον∑
i∈I
(Sei, ei) =
∑
i
∫
(u, ei)
2dµ(u) =
∫
‖u‖2dµ(u) <∞
Υpiό αυτές τις συνθήκες ο τελεστής S είναι piυρηνικός. ([28] σελ. 161 )
Θεώρημα 5.2.11. (Sazonov )
΄Εστω X χώρος Hilbert. ΄Ενα συναρτησοειδές X : X 7→ C είναι χαρακτηριστικό
συναρτησοειδές ενός Radon μέτρου piιθανότητας μ στον (X,BX) όταν και μόνο
όταν το X είναι θετικά ορισμένο με X (0) = 1 και συνεχές για την τοpiολογία
Sazonov τS(X).
Αpiόδειξη. ΄Οτι η συνθήκη είναι ικανή είναι άμεσο συμpiέρασμα του piροηγούμενου
Θεωρήματος. Θα δείξουμε ότι είναι και αναγκαία. Θα δείξουμε δηλαδή ότι το
χ.σ. µˆ(x) =
∫
X
ei(x,t)dµ(t), x ∈ X είναι συνεχής συνάρτηση στο x = 0 για την
τοpiολογία τS(X).
΄Εστω τυχόν  > 0 και συμpiαγές K = K ⊂ X με µ(K) > 1− 4 . Ορίζουμε στον
(X,BX) το μέτρο µ(B) =
µ(B∩K)
µ(K) . Τότε µ(K) = 1 και piροφανώς∫
X
‖u‖2dµ(u) < +∞. ΄Εχουμε διαδοχικά
|1− µˆ(x)| ≤ |µ(K)−
∫
K
ei(x,t)dµ(t)|+
∫
Kc
|1− ei(x,t)|dµ(t)
και εpiειδή µ(L) = µ(K)µ(L) για κάθε L ⊂ K και |1− e−i(x,t)| ≤ 2 για κάθε
t ∈ X συμpiεραίνουμε ότι
|1− µˆ(x)| ≤ |µ(K)− µ(K)
∫
K
ei(x,t)dµ(t)|+ 2µ(Kc)
= µ(K)|1− µˆ(x)|+ 2µ(Kc)
και αφού µ(Kc) < 4 , µ(K) ≤ 1
|1− µˆ(x)| < |1− µˆ(x)|+ 
2
∀x ∈ X (1)
Χρησιμοpiοιώντας τη στοιχειώδη ανισότητα |1− eiy| < 2|y|, y ∈ R piαίρνουμε ότι
για κάθε x ∈ X
|1− µˆ(x)| ≤
∫
X
2|(x, t)|dµ(t) ≤
∫
4(x, t)2dµ(t) (2)
Αν τώρα S είναι ο τελεστής συσχέτισης του μέτρου µ τότε κατά το Λήμμα piου
piροηγήθηκε ανήκει στο S(X) και αφετέρου (Sx, x) =
∫
X
(x, t)2dµ(t) οpiότε αpiό
τις (1),(2) συμpiεραίνουμε
|1− µˆ(x)| < 4(Sx, x) + 
2
∀x ∈ X
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Αν τώρα θεωρήσουμε την piεριοχή του μηδενός της τοpiολογίας Sazonov
V = {x ∈ X : (Sx, x) < 8} τότε
|1− µˆ(x)| <  για κάθε x ∈ V
Παρατήρηση 5.2.12. Στην piερίpiτωση piου ο χώρος H είναι piεpiερασμένης
διάστασης η τοpiολογία τS(X) συμpiίpiτει με την αρχική τοpiολογία.
Το εpiόμενο αpiοτέλεσμα αpiοτελεί εpiέκταση του Θεωρήματος Sazonov σε χώρους
Banach αλλά αpiό την άλλη αφορά μόνο σε μέτρα piιθανότητας με Χιλμpiερτιανό
φορέα, δηλαδη:
Ορισμός 5.2.13. ΄Εστω χώρος Banach X και μέτρο piιθανότητας Radon μ
στον (X,BX). Λέγεται ότι το μέτρο μ έχει Χιλμpiερτιανό φορέα όταν και μόνο
όταν υpiάρχει χώρος Hilbert H και συνεχής γραμμικός τελεστής u : H 7→ X και
Radon μέτρο piιθανότητας v στον (H,BH) έτσι ώστε να είναι
µ(B) = v(u−1(B)) για κάθε B ∈ BX
ή όpiως γράφεται συμβολικά µ = v ◦ u−1.
΄Οταν τα piράγματα έχουν όpiως piαραpiάνω τότε u(H) είναι χώρος Hilbert με
εσωτερικό γινόμενο (u(x), u(y)) = (x, y) και µ(u(H)) = 1.
Σχετικό είναι και το piαρακάτω αpiοτέλεσμα:
Θεώρημα 5.2.14. ΄Εστω X χώρος Banach και συνάρτηση X : X ′ 7→ C.
Τότε οι piαρακάτω διατυpiώσεις είναι ισοδύναμες:
1. Η X είναι χ.σ. ενός Radon μέτρου piιθανότητας μ στον (X,BX) με
Χιλμpiερτιανό φορέα.
2. Η X είναι θετικά ορισμένη με X (0) = 1 και τS(X ′, X)-συνεχής.
Αpiόδειξη. [28]
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Keflaio 6
Mètra Pijanìthtac Gauss
6.1 Mètra Pijanìthtac Gauss ston Rn
Θεωρούμε στον (Rn,Bn) το μέτρο ρ το οριζόμενο αpiό την
ρ(B) =
∫
B
(2pi)−
n
2 e−
1
2 |x|2dx ,B ∈ Bn
Πρόκειται βέβαια για το Radon μέτρο piιθανότητας με χ.σ.
ρˆ(t) = e−
1
2 |t|2 t ∈ Rn
Ορισμός 6.1.1. ΄Εστω a ∈ Rn και μη-αρνητικός συμμετρικός n× n-piίνακας
Σ. Ονομάζεται μέτρο Gauss στον Rn με piαραμέτρους a,Σ το μέτρο μ το
οριζόμενο στον (Rn,Bn) αpiό την
µ(B) = ρ(T−1(B)) , B ∈ Bn
όpiου T (x) = a+ Σ
1
2x , x ∈ Rn. Είναι φανερό ότι το μέτρο ρ είναι Gauss με
piαραμέτρους a = 0 και Σ = I.
΄Οταν ο piίνακας Σ είναι θετικά ορισμένος τότε η αpiεικόνιση Τ είναι 1− 1
και συνεpiώς T−1(B) = Σ−
1
2 (B − a).
Στην piερίpiτωση αυτή και με τη βοήθεια του μετασχηματισμού
x = Σ−
1
2 (y − a)έχουμε διαδοχικά
µ(B) =
∫
T−1(B)
(2pi)−
n
2 e−
1
2 |x|2dx
=
∫
B
(2pi)−
n
2 (det Σ)−
1
2 e−
1
2 (Σ
−1(y−a),y−a)dy
και ώστε όταν Σ θετικά ορισμένος το μέτρο Gauss με piαραμέτρους a,Σ έχει
piυκνότητα
d(y) =
1
(2pi)
n
2 (det Σ)
1
2
e−
1
2 (Σ
−1(y−a),y−a) , y ∈ Rn
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΄Οταν ο Σ είναι εκφυλισμένος (δηλαδή (Σx, x) = 0 για κάpiοιο x 6= 0) τότε το
αντίστοιχο μέτρο Gauss δεν έχει piυκνότητα ως piρος το μέτρο Lebesgue (είναι
τότε δυνατόν να βρούμε υpiοσύνολο Α με A ∩ T (Rn) = ∅ και θετικό μέτρο
Lebesgue οpiότε µ(A) = ρ(T−1(A)) = ρ(∅) = 0).
Αν τώρα γράψουμε φ την αpiεικόνιση piου ορίζει ο Σ
1
2 και κάνοντας αλλαγή
μεταβλητής έχουμε∫
Rn
eit·(φ(z)+a)dρ(z) =
∫
eit·ydµ(y) = µˆ(t) , t ∈ Rn
Εξάλλου όpiως στη σχέση (5) στην αpiόδειξη του Λήμματος 5.2.3.
t · φ(z) = zφT (t) και συνεpiώς το piρώτο ολοκλήρωμα γράφεται
eit·a
∫
Rn
eit·φ(z)dρ(z) = eit·a
∫
Rn
eiz·φ
T (t)dρ(z)
και συνεpiώς µˆ(t) = eit·aρˆ(φT (t)) , t ∈ Rn.
΄Ομως ρˆ(φT (t)) = e−
1
2 |φT (t)| = e−
1
2 (Σt,t) και τελικά
µˆ(t) = eit·a−
1
2 (Σt,t) , t ∈ Rn (1)
Ο τύpiος αυτός για την χ.σ. ενός μέτρου Gauss ισχύει piάντοτε, ακόμα και όταν ο
Σ είναι εκφυλισμένος.
Ιδιαίτερα για n = 1 είναι Σ = (σ) με σ ≥ 0 και για τυχόν a ∈ R το μέτρο Gauss
με piαραμέτρους a, σ είναι
µ(B) =
{
δa(B) αν σ = 0∫
B
1√
2piσ
e−
1
2σ (x−a)2dx αν σ > 0
Στην piερίpiτωση αυτή (n = 1) όpiως είναι γνωστό∫
R
ydµ(y) = a ,
∫
R
y2dµ(y)− a2 = σ.
Παρατήρηση 6.1.2. Δεδομένης της αμφιμονοσήμαντης αντιστοιχίας μεταξύ
μέτρων piιθανότητας και χ.σ. θα μpiορούσαμε εναλλακτικα να ορίζουμε ένα μέτρο
piιθανότητας Gauss με piαραμέτρους a,Σ ως εκείνο το μοναδικό μέτρο
piιθανότητας μ του οpiοίου η χ.σ. µˆ γράφεται όpiως η (1) piαραpiάνω.
6.2 Mètra pijanìthtac Gauss se
dianusmatikoÔc q¸rouc apeÐrwn
diastsewn
Ο ορισμός του μέτρου Gauss σε αpiειροδιάστατους χώρους δεν μpiορεί να
εpiιτευχθεί μέσω της piυκνότητας του. Για τον λόγο αυτό χρησιμοpiοιούμε τα εξής:
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΄Εστω X τοpiικά κυρτός τ.δ.χ και X ′ ο δυϊκός του. Αν μ είναι μέτρο piιθανότητας
ορισμένο σε σ-άλγεβρα piου piεριέχει την Cˆ(X,X ′) ή κυλινδρικό μέτρο
piιθανότητας ορισμένο στην κυλινδρική άλγεβρα C(X,X ′) τότε για τυχόν β ∈ X ′
θα γράφουμε µβ το μέτρο piιθανότητας το οριζόμενο στον (R,B1) αpiό την
µβ(A) = µ(β
−1(A)) , A ∈ B1 (1)
Τότε:
Ορισμός 6.2.1. ΄Ενα μέτρο piιθανότητας μ (αντ. κυλινδρικό μέτρο
piιθανότητας μ) ονομάζεται μέτρο Gauss (αντ. κυλινδρικό μέτρο Gauss) στον
τοpiικά κυρτό τ.δ.χ. X όταν είναι ορισμένο σε σ-άλγεβρα A ⊃ Cˆ(X,X ′) (αντ.
στην κυλινδρική άλγεβρα C(X,X ′)) και ικανοpiοιεί την piαρακάτω αpiαίτηση: για
κάθε β ∈ X ′ το μέτρο µβ το οριζόμενο αpiό την (1) είναι μέτρο Gauss στον R.
Παρατήρηση 6.2.2.
1. Αν μ είναι ένα μέτρο Gauss τότε εξ ορισμού
∫
y2dµx′(y) < +∞ για κάθε
x′ ∈ X ′ και άρα ∫
X
| < x, x′ > |2dµ(x) < +∞ για κάθε x′ ∈ X ′. Είναι όpiως
λέγεται ασθενούς δεύτερης τάξης.
2. Είναι φανερό ότι ένα μέτρο Gauss μ piεριοριζόμενο στην άλγεβρα C(X,X ′)
ορίζει ένα κυλινδρικό μέτρο Gauss . Το αντίστροφο δεν ισχύει όpiως θα
διαpiιστώσουμε piαρακάτω. Εν τούτοις είτε piρόκειται για μέτρο είτε για
κυλινδρικό μέτρο Gauss το χ.σ. ορίζεται αpiό τον ίδιο τύpiο:
µˆ(x′) =
∫
X
ei<x,x
′>dµ(x) , x′ ∈ X ′ (2)
Βέβαια στη δεύτερη piερίpiτωση το ολοκλήρωμα της (2) νοείται στον χώρο
μέτρου (X,σ(x′), µ).
Θεώρημα 6.2.3. ΄Εστω τοpiικά κυρτός τ.δ.χ X και X ′ ο δυϊκός του. ΄Εστω
ακόμα μέτρο piιθανότητας μ ορισμένο σε σ-άλγεβρα A ⊃ Cˆ(X,X ′). Ισχύει το
ακόλουθο:
Το μέτρο μ είναι μέτρο Gauss στον X όταν και μόνο όταν υpiάρχουν γραμμική
a(x′), x′ ∈ X ′ και θετική τετραγωνική μορφή Q(x′), x′ ∈ X ′ εις τρόpiον ώστε
µˆ(x′) = eia(x
′)− 12Q(x′) , x′ ∈ X ′ (3)
Εpiιpiλέον a(x′) =
∫
X
< x, x′ > dµ(x) και
Q(x′) =
∫
X
| < x, x′ > |2dµ(x)− a2(x′) x′ ∈ X ′.
Αpiόδειξη. Με αλλαγή μεταβλητής διαpiιστώνεται ότι
µˆ(yx′) = µˆx′(y) για τυχόντα y ∈ R, x′ ∈ X ′ (4)
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Αν μ είναι Gauss τότε έκαστο µx′ είναι εξορισμού Gauss στον R1 με
piαραμέτρους m =
∫
R
ydµx′(y) και σ =
∫
R
y2dµx′(y)−m2 και χ.σ.
µˆx′(y) = e
imy− 12σy2 , y ∈ R
Αρκεί τώρα να piαρατηρήσουμε (piάλι με αλλαγή μεταβλητής) ότι
m =
∫
X
x′dµ, σ =
∫
X
(x′)2dµ−m2 και να εpiικαλεστούμε την (4) για y = 1 οpiότε
λαμβάνουμε την (3) με a(x′) =
∫
X
x′dµ και Q(x′) =
∫
X
(x′)2dµ− a2(x′), x′ ∈ X ′.
Αντίστροφα αν για το μέτρο piιθανότητας μ ισχύει η (3) τότε για τυχόν x′ ισχύει
(piάλι η (4) )
µx′(y) = µˆ(yx
′) = eia(x
′)y− 12Q(x′)y2 , y ∈ R
και συνεpiώς το μέτρο µx′ είναι Gauss στον R1 με piαραμέτρους a(x′) και Q(x′).
Μάλιστα a(x′) =
∫
R
ydµx′(y) και Q(x′) =
∫
R
y2dµx′(y)− a2(x′) οpiότε (αλλαγή
μεταβλητής) a(x′) =
∫
X
x′dµ και Q(x′) =
∫
X
(x′)2dµ− a2(x′).
Παρατήρηση 6.2.4. Θα μpiορούσαμε λοιpiόν να ορίσουμε ένα μέτρο Gauss ως ένα
μέτρο piιθανότητας του οpiοίου η χ.σ. µˆ γράγεται όpiως η (3). Μάλιστα με τον
τρόpiο αυτό καθίσταται άμεση η αναφορά στις piαραμέτρους a,Q.Ακόμα
καθίσταται φανερή η συμβατότητα των ορισμών των μέτρων Gauss σε
piεpiερασμένης και άpiειρης διάστασης δ.χ. Παρολαυτά στην piερίpiτωση των χώρων
άpiειρης διάστασης κάθε συναρτησοειδές piου piληροί τις piαραpiάνω piροϋpiοθέσεις
δεν είναι κατ ανάγκη χ.σ ενός μέτρου Gauss .
Αν ο χώρος X είναι Hilbert και αφού X ′ = X θα είναι:
Πόρισμα 6.2.5. ΄Εστω X χώρος Hilbert και μέτρο piιθανότητας μ ορισμένο
σε σ-άλγεβρα A ⊃ C(X,X ′). Τότε το μέτρο μ είναι μέτρο Gauss όταν και μόνο
όταν µˆ(x) = eia(x)−
1
2Q(x), όpiου a γραμμική και Q θετική τετραγωνική μορφή
στον X. Εpiιpiλέον a(x) =
∫
X
(y, x)dµ(y) και
Q(x) =
∫
X
(y, x)2dµ(y)− a2(x), x ∈ X.
Το piαραpiάνω Θεώρημα piαραμένει ισχυρό και στην piερίpiτωση των κυλινδρικών
μέτρων. Δηλαδή:
Θεώρημα 6.2.6. ΄Εστω τοpiικά κυρτός τ.δ.χ X και X ′ ο δυϊκός του. ΄Εστω
ακόμα κυλινδρικό μέτρο μ ορισμένο στην άλγεβρα C(X,X ′). Ισχύει το
ακόλουθο:
Το κυλινδρικό μέτρο μ είναι κυλινδρικό μέτρο Gauss στον X όταν και μόνο όταν
υpiάρχουν γραμμική a(x′), x′ ∈ X ′ και θετική τετραγωνική μορφή Q(x′), x′ ∈ X ′
έτσι ώστε
µˆ(x′) = eia(x
′)− 12Q(x′) , x′ ∈ X ′
Εpiιpiλέον a(x′) =
∫
X
< x, x′ > dµ(x) και
Q(x′) =
∫
X
| < x, x′ > |2dµ(x)− a2(x′) x′ ∈ X ′.
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Η κατασκευή κυλινδρικών μέτρων Gauss είναι εύκολη όpiως εξασφαλίζεται αpiό το
piαρακάτω:
Θεώρημα 6.2.7. ΄Εστω τοpiικά κυρτός τ.δ.χ. X και X ′ ο δυϊκός του. ΄Εστω
γραμμική a : X ′ 7→ R και θετική τετραγωνική μορφή Q : X ′ 7→ R. Τότε υpiάρχει
μοναδικό κυλινδρικό μέτρο Gauss μ με piαραμέτρους a,Q.
Αpiόδειξη. Ορίζουμε
X (x′) = eia(x′)− 12Q(x′) , x′ ∈ X ′
Είναι φανερό ότι X (0) = 1.
Θα δείξουμε ότι η X (x′), x′ ∈ X ′ είναι θετικά ορισμένη. Εpiειδή το γινόμενο
θετικά ορισμένων συναρτήσεων είναι θετικά ορισμένη συνάρτηση ([28] σελ. 187)
θα δείξουμε χωριστά ότι οι eia(x
′), e−
1
2Q(x
′), x′ ∈ X ′ είναι θετικά ορισμένες.
Πράγματι για {c1, ..., cn} ⊂ C και {x′1, ..., x′n} ⊂ X ′ έχουμε
n∑
k,`=1
ck c¯`e
ia(x′k−x′`) =
n∑
k,`=1
cke
ia(x′k) · c`eia(x′`) =
∣∣∣∣∣
n∑
k=1
cke
ia(xk)
∣∣∣∣∣
2
≥ 0
΄Εστω τώρα b διγραμμική, συμμετρική μορφή τέτοια ώστε
Q(x′) = b(x′, x′), x′ ∈ X ′. (Αρκεί b(x′, y′) = 14 [Q(x′ + y′)−Q(x′ − y′)]). Τότε η
b είναι θετική (δηλαδή b(x′, x′) ≥ 0 ∀ x′ ∈ X ′) και άρα θετικά ορισμένη αφού για
{ξ1, ..., ξn} ⊂ R και {x′1, ..., x′n} ⊂ X ′ είναι
n∑
i,j=1
ξiξjb(x
′
i, x
′
j) = b(
n∑
i=1
ξix
′
i,
n∑
i=1
ξix
′
i) ≥ 0 (λόγω συμμετρίας αρκεί ξi ∈ R).
Ακόμα αpiό την Q(x′) = b(x′, x′) συνάγουμε ότι
Q(x′k − x′`) = Q(x′k) +Q(x′`)− 2b(x′k, x′`) και συνεpiώς η piαράσταση
A =
n∑
k,`=1
ξkξ`e
− 12Q(x′k−x′`)
=
n∑
k,`=1
ξke
− 12Q(x′k) · ξ`e− 12Q(x′`) · eb(x′k,x′`)
και θέτοντας ξme−
1
2Q(x
′
m) = ξ′m έχουμε
A =
n∑
k,`=1
ξ′kξ
′
`e
b(x′k,x
′
`)
΄Ομως είναι γνωστό ότι αν φ είναι θετικά ορισμένη τότε eφ είναι θετικά ορισμένη
([28] σελ. 187) και συνεpiώς A ≥ 0.
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Μένει να δείξουμε ότι η X είναι ψευδοσυνεχής. Πράγματι έστω piεpiερασμένης
διάστασης υpiόχωρος E ⊂ X ′ και {e1, ..., ek} βάση του. Εpiειδή η τοpiολογία του
E είναι οριζόμενη αpiό τη norm |x′| = (y21 + ...+ y2k)
1
2 όταν x′ = y1e1 + ...+ ykek
συμpiεραίνουμε ότι για ακολουθία x′n = y
n
1 e1 + ...+ y
n
k ek , n ∈ N και
x′ = y1e1 + ...+ ykek ισχύει x′n → x′ στον E όταν και μόνο όταν ynm → ym για
κάθε m = 1, ..., k. Συνεpiώς a(x′n) =
k∑
m=1
ynma(em)→
k∑
m=1
yma(em) = a(x
′) όταν
x′n → x′ στον E. Εξάλλου αν b είναι συμμετρική διγραμμική μορφή στον X ′ έτσι
ώστε Q(x′) = b(x′, x′) τότε
Q(x′n) = Q(
k∑
m=1
ynmem) =
k∑
i,j=1
yni y
n
j b(ei, ej)
και συνεpiώς
Q(x′n)→
k∑
i,j=1
yiyjb(ei, ej) = Q(
k∑
m=1
ymem)
και άρα Q(x′n)→ Q(x′).
΄Ωστε X (x′n)→ X (x′) όταν x′n → x′ στον E.
΄Αρα η X ικανοpiοιεί τις piροϋpiοθέσεις του Θεωρήματος 4.2.4. και άρα υpiάρχει
μοναδικό κυλινδρικό μέτρο μ στον X εις τρόpiον ώστε µˆ = X . Εpiικαλούμενοι
τώρα το Θεώρημα 6.2.6. συμpiεραίνουμε ότι το μ είναι κυλινδρικό μέτρο Gauss με
piαραμέτρους a,Q.
Παράδειγμα 6.2.8. ΄Εστω ότι X είναι χώρος Hilbert αpiείρων διαστάσεων και
X (x) = e− 12‖x‖2 , x ∈ X. Σύμφωνα με το piαραpiάνω θεώρημα υpiάρχει μοναδικό
κυλινδρικό μέτρο Gauss μ στον X εις τρόpiον ώστε µˆ = X . Είναι εύλογο να
αναρωτηθούμε μήpiως το κυλινδρικό μέτρο μ εpiεκτείνεται σε ῾῾piραγματικό᾿᾿ μέτρο
μ σε μια σ-άλγεβρα A ⊃ C(X,X ′). Η αpiάντηση είναι αρνητική διότι αν αυτό
ήταν δυνατόν τότε σύμφωνα με το Πόρισμα 4.1.5. η χ.σ. µˆ = X θα ήταν
ακολουθιακά συνεχής για την ασθενή τοpiολογία του X δηλαδή X (xn)→ X (x)
όταν xn, x ∈ X και (xn, y)→ (x, y) για κάθε y ∈ X και συνεpiώς θα είχαμε
‖xn‖ → ‖x‖ όταν (xn, y)→ (x, y) για κάθε y ∈ X. ΄Ομως είναι δυνατόν να
βρούμε ακολουθία xn ∈ X piου συγκλίνει ασθενώς στο x ∈ X αλλά δεν ισχύει
‖xn‖ → ‖x‖.
6.3 Je¸rhma Mourier
Ενώ λοιpiόν σε αφηρημένους αpiειροδιάστατους χώρους δεν έχουμε ορίσει τις
ικανές και αναγκαίες συνθήκες ώστε ένα συναρτησοειδές να είναι χ.σ ενός
μέτρου Gauss , σε χώρους Hilbert το piρόβλημα λύνεται μέσω του Θεωρήματος
Mourier .
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΄Οpiως είδαμε piαραpiάνω αpiό τον ορισμό ενός μέτρου Gauss μ αpiορρέει άμεσα ότι
είναι ασθενούς δεύτερης τάξης, δηλαδή:∫
X
| < x, x′ > |2dµ(x) < +∞ για κάθε x′ ∈ X ′
Ιδιαίτερα στην piερίpiτωση όpiου ο χώρος X είναι Hilbert η συνθήκη αυτή
καθίσταται ∫
X
(u, y)2dµ(u) < +∞ για κάθε y ∈ X
Αpiό την τελευταία συμpiεραίνουμε ότι
∫
X
|(u, y)|dµ(u) < +∞
και
∫
X
|(u, x)(u, y)|dµ(u) < +∞ για όλα τα x, y ∈ X και συνεpiώς ορίζεται η
διγραμμική μορφή
r(x, y) =
∫
X
(u, x)(u, y)dµ(u)−
∫
X
(u, x)dµ(u) ·
∫
X
(u, y)dµ(u)
Η δ ιγραμμική μορφή r είναι φανερά συμμετρική, θετική και ορίζει (κατά το
συνήθη τρόpiο με το Θεώρημα Riesz ) έναν τελεστή R : X 7→ X εις τρόpiον ώστε
(Rx, y) = r(x, y) για όλα τα x, y ∈ X (1)
Ο τελεστής R ονομάζεται τελεστής διακύμανσης του μέτρου μ και φανερά είναι
συμμετρικός, θετικός ((Rx, x) ≥ 0 για κάθε x ∈ X) και άρα συνεχής στον X.
Ακόμα λαμβάνοντας υpiόψη την (1) έχουμε ότι
(Rx, x) =
∫
X
(u, x)2dµ(u)−
(∫
X
(u, x)dµ(u)
)2
, x ∈ X
και συνεpiώς το χ.σ. του μέτρου Gauss μ γράφεται (Πόρισμα 6.2.5.)
µˆ(x) = eia(x)−
1
2 (Rx,x) , x ∈ X (2)
όpiου a(x) =
∫
X
(u, x)dµ(u), x ∈ X.
Εpiίσης είναι γνωστό (ο χώρος είναι Hilbert) ότι υpiάρχει m ∈ X εις τρόpiον ώστε
a(x) = (m,x) για κάθε x ∈ X
(piρόκειται για το ολοκλήρωμα Pettis m =
∫
X
xdµ(x))
και έτσι το χ.σ. ενός μέτρου Gauss μ γράφεται
µˆ(x) = expi(m,x)−
1
2 (Rx,x) , x ∈ X
Το στοιχείο m ∈ X είναι η μέση τιμή του μέτρου μ.
Το εpiόμενο αpiοτέλεσμα χαρακτηρίζει piλήρως τα συναρτησοειδή piου μpiορούν να
είναι χ.σ. ενός μέτρου Gauss σε ένα χώρο Hilbert.
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Θεώρημα 6.3.1. (E. Mourier )
΄Εστω X χώρος Hilbert και μ μέτρο piιθανότητας στον (X,B(X)). Τότε το
μέτρο μ είναι Radon μέτρο Gauss όταν και μόνο όταν το χ.σ. µˆ είναι της μορφής
X (x) = ei(m,x)− 12 (Rx,x) , x ∈ X (3)
όpiου m ∈ X και R συμμετρικός, θετικός piυρηνικός (nuclear ) τελεστής στον X.
Αpiόδειξη. ΄Εστω ότι το μ είναι Radon μέτρο Gauss.Σύμφωνα με την
piροηγηθείσα συζήτηση το χ.σ. είναι της μορφής (3) όpiου m ∈ X και R ο
τελεστής διακύμανσης του μ. Αρκεί να δείξουμε ότι ο τελεστής R είναι
piυρηνικός.
Σύμφωνα με το Θεώρημα Sazonov το χ.σ. µˆ είναι συνεχές στο x = 0 για την
τοpiολογία Sazonov τS(X). Συνεpiώς για τυχόν  > 0 υpiάρχει τελεστής
S ∈ S(X) τέτοιος ώστε :|1− µˆ(x)| < 1− e− 12  όταν x ∈ X με (Sx, x) < 1.
΄Ομως 1−Reµˆ(x) ≤ |1− µˆ(x)| και Reµˆ(x) ≤ e− 12 (Rx,x) και συνεpiώς
1− e− 12 (Rx,x) < 1− e− 12  όταν (Sx, x) < 1 και τελικά
(Rx, x) <  όταν x ∈ X με (Sx, x) < 1 (4)
Τώρα για τυχόν x0 ∈ X και τυχόν d >
√
(Sx0, x0) θα είναι
(S x0d ,
x0
d ) =
1
d2 (Sx0, x0) < 1 και άρα αpiό την (4) συμpiεραίνουμε ότι
(Rx0d ,
x0
d ) <  και συνεpiώς
(Rx0, x0) < d
2 για τυχόν d >
√
(Sx0, x0)
΄Ωστε για τυχόν x0 ∈ X
(Rx0, x0) ≤ (Sx0, x0) (5)
και άρα για οpiοιαδήpiοτε ορθοκανονική βάση {ej , j ∈ I} και οpiοιοδήpiοτε
υpiοσύστημα {ejn , n ∈ N} θα είναι∑
n
(Rejn , ejn) ≤ 
∑
n
(Sejn , ejn) < +∞
αφού ο τελεστής S είναι piυρηνικός.
΄Οpiως στο Λήμμα 5.2.10. συμpiεραίνουμε ότι (Rej , ej) > 0 μέχρι και για
αριθμήσιμο piλήθος δεικτών j ∈ I. Συνεpiώς και piάλι αpiό την (5) έχουμε ότι∑
j
(Rej , ej) < +∞ (αφού S piυρηνικός) και συνεpiώς ο R είναι piυρηνικός ([28]
σελ. 161).
Αντίστροφα : ΄Εστω συνάρτηση X της μορφής (3). Σύμφωνα με το Θεώρημα
6.2.3. αρκεί να δείξουμε ότι υpiάρχει Radon μέτρο μ για το οpiοίο µˆ = X .
Θέτουμε h(x) = e−
1
2 (Rx,x). Προφανώς h(0) = 1 και όpiως δείξαμε κατά την
αpiόδειξη του Θεωρήματος 6.2.7. η h είναι θετικά ορισμένη. Θα δείξουμε τώρα
ότι είναι συνεχής για την τοpiολογία Sazonov τS(X) στο x = 0. Πράγματι για
τυχόν  > 0 θεωρούμε την piεριοχή V = {x : (Rx, x) < −2 ln(1− )} και εύκολα
εpiαληθεύεται ότι |1− h(x)| <  για όλα τα x ∈ V . ΄Ωστε η h ικανοpiοιεί τις
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αpiαιτήσεις του Θεωρήματος Sazonov και άρα υpiάρχει μοναδικό Radon μέτρο v
εις τρόpiον ώστε vˆ = h.
Ορίζουμε τώρα το μέτρο μ στον (X,B(X)) με την µ(B) = v(φ−1(B)) όpiου
φ(x) = x+m ή αλλιώς µ(B) = v(B −m). Το μέτρο μ είναι Radon και ισχύει:
µˆ(x) =
∫
X
ei(x,y)dµ(y)
=
∫
X
ei(x,y+m)dv(y)
= ei(x,m)vˆ(x)
= X (x) ∀ x ∈ X
6.4 Je¸rhma Gross
΄Εστω H διαχωρίσιμος, piραγματικός χώρος Hilbert . Είδαμε ότι όταν ο χώρος H
είναι piεpiερασμένης διάστασης τότε το μέτρο Gauss WH στον H είναι το μέτρο
Borel piου δίνεται αpiό τη σχέση
WH(dh) = (2pi)
− dim(H)2 e−
‖h‖2H
2 λH(dh) (1)
με λH το μέτρο Lebesgue .
΄Οταν ο H είναι χώρος αpiείρων διαστάσεων το WH δεν υpiάρχει. Πράγματι· έστω
ότι υpiάρχει τότε για κάθε ορθοκανονική βάση {hm,m ≥ 0} οι τυχαιές
μεταβλητές h ∈ H 7→ Xm(h) = (h, hm)H θα ήταν ανεξάρτητες με κατανομή
N(0, 1). ΄Ετσι αpiό Ισχυρό Νόμο Μεγάλων Αριθμών η norm ‖h‖2 =
∞∑
m=0
Xm(h)
2
θα ήταν άpiειρη για κάθε h ∈ H. Με άλλα λόγια ῾ὁ χώρος H είναι piολύ μικρός
για να χωρέσει το WH ᾿᾿. Η ιδέα piου piροτάθηκε αpiό τον Gross [9] είναι η
piλήρωση του χώρου H με μια norm τέτοια ώστε ο piαραγόμενος χώρος Banach
να μpiορεί να ῾῾στεγάσει᾿᾿ το μέτρο Gauss .
Βέβαια όpiως θα δούμε piαρακάτω το μέτρο Gauss αpiοτελεί ειδική piερίpiτωση ενός
γενικότερου αpiοτελέσματος [30] piου μας εpiιτρέpiει το μέτρο αυτό να είναι
οpiοιοδήpiοτε.
΄Εστω λοιpiόν η βασική τριpiλέτα (H,B, µ) όpiου H είναι piραγματικός,
διαχωρίσιμος χώρος Hilbert με εσωτερικό γινόμενο < ·, · > και norm | · |, το µ
ένα κυλινδρικό μέτρο στον H και B η piλήρωση του H ως piρος τη norm ‖ · ‖ η
οpiοία είναι ασθενέστερη της | · |. Κατά αυτόν τον τρόpiο μpiορούμε να
θεωρήσουμε τον H ως υpiοσύνολο του B. Εpiίσης μpiορούμε να ταυτίσουμε τον
H ′ με τον H έτσι ώστε ο B′ να αpiοτελεί υpiοσύνολο του H, δηλαδή
B′ = {y ∈ H : sup
x∈H,‖x‖≤1
| < x, y > | <∞}
Τώρα για το χώρο B ορίζουμε ως K(B′) την οικογένεια όλων των υpiόχωρων
piεpiερασμένης διάστασης του B′ και A (K) την σ-άλγεβρα όλων των κυλινδρικών
συνόλων piου βασίζονται στο K ∈ K.
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Αφού λοιpiόν K(B′) ⊂ K(H) τότε για κάθε κυλινδρικό σύνολο C ∈ A (B) το
σύνολο C ∩H ανήκει στο A (H) και έτσι μpiορούμε να ορίσουμε ένα κυλινδρικό
μέτρο µ∗ στο B μέσω της σχέσης
µ∗(C) = µ(C ∩H)
Το µ∗ θα λέγεται lifting του µ στον B.
Το ερώτημα piου καλούμαστε να αpiαντήσουμε είναι κάτω αpiό piοιές συνθήκες
στο µ και στη norm ‖ · ‖ το µ∗ γίνεται σ-piροσθετικό στην άλγεβρα⋃
K∈K
A (K) ≡ C(B,B′).
Την ικανή συνθήκη στο ερώτημα αυτό δίνει η γενίκευση του Θεωρήματος Gross
για την διατύpiωση και την αpiόδειξη του οpiοίου θα χρειαστούμε τον piαρακάτω
Ορισμό και τα εpiόμενα Λήμματα.
Ορισμός 6.4.1. ΄Εστω (H,B, µ) μια βασική τριpiλέτα. Η norm ‖ · ‖ στον H
λέγεται μετρήσιμη ως piρος το µ (ή µ-μετρήσιμη) αν για κάθε  > 0 υpiάρχει
P ∈ P τέτοια ώστε
µ{x ∈ H : ‖Px‖ > } <  ∀ P ⊥ P
όpiου P είναι η οικογένεια όλων των ορθογώνιων piροβολών στο H με εικόνα
piεpiερασμένης διάστασης.
΄Εστω (H,B, µ) μια βασική τριpiλέτα. Αναζητούμε ένα χώρο piιθανότητας
(Ω,F ,m) και μια αpiεικόνιση F : H ′ 7→ L(Ω,F ,m) γραμμική, συνεχή τέτοια
ώστε για κάθε y′1, ..., y
′
n ∈ H ′ να ισχύει
(y′1, ..., y
′
n) ∼ (F (y′1), ..., F (y′n)) (M)
Ο χώρος (Ω,F ,m, F ) λέγεται αναpiαρασταση του µ.
Η F μpiορεί να οριστεί γενικότερα σε οpiοιοδήpiοτε χώρο X τοpiικά κυρτό με
κυλινδρική άλγεβρα C(X,X ′) και κυλινδρικό μέτρο μ και έτσι ο ορισμός της σε
χώρο Hilbert να αpiοτελεί ειδική piερίpiτωση.
΄Εστω λοιpiόν μια Hamel βάση {ea, a ∈ I} ⊂ X ′ έτσι ώστε x′ =
∑
a∈I
λaea. Σε
κάθε οικογένεια δεικτών {a1, ..., an} ⊂ I αντιστοιχίζουμε ένα μέτρο
ma1...an(A) = µ((ea1 , ..., ean)
−1(A)) στον (Rn,Bn). Τα μέτρα
ma1,...an , {a1, ..., an} ∈ P(I) είναι consistent οικογένεια διότι αν
f = {a1, ..., an} ⊂ {a1, ..., an, an+1} = g τότε Af ⊂ Ag.
΄Εχουμε λοιpiόν το χώρο (Ω =
∏
i∈I
R,F =
⊗
i∈I
B,m) με
m(pi−1a1...an(B)) = ma1...an(B) = µ((ea1 , ..., ean)
−1(B)), B ∈ Bn
όpiου pia : Ω 7→ R : ω 7→ ω(a) η συνήθης piροβολή.
΄Αρα (ea1 , ..., ean) ∼ (pia1...an).
Για x′ =
∑
a∈I
λaea ορίζουμε F : X ′ 7→ L(Ω,F ,m) αpiό τη σχέση
F (x′) =
∑
a∈I
λapia (1)
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Τότε η F είναι γραμμική, και συνεχής κατά piιθανότητα, δηλαδή αν x′b → x′ στον
X ′ και ορίσουμε Xb = F (x′b) και X = F (x
′) τότε Xb
m−→ X δηλαδή
m(|Xb −X| > )→ 0.
΄Ετσι F (ea) = pia ∼ ea οpiότε x′ =
∑
a∈I
λaea ∼
∑
a∈I
λapia = F (x
′)
διότι (ea1 , ..., ean) ∼ (pia1...an) = (pia1 , ..., pian).
΄Ομοια (x′1, ..., x
′
k) ∼ (F (x′1), ..., F (x′k)).
Συνεpiώς έχουμε τη ζητούμενη αναpiαράσταση.
Η βασική ιδέα της αpiόδειξης είναι να ξεκινήσουμε αpiό μια οpiοιαδήpiοτε
αναpiαράσταση του κυλινδρικού μέτρου µ και να μελετήσουμε τη σύγκλιση σε μια
τυχαία μεταβλητή στον B.
Θεώρημα 6.4.2. (Γενικευση Θεωρήματος Gross )
΄Εστω µ κυλινδρικό μέτρο στον H και µˆ το χαρακτηριστικό συναρησοειδές του
piου είναι συνεχές στον H. Αν υpiάρχει μια αύξουσα ακολουθία (Pn)n ⊂ P τέτοια
ώστε Pn ↑ I και για κάθε  > 0 ισχύει
lim
n,m→∞µ{x ∈ H : ‖Pnx− Pmx‖ > } = 0 (?)
τότε το lifting µ∗ του µ είναι σ-piροσθετικό στην C(B,B′).
Για την αpiόδειξη του Γενικευμένου Θεωρήματος Gross θα χρειαστούμε τα
piαρακάτω Λήμματα:
Λήμμα 6.4.3. Οι piαρακάτω συνθήκες είναι ισοδύναμες:
1. Το χαρακτηριστικό συναρτησοειδές µˆ του κυλινδρικού μέτρου µ είναι
συνεχές στο 0.
2. Το χαρακτηριστικό συναρτησοειδές µˆ του κυλινδρικού μέτρου µ είναι
συνεχές στον H.
3. Η αpiεικόνιση F : H 7→ L(Ω) είναι συνεχής κατά piιθανότητα.
4. (hn → 0 στον H) ⇒ (∀ > 0 µ{x ∈ H : | < x, hn > | > } → 0)
Αpiόδειξη. Μέσω της αναpiαράστασης του κυλινδρικού μέτρου µ έχουμε
µ{x ∈ H : (< x, y1 >, ..., < x, yn >) ∈ E} = m{ω : (F (y1)(ω), ..., F (yn)(ω)) ∈ E}
(~)
για κάθε y1, ..., yn ∈ H και E ∈ Bn.
Τότε µˆ(y) = Em[eiF (y)] για κάθε y ∈ H. Αν λοιpiόν το µˆ είναι συνεχές στο 0
τότε η F (hn) συγκλίνει κατά νόμο στο 0 όταν hn → 0 στο H, και αυτό με τη
σειρά του ισοδυναμεί με την σύγκλιση κατά piιθανότητα στο 0. ΄Αρα αpiό
γραμμικότητα της F έχουμε 1⇔ 3.
Ακόμα αpiό τη σχέση ~ έχουμε ότι 3⇔ 4.
Οι υpiόλοιpiες ισοδυναμίες είναι piροφανείς.
89
Λήμμα 6.4.4. ΄Εστω P ∈ P και (e1, ..., en) μια ορθοκανονική βάση του χώρου
P (H). Τότε το piαρακάτω τυχαίο στοιχείο του P (H)
`(P ) =
n∑
j=1
F (ej)ej
είναι ανεξάρτητο της εpiιλογής της ορθοκανονικής βάσης (ej). Εpiιpiλέον ισχύουν:
1.
< `(P ), h >= F (Ph) ∀ h ∈ H
2.
m{ω : `(P )(ω) ∈ C} = µ(C) ∀C ∈ A (P (H))
Αpiόδειξη. Θα αpiοδείξουμε μόνο τη σχέση 2.
Για C ∈ A (P (H)) υpiάρχει E ∈ Bn τέτοιο ώστε
C = {x ∈ H : (< x, e1 >, ..., < x, en >) ∈ E}
Λόγω της μορφής του τυχαίου στοιχείου `(P ) έχουμε
{ω : `(P )(ω) ∈ C} = {ω : (F (e1)(ω), ..., F (en)(ω)) ∈ E}
΄Ετσι η ζητούμενη σχέση piροκύpiτει αpiό την
µ{x ∈ H : (< x, y1 >, ..., < x, yn >) ∈ E} = m{ω : (F (y1)(ω), ..., F (yn)(ω)) ∈ E}
Εφοδιάζουμε τώρα την οικογένεια P με μια σχέση μερικής διάταξης ≺ η οpiοία
ορίζεται
(P ≺ Q)⇔ (P (H) ⊂ Q(H))
Τότε θεωρούμε ότι η αpiεικόνιση `(·) ορίζει ένα δίκτυο τυχαίων μεταβλητών με
τιμές στο B και σύνολο δεικτών το διευθυνόμενο σύνολο (P,≺).
Παρατήρηση 6.4.5. Προκειμένου να δειχθεί η σύγκλιση κατά piιθανότητα του
δικτύου `(·) σε μια τυχαία μεταβλητή στο B αρκεί να αpiοδείξουμε ότι η
αpiεικόνιση `(Pn) είναι μια ακολουθία Cauchy κατά piιθανότητα για κάθε
ακολουθία piροβολών (Pn) ↑ I με I ο ταυτοτικός τελεστής στο H.
Λήμμα 6.4.6. Η norm ‖ · ‖ είναι μ-μετρήσιμη όταν και μόνο όταν το δίκτυο
`(P ), P ∈ P των τυχαίων μεταβλητών με τιμές στο B συγκλίνει κατά
piιθανότητα στο B.
Αpiόδειξη. Η σχέση διάταξης P ≺ Q μεταξύ των piροβολών P, Q μpiορεί να
γραφεί ως Q = P +R όpiου R ⊥ P . ΄Ετσι έχουμε `(Q)− `(P ) = `(R). Εpiειδή
όμως ισχύει m{ω : `(P )(ω) ∈ C} = µ(C) ∀C ∈ A (P (H)) piροκύpiτει ότι
m{ω : ‖`(R)(ω)‖ > } = µ{x : ‖Rx‖ > }
και η αpiόδειξη είναι piροφανής.
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Παρατήρηση 6.4.7. Η σχέση ? του θεωρήματος ικανοpiοείται όταν η ‖ · ‖ είναι
μ-μετρησίμη.
Αpiόδειξη Γενικευμένου Θεωρήματος Gross :
Αpiό τη συνθήκη
lim
n,m→∞µ{x ∈ H : ‖Pnx− Pmx‖ > } = 0
του Θεωρήματος, piροκύpiτει ότι το δίκτυο `(Pn) συγκλίνει κατά piιθανότητα στο
B σε μια τυχάια μεταβλητή έστω ξ. Εpiειδή η αpiεικόνιση F : H 7→ L(Ω) είναι
συνεχής κατά piιθανότητα, τότε για κάθε y ∈ H η τυχαία μεταβλητά
F (Pny) =< `(Pn), y > συγκλίνει κατά piιθανότητα στην F (y).
Αpiό την άλλη για y ∈ B′ συγκλίνει στο < ξ, y >.
΄Αρα F (y) =< ξ, y > m-σχεδόν βέβαια, δηλαδή η κατανομή ν της τυχαίας
μεταβλητής ξ είναι σ-piροσθετική εpiέκταση του µ∗ στην C(B,B′).
Αpiό Θεώρημα Καραθεοδωρή, εφόσον το µ∗ είναι σ-piροσθετικό στην C(B,B′)
τότε εpiεκτείνεται και στην σ-άλγεβρα την piαραγόμενη αpiό την C(B,B′).
Αpiό το Θεώρημα 3.2.9. (Mourier) , εpiειδή ο χώρος B piου piροκύpiτει είναι
διαχωρίσιμος τότε BB = Cˆ(B,B′) ≡ σ(C(B,B′)) και το μέτρο µ∗ είναι μέτρο
Borel . Τέλος εpiειδή ο χώρος B είναι Banach (άρα piλήρης, μετρικός) και
διαχωρίσιμος (piολωνικός) ισχύει το Θεώρημα Ulam - Prohorov συνεpiώς το µ∗
είναι και μέτρο Radon.
Το Θεώρημα Gross αpiοτελεί piλέον piόρισμα του piαραpiάνω γενικότερου
αpiοτελέσματος μιας και εξειδικεύεται για μέτρα Gauss.
Πόρισμα 6.4.8. (Θεώρημα Gross:)
΄Εστω H piραγματικός, διαχωρίσιμος χώρος Hilbert εφοδιασμένος με το
εσωτερικό γινόμενο < ·, · > και την piροκύpiτουσα norm | · |. ΄Εστω ‖ · ‖ μια
μετρήσιμη norm στον H και B η piλήρωση του H ως piρος αυτή. ΄Εστω µ∗ το
κυλινδρικό μέτρο piου ορίζεται στην άλγεβρα C(B,B′) με χαρακτηριστικό
συναρτησοειδές X (h) = e− 12‖h‖2H στο H. Τότε το µ∗ είναι σ-piροσθετικό στην
C(B,B′).
Αpiόδειξη. ΄Αμεση εφαρμογή του Θεωρήματος 6.3.2. δεδομένου ότι το
χαρακτηριστικό συναρτησοειδές µˆ του κυλινδρικού μέτρου Gauss είναι
συνεχές.
Εφαρμογή Ο κλασσικός χώρος Wiener (χώρος των συνεχών τροχιών).
Συγκεκριμένα έχουμε
H = L2(0, 1) εφοδιασμένος με τη norm
‖f‖ = sup
0≤t≤1
|
t∫
0
f(s)ds|
Ο χώρος piου piροκύpiτει αpiό την piλήρωση του L2(0, 1) ως piρος την
piαραpiάνω norm είναι ισομορφικός με το χώρο των συνεχών
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συναρτήσεων στο [0,1] για τις οpiοίες ισχύει f(0) = 0 με τη sup norm
μέσω της αpiεικόνισης
Pf(t) =
t∫
0
f(s)ds , 0 ≤ t ≤ 1
Το μέτρο µ∗ piου piροκύpiτει είναι το κλασσικό μέτρο Wiener.
Είδαμε ότι η εισαγωγή μιας μ-μετρήσιμης norm στον H είναι ικανή συνθήκη
ώστε το κυλινδρικό μέτρο μ να εpiεκταθεί σε σ-piροσθετικό μέτρο. Στο σημείο
αυτό θα αναρωτιόταν κανείς αν η συνθήκη αυτή είναι και αναγκαία. Στο ερώτημα
αυτό αpiαντά το Θεώρημα των Dudley - Feldman - LeCam σύμφωνα με το οpiοίο
αυτό ισχύει μόνο στην piερίpiτωση piου το κυλινδρικό μέτρο μ είναι Gauss. (το
αντίστροφο του Θεωρήματος Gross.)
Θεώρημα 6.4.9. (Dudley - Feldman - LeCam): ΄Εστω ότι το µ είναι
κυλινδρικό μέτρο Gauss . Τότε τα εpiόμενα είναι ισοδύναμα:
1. Το µ∗ είναι σ-piροσθετικό στην C(B,B′).
2. Η ‖ · ‖ είναι μ-μετρήσιμη norm .
3. Υpiάρχει μια ακολουθία Pn ↑ I τέτοια ώστε να ισχύει
lim
n,m→∞µ{x ∈ H : ‖Pnx− Pmx‖ > } = 0 (?)
4. Για κάθε ακολουθία Pn ↑ I η σχέση ? ισχύει.
Αpiόδειξη. [8]
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