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This perspective article provides an overview of some of our analytical approaches to the computation of
the structural and thermodynamic properties of single-component and multicomponent hard-sphere fluids.
For the structural properties, they yield a thermodynamically consistent formulation, thus improving and
extending the known analytical results of the Percus–Yevick theory. Approximate expressions linking the
equation of state of the single-component fluid to the one of the multicomponent mixture are also discussed.
I. INTRODUCTION
It is widely recognized that a major breakthrough in
the theory of liquids was provided by the notion (already
put forward by van der Waals) that in a dense fluid the re-
pulsive forces are mostly responsible for its structure. It
is also well known that in the statistical thermodynamic
approach to such a theory, there is a close connection be-
tween the thermodynamic and structural properties.1–4
In simple fluids, the radial distribution function (RDF)
g(r) (which describes the probability of finding a particle
at a distance r from another particle) and its close rel-
ative (through a Fourier transform), the static structure
factor S(q), are the basic quantities used to discuss the
structural properties. The importance of g(r) arises from
the fact that, given the form of the potential of the in-
termolecular force (which is generally assumed to be well
represented by pair interactions), the standard methods
of statistical mechanics allow for the determination of all
the equilibrium properties of the fluid, in particular its
equation of state (EOS), if the RDF is known as a func-
tion of r, the number density ρ, and the temperature
T .
The simplest repulsive model pair potential is that of a
hard-core fluid (rods, disks, spheres, and hyperspheres)
in which attractive forces are completely neglected. In
fact, it is a model that has been most studied and has
rendered some analytical results, although—up to this
day—no general (exact) explicit expressions for the struc-
tural functions or the EOS are available, except in the
one-dimensional case. An interesting feature concerning
the thermodynamic properties of such model is that the
EOS depends only on the contact values of the RDF.
In the absence of a completely analytical approach, the
most popular methods to deal with the properties of these
systems are integral equation theories and computer sim-
ulations.
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In real gases and liquids at high temperatures, the
thermodynamic properties are also determined almost
entirely by the repulsive forces among molecules. How-
ever, attractive forces become significant at lower tem-
peratures. Nevertheless, even in this case, the attractive
forces affect very little the configuration of the system at
moderate and high densities. These facts are taken into
account in the application of the perturbation theory of
fluids,5 where hard-core fluids are used as the reference
systems in the computation of the thermodynamic and
structural properties of real fluids. In any case, success-
ful results using perturbation theory are rather limited
because, as mentioned above, there are in general no ex-
act (analytical) expressions for the thermodynamic and
structural properties of the reference systems, which are
in principle required in the calculations. On the other
hand, in the realm of soft condensed matter, the use of
the hard-sphere (HS) model in connection, for instance,
with sterically stabilized colloidal systems, is quite com-
mon. This reflects the fact that presently it is possi-
ble to prepare (almost) monodisperse spherical colloidal
particles with short-ranged harshly repulsive interparti-
cle forces that may be well described theoretically with
the HS potential.
This paper presents an overview of the efforts we have
made over the years to compute the thermodynamic
and structural properties of hard-core systems in d di-
mensions using relatively simple (approximate) analyti-
cal methods. Due to their particular relevance and for the
sake of concreteness, we will concentrate here on three-
dimensional systems, namely the HS fluid and the mul-
ticomponent HS fluid mixture. The paper is structured
as follows. In Section II, we begin by recalling the main
statistical-mechanical relationships, valid for general flu-
ids, related to both their structural and thermodynamic
properties, as well as some key approximate results de-
rived for them in our systems of interest; special attention
is paid to the thermodynamic routes and to a summary of
results pertaining to the phase behavior of these systems,
including some concerning the demixing transition. This
is followed in Sec. III by a detailed account of an alterna-
tive methodology to the usual integral equation approach
of liquid-state theory to obtain analytical results for the
structural properties of HS fluids and multicomponent
HS mixtures. Section IV is devoted to describe the routes
2TABLE I. Acronyms used in this article.
Acronym Meaning
BGHLL Boubl´ık–Grundke–Henderson–Lee–Levesque
BMCSL Boubl´ık–Mansoori–Carnahan–Starling–Leland
CS Carnahan–Starling
DCF Direct correlation function
EOS Equation of state
FMT Fundamental Measure Theory
GMSA Generalized Mean Spherical Approximation
HNC Hypernetted-chain
HS Hard sphere
LDH Linearized Debye–Hu¨ckel
MC Monte Carlo
MD Molecular dynamics
MSA Mean Spherical Approximation
OZ Ornstein–Zernike
PY Percus–Yevick
RDF Radial distribution function
RFA Rational Function Approximation
SPT Scaled Particle Theory
we have followed to derive the EOS of a multicomponent
HS mixture once the EOS of the monocomponent HS
fluid is known, which allows one in principle to probe the
metastable fluid branch of the single-component fluid.
The paper is closed in Sec. V with some concluding re-
marks. To ease the reading of the paper, Table I shows
the acronyms used.
II. STATISTICAL MECHANICS, THERMODYNAMICS,
AND STRUCTURE OF FLUIDS
A. General background
1. One-component systems
We begin with the partition function ZN (βT , V ) in the
canonical ensemble for a closed system ofN identical par-
ticles of mass m enclosed in a volume V at a temperature
T (with βT ≡ 1/kBT , kB being the Boltzmann constant),
namely
ZN (βT , V ) = 1
N !h3N
∫
dxN e−βTHN (x
N ), (2.1)
where h is the Planck constant, HN (x
N ) the Hamilto-
nian of the system, xN ≡ {rN ,pN}, dxN ≡ drNdpN ,
r
N = {r1, r2, . . . , rN}, drN ≡ dr1dr2 · · · drN , pN ≡
{p1,p2, . . . ,pN}, and dpN ≡ dp1dp2 · · · dpN (with rα
and pα, α = 1, 2, . . . , N , denoting the position and mo-
mentum vectors of particle α, respectively). In the gen-
eral case of interacting particles, the Hamiltonian is given
by HN (x
N ) = H idN (p
N ) + ΦN (r
N ), where H idN (p
N ) =
∑N
α=1 p
2
α/2m accounts for the kinetic energy of the par-
ticles and ΦN (r
N ) is the intermolecular potential. Hence,
one may rewrite the partition function as ZN (βT , V ) =
Z idN (βT , V )QN (βT , V ), where Z idN (βT , V ) = V N/N !Λ3N ,
Λ = h
√
βT /2πm being the thermal de Broglie wave-
length, and QN(βT , V ) = V −N
∫
drN e−βTΦN (r
N ) is the
configuration integral.
Given the fact that the partition function and the
Helmholtz free energy of the system are linked by
F (N, V, T ) = −β−1T lnZN (βT , V ), and since the average
energy, the pressure, the isothermal compressibility, and
the chemical potential of the fluid are obtained from the
Helmholtz free energy as
〈E〉 = ∂(βTF )
∂βT
, (2.2a)
p = −∂F
∂V
, (2.2b)
κ−1T ≡ −V
∂p
∂V
= V
∂2F
∂V 2
, (2.2c)
µ =
∂F
∂N
, (2.2d)
respectively, in order to derive such thermodynamic
properties all that one in principle needs is the explicit
form of ΦN (r
N ) and the subsequent computation of the
configuration integral. However, in practical terms, deal-
ing with an N -particle problem when N ∼ 1023 is not
in general feasible. Nevertheless, one way to attempt to
make it feasible is by reducing the problem of a macro-
scopic fluid in a volume V to a sum of an increasing
number of tractable isolated few (n = 1, 2, 3, . . . ) parti-
cle problems, where each group of particles moves alone
in the volume V of the system. In the case of the pres-
sure, this approach leads formally to the virial expansion
of the EOS, which reads
βT p(ρ, T ) = ρ+
∞∑
n=2
Bn(T )ρ
n, (2.3)
where ρ = N/V is the number density. Such an ex-
pansion was introduced empirically by Thiesen6 and (in-
dependently) by Kamerlingh Onnes7 with the aim of
providing a mathematical representation of experimen-
tal results of the dependence of pressure on tempera-
ture and density of gases and liquids through an ex-
pansion of the pressure in powers of density. In fact,
it was Kamerlingh Onnes who named the coefficients
Bn(T ) in the expansion as the virial coefficients. Once
the statistical-mechanical rigorous derivation of this se-
ries became available, it was immediate to relate the
virial coefficients to intermolecular interactions involv-
ing n particles. Such relationships, derived originally by
Mayer and Mayer,8 imply that the nth virial coefficient
3can be written as a sum of integrals represented by the
so-called n-particle star graphs. It is unfortunate, how-
ever, that—in general—the actual computation of the
virial coefficients is a formidable task, and that the ra-
dius of convergence of the series in Eq. (2.3) is not known.
Nevertheles, if ρ is small enough and if the required first
few virial coefficients are available, a reasonable approx-
imation to the EOS of the system may thus be derived.
We will come back to this point later on for the specific
case of HS fluids and fluid mixtures. A review on virial
expansions, including an extensive list of references and
a description of the difficulties associated with the com-
putation of higher virial coefficients, has been written by
Masters.9 In a rather recent paper, Hoover and Hoover10
have provided a nice account on the early history of the
numerical computation of virial coefficients and the more
recent developments.
Now we turn to the structural properties. Although of
course it is the full N -body probability distribution func-
tion ̺N (x
N ) which contains all the statistical-mechanical
information about the system, marginal few-body dis-
tributions may be enough for the most relevant quanti-
ties. Let us now introduce the reduced s-body correlation
functions fs(x
s) so that fs(x
s)dxs corresponds to the
number of groups of s particles such that one particle
lies inside a volume dx1 around the (one-body) phase-
space point x1, other particle lies inside a volume dx2
around the (one-body) phase-space point x2, . . . , and so
on. Hence,
fs(x
s) =
N !
(N − s)!
∫
dxs+1
∫
dxs+2 · · ·
∫
dxN ̺N (x
N ).
(2.4)
Since in equilibrium the momenta of all the particles
are uncorrelated, it is also convenient to introduce the
configurational s-body correlation functions ns(r
s) ob-
tained by integrating fs(x
s) over the momenta. These
correlation functions are translationally invariant. In the
particular case s = 2, n2(r1, r2) =
∫
dp1
∫
dp2 f2(x1,x2)
and it follows from the constant number of particles that∫
dr1
∫
dr2 n2(r1, r2) = N(N − 1).
Recalling that in the canonical ensemble ̺N (x
N ) is
given by
̺N (x
N ) =
e−βTHN (x
N )
N !h3NZ idNQN
, (2.5)
one has
n2(r1, r2) =
N(N − 1)
V NQN
∫
dr3 · · ·
∫
drN e
−βTΦN (rN ).
(2.6)
In turn, defining the pair correlation function g2(r1, r2)
by n2(r1, r2) = ρ
2g2(r1, r2), it follows that
g2(r1, r2) =
V −(N−2)
QN
∫
dr3 · · ·
∫
drN e
−βTΦN (rN ),
(2.7)
where we have taken into account that N − 1 ≈ N .
A fluid is also rotationally invariant so, assuming cen-
tral forces and using translational invariance, it follows
that g2(r1, r2) = g2(r1− r2) = g(r) with r ≡ |r1− r2|, so
that this pair correlation function is precisely the RDF.
Note that, once again, knowledge of the intermolecular
potential would be in principle enough to obtain g(r).
Also note that, if a given particle is taken to be at the
origin, then the local average density at a distance r from
that particle is ρg(r). Therefore, as already mentioned,
g(r) is a measure of the probability of finding a parti-
cle at a distance r away from a given reference particle,
relative to that for an ideal gas.
Other important related structural quantities are the
total correlation function h(r) ≡ g(r)−1, the static struc-
ture factor
S(q) = 1 + ρ
∫
drh(r)e−ıq·r (2.8)
(where ı is the imaginary unit), and the direct correla-
tion function (DCF) c(r), a quantity that we will come
back to later. The relevance of these structural quantities
also resides in the fact that they may be related to the
thermodynamic properties of the fluid.11 In particular,
restricting ourselves to pairwise additive intermolecular
potentials, namely
ΦN (r
N ) =
N−1∑
α=1
N∑
β=α+1
φ(rαβ) =
1
2
∑
α6=β
φ(rαβ), (2.9)
it follows that the average energy of the system 〈E〉 is
given by
〈E〉
N
=
3
2
kBT +
ρ
2
∫
drφ(r)g(r), (2.10)
where the first term on the right-hand side accounts for
the kinetic energy and the second one for the potential
energy. On the other hand, the compressibility factor of
the fluid is given by
Z ≡ βT p
ρ
= 1− βTρ
6
∫
dr r
dφ(r)
dr
g(r). (2.11)
Two other important thermodynamic quantities are
the reduced isothermal compressibility (henceforth re-
ferred to as isothermal susceptibility) χ ≡ ρκT /βT and
the chemical potential µ. For the former, the connection
with the structural properties is through
χ = 1 + ρ
∫
drh(r) = S(0). (2.12)
In the case of the chemical potential, what one does
is to consider an (N + 1)-particle system such that
the new intermolecular potential is Φ
(ξ)
N+1(r
N+1) =∑N−1
α=1
∑N
β=α+1 φ(rαβ) +
∑N
β=1 φ
(ξ)
test(r0β), where the ad-
ditional (test) particle has been labeled as particle α = 0
and a continuous coupling parameter ξ, such that its
4value 0 ≤ ξ ≤ 1 controls the strength of the interaction
of the test particle to the rest of particles, is introduced.
The boundary values of φ
(ξ)
test(r) and of the corresponding
RDF, g
(ξ)
test(r), are
{φ(ξ)test(r), g(ξ)test(r)} =
{
{0, 1}, ξ = 0,
{φ(r), g(r)}, ξ = 1. (2.13)
The connection between the chemical potential and the
structure of the fluid turns out to be given by11–13
βTµ = ln
(
ρΛ3
)
+ βTµ
ex, (2.14a)
µex = ρ
∫ 1
0
dξ
∫
dr g
(ξ)
test(r)
∂φ
(ξ)
test(r)
∂ξ
. (2.14b)
The above relationships between structural properties
and thermodynamic properties reflect the importance of
the RDF in the theory of liquids. Since these thermody-
namic properties are also linked to partial derivatives of
the Helmholtz free energy of the fluid, it is usual to refer
to Eqs. (2.10), (2.11), (2.12), and (2.14b) as the energy
route, the virial route, the compressibility route, and the
chemical-potential (µ) route to the EOS, respectively.
It is also possible to derive a more direct free-energy
route by a procedure analogous to the one used in the µ
route, except that now the charging process is parame-
terized by a common coupling parameter ξ that affects
all the particles of the system, not only a test particle.
The associated pair potential, φ(ξ)(r), and RDF, g(ξ)(r),
satisfy the same boundary conditions as in Eq. (2.13),
namely
{φ(ξ)(r), g(ξ)(r)} =
{
{0, 1}, ξ = 0,
{φ(r), g(r)}, ξ = 1. (2.15)
Thus, the free-energy route becomes11
βTa ≡ βTF
N
= ln
(
ρΛ3
)− 1 + βTaex, (2.16a)
aex =
ρ
2
∫ 1
0
dξ
∫
dr g(ξ)(r)
∂φ(ξ)(r)
∂ξ
, (2.16b)
where we have introduced the Helmholtz free energy per
particle (a) and its excess part (aex).
Equation (2.16b) can be termed as a master route in
the sense that it encompasses the energy and virial routes
as particular choices of the charging process.11 The choice
φ(ξ)(r) = ξφ(r) is not but an energy rescaling yielding
g(ξ)(r;βT ) = g(r; ξβT ), so that combining Eqs. (2.2a)
and (2.16b) one recovers the energy route, Eq. (2.10).
Alternatively, the choice φ(ξ)(r) = φ(r/ξ) is a distance
rescaling yielding g(ξ)(r; ρ) = g(r; ρξ3). Next, the ther-
modynamic relation [see Eq. (2.2b)]
Z = 1 + ρ
∂(βT a
ex)
∂ρ
(2.17)
gives Eq. (2.11) from Eq. (2.16b).
Now we return to the DCF c(r). This structural quan-
tity was introduced in 1914 through the Ornstein–Zernike
(OZ) relation, which simply states that the total corre-
lation function between two particles is the sum of the
direct correlation between them and the correlation me-
diated by the other particles, namely
h(r12) = c(r12) + ρ
∫
dr3 c(r13)h(r23). (2.18)
According to this, it is expected that the range of h(r)
is greater than that of c(r), which in turn should be ap-
proximately equal to the range of φ(r). Furthermore, in
Fourier space it follows from Eq. (2.18) that
h˜(q) =
c˜(q)
1− ρc˜(q) , c˜(q) =
h˜(q)
1 + ρh˜(q)
, (2.19)
where h˜(q) and c˜(q) are the Fourier transforms of h(r)
and c(r), respectively. Hence, one may reexpress the
compressibility route to the EOS, Eq. (2.12), as
χ =
1
1− ρc˜(0) . (2.20)
Another relevant structural quantity is the cavity (or
background) function y(r) ≡ g(r)eβTφ(r), so that y(r) =
g(r) outside the range of the potential. The cavity func-
tion is much more regular than the RDF. In fact, it is
continuous even if the interaction potential is discontinu-
ous or diverges. For completeness, we now also introduce
the indirect correlation function as γ(r) ≡ h(r)− c(r).
Note that Eq. (2.18) defines c(r) but is not a closed
equation. Exact statistical mechanics4 allows one to
write the following relationship
c(r) = h(r)− ln[1 + h(r)]− βTφ(r) + b(r), (2.21)
where the function b(r), named bridge function after its
diagrammatic characterization, is a functional of the to-
tal correlation function, i.e., its value at distance r de-
pends on the values of h(r) at all distances. Unfortu-
nately this bridge function is not exactly known and in
order to get some progress one must resort to approxi-
mations.
2. Multicomponent systems
The structural properties and their relationship with
thermodynamic quantities may also be considered for
mixtures of nc components. Let Ni be the number of
particles of species i in the mixture (so that the total
number of particles is N =
∑nc
i=1Ni). In turn, the mole
fraction of species i is xi = Ni/N , with
∑nc
i=1 xi = 1,
while the number density of species i is ρi = Ni/V = ρxi.
Further, the interaction potential between a particle of
species i and a particle of species j is denoted by φij(r).
5In this system it is also convenient to introduce at this
stage the RDF for the pair of particles of species i and
j as gij(r). The associated total correlation function
and cavity function are thus hij(r) = gij(r) − 1 and
yij(r) = gij(r)e
βTφij(r), respectively. The OZ equation
for the multicomponent system reads
hij(r12) = cij(r12) + ρ
nc∑
k=1
xk
∫
dr3 cik(r13)hjk(r23),
(2.22)
which serves as a definition of the DCF cij(r). In Fourier
space and in matrix form. Eq. (2.22) becomes
ĥ(q) = [I− ĉ(q)]−1 − I, ĉ(q) = I−
[
I+ ĥ(q)
]−1
, (2.23)
where I is the nc×nc identity matrix, while the elements
of the matrices ĥ(q) and ĉ(q) are defined as ĥij(q) =
ρ
√
xixj h˜ij(q) and ĉij(q) = ρ
√
xixj c˜ij(q), respectively.
As a generalization of Eq. (2.8), the static structure
factor for the mixture, Sij(q), may be expressed in terms
of h˜ij(q) as
4
Sij(q) = xiδij + ρxixj h˜ij(q). (2.24)
In the particular case of a binary mixture (nc = 2), rather
than the individual structure factors Sij(q), it is some
combination of them which may be easily associated with
fluctuations of the thermodynamic variables.14,15 Specif-
ically, the quantities4
Snn(q) = S11(q) + S22(q) + 2S12(q), (2.25a)
Snc(q) = x2S11(q)−x1S22(q)+(x2−x1)S12(q), (2.25b)
Scc(q) = x
2
2S11(q) + x
2
1S22(q)− 2x1x2S12(q) (2.25c)
are sometimes required.
In terms of the structural properties, the energy route
to the EOS of the mixture is given by
〈E〉
N
=
3
2
kBT +
ρ
2
nc∑
i,j=1
xixj
∫
drφij(r)gij(r). (2.26)
In turn, the virial route is written as
Z = 1− βTρ
6
nc∑
i,j=1
xixj
∫
dr r
dφij(r)
dr
gij(r), (2.27)
while the compressibility route is given by
χ−1 =
nc∑
i,j=1
√
xixj
[
I+ ĥ(0)
]−1
ij
= 1− ρ
nc∑
i,j=1
c˜ij(0).
(2.28)
The µ route reads in this case11,13
βTµi = ln
(
ρxiΛ
3
i
)
+ βTµ
ex
i , (2.29a)
µexi = ρ
nc∑
j=1
xj
∫ 1
0
dξ
∫
dr g
(ξ)
test(i)j(r)
∂φ
(ξ)
test(i)j(r)
∂ξ
,
(2.29b)
where Λi is the thermal de Broglie wavelength corre-
sponding to particles of species i and now ξ is the cou-
pling parameter of an extra test particle of species i to
the rest of the system, φ
(ξ)
test(i)j(r) and g
(ξ)
test(i)j(r) being
the potential and RDF, respectively, associated with the
interaction between that test particle and a particle of
species j.
Finally, the free-energy route for a mixture is11
βTa =
nc∑
i=1
xi ln
(
ρxiΛ
3
i
)− 1 + βT aex, (2.30a)
aex =
ρ
2
nc∑
i,j=1
xixj
∫ 1
0
dξ
∫
dr g
(ξ)
ij (r)
∂φ
(ξ)
ij (r)
∂ξ
. (2.30b)
As in the one-component case, the common coupling pa-
rameter ξ is now applied to all the pairs (i, j).
3. Approximate integral equation theories
As said before, the OZ relation for a single-component
fluid, Eq. (2.18), cannot be closed with Eq. (2.21) unless
an approximation is introduced. Most of the approxi-
mations in liquid-state theory are made by complement-
ing Eq. (2.21) with a closure of the form b(r) = B[γ(r)],
which yields c(r) = C[h(r)]. Thus, one can obtain a closed
integral equation from the OZ equation, namely
h(r) = C[h(r)] + ρ
∫
dr′ C[h(r′)]h(|r − r′|). (2.31)
It should be pointed out that, in contrast to a truncated
density expansion, a closure is applied to all orders in
density. In any case, a given closure consists of an ad hoc
approximation whose usefulness must be judged a poste-
riori. The two prototype closures are the hypernetted-
chain (HNC) closure16–18 and the Percus–Yevick (PY)
closure.19 They are given by
B[γ(r)] =
{
0 (HNC),
ln[1 + γ(r)] − γ(r) (PY), (2.32)
or, equivalently,
C[h(r)] =
{
h(r) − ln[1 + h(r)] − βTφ(r) (HNC),
[1 + h(r)]
[
1− eβTφ(r)] (PY).
(2.33)
From Eq. (2.31), these closures lead to the two prototype
integral equations of liquid-state theory
As in the monocomponent case, the multicomponent
OZ equation (2.22) is not closed. The PY and HNC
6closures turn out to be straightforward generalizations of
Eq. (2.33), namely
cij(r) =
{
hij(r) − ln[1 + hij(r)] − βTφij(r) (HNC),
[1 + hij(r)]
[
1− eβTφij(r)] (PY).
(2.34)
Two points should be stressed at this stage. On the
one hand, the relationships between the thermodynamic
and structural quantities quoted above remain strictly
formal unless one is able to obtain explicit expressions of
the RDF. On the other hand, due to the thermodynamic
relationships between internal energy, pressure, isother-
mal susceptibility, and chemical potential [see Eqs. (2.2)],
once the exact RDF became available, the same result for
the Helmholtz free energy F should arise irrespective of
the choice of the thermodynamic route used to obtain
it, included the free-energy routes (2.16b) and (2.30b).
However, when an approximate RDF is used (e.g., the
one obtained from the HNC or PY integral equations),
one gets (in general) a different approximate F from each
separate route (and for each separate ξ-protocol in the
case of the µ and free-energy routes), thus leading to
what is known as the thermodynamic consistency prob-
lem. In particular, it can be proved that the fourth virial
coefficient, B4(T ), obtained from the virial route in the
HNC approximation is exactly equal to 32 times the coef-
ficient obtained from the compressibility route in the PY
approximation,11,20 regardless of the interaction poten-
tial, the number of components, and the dimensionality.
In this regard, it should be pointed out that other
approximate closures to the OZ equations have been
proposed21–25 in which an adjustable parameter is intro-
duced to ensure thermodynamic consistency, usually be-
tween the virial and compressibility routes. Furthermore,
it turns out that the energy and virial routes are equiv-
alent in some approximate closures, such as the HNC
approximation,1,17 the linearized Debye–Hu¨ckel (LDH)
approximation,11,26 and the Mean Spherical Approxima-
tion (MSA) for soft potentials.11,27 The virial–energy
equivalence in the cases of the LDH approximation and
the MSA for soft spheres extends to the free-energy route
as well,11 with independence of the choice of the charging
protocol.
B. HS fluids
Let us now particularize the above results to the case
of an additive mixture of HS with an arbitrary number
nc of components.
28 In fact, our discussion will remain
valid for nc → ∞, i.e., for polydisperse mixtures with a
continuous distribution of sizes x(σ). Of course if nc = 1
one is considering the (monocomponent) HS fluid whose
molecules have a diameter σ. For the HS mixture the
intermolecular interaction potential reads
φij(r) =
{
∞, r < σij ,
0, r > σij ,
(2.35)
in which the additive hard core of the interaction between
a sphere of species i and a sphere of species j is σij =
1
2 (σi + σj), where the diameter of a sphere of species i is
σii = σi. For later use, it is also convenient to introduce
the packing fraction η = π6 ρM3, where
Mn ≡ 〈σn〉 =
nc∑
i=1
xiσ
n
i (2.36)
denotes the nth moment of the diameter distribution. Let
us also introduce the reduced moments mn ≡Mn/Mn1 .
1. Thermodynamic routes
Except for the compressibility route to the EOS, Eq.
(2.28), the different thermodynamic routes to the EOS
simplify for the HS system. The energy and virial routes
become
〈E〉 = 3
2
NkBT, (2.37a)
Z = 1 +
4η
M3
nc∑
i,j=1
xixjσ
3
ij g¯ij , (2.37b)
respectively, where the contact values of the RDF are
defined as
g¯ij ≡ lim
r→σ+
ij
gij(r). (2.38)
As for the µ route, a natural choice for the interaction
potential φ
(ξ)
test(i)j(r) is a HS one characterized by a hard
core σ
(ξ)
test(i)j with a linear dependence on the charging
parameter ξ:
σ
(ξ)
test(i)j =
{
ξσj , 0 ≤ ξ ≤ 12 ,(
ξ − 12
)
σi +
1
2σj ,
1
2 ≤ ξ ≤ 1.
(2.39)
Note that within the interval 0 ≤ ξ ≤ 12 , since σ
(ξ)
test(i)j ≤
1
2σj , the test particle can penetrate the other particles.
The contribution associated with that interval can be
evaluated exactly.13 On the other hand, in the interval
1
2 ≤ ξ ≤ 1 the test particle behaves with an additive
diameter σ
(ξ)
test(i) = (2ξ − 1)σi. The final result is11,13
βTµ
ex
i = − ln(1−η)+
24ησi
M3
nc∑
j=1
xj
∫ 1
1
2
dξ σ
(ξ)2
test(i)j g¯
(ξ)
test(i)j ,
(2.40)
In the case of the free-energy route, Eq. (2.30b),
it seems natural to choose the intermediate potentials
φ
(ξ)
ij (r) as maintaining the HS structure but with a hard-
core distance σ
(ξ)
ij interpolating between σ
(ξ=0)
ij = 0 and
7σ
(ξ=1)
ij = σij . Under those conditions one finds
11
βTa
ex =
12η
M3
nc∑
i,j=1
xixj
∫ 1
0
dξ σ
(ξ)2
ij g¯
(ξ)
ij
∂σ
(ξ)
ij
∂ξ
. (2.41)
Here, the protocol σ
(ξ)
ij remains arbitrary. The simplest
one is the distance rescaling σ
(ξ)
ij = ξσij , in which case
Eq. (2.41) becomes equivalent to the virial route, Eq.
(2.37b).
It is clear from Eqs. (2.37b)–(2.41) that the knowledge
of the contact values of the RDF is sufficient to get the
EOS of the mixture via the virial, µ, and free-energy
routes. The expressions for the single-component fluid
are of course obtained when nc = 1. For instance, the
compressibility factor from the virial route (2.37b) be-
comes
Z = 1 + 4ηg¯, g¯ ≡ lim
r→σ+
g(r). (2.42)
From Eq. (2.37a) we note that the internal energy of
the multicomponent additive HS mixture is precisely that
of an ideal-gas mixture. Since the internal energy per
particle is independent of density, the energy route in the
HS case is useless to derive the EOS. However, a physical
meaning can be ascribed to the energy route if first it is
applied to a non-HS system that includes the HS one as
a special case and then the HS limit is taken. When this
process is undertaken via the square-shoulder potential,
it turns out the the energy route becomes equivalent to
the virial route.11,29,30
In connection with the virial expansion (2.3), it should
be pointed out that in the case of monocomponent HS
fluids the virial coefficients are pure numbers independent
of temperature, but for mixtures they depend on compo-
sition. For the monocomponent system, there exist exact
values for the second, third, and fourth virial coefficients
which date back to van der Waals and Boltzmann,31
while numerical values are available for B5 to B12, some
of which are relatively recent32–34 (see, for instance, Ta-
ble 3.9 of Ref. 11). In the case of mixtures, the second
and third virial coefficients may be expressed analytically
in terms of the first three moments as
B¯2 = 1 + 3
m2
m3
, (2.43a)
B¯3 = 1 + 6
m2
m3
+ 3
m32
m23
, (2.43b)
where B¯n ≡ Bn/(π6M3)n−1 is the reduced nth virial co-
efficient. Unfortunately the fourth and higher virial coef-
ficients for mixtures generally do not lend themselves to
fully analytical expressions, although for some particular
systems such expressions for the fourth virial coefficient
are available.11 Hence, they have to be computed numer-
ically and results for them are relatively scarce.
We should point out that the availability of only a few
virial coefficients represents a restriction on the useful-
ness of the virial expansion and that many issues about
it are still unresolved.35 To begin with, even in the case
that many more virial coefficients for HS systems were
known, the truncated virial series for the corresponding
compressibility factors would not be useful in principle
for packing fractions higher than the one corresponding
to the radius of convergence ηconv of the whole series.
Such a radius of convergence is determined by the mod-
ulus of the singularity of Z(η) closest to the origin in
the complex plane and this is not known, although lower
bounds are available.36,37 Further, although all the avail-
able virial coefficients are positive, even the character
of the series (either alternating or not) is still unknown.
Results from higher dimensions suggest that the positive
character might not be true for the higher virial coeffi-
cients of the HS fluid.33,38,39
2. Cavity function for low densities
It should be clear that obtaining the thermodynamic
properties is in general simpler for HS systems than for
other fluid systems. The same applies to the structural
properties. In particular, the cavity function y(r) for the
single-component HS fluid is exactly known to second
order in density:11,40–42
y(r) = 1 + y1(r)η + y2(r)η
2 +O(η3), (2.44)
with
y1(r) =
1
2
(
2− r∗2
)
(4 + r∗)Θ(2− r∗), (2.45a)
8y2(r) =− 36
π
(
3r∗6
560
− r
∗4
15
+
r∗2
2
− 2r
∗
15
+
9
35r∗
)
cos−1
−r∗2 + r∗ + 3√
3(4− r∗2)
Θ(1− r∗) + 2(r
∗ − 2)2
35r
× (r∗5 + 4r∗4 − 51r∗3 − 10r∗2 + 479r∗ − 81)Θ(2− r∗)− (r
∗ − 3)4
35r∗
(r∗3 + 12r∗2 + 27r∗ − 6)Θ(3− r∗)
+
18
π
[
−r∗2
(
3r∗2
280
− 41
420
)√
3− r∗2 −
(
23
15
r∗ − 36
35r∗
)
cos−1
r∗√
3(4− r∗2)
+
(
3r∗6
560
− r
∗4
15
+
r∗2
2
+
2r∗
15
− 9
35r∗
)
cos−1
r∗2 + r∗ − 3√
3(4− r∗2)
+
(
3r∗6
560
− r
∗4
15
+
r∗2
2
− 2r
∗
15
+
9
35r∗
)
cos−1
−r∗2 + r∗ + 3√
3(4− r∗2)
]
Θ(
√
3− r∗). (2.45b)
Here, Θ(·) is the Heaviside step function and r∗ ≡ r/σ.
Thus, the contact value of the RDF is
g¯ =1+
5η
2
+
(
2 707
280
+
219
√
2
140π
− 4 131 cos
−1 1
3
280π
)
η2
+O(η3). (2.46)
3. PY solution
The PY integral equation has been solved exactly for
both a monocomponent HS fluid43–46 and a multicom-
ponent additive HS mixture.47,48 For the former, such
solution leads to the following valuable explicit results
for structural properties:
g¯ =
1 + η/2
(1− η)2 , g¯
′ = − 9
2σ
η(1 + η)
(1 − η)3 , (2.47a)
1
S(q)
=1 +
72η2(2 + η)2
(1− η)4 q
∗−4 +
288η2(1 + 2η)2
(1− η)4 q
∗−6
−
[
288η2(1 + 2η)2
(1− η)4 +
72η2(2 − 4η − 7η2)
(1 − η)4 q
∗2
+
12η(2 + η)
(1− η)2 q
∗4
]
cos q∗
q∗6
−
[
288η2(1 + 2η)2
(1 − η)4
−24η(1− 5η − 5η
2)
(1− η)3 q
∗2
]
sin q∗
q∗5
, (2.47b)
c(r) =− Θ(1− r
∗)
(1− η)4
[
(1 + 2η)2 − 6η(1 + η/2)2r∗
+
η(1 + 2η)2
2
r∗3
]
. (2.47c)
In Eq. (2.47a), g¯′ ≡ limr→σ+ ∂g(r)/∂r. Also, in Eq.
(2.47b), q∗ ≡ qσ.
Being an approximation, it is not surprising that the
thermodynamic quantities predicted by the PY integral
equation depend on the route followed. The main results
are summarized in Table II. Note that, within a given
route, the fundamental thermodynamic relation
βTµ =
∂(ηβT a)
∂η
(2.48a)
=βTa+ Z (2.48b)
is satisfied. We will come back to the thermodynamic
consistency problem point later on. For the time being
suffice it to mention now that a suitable combination of
the virial (ZPY,v) and the compressibility (ZPY,c) EOS
leads to a popular and rather accurate (in comparison
with simulation results) EOS for the HS fluid, namely
the Carnahan–Starling (CS) EOS
ZCS =
2
3
ZPY,c +
1
3
ZPY,v
=
1 + η + η2 − η3
(1− η)3 , (2.49)
which was derived in a totally independent manner by
approximating the virial coefficients by integers and sum-
ming the resulting series.49 Other thermodynamic quan-
tities stemming from Eq. (2.49) are displayed in the last
row of Table II. While there exist many other empirical
proposals for the EOS of the HS fluid,50–55 up to now
the CS EOS stands out as perhaps the most successful
simple approximation.
At this stage it is worthwhile recalling that the EOS for
hard hyperspheres in odd dimensions greater than 3 de-
rived from the PY integral equation possesses a branch-
point singularity on the negative real axis that is respon-
sible for the radius of convergence and the alternating
character of the virial series.38,39,57–61 It is very likely
that these features are not artifacts of the PY approxi-
mation but would be shared by the exact EOS. However,
in the case of the three-dimensional HS fluid, the radius
of convergence of the PY EOS is artificially ηconv = 1 and
there is no definite indication about the nature of the sin-
gularity responsible for the true radius of convergence or
9TABLE II. Main thermodynamic quantities as obtained from the PY solution for monocomponent HS fluids via different routes,
as well as from the CS approximation.
Route Z χ−1 βTµ
ex βT a
ex
virial
1 + 2η + 3η2
(1− η)2
1 + 5η + 9η2 − 3η3
(1− η)3
2η(5− 2η)
(1− η)2
+ 2 ln(1− η)
6η
1− η
+ 2 ln(1− η)
compressibility
1 + η + η2
(1− η)3
(1 + 2η)2
(1− η)4
η(14− 13η + 5η2)
2(1− η)3
− ln(1− η)
3η(2− η)
2(1− η)2
− ln(1− η)
µ −
16− 31η
2(1− η)2
−
9
η
ln(1− η)
1 + 5η + 9η2
(1− η)3
η(14 + η)
2(1− η)2
− ln(1− η)
3(6− η)
2(1− η)
+
9− η
η
ln(1− η)
CS
1 + η + η2 − η3
(1− η)3
1 + 4η + 4η2 − 4η3 + η4
(1− η)4
η(8− 9η + 3η2)
(1− η)3
η(4− 3η)
(1− η)2
0.0 0.1 0.2 0.3 0.4 0.5
0.0
0.1
0.2
0.3
10
0[
Z(
h)
/Z
CS
(h
)-1
]
h
FIG. 1. Plot of the relative deviation from the CS EOS,
100[Z(η)/ZCS(η) − 1]. The solid line corresponds to the
branch-point approximant (2.50), while the circles represent
MD simulation data from Ref. 56.
its value.33 With this in mind, a heuristic EOS for mono-
component HS systems was proposed62 that relied on the
notion that the radius of convergence of the virial series
might be dictated by a branch-point singularity. It reads
Z(η) =
1 +
∑3
k=0 ukη
k − u0
(
1 + 2v1η + v2η
2
)3/2
(1− η)3 ,
(2.50)
where u0–u3, v1, and v2 are parameters to be determined.
The functional form (2.50) is general enough as to in-
clude the PY EOS from the virial and compressibility
routes, and thus also the CS EOS, by setting v2 = v
2
1 ,
u1 = 1+ 3u0v1, u2 = 1+ 3u0v
2
1 , and u3 = b4− 19+ u0v31
with b4 ≡ B4/(π6σ3)3 = 16, 19, and 18 for ZPY,v, ZPY,c,
and ZCS, respectively. On the other hand, if the parame-
ters in Eq. (2.50) are determined by requiring agreement
with the first seven virial coefficients, the resulting EOS62
successfully accounts for deviations of the CS EOS from
molecular dynamics (MD) simulation values,56 as shown
in Fig. 1.
Now we turn to the multicomponent case. The contact
values of the RDF in the PY approximation are given by
g¯ij =
1
1− η +
3
2
η
(1− η)2
σiσj
σij
M2
M3
. (2.51)
The thermodynamic quantities are of course sensitive
to the route followed to derive them. On the other hand,
regardless of the route, they have the following common
form11,63,64
Z =
1
1− η +
3η
(1− η)2
m2
m3
+ z2(η)
m32
m23
, (2.52a)
βT a
ex = − ln(1− η) + 3η
1− η
m2
m3
+ βTa2(η)
m32
m23
, (2.52b)
βµexi =− ln(1− η) +
3η
(1− η)2
m2
m3
σ1
M1
+
[
3η
1− η
m2
m3
+X2(η)
m32
m23
]
σ2i
M2
+
[
η
1− η +
3η2
(1− η)2
m2
m3
+X3(η)
m32
m23
]
σ3i
M3
.
(2.52c)
Therefore, only the coefficients of the combination of mo-
ments m32/m
2
3 depend on the route. The explicit ex-
pressions of z2, a2, X2 and X3, according to the PY
virial, compressibility, and µ routes are displayed in Ta-
ble III. Consistency with the single-component case (here
denoted with the subscript s) gives
z2(η) = Zs(η)− 1 + 2η
(1 − η)2 , (2.53a)
βTa2(η) = βTa
ex
s + ln(1− η)−
3η
1− η , (2.53b)
X2(η)+X3(η) = βTµ
ex
s +ln(1− η)−
η(7− 4η)
(1 − η)2 . (2.53c)
Taking into account Eq. (2.48b), the following relation-
ship holds
X2(η) +X3(η) = βTa2(η) + z2(η). (2.54)
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TABLE III. Expressions for z2(η), βT a2(η), X2(η), and X3(η), as obtained from the PY solution for multicomponent HS fluids
via different routes, as well as from the BMCSL approximation.
Route z2(η) βT a2(η) X2(η) X3(η)
virial
3η2
(1− η)2
3η
1− η
+ 3 ln(1− η)
9η
1− η
+ 9 ln(1− η) −
3η(2− 3η)
(1− η)2
− 6 ln(1− η)
compressibility
3η2
(1− η)3
3η2
2(1− η)2
9η2
2(1− η)2
3η3
(1− η)3
µ −
9(2− 3η)
2(1− η)2
−
9
η
ln(1− η)
9(2− η)
2(1− η)
+
9
η
ln(1− η)
9η2
2(1− η)2
0
BMCSL
η2(3− η)
(1− η)3
η
(1− η)2
+ ln(1− η)
3η
(1− η)2
+ 3 ln(1− η) −
η(2− 5η + η2)
(1− η)3
− 2 ln(1− η)
This in turn implies that the multicomponent extension
of Eq. (2.48) holds, namely
nc∑
i=1
xiβTµi =
∂(ηβTa)
∂η
(2.55a)
=βTa+ Z. (2.55b)
If an interpolation between the virial and compress-
ibility routes analogous to that of Eq. (2.49) is car-
ried out, one arrives at the widely used and rather
accurate Boubl´ık–Mansoori–Carnahan–Starling–Leland
(BMCSL) EOS66,67 for HS mixtures. The associated co-
efficients z2, βTa2, X2 and X3 are also included in Table
III. They are consistent with Eqs. (2.53) if the single-
component quantities are those of the CS EOS. Since
the µ route turns out to be more accurate than the virial
route, it seems natural to propose an alternative interpo-
lation formula as11,13
ZPY,cµ =
11
18
ZPY,c +
7
18
ZPY,v. (2.56)
As an assessment of the performance of the compress-
ibility factors related to the PY solution, Fig. 2 compares
them against Monte Carlo (MC) computer simulations65
for binary mixtures at η = 0.49 and two values of the
size ratio σ1/σ2. It is observed that ZPY,v underesti-
mates the simulation values, while ZPY,c overestimates
them. The µ route compressibility factor, ZPY,cµ, lies
below the simulation data, but, as said before, it exhibits
a better behavior than the virial route. The weighted av-
erage between ZPY,c and ZPY,v made in the construction
of the BMCSL EOS does a very good job. A slightly
better agreement is obtained from the weighted average
between ZPY,c and ZPY,µ [see Eq. (2.56)].
A comment is now in order. In the virial route, the
starting point is the compressibility factor Z, as seen from
Eq. (2.37b). Next, the Helmholtz free energy and chemi-
cal potential can be derived by standard thermodynamic
relations, as summarized by the sequence
Z →
∫ 1
0
dt
Z(ηt)− 1
t
= βT a
ex
↓
µexi =
∂(ρaex)
∂ρi
.
(2.57)
0.0 0.2 0.4 0.6 0.8
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(b)
ZBMCSL
ZPY,cm
ZPY,c
ZPY,m
Z
x2
ZPY,v
ZPY,c
ZPY,cm
ZPY,m
ZPY,v
Z
ZBMCSL
(a)
FIG. 2. Plot of the compressibility factor Z as a func-
tion of the mole fraction x2 for a HS binary mixture with
a packing fraction η = 0.49 and size ratios (a) σ1/σ2 = 0.6
and (b) σ1/σ2 = 0.3. Symbols are MC computer simula-
tion values,65 while the lines stand for (from top to bottom)
ZPY,c, ZPY,cµ [see Eq. (2.56)], ZBMCSL, ZPY,µ, and ZPY,v,
respectively. Note that ZPY,cµ and ZBMCSL are hardly distin-
guishable.
In the first step, use has been made of Eq. (2.17). In the
case of the compressibility route [see Eq. (2.28)], use of
the thermodynamic relation
χ−1 =
∂ (ηZ)
∂η
(2.58)
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allows one to obtain the compressibility factor from the
isothermal susceptibility as Z =
∫ 1
0
dt χ−1(ηt). There-
after, the sequence (2.57) applies again. On the other
hand, in the µ route, Eq. (2.29b), one first obtains the
chemical potential of any species i. Next, the free energy
and the compressibility factor are found by means of the
sequence
{µexi } →
∫ 1
0
dt
nc∑
i=1
xiµ
ex
i (ηt) = a
ex
↓
Z − 1 =
nc∑
i=1
xiβTµ
ex
i − βTaex,
(2.59)
where in the first and second steps use has been made
of Eqs. (2.55a) and (2.55b), respectively. Once the free
energy is obtained from the µ route by the thermody-
namic relation (2.55a), one might go back and derive the
chemical potential of species i via the thermodynamic
relation in the second step of Eq. (2.57). As yet an-
other instance of thermodynamic inconsistency, the re-
sulting expression for βTµ
ex
i differs from the original one
in that X2 → X2 + ∆X and X3 → X3 − ∆X with
∆X = 9(6− 9η + 2η2)/2(1− η)2 + 54 ln(1− η)/2η.13
4. Phase behavior
The investigation of the phase diagram of the HS fluid
has mainly relied on numerical simulations. Since the
system is athermal, the only parameter controlling the
phase behavior of the single-component system is the
density or, equivalently, the packing fraction. Presently,
the accepted view is that the phase diagram of the HS
system is constituted by four main branches. The first
one, which goes from η = 0 to the freezing packing frac-
tion ηf ≃ 0.492,68,69 represents the stable fluid branch.
There is then a tie line that joins the freezing point and
the melting point of packing fraction ηm ≃ 0.54369,70 in
which there is fluid–solid coexistence. Above the melt-
ing point, the stable HS system is in a crystalline phase
that ends at a close-packed face-centered cubic phase
with a packing fraction ηcp =
π
3
√
2
.71 There is also a
metastable fluid branch that extends past the freezing
point and is conjectured to end at the densest possi-
ble random packing,72 namely with a “jamming” packing
fraction ηJ ≃ 0.64. Finally, on the basis of experimental
results on colloidal HS73,74 (which easily form glasses)
and some theoretical developments,75,76 it has been con-
cluded that a glass transition also occurs in the system
at a packing fraction ηg ≃ 0.58 intermediate between ηf
and ηJ—despite some controversy.
Evidence coming from the use of approximate EOS in-
dicates that the freezing transition observed in computer
simulations does not show up as a singularity in those
approximations.77 Moreover, while it is quite plausible
that Z(η) presents a singularity at the freezing density
ηf,
78–80 the virial coefficients (or even their asymptotic
behavior) do not seem to yield either any information
concerning the freezing transition at ηf.
78 This might be
related to the fact that Z(η) remains finite when η ap-
proaches ηf from below.
Next, we turn to the high-density behavior. It should
be remarked that the compressibility factor of the HS
fluid, both for the stable and metastable fluid phases,
is a monotonically increasing function of the packing
fraction.35 On the other hand, the fluid EOS, contin-
ued and extrapolated beyond the fluid–solid transition,
is expected to have a divergence to infinity at a certain
packing fraction η = η∞, i.e,
lim
η→η∞
Zfluid(η) =∞, ηconv ≤ η∞ ≤ ηcp, (2.60)
where we recall that ηconv is the packing fraction corre-
sponding to the radius of convergence of the virial series.
By studying the singularities of Pade´ approximants con-
structed from the virial series for HS, Sanchez81 came to
the conclusion that such a singularity was related to the
crystalline close-packing in these systems, i.e.,
η∞ = ηcp. (2.61)
Other authors82–98 have also conjectured Eq. (2.61). It
is interesting to note that this conjecture was already
suggested by Korteweg99 and Boltzmann100 in the late
1800s. On the other hand, the conjecture (2.61) has not
been free from criticism78 and some authors101–106 have
conjectured that η∞ = ηJ.107 For a thorough account of
proposed EOS, including those enforcing η∞ = ηcp or
η∞ = ηJ, the reader is referred to Ref. 52. It has also
been shown108 that the use of the direct Pade´ approxi-
mants of the compressibility factor Z is not reliable for
the purpose of determining η∞. Instead, one should con-
sider an approach in which the independent variable is
the pressure rather than the density. The analysis shows
that the knowledge of the first twelve virial coefficients is
not enough to decide whether η∞ = ηcp or η∞ = ηJ.
Once we have dealt with the one-component system,
we now close this section by discussing the problem of
fluid–fluid demixing in HS mixtures in which the knowl-
edge about the virial coefficients is also valuable. An
analysis of the solution of the PY integral equation for
binary additive HS mixtures109 leads to the conclusion
that no phase separation into two fluid phases exists in
these systems. The same conclusion is reached if one con-
siders the BMCSL EOS.66,67 For a long time the belief
was that this was a true physical feature. Nevertheless,
this belief started to be seriously questioned after Biben
and Hansen110 obtained fluid–fluid segregation in such
mixtures out of the solution of the OZ equation with the
Rogers–Young closure,24 provided the size disparity was
large enough. More recently, an accurate EOS derived
by invoking some consistency conditions111 does predict
phase separation. The importance of this issue resides in
the fact that if fluid–fluid phase separation occurs in ad-
ditive HS binary mixtures, it must certainly be entropy
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driven. In contrast, in other mixtures such as molecu-
lar mixtures, temperature plays a non-neutral role and
demixing is a free-energy driven phase transition.
The demixing problem has received a lot of attention in
the literature in different contexts and using different ap-
proaches. For instance, Coussaert and Baus112,113 have
proposed an EOS with improved virial behavior for a bi-
nary HS mixture that predicts a fluid–fluid transition at
very high pressures (metastable with respect to a fluid–
solid one). On the other hand, Regnaut et al.114 have
examined the connection between empirical expressions
for the contact values of the pair distribution functions
and the existence of fluid–fluid separation in HS mix-
tures. Finally, in the case of highly asymmetric binary
additive HS mixtures, the depletion effect has been in-
voked as the physical mechanism behind demixing (see,
for instance, Refs. 115–119 and the bibliography therein)
and an effective one-component fluid description has been
employed.
In two instances, namely the limiting cases of a pure
HS system and that of a binary mixture in which one
of the species consists of point particles, it is known that
there is no fluid–fluid separation.120 For size ratios σ1/σ2
other than 1 or 0, one can find the spinodal instability
curve (whose minimum determines the critical consolute
point) by considering the truncated virial series. The
results121–123 show that the values of the critical pres-
sure and packing fraction monotonically increase with
the truncation order. Extrapolation of these values to
infinite truncation order suggests that the critical pres-
sure diverges to infinity and the critical packing fraction
tends towards its close-packing value, thus supporting a
non-demixing scenario. This shows the extreme sensitiv-
ity of the demixing phenomenon to slight changes in the
approximate EOS that is chosen to describe the mixture.
The argument that the truncated virial series are prone
to exhibit demixing, albeit with larger and larger criti-
cal pressures, can be reinforced by analyzing a binary
mixture in which one of the species consists of point par-
ticles. In that limit, the virial coefficients of the mix-
ture are directly related to the ones of the pure fluid,
which are known up to the twelfth.32–34,124,125 As men-
tioned previously, this system is known to lack a demixing
transition120 but the truncated virial series exhibits arti-
ficial critical points with the same qualitative features as
observed for the mixtures with nonzero size ratios.123
Therefore, one can conclude that a stable demix-
ing fluid–fluid transition does not occur in (three-
dimensional) additive binary HS mixtures but it is pre-
empted by a fluid–solid transition.117
III. THE RATIONAL FUNCTION APPROXIMATION
(RFA) METHOD FOR THE STRUCTURE OF HS FLUIDS
We have already pointed out that, apart from requir-
ing in general hard numerical labor, a disappointing as-
pect of the usual approach to obtain g(r), namely the
integral equation approach, in which the OZ equation
is complemented by a closure relation between c(r) and
h(r),1 is that the substitution of the (necessarily) approx-
imate values of g(r) obtained from them in the (exact)
statistical mechanical formulae may lead to the thermo-
dynamic consistency problem. In this section (which fol-
lows very closely material in Ref. 126), we describe the
RFA method for HS fluids, which is an alternative to
the integral equation approach and in particular leads by
construction to thermodynamic consistency between the
virial and compressibility routes.
A. The Single Component HS Fluid
1. General framework
We begin with the case of a HS single-component fluid.
The following presentation is equivalent to the one given
in Refs. 127 and 128, where all details can be found, but
more suitable than the former for direct generalization
to the case of mixtures.
The starting point will be the Laplace transform
G(s) =
∫ ∞
0
dr e−srrg(r). (3.1)
The Fourier transform of the total correlation function is
related to G(s) by
h˜(q) =
4π
q
∫ ∞
0
dr r sin(qr)h(r)
=− 2π G(s) −G(−s)
s
∣∣∣∣
s=ıq
. (3.2)
Without loss of generality, we can define an auxiliary
function Ψ(s) through
G(s) =
s
2π
[ρ+ esσΨ(s)]−1 . (3.3)
The choice of G(s) as the Laplace transform of rg(r) and
the definition of Ψ(s) from Eq. (3.3) are suggested by
the exact form of g(r) [see Eq. (2.45a)] to first order in
density.127
Since g(r) = 0 for r < σ, while g¯ = finite, one has
g(r) = Θ(r − σ) [g¯ + (r − σ)g¯′ + · · · ] . (3.4)
This property imposes a constraint on the large-s behav-
ior of G(s), namely
eσssG(s) = σg¯ + (g¯ + σg¯′) s−1 +O(s−2). (3.5)
Therefore, lims→∞ esσsG(s) = σg¯ = finite or, equiva-
lently,
lim
s→∞
s−2Ψ(s) =
1
2πσg¯
= finite. (3.6)
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On the other hand, according to Eq. (2.12),
χ =1− 24ησ−3 lim
s→0
∂
∂s
∫ ∞
0
dr e−srr [g(r)− 1]
=1− 24ησ−3 lim
s→0
∂
∂s
[
G(s)− s−2] . (3.7)
Since the isothermal susceptibility χ is also finite, one has∫∞
0 dr r
2 [g(r) − 1] = finite, so that the weaker condition∫∞
0 dr r [g(r)− 1] = lims→0[G(s) − s−2] = finite must
hold. This in turn implies
eσsΨ(s) = −ρ+ s
3
2π
+O(s5). (3.8)
Note that Eq. (3.3) can be formally rewritten as
G(s) =
s
2π
∞∑
n=1
(−ρ)n−1 [Ψ(s)]−n e−nsσ. (3.9)
Thus, the RDF is then given by
g (r) =
1
2πr
∞∑
n=1
(−ρ)n−1ψn (r − nσ)Θ (r − nσ) , (3.10)
where
ψn (r) = L−1
{
s [Ψ (s)]
−n
}
, (3.11)
L−1 denoting the inverse Laplace transform.
Let us now derive an interesting property. For large
s, Eq. (3.6) implies that s [Ψ(s)]
−n ≈ (2πσg¯)n s−2n+1.
This in turn implies the small-r behavior ψn(r) ≈
(2πσg¯)
n
r2n−2/(2n − 2)!. Next, from Eq. (3.10) we find
that the RDF exhibits (2n− 2)th-order jump discontinu-
ities at r = nσ, with n = 1, 2, . . ., namely
lim
r→nσ+
∂2n−2g(r)
∂r2n−2
− lim
r→nσ−
∂2n−2g(r)
∂r2n−2
=
(−12η)n−1g¯n
σ2n−2n
. (3.12)
As exemplified by Eq. (2.45b), the exact RDF is also
singular at some noninteger distances (in units of σ), such
as r =
√
3σ.
Thus far, Eqs. (3.1)–(3.12) are formally exact, the aux-
iliary function Ψ(s) remaining unknown.
Let us now consider a class of approximations where
Ψ(s) is an algebraic function, so that all the real-space
functions ψn (r) are regular for r > 0. Under that condi-
tion, it is proved in Appendix A that the the only singu-
larities of h(r) are located at r = nσ (with n = 1, 2, . . .)
and the DCF c(r) is regular for any distance r > σ.
Among the class of algebraic-function approximations
for Ψ(s), let us focus on the subclass made of rational-
function approximations (RFA), namely
Ψ(s) =
∑ν+2
ℓ=0 S
(ℓ)sℓ∑ν
ℓ=0 L
(ℓ)sℓ
. (3.13)
The difference between the degree of the numerator (ν+
2) and that of the denominator (ν) is fixed by the physical
requirement (3.6). Since one of the coefficients in Eq.
(3.13) can be freely chosen, the number of independent
coefficients is 2ν + 3. Next, the basic condition (3.8)
fixes the first five coefficients in the expansion of Ψ(s) in
powers of s, so that 2ν + 3 ≥ 5 or, equivalently, ν ≥ 1.
Enforcement of Eq. (3.8) up to order s2 allows one to
express S(0), S(1), and S(2) in terms of L(0), L(1), and
L(2):
S(0) = −ρL(0), (3.14a)
S(1) = −ρ
[
L(1) − σL(0)
]
, (3.14b)
S(2) = −ρ
[
L(2) − σL(1) + 1
2
σ2L(0)
]
. (3.14c)
As a consequence, insertion of (3.13) into Eq. (3.3) yields
G(s) =
e−σs
2πs2
ν∑
ℓ=0
L(ℓ)sℓ
×
[
ν+2∑
ℓ=3
S(ℓ)sℓ−3 − ρ
ν∑
ℓ=0
ϕ2−ℓ(σs)σ3−ℓL(ℓ)
]−1
,
(3.15)
where
ϕℓ(x) ≡

∑ℓ
k=0
(−x)k
k! − e−x
xℓ+1
, ℓ ≥ 0,
− e
−x
xℓ+1
, ℓ ≤ −1
. (3.16)
Note that limx→0 ϕℓ(x) = (−1)ℓ/(ℓ+1)! and 0 for ℓ ≥ −1
and ℓ ≤ −2, respectively. The requirement (3.8) to orders
s3 and s4 provide L(0) and L(1) in terms of L(2), L(3),
L(4), S(3), and S(4). Therefore, L(j) and S(j+1) for j ≥ 2
remain free.
By application of the residue theorem, the functions
defined by Eq. (3.11) are explicitly given by
ψn (r) =
n∑
m=1
∑ν+2
i=1 ψ¯
(i)
mnesir
(n−m)!(m− 1)!r
n−m, (3.17)
where
ψ¯(i)mn ≡ lims→si
(
∂
∂s
)m−1
s
[
Ψ(s)
s− si
]−n
, (3.18)
si (i = 1, . . . , ν + 2) being the roots of
∑ν+2
ℓ=0 S
(ℓ)sℓ = 0.
2. First-Order Approximation (PY Solution)
As seen above, the RFA (3.13) with the least number
of coefficients to be determined corresponds to ν = 1,
namely
Ψ(s) =
S(0) + S(1)s+ S(2)s2 + s3
L(0) + L(1)s
, (3.19)
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where we have chosen S(3) = 1. With such a choice and
in view of Eq. (3.8), one finds Eqs. (3.14) with L(2) = 0
and
L(0) = 2π
1 + 2η
(1− η)2 , (3.20a)
L(1) = 2πσ
1 + η/2
(1 − η)2 . (3.20b)
Finally, Eq. (3.15) becomes
G(s) =
e−σs
2πs2
L(0) + L(1)s
1− ρ∑1ℓ=0 ϕ2−ℓ(σs)σ3−ℓL(ℓ) . (3.21)
It is remarkable that Eq. (3.21), which has been de-
rived here as the simplest rational form for Ψ(s) [see Eq.
(3.13) complying with the requirements (3.6) and (3.8),
coincides with the solution to the PY closure of the OZ
equation44 summarized in Sec. II B 3. It is clear that this
first-order approximation is not thermodynamically con-
sistent.
3. Second-Order Approximation
In the spirit of the RFA (3.13), the second simplest
implementation corresponds to ν = 2, thus involving two
new terms, namely
Ψ(s) =
S(0) + S(1)s+ S(2)s2 + s3 + αs4
L(0) + L(1)s+ L(2)s2
, (3.22)
where again we have chosen S(3) = 1 and have called
S(4) = α. Applying Eq. (3.8), one finds Eqs. (3.14) and
L(0) = 2π
1 + 2η
(1− η)2 +
12η
1− η
[
π
1− η
α
σ
− L
(2)
σ2
]
, (3.23a)
L(1) = 2πσ
1 + 12η
(1− η)2 +
2
1− η
[
π
1 + 2η
1− η α− 3η
L(2)
σ
]
.
(3.23b)
Furthermore,
G(s) =
e−σs
2πs2
L(0) + L(1)s+ L(2)s2
1 + αs− ρ∑2ℓ=0 ϕ2−ℓ(σs)σ3−ℓL(ℓ) .
(3.24)
Thus far, irrespective of the values of the coefficients
L(2) and α, the conditions lims→∞ eσssG(s) = finite [see
Eq. (3.5)] and lims→0[G(s) − s−2] = finite are satisfied.
Of course, if L(2) = α = 0, one recovers the PY approx-
imation. More generally, we may determine these two
coefficients by prescribing the compressibility factor Z
[or, equivalently the contact value g¯, see Eq. (2.42)] and
the isothermal susceptibility χ. This gives
L(2) = 2πασg¯, (3.25a)
χ =
[
2π
L(0)
]2 [
1− 12η
1− η
α
σ
(
1 +
2α
σ
)
+
12η
π
αL(2)
σ3
]
.
(3.25b)
In order to ensure thermodynamic consistency, it is con-
venient to fix the isothermal susceptibility χ from Z by
means of the thermodynamic relationship (2.58). Hence-
forth, we will restrict the use of the term RFA to this
second-order approximation (ν = 2).
Upon substitution of Eqs. (3.23a) and (3.25a) into Eq.
(3.25b) a quadratic algebraic equation for α is obtained.
The physical root is
α =
(1 + 2η)R
(1− η)(3Z − 1) + 3[(1− η)Z − 1− η]R, (3.26)
where
R ≡
√
1 +
Z − 13
Z − ZPY,v
(
χ
χPY,c
− 1
)
− 1. (3.27)
Here, ZPY,v and χPY,c correspond to the PY expressions
in the virial and compressibility routes, respectively (see
Table II). The other root of the quadratic equation must
be discarded because it corresponds to a negative value
of α, which, according to Eq. (3.25a), yields a negative
value of L(2). This would imply the existence of a positive
real value of s at which G(s) = 0,127,128 which is not
compatible with a positive definite RDF.
A reasonable compressibility factor must be Z >
ZPY,v. Moreover, if the chosen EOS yields a diverging
pressure at η∞ < 1, there must necessarily exist a certain
packing fraction ηg above which χ < χPY,c. As one ap-
proaches the value ηg from below, so that χ/χPY,c → 1+,
Eqs. (3.26) and (3.27) show that R,α → 0, both quan-
tities becoming complex beyond η = ηg. This may be
interpreted as an indication that, at the packing fraction
ηg, the system ceases to be a fluid and a glass transition
occurs.128–130
Expanding (3.24) in powers of s and using Eq. (3.5)
one can obtain the derivatives of the RDF at r = σ+.131
In particular, the first derivative is
g¯′ =
1
2πασ
[
L(1) − L(2)
(
1
α
+
1
σ
)]
, (3.28)
which may have some use in connection with perturba-
tion theory.132
It is worthwhile pointing out that the structure im-
plied by Eq. (3.24) coincides in this single-component
case with the solution of the Generalized Mean Spher-
ical Approximation (GMSA),133 where the OZ relation
is solved under the ansatz that the DCF has a Yukawa
form outside the core.
For given Z and χ, once G(s) has been fully deter-
mined, the RDF in real space is given by Eqs. (3.10) and
(3.17) with ν = 2. Explicit expressions of g(r) up to the
second coordination shell σ ≤ r ≤ 3σ can be found in Ref.
134. Furthermore, the static structure factor S(q) [cf.
Eq. (2.8)] and the Fourier transform h˜(q) may be related
15
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FIG. 3. RDF of a single-component HS fluid for ρσ3 = 0.9
(η = 0.471). The symbols represent MD simulation data,56
the dashed lines represent the results of the approach of Ref.
135, and the solid lines refer to those of the RFA method.
The inset shows the oscillations of g(r) in more detail.
to G(s) from Eq. (3.2) (see also Appendix A). Therefore,
the basic structural quantities of the single-component
HS fluid, namely the RDF and the static structure factor,
may be analytically determined within the RFA method
once the compressibility factor Z (or, equivalently, the
contact value g¯) is specified.
In Fig. 3 we compare MD simulation data56 of g(r)
for a density ρσ3 = 0.9 with the RFA prediction and the
parameterized approach by Trokhymchuk et al.,135 where
Z = ZCS [cf. Eq. (2.49)] and the associated isothermal
susceptibility χ = χCS (see Table II) are taken in both
cases. Both theories are rather accurate, but the RFA
captures better the maxima and minima of g(r).136
It is also possible to obtain the DCF c(r) within the
RFA method. Using Eqs. (2.19) and (3.2) [see also Eq.
(A9)], and applying the residue theorem, one gets, after
some algebra,
c(r) =
(
K+
eκr
∗
r∗
+K−
e−κr
∗
r∗
+
K−1
r∗
+K0 +K1r
∗
+K3r
∗3
)
Θ(1− r∗) +Ke
−κr∗
r∗
, (3.29)
where
κ =
σ
α
√
12ηαL(2)
πσ3
+ 1− 12α
σ
(
1 +
2α
σ
)
η
1− η (3.30)
and the expressions for the amplitudes can be found in
Appendix B. In contrast to the PY result, Eq. (2.47c),
now the DCF does not vanish outside the hard core
(r > σ) but has a Yukawa form in that region. Note that
Eq. (B1f) guarantees that c(0) = finite, while Eq. (B1b)
yields limr→σ+ c(r)− limr→σ− c(r) = L(2)/2πα = g¯. The
latter proves the continuity of the indirect correlation
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FIG. 4. Cavity function of a single-component HS fluid in
the overlap region for ρσ3 = 0.3, 0.5, and 0.7. The solid
lines represent our proposal (3.34) with Z = ZCS, while the
symbols represent MC simulation results.137
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FIG. 5. Parametric plot of the bridge function b(r) versus
the indirect correlation function γ(r). The dashed line refers
to the RFA for η = 0.3, while the solid line refers to the
RFA for η = 0.49. In each case, the branch of the curve to
the right of the circle corresponds to r ≤ σ, while that to
the left corresponds to r ≥ σ. For comparison, the density-
independent PY closure b(r) = ln[1 + γ(r)] − γ(r) is also
plotted (dash-dotted line).
function γ(r) at r = σ. With the above results, Eqs.
(3.10) and (3.29), one may immediately write the func-
tion γ(r). Finally, we note that, according to Eq. (2.21),
the bridge function b(r) is linked to γ(r) and y(r) through
b(r) = ln y(r)− γ(r). (3.31)
Thus, within the RFA method, the bridge function is
also completely specified analytically for r ≥ σ once Z is
prescribed.
If one wants to have b(r) also for 0 ≤ r ≤ σ, then
an expression for the cavity function in that region is
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required. Here, we propose such an expression using a
limited number of constraints. First, since the cavity
function and its first derivative are continuous at r = σ,
we have
y(σ) = g¯,
y′(σ)
y(σ)
=
L(1)
L(2)
− 1
α
− 1
σ
, (3.32)
where Eqs. (3.25a) and (3.28) have been used.
Next, we consider the following exact zero-separation
theorems:138–140
ln y(0) = Z − 1 +
∫ 1
0
dt
Z(ηt)− 1
t
, (3.33a)
y′(0)
y(0)
= −6η y(σ)
σ
. (3.33b)
The four conditions (3.32)–(3.33) can be enforced by as-
suming a cubic polynomial form for ln y(r) inside the
core, namely
y(r) = exp
(
Y0 + Y1r
∗ + Y2r∗
2 + Y3r
∗3
)
, 0 ≤ r ≤ σ,
(3.34)
where
Y0 = Z − 1 +
∫ 1
0
dt
Z(ηt)− 1
t
, (3.35a)
Y1 = −6ηy(σ), (3.35b)
Y2 = 3 ln y(σ)− σy
′(σ)
y(σ)
− 3Y0 − 2Y1, (3.35c)
Y3 = −2 ln y(σ) + σy
′(σ)
y(σ)
+ 2Y0 + Y1. (3.35d)
The proposal (3.34) is compared with available MC
data137 in Fig. 4, where an excellent agreement can be
observed.
Once the cavity function y(r) provided by the RFA
method is complemented by Eq. (3.34), the bridge func-
tion b(r) can be obtained at any distance. Figure 5
presents a parametric plot of the bridge function ver-
sus the indirect correlation function as given by the RFA
method for two different packing fractions, as well as the
result associated with the PY closure. The fact that one
gets a smooth curve means that, within the RFA, the
oscillations in γ(r) are highly correlated to those of b(r).
Further, the effective closure relation in the RFA turns
out to be density dependent, in contrast with what occurs
for the PY theory. Note that the absolute value |b(r)| for
a given value of γ(r) is smaller in the RFA than the PY
value. On the other hand, the RFA and PY curves be-
come closer as density increases. Since the PY theory is
known to yield rather poor values of the cavity function
inside the core,42,141 it seems likely that the present dif-
ferences may represent yet another manifestation of the
superiority of the RFA method.
B. The Multicomponent HS Fluid
The method outlined in the preceding subsection will
be now extended to an nc-component mixture of additive
HS. Similarly to what we did in the single-component
case, we introduce the Laplace transforms of rgij(r):
Gij(s) =
∫ ∞
0
dr e−srrgij(r), (3.36)
so that the Fourier transform of hij(r) can be obtained
as
h˜ij(q) = −2π Gij(s)−Gij(−s)
s
∣∣∣∣
s=ıq
. (3.37)
The counterparts of Eqs. (3.4) and (3.5) are
gij(r) = Θ(r − σij)
[
g¯ij + (r − σij)g¯′ij + · · ·
]
, (3.38a)
eσijssGij(s) = σij g¯ij +
(
g¯ij + σij g¯
′
ij
)
s−1 +O(s−2).
(3.38b)
Moreover, according to Eq. (2.28), the condition of a fi-
nite compressibility implies that h˜ij(0) = finite. As a
consequence, for small s,
s2Gij(s) = 1 +H
(0)
ij s
2 +H
(1)
ij s
3 + · · · (3.39)
with H
(0)
ij = finite and H
(1)
ij = −h˜ij(0)/4π = finite,
where
H
(n)
ij ≡
1
n!
∫ ∞
0
dr (−r)nrhij(r). (3.40)
We are now in the position to generalize the approx-
imation (3.24) to the nc-component case.
142–144 While
such a generalization may be approached in a variety of
ways, two motivations are apparent. On the one hand,
we want to recover the PY result47 as a particular case in
much the same fashion as in the single-component sys-
tem. On the other hand, we want to maintain the de-
velopment as simple as possible. Taking all of this into
account, we generalize Eq. (3.24) as
Gij(s) =
e−σijs
2πs2
(
L(s) · [(1 + αs)I− A(s)]−1
)
ij
, (3.41)
where L(s) and A(s) are the matrices
Lij(s) = L
(0)
ij + L
(1)
ij s+ L
(2)
ij s
2, (3.42)
Aij(s) = ρi
2∑
ℓ=0
ϕ2−ℓ(σis)σ3−ℓi L
(ℓ)
ij , (3.43)
the functions ϕℓ(x) being defined by Eq. (3.16). We note
that, by construction, Eq. (3.41) complies with the re-
quirement lims→∞ eσijssGij(s) = finite. Further, in view
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of Eq. (3.39), the coefficients of s0 and s in the power se-
ries expansion of s2Gij(s) must be 1 and 0, respectively.
This yields 2n2c conditions that allow us to express L
(0)
and L(1) in terms of L(2) and α. The solution is142
L
(0)
ij = ϑ1 + ϑ2σj + 2ϑ2α− ϑ1
nc∑
k=1
ρkσkL
(2)
kj , (3.44a)
L
(1)
ij =ϑ1σij +
1
2
ϑ2σiσj + (ϑ1 + ϑ2σi)α
− 1
2
ϑ1σi
nc∑
k=1
ρkσkL
(2)
kj , (3.44b)
where ϑ1 ≡ 2π/(1− η) and ϑ2 ≡ 6π(m2/m3)η/(1− η)2.
In parallel with the development of the single-
component case, L(2) and α can be chosen arbitrar-
ily. Again, the choice L
(2)
ij = α = 0 gives the PY
solution.47,145 Since we want to go beyond this approx-
imation, we will determine those coefficients by taking
prescribed values for g¯ij , which in turn, via Eq. (2.37b),
give the EOS of the mixture. This also leads to the re-
quired value of χ via Eq. (2.58), thus making the theory
thermodynamically consistent. In particular, according
to Eq. (3.38b),
L
(2)
ij = 2πασij g¯ij . (3.45)
The condition related to χ is more involved. Making use
of Eq. (3.39), one can get ĥij(0) = −4πρ√xixjH(1)ij in
terms of L(2) and α, and then insert it into Eq. (2.28). Fi-
nally, elimination of L
(2)
ij in favor of α from Eq. (3.45) pro-
duces a polynomial equation of degree 2nc, whose phys-
ical root is determined by the requirement that Gij(s)
is positive definite for positive real s. It turns out that
the physical solution corresponds to the smallest of the
real roots. Once α is known, upon substitution into Eqs.
(3.41), (3.44), and (3.45), the scheme is complete. Also,
using Eq. (3.38b), one can easily derive the result
g¯′ij =
1
2πασij
[
L
(1)
ij − L(2)ij
(
1
α
+
1
σij
)]
. (3.46)
It is straightforward to check that the results of Sec.
III A 3 are recovered by setting σi = σ, regardless of the
values of the mole fractions and the number of compo-
nents.
Once Gij(s) has been determined, inverse Laplace
transformation directly yields rgij(r). Although in prin-
ciple, as in the single-component case, this can be done
analytically, it is more practical to use one of the efficient
methods discussed by Abate and Whitt146 to numerically
invert Laplace transforms.147
From Eqs. (2.23) and (3.37) it is possible to obtain
explicit expressions for c˜ij(q). Subsequent numerical in-
verse Fourier transformation yields cij(r). The indi-
rect correlation functions γij(r) ≡ hij(r) − cij(r) read-
ily follow from the previous results for the RDF and
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FIG. 6. Plot of the contact value g¯ij as a function of the
parameter zij [see Eq. (3.50)]. The circles are MC simula-
tion data149 for ternary additive HS mixtures with diame-
ter ratios σ2/σ1 = 2 and σ3/σ1 = 3 at a packing fraction
η = 0.49 and mole fractions (x1, x2, x3) = (0.70, 0.20, 0.10),
(0.60, 0.20, 0.30), (0.86, 0.11, 0.03), (0.85, 0.05, 0.10), and
(0.90, 0.07, 0.03). Lines are theoretical predictions: from bot-
tom to top, PY [Eq. (2.51)], BGHLL [Eq. (3.48)], eCS2 [Eq.
(3.49)], and SPT [Eq. (3.47)].
DCF. Finally, in this case the bridge functions bij(r)
for r > σij are linked to gij(r) and cij(r) through
148
bij(r) = ln gij(r) − γij(r) and so we have a full set of
structural properties of a multicomponent fluid mixture
of HS once the contact values gij(σij) are specified.
The PY prediction given by Eq. (2.51) underestimates
the contact values and is not particularly accurate. On
the other hand, the contact values obtained from the
scaled particle theory (SPT) for mixtures,150–154 namely
g¯SPTij =
1
1− η +
3
2
η
(1− η)2
σiσj
σij
M2
M3
+
3
4
η2
(1− η)3
(
σiσj
σij
M2
M3
)2
, (3.47)
tend to overestimate the simulation values. Interestingly,
insertion of Eq. (3.47) into Eq. (2.37b) yields an EOS that
coincides with that of the PY solution in the compress-
ibility route. Boubl´ık66 and, independently, Grundke and
Henderson,155 and Lee and Levesque132 proposed an in-
terpolation between the PY and the SPT contact values,
that we will refer to as the BGHLL values,
g¯BGHLLij =
1
1− η +
3
2
η
(1− η)2
σiσj
σij
M2
M3
+
1
2
η2
(1− η)3
(
σiσj
σij
M2
M3
)2
. (3.48)
This leads, via Eq. (2.37b), to the widely used and rather
accurate BMCSL EOS.66,67
Refinements of the BGHLL values have been sub-
sequently introduced, among others, by Henderson et
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FIG. 7. RDF (a) g11(r), (b) g22(r), and (c) g33(r) in the
range σi ≤ r ≤ σi+σ1 for a ternary HS mixture with diameter
ratios σ2/σ1 = 2 and σ3/σ1 = 3 at a packing fraction η = 0.49
and mole fractions (x1, x2, x3) = (0.7, 0.2, 0.1). The circles are
MC simulation results,149 the solid lines are RFA predictions,
and the dash-dotted lines are PY predictions. The insets show
in detail the oscillations in the region σi ≤ r ≤ σi + 6σ1.
al.,156–164 Matyushov and Ladanyi,165 and Barrio and
Solana166 to eliminate some drawbacks of the BMCSL
EOS in the so-called colloidal limit of binary HS mix-
tures. On a different path, but also having to do with
the colloidal limit, Viduna and Smith167,168 have pro-
posed a method to obtain contact values of the RDF of
HS mixtures from a given EOS. However, most of these
proposals are not easily generalized to the case of an ar-
bitrary number of components. Yet another extension
of the CS contact value to a mixture with an arbitrary
number of components, different from Eq. (3.48), was
proposed in Ref. 169 (see also Sec. IVB), specifically
g¯eCS2ij =
1
1− η +
3
2
η(1− η/3)
(1− η)2
σiσj
σij
M2
M3
+
η2(1− η/2)
(1− η)3
(
σiσj
σij
M2
M3
)2
. (3.49)
Equations (2.51) and (3.47)–(3.49) have in common the
fact that, at a given packing fraction η, the dependence
of g¯ij on the sets of diameters {σk} and mole fractions
{xk} takes place only through the scaled quantity
zij ≡ σiσj
σij
M2
M3
. (3.50)
Thus, at a fixed packing fraction, the contact values of
different pairs and different mixtures should collapse onto
a common curve when plotted versus zij . Figure 6 shows
that this collapse property is reasonably well supported
by MC data for the six pair contact values of each one of
five ternary mixtures at η = 0.49.149 The linear function
(2.51) and the three quadratic functions (3.47)–(3.49) are
also plotted. Comparison with the simulation data indi-
cates that Eq. (3.49) performs generally better than Eq.
(3.48), especially as zij increases
Clearly, the use of any of these approximate contact
values in the RFA approach will lead to (almost com-
pletely) analytical results for the structural properties of
HS mixtures with the further asset that there will be
full thermodynamic compatibility between the virial and
compressibility routes. As an extra bonus, the (usually
hard) numerical labor involved in the determination of
the structural properties of these systems by solving in-
tegral equations is eliminated.
Figure 7 presents a comparison between the results of
the RFA method with the PY theory and simulation
data149 for the like-like RDF of a ternary mixture. In
the case of the RFA, we have used the eCS2 contact val-
ues and the corresponding isothermal susceptibility. The
improvement of the RFA over the PY prediction, partic-
ularly in the region near contact, is noticeable. Although
the RFA accounts nicely for the observed oscillations, it
seems to somewhat overestimate the depth of the first
minimum.
A recent comparison with MD simulations170 shows
that the RFA is also rather accurate in predicting the
DCF cij(r) and the asymptotic large-r behavior of the
RDF gij(r) for HS mixtures, including the so-called
structural crossover transition.171,172
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IV. MAPPINGS OF THE EOS OF THE
SINGLE-COMPONENT HS FLUID ONTO THE EOS OF
THE HS FLUID MIXTURE
Obviously, it is in principle simpler to obtain the com-
pressibility factor of the one-component fluid, Zs,
173 than
that of a multicomponent mixture, Z. On the other
hand, it is well known that a certain degree of polydisper-
sity is enough to prevent crystallization in HS fluids. In
this section we present the ideas we have followed to link
the multicomponent compressibility factor, Z, and ex-
cess free energy per particle, aex, to their one-component
counterparts Zs and a
ex
s . Among other things, this has al-
lowed us to to examine (at least partially) the metastable
fluid region of the monocomponent fluid.
A. The e1 Approximation
Of course, a straightforward way to obtain approxi-
mate expressions for the EOS of the mixture in terms
of the EOS of the single-component fluid is simply by
proposing or deriving approximate expressions for the
contact values g¯ij in terms of g¯s. We have already fol-
lowed this route and the outcome is briefly described be-
low. More details may be found in Refs. 11 and 126 and
references therein.
The basic assumption here is that, given a certain
packing fraction η, the whole dependence of g¯ij on the
composition {σk, xk} and number of components nc of
the mixture occurs through the scaled quantity zij de-
fined in Eq. (3.50). More specifically,
g¯ij = G(η, zij), (4.1)
where the function G(η, z) is universal, i.e., it is a com-
mon function for all the pairs (i, j), regardless of the
composition and number of components of the mixture.
As mentioned in Sec. III, the PY, SPT, BGHLL, and
eCS2 contact values belong to the class of approximations
(4.1). Now, however, we want g¯s to remain free, in con-
trast to what happens with Eqs. (2.51) and (3.47)–(3.49).
This imposes the constraint
G(η, 1) = g¯s. (4.2)
This means that the system is indistinguishable from a
single-component one if all the sizes are identical (σi = σ,
zij = 1).
Next, we consider the limit in which one of the species,
say i = 0, is made of point particles, i.e., σ0 → 0. In that
case, g¯00 takes the ideal-gas value, except that one has to
take into account that the available volume for the point
particles is not V but V (1 − η). Thus,
lim
σ0→0
g¯00 =
1
1− η . (4.3)
Since z00 → 0 in the limit σ0 → 0, insertion of Eq. (4.3)
into (4.1) yields
G(η, 0) = 1
1− η . (4.4)
As the simplest approximation of the class (4.1),174 one
may assume a linear dependence of G on z that satisfies
the basic requirements (4.2) and (4.4), namely
G(η, z) = 1
1− η +
(
g¯s − 1
1− η
)
z. (4.5)
Inserting this into Eq. (4.1), one has
g¯e1ij =
1
1− η +
(
g¯s − 1
1− η
)
σiσj
σij
M2
M3
. (4.6)
Here, the label “e1” is meant to indicate that (i) the con-
tact values used are an extension of the single component
contact value g¯s and that (ii) G(η, z) is a linear polyno-
mial in z. When Eq. (4.6) is inserted into Eq. (2.37b),
one easily obtains
Ze1(η) =1 +
(
1 +
m2
m3
− 2m
3
2
m23
)
η
1− η
+
1
2
(
m2
m3
+
m32
m23
)
[Zs(η)− 1] . (4.7)
The proposal (4.6) is rather crude and does not pro-
duce especially accurate results for g¯ij . In fact, as Fig.
6 shows, the contact values clearly deviate from a linear
dependence on zij . Nevertheless, the EOS (4.7) exhibits
an excellent agreement with simulations, provided that
an accurate function Zs(η) is used as input.
174–178.
It is interesting to point out that from Eq. (4.7) one
may write the reduced virial coefficients of the mixture
in terms of the reduced virial coefficients of the single-
component fluid bn ≡ Bn,s/(π6σ3)n−1. The result is
B¯e1n = 1+
m2
m3
−2m
2
2
m33
+
bn
2
(
m2
m3
+
m22
m33
)
, n ≥ 2. (4.8)
Taking into account that b2 = 4 and b3 = 10, and com-
paring with Eqs. (2.43), we can see that the exact second
and third virial coefficients are recovered. In general,
however, B¯e1n with n ≥ 4 are only approximate.
By eliminating m2/m3 and m
2
2/m
3
3 in favor of B¯2 and
B¯3, Eq. (4.7) can be rewritten as
Ze1(η) = 1 +
5B¯2 − 2B¯3
3
η
1− η +
B¯3 − B¯2
6
[Zs(η)− 1] .
(4.9)
This allows us to interpret that, in the e1 approximation,
the excess compressibility factor Z(η)− 1 is just a linear
combination of η/(1 − η) and Zs(η) − 1 with density-
independent coefficients such that the exact second and
third virial coefficients are retained.179,180
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From Eq. (2.17) one can obtain the excess free energy
per particle as [see first step in Eq. (2.57)]
βTa
ex
e1(η) = −
5B¯2 − 2B¯3
3
ln(1− η) + B¯3 − B¯2
6
βTa
ex
s (η).
(4.10)
Note that the e1 excess Helmholtz free energy per par-
ticle is expressed in terms of η and the first three size
moments only. In general, aex is said to have a truncat-
able structure if it depends on the size distribution only
through a finite number of moments.181–183
B. The e2 Approximation
The second approximation, labeled “e2,” similarly in-
dicates that (i) the resulting contact values g¯ij represent
an extension of the single-component contact value g¯s
and that (ii) the universal function G(η, z) is a quadratic
polynomial in z. We keep the basic requirements (4.2)
and (4.4), but now we need an extra condition.
To that end, let us consider an (nc + 1)-component
mixture where one of the species (here denoted as i = 0)
is made of a single particle (x0 → 0) of infinite diameter
(σ0 →∞), which thus acts as a wall.114,156,161 The con-
tact value g¯wj of the correlation function of a sphere of
diameter σj with the wall, namely
g¯wj = lim
σ0→∞,x0σ30→0
g¯0j, (4.11)
gives the ratio between the density of particles of species
j adjacent to the wall and the density of those particles
far away from the wall. The sum rule connecting the
pressure of the fluid and the above contact values is184
1 +
4η
M3
nc∑
i,j=1
xixjσ
3
ij g¯ij =
nc∑
j=1
xj g¯wj. (4.12)
This condition means that, when the mixture is in con-
tact with a hard wall, the state of equilibrium imposes
that the pressure evaluated near the wall by consider-
ing the impacts of the particles with the wall must be
the same as the pressure in the bulk evaluated from the
particle-particle collisions. This consistency condition is
especially important if one is interested in deriving accu-
rate expressions for the contact values of the particle-wall
correlation functions.
In terms of the universality ansatz (4.1), Eq. (4.12)
reads
1 +
4η
M3
nc∑
i,j=1
xixjσ
3
ijG(η, zij) =
nc∑
j=1
xjG(η, zwj), (4.13)
where
zwj ≡ 2σjm2
m3
. (4.14)
In the special case of a pure fluid (nc = 1) plus a wall,
Eqs. (4.12) and (4.13) reduce to
1 + 4ηg¯s = g¯w, (4.15a)
1 + 4ηG(η, 1) = G(η, 2), (4.15b)
respectively. Thus, Eqs. (4.2), (4.4), and (4.15b) provide
complete information on the function G at z = 1, z = 0,
and z = 2, respectively, in terms of the contact value g¯s
of the single-component RDF.
Therefore, the explicit expression for the contact values
in the e2 approximation reads169
g¯e2ij =
1
1− η +
[
2(1− η)g¯s − 2− η/2
1− η
]
σiσj
σij
M2
M3
+
[
1− η/2
1− η − (1− 2η)g¯s
](
σiσj
σij
M2
M3
)2
. (4.16)
The eCS2 proposal (3.49) is obtained from Eq. (4.16)
with the CS choice g¯s = g¯CS = (1−η/2)/(1+η)3. As seen
in Fig. 6, it provides a very good account of simulation
results. It is interesting to note that if one considers a bi-
nary mixture in the infinite solute dilution limit, namely
x1 → 0, so that z12 → 2/(1 + σ2/σ1), Eq. (3.49) yields
the same result for g¯12 as the one proposed by Matyushov
and Ladanyi165 for this quantity on the basis of exact
geometrical relations. However, the extension that the
same authors propose when there is a non-vanishing so-
lute concentration, i.e., for x1 6= 0, is different from Eq.
(3.49).
Insertion of Eq. (4.16) into Eq. (2.37b) yields
Ze2(η) =
1
1− η +
[
m2
m3
(1− η) + m
2
2
m33
η
] [
Zs(η)− 1
1− η
]
.
(4.17)
The associated (reduced) virial coefficients are
B¯e2n = 1−
m32
m23
+ bn
m2
m3
+ bn−1
(
m22
m33
− m2
m3
)
, n ≥ 2.
(4.18)
It may be readily checked that B¯e22 = B¯2 and B¯
e2
3 = B¯3
and so the exact second and third virial coefficients are
also recovered in this approximation. Taking that into
account, Eq. (4.17) can be rewritten as
Ze2(η) =
1
1− η +
(
B¯2 − 1
3
+ η
B¯3 − 3B¯2 + 2
3
)
×
[
Zs(η) − 1
1− η
]
. (4.19)
Equation (4.19) has an interpretation different from
that of Eq. (4.9). First, note that the ratio η/(1−η) rep-
resents a rescaled packing fraction, i.e., the ratio between
the volume Vocc ≡ N π6M3 occupied by the spheres and
the remaining void volume Vvoid ≡ V − Vocc. Next, we
can realize that ηZ(η)− η/(1− η) represents a (reduced)
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modified excess pressure with respect to a modified ideal-
gas value corresponding to the void volume Vvoid, namely
∆p˜(η) ≡ π
6
M3
(
βT p− N
Vvoid
)
= η
[
Z(η)− 1
1− η
]
.
(4.20)
To avoid confusion with the conventional (reduced) ex-
cess pressure η [Z(η)− 1], we will refer to the quantity
∆p˜ as the (reduced) surplus pressure. The associated
surplus free energy per particle, ∆a, is defined as
βT∆a(η) = βTa
ex(η) + ln(1− η). (4.21)
Thus, according to Eq. (4.19), the surplus pressure of the
mixture, ∆p˜(η), is equal to that of the single-component
fluid at the same packing fraction, ∆p˜s(η), multiplied by
a linear function of density whose coefficients are deter-
mined by requiring agreement with the exact second and
third virial coefficients.
From the first step in Eq. (2.57) we can obtain the
excess free energy per particle as
βT a
ex
e2(η) =−
2 + 2B¯2 − B¯3
3
ln(1− η) + B¯2 − 1
3
βTa
ex
s (η)
+
B¯3 − 3B¯2 + 2
3
η
∫ 1
0
dt Zs(ηt). (4.22)
In contrast to the e1 approximation, Eq. (4.10), now the
free energy of the mixture depends on the properties of
the single-component fluid not only through aexs but also
through a density integral of the compressibility factor
Zs.
If the CS EOS is chosen for the single-component fluid,
i.e., Zs(η) = ZCS(η), Eqs. (4.9) and (4.19) yield the ex-
tensions ZeCS1(η) and ZeCS2(η), respectively. One can
check that, for a given mixture composition, ZeCS1(η) >
ZBMCSL(η) > ZeCS2(η). Since simulation data indicate
that the BMCSL EOS tends to underestimate the com-
pressibility factor, it turns out that the performance of
ZeCS1 is, paradoxically, better than that of ZeCS2,
169 de-
spite the fact that the underlying linear approximation
for the contact values is much less accurate than the
quadratic approximation. This shows that a rather crude
approximation such as Eq. (4.6) may lead to an extremely
good EOS.174,176–178 Interestingly, ZeCS1 was indepen-
dently derived as the second-order approximation of a
Fundamental Measure Theory (FMT) for the HS fluid
by Hansen-Goos and Roth.185
C. The e3 Approximation
Apart from Eqs. (4.3) and (4.15a), there exist extra
consistency conditions that are not necessarily satisfied
by (4.16).120,153,156,158–161,165,166,186,187 In particular, it
fails to fulfill Eq. (4.12) if a true mixture (nc ≥ 2) is
in contact with a wall. On the other hand, if G(η, z) is
assumed to be a cubic function of z with suitable density-
dependent coefficients, then Eqs. (4.12) and (4.13) are
satisfied with independence of the composition of the
mixture. The resulting “e3” approximation is126,188,189
g¯e3ij =
1
1− η +
3η
2 (1− η)2
σiσj
σij
M2
M3
+
[
(2− η)g¯s
− 2 + η
2/4
(1− η)2
](
σiσj
σij
M2
M3
)2
+ (1− η) (g¯SPT − g¯s)
×
(
σiσj
σij
M2
M3
)3
, (4.23)
where
g¯SPT =
1− η/2 + η2/4
(1− η)3 (4.24)
is the SPT contact value for a single fluid. In fact, the
choice g¯s = g¯SPT makes the e3 approximation become
the same as the e2 approximation, both reducing to the
SPT for mixtures, Eq. (3.47).
Insertion of g¯s = g¯CS in Eq. (4.23) yields the ex-
tension g¯eCS3ij . Comparison with computer simulations
shows188,189 that the eCS3 approximation gives better
predictions than the eCS2 approximation for the wall-
particle contact values, while for the particle-particle con-
tact values both the eCS2 and eCS3 are of comparable
accuracy.
From Eq. (4.23), the compressibility factor, the virial
coefficients, and the excess free energy per particle may
be obtained as
Ze3(η) =
1
1− η +
(
m2
m3
− m
3
2
m23
)
3η
(1− η)2
+
m32
m23
[
Zs(η)− 1
1− η
]
=
1
1− η +
(
3B¯2 − B¯3 − 2
) η
(1− η)2
+
B¯3 − 2B¯2 + 1
3
[
Zs(η) − 1
1− η
]
, (4.25a)
B¯e3n = 1− (3n− 2)
m32
m23
+ 3(n− 1)m2
m3
+
m32
m23
bn, n ≥ 2,
(4.25b)
βT a
ex(η) =− 2 + 2B¯2 − B¯3
3
ln(1 − η) + (3B¯2 − B¯3 − 2)
× η
1− η +
B¯3 − 2B¯2 + 1
3
βTa
ex
s (η). (4.25c)
According to Eq. (4.25a) the surplus pressure ∆p˜(η) is ex-
pressed in the e3 approximation as a linear combination
of ∆p˜s(η) and η
2/(1 − η)2 with density-independent co-
efficients ensuring consistency with the second and third
virial coefficients.
It is worthwhile noting that the PY EOS for mix-
tures derived from the virial and compressibility routes
22
are recovered from Eq. (4.25a) by choosing the corre-
sponding PY one-component compressibility factors. As
a consequence, the choice Zs(η) = ZCS(η) leads to the
BMCSL EOS, i.e., ZeCS3(η) = ZBMCSL(η), even though
g¯eCS3ij 6= g¯BGHLLij . This illustrates the possibility that dif-
ferent approximations for the contact values may yield a
common EOS.
Summarizing the performance of the three approxi-
mations e1–e3, one can say that, provided an accurate
single-component EOS is used as input, the best multi-
component EOS is obtained from the e1 approximation,
followed by the e3 approximation. In contrast, the e1
contact values are too simplistic, while the e2 and e3 val-
ues are more accurate than the BGHLL ones, the e3 ap-
proximation being especially reliable for the wall-particle
contact values.
D. Class of Consistent FMT. The sp Approximation
The three previous approaches are based on the univer-
sal ansatz (4.1) and follow the path g¯ij → Z → aex. Now
we are going to invert the path by starting from a FMT
for the free energy and then obtaining the compressibil-
ity factor. Moreover, while in the e1–e3 approximations
the one-component quantities are evaluated at the same
packing fraction as that of the mixture, we will not im-
pose now this condition a priori. We will start from two
basic requirements that are analogous to the limits in
Eqs. (4.3) and (4.12).
1. Two Consistency Conditions on the Free Energy
Let us assume that, without modifying the volume V ,
we addN0 = x0N extra particles of diameter σ0 to an nc-
component mixture, so that the augmented system has
a number density ρ′ = ρ(1 + x0), a set of mole fractions
{x′0, x′1, x′2, . . . , x′nc}, where x′i = xi/(1+x0), and a pack-
ing fraction η′ = η+ ρx0 π6σ
3
0 . The relationships between
the original and augmented moments are
M ′n =
Mn + x0σ
n
0
1 + x0
, (4.26a)
m′n =
mn + x0σ
n
0 /M
n
1
(1 + x0σ0/M1)
n (1 + x0)
n−1. (4.26b)
Now, if the extra particles have zero diameter (σ0 →
0), it can be proved190 that
lim
σ0→0
βTa
ex (η; {x′0, x′1, . . .}) =
βTa
ex(η; {x1, . . .})
1 + x0
− x0
1 + x0
ln(1− η),
(4.27)
which holds for arbitrary x0 > 0.
Next, we turn to another more stringent condition. In-
stead of taking the limit σ0 → 0 for an arbitrary number
N0 of extra particles, we assume that N0 ≪ N (i.e.,
x0 → 0) and σ0 → ∞, in such a way that x0σ30/η → 0
(i.e., the few extra “big” particles occupy a negligible
volume). In that case,191–194
lim
σ0→∞,x0σ30→0
µex0 (η
′; {x′0, x′1, . . .})
π
6σ
3
0
= p(η; {x1, . . .}).
(4.28)
This condition is related to the reversible work needed to
create a cavity large enough to accommodate a particle
of infinite diameter. Using the thermodynamic relations
(2.17) and (2.57), one can rewrite Eq. (4.28) as
lim
σ0→∞,x0σ30→0
∂aex({ρ0, ρ1, . . .})
π
6σ
3
0∂ρ0
=η
∂aex(η; {x1, . . .})
∂η
+ kBT, (4.29)
where on the left-hand side the change of independent
variables (η′; {x′0, x′1, . . .})→ ({ρ0, ρ1, . . .}) has been car-
ried out.
The exact conditions (4.27) and (4.29) complement
each other since the former accounts for the limit where
one of the species is made of point particles, whereas the
latter accounts for the opposite limit where a few parti-
cles have a very large size.
2. Consistent Truncatable Approximations
Now we restrict ourselves to (approximate) free ener-
gies with a truncatable structure involving the first three
moments, i.e., aex(η; {xi})→ aex(η;m2,m3), in the spirit
of a FMT.192,195 First, note from Eq. (4.26b) that in the
limit σ0 → 0 the reduced moments of the augmented sys-
tem are m′n = (1+ x0)
n−1mn. Thus, Eq. (4.27) becomes
βTa
ex(η;̟m2, ̟
2m3) + ln(1 − η) = 1
̟
[βTa
ex(η;m2,m3)
+ ln(1− η)] ,
(4.30)
where ̟ ≡ 1 + x0 is arbitrary. This scaling property
necessarily implies the functional form
βTa
ex(η; {xi}) = ωA (η, λ)− ln(1 − η), (4.31)
where
ω ≡ 1
m2
, λ ≡ m3
m22
, (4.32)
and A (η, λ) is so far an arbitrary unknown function.
We have not used the more stringent consistency con-
dition (4.29) yet. According to Eq. (4.31), Eq. (4.29)
yields
lim
σ0→∞,x0σ30→0
∂
π
6σ
3
0∂ρ0
[A(η′, λ′)
m′2
− ln(1− η′)
]
= η
∂
∂η
[A(η, λ)
m2
− ln(1 − η)
]
+ 1. (4.33)
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This reduces to the first-order linear partial differential
equation
η(1− η)∂A(η, λ)
∂η
+ λ
∂A(η, λ)
∂λ
= 0, (4.34)
where use has been made of the properties
1
π
6σ
3
0
∂η′
∂ρ0
= 1, (4.35a)
lim
σ0→∞,x0σ30→0
1
π
6σ
3
0
∂m′2
∂ρ0
= 0, (4.35b)
lim
σ0→∞,x0σ30→0
1
π
6σ
3
0
∂λ′
∂ρ0
=
λ
η
. (4.35c)
The general solution of Eq. (4.34) is
A(η, λ) = A0
(
η
(1− η)λ
)
, (4.36)
where A0 is a function of a single scaled variable. It is
determined by the one-component constraint
A0
(
η
1− η
)
= βaexs (η) + ln(1− η). (4.37)
Combining Eqs. (4.31), (4.36), and (4.37), we finally
obtain
βTa
ex(η) =ω
[
βT a
ex
s
(
η
η + λ(1− η)
)
+ ln
λ(1 − η)
η + λ(1 − η)
]
− ln(1 − η). (4.38)
While Eq. (4.38) can be extended to inhomogeneous situ-
ations as a FMT,111,196,197 here we focus on homogeneous
fluids.
3. The sp Approximation
The class of free energies (4.38) includes all the trun-
catable (first three moments) free energies that satisfy
simultaneously the constraints (4.27) and (4.29). Using
the definition of surplus free energy, Eq. (4.21), we realize
that Eq. (4.38) implies that the surplus free energy of the
mixture at a given packing fraction is just proportional
to that of single-component fluid at a different effective
packing fraction, namely
∆asp(η) = ω∆as(ηeff), (4.39)
where
ηeff =
η
η + λ(1 − η) ,
ηeff
1− ηeff =
1
λ
η
1− η . (4.40)
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FIG. 8. (Color online) Graphical illustration of the mapping
“polydisperse mixture ↔ pure fluid” defined by Eqs. (4.40)
and (4.42). A common curve represents the EOS of the pure
fluid (left and bottom axes) and that of the mixture (top
and right axes). In this particular example the mixture is
characterized by m2 =
3
2
and m3 =
9
2
, so that λ = 2 and
ω = 2
3
. A change in the composition of the mixture would
only be reflected by a rescaling of the top and right axes. In
this graph the curve corresponds to the single-component CS
surplus pressure.
A label “sp” has been introduced motivated by the sim-
plicity of Eq. (4.39) when expressed in terms of surplus
quantities.11,179,180,198 Note that the effective rescaled
packing fraction is just the rescaled packing fraction of
the mixture divided by λ.
The inequalities199 m3 ≥ m22 ≥ m2 ≥ 1 imply λ ≥ 1 ≥
ω, so that η ≥ ηeff but ∆asp(η) ≤ ∆as(ηeff). In terms of
the second and third virial coefficients, the parameters λ
and ω can be expressed as
λ =
B¯2 − 1
B¯3 − 2B¯2 + 1
, ω =
(B¯2 − 1)2
3(B¯3 − 2B¯2 + 1)
. (4.41)
Thus, one can interpret the sp approximation by stat-
ing that the surplus free energy and rescaled packing
fraction of the mixture are both proportional to their
respective one-component counterparts, the proportion-
ality constants being determined from the requirement
that the exact second and third virial coefficients are
kept. This simple interpretation allows for a success-
ful straightforward extension of the sp approximation to
hard disks179 and hard hyperspheres.180
From the thermodynamic relation ∆p˜ = η2∂βT∆a/∂η,
where the surplus pressure is defined in Eq. (4.20), Eq.
(4.39) yields
∆p˜sp(η) = λω∆p˜s(ηeff), (4.42)
where we have used ∂ηeff/∂η = λη
2
eff/η
2. In terms of the
compressibility factor, the mapping between the EOS of
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the monocomponent and multicomponent systems in the
sp approximation becomes
Zsp(η) =
1
1− η + λω
ηeff
η
[
Zs(ηeff)− 1
1− ηeff
]
. (4.43)
Since λ ≥ 1 but ω ≤ 1, the product λω can be either
larger or smaller than 1, depending on the mixture com-
position. In the particular case of a binary mixture, it
can be checked that λω > 1 only if the mole fraction of
the small spheres is greater than a certain value, namely
x1 > 1/[1 + (σ1/σ2)
3/2] > 12 .
The mapping defined by Eqs. (4.40) and (4.42) is il-
lustrated by Fig. 8. A common curve describes both the
multicomponent and the one-component systems, except
that the top and right axes (corresponding to the mix-
ture) are λ and λω times, respectively, the bottom and
left axes (corresponding to the pure fluid).
The e1–e3 and sp approximations can be formulated
within a common framework in terms of the surplus pres-
sure, as shown in the second column of Table IV. All of
them share the consistency with the exact second and
third virial coefficients. On the other hand, as stressed
before, while in the e1–e3 approximations the EOS of the
mixture is related to that of the monocomponent fluid
evaluated at the same packing fraction, in the sp ap-
proximation the reference monocomponent fluid is eval-
uated at a different (effective) packing fraction ηeff. In-
terestingly, if the monocomponent SPT surplus pressure
∆p˜s(η) = 3η
2/(1− η)3 is used, three of the four approx-
imations (namely e2, e3, and sp) yield the multicompo-
nent SPT function ∆p˜(η) = 3ωη2[η+λ(1−η)]/λ2(1−η)3.
This proves the high degree of internal self-consistence
of the SPT, even though it is not particularly accu-
rate. On the other hand, if a better one-component
EOS is used as input (for instance, Zs = ZCS), one finds
Ze1(η) > Zsp(η) > Ze3(η) > Ze2(η).
E. Comparison with computer simulations
It should be stressed that the proposals implied by
Eqs. (4.7), (4.17), (4.25a), and (4.43) may be interpreted
in two directions. On the one hand, if Zs is known as
a function of the packing fraction, then one can read-
ily compute the compressibility factor of the mixture for
any packing fraction and composition [ηeff and η being
related through Eq. (4.40) in the case of Zsp]; this is the
standard view. On the other hand, if simulation data for
the EOS of the mixture are available for different den-
sities, size ratios, and mole fractions, Eqs. (4.7), (4.17),
(4.25a), and (4.43) can be used to infer the compress-
ibility factor of the monocomponent fluid.198,205 This is
particularly important in the high-density region, where
obtaining data from simulation may be accessible in the
case of mixtures but either difficult or not feasible in
the case of the monocomponent fluid, as happens in the
metastable fluid branch.179,198 The third column of Table
IV provides the expressions of the single-component fluid
compressibility factor, as inferred from that of the multi-
component system, for the four approximations discussed
in this section.
In principle, simulation data for different mixtures
would yield different inferred functions Zs(η). Thus,
without having to use an externally imposed monocom-
ponent EOS, the degree of collapse of the mapping from
mixture compressibility factors onto a common function
Zs(η) is an efficient way of assessing the performance
of Eqs. (4.7), (4.17), (4.25a), and (4.43). Let us test
those mappings Z → Zs by using simulation data corre-
sponding to the mixtures described in Ref. 198, namely
6 binary mixtures and 11 polydisperse fluids with three
classes of continuous size distributions (top-hat, trun-
cated inverse-power, and log-normal), the explored val-
ues of the parameters λ and ω being 1.01 . λ . 1.63 and
0.61 . ω . 0.99.
As shown in Figure 9, the usefulness of the mappings
is confirmed by the nice collapse for all the points up to
packing fractions below approximately the glass transi-
tion value ηg ≃ 0.58.71,206 This includes the metastable
region beyond the freezing point (ηf ≃ 0.492), where sim-
ulation results for the monocomponent system are diffi-
cult to obtain.207 Beyond ηg, the collapse clearly fails in
the e1–e3 inferences. On the other hand, the spread is
significantly reduced in the case of the sp inference, al-
though a certain degree of dispersion still remains, as ex-
pected from an algorithm-dependent out-of-equilibrium
glass branch. This gives support to our expectation that
the relationship implied by Eq. (4.43) (when extrapolated
to metastable states) might be useful for inferring the
EOS of a metastable pure HS fluid from the knowledge
of the high-density behavior of polydisperse HS mixtures,
which is much more accessible than in the monodisperse
case.207
As a consequence of their ability to attain higher pack-
ing fractions than the monocomponent system, the jam-
ming packing fraction ηJ of a polydisperse HS system
is typically higher than the jamming packing fraction
(also called random close-packing fraction) ηJ,s of the
one-component (monodisperse) system. Also, as hap-
pens with ηJ,s, the value of ηJ depends on the out-of-
equilibrium compression protocol followed to jam the
system.201,206 Apart from that, since ηJ is a functional of
the full size distribution function x(σ), it differs widely
from system to system without an apparent unifying
framework. It obviously would be desirable to have a
way to characterize the whole distribution by a single
“dispersity” parameter such that the actual values of ηJ
for different polydisperse systems would tend to approx-
imately fall on a “universal” curve when plotted against
such a dispersity parameter. This would provide a tool to
organize the apparently disconnected bunch of jamming
packing values ηJ of different mixtures. We have shown
that this is indeed possible.198 What we have done is to
assume that Eqs. (4.40) and (4.43) are still valid (at least
semiquantitatively) near the jamming point and take the
value of λ [see Eq. (4.32)] as the dispersity parameter
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TABLE IV. Surplus pressure of the multicomponent system, ∆p˜, expressed in terms of the surplus pressure of the single-
component fluid, ∆p˜s, according to the approximations e1–e3 and sp. The third column gives the single-component compress-
ibility factor, Zs, as inferred from that of the mixture, Z. The parameters λ and ω are defined in Eq. (4.32).
Approximation ∆p˜(η) Zs(η)
e1
ω(λ+ 1)
2λ2
[
∆p˜s(η) +
λ− 1
λ+ 1
3η2
1− η
]
1
1− η
+
2λ2
ω(λ+ 1)
[
Z(η) −
1
1− η
]
−
λ− 1
λ+ 1
3η
1− η
e2
ω
λ2
∆p˜s(η) [η + λ(1− η)]
1
1− η
+
λ2
ω
Z(η)− 1/(1− η)
η + λ(1− η)
e3
ω
λ2
[
∆p˜s(η) + (λ− 1)
3η2
(1− η)2
]
1
1− η
+
λ2
ω
[
Z(η) −
1
1− η
]
− (λ− 1)
3η
(1− η)2
sp λω∆p˜s(ηeff), ηeff ≡
η
η + λ(1− η)
1
1− η
+
ηm/η
λω
[
Z(ηm)−
1
1− ηm
]
, ηm ≡
η
η + (1− η)/λ
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FIG. 9. Plot of the monocomponent compressibility factor Zs(η), as inferred from simulation data for the mixtures described
in Ref. 198, according to the (a) e1, (b) e2, (c) e3, and (d) sp prescriptions. The solid line represents the CS EOS, Eq. (2.49)
(with the understanding that λ = 1 defines the monodis-
perse case). Since one must have limη→ηJ,s Zs(η) = ∞
and limη→ηJ Zsp(η) = ∞, Eq. (4.40) implies that ηJ is
such that its associated effective one-component value of
ηeff coincides with ηJ,s. Hence, it follows that
ηJ
1− ηJ = λ
ηJ,s
1− ηJ,s , ηJ =
ηJ,s
ηJ,s + (1− ηJ,s)/λ . (4.44)
Equation (4.44) fulfills the requirement posed above.
First, all the details of the size distribution function
x(σ) are encapsulated in the moment ratio λ = m3/m
2
2,
which then plays the role of the sought dispersity pa-
rameter. Secondly, the functional form ηJ(λ) is quite
simple: the occupied/void volume ratio at jamming,
i.e., ηJ/(1− ηJ), is just proportional to λ with the
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FIG. 10. Test of the prediction for the jamming packing
fraction of polydisperse HS mixtures as given by Eq. (4.44),
here represented by the straight solid line. Several classes of
size distribution are considered: binary (B), log-normal (LN),
truncated inverse-power (IP), and top-hat (TH). The super-
scripts indicate the sources: (a) experimental data from Ref.
200; (b) simulation data from Ref. 201; (c) simulation data
from Ref. 202; (d) simulation data from Ref. 203; (e) sim-
ulation data from Refs. 198, 199, and 204. The inset is a
magnifications of the framed region.
slope being given by the monocomponent value. Pre-
diction (4.44) is tested against experimental200 and
simulation198,199,201–204 data in Fig. 10 taking ηJ,s =
0.644.201
V. CONCLUDING REMARKS
In this paper we have attempted to provide a self-
contained account of some of our (almost completely an-
alytical) efforts over the past three decades in the study
of the thermodynamic and structural properties of HS
systems which have catered for, whenever possible, the
consideration of mixtures with an arbitrary number of
components (including polydisperse systems). These ef-
forts include the RFA formalism, which is certainly an
alternative methodology to the usual integral equation
approach employed in liquid-state theory to obtain the
structural properties of HS fluids. Using this formalism,
we have been able to obtain explicit analytical or semi-
analytical results for the RDF, the DCF, the static struc-
ture factor, and the bridge functions, in the end requiring
as input only the contact value of the RDF of the single-
component or multicomponent HS fluid. One of the nice
assets of the RFA is that, by construction, it eliminates
the thermodynamic consistency problem which is present
in most of the integral equation formulations for the com-
putation of structural quantities. Moreover, this formal-
ism has been amply shown to certainly improve the agree-
ment between theory and computer simulation results in
comparison, say, to both the PY and HNC approxima-
tions. Very recently, for instance, we have also used the
RFA to investigate the long-range behavior of the struc-
tural correlation functions, including the feature of struc-
tural crossover, in binary mixtures of additive HS.170
The RFA methodology can be applied beyond three-
dimensional HS systems. Those systems can be classified
into two categories: (i) those that admit an exact solu-
tion of the PY integral equation and (ii) those that are
not exactly solvable within the PY approximation. In the
first class of systems, the RFA method not only recov-
ers, on the one hand, and improves, on the other hand,
the PY solution for three-dimensional single-component
or multicomponent HS fluids, but so does it for hard
hyperspheres61,208,209 and three-dimensional sticky-hard-
sphere systems.144,210,211. The application of RFA-like
approaches to systems of the second class (i.e., those
lacking an exact PY solution) includes the penetrable-
sphere model,141,212 the penetrable-square-well model,213
the square-well and square-shoulder potentials,214–218,
piecewise-constant potentials with several steps,219–221
nonadditive HS mictures,222–224, and Janus particles
with constrained orientations.225 In those cases, the sim-
plest RFA is already quite accurate, generally improving
on the (numerical) solution of the PY approximation.
Moreover, the RFA is also directly applicable within the
thermodynamic perturbation approach to the computa-
tion of the properties of real fluids.
The other area in which we have put attention here,
where our work has also produced some interesting re-
sults, is the one pertaining to the EOS of HS mixtures.
In this case, starting from relatively simple but other-
wise reasonable assumptions whose merits may be judged
a posteriori, we have made use of some exact consis-
tency conditions to devise various approximate proposals
that extend any given single-component EOS to mul-
ticomponent fluid mixtures with any composition and
which are in good agreement with simulation results.
Some noteworthy aspects of the results that follow from
these developments were illustrated here through the pre-
diction of the jamming packing-fraction of multicompo-
nent systems as a simple function of a quantity involv-
ing the first three moments of the size distribution. We
should also mention that the ideas presented here in con-
nection with the EOS for additive multicomponent HS
mixtures have also been used for nonadditive systems
and for hard-hypersphere systems with arbitrary spatial
dimensions.126,177,180,226–228
Finally, it should be clear that there are many facets of
the equilibrium and structural properties of many other
hard-core systems that may be studied following the ideas
presented here but that up to now have not been consid-
ered. For instance, the generalization of the RFA ap-
proach to square-well or square-shoulder mixtures and
the surplus mapping of the single-component EOS to
that of nonadditive HS mixtures appear as interesting
challenges. We hope to address some of these problems
in the future and would be very much rewarded if some
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others were taken up by researchers who might find these
developments also a valuable tool for their work.
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Appendix A: On the functional forms of h˜(q) and c˜(q)
In this Appendix we present the expected functional
forms of the correlation functions h˜(q) and c˜(q) in terms
of an auxiliary function related to the Laplace transform
G(s) defined by Eq. (3.1).
For simplicity, we choose here σ = 1 as the length unit.
Let us define F̂ (s) ≡ [2πΨ(s)]−1 and rewrite Eqs. (3.3)
and (3.9) as
G(s) = s
F̂ (s)e−s
1 + 12ηF̂ (s)e−s
, (A1a)
G(s) = s
∞∑
n=1
(−12η)n−1 [F (s)]n e−ns. (A1b)
The small-s behavior (3.8) translates into
es
F̂ (s)
= −12η + s3 +O(s5). (A2)
On the other hand, the large-s behavior is
F̂ (s) =
F̂2
s2
+
F̂3
s3
+
F̂4
s4
+
F̂5
s5
+ · · · , (A3a)
F̂n = lim
r→1+
∂n−2
∂rn−2
[rg(r)]
=(n− 2)g¯(n−3) + g¯(n−2). (A3b)
This extends Eq. (3.6) to higher-order terms. In Eq.
(A3b), g¯(n) ≡ limr→1+ ∂ng(r)/∂rn.
Let us now insert Eqs. (A1) into Eq. (3.2) to get
h˜(q) = −2π F̂ (ıq)e
−ıq + F̂ (−ıq)eıq + 24ηF̂ (ıq)F̂ (−ıq)
1 + 12ηF̂ (ıq)e−ıq + 12ηF̂ (−ıq)eıq + 144η2F̂ (ıq)F̂ (−ıq)
, (A4a)
h˜(q) =
∞∑
n=1
[
C(n)(q) cos(nq) +D(n)(q) sin(nq)
]
. (A4b)
In Eq. (A4b),
C(n)(q) = −2π(−12η)n−1
{[
F̂ (ıq)
]n
+
[
F̂ (−ıq)
]n}
,
(A5a)
D(n)(q) = 2π(−12η)n−1ı
{[
F̂ (ıq)
]n
−
[
F̂ (−ıq)
]n}
.
(A5b)
Taking into account the expansion (A3a), one can write
[
F̂ (s)
]n
=
1
s2n
(
F̂2 +
F̂3
s
+
F̂4
s2
+ · · ·
)n
=
F̂n2
s2n
[
1 +
nF̂3
F̂2s
+ n
(n− 1)F̂ 23 + 2F̂2F̂4
2F̂ 22 s
2
+ · · ·
]
,
(A6a)
C(n)(q) =4π(12η)n−1
F̂n2
q2n
×
[
1− n (n− 1)F̂
2
3 + 2F̂2F̂4
2F̂ 22 q
2
+O(q−4)
]
,
(A6b)
D(n)(q) = −4π(12η)n−1 F̂
n
2
q2n
[
nF̂3
F̂2q
+O(q−3)
]
. (A6c)
Therefore, the large-q structure of C(n)(q) and D(n)(q) is
C(n)(q) =
∞∑
m=n
C
(n)
m
q2m
, (A7a)
D(n)(q) =
∞∑
m=n
D
(n)
m
q2m+1
. (A7b)
In particular,
C(1)m = −4π(−1)mF̂2m, (A8a)
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D(1)m = 4π(−1)mF̂2m+1, (A8b)
C(n)n = 4π(12η)
n−1F̂n2 , (A8c)
C
(n)
n+1 = −2π(12η)n−1nF̂n−22
[
(n− 1)F̂ 23 + 2F̂2F̂4
]
,
(A8d)
D(n)n = −4π(12η)n−1nF̂n−12 F̂3. (A8e)
It is worth noticing that the structure of Eqs. (A4b) and
(A7) agrees with that of Eq. (9) of Ref. 229 only if the
terms with n > 1 in Eq. (A4b) are ignored. On the other
hand, the coefficients C
(1)
1 , C
(1)
2 , D
(1)
1 , and D
(1)
2 , as given
by Eqs. (A3b) and (A8), agree with Eqs. (10)–(11) of
Ref. 229.
Let us consider now the DCF. It can be obtained in
Fourier space by insertion of Eq. (A4a) into the OZ rela-
tion (2.19). The result is
c˜(q) =− 2π F̂ (ıq)e
−ıq + F̂ (−ıq)eıq + 24ηF̂ (ıq)F̂ (−ıq)
1− 144η2F̂ (ıq)F̂ (−ıq)
=C¯(0)(q) + C¯(1)(q) cos q + D¯(1)(q) sin q, (A9)
with
C¯(0) = −48πη F̂ (ıq)F̂ (−ıq)
1− 144η2F̂ (ıq)F̂ (−ıq)
, (A10a)
C¯(1) = −2π F̂ (ıq) + F̂ (−ıq)
1− 144η2F̂ (ıq)F̂ (−ıq)
, (A10b)
D¯(1) = 2πı
F̂ (ıq)− F̂ (−ıq)
1− 144η2F̂ (ıq)F̂ (−ıq)
. (A10c)
Equations (A4b) and (A9) are formally exact and ex-
press the Fourier transforms h˜(q) and c˜(q) in terms of
the (unknown) function F̂ (s) [see Eq. (A1a)] evaluated
at s = ±ıq. In the special case that F̂ (s) is an algebraic
function, all the singularities of h(r) occur at r = n and
the only singularity of c(r) takes place at r = 1.
Appendix B: Expressions for the amplitudes in Eq. (3.29)
The explicit expressions for the amplitudes K±, K−1,
K0, K1, K3, and K appearing in Eq. (3.29) are
K± =
e∓κ
α2(1− η)4κ6
{
1 + 2(1 + 3α)η ±
[
1 +
η
2
+ α(1 + 2η)
]
κ+
1− η
2
[
κ2 − η (12 + (κ± 6)κ)] L(2)
π
}
×
{
6η [1 + 2(1 + 3α)η]± 3η [3η − 2α(1 − 4η)]κ− 3η(1 + 2α)(1− η)κ2 − (1 − η)
2
2
κ3(ακ∓ 1)
+ 3η(1− η) [κ2 − η (12 + (κ± 6)κ)] L(2)
π
}
, (B1a)
K−1 = −
[
L(2)
2πα
+K+e
κ +K−e−κ +K0 +K1 +K3
]
,
(B1b)
K0 = −
[
1 + 2 (1 + 3α) η − 6η (1− η)L(2)/π
ακ (1− η)2
]2
, (B1c)
K1 =
6η
κ2
K0 +
6η
α2κ2 (1− η)4
{ [
1 +
η
2
+ α(1 + 2η)
]2
− (1− η) [1 + η(7 + η + 6α (2 + η))] L
(2)
π
+ 3η (2 + η) (1− η)2L
(2)2
π2
}
, (B1d)
K3 =
η
2
K0, (B1e)
K = − (K+ +K− +K−1) . (B1f)
Here we have again taken σ = 1 as the length unit.
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