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Abstract This paper develops an analytic framework to design both stress-
controlled and displacement-controlled T -periodic loadings which make the
quasistatic evolution of a one-dimensional network of elastoplastic springs
converging to a unique periodic regime. The solution of such an evolution
problem is a function t 7→ (e(t), p(t)), where ei(t) and pi(t) are the elastic
and plastic deformations of spring i, defined on [t0,∞) by the initial condition
(e(t0), p(t0)). After we rigorously convert the problem into a Moreau sweeping
process with a moving polyhedron C(t) in a vector space E of dimension d,
it becomes natural to expect (based on a result by Krejci) that the solution
t 7→ (e(t), p(t)) always converges to a T -periodic function. The achievement of
this paper is in spotting a class of loadings where the Krejci’s limit doesn’t
depend on the initial condition (e(t0), p(t0)) and so all the trajectories ap-
proach the same T -periodic regime. The proposed class of sweeping processes
is the one for which the normals of any d different facets of the moving polyhe-
dron C(t) are linearly independent. We further link this geometric condition
to mechanical properties of the given network of springs. We discover that the
normals of any d different facets of the moving polyhedron C(t) are linearly
independent, if the number of displacement-controlled loadings is two less the
number of nodes of the given network of springs and when the magnitude of
the stress-controlled loading is sufficiently large (but admissible). The result
can be viewed as an analogue of the high-gain control method for elastoplastic
systems. In continuum theory of plasticity, the respective result is known as
Frederick-Armstrong theorem.
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2 Ivan Gudoshnikov, Oleg Makarenkov
The theoretical results are accompanied by analytic computations for instruc-
tive examples. In particular, we convert a specific one-dimensional network of
elastoplastic springs into sweeping process which have never been explicitly
addressed in the literature so far.
Keywords Elastoplastic springs · Moreau sweeping process · Quasistatic
evolution · Periodic loading · Stabilization
1 Introduction
The classical theory of elastoplasticity offers comprehensive results, commonly
known as shakedown theorems, about the maximal magnitude of the applied
loading (shakedown load limit) beyond which the response of elastoplastic ma-
terial necessarily involves plastic deformation regardless of the initial distri-
bution of stresses in the material, see [23, §10]. In other words, shakedown
theorems measure the distance between the current stress distribution in the
material to a certain boundary (called yield surface) built of the spatially dis-
tributed elastic limits. The fundamental result by Frederick and Armstrong
[14] says that, if the amplitude of a T -periodic loading exceeds the shake-
down limit, then the stress distribution asymptotically approaches a unique
T -periodic steady cycle which doesn’t depend on the initial stress distribution
(uniqueness of the response). Frederick-Armstrong highlight that convergence
to a unique cyclic state is guaranteed when the yield surface contains no lines
of zero curvature [14, p. 159]. Assuming this or another restriction on the ge-
ometry of the yielding surface (such as von Mises, Tresca, or Mohr-Coulomb
criteria), many authors computed the steady cycle by discretizing the problem
spatially [16,18,32] and/or temporarily [38,39,46], and by solving the associ-
ated minimization problems for the successive discrete states. Applications
included the performance of various structures and metal matrix composites
under cyclic loadings, see [21,44].
Aiming to design materials with better properties, there has been a great
deal of work lately where a discrete structure comes not from an associated
model of continuum mechanics, but from a certain microstructure formulated
through a lattice of elastic springs [3,33] (metals), [20,45] (polymers), [10]
(titanium alloys), [24,41,42] (biological materials). Despite of the fact that
fatigue crack initialization in heterogeneous materials strongly depends on
local micro-plasticity (see e.g. Blechman [4]), the current literature features
only numeric results about the dynamics of the lattices of elastoplastic springs.
Important papers in this direction are e.g. Buxton et al [9] and Chen et al [11].
The goal of the present paper is to initiate the development of a qualitative
theory of the lattices of elastoplastic springs and to offer an analogue of the
Frederick-Armstrong theorem for such systems.
We stick to the setting of ideal plasticity (the stress of each spring is con-
strained within so-called elastic limits beyond which plastic deformation
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begins) and investigate the asymptotic distribution of the stresses s(t) =
(s1(t), ..., sm(t)) of a network of m elastoplastic springs. Starting with a graph
of m connected elastoplastic springs, the paper takes Moreau’s approach [36]
to write down the equation for stress si of spring i without any knowledge
about plastic deformation of the spring and relying entirely on the geome-
try of the graph and elastic limits [c−i , c
+
i ] of the springs. The plasticity is
accounted through the m-dimensional parallelepiped-shaped constraint C(t),
whose boundary can be viewed as discretized yield surface, see Fig. 3. Ben-
eficially for the performance of computational routines, Moreau concluded
that the stress-vector s(t) = (s1(t), ..., sm(t)) of springs is confined within
a time-independent low-dimensional hyperplane V . It is also due to Moreau
that external time-varying loadings enter the equations of dynamics through
a time-varying vector c(t) that acts as displacement of the parallelepiped C
(Fig. 3). The only obstacle towards practical implementation of the Moreau
approach [36] in the context of spring network modeling is that [36] deals with
abstract configuration spaces translated into practical quantities only for ex-
amples from dry friction mechanics. This paper clears this obstacle and fully
adapts Moreau sweeping process framework to the modeling of networks of
elastoplastic springs.
After a suitable change of variables that we rigorously incorporate in the next
section of the paper, the equations of Moreau (Moreau sweeping process) can
be formulated as
− y′(t) ∈ N(C+c(t))∩V (y(t)), y(t) ∈ Rm, (1)
where
NC(x) =
{ {ζ ∈ Rn : 〈ζ, c− x〉 6 0, for any c ∈ C} , if x ∈ C,
∅, if x 6∈ C (2)
is a normal cone to the set C at point x and V is a subspace of Rm. For
Lipschitz-continuous t 7→ c(t) (which we show to be the case when the ex-
ternal loading is Lipschitz-continuous) sweeping process (1) possesses usual
properties of the existence and continuous dependence of solutions on the ini-
tial conditions, see e.g. Kunze and Monteiro Marques [29].
When sweeping process (1) includes a vector field on top of the normal cone
(so-called perturbed sweeping process), multiple results are available to stabilize
the dynamics of a sweeping process. Important results in this direction are
obtained in Leine and van de Wouw [30,31], Brogliato [6], and Brogliato-
Heemels [7], Kamenskiy et al [25].
As for the regular sweeping process (1), very limited tools to control the asymp-
totic response are currently available (in contrast to optimal control results
developed e.g. in Colombo et al [12]). The asymptotic behavior of sweeping
process (1) with T -periodic excitation t 7→ c(t) was studied in Krejci [27], who
proved the convergence of solutions of (1) to a T -periodic attractor in the case
V = Rm, i.e. (C + c(t)) ∩ V = C + c(t). If sweeping process (1) decomposes
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into a cross-product of several sweeping processes (1) with m = 1, the global
asymptotic stability can be concluded from the theory of Prandtl-Ishlinskii
operators (Brokate-Sprekels [8], Krasnosel’skii-Pokrovskii [26], Visintin [43]).
In the case of an arbitrary T -periodic polyhedron t 7→ (C + c(t))∩ V , it looks
possible to follow the ideas of Adli et al [1] and obtain global asymptotic sta-
bility of a periodic solution by assuming that g(t) lies strictly inside the normal
cone N(C+c(t))∩V (y) for at least one y and t ∈ [0, T ]. The present paper takes a
different route and establishes convergence of solutions to a unique T -periodic
regime in terms of the shape of the moving constraint (C + c(t)) ∩ V only.
The paper is organized as follows. The next section rigorously formulates the
system of laws of quasistatic evolution for a one-dimensional network of m
elastoplastic springs on n nodes. In section 3 we construct the vector c(t)
and the hyperplane V for arbitrary networks of elastoplastic springs of 1-
dimensional nodes. We discover that the functions g(t) ∈ V and h(t) ⊥ V in
the orthogonal decomposition of c(t) (see Fig. 3) correspond to displacement-
controlled and stress-controlled loadings respectively (as termed in [21]). The
achievement of Section 2 makes it possible to link the dynamics of networks
of elastoplastic springs to the dynamics of sweeping processes.
In Section 4 we consider a general sweeping process with a moving set of a
form ∩ki=1(Ci+ ci(t)), where Ci are closed convex sets, and prove (Theorem 2)
the convergence of all solutions to a T -periodic attractor X(t). Section 4.2
(Theorem 4) sharpens the conclusion of Theorem 2 for the case when ∩ki=1(Ci+
ci(t)) is the polyhedron Π(t) ∩ V. Theorem 4 shows that even though X(t)
may consist of a family of functions, all those functions exhibit certain similar
dynamics. Specifically, we prove that any two function x1, x2 ∈ X reach (leave)
any of the facets of Π(t) ∩ V at the same time. Section 4.3 (Theorem 5)
reformulates the conclusion of Theorem 4 in terms of the sweeping process of
a network of elastoplastic springs.
Section 5 introduces a class of networks of elastoplastic springs whose stresses
converge to a unique T -periodic regime regardless of applied T -periodic load-
ings as long as the magnitudes of those loadings are sufficiently large. We
begin Section 5 by addressing a general sweeping process in a vector space E
of dimension d with a T -periodic polyhedral moving set with no connection to
networks of springs. Theorem 6 of Section 5.1 states that the periodic attrac-
tor of such a sweeping process contains at most one non-constant solution, if
normals of any d different facets of the moving polyhedron C(t) are linearly
independent. Section 5.2 is the main achievement of this paper, where we in-
troduce a class of networks of elastoplastic springs for which the condition of
Theorem 6 can be easily expressed in terms of the magnitudes of the periodic
loadings. We discovered (Theorem 7) that global stability of a unique peri-
odic regime occurs when both displacement-controlled and stress-controlled
loadings are large enough.
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2 The laws of quasistatic evolution for one-dimensional networks of
elastoplastic springs
We consider a one-dimensional network of m elastoplastic springs with elon-
gations ek + pk, k ∈ 1,m, where ek and pk are elastic and plastic components
respectively. The bounds of the stress of spring k are denoted by [c−k , c
+
k ] and
ak stays for the Hooke’s coefficient of this spring. Each spring connects two of
n nodes according to ek+pk = ξjk − ξik , where ik and jk are the indices of the
left and right nodes of spring k respectively and ξi is the displacement of node
i. So defined, the one-dimensional network of springs is an oriented graph on
n nodes, where the direction from ik to jk is viewed positive through k ∈ 1,m.
The paper investigates the evolution of the stresses under the influence of two
types of loadings being displacement-controlled loading and stress-controlled
loading.
2.1 Displacement-controlled loading
Displacement-controlled loading locks the distance between nodes Ik and Jk
through k ∈ 1, q according to ξJk − ξIk = lk(t). Since we will work with con-
nected graphs of springs only, we assume that each length lk is uniquely deter-
mined by the lengths of springs, i.e. for each displacement-controlled loading
k ∈ 1, q there exists a chain of springs which connects the left node Ik of the
constraint k with its right node Jk. To each displacement-controlled loading k
we can, therefore, associate a so-called incidence vector Rk ∈ Rm whose i-th
component Rki is −1, 0, or 1 according to whether the spring i increases, not
influences, or decreases the displacement when moving from node Ik to Jk
along the chain selected, see Fig. 1
  
Fig. 1 Illustration of the signs of the components of the incidence vector Rk ∈ Rm. The
dotted contour stays for the chain of the springs associated with the vector Rk.
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2.2 Stress-controlled loading
The stress-controlled loading fi models an external force applied at node i,
so that it affects the resultant of forces at node i. We will study a so-called
quasistatic evolution problem which further assumes that f(t) can be balanced
by the stresses of springs at any time. In other words, we assume that the
stresses of springs, the reactions of displacement-controlled constraints, and
the applied stress loading compensate one another at each of the n nodes. In
particular, for any f(t) = const the system admits an equilibrium.
2.3 The variational system
With the notations introduced the quasistatic evolution of the stresses sk of
springs and reactions rk of displacement-controlled loadings can be described
by the following variational system (which corresponds to equations (6.1)-(6.6)
in the abstract framework by Moreau [36])
Elastic deformation: s = Ae, (3)
Plastic deformation: p˙ ∈ NC(s), (4)
Geometric constraint: e+ p ∈ DRn, (5)
Displacement-controlled loading: R>(e+ p) = l(t), (6)
Static balance under sks
1 + . . .+ sms
m +
stress-controlled loading: +r1r
1 + . . .+ rqr
q + f(t) = 0, (7)
where
s = (s1, . . . sm)
> − stresses of springs,
r = (r1, . . . rq)
> − reactions of displacement-controlled loadings,
e = (e1, . . . em)
> − elastic elongations of springs,
p = (p1, . . . pm)
> − plastic elongations of springs,
l(t) = (l1(t), . . . , lq(t))
> − enforced lengths between nodes Ii and Ji, i ∈ 1, q,
f(t) = (f1(t), . . . , fn(t))
> − stress-controlled loadings at nodes,
A = diag(a1, ..., am) − matrix of Hooke’s coefficients,
NC(s) = ⊗mi=1N[c−i ,c+i ](s) − the normal cone to C = ⊗
m
i=1[c
−
i , c
+
i ] at s,
Dξ = (ξjk − ξik)mk=1 − a linear map (represented by m× n-matrix D)
that defines the graph of springs,
R =
(
R1, . . . , Rq
) − m× q-matrix of the incidence vectors,
of displacement-controlled loadings.
while the vectors sk = (sk1 , . . . s
k
n)
> and rk = (rk1 , . . . r
k
n)
> describe the signs of
contributions of stresses of spring k and reactions of displacement-controlled
loading k into the resultant of forces at nodes 1, ..., n, i.e. (see Fig. 2)
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– ski = −1, ski = 0, or ski = 1, according to whether the spring k is to the
left from node i, not connected to node i, or is to the right from node i,
– rki = −1, rki = 0, or rki = 1, according to whether the displacement-
controlled loading k is applied to the left from node i, not applied to node
i, or applied to the right from node i.
  
Fig. 2 Examples of forces applied at node i.
The m × n-matrix D will be termed the kinematic matrix of the one-
dimensional network of m springs on n nodes. Note, the matrix −D> will
then be the incidence matrix of the associated oriented graph of n nodes and
m edges.
The static balance law (7) will further be written in the equivalent shorter
form (28), which is similar to the one used by Moreau [36, formula (3.23)]. We
believe, however, that formulation (7) creates a better idea as for why this law
does indeed balance the forces.
Following Moreau [36], we term system (3)-(7) an elastoplastic system.
3 Casting the variatonal system as a sweeping process
3.1 Derivation of the sweeping process
In order for (6) to be solvable in e + p we assume that the displacement-
controlled loadings {li(t)}qi=1 are independent in the sense that
rank
(
D>R
)
= rank
(
R>D
)
= q. (8)
Mechanically, condition (8) ensures that the displacement-controlled loadings
don’t contradict one another. For example, (8) rules out the situation where
two displacement-controlled loadings connect same pair of nodes. It follows
from condition (8) that the matrix equation
R>DL = Iq×q. (9)
has a n × q matrix solution. Furthermore, as we will show in the proof of
Theorem 1, in order for equation (7) to be solvable in s ∈ Rm and r ∈ Rq,
the function f(t) must satisfy f(t) ∈ D>Rm. That is why, the existence of a
continuous function h¯ : R→ Rm such that
f(t) = −D>h¯(t) (10)
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is our another assumption. As we further clarify in Remark 4, the proof of
Theorem 1 implies that assumption (10) is equivalent to
f1(t) + ...+ fn(t) = 0. (11)
Introducing
U =
{
x ∈ DRn : R>x = 0} , V = A−1U⊥, (12)
where
U⊥ = {y ∈ Rm : 〈x, y〉 = 0, x ∈ U} , (13)
the space V will be the orthogonal complement of the space U in the sense of
the scalar product
(u, v)A = 〈u,Av〉 . (14)
Therefore, any element x ∈ Rm can be uniquely decomposed as
x = PUx+ PV x,
where PU and PV are linear (orthogonal in sense of (14)) projection maps on
U and V respectively. Define
g(t) = PVDLl(t), (15)
h(t) = PUA
−1h¯(t), (16)
NAC (x) =
{ {ξ ∈ Rm : 〈ξ, A(c− x)〉 ≤ 0, for any c ∈ C} , if x ∈ C,
∅, if x 6∈ C,
Π(t) = A−1C + h(t)− g(t), (17)
and consider the following differential inclusions
−y˙ ∈ NAΠ(t)∩V (y), (18)
z˙ ∈
(
NAΠ(t)(y) + y˙
)
∩ U, (19)
with initial conditions
y(0) ∈ Π(0) ∩ V, (20)
z(0) ∈ U. (21)
The function g(t) will be termed the effective displacement-controlled loading.
Similarly, h(t) is termed the effective stress loading.
In what follows we are going to establish an equivalence between systems (3)-
(7) and (18)-(21).
According to Moreau [36, Proposition of §6.d], the problem (19), (21) admits
an absolutely continuous (possibly non-unique) solution z on [0, T ] for any
absolutely continuous solution y of (18), (20) defined on [0, T ]. The analysis of
the dynamics of the elastic deformation e(t) therefore reduces to the analysis of
the solution y of the sweeping process (18). In particular, stabilization of (18)
will imply stabilization of both elastic deformations e(t) = (e1(t), ..., em(t))
>
and stresses s(t) = (s1(t), ..., sm(t))
> of springs.
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Theorem 1 Let D be the kinematic matrix of a connected network of m
elastoplastic springs on n nodes. Let R be a matrix of incidence vectors of
q displacement-controlled constraints, which are independent in the sense of
(8). Assume that the stress loading doesn’t exceed the safe load bounds, i.e.
(C +Ah(t)) ∩ U⊥ 6= ∅, for all t ∈ [0, T ], (22)
holds for C, U and h as defined in (4), (12), and (16). If (s(t), e(t), p(t), r(t))
is a solution of the variational system (3)-(7) on [0, T ], then
y(t) = e(t) + h(t)− g(t),
z(t) = e(t) + p(t) + h(t)− g(t) (23)
is a solution of the sweeping process (18)-(21) on [0, T ]. Conversely, if
(y(t), z(t)) is a solution of (18)-(21) then (e(t), p(t)) found from (23) is a
solution of (3)-(7) with s(t) = Ae(t) and with some suitable r(t).
We refer the reader to Had-Reddy [17] for formulations of the safe load con-
dition (22) in the context of classical (continuum) theory of plasticity.
Remark 1 Since PUg(t) = 0, condition (22) is equivalent to assuming Π(t) ∩
V 6= ∅, t ∈ [0, T ].
Remark 2 Condition (22) always holds when h(t) ≡ 0 because 0 ∈ C and
0 ∈ U⊥. Geometrically, condition (22) means that the parallelepiped Π(t) and
the hyperplane V in Fig. 3 do intersect. Mechanically, condition (22) accounts
for the fact that the stresses of the elastoplastic springs are bounded and
cannot balance arbitrary large stress loadings.
 
 
 
 
 
 
C(t1) 
C(t) П(t) 
0 
h(t) 
V 
g(t) 
Fig. 3 Moving constraint for different values of time. a
Remark 3 The function g(t) and the matrix PVDL don’t depend on the choice
of matrix L. Indeed, let g˜(t) be the function g(t) obtained by replacing L by
L˜. Then using (12) we get
0q×q = R>D(L− L˜) = R>(PUD(L− L˜) + PVD(L− L˜)) = R>PVD(L− L˜),
so PVD(L−L˜)Rq ⊂ U . Therefore, PVD(L−L˜) = 0m×m and PVDL = PVDL˜.
The conclusion about g(t) follows from (15).
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In Appendix B we offer a diagram (fig. 7) showing graphically how the
spaces U, V and the moving set Π(t) ∩ V are constructed.
Proof of Theorem 1. The system of (5) and (6) is equivalent to
e(t) + p(t) ∈ U l(t), where U l(t) = {x ∈ DRn : R>x = l(t)} . (24)
Applying the both sides of (9) to l(t), we get R>DLl(t) = l(t), which implies
DLl(t) ∈ U l(t). Therefore,
U l(t) = U +DLl(t)
and (24) can be rewritten as
e(t) + p(t) ∈ U +DLl(t),
or, equivalently,
e+ p ∈ U + g(t). (25)
By the definition of matrix D, the i-th line has +1 (−1) at those nodes which
are right (left) endpoints for the j-th spring, see the illustration at fig. 4.
Therefore,
s1s
1 + . . .+ sms
m = −D>s. (26)
 
 
 
 
 
j-th
 sp
rin
g
 
















TD
i-th node +1 
j-th
 sp
rin
g
 
















TD
i-th node –1 
aj 
i-th node i-th node 
aj 
Fig. 4 The meaning of the columns and rows of matrix D>. The cell equals +1, if the i-th
node is the right endpoint for spring j. Conversely, the cell equals −1, if the i-th node is the
left endpoint for spring j.
Now we are going to demonstrate that it is enough to use the description of
displacement-controlled loadings Rk(which is it terms of springs lengths), i.e
r1r
1 + . . .+ rqr
q = −D>Rr, where r = (r1, . . . , rq)> . (27)
Indeed, by Fig. 4, the matrix
( −D
(rk)>
)>
is the incidence matrix of the oriented
graph of springs s1, ..., sm on nodes 1, ..., n supplemented with a virtual spring
connecting the nodes ξIk < ξJk (see section 2.1 earlier). We can now use this
virtual spring in order to close the chain of springs given by the incidence
vector Rk and obtain a directed cycle where the direction from the node Ik
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to the node Jk disagree with the direction of the virtual spring. The incidence
vector of this cycle is
(
Rk
−1
)
. According to [2, p. 57], we now have
( −D
(rk)>
)>(
Rk
−1
)
= 0, k ∈ 1, q,
from which (27) follows.
Therefore, taking into account (26), one concludes that (7) can be rewritten
as
−D>s−D>Rr + f(t) = 0, (28)
which has a solution (s(t), r(t)) if and only if
s(t) +Rr(t) + h¯(t) ∈ Ker D>.
Keeping s(t) fixed, the latter inclusion can be solved for r(t) ∈ Rq if and only
if
s(t) + h¯(t) ∈ Ker D> +RRq = (DRn)⊥ + {x ∈ Rm : R>x = 0}⊥ =
=
(
DRn ∩ {x ∈ Rm : R>x = 0})⊥ = U⊥, (29)
see e.g. Friedberg et al [15, Exercise 17, p. 367] for the property Ker D> =
(DRn)⊥. If s(t) satisfies (29), then by (16)
s(t) +Ah(t) = s+A
(
PUA
−1h¯(t) + PVA−1h¯(t)− PVA−1h¯(t)
) ∈
∈ s+AA−1h¯(t) +AV = s+ h¯(t) + U⊥ ∈ U⊥. (30)
Vice versa, if s(t) satisfies (30) then
s(t) + h¯(t) = s+A
(
PUA
−1h¯(t) + PVA−1h¯(t)
)
=
= s(t) +Ah(t) +APVA
−1h¯(t) ∈ U⊥,
which is (29). By applying A−1 to (30), we get
e+ h(t) ∈ V. (31)
Since g(t) ∈ V and h(t) ∈ U we can rewrite (25), (31) and (4) as
e+ p− g(t) + h(t) ∈ U,
e+ h(t)− g(t) ∈ V,
p˙ ∈ NC(Ae).
Introducing the change of the variables (23) we have p = z − y and using the
substitution e = y − h(t) + g(t)
z˙ − y˙ ∈ NAA−1C(y − h(t) + g(t)),
z ∈ U,
y ∈ V.
(32)
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Let (y, z) be a solution of (32). Since z ∈ U we have −z˙ ∈ −U = U = V ⊥A =
NAV (y), where V
⊥A is the orthogonal complement of V in the sense of the
scalar product (·, ·)A, and the inclusion (18) computes as follows:
−y˙ ∈ NAA−1C(y − h(t) + g(t))− z˙ ∈ NAA−1C+h(t)−g(t)(y) +NAV (y) =
= NA(A−1C+h(t)−g(t))∩V (y),
where the last equality holds due to (22) (where both intersecting sets are
polyhedral, we use [40, Corollary 23.8.1]). The inclusion (19) follows by com-
bining
z˙ = z˙ − y˙ + y˙ ∈ NAA−1C+h(t)−g(t)(y) + y˙,
with the property z(t) ∈ U observed in (32). Vice versa, if (y, z) is a solution
of (18)-(19), then
−y ∈ V,
z˙ ∈ NAA−1C+h(t)−g(t)(y) + y˙,
z˙ ∈ U,
which implies (32) when combined with (21). uunionsq
Remark 4 Having the proof of Theorem 1 behind, we can now clarify why the n
equations (7) of static balance in nodes is equivalent to just one equation (11).
Indeed, as it follows from the proof of Theorem 1, equation (7) is equivalent
to (28) which necessarily means that
f(t) ∈ D>Rm. (33)
It remains to show that (33) is equivalent to (11). Since dim KerD+rankD =
n, by rank-nullity theorem (see e.g. [15, Theorem 2.3]) and rankD = n − 1
by Bapat [2, Lemma 2.2] (the rank of the incidence matrix of a connected
graph is one less the number of nodes), one has dim KerD = 1. On the
other hand, D(1, ..., 1)> = 0 by inspection. Therefore, D>Rm = (KerD)⊥ =
{x : (1, ..., 1)x = 0} , i.e. (33) is equivalent to (11).
We acknowledge that the ideas of the proof of Theorem 1 are due to Moreau
[36], who however worked in abstract configuration spaces and didn’t give
details that relate the sweeping process (18) to networks of connected springs
(3)-(7).
Formulas (15)-(17) establish a connection between mechanical properties of
applied loading and geometric properties of the moving constraint Π(t) ∩
V . Specifically, varying the stress loading f(t) moves Π(t) in the direction
perpendicular to V in the sense of the scalar product (14). In contrast, varying
the displacement-controlled loading l(t) moves Π(t) in the direction parallel
V. We also see that the variety of possible perpendicular motions coming from
f(t) is limited by the dimension of the space U, which will be computed in
section 3.2 (Lemma 1). The dimension of possible directions for the parallel
motion in V is not always dimV, but is related to the rank of matrix L¯, which
we compute in section 3.4, see formula (48).
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3.2 Sweeping processes of particular elastoplastic systems
In this section we consider particular networks of elastoplastic springs and
offer a guideline that can be used to derive the associated sweeping process
(18) in closed form.
The following lemma will be used to compute the dimension of U.
Lemma 1 If (8) is satisfied, then
dimU = n− q − 1. (34)
Proof. Let E = DRn. Viewing R> as a linear map from E to Rq the rank-
nullity theorem (see e.g. Friedberg et al [15, Theorem 2.3]) gives
dim KerR> + rankR> = dimE,
where dim KerR> = dimU by (12), rankR> = q by (8), and dimE = n − 1
by Bapat [2, Lemma 2.2]. uunionsq
Example. Consider a one-dimensional network of 3 springs on 4 nodes with
the kinematic matrix D provided by the map
Dξ =
ξ2 − ξ1ξ3 − ξ2
ξ4 − ξ3
 =
−1 1 0 00 −1 1 0
0 0 −1 1


ξ1
ξ2
ξ3
ξ4
 , (35)
some 3×3 diagonal matrix A of Hooke’s coefficients and some intervals [c−i , c+i ],
i ∈ 1, 3, of elasticity bounds. Assume that displacement-controlled loading
l(t) ∈ R2 is given by the incidence vectors
(R1, R2) = R =
0 11 1
1 0
 , (36)
see Fig. 5. To examine the shapes of the associated moving set Π(t) ∩ V , we
  
Fig. 5 A one-dimensional network of 3 springs on 2 nodes with 2 length locking constraints.
The circled figures stays for numbers of nodes. The regular figures are the numbers of springs.
The figure shows just one possible option for the directions (and magnitudes) of the forces
in gray color.
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find out the eligible values of the function h(t).
From (16) we conclude that eligible stress-controlled loading f(t) lead to h(t)
given by
h(t) = UbasisH(t), (37)
where Ubasis is the m × dimU−matrix of the vectors of a basis of U and
H : [0, T ] → RdimU is any absolutely continuous function.By (34) and (12),
there should exist an n× (n− q − 1)−matrix M such that
R>DM = 0 and rank(DM) = n− q − 1 (38)
which allows to introduce Ubasis as
Ubasis = DM. (39)
Getting back to the matrices D and R given by (35) and (36) one has dimU =
n−q−1 = 4−2−1 = 1. A possible 4×1−matrix that solves (38), the respective
Ubasis found from (39), and the respective function h(t) given by (37) are then
read as
M =

0
1
0
1
 , Ubasis =
 1−1
1
 , h(t) =
 1−1
1
H(t), (40)
where H is an arbitrary absolutely continuous function from [0, T ] to R. Fig. 6
illustrates the shapes of Π(t) ∩ V for different constant values of H(t), where
according to (12) we considered
V = Ker
(
U>basisA
)
=
 a1−a2
a3
⊥ . (41)
 
 
 
 
 
g(t) 
h(t) 
(a) (b) (c) (d) 
Fig. 6 Shapes of the moving constraint Π(t) ∩ V for the sweeping process of the net-
work of Fig. 5 with parameters c+1 = −c−1 = 1, c+2 = −c−2 = 1.3, c+3 = −c−3 =
1.6, a1 = a2 = a3 = 1 for different values of stress loading h(t) = (1,−1, 1)>t:
a) t = 0, b) t = 0.32, c) t = 0.5, d) t = 0.8. Figure (a) also features the possible directions
of the function g(t) (dotted vectors) and the possible direction of the function h(t) (solid
vector) that represent displacement-controlled and stress-controlled loading respectively.
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3.3 Bounds on the stress loading to satisfy the safe load condition
In this section we are dealing with a general elastoplastic system again. To
verify condition (8) it is sufficient to check that displacement-controlled lengths
li(t) can be varied independently one from another. Computational algorithms
to verify safe load condition (22) for particular systems is a standard topic of
computational geometry, see e.g. Bremner et al [5]. In this section we derive
analytic conditions which allow to spot classes of elastoplastic systems for
which the safe load condition holds.
Proposition 1 In order for the safe load condition (22) of Theorem 2 to hold
for some t ≥ 0, it is sufficient to assume that
−Ah(t) ∈ C. (42)
Proof. In order to show that (42) implies (22), it is sufficient to observe that
0 ∈ U⊥ and that (42) yields 0 ∈ C +Ah(t). uunionsq
Definition 1 We will say that a spring i is blocked by displacement-controlled
loadings, if the family of displacement-controlled loadings {lj}qj=1 contains a
chain that connects one end of spring i with its other end.
Lemma 2 Assume that in a given elastoplastic system the number q of
displacement-controlled loadings is 2 less the number of nodes. If none of the
springs of the elastoplastic system (3)-(7) is blocked by displacement-controlled
loadings, then
xi 6= 0 for any i ∈ 1,m, x ∈ U\{0}.
Proof. Recall, that Ik and Jk are the left and right endpoints respectively of
the displacement-controlled constraint lk(t). Consider the matrix D1 obtained
from matrix D by combining the column Ik and the column Jk as follows: 1)
add the values of column Jk to the respective values of column Ik, 2) delete
the column Jk. Then,{
D1ξ : ξ ∈ Rn−1
}
=
{
Dξ : (Rk)>Dξ = 0, ξ ∈ Rn} .
Moreover, each row of D has exactly one element 1 and −1 and none of the
springs are blocked therefore at least one of each pair of summands at step 1)
is zero. Matrix D1 is the kinematic matrix for a new elastoplastic system that
is obtained from elastoplastic system (3)-(7) by merging the nodes Ik and Jk
together and, thus, by reducing the number of nodes by 1. Accordingly, the
new elastoplastic system features only q − 1 displacement-controlled loadings
and the indices {Ii, Ji}q−1i=1 are now from 1, n− 1.
Repeating this process through all the incidence vectors {Rk}qk=1, where q =
n− 2 by Lemma 1, we obtain
U =
{
Dξ : R>Dξ = 0, ξ ∈ Rn} = {D¯ξ : ξ ∈ Rn−q} = {D¯ξ : ξ ∈ R2} ,
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where D¯ is the kinematic matrix of the reduced elastoplastic system that
is obtained from the original one by merging node Ik with node Jk trough
k ∈ 1, q.
Since the reduced elastoplastic system has only two nodes (q = n − 2), all
the displacement-controlled constraints of the original system split into at
most two connected components, which shrink into these two nodes under
the proposed reduction process. If spring i is not blocked by displacement-
controlled loadings, then the endpoints of spring i belong to different connected
components introduced. Therefore, the endpoints of spring i are two different
nodes of the reduced elastoplastic system, which implies
ui 6= 0, i ∈ 1,m, for any u = D¯ξ such that ξ ∈ R2, ξ1 6= ξ2.
If ξ1 = ξ2 then u = D¯ξ = 0. The proof of the lemma is complete. uunionsq
Proposition 2 Assume that the conditions of Lemma 2 hold. Let u¯ be an
arbitrary nonzero fixed vector of U (dimU = 1 by Lemma 1) and consider
c¯+ =

c
sign(u¯1)
1
...
c
sign(u¯m)
m
 , c¯− =

c
−sign(u¯1)
1
...
c
−sign(u¯m)
m
 ,
where c−1i denotes c
−
i and c
+1
i denotes c
+
i . Then, for each fixed t ≥ 0, the safe
load condition (22) holds if and only if〈
u¯, c¯+ +Ah(t)
〉 · 〈u¯, c¯− +Ah(t)〉 ≤ 0. (43)
Proof. We first show that (43) implies (22). Assume that (22) doesn’t hold
for some t ∈ [0, T ]. Therefore, by convexity of C, either 〈u¯, x+Ah(t)〉 > 0
for all x ∈ C or 〈u¯, x+Ah(t)〉 < 0 for all x ∈ C. In either case we conclude
〈u¯, c¯+ +Ah(t)〉 · 〈u¯, c¯− +Ah(t)〉 > 0 because c¯+, c¯− ∈ C, which contradicts
(43).
Let us now show that (22) implies (43). Indeed, since
u¯ic¯
−
i ≤ u¯icji ≤ u¯ic¯+i , for any i ∈ 1,m, j ∈ {−1,+1},
we have〈
u¯, c¯− +Ah(t)
〉 ≤ 〈u¯, x+Ah(t)〉 ≤ 〈u¯, c¯+ +Ah(t)〉 , for any x ∈ C.
The latter inequality takes the required form (43) when one plugs x satisfying
〈u¯, x+Ah(t)〉 = 0, which exists because of (22). uunionsq
Remark 5 Considering the left-hand-side of (43) as a polynomial P (〈u¯, Ah(t)〉)
in 〈u¯, Ah(t)〉, we see that the branches of the polynomial are pointing upwards.
Therefore, condition (43) is the requirement for 〈u¯, Ah(t)〉 to stay strictly
between the roots of the polynomial. The roots of P (〈u¯, Ah(t)〉) are given by
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〈u¯, Ah(t)〉 = −〈u¯, c¯−〉 > 0 and 〈u¯, Ah(t)〉 = −〈u¯, c¯+〉 < 0. Therefore, (43) is
equivalent to
− 〈u¯, c¯+〉 ≤ 〈u¯, Ah(t)〉 ≤ − 〈u¯, c¯−〉 ,
which highlights that (43) is a restriction on the magnitude of 〈u¯, Ah(t)〉 .
Proposition 2 can be e.g. applied to the one-dimensional network of Fig. 5,
where dimU = 1 as we noticed earlier.
Example (continued). For the elastoplastic system of Fig. 5 one can consider
u¯ = (1,−1, 1)> and using (40) obtain
c¯+ =
 c+1c−2
c+3
 , c¯− =
 c−1c+2
c−3
 , 〈u¯, Ah(t)〉 = (a1 + a2 + a3)H(t). (44)
Based on Remark 5 the necessary and sufficient condition for safe load condi-
tion (43) to hold is then
− c+1 + c−2 − c+3 ≤ (a1 + a2 + a3)H(t) ≤ −c−1 + c+2 − c−3 . (45)
3.4 Condition on the displacement-controlled loading to eliminate constant
solutions
Next proposition gives conditions to ensure that any point x which belongs to
the moving set Π(t) ∩ V of sweeping process (18) at some initial time t = t1
will lie outside Π(t) ∩ V at time t = t2. These conditions will, therefore, rule
out the existence of constant solutions.
Proposition 3 Assume that conditions of Theorem 1 hold. If
‖A−1c− −A−1c+‖A < ‖g(t1)− g(t2)‖A , (46)
for some 0 ≤ t1 < t2, where
‖x‖A =
√
〈x,Ax〉, c− = (c−1 , ..., c−m)>, c+ = (c+1 , ..., c+m)>,
then sweeping process (18) doesn’t have any solutions that are constant on
[t1, t2].
Proof. The claim follows by showing that
(Π(t1) ∩ V ) ∩ (Π(t2) ∩ V ) = ∅
Since h(t) ∈ U we have
Π(t) ∪ V = (A−1C + h(t)− g(t)) ∩ V ⊂ PVA−1C − g(t), t ∈ [t1, t2],
and it is sufficient to prove that the sets
PVA
−1C − g(t1) and PVA−1C − g(t2) don’t intersect.
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The latter will hold, if the diameter of the set PVA
−1C is smaller than the
distance between g(t1) and g(t2), which fact will now be established.
Since PV is the orthogonal projection in the sense of the scalar product
(x, y)A = 〈x,Ay〉 , we have (see e.g. Conway [13, Theorem 2.7 b)])
‖PV x‖A ≤ ‖x‖A, x ∈ Rm.
Therefore, for any c1, c2 ∈ C,∥∥PV (A−1c1 −A−1c2)∥∥A ≤ ∥∥A−1c1 −A−1c2∥∥A ≤ ‖A−1c− −A−1c+‖A <
< ‖g(t1)− g(t2)‖A .
The proof of the proposition is complete.
Remark 6 Note, the left-hand-side in the squared inequality (46) from the
statement of Proposition 3 can be computed as
‖A−1c− −A−1c+‖2A =
〈
c− − c+, A−1(c− − c+)〉 .
In what follows we show which kind of computations is required to verify the
condition of Proposition 3 in practice.
Example (continued). Given the elastoplastic system of Fig. 5, our goal is
to compute the effective displacement-controlled loading g(t) of (15).
For the term PVDL of (15) observe, that there exists a dimV × q-matrix L¯
such that
VbasisL¯ = PVDL, (47)
where Vbasis is the m× dimV−matrix of the vectors of a basis of V . The i-th
column of matrix L¯ is the vector of the coordinates of the respective vector
PVDL
i ∈ V in the basis Vbasis, where Li stays for the i-th column on matrix
L. Formula (15) can therefore be rewritten as
g(t) = VbasisL¯l(t). (48)
Computing the effective displacement-controlled loading g(t) has hereby been
turned into computing Vbasis and L¯.
By (34),
dimV = m− n+ q + 1, (49)
and according to (41), Vbasis is an arbitrary matrix of dimV linearly indepen-
dent columns that solves
(Ubasis)
>AVbasis = 0. (50)
For the particular matrices (35), using the earlier computed Ubasis, see (40),
one gets dimV = 2, (Ubasis)
> = (1 − 1 1), and a possible solution to (50) is
Vbasis =
 1/a1 01/a2 1/a2
0 1/a3
 .
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To find L¯, we observe that by (9), for any ξ ∈ Rq, we have
PVDLξ = DLξ − PUDLξ ∈ DRn,
as PUDLξ ∈ DRn by definition of U. Combining this relation with (9) and
(47) one gets the following equations for L¯:
R>VbasisL¯ = Iq×q, (51)
VbasisL¯Rq ⊂ DRn, (52)
from which L¯ can be found. In Appendix B we offer a diagram (fig. 7) showing
the construction of VbasisL¯ graphically.
For specific matrix D given by (35), one has DR4 = R3 (i.e. there is no
geometric constraint coming from the graph of springs in this case) and so
(52) holds for any matrix L¯. The matrix L¯ is therefore a 2 × 2−matrix that
solves (51), which has a unique solution
L¯ =
(
1/a2 1/a2 + 1/a3
1/a1 + 1/a2 1/a2
)−1
.
Formula (48), in particular, implies that, for the network of springs of Fig. 5
(where dimV = q = 2), the displacement-controlled constraints are capable
to execute any desired motion of C(t) in V.
Applying Proposition 3 and Remark 6, we obtain the following condition for
non-existence of constant solutions. The elastoplastic system of Fig. 5 doesn’t
have constant solutions on [0, T ], if there exist t1, t2 ∈ [0, T ] such that
4∑
i=1
1
ai
(c+i − c−i )2 <
∥∥VbasisL¯ (l(t1)− l(t2))∥∥2A . (53)
3.5 A polyhedral description of moving sets for elastoplastic systems and
reduction to subspace V
To give a deeper look into the possible dynamics of sweeping processes of
elastoplastic systems we now rewrite moving set Π(t)∩ V and process (19) in
a slightly different form which is more suitable for further analysis. From
A−1C =
{
x ∈ Rm : 1
ai
c−i ≤ xi ≤
1
ai
c+i
}
we have
A−1C+h(t)−g(t) = {x ∈ Rm : c−i + aihi(t) ≤ 〈ei, Ax+Ag(t)〉 ≤ c+i + aihi(t)} ,
where ei ∈ Rm is the vector with 1 in the i-th component and zeros elsewhere.
Since g(t) ∈ V, one has
〈ei, Ax+Ag(t)〉 = 〈PUei + PV ei, Ax+Ag(t)〉 = 〈PV ei, Ax+Ag(t)〉 , x ∈ V,
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and we conclude
Π(t) ∩ V =
m⋂
i=1
{
x ∈ V : c−i +aihi(t)≤〈ni, Ax+Ag(t)〉≤ c+i +aihi(t)
}
, (54)
where ni = PV ei, i.e. ni are the columns of the projection matrix PV .
Moreover, since y(t) ∈ V for all t and y′(t) ∈ V for a.a. t we can restrict
the normal cone from (19) to the normal cone defined within the subspace V ,
which also appears to be the intersection of the original normal cone with V :
NVC (x) := N
A
C (x)∩V =
{{ξ ∈ V : 〈ξ, A(c− x)〉 ≤ 0, for any c ∈ C} , if x ∈ C,
∅, if x 6∈ C.
Therefore we can restrict sweeping process (19) to one completely defined
within V :
− y˙ ∈ NVΠ(t)∩V (y). (55)
In the following chapters we are going to analyze dynamics of the process (55)
with the moving set in form (54).
4 Convergence to a periodic attractor
4.1 Convergence in the case of a moving constraint given by an intersection
of translationally moving convex sets
In this section we establish convergence properties of a general sweeping pro-
cess
− x˙ ∈ N0C(t)(x), y ∈ E, (56)
where E is a d-dimensional linear vector space, C(t) ⊂ E is convex closed set
for any t, and
N0C(x) =
{ {ξ ∈ E : (ξ, c− x)0 ≤ 0, for any c ∈ C} , if x ∈ C,
∅, if x 6∈ C, (57)
where (·, ·)0 is some inner product in E. These convergence properties are then
refined in section 4.3 in the context of the particular sweeping process (18).
A set-valued function t 7→ C(t) is called globally Lipschitz continuous, if
dH(C(t1), C(t2)) ≤ LC |t1− t2|, for all t1, t2 ∈ R, and for some LC > 0, (58)
where dH(C1, C2) is the Hausdorff distance between two closed sets C1, C2 ∈ E
defined as
dH(C1, C2) = max
{
sup
x∈C2
dist(x,C1), sup
x∈C1
dist(x,C2)
}
(59)
with dist(x,C) = inf {|x− c| : c ∈ C} .
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Recall, if C(t) is a globally Lipschitz continuous function with nonempty closed
convex values from E, then the solution x(t) of sweeping process (56) with any
initial condition x(t0) = x0 is uniquely defined on [t0,∞) in the sense that x(t)
is a Lipschitz continuous function that verifies (56) for a.a. t ∈ [t0,∞) (see e.g.
Kunze and Monteiro Marques [29]).
Let us use t 7→ X(t, x0) to denote the solution of sweeping process (56) that
takes the value x0 at time 0. In what follows, we consider the set of T -periodic
solutions of (56)
X = {X(·, x0) : x0 = X(T, x0)} ⊂ C(R, E) (60)
X(t) = {X(t, x0) : x0 = X(T, x0)} ⊂ E (61)
and prove that, for T -periodic moving constraint C(t), the set X(t) attracts
all the solutions of (56). Note that the condition X(0, x0) = X(T, x0) implies
X(0, x0) = X(jT, x0), j ∈ N, when t 7→ C(t) is T -periodic.
Definition 2 A set-valued function t 7→ Y (t) is a global attractor of sweeping
process (56), if dist(x(t), Y (t)) → 0 as t → ∞ for any solution x of sweeping
process (56).
Finally, we denote by ri(C) the relative interior of a convex set C ⊂ E, see
Rockafellar [40, §6].
Theorem 2 Let t 7→ C(t) be a Lipschitz continuous uniformly bounded T -
periodic set-valued function with nonempty closed convex values from E. Let
t 7→ X(t) be the set of T -periodic solutions of sweeping process (56) as defined
in (61). Then, X ⊂ C([0, T ], E) is closed and convex. If, in addition, C(t) is
an intersection of closed convex sets Ci (some of them, say, first p sets, may
be polyhedral) that undergo just translational motions
C(t) =
k⋂
i=1
(Ci + ci(t)), (62)
where ci(t) are single-valued T -periodic Lipschitz functions such that
p⋂
i=1
(Ci + ci(t)) ∩
k⋂
i=p+1
(ri(Ci) + ci(t)) 6= ∅, t ∈ [0, T ], (63)
then
x˙(t) = y˙(t), for any x, y ∈ X and for a.a. t ∈ [0, T ], (64)
and X(t) is a global attractor of (56).
The theorem, in particular, implies that X(t) cannot contain non-constant
solutions, if it contains at least one constant solution.
The proof of theorem 2 is split into 3 lemmas. Lemma 3 establishes the con-
vexity of X (closedness of X(t) follows from the continuous dependence of
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solutions of (56) on the initial condition, see [29, Corollary 1]). Lemma 4
proves the statement (64). Finally, the global attractivity of X(t) is given by
Theorem 3 which is an extension of a result from Krejci [27] for convex sets
(62).
In what follows, ‖ · ‖0 is the norm induced by the scalar product in E, i.e.
‖x‖0 =
√
(x, x)0. (65)
Lemma 3 Let t 7→ C(t) be a Lipschitz continuous set-valued function with
nonempty closed convex values from E. Then, both X(t) ⊂ E and X ⊂
C(R, E) are convex. In addition, for any x, y ∈ X ⊂ C(R, E)
‖x(t)− y(t)‖0 is constant in t. (66)
Proof. Let x, y ∈ X. Due to monotonicity of N0C(t)(x) in x the distance
t 7→ ‖x(t) − y(t)‖0 cannot increase (see e.g. [29, Corollary 1]). Notice, that
t 7→ ‖x(t) − y(t)‖0 cannot decrease, otherwise it cannot be periodic, so (66)
follows.
For any θ ∈ (0, 1) the initial condition θx(0) + (1 − θ)y(0) belongs C(0) by
convexity of C. Let xθ be the corresponding solution. Since t 7→ ‖x(t)−xθ(t)‖0
and t 7→ ‖xθ(t)− y(t)‖0 are also non-increasing, then
‖x(t)− xθ(t)‖0 + ‖y(t)− xθ(t)‖0 6 ‖x(0)− xθ(0)‖0 + ‖y(0)− xθ(0)‖0 =
= ‖x(0)− y(0)‖0 = ‖x(t)− y(t)‖0.
On the other hand, the triangle inequality yields
‖x(t)− xθ(t)‖0 + ‖y(t)− xθ(t)‖0 > ‖x(t)− y(t)‖0
and we have
‖x(t)− xθ(t)‖0 + ‖xθ(t)− y(t)‖0 = ‖x(t)− y(t)‖0 ≡ const. (67)
Because none of the terms ‖x(t) − xθ(t)‖0, ‖xθ(t) − y(t)‖0 can increase, both
of them remain constant and positive(due to the choice of xθ(0)). Moreover,
by strict convexity of the inner product space (see Narici-Beckenstein [37, Th
16.1.4 d)]) there is α(t) > 0 such that
xθ(t)− y(t) = α(t)(x(t)− xθ(t)).
We solve for xθ:
xθ(t) =
α(t)
1 + α(t)
x(t) +
1
1 + α(t)
y(t). (68)
and substitute it to the second difference in (67):
‖x(t)− xθ(t)‖0 = 1
1 + α(t)
‖x(t)− y(t)‖0,
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Both distances ‖x(t) − xθ(t)‖0 and ‖x(t) − y(t)‖0 are constant, hence α(t) is
constant as well, which means that α(t) = α(0) and due to the choice of xθ(0)
expression (68) becomes
xθ(t) = θx(t) + (1− θ)y(t).
This formula, in particular, implies that xθ is T -periodic. The proof of con-
vexity of X is complete.
Lemma 4 Let t 7→ C(t) be a set-valued function of the form (62)-(63) with
convex closed Ci and Lipschitz-continuous single valued ci(t). Let x and y be
two solutions of sweeping process (56) defined on [0, T ] such that (66) holds
for them. Then for almost all t ∈ [0, T ]
x˙(t) = y˙(t). (69)
Proof. The properties (62)-(63) imply (see [40, Corollary 23.8.1]) that
N0C(t)(x) =
k∑
i=1
N0Ci+ci(t)(x), for all x ∈ C(t) and for a.a. t ∈ [0, T ]. (70)
Let t ∈ (0, T ) be such that x˙(t), y˙(t), c˙i(t), i ∈ 1, k, exist and (70) holds.
Property (70) allows to spot x˙ti, y˙
t
i , i ∈ 1, k, such that
x˙(t) =
k∑
i=1
x˙ti, −x˙ti ∈ N0Ci+ci(t)(x(t)), i ∈ 1, k,
y˙(t) =
k∑
i=1
y˙ti , −y˙ti ∈ N0Ci+ci(t)(y(t)), i ∈ 1, k.
To show that ‖x˙(t)− y˙(t)‖0 = 0, consider
‖x˙(t)− y˙(t)‖20 = (x˙(t)− y˙(t), x˙(t)− y˙(t))0 =
=
k∑
i=1
(
x˙ti, x˙(t)− c˙i(t)
)
0
+
k∑
i=1
(
y˙ti , y˙(t)− c˙i(t)
)
0
− (71)
−
k∑
i=1
(
x˙ti, y˙(t)− c˙i(t)
)
0
−
k∑
i=1
(
y˙ti , x˙(t)− c˙i(t)
)
0
. (72)
For the value of t ∈ (0, T ) as fixed above, we now prove that each of sums in
(71)-(72) vanish.
Step 1. Vanishing sums in (71). Fix i ∈ 1, k. By the definition of normal cone,(
x˙ti, z + ci(t)− x(t)
)
0
≥ 0 and (y˙ti , z + ci(t)− y(t))0 ≥ 0 for all z ∈ Ci. (73)
Considering z = x(t+ h)− ci(t+ h) ∈ Ci, we observe that the function
f(h) =
(
x˙ti, x(t+ h)− x(t)− (ci(t+ h)− ci(t))
)
0
24 Ivan Gudoshnikov, Oleg Makarenkov
is non-negative in a neighborhood of zero. Since f(0) = 0, we conclude that
0 = f ′(0) = (x˙ti, x˙(t)− c˙i(t))0 . The relation (y˙ti , y˙(t)− c˙i(t))0 = 0 can be
proved by analogy using the second inequality of (73).
Step 2. Vanishing sums in (72). We claim that
k∑
i=1
(
x˙ti, zi + ci(t)− y(t)
)
0
≥ 0,
k∑
i=1
(
y˙ti , zi + ci(t)− x(t)
)
0
≥ 0, zi ∈ Ci, (74)
so that the arguments of Step 1 apply to
f(h) =
k∑
i=1
(
x˙ti, y(t+ h)− y(t) + ci(t)− ci(t+ h)
)
0
(similarly for the second sum of (74) with zi = x(t + h) − ci(t + h)) to show
that the sums in (72) vanish. To establish (74), we first rewrite it as
k∑
i=1
(
x˙ti, zi + ci(t)
)
0
− (x˙(t), y(t))0 ≥ 0,
k∑
i=1
(
y˙ti , zi + ci(t)
)
0
− (y˙(t), x(t))0 ≥ 0,
and then prove that
(x˙(t), y(t))0 = (x˙(t), x(t))0 and (y˙(t), x(t))0 = (y˙(t), y(t))0 , t ∈ [0, T ], (75)
so that (74) becomes a consequence of (73). To prove (75) we use (66) and
observe that
0 =
d
dt
‖x(t)− y(t)‖20 = − (x˙(t), y(t)− x(t))0 − (y˙(t), x(t)− y(t))0
But x(t), y(t) ∈ C(t) and both these functions are solutions of sweeping process
(56). Therefore, (x˙(t), y(t)− x(t))0 > 0 and (y˙(t), x(t)− y(t))0 > 0, which
implies (75).
The proof of the lemma is complete. uunionsq
We acknowledge that the idea of the proof of Step 1 of Lemma 4 has been
earlier used by Krejci in the proof of [27, Theorem 3.14], which would suffice
for the proof when k = 1. The achievement of Lemma 4 is in considering
k > 1, thus the new Step 2. Accordingly, the proof of the next theorem follows
the lines of [27, Theorem 3.14] with Lemma 4 used to justify (101), which is
the place of the proof that needed further arguments when moving to k > 1.
We present a proof for completeness (Appendix A) also because [27] employs
slightly different notations. The theorem effectively states that any bounded
solution of a T -periodic sweeping process is asymptotically T -periodic, which
facts is known in differential equations as Massera’s theorem [35].
Theorem 3 (Massera-Krejci theorem for sweeping processes with a
moving set of the form C(t) = ∩ki=1(Ci + ci(t))) Let t 7→ C(t) be a
set-valued uniformly bounded function of the form (62)-(63) with convex closed
Ci and Lipschitz-continuous single-valued T -periodic ci(t). Then the set X(t)
of T -periodic solutions of (56) is a global attractor of (56).
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The proof of Theorem 3 is given in Appendix A.
An interested reader can note that sweeping process (56) with k = 1 converts
to a perturbed sweeping process −ξ˙ = N0C1(ξ) + c˙1(t) with an immovable
constraint by the change of the variables ξ(t) = y(t) − c1(t), while it is not
clear whether or not (56) converts to a perturbed sweeping process with a
constant constraint when k > 1. This further highlights the difference between
the cases k = 1 and k > 1 as long as potential alternative methods of analysis
of the dynamics of (56) are concerned.
4.2 Strengthening of the conclusion of section 4.1 in the case of a moving
constraint given by a polyhedron with translationally moving facets
When applied to a one-dimensional network of elastoplastic springs (3)-(7),
the existence of a periodic attractor X(t) for the associated sweeping process
(18) follows from Theorem 2. A new geometric property of X(t) that comes
with considering the sweeping process (18) is due to the polyhedral shape
of the moving constraint Π(t) ∩ V , see Section 3.5. Theorem 4 below states
that even if X(t) consists of several periodic solutions, they all exhibit certain
identical behavior.
As earlier, let E be a finite-dimensional linear vector space equipped with a
scalar product (·, ·)0 and let ri(X) be the relative interior of the convex set
X ∈ C([0, T ], E).
Theorem 4 Assume that a uniformly bounded set-valued function t 7→ C(t)
is given by
C(t) =
m⋂
i=1
{
x ∈ E : c−i (t) ≤ (ni, x)0 ≤ c+i (t)
}
, t > 0, (76)
where c−i , c
+
i are single-valued globally Lipschitz continuous functions, ni are
given vectors from E. Then the set X(t) of T -periodic solutions of sweeping
process (56) is the global attractor of (56). Furthermore, X ⊂ C([0, T ], E) is
closed and convex, and all the interior solutions of X follow the same pattern
of motion in the sense that
J(t, x(t)) = J(t, y(t)), for all x, y ∈ ri(X), t ≥ 0, (77)
where J(t, x) is the active set of the polyhedron C(t) given by
J(t, x) =
{
i ∈ −m,−1 : (n−i, x)0 = c−−i(t)
} ∪ {i ∈ 1,m : (ni, x)0 = c+i (t)} .
Theorem 4 is a corollary of Theorem 2 except for the property (77) which
comes from the polyhedral shape of the moving constraint C(t). The property
(77) follows from the following general result.
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Lemma 5 Consider an arbitrary convex set B embedded into a convex poly-
hedron:
B ⊂
k⋂
i=1
{x ∈ E : (yi, x)0 ≤ bi} ,
where yi ∈ E and bi ∈ R. If x1, x2 ∈ ri(B), then, for all i ∈ 1, k,
(yi, x1)0 = bi if and only if (yi, x2)0 = bi. (78)
Proof. Consider
xθ = θx1 + (1− θ)x2.
Since x1, x2 ∈ ri(B), there exists ε > 0 such that x−ε ∈ ri(B) and x1+ε ∈
ri(X). Put x¯1 = x−ε, x¯2 = x1+ε. Then there exist θ1, θ2 ∈ (0, 1), θ1 6= θ2,
such that
x1 = θ1x¯1 + (1− θ1)x¯2, x2 = θ2x¯1 + (1− θ2)x¯2. (79)
Assume that (yi, x1)0 = bi. Then
θ1((yi, x¯1)0 − bi) = −(1− θ1)((yi, x¯2)0 − bi) (80)
by using the first formula of (79). Since x¯1, x¯2 ∈ B, one has (yi, x¯1)0 − bi ≤
0 and (yi, x¯2)0 − bi ≤ 0. Therefore formula (80) can only hold when both
(yi, x¯1)0 − bi and (yi, x¯2)0 − bi vanish. Hence
(yi, x2)0 = θ2 (yi, x¯1)0 + (1− θ2) (yi, x¯2)0 = θ2bi + (1− θ2)bi = bi.
The reverse implication in (78) can be proved by analogy. uunionsq
4.3 Application: an analytic condition for the convergence of the stresses of
elastoplastic systems to an attractor
Let JC(x) be the active set of the parallelepiped C, i.e.
JC(x) =
{
i ∈ −m,−1 : x−i = c−−i
} ∪ {i ∈ 1,m : xi = c+i } .
A direct consequence of Theorem 4 is the following result about asymptotic
behavior of the stresses of the elastoplastic system (3)-(7).
Theorem 5 Let the conditions of Theorem 1 hold and both displacement-
controlled and stress-controlled loadings are T -periodic. Then, for any initial
condition at t = 0, the stresses s1(t), ..., sm(t) of the springs converge, as
t→∞, to the attractor
S(t) = A (X(t)− h(t) + g(t)) ,
where X(t) is the set of all T -periodic solutions of sweeping process (18), and
h(t) and g(t) are the effective loadings given by (16) and (15). The functions
of S(t) have equal derivatives for a.a. t ≥ 0 as per (64) and, moreover,
JC (s¯i(t)) = JC (sˆi(t)) , for all s¯, sˆ ∈ ri(S), t ≥ 0. (81)
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Proof. We apply Theorem 4 with C(t) = Π(t) ∩ V, where Π(t) and V are
those defined in Theorem 1. Since Π(t) is uniformly bounded in t ∈ [0, T ],
same holds for C(t). Thus, the conditions of Theorem 4 are satisfied with
c−i (t) = c
−
i + aihi(t) and c
+
i (t) = c
+
i + aihi(t), and Theorem 4 implies that
J(t, A−1s¯(t)+h(t)−g(t)) = J(t, A−1sˆ(t)+h(t)−g(t)), for all s¯, sˆ ∈ ri(S), t ≥ 0,
which equivalent formulation is (81). Other statements of Theorem 5 follow
from Theorem 4 just directly. The proof of the theorem is complete. uunionsq
Property (81) says that, for any i ∈ 1,m, the spring i will asymptotically
execute a certain pattern of elastoplastic deformation which doesn’t depend
on the state of the network at the initial time.
We remind the reader that if si, i ∈ 1,m, are the stresses of springs, then the
quantities
1
ai
si(t) that appear in (81) are the elastic elongations of the springs.
Example (continued). For the elastoplastic system (3)-(7) of Fig. 5 with T -
periodic displacement-controlled and stress-controlled loadings l(t) and h(t),
Theorem 5 implies the convergence of stresses s(t) to a T -periodic attrac-
tor S(t) provided that property (45) holds. Furthermore, the functions of
A−1S(t) + h(t) − g(t) are all non-constant, if (53) is satisfied. In the next
section of the paper we offer a general result which will, in particular, imply
that the attractor A−1S(t) + h(t)− g(t) consists of a single solution.
5 Stabilization to a unique non-stationary periodic solution
In this section we first prove that the periodic attractor X(t) of a general
sweeping process (56) in a vector space of dimension d consists of just one non-
stationary T -periodic solution, when the normals of any d different facets of
the moving polyhedron C(t) are linearly independent. Then we give a sufficient
condition for such a requirement to hold for the sweeping process (18) coming
from the elastoplastic system (3)-(7).
5.1 Stabilization of a general sweeping process with a polyhedral moving set
As earlier, let E be a linear vector space of dimension d and let (·, ·)0 be a
scalar product in E.
In this subsection it will be convenient to rewrite the set (76) in the following
form
C(t) =
k⋂
i=1
{x ∈ E : (x, ni)0 ≤ ci(t)} , t > 0, (82)
where ci are single-valued functions and ni are given vectors of E. The ad-
vantage of form (82) compared to (76) is that any vector of N0C(t)(x) has
non-negative coordinates in the basis formed by the normals n1, ..., nk, as our
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Lemma 6 shows. Then we establish the following result about global asymp-
totic stability of sweeping processes.
Theorem 6 Let t 7→ C(t) be a uniformly bounded set-valued function given by
(82), where the functions ci are globally Lipschitz continuous and k ≥ dimE.
Assume that any dimE vectors out of the collection {ni}ki=1 ⊂ E are linearly
independent and the cardinality of the set
J(t, x) = {i ∈ 1, k : (x, ni)0 = ci(t)}
doesn’t exceed dimE for all x ∈ C(t) and t ∈ [0, T ]. Then X(t) contains at
most one non-constant T -periodic solution.
Note, ni in (82) are, generally speaking, different from ni in (76), but we
use same notation as it shouldn’t cause confusion. Accordingly, the active set
J(t, x) of Theorem 6 is different from the active set J(t, x) of Theorem 4.
Lemma 6 Assume, that for each t ∈ [0, T ] and x ∈ C(t) the collection of
vectors {ni : i ∈ J(t, x)} is linearly indepentent. Then for a solution x(t)
of sweeping process (56) there is a collection of integrable non-negative λi :
[0, T ]→ R+ ∪ {0}, i ∈ 1, k, such that
− x˙(t) =
k∑
i=1
λi(t)ni, for a.a. t ∈ [0, T ]. (83)
Proof. Recall, that for a fixed t ∈ [0, T ], the normal cone (57) to the set C(t)
of form (82) can be equivalently formulated as
N0C(t)(x) =

{0}, if x ∈ intC(t),{( ∑
i∈J(t,x)
λi ni
)
: λi ≥ 0
}
, if x ∈ ∂C(t),
∅, if x 6∈ C(t).
(84)
Here intC(t) and ∂C(t) are respectively the interior and the boundary of
C(t). Therefore, for a.a. fixed t ∈ [0, T ], the existence of λ(t) ∈ Rk, λi(t) ≥ 0,
i ∈ 1, k, verifying
− x˙(t) =
∑
i∈J(t,x(t))
λi(t)ni (85)
follows from the inclusion (56). We set λi(t) = 0, if i 6∈ J(t, x(t)). The proof
of Lebesgue measurability of λ(t) will be split into several steps.
Step 1. First we observe that, for any tˆ ∈ [0, T ],
the set Ttˆ =
{
t ∈ [0, T ] : J(t, x(t)) = J(tˆ, x(tˆ))} is measurable.
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This follows from the fact that the set {t ∈ [0, T ] : 〈x(t), ni(t)〉 − ci(t) = 0} is
measurable for each fixed index i ∈ 1, k and that J(tˆ, x(tˆ)) ⊂ 1, k.
Step 2. Now we fix some tˆ ∈ [0, T ] and prove that, for any Borel set B ⊂ Rk,
the set Ttˆ(B) =
{
t : [0, T ] : λ(t) ∈ B, J(t, x(t)) = J(tˆ, x(tˆ))} is measurable.
If inclusion (56) doesn’t hold at tˆ and mes(Ttˆ) = 0, then Ttˆ(B) is measurable
and mes(Ttˆ(B)) = 0. If (56) doesn’t hold at tˆ and mes(Ttˆ) > 0, then we can
find t˜ ∈ Ttˆ such that (56) does hold at t˜. Since Ttˆ = Tt˜, we conclude that one
won’t restrict generality of the proof, if assume that (56) holds for the initially
chosen tˆ ∈ [0, T ].
Let n¯1, ..., n¯d be any basis in E such that
n¯i = ni, for all i ∈ J(tˆ, x(tˆ)),
therefore it depends on tˆ. Denote by Stˆ : E → Rd the bounded linear map
which maps every vector from E to its coordinates in terms of {n¯i}di=1. Then
(85) necessarily means that
λ(t) = −Stˆx˙(t), for a.a. t ∈ [0, T ] such that J(t, x(t)) = J(tˆ, x(tˆ)).
Therefore, up to a subset of [0, T ] of zero measure,
Ttˆ(B) =
{
t ∈ [0, T ] : −Stˆx˙(t) ∈ B, J(t, x(t)) = J(tˆ, x(tˆ))
}
= (−Stˆx˙)−1(B)∩Ttˆ,
and the measurability of Ttˆ(B) follows by combining the continuity of x and
the conclusion of Step 1.
Step 3. We finally fix a Borel set B ⊂ Rk and prove the measurability of the
set
λ−1(B) = {t ∈ [0, T ] : λ(t) ∈ B} . (86)
Since J(tˆ, x(tˆ)) can take only a finite number of (set-valued) values when tˆ
varies from 0 to T, then there is a finite sequence t1, ..., tK ∈ [0, T ] such that
[0, T ] =
⋃
i∈1,K
Tti ,
and so we can rewrite (86) as follows
λ−1(B) =
⋃
i∈1,K
Tti(B),
which is a finite union of measurable sets. The proof of the measurability of λ
is complete.
The integrability of λ on [0, T ] now follows from its boundedness. Indeed, since,
‖x˙(t)‖0 ≤M for a.a. t ∈ [0, T ] and some M > 0 [29, p.13], one has
|λi(t)| ≤ ‖λ(t)‖ = M max
i∈1,K
‖Sti‖, for a.a. t ∈ [0, T ].
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The proof of the lemma is complete. uunionsq
Proof of Theorem 6. Let x(t) and y(t) be two non-constant distinct T -
periodic solutions of (18). Theorem 4 implies that we won’t lose generality by
assuming that
J(t, x(t)) = J(t, y(t)). (87)
When applying Theorem 4 we used the fact that the set (82) can be expressed
in the form (76) due to the uniform boundedness of C(t).
The proof is by reaching a contradiction with the fact that x(t) and y(t) are
distinct.
By replacing −x˙(t) by its representation from Lemma 6, one gets
0 =
∫ >
0
−x˙(t)dt =
∫ >
0
k∑
i=1
λi(t)nidt =
k∑
i=1
∫ >
0
λi(t)dt ni, (88)
where λi(t) ≥ 0. Since x(t) is non-constant, the set
Jˆ :=
{
i ∈ 1, k :
∫ >
0
λi(t)dt > 0
}
is non-empty. The following two cases can take place.
1) {ni : i ∈ Jˆ} is a linearly independent system. But property (88) yields∑
i∈Jˆ
∫ >
0
λi(t)dt ni = 0,
that, for linearly independent vectors ni, can happen only when
∫ >
0
λi(t)dt ≡ 0,
i ∈ 1, k. Therefore case 1) cannot take place as x(t) is non-constant.
2) The vectors of {ni : i ∈ Jˆ} are linearly dependent. Since, by the assumption
of the theorem, any d vectors from {ni : i ∈ Jˆ} are linearly independent, one
must have |Jˆ | > d. Let us show this leads to a contradiction as well.
Since for each j ∈ Jˆ , the function λj(t) is positive on a set of positive measure,
there are time moments {tj}j∈Jˆ , where (87) holds along with
−x˙(tj) =
k∑
i=1
λi(tj)ni and λj(tj) > 0.
This and (84) imply
j ∈ J(tj , x(tj)) and by (87) j ∈ J(tj , y(tj)), j ∈ Jˆ ,
or, equivalently,
(x(tj), nj)0 = cj(tj) and (y(tj), nj)0 = cj(tj), j ∈ Jˆ .
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Therefore,
(x(tj)− y(tj), nj)0 = 0, j ∈ Jˆ ,
and, by Lemma 4,
(x(0)− y(0), nj)0 = 0, j ∈ Jˆ .
But |Jˆ | > d and so {ni : i ∈ Jˆ} contains d linearly independent vectors, which
form a basis of Rd. Therefore, x(0) = y(0), which is a contradiction. uunionsq
Theorem 6 can be used for stabilization of general sweeping process with poly-
hedral moving set such as those considered e.g. in Colombo et al [12] and
Krejci-Vladimirov [28].
A fundamental case where Theorem 6 allows to stabilize an elastoplastic sys-
tem (3)-(7) to a single periodic solution is when V cut Π(t) along a simplex.
Testing the set Π(t) ∩ V for being a simplex can be executed for any given
elastoplastic system (3)-(7) using the algorithms of computational geometry
(e.g. Bremner et al [5] can be used to compute the vertexes of Π(t)∩V whose
number needs to equal m+ 1).
At the same time, establishing analytic criteria for stabilization to occur could
be of great use in materials science. A simple criterion of this type is offered
in the next section of the paper.
5.2 Application: an analytic condition for stabilization of elastoplastic
systems to a unique periodic regime
Next theorem is the main result of this paper. It can be viewed as an ana-
logue of high gain feedback stabilization in control theory. Indeed, one of the
two central assumptions of the theorem is q = n − 2, which means that the
elastoplastic system has a sufficient number of control variables to be fully
controllable and thus stabilizable. The second central assumption is assum-
ing that the magnitude of the stress-controlled loading is high enough which
literally resembles the high gain requirement of feedback control theory.
The idea of Theorem is based on a simple fact that the moving parallelepiped
Π(t) intersects the plane V along a simplex, if the the plane V is close to the
vertex of the parallelepiped, see Fig. 6(d). At the same time, this geometric
statement turned out to hold only if q = n− 2.
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Theorem 7 In the settings of Proposition 2 assume that the stress loading
h(t) is large in the sense that
〈
u¯,

c¯k1
...
c¯kj−1
c¯−kj
c¯kj+1
...
c¯km

+Ah(t)
〉
· 〈u¯, c¯k +Ah(t)〉 ≤ 0, j ∈ 1,m, t ∈ [0, T ], (89)
holds for at least one k ∈ {−1,+1}. Further assume that the displacement-
controlled loading g(t) is large in the sense of (46). Then, there exists a T -
periodic function s0(t) such that ‖s(t) − s0(t)‖ → 0 as t → ∞ for the stress
component s(t) of any solution of the quasistatic evolution problem (3)-(7).
Remark 7 Following the lines of Remark 5, we consider the left-hand-side of
(89) as a polynomial P (〈u¯, Ah(t)〉) in 〈u¯, Ah(t)〉, so that the branches of the
polynomial are pointing upwards. Therefore, condition (89) is the requirement
for 〈u¯, Ah(t)〉 to stay between the roots of the polynomial. Note, one root of
P (〈u¯, Ah(t)〉) is given by 〈u¯, Ah(t)〉 = − 〈u¯, c¯k〉. By computing the derivative
P ′
(− 〈u¯, c¯k〉) one concludes that 〈u¯, Ah(t)〉 = − 〈u¯, c¯k〉 is the smaller or larger
root of P (〈u¯, Ah(t)〉) according to whether k = +1 or k = −1. Therefore, a
sufficient condition for (89) to hold with k = +1 and k = −1 are
〈
u¯,−c¯+〉 ≤ 〈u¯, Ah(t)〉 ≤ min
j∈1,m
〈
u¯,−

c¯+1
...
c¯+j−1
c¯−j
c¯+j+1
...
c¯+m

〉
and
max
j∈1,m
〈
u¯,−

c¯−1
...
c¯−j−1
c¯+j
c¯−j+1
...
c¯−m

〉
≤ 〈u¯, Ah(t)〉 ≤ 〈u¯,−c¯−〉
respectively.
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Proof. We are going to prove that the conditions of Theorem 6 hold for the
sweeping process (55) of the elastoplastic system given. Since the set
C(t) =
m⋂
i=1
{
x ∈ V : c−i +aihi(t)≤aixi≤ c+i +aihi(t)
}
(90)
is just a parallel displacement of the polyhedron (54) of sweeping process (55),
it is sufficient to prove that conditions of Theorem 6 hold for the set (90).
More precisely, we prove that conditions of Theorem 6 hold for the set (90)
after it is expressed in the form (82).
Fix t ∈ [0, T ] and j ∈ 1,m. Denote by ξj the solution of the system of m
equations
〈
u¯, Aξj
〉
= 0, (91)
aiξ
j
i = c¯
k
i + aihi(t), i ∈ 1,m, i 6= j. (92)
The solution ξj is unique by Lemma 2 used for x = u¯. Observe, that
〈u¯, A (A−1c¯k + h(t))〉 = 0 ⇔ ξj = c¯k, j ∈ 1,m ⇔
⇔ C(t) = {A−1c¯k + h(t)}. (93)
Indeed, assume that there exists x ∈ C(t) such that x 6= A−1c¯k + h(t). Then
x can be expressed as x = A−1c + h(t) for some c ∈ C. On the other hand,
x ∈ V implies 〈u¯, Ax〉 = 0. Therefore, 〈u¯, c¯k − c〉 = 0 and by just expanding
the scalar product we get the existence of two indices i1, i2 ∈ 1,m, such that
u¯i1(c¯
k
i1 − ci1) > 0, u¯i2(c¯ki2 − ci2) < 0,
which is impossible by the construction of c¯k. Therefore C(t) is a singleton,
if (93) holds. But if C(t) is a singleton for at least one t ∈ [0, T ], then the
statement of the theorem becomes trivial. That is why we now focus on the
case where (93) doesn’t hold on [0, T ]. Below we will complete the proof of
(93) by showing that all ξj ∈ C(t).
In what follows, we show that the conditions of Theorem 6 hold by proving
that the points ξj , j ∈ 1,m, are vertices of a m−1-simplex that coincides with
C(t) ⊂ V (recall that dimV = m− dimU = m− 1 in this case).
Step 1: It holds ξj ∈ C(t), j ∈ 1,m. Based on formula (90), we have to show
that
c−j + ajhj(t) ≤ ajξjj ≤ c+j + ajhj(t), j ∈ 1,m. (94)
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Fix j ∈ 1,m and consider the function
b(x) =
〈
u¯,

c¯k1
...
c¯kj−1
x
c¯kj+1
...
c¯km

+

a1h1(t)
...
aj−1hj−1(t)
0
aj+1hj+1(t)
...
amhm(t)

〉
.
By the definition, ajξ
j
j is the unique root of the equation b(x) = 0. On the
other hand, condition (89) implies that b(c¯−kj +ajhj(t)) ·b(c¯kj +ajkj(t)) ≤ 0, so
that the unique zero of b(x) must be located between the numbers c¯−kj +ajhj(t)
and c¯kj + ajkj(t).
Step 2: The vertices ξj, j ∈ 1,m, form an m−1-simplex. For a given j ∈ 1,m,
we need to show that m− 1 vectors
ζij = ξi − ξj , i ∈ 1,m, i 6= j,
are linearly independent. From (91) we have〈
u¯, Aζij
〉
= 0
while from (92) we get
ζij = (0, ..., 0, ζiji , 0, ..., 0, ζ
ij
j , 0, ..., 0)
>. (95)
Combining these two properties we conclude that
uiaiζ
ij
i + ujajζ
ij
j = 0.
By Lemma 2 uiai 6= 0 and ujaj 6= 0, therefore we either have ζiji = ζijj = 0 or
ζiji ζ
ij
j 6= 0. Observe that the former case is impossible. Indeed, if ξj1 = ξj2 for
some j1 6= j2, then (92) implies ξj1 = ξj2 = A−1(c¯k + Ah(t)), which leads to
(93) when plugged to (91) which we already excluded.
It remains to notice that property ζiji ζ
ij
j 6= 0, i 6= j implies that the vectors
(95) are linearly independent through i 6= j, i ∈ 1,m.
Step 3: We claim that C(t) = conv
{
ξj , j ∈ 1,m} . From Step 1, C(t) ⊃
conv
{
ξj , j ∈ 1,m} , so it remains to prove that C(t) ⊂ conv {ξj , j ∈ 1,m} .
We fix jˆ ∈ 1,m and consider a facet conv
{
ξi, i 6= jˆ,
}
of the simplex
conv
{
ξi, i ∈ 1,m}. Observe from (92) that all vertices of the facet share their
jˆ-th coordinate. Therefore the whole facet belongs to the plane
Ljˆ = {x ∈ V : ajxj = c¯kjˆ + ajˆhjˆ(t)}.
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Therefore,
conv
{
ξi, i ∈ 1,m} = m⋂
j=1
{
x ∈ V : pj
(
ajxj − c¯kj − ajhj(t)
) ≤ 0} ,
where pj ∈ {−1, 1} are suitable signs. On the other hand, by (90),
C(t) ⊂
m⋂
j=1
{
x ∈ V : qj
(
ajxj − c¯kj − ajhj(t)
) ≤ 0} , (96)
where qj ∈ {−1, 1} are suitable signs. Since by Step 2, conv{ξj , j ∈
1,m} ⊂ C(t), we get pj = qj , j ∈ 1,m. But then (96) takes the form
C(t) ⊂ conv{ξj , j ∈ 1,m}.
The proof of the theorem is complete. uunionsq
Example (continued). Applying Theorem 7 to the elastoplastic system of
Fig. 5 (where we have q = n − 2) we use earlier formulas (40) and (44) to-
gether with Remark 7 to obtain the following conclusion: if the T -periodic
displacement-controlled loading l(t) satisfies (53) and, for the T -periodic stress
loading h(t), one either has
−c¯+1 + c¯−2 − c¯+3 < a1h1(t) + a2h2(t) + a3h3(t) <
< min
{−c¯−1 + c¯−2 − c+3 ,−c¯+1 + c¯+2 − c¯+3 ,−c¯+1 + c¯−2 − c¯−3 } , t ∈ [0, T ],
or
max
{−c¯+1 + c¯+2 − c−3 ,−c¯−1 + c¯−2 − c¯−3 ,−c¯−1 + c¯+2 − c¯+3 } <
< a1h1(t) + a2h2(t) + a3h3(t) < −c¯−1 + c¯+2 − c¯−3 , t ∈ [0, T ],
then the stresses of springs of the elastoplastic system of Fig. 5 converge, as
t → ∞, to a unique T -periodic regime that depends on l(t) and h(t), and
doesn’t depend on the initial state of the system.
6 Conclusions
We used Moreau sweeping process framework to analyze the asymptotic
properties of quasistatic evolution of one-dimensional networks of elastoplas-
tic springs (elastoplastic systems) under displacement-controlled and stress-
controlled loadings. This type of elastoplastic systems covers, in particu-
lar, rheological models of materials science. We showed that displacement-
controlled loading corresponds to parallel displacement of the moving poly-
hedron C(t) of the respective sweeping process, but doesn’t influence the
shape of C(t). We showed that it is the stress loading which is capable to
change the shape of C(t). Moreover, we proved that increasing the magni-
tude of the stress loading always makes C(t) a simplex, if the number q of
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displacement-controlled constraints is two less the number n of nodes of the
network (q = n− 2).
The global asymptotic stability result established in this paper ensures con-
vergence of the stresses of springs to a unique periodic solution (output) when
the magnitude of the displacement-controlled loading is large enough and when
the normal vectors of any d different facets of the moving polyhedron C(t) are
linearly independent. Here d is the dimension of the phase space of the poly-
hedron C(t), given by d = m−n+q+1, where m is the number of springs, see
(49). The most natural example where such a property holds is when C(t) is a
simplex. The paper, therefore, puts the simplectic shape of C(t) forward as a
Discrete analogue of Drucker’s postulate (as far as materials science audience
is concerned).
Our theory can be viewed as an analogue of the high gain feedback stabilization
of the classical control theory, see Isidori [22, §4.7]. The high gain assumption
of the control theory corresponds to our condition (89) on the magnitude of
stress loading. Our assumption q = n−2 on the network of elastoplastic springs
resembles the relative degree in control.
The advantage of the proposed restriction dimU = 1 is that it leads to simple
analytic conditions (46) and (89) for the convergence of an elastoplastic system,
which can be used for the design of elastoplastic systems that converge for
the desired set of applied loadings. Extending Theorem 7 to the case where
dimU > 1 is a doable task, but the respective inequality (89) transforms into
a list of groups of inequalities, where the number of groups equals the number
of selections of dimU from m (equation (91) gets replaced by the respective
combinations of dimU equations). We don’t see how such a condition can be
useful in design of applied loadings, thus we stick to dimU = 1.
The results of the paper can be extended to the case of dynamic evolution of
elastoplastic systems with small inertia forces along the lines of Martins et al
[34].
We like to think that the present paper opens a new room of opportunities for
researchers interested in applied analysis and control.
Appendix A
Proof of Theorem 3 (Massera-Krejci Theorem for sweeping processes with
a moving set of the form C(t) = ∩ki=1(Ci + ci(t))).
We prove that every solution x of sweeping process (56), that is defined on
[0,∞), satisfies
lim
t→+∞ ‖x(t)− x
∗(t)‖0 = 0, (97)
where x∗ is a T -periodic solution of (56).
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Notice, that in case of T−periodic input the function t 7→ x(t+T ) coincide with
another solution of (56) originating from the point x(T ) at t = 0. Due to mono-
tonicity of N0C(t)(x) in x the distance ‖x(t+ T )− x(t)‖0 is non-increasing(see
e.g. [29, Corollary 1]) and there exists
r = lim
t→+∞ ‖x(t+ T )− x(t)‖0. (98)
Since x([0,∞)) is precompact, there is a subsequence {nj}j∈N ⊂ N and a point
x∗0 such that
lim
j→∞
‖x(njT )− x∗0‖0 = 0. (99)
Moreover, since each x(njT ) ∈ C(njT ) = C(0) and C(0) is closed we have
x∗0 ∈ C(0). Let x∗ be a solution of (56) with the initial condition x∗(0) = x∗0.
Consider the functions
xj(t) = x(t+ njT ), j ∈ N.
Since C(t) = C(njT+t), each function xj(t) is the solution of sweeping process
(56) with the initial condition xj(0) = x(njT ). The distance between solutions
doesn’t increase, so for any t > 0,
0 6 ‖xj(t)− x∗(t)‖0 6 ‖x(njT )− x∗0‖0, (100)
and using (99) we obtain (97). Now it remains to prove that x∗ is T -periodic.
Combining (100) and (98) we get
r = lim
j→∞
‖x(t+ njT + T )− x(t+ njT )‖0 = ‖x∗(t+ T )− x∗(t)‖0.
Since x∗ and t 7→ x∗(t + T ) are two solutions of sweeping process (56) with
the constant distance r between them, lemma 4 yields
x˙∗(t) = x˙∗(t+ T ), t ≥ 0. (101)
Thus,
x∗(n¯T )− x∗0 =
n¯T∫
0
x˙∗(t)dt = n¯
>∫
0
x˙∗(t)dt = n¯(x∗(T )− x∗0), n¯ ∈ N,
and so ‖x∗(n¯T ) − x∗0‖ = n¯r, n¯ ∈ N. Since t 7→ x∗(t) is bounded, the latter is
possible only when r = 0, i.e. when x∗ is T -periodic. The proof of the theorem
is complete. uunionsq
Similar to Theorem 3 results are obtained in Henriquez [19] (extension to
Banach spaces) and in Kamenskii et al [25] (extension to almost periodic
solutions).
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Appendix B Structure of the configuration space
To illustrate the structure of the configuration space Rm and construction of
the variables used in Theorem 1 we can plot a 3D diagram (Figure 7) of a hypo-
thetical situation when m = 3, q = 1, rankD = 2 whithout a connection to any
particular network of springs. In such a case we have dimU = 1,dimV = 2.
Since q = 1 the matrices R and L are single column-vectors and we illustrate
the condition (9) on L by showing that
projR(DL) =
R
‖R‖
〈
R
‖R‖ , DL
〉
=
R
‖R‖2R
TDL =
R
‖R‖2
  
Fig. 7 The structure of the configuration space Rm when q = 1, dimU = 1, dimV = 2.
The right side of the figure shows how the vector g(t) is obtained and the left side shows
how the moving set Π(t) ∩ V is defined.
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