Abstract
Introduction
The Simultaneous Localization and Mapping (SLAM) problem is the estimation of both the relative positions of the environmental features with respect to the observer and the position of the observer itself. SLAM has been recognized as a fundamental problem in robotics because its solution is key for endowing robots with real autonomous capabilities. However, SLAM has also captured the attention of computer vision researchers interested in building useful wearable devices (camera + computer/PDA) for serving on-line metric (maps) and positional (localization) information to the observers, which is key in the case of blind and visually impaired people.
Considering the broad spectrum of SLAM approaches there are two extremes depending whether we pretend to build a dense map of the environment or not. In the first case, when the used sensors yield dense enough data for building 3D maps of the environment (typically laser range finders [24] [11] [13] [7] [23]) the problem of simultaneously computing the map and observer poses is formulated in terms of maximizing a log-likelihood function and then using an EM-like algorithm to obtain, at least, a local maximum. In some of these algorithms, the core of SLAM is the registration of succesive point clouds by means of an Iterative Closest Point (ICP) [2] [17] algorithm, embodied in a computational scheme which enforces of a globalconsistency criterion [9] .
The other extreme of the SLAM spectrum is characterized by algorithms obtaining sparse maps, that is, only a few features are tracked and used to compute the position of the observer. In this latter case, a Extended Kalman Filter (EKF) is typically used, and simple data-association mechanisms are used for solving the registration problem between features in consecutive views. The two fundamental weaknesses of this approach (a quadratic complexity with the number of features, and the collapse of the filter when data-association fails) are partially solved in the recent FastSLAM approach [15] [8] [25] . Although the sensor used in these cases are typically range (laser) sensors, the sparse approach has been recently brought to the computer vision arena [5] [4] . However, in these latter algorithms, if one wants real-time solutions, the registration (structure from motion) problem must be circumvented because solving it accurately implies intensive batch processing (offline). Consequently, only short sequences can be tracked without errors. However, there are recent experiments embodying structure-from-motion in the filter [14] .
Computer vision solutions are desirable because cameras (specially monocular ones) are cheaper than 2D (and obviously 3D) lasers. However, in the middle of the SLAM spectrum we may find stereo-based solutions which compute semi-sparse 3D maps. In [16] , where 3D information yields 2D maps, these maps are represented with a occupancy grid models. In other cases, like in [10] , stereo data even allow the computation of 3D planes although some manual guidance is necessary when there is no data. In [12] , stereo vision is fused with inertial information in order to recover 3D segments. On the other hand, in [18] [19] 3D landmarks based on scale-invariant image features are used to compute the map. Such a computation relies on estimating the ego-motion of the robot, tracking the landmarks using the odometry for prediction, and finally superimposing the landmarks to obtain the map. However, such an approach is not globally consistent because it only relies on local estimations. This is why it is extended in [20] , although the global consistency proposed exploits the closing-the-loop constraint for performing backwards corrections.
Following this semi-sparse approach we have proposed recently a stereo-based approach which solves the registration problem (egomotion) in real time and embodies this mechanism in a global-consistent (and typically off-line) estimation of the map [21] [22] without the need of imposing the closing-the-loop constraint (although other assumptions like the assumption of being in a plane-parallel or Manhattan environment are applied). In our latest version, global consistency is enforced by minimizing an entropy-based criterion with a randomized algorithm. The observer, typically a small mobile robot, was confined to the XZ (horizontal) plane, that is, only 3 DOF were considered. However, in this paper we address the problem of migrating these mechanisms to a wearable device for humans, and specially for blind and visually impaired people. In order to do so in near real time, there are three key questions to solve: (i) Considering 6DOFs both in the egomotion and in the global-rectification algorithms; (ii) Enabling the scalability of the algorithm, in terms of both space and computation requirements, using a variable time resolution strategy for integrating (assimilating) observations; and (iii) Implementing the latter mechanisms into a real situated device.
The technical details of the approach are described in Section 2 (egomotion) and in Section 3 (map building, rectification, and variable time integration). In Section 4 we present some indoor 6DOF SLAM experiments performed by a human wearing our wearable stereo prototype. Finally, in Section 5 we present our conclusions and future work.
Egomotion/Action Estimation
In 3D space, the pose of the camera at time t is given by 6 parameters (degrees of freedom, DOF)
T . The goal of egomotion is to estimate the incremental action a t = δp t describing how the current pose has been derived from the previous one p t−1 , but only using visual cues. The four steps for solving action estimation are (i) feature extraction, (ii) feature matching, (iii) matching refinement, and (iv) transformation estimation (see Figure 1 ).
Feature Extraction
Let C t (x, y, z) the 3D point cloud observed from the t−th pose, and let I t (u, v) the right intensity image of the t−th stereo pair (reference image). For the sake of both efficiency and robustness, instead of considering all points
T ∈ C t we retain only those points whose
T ∈ I t are associated to strict local maxima of |∇I t |. These points define the constrained cloudC t (x, y, z). The same holds for C t−1 (x, y, z) and
Feature Matching
In order to find matchings between points
we will measure the similarity between the local appearances in the neighborhoods of their respective projections m t and m t−1 . As we need certain degree of invariance to change of texture appearance, matching similarity S(M t , M t−1 ) relies on the Pearson correlation ρ (illumination invariance) between the log-polar transforms LP (local orientation invariance) of the windows W mt and W mt−1 centered on both points, that is, we must maximize the score
the correlation coefficient of the random variables associated to the grey intensities of the log-polar mappings:
In order to ensure the quality of the match, we reject candidates with: (ii) low distinctiveness, that is, exists alsoM t satisfying
, but for this latter one, the match maximizing
Matching Refinement
Despite considering the three later conditions, the matching process is prone to outliers. Thus, after computing the best matches for all points, we proceed to identify and remove potential outliers. Suppose that the i−th point M 
where M is the current set of matches, that is, for testing whether a given match should be removed or not, we consider the averaged sum of its maxima (see Figure 2) . Leaving-the-worst-out is an iterative process in which we remove the match in M, and their associated points, with higher D ij and then proceed to re-compute, in the next iteration, the maxima for the rest of matches. If we plot the D ij for all matches each iteration (see curves in Fig. 3) we can see that as we iterate we tend to a flat curve, that is, a curve whose standard deviation tends to zero. Thus, we stop the process when either such a deviation reaches σ min , being σ min sufficiently small, or a minimum number of matches |M| min is reached. Comparing this criterion with the statistical filter proposed in [26] , we consider structural differences within the views (independently of the relative position between them) instead of considering structural differences between the views.
Transformation Estimation
The purpose of the leaving-the-worst-out process is to provide a set of good-quality matches in order to face action estimation directly. The idea is to perform both the refinement and action estimation once, that is, to avoid an interleaved EM-like estimation process. Then, let R t and t t the 3 × 3 rotation matrix and 3 × 1 translation vector, respectively, associated to action a t . Paying attention to the constrained 3D point cloudsC t (x, y, z) andC t−1 (x, y, z), and given that each point M i t in the first cloud matches point M j t−1 in the second one, the optimal action is the one yielding the transformation (rotation and translation) that maximizes the degree of alignment between both clouds, that is, the one that minimizes the usual quadratic energy function
being B ij binary matching variables (1 when M i t matches M j t−1 and 0 otherwise). In order to minimize the latter function we perform a conjugate gradient descent with an adaptive step through the space of incremental actions.
Map Building and Rectification
Given a trajectory p 0 , p 1 , . . . , p N −1 of size N , and a sequence of estimated actions a 0 , a 1 , . . . , a N −1 with length N , being a 0 = p 0 , an initial approximation of the 3D map comes from superimposing all the point clouds with respect to the referential pose p 0 . We call the aggregation of all observations in a common reference system (initial map) as A when it relies on the complete point clouds. However, as this map accumulates the errors produced at local action estimations (errors due to the latter algorithm, or even to the absence of 3D cues when non-textured parts of the environment are observed), it is desirable to provide a consistency criterion and an updating strategy that exploits it in order to obtain a globally-consistent map.
Consistency Criterion
Our criterion for measuring the global consistency of the complete (not reduced) point cloud of the current map A is the minimization of the energy:
being
where H(.) denotes the entropy of the argument. In the first term E global , q XY Z is the probability density of the 3D point cloud. The underlying rationale is that maximizing the overlap between observations is equivalent to minimize the entropy of q XY Z . On the other hand, the second term of Eq. 5, E align , is only applicable to plane-parallel environments, that is, in environments where the main planes (walls, doors, floor, ceiling, and so on) are either parallel or orthogonal (Manhattan worlds). This allows, for instance, to correct a typical straight corridor that appears slightly curved if we only minimize E global . In order to do so, we compute the 2D marginal distributions q XY , q XZ , q Y Z of q XY Z with respect to each of the 3 main planes (see Figure 4) . Intuitively, if a corridor is perfectly orthogonal to the XZ (horizontal) plane, we will observe well-defined (crisp) projected walls and H(q XZ ) will be minimal with respect to any other rotation. And an equivalent reasoning follows for the two other projections. Therefore, this second term, that we call alignment term prefers maps yielding crisp projections and this is why curved corridors may be rectified. In order to accelerate the process, the first observation (reference system) should be approximately aligned with the main building directions.
The alignment term could be removed in a non planeparallel environment (E(A) = E global (A)). In this case, the energy function has less information and is more difficult to find the best trajectory.
In order to estimate the latter entropies we may use a Parzen windows approach, like the one proposed in [6] , to estimate the densities:
being Q a set of iid samples (3D points in the first term and 2D points in the second one), G σ a factorized 1D Gaussian kernel with variance σ and w i ∈ Q. In addition Following the Asymptotic Equipartition Property (AEP) [3] we have that
where V is a set of samples satisfying Q ∪ V = ∅, and w j ∈ V . Alternatively, we may estimate the densities following a voting scheme built in a discrete grid. This latter method introduces a significant bias in comparison to the Parzen-based approach, but its computational cost is linear with the number of samples whereas the Parzen one may be quadratic if we use all the points. Other entropy estimation approaches [1] were discarded for the same practical reason.
Quasi-random Update
The underlying idea of our map-updating strategy is to modify all actions a t simultaneously in order to obtain a new map A new . However, in practice, and in order to ensure the convergence of the optimization problem, we only modify simultaneously K < N actions in each iteration, randomly selected (in our experiments, we use a 10% of N ). The new trajectory is performed adding a random change to the selected actions. Each new action a new t is equal to the given one on average but there is an error defined by t . That is, a new t is a random variable following the Gaussian distribution N (a t , t ) with t = p t S t , where S t is diagonal 6 × 6 matrix defined by the variances σ δx , σ δy , σ δz , σ δθ X , σ δθ Y , σ δθ Z , whose scale must be carefully specified. For each new observation/action, we perform I max (constant) iterations of this algorithm, following an AnyTime scheme. This strategy produces a suboptimal solution in a limited time.
Observation Integration
From a computational point of view, each new observation introduces 6 new variables into the SLAM problem. Consequently, it is convenient to fuse some views in order to reduce the overall number of variables. Otherwise, it is impossible to solve the global rectification in real time. When the number of observations is over N int we proceed to fuse each pair of consecutive observations: 1 with 2, 3 with 4, and so on (see Figure 5 left) and the number of observations is reduced to N int /2. To fuse two observations, we integrate the second point cloud with the first one, using the intermediate action to put them in the same reference system. Then, we remove the second observation and the action from the trajectory.
As the SLAM algorithm proceeds, the first observations are more integrated (poorer temporal resolution) than the last ones. This seems reasonable from the point of view that these observations have been involved in many rectification steps. However, this has the drawback that it increments the rigidity of the map. In Figure 5 (right) we show an example showing the state of the SLAM after four integration events (here N int = 60).
Experimental Results
Our wearable stereo device consists of a Digiclops stereo trinocular camera connected through a IEEE1394 fire- wire port to a small-sized laptop (Acer TM 382 Tci, with an Intel Centrino 1.6 Ghz processor) that we carry in a little knapsack (see Figure 6) . We obtain 320 × 240 stereo images producing clouds of 10.000 points on average which are typically reduced to 400 points in the constrained clouds. Given our previous experimental evaluations of the 3D estimation error for the Digiclops system, our maximum range is 8 meters, being the averaged error associated to such a distance below 0.75 meters. We divide the experiments in two groups: egomotion and SLAM.
Egomotion Results
The parameters for egomotion estimation are: |W| = 8 × 8 (the size of the appearance windows), S min = 0.8 (minimal strength of a match), R min = 0.95 (minimal distinctiveness ratio), σ min = 0.005 and |M| min = 10 (variance limit and minimal number of matches for stopping the leaving-the-worst-out process). The first experiment in this group is addressed to test the 6DOF ability. Thus we recover the egomotion while raising stairs (see Figure 8) .
The second egomotion experiment is devoted to test the robustness of egomotion estimation when dynamic objects appear. When the fraction of matchings corresponding to dynamic objects does not dominate the scene they are filtered by the leaving-the-worst out process (see Figure 7 ).
SLAM Results
The parameters for map building and rectification are:
.86 degrees. The fraction K/N of simultaneously selected actions in the quasi-random update process is 0.1 (10% of N ). As we have indicated previously, we proceed to integrate views each N int = 60 observations. Therefore we always work with buffers of 30−60 views. The averaged time for performing egomotion is 340ms per observation. A new observation is accepted when the estimated action is good enough, that is, when some rotation is above 15 degrees or some translation is higher than 0.5 meters. Egomotion is performed whenever the camera produces a new observation. However, the global rectification step is applied each new observation, with I max = 50 iterations. The averaged time of a complete iteration (egomotion+rectification) is 0.97 seconds. We have performed two experiments. In the first one (see Figure 9 ) we make SLAM in a single corridor, while taking 296 observations. The real trajectory consist of going from one extreme of the corridor to the other and then return. Egomotion without rectification yields a progressive positional error. During rectification we exploit the Manhattan assumption although there are places in the corridor with curved walls.
In the second experiment (see Figure 10 ) we evaluate the 6DOF performance of the SLAM algorithm when facing buildings with more than one floor (two in this case). There is a cycle returning to the starting point after: (i) walk through the first floor, (ii) raise the first stairs, (iii) walk through the second floor in the opposite sense, and (iv) lower the second stairs and going towards the departure point (main door of the building). In this latter case, the height of the floors is assumed to be known beforehand in order to avoid fusing the two identical corridors corresponding to the two floors. The alignment term produces a map very close to the best solution at any moment. For this reason, a great computacional effort is not necessary to close the loop.
Conclusions and Future Work
In this paper we have embodied a SLAM solution into a wearable stereo device for serving on-line metric (map) and positional (localization) to the blind or visually impaired. In order to do so we have introduced three basic elements: (i) a real-time egomotion estimation integrating 3D and 2D (appearance) information; (ii) a randomized algorithm for global rectification by entropy minimization (information maximization); and (iii) a time-dependent view integration strategy for reducing the number of variables and achieving near real-time performance in global rectification. We show successful experimental results which illustrate the capabilities of both the egomotion and the global-rectification algorithm in terms of supporting 6DOF, yielding statistical robustness and enabling scalable solutions. The resulting wearable stereo device allows full dynamic information assimilation in indoor environments (preferably under the supposition of Manhattan world).
However, as indicated in the title of the paper, this work represents a first step towards real-time SLAM for the visually impaired. At this moment the result of the algorithm is a metric map, which is useless for a blind person unless we are able to recognize objects like doors, walls, stairs, and so on, in it. For this reason, our future research includes the learning, and then extraction, of high-level information from the map, and then the labeling of the different places (corridors, rooms, lavatories, and so on). Such learning could be done if another person clicks landmarks while they are visited during SLAM performance. This information would be used later by a topological navigation algorithm to localize and guide the visually impaired in a complex environment, for instance through sonification.
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