How do two observers pool their knowledge about a quantum system? by Jacobs, Kurt
ar
X
iv
:q
ua
nt
-p
h/
02
01
09
6v
2 
 1
3 
Se
p 
20
02
How do two observers pool their knowledge about a quantum system?
Kurt Jacobs
T-8, Theoretical Division, MS B285, Los Alamos National Laboratory, Los Alamos, New Mexico 87545
In the theory of classical statistical inference one can derive a simple rule by which two or more
observers may combine independently obtained states of knowledge together to form a new state of
knowledge, which is the state which would be possessed by someone having the combined information
of both observers. Moreover, this combined state of knowledge can be found without reference to
the manner in which the respective observers obtained their information. However, we show that
in general this is not possible for quantum states of knowledge; in order to combine two quantum
states of knowledge to obtain the state resulting from the combined information of both observers,
these observers must also possess information about how their respective states of knowledge were
obtained. Nevertheless, we emphasize this does not preclude the possibility that a unique, well
motivated rule for combining quantum states of knowledge without reference to a measurement
history could be found. We examine both the direct quantum analogue of the classical problem,
and that of quantum state-estimation, which corresponds to a variant in which the observers share
a specific kind of prior information.
PACS numbers: 03.67.-a,02.50.-r,03.65.Bz
I. INTRODUCTION
Consider a variable N , which can take a range of val-
ues, but which in reality has a single value. An observer’s
state of knowledge regarding the value of N may be writ-
ten as a probability density which is a function of the
possible values [1]. Specifically, if N can take integer val-
ues in a range n = 1, . . . , nmax, then we write the proba-
bility density as P (n) (where naturally
∑
n P (n) = 1 and
P (n) ≥ 0, ∀n). We will refer to P (n) as being a classical
state of knowledge.
An observer’s state of knowledge regarding N may be
thought of as a result of that observer having obtained
some information about the value of N , and the more in-
formation she obtains, the lower is the entropy, S(P (n))
of her density. If we now consider two observers, each of
whom have obtained independent information about the
value of N , then in general they will have different states
of knowledge. Now, since we have made the assumption
that their information is independent, if they pool that
knowledge, then they should end up with a combined
state of knowledge which has an entropy that is lower
than either of their two individual states of knowledge.
Using Bayesian statistical inference, one can obtain the
rule by which the two observers can combine their respec-
tive probability densities to obtain the new probability
density which describes what they jointly know about N .
That is, under the assumption that the information of the
respective observers is independent, their joint state of
knowledge may be obtained entirely from their individual
states of knowledge, whith no reference to how the knowl-
edge was obtained. However, when one is concerned with
quantum states of knowledge, which are given by density
matrices rather than probability densities, it turns out
that the situation is quite different.
In the following section we describe the rule for com-
bining classical states of knowledge. In section III we
consider how the situation is different for quantum states
of knowledge, examining both the direct quantum ana-
logue of the classical problem, and that of quantum state-
estimation. In section IV we conclude with a brief sum-
mary.
II. COMBINING CLASSICAL STATES OF
KNOWLEDGE
Bayes’ theorem provides a means to describe how in-
formation is obtained about a random variable N [2]. An
observer makes a measurement and obtains a result M ,
which is related to the variableN through the conditional
probability P (m|n). If the observer’s state of knowledge
regarding N before the measurement was P (n), then af-
ter the measurement it is
P (n|m) = P (m|n)P (n)
P (m)
(1)
where P (m) may be determined completely from the fact
that P (n|m) must be normalized. IfK measurements are
made, with independent results mk, then the observer’s
final state of knowledge is given by
P (n|m1, . . . ,mK) = 1N ({mk})
[
K∏
k=1
P (mk|n)
]
P (n)
(2)
where N ({mk}) is the overall normalization, given by
N ({mk}) =
∏K
k=1 P (mk).
Consider two observers, Alice and Bob, where Bob’s
state of knowledge, P (n|m1, . . . ,mK) is the result
of obtaining measurement results {mk}, and Alice’s,
Q(n|l1, . . . , lJ), is the result of obtaining measurement
results {lj}. By asserting that their respective bodies of
information about N are given entirely by the measure-
ment results, we must take the initial state of knowledge
2in the formula given by Eq.(2) to be given by a flat dis-
tribution, P (n) = 1/nmax. This is because, by the asser-
tion, all information (that is, everything that contributes
to making each observer’s state of knowledge possess less
than maximum entropy) is embodied in the measurement
results. Therefore, the initial state of knowledge must be
the one with maximum entropy, which is P (n) = 1/nmax.
The state of knowledge of a third observer, Charlie,
who has the combined information of both Alice and Bob,
is given by
P (n|{mk}, {lj}) = 1N ({mk}, {lj})
[
K∏
k=1
P (mk|n)
]
 J∏
j=1
P (lj |n)

 (1/nmax)
= f({mk}, {lj})P (n|m1, . . . ,mK)Q(n|l1, . . . , lJ) (3)
where f is some function of the measurement results,
and may be determined entirely from the requirement of
normalization. Thus, to combine the states of knowledge
of the two observers, we simply multiply the respective
probability densities and renormalize.
It is possible to write Bayes theorem in the same form
as the theory of generalized quantum measurements,
since this generalized theory must reduce to Bayes theo-
rem under certain conditions. If we write an initial state
of knowledge as a diagonal matrix ρ, where the diag-
onal matrix elements ρn,n are given by P (n), and we
write the M conditional probabilities P (m|n) as diago-
nal matricesEm where the diagonal elements are given by
(Em)n,n = P (m|n), then using Bayes theorem the final
state of knowledge, after obtaining measurement result
m is given by
ρm =
Emρ
P (m)
=
√
Emρ
√
Em
Tr[Emρ]
(4)
where
∑
mEm = I. After the measurement, and con-
ditional upon the measurement result, one can also per-
form, for example, a reversible deterministic transforma-
tion on the variable being estimated. The result of that
is to multiply the state of knowledge on the left by a
matrix Tm, and on the right by T
T
m, where Tm has every
element zero, except for exactly one element in each row
and column, which is unity.
To obtain the theory of generalized quantum measure-
ments one relaxes the restriction that the matrices ρ and
Em be diagonal (but retains the restriction that they
be positive). After the measurement, and conditional
upon the outcome, one is allowed to perform a unitary
transformation, Um, on the system, and this generalizes
the deterministic classical transformation Tm introduced
above. This gives
ρm =
Um
√
Emρ
√
EmU
†
m
Tr[Emρ]
. (5)
However, this final unitary tells us nothing about the
information gathering process, just as the performance
of the deterministic transformation on a classical system
following a classical measurement tells us nothing about
the classical information gathering process. Hence one
can dispense with the unitaries if one is interested only in
the process of obtaining information. In what follows we
will refer to the operators Em as the effects [4], following
Kraus.
With this notation the rule for combining classical
states of knowledge is
ρtot =
ρAρB
Tr[ρAρB]
, ([ρA, ρB] = 0). (6)
As we will see in the next section, the situation for quan-
tum states is significantly more complex, however.
III. COMBINING QUANTUM STATES OF
KNOWLEDGE
A. The direct quantum analogue
In the case of classical measurements considered above,
each observer performed measurements on the system in
question. Since in that case all the measurement op-
erators for the different observers commute, we did not
have to worry about the order in which the measure-
ments were performed. In the quantum case however,
the states of knowledge of the two observers, after mak-
ing their measurements, are dependent upon the order
in which the measurements are made, and moreover,
also due to the non-commutativity, the state of knowl-
edge of one observer will in general depend upon the
choice of measurements made by the other observer. As
an example, Alice and Bob’s states of knowledge, af-
ter Alice has made N measurements, given by POVM’s∑
i1
A1†i1A
1
i1
= 1, . . . ,
∑
iN
AN†iN A
N
iN
= 1, and Bob has
madeM measurements, given by POVM’s
∑
i1
B1†j1B
1
j1
=
1, . . . ,
∑
jM
BM†jM B
M
jM
= 1, are, respectively,
3ρA =
1
NA
jmax
1∑
j1=1
· · ·
jmax
M∑
jM=1
P(A1i1 , . . . , ANiN , B1j1 , . . . , BMjM )
[P(A1i1 , . . . , ANiN , B1j1 , . . . , BMjM )]† (7)
ρB =
1
NB
imax
1∑
i1=1
· · ·
imax
N∑
iN=1
P(A1i1 , . . . , ANiN , B1j1 , . . . , BMjM )
[P(A1i1 , . . . , ANiN , B1j1 , . . . , BMjM )]† (8)
where P denotes a given permutation of the product of its
arguments, the permutation being determined by the or-
der in which the measurements were made. Alice’s state
of knowledge is given by averaging over Bob’s measure-
ment results and vice versa. Note that we can always
rewrite the history of measurements by Alice and Bob as
a single POVM in which the elements have two indices.
For example:
ρA =
1
NA
jmax∑
j=1
AijA†ij (9)
ρB =
1
NB
imax∑
i=1
AijA†ij (10)
where
imax =
N∏
k=1
imaxk , j
max =
M∏
k=1
jmaxk . (11)
We could also include in the expressions for ρA and ρB
measurements made by another observer, Eve, the results
of which neither Alice nor Bob have access too. This in-
volves simply choosing one or more of the indices and
allowing both Alice and Bob to sum over them. While
in the classical case such an addition makes no difference
to the observers’ final states of knowledge, quantum me-
chanically it does. We will include measurements by Eve
in what follows when relevant to the discussion.
Before considering the problem of combining states
of knowledge, it is worth discussing when two states of
knowledge are consistent with one another. If we take
as our basic assumption that two separate observers ob-
tain their respective states of knowledge in the above
manner (that is, by each making measurements at var-
ious times, and averaging over the results of the other
observer’s measurements), then two states of knowledge
are consistent with one another if and only if they may
be written in the form given by Eqs.(7) and (8) (with
the addition of measurements by Eve over which both
observers sum) 1. By an inspection of the form of these
1 Of course, in considering the consistency of states of knowledge,
it is essential to include the case in which the observers’ states are
not independently obtained. This can be achieved by providing
equations, it is immediately clear that the two densities
matrices are given each by a sum of terms, where the
two sums have at least one term in common (exactly one
term if Eve makes no measurements, more than one if
she does). Thus we can always write
ρA = ασ +
K∑
k=1
pAk |φAk 〉〈φAk | (12)
ρB = βσ +
L∑
l=1
pBl |φBl 〉〈φBl | (13)
Note that in these equations, normalization of the den-
sity matrices implies α = 1−∑k pAk and β = 1−∑l pBl .
Now, Brun et al. [3] have also shown that the reverse is
true. That is, that for two density matrices that can be
written as a sum of terms with at least one term in com-
mon, a set of POVM’s may be constructed such that two
observers can obtain those density matrices by making
measurements. We will refer to this as the realizability
property of quantum measurements. (Actually, Brun et
al. only show this when σ is pure - however, extend-
ing their method to mixed states is straightforward, and
this is included in our analysis below.) Hence, we may
conclude that two density matrices are consistent if and
only if an expansion may be found for each such that
these expansions have a term in common. Thus, by us-
ing a slightly different starting point (Eqs.(7) and (8))
than that used in reference [3], we arrive at the same
condition for consistency as found there.
The problem of obtaining the state of knowledge of a
third observer, Charlie, who has access to all the informa-
tion (that is, both Alice and Bob’s measurement results)
is now the following: given the two states ρA and ρB, we
must find the state
ρC =
1
NCAijA
†
ij (14)
since this is Charlie’s state of knowledge. The problem
with obtaining such a state is that, given merely ρA and
ρB, ρC is not well-defined. That is, fixing ρA and ρB,
indices in Eqs. (7) and (8) which are summed over by neither
observer. However, this addition does not change the remainder
of the argument.
4one can find two different sets of measurement histories
that give two different values for ρC. We can show that
this is the case by employing the method used by Brun
et al. [3] to prove the realizability property mentioned
above, along with another result also contained in [3]. A
proof of the realizability property is as follows.
We consider three systems, the system of interest to the
two observers, S, and two auxiliary systems, SA and SB.
We choose the initial state of the three systems to be pro-
portional to the identity, in keeping with the constraint
that the observers share no prior information. Next, the
two observers both make measurements which project
the composite system into a pure state, which is (up to
an overall normalization factor),
|Ψ〉 ∝
N∑
i=1
√
λi|φi〉|Ai〉|Bi〉
+
K∑
k=1
√
pAk /α|φAk 〉|B(k+N)〉|ψA〉
+
L∑
l=1
√
pBl /β|φBl 〉|A(l+N)〉|ψB〉. (15)
The λi and the |φi〉 are respectively the eigenvalues and
eigenvectors of σ:
σ =
N∑
i=1
λi|φi〉〈φi|. (16)
The sets of states {|Ai〉} and {|Bi〉} are orthonormal
bases for the systems SA and SB, respectively, and
|ψA〉 = 1√
N
N∑
i=1
|Ai〉, (17)
|ψB〉 = 1√
N
N∑
i=1
|Bi〉. (18)
Alice makes now a measurement projecting SA onto
the basis {|Ai〉}, obtaining (with a probability less than
unity) a result associated with the one of the states |An〉,
where n ∈ 1, . . . , N . The probability that she obtains re-
sult n is
P (n) =
1
〈Ψ|Ψ〉
(
λn +
1− α
αN
)
. (19)
In addition, having no access to system SB, she traces
over it. After obtaining result n, and tracing over system
SB, her state of knowledge regarding system S is (up to
a normalization factor)
ρAn ∝ λn|φn〉〈φn|+
1
αN
K∑
k=1
pAk |φAk 〉〈φAk |. (20)
At this point she throws away the information about
which of the N results she obtained, so her state is the
result of averaging the ρAn over n. Her final state of knowl-
edge regarding system S is then precisely that given by
Eq.(12). Bob performs an equivalent procedure, but this
time measuring system SB, projecting it onto the basis
{|Bi〉}, and throwing away the information about which
of the results i = 1, . . . , N was obtained. His final state
of knowledge regarding S is that given by Eq.(13). While
Alice’s and Bobs states are important, just as important
for our purposes is Charlie’s state of knowledge (where,
as above, Charlie is an observer with access to the mea-
surement results of both Alice and Bob)). For the above
measurement procedure, Charlie’s state of knowledge is
σ.
To complete our analysis, we need a second result
shown in [3], which is the following: Two density ma-
trices may be written in the form given by Eqs. (12)
and (13), with σ = |φ〉〈φ|, if and only if the state |φ〉
is contained within the space which is the intersection
of the supports of ρA and ρB (It is also a simple mat-
ter to extend this result to the case when σ is mixed -
in this case, it is the support of σ which must be con-
tained within the intersection of ρA and ρB). Note that
the support of a density matrix is the space spanned by
its non-zero eigenvectors.
Combining this with the previous result provides us
with the following procedure. Given two states of knowl-
edge, who’s supports have an intersection which is at
least two dimensional, we can can choose two distinct
states from this intersection. For each of these distinct
states we can construct a measurement procedure for Al-
ice and Bob such that Charlie’s resulting state of knowl-
edge is the state in question. Charlie’s state of knowledge
is therefore dependent upon the measurement history and
is not well defined by the states of knowledge of Alice
and Bob alone. In particular we can state the following
lemma.
Lemma: Given two consistent, independently ob-
tained states of knowledge, held respectively by observers
A and B, the state of knowledge of a third observer C,
who has access to the information of both A and B, may
be any (possibly mixed) state, who’s support lies within
the intersection of the supports of the states of A and B.
Thus, the problem of combining density matrices, in
the sense of obtaining the state resulting from the full
combined information of both observers, is not well de-
fined. However, we would like to finish this section by
pointing out that it may well still be possible to ob-
tain a well-defined procedure for forming a combined
state of knowledge from two independently obtained den-
sity matrices. Consider the situation in which two ob-
servers posses states of knowledge, but wish to combine
them without reference to how the states where obtained.
The observers should then take into consideration all the
states which could result from fully combining their in-
formation; that is, they should take into account all pos-
sible measurement histories consistent with their states
of knowledge. Given one of these possible measurement
5histories, call it Λ, there will be a certain probability that
the observers’ respective states of knowledge result from
this. Specifically, if Λ is the POVM described by the
set of operators Aij , then the probability that the states
of knowledge corresponding to Alice obtaining outcome
i and Bob obtaining outcome j result from this mea-
surement, is P (ρA, ρB|Λ) = Tr[AijA†ij ]. The state of
knowledge of an observer who knows both outcomes is
σΛ = AijA†ij , suitably normalized. The combined state,
resulting from a knowledge only of ρA and ρB, would then
be (using Bayes’ theorem)
σAB =
1
N
∫
Λ
P (ρA, ρB|Λ) σΛ dΛ
=
1
N
∫
Λ
AijA†ij dΛ (21)
The central point is that, while any state in the inter-
section of the supports of the two density matrices is
a possible state for Charlie, not all these states will be
equally likely. Of course, such a procedure would require
a well motivated choice of measure over the measurement
histories Λ.
B. Quantum state-estimation
When there exists more than one copy of a system
prepared in a given (but unknown) quantum state, then
measurements can be made on each of the systems in or-
der to discover the nature of the state. This procedure is
referred to as quantum state estimation. As will be made
clear in what follows, this is a departure from the for-
mulation considered in the previous section, because the
initial state of the combined system (that is, the system
consisting of all the identically prepared systems com-
bined, before any measurements have been made), is no
longer the identity. That is, the observers share some ini-
tial knowledge about the state of the combined system.
In quantum state estimation, a number of copies, N , of
a given quantum state |ψ〉 are prepared, but the observer
who wishes to perform the state estimation by making
measurements on one or more of these copies has in-
complete knowledge as to what the state is. Thus one
may write the observer’s initial state of knowledge as a
probability density, P (|ψ〉), over the possible states. As
measurements are made on the various copies, the ob-
server’s state of knowledge changes, and eventually the
probability density becomes sharply peaked about the
true state [5] (see also [6, 7, 8, 9, 10, 11, 12, 13]). In this
case, the quantum state can now be viewed like a classical
variable being estimated, and Bayes’ rule can be applied
to P (|ψ〉) as each subsystem is measured. But in the
previous section we asserted that an observer’s state of
knowledge is given by a density matrix, and now we are
saying that it should be encoded as a probability density
over pure states! Are we contradicting ourselves? Not
at all. Recently Schack et al. [14] have shown that this
formulation of quantum state estimation may be derived
from the rules of quantum measurement theory, and may
therefore be reformulated purely in terms of density ma-
trices and POVM’s. This formulation is as follows.
The initial state of the N identically prepared systems
may be written as
ρ(N) =
∫
P (ρ)ρ⊗Ndρ (22)
where ρ = |ψ〉〈ψ|, and P (ρ) is the probability that the
preparer choose to prepare all the systems in state |ψ〉.
(In fact, due to the quantum de Finetti theorem (the
details of which are given in ref. [15]), if we imagine the
availability of an infinite sequence of these identically pre-
pared systems, then the expansion given by Eq.(22) is
unique for every value of N (that is, for every subset of
the infinite sequence). Thus, while we have started with a
probability density over states, with certain assumptions
even this can be replaced by an initial density matrix.)
Now, when an observer makes a measurement on one
of the systems, the resulting state of the N − 1 systems
is given by [14]
ρ(N−1) =
1
N
∫
P (ρ)Tr[Ekρ]ρ
⊗(N−1)dρ (23)
where Ek is the effect associated with the particular mea-
surement result, and N is the required normalization.
Noting that Tr[Ekρ] is the conditional probability for the
kth measurement result given that the density matrix for
the measured system is ρ, we may write the final density
matrix as
ρ(N−1) =
1
N
∫
P (ρ|k)ρ⊗(N−1)dρ (24)
where
P (ρ|k) = 1N P (k|ρ)P (ρ). (25)
This last relation is simply Bayes’ rule for updating a
probability density P . Thus, if we like we can write the
result of updating the observer’s state of knowledge re-
garding ρ by simply using Bayes rule on the initial prob-
ability density over ρ. Hence quantum state estimation
can be written in exactly the same form as classical esti-
mation of a classical variable.
To restate the problem of combining quantum states of
knowledge in this setting, it is this: Given two observers,
who have measured respectively M and L of the initial
N systems (for a total of M + L measured systems),
how do they combine their resulting states of knowledge
about the remaining N−M−L systems to obtain a total
state of knowledge which includes correctly the informa-
tion obtained by both. As in the classical problem, and
the quantum problem considered in the previous section,
to address this question we must decide what it means
for the two observers to start with zero knowledge of the
state to be inferred. So long as we restrict our attention
6to pure states, this question is easily answered. We sim-
ply choose the probability density for the state ρ = |ψ〉〈ψ|
to be invariant under all unitary transformations [5]. To
make the notation simple we choose the measure dρ to be
invariant in this manner, and then the initial probability
density P = 1. For convenience this invariant measure is
given explicitly in Appendix A. However, the resulting
initial density matrix for the N systems is not propor-
tional to the identity, which is the initial state which
made sense in the previous analysis. This is easily seen
by noting that if one were to start with the identity, a
measurement on any given subsystem provides no infor-
mation about the state of the remaining subsystems [14],
and therefore does not lead to the Bayesian update rule
discussed above. As a result, this situation is not the
same as that considered in the previous section.
It is now clear that if two observers have in their pos-
session the probability densities describing their states
of knowledge after their measurements, then they can
easily combine these to form a total probability den-
sity, since this is exactly the same as the classical prob-
lem: the two observers simply multiply their densities
together and normalize the result. However, what we are
interested in here is whether two observers can combine
their density matrices together to form a density matrix
which is the result of two observers pooling their informa-
tion, since in quantum mechanics it is the density matrix
which captures the notion of a state of knowledge, and
not the probability densities which appear in the formal-
ism above. From what we know so far, it is fairly clear
that this will not be the case. This is because the den-
sity matrices only consist of a small set of moments of the
probability densities that generate them, and as a result
we can choose many different probability densities con-
sistent with a given density matrix. When we multiply
these different probability densities together we can ex-
pect to get different combined states of knowledge, even
if we fix the initial density matrices. We now provide an
example to show that this is indeed the case.
To do this we need to find two sets of measurement
strategies which result in the same final two density ma-
trices for the respective observers, but result in different
combined states of knowledge. As the first set of mea-
surements consider the situation where two observers, Al-
ice and Bob, have initially three systems, and each mea-
sures one of them. This leaves one system about which
they each have a state of knowledge. Alice’s final state is
ρA =
1
N1
∫
Tr[E1k1ρ]ρdρ (26)
where E1k1 is the associated effect. While it is not neces-
sary, for simplicity we will let Bob make the same mea-
surement, and obtain the same measurement result as
Alice, so that he has the same state of knowledge as her.
As the second case we consider the situation in which
there are initially five systems, and Alice and Bob each
measure two, leaving once again a single system. In this
case Alice’s final state is
ρ′A =
1
N2
∫
Tr[E2k2ρ]Tr[E
3
k3ρ]ρdρ (27)
where E1k1 and E
2
k2
are the effects associated with the
first and second measurements respectively, and again we
will take Bobs final state to be the same. To make the
example concrete, we take the systems to be two-state
systems, and choose
E1k1 = A(α), (28)
E2k2 = A(β), (29)
E3k3 = A(γ), (30)
where
A(x) =
(
x 0
0 1− x
)
. (31)
Parameterizing ρ as
ρ =
(
r
√
r(1 − r)e−iφ√
r(1 − r)eiφ 1− r
)
, (32)
we have
P (ρ|k1) = Tr[E1k1ρ]
= (2α− 1)r + (1 − α) (33)
P (ρ|k2, k3) = Tr[E2k2ρ]Tr[E3k3ρ]
= (1− 2β)(1− 2γ)r2
− [(1− 2β)(1− 2γ) + (1− α− β)]r
+ (1− α)(1 − β) (34)
and the final states are given by
ρA =
1
3
(
(α+ 1) 0
0 1
3
(2− α)
)
, (35)
ρ′A =
1
N (β, γ)
(
(βγ + 1
2
) 0
0 ((1− β)(1− γ) + 1
2
)
)
(36)
whereN (β, γ) = 2(1−β)(1−γ)+(β+γ). In the first case,
the state of knowledge of a third observer who has access
to the results of the measurements of both observers (the
combined state of knowledge), is
σ =
1
N (α)
∫
Tr[E1k1ρ]
2ρdρ
=

 (α2+ 12 )2(1−α)2+2α 0
0
((1−α)2+ 1
2
)
2(1−α)2+2α

 (37)
(38)
and the second is
σ′ =
1
N (β, γ)
∫
(Tr[E2k2ρ]Tr[E
3
k3ρ])
2ρdρ (39)
7The explicit expression for σ′ is rather complex and we
will not give it here, since it is sufficient for our purposes
to evaluate the integral after putting in values for α, β
and γ.
We now wish to choose α, β and γ so that ρA = ρ
′
A
and σ 6= σ′ . To satisfy the first condition, for a given α
we must choose β so that
β =
1
3 (γ − 2)(α+ 1) + 12
1
3 (2γ − 1)(α+ 1)− γ
(40)
which leaves γ as a free parameter. Choosing γ to satisfy
the second condition is not hard. For example, if we take
α = 1/2 and γ = 1/4 which gives β = 3/4, we have
ρA = ρ
′
A =
1
2
I, (41)
where as
σ =
1
2
I (42)
and
σ′ =
1
406
(
299 0
0 107
)
(43)
Thus even for quantum state-estimation, the state re-
sulting from the combined information of two observers
is not well defined by their respective density matrices
alone.
IV. CONCLUSION
While combining independently obtained states of
knowledge is simple in classical statistical inference, the
problem is significantly more complex in quantum me-
chanics. In particular, the state of knowledge possessed
by a third observer who has access to the combined in-
formation of two independent observers can be any state
who’s support lies in the intersection of the supports of
the states of the two observers. Thus only in the spe-
cial case in which this intersection is one dimensional is
the state resulting from full information well defined by
the two observers’ states alone. Nevertheless, we stress
that it may well still be possible to obtain a unique, well-
motivated rule for combining density matrices. One way
to obtain such a rule might be to average over all the
possible measurement histories consistent with the final
two states of knowledge, weighted by the relevant con-
ditional probability for each history. To do this how-
ever, a well motivated measure over measurement histo-
ries would need to be found.
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APPENDIX A: INVARIANT MEASURE
The measure over d-dimensional pure states, |ψ〉,
which is invariant under all unitary transformations, is [5]
2
pin
(n− 1)!dx1 . . . dxd dy1 . . . dyd (A1)
where
|ψ〉 =
d∑
k=1
(xk + iyk)|k〉, (A2)
in which the set {|k〉} is a basis for the system, and
the integration is performed over the surface of a 2d-
dimensional hypersphere given by
∑d
k=1 x
2
k + y
2
k = 1.
For our purposes it is more useful to have this in terms
of probabilities, Pk, and phase angles θk, where
Pk = x
2
k + y
2
k (A3)
θk = arg(xk + iyk). (A4)
To change to these variables we first write the integral as
a volume integral using the identity [16]∫
S
f({xi, yi}) dx1 . . . dxd dy1 . . . dyd = (A5)
∫
R1
(f(yd = κ) + f(yd = −κ)) 1
κ
d∏
i=1
dxi
d−1∏
i=1
dyi,
where
κ =
(
1−
d∑
i=1
x2i −
d−1∑
i=1
y2i
)−1/2
(A6)
and R1 is given by {
∑d
i=1 x
2
i +
∑d−1
i=1 y
2
i ≤ 1}. The first
term in the integral corresponds to the top half of the
sphere,and the second term to the bottom half. In what
follows we will only perform the change of variables for
the top half, since the bottom half gives naturally the
same result for the measure. One must merely remember
to use yd = −κ as the argument for f when integrating
over the bottom half of the sphere. As the prior prob-
ability is unity, for the case we are interested in, f = 1
and so is independent of yd. We now make a change of
variables to {ri, θi} where
xi = ri cos(θi) , yi = ri sin(θi) (A7)
for i in the range 1 . . . d− 1. This gives
∫ 2pi
0
···
∫ 2pi
0
∫
R2
f
1
κ
dxd
d−1∏
i=1
ri dri
d−1∏
i=1
dθi, (A8)
where κ may be written as
κ =
(
1−
d−1∑
i=1
r2i − x2d
)−1/2
(A9)
8and R2 is given by
∑d−1
i=1 r
2
i + x
2
n ≤ 1. We next make a
change of variable from xn to θn where
xn = ρ sin θn, (A10)
and
ρ2 = 1−
d−1∑
i=1
r2i . (A11)
Noting that
κ = ρ| cos θn|, (A12)
the integral becomes
∫ 2pi
0
···
∫ 2pi
0
∫ pi/2
−pi/2
{∫
R3
f
d−1∏
i=1
ri dri
}
dθd
d−1∏
i=1
dθi, (A13)
where R3 is given by
∑d−1
i=1 r
2
i ≤ 1. Finally, changing
variables from the ri to Pi = r
2
i , we have
∫ 2pi
0
···
∫ 2pi
0
∫ pi/2
−pi/2
{
1
2d−1
∫
R3
f
d−1∏
i=1
dPi
}
dθd
d−1∏
i=1
dθi, (A14)
where in terms of the probabilities Pi, the region R3 is
given by
∑d−1
i=1 Pi ≤ 1.
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